Autentikasi biometrik berbasis face recognition menggunakan metode convolutional neural network untuk simulasi barrier gate system by Prasetyo, Mochammad Langgeng
AUTENTIKASI BIOMETRIK BERBASIS FACE RECOGNITION 
MENGGUNAKAN METODE CONVOLUTIONAL NEURAL 
NETWORK UNTUK SIMULASI BARRIER GATE SYSTEM 
SKRIPSI 
Disusun Oleh: 
MOCHAMMAD LANGGENG PRASETYO 
H76216062 
PROGRAM STUDI SISTEM INFORMASI 
FAKULTAS SAINS DAN TEKNOLOGI 





LEMBAR PERNYATAAN KEASLIAN 
 
 
Saya yang bertanda tangan dibawah ini, 
Nama  : Mochammad Langgeng Prasetyo 
NIM  : H76216062 
Program Studi : Sistem Informasi 
Angkatan : 2016 
 
Menyatakan bahwa saya tidak melakukan plagiat dalam penulisan skripsi saya yang 
berjudul: “AUTENTIKASI BIOMETRIK BERBASIS FACE RECOGNITION 
MENGGUNAKAN METODE CONVOLUTIONAL NEURAL NETWORK 
UNTUK SIMULASI BARRIER GATE SYSTEM”. Apabila suatu saat nanti terbukti 
saya melakukan tindakan plagiat, maka saya bersedia menerima sanksi yang telah 
ditetapkan. 
 
Demikian pernyataan keaslian ini saya buat dengan sebenar-benarnya. 
 
 
Surabaya, 5 Agustus 2020 
Yang menyatakan, 
 
   








Skripsi Oleh   
NAMA : MOCHAMMAD LANGGENG PRASETYO 
NIM : H76216062 
JUDUL : AUTENTIKASI BIOMETRIK BERBASIS FACE 
RECOGNITION MENGGUNAKAN METODE 
CONVOLUTIONAL NEURAL NETWORK UNTUK 
SIMULASI BARRIER GATE SYSTEM 
 
 




Surabaya, 01 Juli 2020 
 
Dosen Pembimbing 1 Dosen Pembimbing 2 
  
(Achmad Teguh Wibowo, MT) (Mujib Ridwan, S.Kom., M.T) 











 LEMBAR PERNYATAAN PERSETUJUAN PUBLIKASI 
  KARYA ILMIAH UNTUK KEPENTINGAN AKADEMIS 
 
Sebagai sivitas akademika UIN Sunan Ampel Surabaya, yang bertanda tangan di bawah ini, saya: 
 
Nama  : MOCHAMMAD LANGGENG PRASETYO 
NIM  : H76216062 
Fakultas/Jurusan : SAINS DAN TEKNOLOGI / SISTEM INFORMASI 
E-mail address :  langgengprasetyo.911@gmail.com 
 
Demi pengembangan ilmu pengetahuan, menyetujui untuk memberikan kepada Perpustakaan 
UIN Sunan Ampel Surabaya, Hak   Bebas  Royalti  Non-Eksklusif  atas karya ilmiah : 
     Sekripsi             Tesis         Desertasi  Lain-lain (……………………………) 
yang berjudul :  
AUTENTIKASI BIOMETRIK BERBASIS FACE RECOGNITION MENGGUNAKAN  
  
METODE CONVOLUTIONAL NEURAL NETWORK UNTUK  
 
SIMULASI BARRIER GATE SYSTEM  
 
beserta perangkat yang diperlukan (bila ada). Dengan Hak Bebas Royalti Non-Ekslusif ini 
Perpustakaan UIN Sunan Ampel Surabaya berhak menyimpan, mengalih-media/format-kan, 
mengelolanya dalam bentuk pangkalan data (database), mendistribusikannya, dan 
menampilkan/mempublikasikannya di Internet atau media lain secara fulltext untuk kepentingan 
akademis tanpa perlu meminta ijin dari saya selama tetap mencantumkan nama saya sebagai 
penulis/pencipta dan atau penerbit yang bersangkutan. 
 
Saya bersedia untuk menanggung secara pribadi, tanpa melibatkan pihak Perpustakaan UIN 
Sunan Ampel Surabaya, segala bentuk tuntutan hukum yang timbul atas pelanggaran Hak Cipta 
dalam karya ilmiah saya ini. 
 
Demikian pernyataan ini yang saya buat dengan sebenarnya. 
 
      Surabaya,  
                        






     
    (MOCHAMMAD LANGGENG PRASETYO)                      
 
KEMENTERIAN AGAMA 
UNIVERSITAS ISLAM NEGERI SUNAN AMPEL SURABAYA 
PERPUSTAKAAN 
Jl. Jend. A. Yani 117 Surabaya 60237 Telp. 031-8431972 Fax.031-8413300 
E-Mail: perpus@uinsby.ac.id 



































AUTENTIKASI BIOMETRIK BERBASIS FACE 
RECOGNITION MENGGUNAKAN METODE 
CONVOLUTIONAL NEURAL NETWORK UNTUK SIMULASI 
BARRIER GATE SYSTEM 
 
Oleh: 
Mochammad Langgeng Prasetyo 
Wajah adalah karakteristik unik yang dimiliki oleh masing-masing individu. 
Keunikan ini dapat digunakan sebagai otentikasi dan identifikasi yang dapat 
diimplementasikan untuk keamanan, transaksi, otentikasi. Gambar wajah masing-
masing individu adalah objek yang kondisinya susah dikontrol. Penyebabnya 
adalah gambar wajah dapat berubah dengan berbagai posisi dan tingkat kemiringan 
kepala, posisi yang berbeda, dan perbedaan intensitas cahaya, yang membuat proses 
pengenalan wajah sulit diklasifikasi. Dalam penelitian ini membahas tentang 
otentikasi biometrik berbasis face recognition untuk simulasi barrier gate system 
menggunakan algoritma convolutional neural network berdasarkan jaringan saraf 
tiruan untuk melakukan klasifikasi gambar secara real-time. Proses ini terdiri dari 
convolutional layer, pooling layer, max pooling, flattening, dan fully connected 
layer untuk mendeteksi wajah. Output dari proses sebelumnya dikirim ke 
mikrokontroler berbasis teknologi IoT. Evaluasi hasil penelitian dengan data 100 
mendapat tingkat kesalahan rata-rata 0,3205, tingkat keberhasilan sistem 94%, dan 
waktu respon rata yang diperlukan oleh mikrokontroler 0,56217634 ms serta hasil 
evaluasi akurasi sistem dalam model confusion matrix sebesar 93,3%. Algoritma 
CNN dalam penerapan face recognition mampu menghasilkan nilai error yang 
rendah, tingkat keberhasilan dan akurasi tinggi, serta cepat dalam mengidentifikasi 
citra wajah. 
 
Kata kunci : Face Recognition, Autentikasi, Identification, Extended Local Binary 









































BIMOTRIC AUTHENTICATION BASED ON FACE 
RECOGNITION USING THE CONVOLUTIONAL NEURAL 
NETWORK ALGORITHM FOR THE SIMULATION OF 




Mochammad Langgeng Prasetyo 
The face is unique characteristics possessed by each individual. This uniqueness 
can use as authentication and identification, which can apply to security, 
transactions, authentication. The face image of each individual is an object whose 
condition is severe in control. The cause is a face image can change with varying 
degrees of head tilt, different positions, and the difference in light intensity, which 
makes the process of facial recognition difficult classification. In this research 
discuss of biometric face recognition-based authentication for a barrier gate system 
simulation using deep learning algorithm based on a convolutional neural network 
to conduct image classification in Real-Time. This process consists of a 
convolutional layer, pooling layer, max pooling, flattening, and fully connected 
layer to detecting a face. The output from the previous process sent to a 
microcontroller based on IoT technology. Evaluation of research results with 100 
data got an average error rate of 0.3205, a system success rate of 94%, and the 
average response time required by microcontroller 0.56217634 Ms. Evaluation 
system accuracy results in matrix confusion ordinary 93.3%. CNN's algorithm for 
face recognition is capable of generating a low error rate, high levels of success and 
accuracy, and quickly identifying facial image. 
 
Keywords: Face Recognition, Authentication, Identification, Convolutional 
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1.1 Latar Belakang 
Perkembangan informasi dan teknologi pada era digitalisasi, berdampak pada 
terintegrasinya penggunaan Information Technology (TI) secara global. Dapat 
terjadi karena perkembangan zaman sesuai dengan kemajuan teknologi 
(Gangopadhyay, 2018). Kemajuan teknologi dan ilmu pengetahuan semakin pesat 
dapat kita temukan dalam kehidupan sehari-hari seperti face recognition dengan 
input citra digital, pemanfaatan fingerprint untuk keamanan perangkat mobile, 
voice recognition untuk deteksi suara dapat membantu dalam penulisan text, dan 
teknologi lain sebagainya (Bah & Ming, 2019). Salah satu penerapan teknologi 
yang digunakan seperti autentikasi menggunakan citra wajah digital dengan 
mengintegrasikan  face recognition dan face expression. Face recognition 
bertujuan untuk mendeteksi suatu objek dengan melakukan scanning data dari data 
training, sedangkan face expression bertujuan untuk mengetahui emosi dari objek 
yang sedang dideteksi (Revina & Emmanuel, 2018). 
Sistem autentikasi biometrik yang memiliki akurasi tinggi dan memiliki tingkat 
error rendah perlu dikembangkan, dilatarbelakangi dengan meningkatnya tingkat 
kejahatan dan kebutuhan access control untuk memonitor perilaku (Setiadi et al., 
2017). Access control yang dimaksud berupa pengontrolan keluar masuk 
pengendara dengan model sistem parkir konvensional dapat memicu kesalahan 
dalam penulisan karcis oleh petugas parkir sehingga membuat antrian kendaraan 
semakin panjang, serta merugikan pengendara karena karcis yang diperoleh tidak 
sesuai dengan kendaraannya (Setiadi et al., 2017) (Sujatha et al., 2016). 
Penanggulangan yang dapat digunakan untuk mengatasi permasalahan tersebut 
yaitu authentication menggunakan face recognition untuk simulasi barrier gate, 
penggunaan ini karena wajah merupakan instrument yang bersifat unik, yang 
dimaksud adalah wajah mempunyai ciri khusus yang tidak dimiliki oleh setiap 
individu dan wajah mempunyai perbedaan yang paling tinggi .

































serta sesuai dalam penggunaan sistem face recognition. Kemudian dapat digunakan 
sebagai alat untuk mengidentifikasi pengendara  (Athale et al., 2015). 
Barrier gate sendiri merupakan sebuah sistem parkir untuk mengontrol 
perjalanan keluar masuk kendaraan bermotor di sebuah tempat publik yang 
terkomputasi dengan komputer namun dalam pengimplementasiannya masih 
membutuhkan tenaga manusia untuk melakukan pengecekan. Masalah yang harus 
dihadapi pada proses autentikasi untuk simulasi barrier gate, terdapat perbedaan 
intensitas penerangan cahaya dan perbedaan pose data citra yang ada. Permasalahan 
yang juga harus diperhatikan, faktor posisi citra wajah saat dilakukan perekaman 
citra wajah (Eka Putra, 2016). Penangkapan kamera dapat mengambil posisi citra 
wajah dalam segala arah, kamera dapat menangkap tingkat derajat kemiringan 
wajah yang berbeda-beda, permasalahan ini dapat mengakibatkan fitur wajah 
seperti mata, hidung, garis wajah, alis mata menjadi tidak terlihat secara penuh. 
Faktor lain yang dapat mempengaruhi tingkat kesulitan dalam pengembangannya 
yaitu adanya perbedaan instrument  wajah meliputi kumis, kacamata, jenggot atau 
tidak berkacamata (Zufar & Setiyono, 2016). 
Komponen struktural wajah mempunyai variabilitas yang sangat banyak dan 
berbeda beda. termasuk bentuk wajah, warna kulit, dan ukuran citra wajah dari 
setiap manusia. Faktor yang mempengaruhi tingkat akurasi adalah ekspresi wajah 
seperti tersenyum, sedih, tertawa, marah, terkejut, takut, dan datar. Ekspresi 
tersebut dapat mempengaruhi tingkat kesulitan dalam proses pengembangannya 
(Juneja, 2017). Metode Viola-Jones merupakan salah satu metode yang digunakan 
dalam penerapan face recognition, namun penggunaan metode ini tidak dapat 
mengklasifikasi citra jika posisi wajah tidak lurus secara frontal. Jika citra wajah 
teridentifikasi miring, sangat mempengaruhi tingkat keberhasilan sistem (Putro, M 
Dwisnanto, 2012).  
Teknik yang terkenal lain dalam mengatasi permasalahan tersebut adalah teknik 
klasifikasi Jaringan Syaraf Tiruan (JST). JST merupakan jaringan dari sekelompok 
unit pemrosesan kecil kemudian dimodelkan berdasarkan jaringan syaraf manusia, 
dan dapat berubah strukturnya untuk memecahkan masalah berdasarkan informasi 

































eksternal maupun internal yang terdapat melalui jaringan tersebut (Nalepa et al., 
2020). 
Jenis model JST mempunyai jenis layer yang berbeda, yang dinamakan dengan 
Multi-Layer Perceptron (MLP). MLP untuk mengintegrasikan keseluruhan antar 
neuronnya yang mempunyai kemampuan dalam melakukan proses klasifikasi yang 
akurat namun, MLP memiliki masalah ketika input citra wajah harus melalui 
beberapa proses yang harus dilakukan yaitu pre-processing, segmentasi, dan 
ekstraksi fitur untuk kinerja yang optimal. Hal ini menyebabkan MLP mempunyai 
banyak parameter/informasi yang berlebihan dalam arsitektur (Zufar & Setiyono, 
2016). 
Teknik penyempurnaan proses klasifikasi untuk mengurangi parameter bebas 
dapat menggunakan algoritma Convolutional Neural Network (CNN) yang 
terinspirasi oleh korteks mamalia visual sel sederhana dan kompleks. Model ini 
dapat mengurangi sejumlah parameter bebas dan dapat menyelesaikan masalah 
parameter yang berlebihan serta dapat menangani deformasi citra gambar. Dari 
pembahasan diatas yang menjadi pembeda dari penelitian ini yaitu 
mengintegrasikan aplikasi biometrik berbasis face recognition dengan algoritma 
CNN dengan perangkat microcontroller untuk simulasi barrier gate system secara 
real-time. Dan dapat menjadi sebuah inovasi baru untuk penggantian model barrier 
gate system konvensional  (Shustanov & Yakimov, 2017). 
Berdasarkan latar belakang di atas, menjadi acuan oleh peneliti bahwa 
penggunaan algortima CNN dapat dilakukan penelitian dengan judul 
“AUTENTIKASI BIOMETRIK BERBASIS FACE RECOGNITION 
MENGGUNAKAN METODE CONVOLUTIONAL NEURAL NETWORK 
UNTUK SIMULASI BARRIER GATE SYSTEM”. 
1.2 Perumusan Masalah 
1. Bagaimana menerapkan sistem biometrik berbasis face recognition dengan 
menerapkan algoritma Convolutional Neural Network? 
2. Bagaimana kinerja metode CNN dalam sistem biometrik berbasis face 
recognition untuk simulasi barrier gate system? 

































1.3 Batasan Masalah 
Batasan masalah merupakan batas pada suatu penelitian agar tetap tertuju pada 
pembahasan yang sedang dilakukan, batasan tersebut yaitu: 
1. Pendeteksian citra wajah harus menghadap kamera dan tidak diwakilkan. 
2. Perangkat yang digunakan harus tersedia camera dengan minimum spesifikasi 
8 mega pixels 30 Fps dan resolution 640 x 480 untuk melakukan pengambilan 
citra wajah secara real-time. 
3. Area penempatan kamera harus tersedia intensitas pencahayaan yang terang 
untuk melakukan proses perekaman citra wajah gambar. 
4. Aplikasi yang dibuat hanya berbasis perangkat Web dan mempunyai 
Spesifikasi yang memadai dalam melakukan pengoperasian sistem. 
5. Perekaman citra wajah efektif untuk penggunaan 1 Citra wajah dan 
menggunakan ekspresi tersenyum.  
6. Dalam pengembangan sistem berbasis face recognition ini tidak difokuskan 
untuk mengidentifikasi individu kembar identik (serupa). 
1.4 Tujuan Penelitian 
1. Membuat sistem autentikasi biometrik berbasis face recognition menggunakan 
metode Convolutional Neural Network. 
2. Mengukur kinerja metode CNN dalam sistem autentikasi biometrik berbasis 
face recognition untuk simulasi barrier gate system. 
1.5  Manfaat Penelitian 
1.5.1 Manfaat Akademik 
1. Memberi gambaran mengenai kemampuan mahasiswa dalam menguasai 
materi dan bidang ilmu yang diajarkan dan diperoleh selama proses 
perkuliahan. 
2. Memberi gambaran mengenai kemampuan mahasiswa dalam penerapan ilmu 
dan sebagai bahan evaluasi akademik. 
1.5.2 Manfaat Aplikatif 
1. Dengan adanya pengimplementasian Face Recognition ini, dapat dijadikan 
sebagai pertimbangan dan inovasi dalam hal penggantian model barrier gate 
system. 

































2. Meningkatkan kemanan dan mempermudah mengontrol akses keluar masuk 
setiap individu. 
 
1.6   Sistematika Penulisan 
Tata cara penulisan sudah diatur dan ditetapkan berdasarkan sistematika yang 
dibuat oleh Universitas Islam Negeri Sunan Ampel Surabaya pada prodi Sistem 
Informasi yaitu sebagai berikut: 
1. BAB I PENDAHULUAN 
Pada bab pendahuluan berisi tentang uraian latar belakang permasalahan yang 
terjadi, rumusan masalah, batasan masalah penelitian, tujuan serta manfaat 
dilakukannya penelitian. 
2. BAB II TINJAUAN PUSTAKA 
Bab ini berisi penjelasan dari penelitian terdahulu yang relevan dengan 
penelitian yang dilakukan, teori dasar yang digunakan, serta integrasi keilmuan 
dari penelitian yang dilakukan. 
3. BAB III METODOLOGI PENELITIAN 
Pada bab ketiga ini berisi penjelasan tentang rangkaian tahapan/ langkah-
langkah yang logis dan terstruktur dalam menyelesaikan penelitian yang 
dilakukan. 
4. BAB IV HASIL DAN PEMBAHASAN 
Bab ini berisikan paparan hasil dan pembahasan dari penelitian tentang 
implementasi face recognition dan face expression dengan metode 
Convolutional Neural Network pada aplikasi autentikasi biometrik berbasis 
face recognition. 
5. BAB V PENUTUP 
Bab terakhir mengandung kesimpulan dari hasil dan pembahasan penelitian ini. 
Serta terdapat saran dan masukan pengembangan untuk penelitian yang akan 
dilakukan di masa depan. 
 

































1. BAB II  
TINJAUAN PUSTAKA 
 
2.1.Tinjauan Penelitian Terdahulu 
Untuk memperoleh wawasan dan gambaran ilmu mengenai Face Recognition, 
maka dilakukannya tinjauan penelitian terdahulu yang relevan dan tepat sasaran 
sesuai dengan kebutuhan. Berdasarkan dari Penelitian internasional yang dilakukan 
oleh (Pravin Kumar.S, Bhuvaneswari Balachander, 2019) yang diterbitkan oleh 
“International Journal of Engineering and Advanced Technology (IJEAT)”, 
Dengan judul penelitian “Fast and Cost Efficient Face Detection System with CNN 
Using Raspberry PI” yang berfokus menghubungkan face detection dengan IOT 
(Internet Of Thing) yang menggambar kan sebuah pemanfaatan teknologi dengan 
menggunakan kamera yang dihubungkan dengan Raspberry PI yang kemudian 
dialokasikan sebagai sistem keamanan yang diperuntukkan untuk mendeteksi siapa 
saja subjek yang terekam pada camera yang mengambil data pada Citra 
wajah/gambar, hal ini dilatarbelakangi oleh permasalahan kemanan yang sering 
terjadi seperti pencurian, kejahatan pada daerah tersebut, hasil yang didapat adalah 
implementasi teknologi tersebut didukung dengan penggunaan algoritma CNN 
dapat membantu dalam mengenali citra wajah / gambar yang sedang dideteksi. 
Penelitian yang dilakukan oleh (R.Angeline, Kavithvajen.K, Toshita Balaji, 
Malavika Saji, Sushmitha.S.R, 2019) dari “Department of Computer Engineering, 
Department of Mathematics and Computer Science, {University of Dschang, 
University of Buea} Cameroon”dengan judul penelitian “CNN Integrated With 
HOG For Efficient Face Recognition”  yang berfokus pada pengintegrasian CNN 
dengan HOG (Histogram of Oriented Gradient) untuk pengefisienan sebuah sistem 
identifikasi citra wajah agar mempunyai performa kerja yang sangat cepat dan tepat 
dengan tingkat akurasi tinggi, dan tingkat error rendah, penelitian ini lebih 
cenderung untuk pembuktian bahwa algoritma CNN berperan penting dalam 
melakukan pengefisienan performa sistem pendeteksi citra wajah, hasil yang 
didapat dengan 

































penggabungan antara HOG (Histogram of Oriented Gradient) dengan SVM 
(Support Vector Machine) dan mendapatkan hasil dapat mendeteksi meskipun 
dalam keadaan blur, dapat mendeteksi meskipun dalam ekspresi, pose wajah yang 
bermacam-macam, dan tetap menghasilkan tingkat keakuratan yang tinggi. 
Penelitian yang dilakukan oleh (Jie Wang and Zihao Li, 2018) dari “School of 
Electrical Engineering, Zhengzhou University, Zhengzhou, China” dengan judul 
“Research On Face Recognition Based on CNN” yang berfokus pada 
pengembangan Deep Learning berbasis algoritma CNN dan melakukan penelitian 
mengenai Identifikasi Citra wajah berbasis Algoritma CNN yang mempunyai hasil 
bahwa Algoritma ini bagian dari proses Face Recognition yang digunakan untuk 
melakukan training data dan untuk mengoptimasi performa sistem. 
Penelitian yang dilakukan oleh (Halprin Abhirawa  , Jondri,M.Si. , Anditya 
Arifianto, S.T.,M.T., 2017) dari “Universitas Telkom Indonesia Fakultas 
Informatika, Prodi S1 Teknik Informatika” dengan judul “Pengenalan Wajah 
Menggunakan Convolutional Neural Network” berfokus pada Pengembangan 
sistem pengenalan citra wajah dengan metode CNN dan mendapatkan hasil bahwa 
Pengembangan sistem ini diimplementasikan terhadap Data Testing The Extended 
Yale Face Database dengan akurasi sebesar 75.79% , sistem yang menggunakan 
Dropout menghasilkan performasi terhadap Data Validasi yang lebih baik 
dibandingkan dengan sistem yang tidak menggunakan Dropout, jika sistem 
menggunakan Dropout mendapatkan akurasi 86,71% dengan selisih akurasi 
15,00% terhadap sistem yang tidak menggunakan Dropout yang memiliki akurasi 
71.71%. 
Penelitian yang dilakukan oleh (I Wayan Suartika E. P, Arya Yudhi Wijaya, 
dan Rully Soelaiman ,2016) dari “Teknik Informatika, Fakultas Teknologi 
Informasi, Institut Teknologi Sepuluh Nopember (ITS)” dengan judul penelitian 
“Klasifikasi Citra Menggunakan Convolutional Neural Network (CNN) pada 
Caltech 101” yang berfokus pada pengembangan aplikasi menggunakan algoritma 
CNN dan mengevaluasi hasil perfoma sistem seperti accuration, prediction, error 
rate, serta melakukan langkah – langkah CNN dari awal hingga akhir, dan 
mendapatkan hasil bahwa evaluasi performa sistem yaitu mendapkan hasil akurasi 

































sebesar 20% - 50 % , perubahan tingkat confusion tidak mempengaruhi hasil 
akurasi. Hal ini membuktikan bahwa klasifikasi menggunakan algoritma CNN 
relative handal terhadap perubahan parameter yang dilakukan. 
Penelitian yang dilakukan oleh (Muhammad Zufar dan Budi Setiyono, 2016) 
dari “Jurusan Matematika, Fakultas MIPA, Institut Teknologi Sepuluh Nopember 
(ITS)” dengan judul “Convolutional Neural Networks untuk Pengenalan Wajah 
Secara Real-Time” yang berfokus pada pada pengembangan aplikasi menggunakan 
algoritma Convolutional Neural Network (CNN) dan mengevaluasi dari hasil sistem 
yang sudah dikembangkan dengan menggunakan intensitas cahaya yang berbeda 
beda , hasil penelitian tersebut yaitu penggunaan Algoritma CNN efisien dan hasil 
evaluasi pada intensitas cahaya terang sebesar 91.61%, pada intensitas pencahayaan 
kurang mendapatkan akurasi sebesar 80.15%. 
2.2.Dasar Teori 
2.2.1. Human Computer Interaction 
Human Computer Interaction (HCI)  pengertian sederhananya dan mudah 
dipahami oleh masyarakat umum yaitu interaksi atau kolaborasi antara manusia dan 
computer, dimana dalam interaksi tersebut terjadi hubungan timbal balik secara 
informatif dan interaktif (Gaouar et al., 2018). HCI menurut jurnal merupakan 
disiplin ilmu pengetahuan berbasis Technology yang berfokus pada mempelajari 
interaksi yang sedang terjadi antara manusia dan komputer, untuk menghasilkan 
software yang fungsional, mempunyai tingkat keamanan tinggi, efektif, serta 
efisien (Sun et al., 2020). 
Penerapan HCI selama bertahun tahun selalu mengalami perubahan karena 
faktor penting yang dapat mempengaruhi perkembangan HCI (Sapto Haryoko, 
2010) berikut aspek yang mempengaruhi perkembangan dari HCI. 


































Gambar 2.1 Konsep Human Computer Interaction (Sapto Haryoko, 2010). 
Pada gambar 2.1 menggambarkan beberapa point yang dapat 
mempengaruhi perkembangan dari HCI, sebagai contoh faktor yang dapat 
mempengaruhi perkembangan HCI yaitu Artificial Intellegence, dimana sistem 
yang mengharuskan untuk berintegrasi dan merespon variable dari manusia untuk 
dipelajari dan diimplementasikan sebagai Machine Learning (Sun et al., 2020).     
2.2.2. Biometrics 
Biometrics secara sederhana adalah studi literatur mengetahui tentang 
karakteristik biologi yang terdapat pada setiap manusia dan dapat diukur variabel 
nya, pada lingkungan teknologi informasi, biometrik terkait dengan teknologi yang 
sedang digunakan, untuk proses menganalisis fisik dan gerak manusia secara 
biologi dalam proses autentikasi dan identifikasi (Fahruzi, Iman., 2020). 
Pengidentifikasian biometrik pada teknologi informasi sangat khusus, hal ini terjadi 
karena setiap fisik biologi pada manusia mempunyai ciri yang unik, yang dimaksud 
adalah setiap individu mempunyai ciri biologi yang berbeda – beda, ada 2 kategori 
yang terdapat pada biometrik yaitu menganalisis karakteristik fisiologis pada 
manusia yang berkaitan dengan bentuk biologis, seperti pengenalan wajah, sidik 
jari, telapak tangan, mata dan kategori lain yaitu perilaku manusia yang terkait 
dengan sikap dari setiap individu seperti ekspresi wajah (Fahruzi, Iman., 2020). 
2.2.3. Computer Vision  
Computer Vision adalah bidang kecerdasan buatan dan Ilmu Komputer dan 
teknologi yang mempunyai kombinasi dengan deep learning yang bertujuan untuk 
memberikan komputer pemahaman untuk mengenali objek yang diamati dengan 

































cara mengambil informasi yang terdapat pada objek tersebut (Tian, Hongkung., 
2020). Berikut gambaran proses Computer Vision. 
  
Gambar 2.2  Computer Vision (Tian, Hongkung., 2020). 
Pada gambar 2.2 menggambarkan bahwa proses computer vision berawal 
dari dunia nyata yang kemudian dikonversi menjadi citra dan menghasilkan 
informasi.  Tujuan dari computer vision adalah untuk meniru vision dari dunia nyata 
ke dalam sistem computer secara otomatis menggunakan gambar digital melalui 
tiga komponen pemprosesan utama yang dijalankan satu persatu yaitu Pengambilan 
gambar, pemrosesan gambar, analisis dan pemahaman gambar (Feng et al., 2019). 
2.2.4. Citra Digital 
Citra digital adalah gambar/foto 2 dimensi yang dapat diolah dan diukur 
menggunakan teknologi komputer yang terdiri dari berbagai titik-titik yang 
dinamakan piksel (pixel). Setiap piksel digambarkan dengan satu kotak kecil (Kadir 
& Susanto, 2012). Dalam tinjauan dan pengukuran secara matematis, citra 
merupakan fungsi berkelanjutan dari intensitas cahaya pada bidang dua dimensi. 
2.2.5. Machine Learning 
Machine Learning dapat didefinisikan sebagai salah satu dari ilmu kecerdasan 
buatan manusia yang berfokus dan berdominasi untuk keperluan pengembangan 
serta studi sistem agar mampu melakukan identifikasi dari data-data yang 
diperolehnya (Schrouff et al., 2019). Machine Learning telah berkontribusi dengan 
berbagai sektor seperti pengamanan dalam hal Cyber Security (Gibert et al., 2020) 
Cara agar dapat mengaplikasikan teknik-teknik Machine Learning, harus terdapat 
data mentah untuk proses pengenalan. Tanpa adanya data tersebut maka model 
implementasi Machine Learning tidak mampu untuk diaplikasikan. Data yang 
digunakan biasanya terbagi menjadi dua bagian, yaitu data training dan data testing 
yang keduanya mempunyai fungsi yang berbeda. Data training biasa digunakan 

































sebagai parameter prediksi untuk testing data dan digunakan untuk rule dari 
algoritma yang sedang digunakan. Data testing digunakan untuk menguji tingkat 
performa keakurasian dari sistem yang dikembangkan sebelumnya. (Schrouff et al., 
2019). Berikut flowchart dari Machine Learning. 
 
Gambar 2.3 Machine Learning (Schrouff et al., 2019). 
Pada gambar 2.3 merupakan konsep sederhana yang digambarkan berupa 
diagram flowchart mengenai gambaran dari Machine Learning, konsep tersebut 
hampir sama dengan Deep Learning, namun pada Machine Learning, 
membutuhkan tenaga manusia dalam proses Feature Extraction atau yang sering 
disebut dengan pengenalan pola, hal ini perlu dilakukan karena proses Machine 
Learning membutuhkan data training dan data testing dalam proses input awalnya 
(Schrouff et al., 2019). 
2.2.6. Deep Learning 
Deep learning merupakan salah satu dari berbagai ilmu pengetahuan 
mengenai (machine learning) yang tersusun dari berbagai model penggambaran 
model abstraksi yang mempunyai performa tinggi serta menggunakan berbagai 
jenis fungsi transformasi non-linear yang diatur secara layer/layer dan 
mendalam. Teknik dan model ini saat pengembangannya dapat diaplikasikan untuk 
kebutuhan (supervised learning), (unsupervised learning) dan (semi-supervised 
learning) kemudian diintegrasikan dengan berbagai jenis aplikasi yang 
mendukung, seperti face recognition, voice recognition, image proccessing, dan 
sebagainya. Deep Learning disebut sebagai Deep (dalam) karena struktur dan 

































jumlah jaringan saraf pada algoritmanya sangat banyak bisa mencapai hingga 
ratusan lapisan (Santoso & Ariyanto, 2018). 
Deep Learning tergabung dengan jenis algoritma jaringan saraf tiruan yang 
membutuhkan data awal sebagai inputan dan dalam pengolahannya membutuhkan 
beberapa layer tersembunyi (hidden layer) dari data masukan untuk menghitung 
nilai output. Deep Learning mempunyai beberapa fitur yang ditawarkan dan unik, 
yaitu fitur yang mampu secara otomatis dalam proses nya untuk dapat memproses 
fitur sebagai kebutuhan untuk proses pemecahan masalah. Penerapan Deep 
Learning dapat diintegrasikan dengan penggunaan face recognition, sebagai 
pembanding citra kemudian ditrasnformasikan menjadi further processing, 
dimension reduction, feature extraction (Dhomne et al., 2018). Algoritma ini sangat 
penting dalam kecerdasan buatan karena mampu mengurangi beban pemrograman 
dalam memilih fitur yang eksplisit. Deep Learning mampu diaplikasikan untuk 
memecahkan permasalahan yang membutuhkan pengawasan (supervised), tanpa 
pengawasan (unsupervised), dan semi Learning (Santoso & Ariyanto, 2018).  
 
Gambar 2.4 Deep Learning (Santoso & Ariyanto, 2018). 
Pada gambar 2.4 dapat digambarkan bahwa proses dari Deep Learning tidak 
membutuhkan pekerjaan dari manusia, semua hal dilakukan oleh mesin dan secara 
otomatis, mesin langsung menjalankan 2 proses yaitu feature extraction dan 
classification. 
2.2.7. Neural Network 
Neural Network dalam bahasa indonesia merupakan Jaringan Saraf Tiruan 
(JST) berbentuk model computational science yang bermakna cara untuk 
menyelesaikan masalah dengan penggunaan algoritma, yang didasari pada 

































Biological Neural Network. Model proses jaringan saraf ini tiruan ini meniru pola 
dan cara kerja jaringan saraf biologis pada manusia, yang terintegrasi dengan 
biometrik dan mempunyai model nonlinear yang memiliki bentuk fungsional serta 
diimplementasikan menggunakan barisan kode-kode berbentuk bahasa 
pemrograman yang mampu menyelesaikan sejumlah proses perhitungan selama 
proses pelatihan dan pengujian. Berikut merupakan konsep gambaran dari Neural 
Network secara umum (Khotimah et al., 2010). 
 
Gambar 2.5 Konsep Neural Network (Eka Putra, 2016). 
Pada gambar 2.5 menjelaskan konsep dari konsep Neural Network yang 
terbagi menjadi 4 proses yaitu proses Input layer berupa binary / vector, hidden 
layer 1 dan hidden layer 2 merupakan filter dimana terjadi proses convolution dan 
proses classification, jumlah dari filter, bergantung dengan kebutuhan sistem yang 
sedang dikembangkan, output layer merupakan hasil binary / vector yang sudah 
melalui proses convolutional dan classification (Eka Putra, 2016). 
2.2.8. Convolutional Neural Network 
Convolutional Neural Network (CNN) merupakan pengembangan dari metode 
Multi-layer Perceptron (MLP) yang didesain untuk proses pengolahan data dua 
dimensi (Eka Putra, 2016). Konsep CNN mendasar pada pemodelan Artificial 
Neural Network (ANN) yang dapat digunakan sebagai image recognition atau video 
recognition (Angeline et al., 2019) CNN tergabung dalam jenis Deep Neural 
Network karena tingkat kedalaman model jaringan yang tinggi dan terstruktur dan 
sering diaplikasikan pada data citra gambar baik secara langsung (realtime) maupun 
secara tidak langsung. Pada kasus klasifikasi citra gambar, metode MLP kurang 
sesuai untuk digunakan karena tidak menyimpan informasi secara spesifik dari data 
citra gambar yang ada, sehingga mendapatkan hasil yang kurang baik dalam hal 

































proses face recognition (Abhirawan et al., 2017). Berikut adalah konsep dari 
Convolutional Neural Network. 
Bentuk Pseudocode ini lebih menggambarkan bagaimana proses – proses 
yang harus dilakukan dalam tahap pengembangan penelitian yang sedang 
dilakukan, pembuatan rancangan dengan model pseudocode diharapkan lebih 
membantu peneliti dalam tahap pengembangan sistem, berikut adalah pseudocode 
pada algoritma Convolutional Neural Network secara konsep pengembangan. 
1. Start To Initialization Data; 
2. Input Data Citra Digital using camera (Variabel Data Citra 
Digital ==DCD ); 
3. (Variable Graphical User Interface == GUI) GUI Receiving (DCD); 
4. Scanning Data For Initialization, using 5 Process &&[position 
to the right]&&[position to the left]&&[position to the 
up]&&[position to the down] must Available; 
5. Scanning data is finished ? {IF TRUE} next step, {FALSE}back 
step 4;  
6. START Feature Learning, using Convolutional + Activation 
(Softmax), Pooling, Classification 
7. {Convolutional + Activation },[Get data] Do:filtering kernel 
filter kernel DO Concept Neural Network{IF Scalling data done} 
DO next step, {ELSE}back step 6 
8. Next step == Pooling, [get data]; Scanning Binary colour using 
Concept  (Matrix Algoritm). {IF} Binary Colour is Calculate, do 
step 9  {ELSE} back to[Get data] from Result {Convolutional + 
Activation;  
9. DO Detection Using Classification Convolutional Neural Network 
[get data] form Result OF Pooling 
10. Finding Binary Matrix Using Feature Detection==[Get data] FROM 
Pooling, THEN DO Identify ( Edge Feature)==(Corner Detection Of 
Image) &&)==(FROM Center with Horizontal AND vertical)&& 
identify With Reactable ==(FROM Diagonal Of image)) 
{IF Finding  Feature Detection  is TRACKED}DO next step, {ELSE} 
back step to Finding Binary Matrix Using Feature Detection 
Process; 
11. [Get Data] RESULT of (Feature Detection) then to [Final 
Classificatoin] Get Final Process[Decision1] {If [DATA] has been 
MATCHING} Do next [Decision2] {else} False, And Print ”Not Face” 
[Deciosion2] Get Data From[Decision1] {If [DATA] has been 
MATCHING} Do next [Decision3] {else} False, And Print”Not Face” 
[Final Decision] Get Data From [Decision2] {ID [DATA] has been 







































Gambar 2.6 Convolutional Neural Network (Santoso & Ariyanto, 2018). 
 
Pada gambar 2.6 merupakan konsep dari CNN secara garis besar yang dibagi 
menjadi 3 bagian besar, yaitu input, Feature Learning, Classification (Abhirawan 
et al., 2017). Proses input merupakan citra digital, kemudian dilakukannya proses 
Feature Learning untuk memproses gambar dengan model Convolutional yaitu 
mengambil nilai binary / vector yang terdapat pada gambar, proses aktivasi 
menggunakan RELu, jika proses Convolutional dan aktivasi RELu, proses Pooling 
merupakan proses pengumpulan, dimana semua binary / vector dikumpulkan 
menjadi 1 menggunakan cara Max Pooling (Eka Putra, 2016). CNN mempunyai 
sejumlah layer, digunakan sebagai tahap proses filtering pada masing masing 
proses training citra image digital (Abhirawan et al., 2017). Berikut proses training 
pada CNN. 
1. Convolutional Layer. 
Konsep convolutional layer digambarkan sebagai proses dimana semua data 
yang berintegrasi dengan lapisan konvolusi, akan mengkonversi setiap binary ke 
semua bagian proses filter yang menghasilkan activition map atau sering disebut 
dengan feature map 2D (Santoso & Ariyanto, 2018). Pada proses convolutional 
layer, pasti mempunyai tinggi, panjang, atau sering biasa disebut sebagai pixcel 
yang melakukan proses filtering berupa perhitungan matrix, yang menggunakan 3 

































parameter yaitu depth, stiride, zero padding. Berikut konsep dari convolutional 
layer. 
 
Gambar 2.7 Konsep Filtering (Santoso & Ariyanto, 2018). 
Pada gambar 2.7. Menggambarkan bahwa dari proses input citra digital 
yang berukuran panjang, lebar, dan tinggi 32x32x3, kemudian akan melakukan 
proses konvolusi (filtering) dengan ukuran 5x5x3, proses tersebut menghasilkan 
activation map (Abhirawan et al., 2017).  Proses filtering tersebut dilakukan dengan 
rumus seperti gambar berikut.  
 
Gambar 2.8 Proses Perhitungan Binary (Santoso & Ariyanto, 2018). 
Gambar 2.8 Menggambarkan konsep perhitungan pada proses filtering dengan 
inputan citra image digital berupa binary. N merupakan panjang dan lebar dari 
input citra digital, F merupakan proses filtering. Cara pengambilan binary dengan 
cara (N – F) / Stride + 1, dimana teknik pengambilan matrix F, total jumlah N = 7 
dan total jumlah F = 3, untuk penggambaran dari Stride + 1, jika proses matrix 3x3 
sudah selesai maka akan bergeser pada 1 pixcel sebelahnya, maka akan menjadi 
matrix seperti pada gambar 2.8. Berikut detil pengambilan binary dan proses 
perhitungan filtering pada langkah Pooling (Santoso & Ariyanto, 2018). 

































Konstruksi dari model persamaan dari metode Convolutional Neural Network 
berupa persamaan umum fungsi transfer integrasi antara model pola fitur dengan 
model pola lain. Berikut persamaan model convolutional layer 1.  
𝐹𝑀1(𝑖1,𝑗1)
(𝑚1)






∗  𝐼((𝑟1+𝑖1)(𝑐1+𝑗1)))         (1) 
Dimana: 
FM1 : Feature Map-1 
𝑚1 : Index jumlah feature pattern ke-1 
𝑖1 : Index baris feature map layer ke-1 
𝑗1 : Index Baris feature map layer  
b1 : Bias konvolusi layer ke-1 
𝑟1 : Index panjang baris filter konvolusi layer ke-1 
𝑐1 : Index panjang kolom filter konvolusi layer ke-1 
C1 :  Filter konvolusi ke-1 
I : Input citra (Zufar & Setiyono, 2016) 
 
Gambar 2.9 Model Perpindahan Filter (Yang et al., 2020) (Saha, 2018). 
Pada gambar 2.9 menggambarkan proses perpindahan dan proses identifikasi 
pixels dari sebuah citra input. Pada gambar terlihat mempunyai kernel matrix 5X5 
kemudian dilakukan proses filtering menggunakan kernel matrix 3x3. Proses 
tersebut melakukan scanning berawal dari sudut paling kiri atas hingga sudut kanan 
paling bawah secara berturut turut hingga mengisi setiap kernel matrix 3x3 (Yang 
et al., 2020). 
Convolutional Layer mempunyai parameter yang dapat diukur variabelnya, 
parameter yang dimaksud yaitu ukuran feature maps, skipping factors, Ukuran 

































kernel, dan letak layer pada saat proses, kernel dalam CNN pada proses 
perhitungannya selalu bergeser terhadap daerah yang terindikasi dan terdapat 
binary didalamnya, sedangkan skipping factors adalah sebutan dari jumlah pixels 
yang bergeser terhadap kernel (Abhirawan et al., 2017). Function pada 
pendeskripsian diatas seperti berikut:    






















+ 1                              (2) 
Dimana: 
𝑀𝑥, 𝑀𝑦 : Ukuran Feature Map 
𝑆𝑥, 𝑆𝑦  : Skipping Factors 
𝐾𝑥, 𝐾𝑦  : Ukuran Kernel 
𝑛  : Letak layer pada suatu proses 
 
 
Gambar 2.10 Convolution Warna RGB (Coskun et al., 2017) (Saha, 2018). 
Pada gambar 2.10 Menunjukkan bahwa pada proses filtering binary matrix juga 
mengidentifikasi warna warna dasar yaitu red, green, blue (RGB). Proses filter 
tersebut dilakukan secara bersamaan. Kernel channel dibedakan menjadi 3 model 
filter yang sudah ditentukan. Perhitungan kernel mempunyai proses dan kerja yang 
sama antara satu sama lain. Dari gambar 2.10 merupakan input citra gambar yang 
terlihat mempunyai matrix 6x6 dan filter matrix 3x3. Jika semua kernel sudah terisi, 

































semua hasil akan di jumlahkan dengan bias untuk menghasilkan convolution 
feature output (Phan-Xuan et al., 2019).  
 
2. Pooling. 
Pooling layer merupakan proses pengisian dari perhitungan tersebut, serta 
melakukan pengurangan dimensi dari masing masing input citra dan melakukan 
proses yang digambarkan pada gambar 2.11 – gambar 2.14 dari proses 











 )        (3) 
Dimana: 
FM2 : Feature Map - 2 
𝑚1 : Indeks jumlah feature pattern ke 1  
𝑖2 : Index baris feature map layer ke 2 
𝑗2 : Indeks kolom feature map layer ke 2  
b2 : Bias Konvolusi layer ke 2 
P2 : Filter pooling layer ke 2   
𝑛𝑖2 : Panjang baris feature map ke 2 
𝑛𝑗2 : Panjang kolom feature map ke 2 (Zufar & Setiyono, 2016) 
 
 
Gambar 2.11 Langkah 1 Pooling Dengan Filter Matrix (Saha, 2018). 
Pada gambar 2.11 menggambarkan model dari proses pooling yang akan 
dilakukan pada inputan matrix 3x3 akan diproses menggunakan matrix filter seperti 
pada gambar kemudian menghasilkan kernel matrix baru dengan 2x2 matrix. Dari 

































matrix 3x3 dilakukan proses filter dengan operasi  (+-+-) hingga akhir kemudian 
akan berlanjut seperti pada Gambar 2.12 berikut (Saha, 2018)(Coskun et al., 2017). 
 
Gambar 2.12 Step 2 Pooling Dengan Filter Matrix (Saha, 2018). 
Pada gambar 2.12 Merupakan proses lanjutan dari gambar 2.11 dimana satu 
persatu dari hasil matrix 2x2 terisi semua. Filter sudah diatur jika menemukan 
angka 4 positive maka merupakan sebuah informasi. Jadi setiap hasil perhitungan 
matrix yang bernilai 4 positive maka akan membentuk sebuah gambar seperti pada 
gambar 2.12. Kemudian untuk matrix di bawahnya menggunakan rule (-+-+) dan 
mengisi setiap matrix 2x2 dengan aturan yang sama jika menemukan hasil 4 
positive maka akan keluar hasil berupa informasi. Lanjutan proses hingga akhir 
dapat dilihat pada gambar 2.13.(Coskun et al., 2017) (Saha, 2018).  
 
Gambar 2.13 Step 3 Pooling Dengan Filter Matrix (Saha, 2018). 
Pada gambar 2.13 merupakan keseluruhan dari proses perhitungan dengan 
filter 2x2 dengan rule (+-+-, -+-+) dan menghasilkan angka. Pada tahap ini 
merupakan proses convolutional layer proses pooling layer dimana setiap kernel 
matrix terisi dari hasil filtering dan rule yang sudah ada. Hasil dari angka tersebut 
menghasilkan sebuah pola baru. Langkah selanjutnya dapat dilihat pada Gambar 
2.14 berikut (Coskun et al., 2017).  


































Gambar 2.14 Hasil Penggabungan Citra (Saha, 2018). 
Pada gambar 2.14 merupakan gabungan dari operasi perhitungan yang 
sudah dilakukan dan dapat diambil kesimpulan bahwa, dari matrix 3x3 dan 
dilakukan operasi perhitungan filter berupa kernel matrix 2x2 mendapatkan hasil 
pola citra seperti pada gambar 2.14 diatas. Berikut merupakan persamaan dari 
convolutional layer lanjutan dari hasil pooling. 
𝐹𝑀3(𝑖3,𝑗3)
(𝑚2) = 𝑡𝑎𝑛ℎ 








∗  𝐹𝑀2(𝑟3+ 𝑖3,𝑐3+𝑗3 )
(𝑚1)
 )              (4) 
Dimana: 
FM3 : Feature map ke 3 
𝑚2 : Index jumlah feature pattern ke 2  
𝑖3 : Index baris feature map layer ke 3 
𝑗3 : Index kolom feature map layer ke 3 
b3 : Bias konvolusi layer ke 3  
C3 : Filter konvolusi layer ke 3   
𝑟3 : Index panjang baris filter konvolusi layer ke 3  
𝑐3 : Index panjang kolom filter konvolusi layer ke 3  
𝑛𝑚2 : Jumlah kedalaman feature pattern ke 2  
𝑛𝑟3 : Panjang baris filter konvolusi layer ke 3  
𝑛𝑖3 : Panjang baris feature map ke 3  







































Gambar 2.15 Convolutional Layer Step 1 (Eka Putra, 2016). 
Pada gambar 2.15 Menjelaskan proses dari Convolutional Layer proses ini 
melakukan perhitungan dari binary citra digital, disetiap citra digital pasti terdapat 
angka berupa binary. Proses perhitungan yang dilakukan berupa pengaplikasian 
kernel (bagian berwarna orange) dimana mempunyai pola matrix perhitungan 3 x 
3. Pada bagian yang berwana hijau, merupakan bagian binary yang akan dilakukan 
proses perhitungan convolutional (Eka Putra, 2016). 
Jika setiap kernel sudah terhitung dengan model yang berlaku seperti pada 
gambar 2.15 maka akan diaplikasikan pada matrix 3 x 3 (Bagian Berwarna pink) 
sebagai proses Pooling, perhitungan kernel terus berlanjut seperti pada gambar 
berikut. 
 
Gambar 2.16 Convolutional Layer Step 2 (Eka Putra, 2016). 
Gambar 2.16 merupakan proses lanjutan dari perhitungan kernel dari binary 
yang tersedia, jika hasil perhitungan kernel yang kedua sudah terhitung, maka 
masuk ke dalam matrix Pooling, proses perhitungan akan berlanjut hingga semua 
binary dan matrix pooling terisi penuh (O’Shea & Nash, 2015) seperti pada gambar 
berikut. 


































Gambar 2.17 Convolutional Layer Final (Eka Putra, 2016). 
Pada gambar 2.17. merupakan proses final dari perhitungan binary pada citra 
digital, proses perhitungan final karena semua binary dan matrix pooling sudah 
terisi penuh. Proses Convolution dapat dilakukan secara berulang, proses 
selanjutnya Classification yaitu proses pengklasifikasian dari hasil Pooling. Proses 
Flatten merupakan proses dari perubahan dimensi pada citra digital yang bermula 
dari 2 Dimensi (2D) menjadi 1 Dimensi (1D) (Eka Putra, 2016) (Santoso & 
Ariyanto, 2018). 
3. Max Pooling. 
Fungsionalitas dari proses pooling layer untuk mengurangi resolusi pada citra 
digital dari feature maps. Dalam pooling layer juga terdapat operasi perhitungan 
variable yaitu max pooling (Santoso & Ariyanto, 2018). Max Pooling merupakan 
proses lanjutan dari hasil matrix binary 3x3 yang melalui proses filtering, yang 
mengambil nilai dengan jumlah variable yang paling tinggi, berikut cara 
pengambilan dari matrix 3x3 dalam proses max pooling. 
𝐹𝑀4(𝑖4,𝑗4)
(𝑚2)







 )           (5) 
Dimana: 
FM4 : Feature map ke 4  
𝑚1 : Index jumlah feature pattern ke 1  
𝑖4 : Index baris feature map layer ke 4 
𝑗4 : Index kolom feature map layer ke 4 
b2 : Bias konvolusi layer ke 2  
P4 : Filter pooling layer ke 4   
𝑛𝑖4 : Panjang baris feature map ke 4 
𝑛𝑗4 : Panjang kolom feature map ke 4 (Zufar & Setiyono, 2016) 



































Gambar 2.18 Proses Max Pooling (Santoso & Ariyanto, 2018). 
Pada gambar 2.18. Menggambarkan hasil dari pooling layer dari proses 
Convolutional Neural Network, penentuan jumlah matrix untuk proses Max 
Pooling bergantung pada model dari hasil konvolusi (Santoso & Ariyanto, 2018). 
Proses pengambilan hasil binary dengan cara mencari jumlah hasil variable yang 
paling tinggi. 
4. Flatten 
Flatten merupakan proses dimana melakukan perintah untuk mengubah dari 
hasil Max Pooling yang berawal dari 2 Dimensi (2D), diratakan menjadi bentuk 1 
Dimensi (1D) yang bertujuan mentransformasikan data, menjadi bentuk linear 
untuk mempermudah proses classification (Santoso & Ariyanto, 2018). Proses ini 
juga mempermudah dalam pengoperasian Fully Connected Layer. 
 
Gambar 2.19 Proses Perubahan 2D Menjadi 1D (Saha, 2018). 
Pada gambar 2.19 merupakan pemodelan dari proses flatten dimana melakukan 
perbuahan dimensi dari 2D menjadi 1D dari hasil proses convolutional layer dan 
proses pooling layer, pemecahan dimensi ini dilakukan untuk proses pemahaman 
yang dilakukan oleh hardware dalam menganalisis sebuah informasi yang didapat 
dari model CNN (Saha, 2018) . Proses berikutnya dapat dilihat pada gambar 2.20 
(Coskun et al., 2017) (Saha, 2018). 


































Gambar 2.20 Proses Flatten  (Coskun et al., 2017) (Saha, 2018). 
Pada gambar 2.20 merupakan proses lanjutan setelah melakukan proses flatten 
proses tersebut dilakukan untuk memvalidasi dari hasil output. Dengan cara 
mencocokkan pola yang sudah dihasilkan sesuai dengan hasil flatten. Jika bentuk 
pola sama dengan hasil output flatten maka menghasilkan nilai (+) jika tidak sama 
maka menghasilkan nilai (-). Aturan ini berbasis pada data training yang dilakukan 
sebelum dilakukannya proses pengujian sistem penggambarannya sesuai pada 
gambar 2.20 (Saha, 2018) (Coskun et al., 2017). 
5. Fully Connected Layer 
Fully connected layer merupakan proses lanjutan dari hasil Flatten, yaitu 
transformasi data menjadi bentuk linear, kemudian menghubungkan antar neuron 
menggunakan backpropagation dalam melakukan classification (Eka Putra, 2016).  
 
Gambar 2.21 Model  Fully Connected 1 Layer (Santoso & Ariyanto, 2018). 
Pada gambar 2.21 merupakan konsep dari model fully connected layer dimana 
menggabungkan parameter yang sudah ada menjadi prose deep learning yang 
terdiri dari input layer, fully connected layer (filter), dan output layer. Jika 

































diterapkan dengan model algoritma convolutional neural network dengan proses 
berurutan bermula dari convolutional layer, pooling layer, max pooling, flatten, 
fully connected layer dapat digambarkan pada gambar 2.21 berikut. 
 
Gambar 2.22 Penerapan Model Fully Connected Layer 1 (Saha, 2018). 
Pada gambar 2.22 merupakan gambaran dari model fully connected layer 
dari hasil proses flatten yang merubah dari model kernel matrix 2D menjadi 1D dan 
menghasilkan sebuah parameter baru dapat dihitung dan mengeluarkan hasil angka 
sesuia dengan prediksi gambar. Perhitungan tersebut sesuai dengan rule dari hasil 
output flatten. Hasil perhitungan dapat dilihat pada gambar 2.23 berikut. 
 
Gambar 2.23 Penerapan Model Fully Connected Layer 2 (Saha, 2018). 
Pada gambar 2.23 Merupakan hasil dari perhitungan dengan rule yang ada. 
Jumlah angka yang paling besar merupakan angka yang terbaik dan sama dengan 
prediksi gambar (Saha, 2018). Dari gambar 2.22 hasil yang tertinggi adalah pola X. 
Proses tersebut merupakan fully connected layer pada langkah pertama, untuk 
langkah kedua yaitu dari proses perhitungan awal hingga akhir. Konsep tersebut 
dapat dilihat pada gambar 2.24 berikut. 



































Gambar 2.24 Model Fully Connected 2 Layer (Santoso & Ariyanto, 2018). 
Pada gambar 2.24 merupakan proses Fully Connected Layer, konsep ini akan 
diaplikasikan dengan model algoritma convolutional neural network dari awal 
hingga akhir yang. Penggambaran model dapat dilihat pada gambar 2.25 sebagai 
berikut. 
 
Gambar 2.25 Penerapan Fully Connected Layer Gabungan (Saha, 2018). 
Pada gambar 2.25 merupakan proses keseluruhan dari penerapan fully 
connected layer dari awal hingga akhir. Pada gambar 2.25 dapat diambil 
kesimpulan bahwa dari hasil input berupa matrix 3x3 dan dengan dilakukan proses 
perhitungan dapat menghasilkan sebuah prediksi pola X yang paling tepat. 
2.2.9. Face Recognition 
Face recognition adalah salah satu teknologi yang terangkum dalam sistem 
biometrik yang telah banyak diaplikasikan dalam proses autentikasi maupun 
identifikasi, selain pengenalan retina mata, pengenalan sidik jari dan iris mata. 

































Dalam ruang lingkup aplikasinya sendiri pengenalan citra wajah dalam proses 
pengambilan gambarnya dibantu perangkat lain yaitu kamera untuk menangkap 
citra wajah seseorang kemudian dibandingkan dengan wajah yang sebelumnya 
(Data Training) yang telah disimpan di dalam database sistem (Angeline et al., 
2019).  
Face recognition adalah teknologi dari komputer yang dapat 
mengidentifikasi atau memverifikasi citra wajah seseorang melalui citra digital. 
Menggunakan algoritma Convolutional Neural Network dapat mengefisiensi 
performa kecepatan dalam penangkapan citra wajah, dan mempunyai akurasi tinggi  
(Angeline et al., 2019). Model hasil pada sistem biometrik berbasis face recognition 
bisa berupa landmark wajah seperti pada gambar berikut: 
 
Gambar 2.26 Face Landmark. 
 Pada Gambar 2.26 merupakan hasil perekaman wajah menggunakan sistem 
face recognition dengan model tampilan hasil berupa face landmark. 
Penggambaran model hasil face recognition dapat digunakan banyak model sesuai 
kebutuhan. Pseudocode untuk memahami proses umum yang terjadi pada sistem 
face recognition sebagai berikut: 
Start to GUI 
1. Show Interface system  
2. Take Citra Digital Image Face using camera  
3. GUI has [DATA] THEN DO Initialization [DATA], {IF [DATA] Detected} DO Step 5, 
{ELSE} back to step initialization Camera 
4. Do Convolutional Layer [DATA] Do Filtering using Matrix,Filtering every pixels 
IN 3X3 Matrix {IF [DATA] has filtering THEN DO Pooling, {ELSE} back Convolutional 
Layer [DATA] 
5. Pooling Process GET result [DATA] {IF DATA] have binary Pattern} THEN DO Step 
7, {ELSE} back to Pooling [DATA] 
6. DO Max Pooling [DATA] using Model Matrix From [Pooling], {IF [DATA] have Max 
Pooling DO Step 8 {ELSE back Max Pooling} 
7. Do Fully Connected Layer FROM [RESULT Max Pooling] {IF [Data] Detected and 
Matching as Face} THEN “This is Face” {ELSE} “this is not Face”}   

































2.2.10. Face Expression  
Ekspresi wajah merupakan hasil pendeteksian dari analisis emosi pada 
manusia, Tujuan dari adanya face expression untuk mengidentifikasi emosi dari 
manusia untuk menganalisis ekspresi yang sedang dirasakan, hal ini dibutuhkan 
oleh para konselor (Santhoshkumar & Kalaiselvi Geetha, 2019) (Phan-Xuan et al., 
2019). Pakar beranggapan bahwa face expression mengungkapkan 2 hal tentang 
emosi pada manusia, yaitu yang pertama bahwa emosi merupakan reaksi terhadap 
masalah yang sudah terjadi, sebagai acuan penting untuk kesejahteraan, dan kedua, 
bahwa munculnya emosi pada manusia seringkali muncul dengan sangat cepat, 
yang tidak dapat disadari proses nya dalam lingkup pemikiran kita (Ekman, 
2011:37) (Yang et al., 2020). 
Hasil penelitian mengatakan mengenai ekspresi wajah pada manusia, dapat 
membuat para konselor merasa terbantu dalam mengatasi permasalahan yang 
sedang dihadapi oleh seseorang, terbukti jumlah dari 34 konseling yang melakukan 
proses bimbingan konseling, dapat dikatakan secara signifikan sempurna (100%) 
dan memberikan argumentasi bahwa konselor dengan ekspresi wajah dapat 
memberi informasi yang terkandung di dalamnya (Santhoshkumar & Kalaiselvi 
Geetha, 2019). 
2.2.11. Model Waterfall 
Metode waterfall merupakan sebuah model pengembangan software secara 
berurutan(classic life cycle). Pengembangan model jenis ini merepresentasikan 
pengembangan secara terstruktur dan juga saling berurutan secara teratur pada 
perancangan sistem yang akan dibangun. Proses awal yaitu dengan proses 
requirement, specification, design, implementation, testing, maintanance 
(Pressman, 2012). 


































Gambar 2.27 Waterfall (Pressman, 2012). 
Gambar 2.27 menggambarkan diagram alur dari model waterfall, model 
waterfall memang sudah sering digunakan oleh para pengembang, ciri pada model 
waterfall adalah, jika proses satu sudah selesai, maka akan lanjut ke proses yang 
kedua, begitu seterusnya, jika proses belum selesai, maka tidak dapat lanjut ke 
proses berikutnya (Pressman, 2012). 
2.2.12. Unified Modeling Language (UML) 
Unified Modeling Language merupakan language berbasis spesifikasi 
standart yang difokuskan untuk menspesifikasikan dengan cara memvisualisasikan 
rancangan berupa desain diagram. UML dapat dikatakan sebagai support dalam 
melakukan pengembangan sistem (Suendri, 2018). Pada pengertian lain UML 
merupakan pemodelan dalam memodelkan sebuah sistem atau perangkat lunak 
yang akan dibangun dan berorientasi objek. Konsep sederhana dari UML terdiri 
atas model management, dynamic behavior, dan structural classification, kemudian 
diimplementasikan pada usecase diagram, activity diagram, class diagram, dan 
sequence diagram (Suendri, 2018).  
1. Use Case Diagram 
Usecase diagram adalah sebuah diagram yang menunjukan interaksi antara 
usecase dan aktor. Usecase digunakan untuk menganalisis dan mendesain sebuah 
sistem.  

































2. Activity Diagram 
Activity diagram adalah suatu diagram yang berbentuk sebuah alur kerja yang 
berisi aktivitas dan tindakan. Dalam UML, activity diagram dibuat untuk 
menjelaskan alur kerja sebuah sistem yang akan dirancang. 
3. Squence Diagram 
Squence Diagram merupakan sebuah model diagram untuk mengetahui 
aktifitas dari user, admin dan mengetahui penggambaran alur sistem yang sedang 
dibangun. 
4. Class Diagram 
Class diagram merupakan suatu model statis yang menggambarkan sejumlah 
class dan hubungan antar-class tersebut di dalam sistem. Class diagram memiliki 
tiga bagian utama yaitu attribut, operation, dan name. Class diagram meliputi 
class, Relasi assosiations, generalization, aggregation, attributes, dan Operation. 
2.2.13. Barrier Gate System 
Barrier Gate System merupakan arti dari sistem palang pintu otomatis yang 
dikontrol secara manual menggunakan putaran dynamo motor yang pemicunya 
merupakan sebuah tombol. Barrier Gate System dirancang untuk keperluan akses 
kontrol memasuki sebuah area public. Pemfokusan dalam pembangunan barrier 
gate system yaitu pada komponen motornya. Komponen motor pada barrier gate 
mempunyai pengaruh yang besar terhadap durabilitasnya. Pembagian model dari 
barrier gate system sendiri menjadi 3 hal sebagai berikut: 
1. Semi automatic: Proses kinerja pada barrier gate system model semi automatic 
pada buka dan tutup palang menggunakan pemicu kelistrikan berupa push 
button yang digerakkan oleh user. 
2. Automatic: Proses kinerja barrier gate system berintegrasi dengan komputer 
yang dimonitor oleh operator system yang mempunyai akses. Jadi model barrier 
gate system jenis ini tidak membutuhkan tenaga dari user namun tetap 
membutuhkan tenaga dari operator yang dikendalikan melewati aplikasi. 
3. Full Automatic: Proses kinerja barrier gate system berintegrasi dengan 
komputer yang tidak dimonitor oleh siapapun. Pemicu dari model barrier gate 

































system ini yaitu dari input kendaraan saat berada didekat barrier gate system. 
Dari penggunaan sensor maka system dapat bekerja semestinya. 
2.2.14. Web Application 
Aplikasi web merupakan perangkat lunak yang dikembangkan dengan 
komputer dan dikodekan dalam berbagai bahasa pemrograman yang mendukung 
perangkat lunak berbasis web seperti HTML, CSS, JavaScript, Ruby, Python, Php, 
Java serta bahasa pemrograman lainnya. Bahasa Pemrograman HTML (Hypertext 
Markup Language) merupakan kode markup standar yang sering digunakan untuk 
membangun aplikasi web. Banyak model dari pengembangan aplikasi web selalu 
ada struktur HTML di dalamnya. Oleh karena itu HTML adalah sebuak kode markup 
pemrograman yang wajib untuk dikuasai. Keunggulan Web Application berpotensi 
untuk berkombinasi dengan segala pengembangan bahasa pemrograman 
(Lampropoulos et al., 2020). 
Kemudian bahasa pemrograman lain yaitu Java Script yang fungsinya untuk 
mengolah halaman web untuk menangani aksi-aksi dari user, dan animasi yang 
dijalankan di sisi mesin client. Javascript juga salah satu bahasa pemrograman 
aplikasi web yang harus dikuasai. Sedangkan CSS atau (Cascading Style Sheet) 
merupakan kode untuk mendesain tampilan aplikasi web (Style Sheet Language) 
yang memiliki fungsi untuk mengatur tata letak dari halaman web, pewarnaan serta 
memperindah halaman web. CSS juga wajib dikuasai untuk pengembangan 
terutama pada focus untuk mendesain aplikasi web. Aplikasi web biasanya dibuat 
menggunakan kombinasi bahasa pemrograman yang dirancang untuk digunakan 
pada internet. Pada beberapa kasus, aplikasi web membutuhkan lebih sedikit RAM 
untuk dijalankan. Seperti sekarang ini, banyak browser permainan dibuat untuk 
dijalankan sebagai aplikasi web. 
2.2.15. JavaScript 
JavaScript adalah bahasa pemrograman yang digunakan untuk membuat 
halaman web yang dinamis dan interaktif. Inilah yang memberi gambaran dinamis 
pada halaman secara interaktif dan animasi yang dapat menarik perhatian 
pengunjung website. Ini adalah bahasa pemrograman web di sisi klien, yang berarti 
kode tersebut dijalankan di browser web pengguna. Dengan munculnya teknologi 
Node.js dan lainnya, ini juga dapat digunakan sebagai bahasa sisi server, 

































membuatnya sangat serba guna. JavaScript digunakan terutama untuk 
pengembangan web front-end dan bekerja erat dengan HTML dan CSS. 
2.2.16. Asynchronous javascript and XML (AJAX) 
Teknologi AJAXpertama kali dikenalkan oleh seorang dari Adaptive Path yang 
bernama Jesse James Garret pada tahun 2005. Beliau mendeskripsikan dan 
beragumen mengenai bagaimana teknik untuk mengembangkan sistem berbasis 
web (Lamani et al., 2012).. Suatu Aplikasi yang bekerja pada menggunakan 
Teknologi AJAX berarti bekerja secara Asynchronous, yaitu mengirim dan 
menerima inputan dari end user ke server pusat, tanpa harus melakukan proses 
refreshing pada page yang diakses (Lamani et al., 2012). 
AJAX bukan termasuk sebagai Bahasa pemrograman seperti php, JavaScript, 
Python, Melainkan teknik baru dalam mengkoneksi antara 1 bahasa pemrograman 
ke Bahasa pemrograman lain untuk keperluan proses pada database. AJAX 
merupakan kombinasi atau gabungan dari berbagai teknologi lain yang terdiri dari 
XMLHttpRequest, Document Object Model (DOM), Cascading Style Sheet (CSS), 
dan Extensible Markup Language (XML) (Lamani et al., 2012).  
2.2.17. TensorFlow.js 
TensorFlow.js merupakan sebuah library yang dikembangkan dari platform 
deeplearn.js. Difokuskan dalam pembuatan modul yang terintegrasi dengan deep 
learning yang termasuk bagian dari artificial intellegence. Penggunaan dari 
tensorflow.js dapat membantu dalam melakukan pengembangan sistem dengan 
metode CNN, RNN, dan metode deep learning lain. TensorFlow.js merupakan 
bentuk library yang dikodekan menggunakan bahasa C++. Library ini dapat 
dipergunakan dalam pengembangan aplikasi yang membutuhkan proses deep 
learning seperti face recognition, image processing, dan model sistem lain, tanpa 
melakukan proses instalasi secara kompleks (Fahmi, 2018). 
2.3. Integrasi Keilmuan 
Proses autentikasi manusia untuk melakukan akses kontrol merupakan 
penerapan ilmu Human Resource System. Selain itu penelitian ini semata mata 
untuk meningkatkan kecepatan, keakuratan, dan kemanan dalam sistem, jika 
diintegrasikan dengan ilmu agama, penelitian ini berdampak pada “Hubungan 

































Sesama manusia (Hablum- minannas)” yang akan membantu mengelola dan 
mengontrol setiap individu. 
Berdasarkan kajian dalam ilmu Al – Qur’an dan pendapat Ustadzah Endang 
Rahayu, S. Pd. I selaku kepala TPQ Amanatul Islam serta sebagai Ustadzah 
pembimbing baca Al-Qur’an yang berlokasi di simowau indah Blok F Sepanjang- 
Taman-Sidoarjo beliau berpendapat mengenai tuntunan dari Firman Allah SWT 
yang harus kita teladani dari pemanfaat teknologi, hubungan sesama manusia, dan 
keamanan yang terdapat pada penlitian ini, dapat dilihat dari Firma Allah SWT 















































Terjemah Kemenag 2002  
“Wahai manusia! Sungguh, Kami telah menciptakan kamu dari seorang laki-
laki dan seorang perempuan, kemudian Kami jadikan kamu berbangsa-bangsa dan 
bersuku-suku agar kamu saling mengenal. Sesungguhnya yang paling mulia di 
antara kamu di sisi Allah ialah orang yang paling bertakwa. Sungguh, Allah Maha 
Mengetahui, Mahateliti.”  
Ayat ini menggambarkan antara hubungan sesama manusia dari berbeda suku, 
ras, budaya harus saling terjaga karena Allah SWT menciptakan kita sama 
derajatnya, jika dikaitkan dengan layanan Human Resource mempunyai integrasi, 
karena adanya system Human Resource dapat meningkatkan hubungan social 



















لَ  ة  عْن  صَُهٰنْم
َّ
ل  ع  وَ
 
نْوُرِكٰشَْمُتَ
Terjemah Kemenag 2002 

































“Dan Kami ajarkan (pula) kepada Dawud cara membuat baju besi untukmu, guna 
melindungi kamu dalam peperangan. Apakah kamu bersyukur (kepada Allah)?” 
Yang dimaksud adalah Allah Telah memberi cara kepada Nabi Dawud As yaitu 
membuat baju perisai yang berbahan besi, ini merupakan teknologi zaman dahulu 
di bidang peperangan, hal ini dapat di integrasikan bahwa, pemanfaatan teknologi, 
semata mata adalah anugerah Allah SWT maka harus digunakan sesuai tuntunan. 
Penelitian ini diharapkan disisi lain dari sisi hubungan dengan manusia, juga 
harus dapat berhubungan dengan Allah SWT melalui beberapa Firman diatas yang 
kemudian diterapkan pada penelitian ini, sehingga mendapatkan manfaat dan ridho 
Allah SWT.   

































2. BAB III  
METODOLOGI PENELITIAN 
 
3.1. Desain Penelitian 
Desain penelitian yang digambarkan dalam penelitian ini digambarkan dalam 
bentuk diagram alur, diagram ini digunakan untuk menggambarkan alur penelitian 
dengan alasan lebih mudah dalam hal penyampaian informasi. Diagram alur juga 
merupakan diagram yang mudah digunakan untuk menyampaikan konsep 
rancangan. Penelitian face recognition yang diaplikasikan dalam bentuk perangkat 
web dalam sistem autentikasi biometrik berbasis face recognition untuk simulasi 
barrier gate dibangun dengan diagram alur model waterfall.  Model waterfall 
digunakan dalam penelitian ini untuk melakukan proses pengembangan aplikasi. 
Setiap proses memiliki spesifikasinya sendiri sehingga sistem dapat dikembangkan 
sesuai dengan apa yang dikehendaki (tepat sasaran). 
Di dalam proses pengembangan aplikasi terdapat sebuah algoritma yang 
digunakan untuk melakukan proses klasifikasi yaitu menggunakan convolutional 
neural network. Berikut adalah digram alur dari desain penelitian yang 
dideskripsikan pada Gambar 3.1. 
 
Gambar 3.1 Metodologi Penelitian. 

































Pada gambar 3.1 di atas merupakan alur penelitian dari perumusan masalah 
diteruskan dengan pengembangan sistem, kemudian diakhiri dengan evaluasi hasil 
dan kesimpulan, pada proses pengembangan sistem, terdapat sub proses di 
dalamnya, dikarenakan pada proses pengembangan sistem terdapat model 
pengembangan sistem yaitu waterfall. 
3.1.1. Perumusan Masalah 
Pada tahap perumusan masalah terdapat latar belakang penelitian 
autentication berbasis biometrik berupa face recognition untuk proses identifying. 
Face recognition akan diintegrasikan sebagai sistem autentikasi biometrik untuk 
simulasi barrier gate system di instansi, proses tersebut ditujukan dalam hal 
meningkatkan kemanan dan kontrol akses. Dengan menggunakan algoritma 
Convolutional Neural Network yang mempunyai tingkat klasifikasi lebih akurat 
daripada penggunaan Multi Layer Perceptron, dapat membantu dalam 
pembangunan dan pengembangan sistem tersebut. 
3.1.2. Studi Literatur 
Langkah berikutnya adalah melakukan studi leteratur, studi literatur yang 
dimaksud adalah mencari referensi teori secara relevan dengan kasus atau 
permasalahan yang sedang dilakukan dengan cara menganalisis kebutuhan sistem 
dari face recognition. Dari studi literatur yang sudah dilakukan, didapat metode 
Convolutional Neural Network dapat menyelesaikan permasalahan classification. 
kemudian model dan algoritma yang digunakan dalam metode CNN untuk face 
recognition tidak hanya mampu untuk mendeteksi wajah saja, namun juga dapat 
mendeteksi jumlah subjek yang ada di depan cakupan kamera, seperti jumlah 
pohon, jumlah murid, wajah seseorang, emosi seseorang. 
3.1.3. Pengumpulan Data 
Pengumpulan data dilakukan dengan menggunakan kamera webcam dari 
beberapa relawan mahasiswa yang aktif studi di UIN Sunan Ampel Surabaya. 
Pengumpulan data ini berupa citra wajah dari mahasiswa yang digunakan sebagai 
data latih dan sebagai parameter untuk melakukan proses autentikasi. Pengambilan 
citra ini menggunakan 10 Foto yang berbeda beda dan dengan derajat angle yang 
berbeda beda dari setiap mahasiswa. Total keseluruhan pengumpulan data 

































berjumlah 100 orang dengan model pengambilan 1 orang 10 data, maka 
membutuhkan 10 orang untuk mendapatkan 100 data. Spesifikasi data yang akan 
digunakan harus memenuhi kriteria yang terdapat pada tabel berikut: 
Tabel 3. 1 Jenis Pengumpulan Data 
No Jenis Citra Ekspresi Keterangan 
1 
 
Datar Posisi pengambilan foto menghadap kamera 
dengan lurus dan dengan ekspresi yang datar. 
2 
 
Senyum Posisi pengambilan foto menghadap kamera 
dengan lurus dan dengan ekspresi tersenyum. 
3 
 
Datar Posisi pengambilan foto hadap sedikit ke kanan 
dan dengan ekspresi datar. 
4 
 
Senyum Posisi pengambilan foto hadap sedikit ke kanan 
dan dengan ekspresi tersenyum. 
5 
 
Datar Posisi pengambilan foto hadap sedikit ke kiri dan 
dengan ekspresi datar. 



































Senyum Posisi pengambilan foto hadap sedikit ke kiri dan 
dengan ekspresi tersenyum. 
7 
 
Datar Posisi pengambilan foto hadap sedikit ke atas dan 
dengan ekspresi datar. 
8 
 
Senyum Posisi pengambilan foto hadap sedikit ke atas dan 
dengan ekspresi tersenyum. 
9 
 
Datar Posisi pengambilan foto hadap sedikit ke bawah 
dan dengan ekspresi datar. 
10 
 
Senyum Posisi pengambilan foto hadap sedikit ke bawah 
dan dengan ekspresi datar. 
 
Tabel tersebut menggambarkan teknik pengumpulan data yang 
menggunakan citra peneliti berdasarkan aplikasi yang dirancang dengan 
menggunakan 2 ekspresi yaitu neutral dan happy dengan masing masing posisi 
wajah hadap depan, serong kanan, serong kiri, condong atas, dan condong bawah. 
Jadi setiap 1 manusia mempunyai 10 training data yang mempunyai model foto 
yang berbeda beda (Hendri & Sujana, 2018) (Suprianto, 2013). Pengumpulan data 
citra ini berjumlah 20 manusia. Jika masing masing 10 Foto maka total menjadi 200 

































training data. Pembagian data tersebut dibedakan menjadi 2, yaitu 100 data yang 
sudah latih, dan 100 data tidak dilatih. 
Pengambilan kriteria seperti pada gambar diatas disesuaikan dengan sistem 
yang dikembangkan dan mengikuti proses yang terdapat pada machine learning 
yang merupakan proses pembelajaran sistem. Sistem akan melakukan proses 
learning dari data yang sudah disiapkan, sehingga sistem mampu dalam melakukan 
classification data (Schrouff et al., 2019). 
3.1.4. Analisis Kebutuhan Aplikasi 
Analisis aplikasi merupakan salah satu proses dalam pembuatan aplikasi 
berdasarkan model waterfall. Pada proses ini peneliti mencari data mengenai 
kebutuhan apa saja yang dibutuhkan dalam proses pengembangan aplikasi yang 
dikembangkan. Perlu dilakukan karena mengingat analisis kebutuhan sistem 
merupakan dasar dari proses pengembangan aplikasi. Selain itu analisis kebutuhan 
sistem juga dapat mempermudah dalam proses coding karena sudah mempunyai 
dasar yang terstruktur. 
3.1.5. Desain Aplikasi 
Proses desain aplikasi merupakan proses lanjutan dari proses analisis 
kebutuhan aplikasi. Proses ini merupakan visualisasi tampilan dari aplikasi yang 
biasa disebut user interface / user experience (UI/UX). Fungsi dari proses ini yaitu 
memberi konsep sistem secara garis besar, baik untuk pengembang (developt) 
maupun untuk pengguna (end user). Proses desain aplikasi ini juga merupakan 
salah satu proses yang terdapat pada model waterfall. 
3.1.6. Training Data 
Pada tahap ini merupakan salah satu proses dari Artificial intellegence (AI) 
yaitu kecerdasan buatan, pada proses AI salah satu prosesnya yaitu training data, 
karena setiap pengembangan sistem yang berfokus pada penggunaan machine 
learning, harus menggunakan training data untuk inisialisasi awal serta sebagai 
parameter dalam melakukan klasifikasi untuk data testing yang akan diuji. 

































3.1.7. Implementasi / Coding 
Pada langkah ini merupakan tahap rancang bangun sistem yang sudah 
dianalisis pada langkah-langkah sebelumnya. Proses coding merupakan proses 
akhir dari pengembangan sistem sebelum proses pengujian. Dengan rancangan dan 
desain yang sudah jadi, coding dilakukan dengan menggunakan basis web dengan 
bahasa pemrograman Java Script, Php, dan Ajax.  
3.1.8. Testing Data 
Pada tahap ini merupakan proses lanjutan dari tahap pengkodean, dimana 
melakukan sebuah uji dengan data testing dari setiap individu yang sudah 
melakukan proses training data. Pada tahap ini dapat sebagai acuan tingkat 
keberhasilan aplikasi autentikasi berbasis face recognition. Apakah data uji dapat 
teridentifikasi seusai dengan harapan atau tidak. 
3.1.9. Pengujian Sistem 
Pada tahap pengujian sistem tentunya sistem face recognition dan face 
expression harus sudah jadi, pada proses ini melakukan identifikasi wajah dari 
masing masing individu yang mempunyai hak akses, dengan mendeteksi garis 
wajah, mata, hitung, mulut dengan algoritma dan pengembangan yang sudah 
dilakukan, pengujian dapat dilakukan secara individu, dengan tingkat intensitas 
cahaya yang terang, kamera dengan resolusi 8 Mega Pixels 30 Fps 640 x 480 Pixels 
Resolution Video, dan menggunakan Personal Computer dengan spesifikasi 
Operating System Windows 10 64-bit, processor AMD Ryzen 5 3600 6-Core 
Processor dengan Random Access Memory 16384Mb. 
Data didapatkan dari hasil implementasi yang dilakukan di salah satu 
instansi, Data ini berupa Citra Digital Image yang berbentuk wajah, data ini dibagi 
menjadi 2, yaitu training data dan data testing data, data latih merupakan data yang 
digunakan untuk pelatihan pada sistem yang menjadi parameter, dan data uji adalah 
data yang diproses pada sistem. 
Citra yang telah dikumpulkan dibagi ke dalam dua bagian yaitu testing 
dataset dan training dataset Data uji digunakan untuk mengetahui akurasi dalam 
mengidentifikasi face recognition dan face expression terhadap sistem yang 
dibangun dan data latih digunakan untuk pembelajaran dan pengetahuan sistem 

































terhadap citra wajah dan emosi wajah. Pengujian ini menggunakan 2 model 
pengujian yaitu pengujian match statistic dan pengujian Receive Operating 
Characteristic (ROC). Pengujian match statistic fokus untuk menguji performa 
face recognition dalam melakukan scanning citra wajah dan ekspresi wajah serta 
menentukan waktu tercepat, rata-rata, dan paling lambat dalam melakukan deteksi 
wajah. Model pengujian dapat dilihat pada tabel sebagai berikut: 
Tabel 3. 2 Pengujian Math Static. 
No Image Testing 
Face Identification 
Time Second Matching Value 
    
    
    
    
 
Tabel 3.2 menggambarkan sebuah pengujian dari match statistic dimana 
melakukan pengujian dengan cara menguji tingkat kecepatan sistem dalam 
menangkap sebuah citra kemudian menemukan matching value yang 
menggambarkan angka yang menunjukkan kecocokan angka dari data training 
yang merupakan sebuah parameter awal. 
Tabel 3. 3 Detil Rata Rata Waktu. 





Tabel detil rata-rata merupakan proses lanjutan dari model pengujian match 
statistic. Dalam proses ini melakukan perhitungan nilai dari waktu minimum, 
maximum, dan average. Sehingga mendapatkan sebuah informasi waktu tercepat, 





































Pengujian lain merupakan model pengujian dari ROC (Receiver Operating 
Characteristic) dimana didalamnya terdapat parameter TPR (True Positive Rate), 
FPR (False Positive Rate), FNR (False Negative Rate), TNR (True Negative Rate) 
model penggambaran tabel sebagai berikut. 
Tabel 3. 4 Konsep ROC (Receive Operating Characteristic) 
 Condition Positive Condition Negative 
Predicted condition 
positive 
True Positive Rate (TPR) False Positive Rate (FPR) 
Predicted condition 
negative 
False Negative Rate (FNR) True Negative Rate (TNR) 
 
Pengujian ROC fokus dalam pengujian pendeteksian secara akurat sesuai 
dengan gambar aslinya dan mendeteksi tingkat kesalahan yang dilakukan sistem 
dalam mengenali sebuah citra inputan berupa gambar maupun secara real-time 
yang dilakukan saat proses pengujian. Persamaan dari TPR, FPR, FNR, TNR untuk 
melakukan pengujian terhadap citra testing sebagai berikut: 
 
𝑇𝑃𝑅 =  
∑𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
∑𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
∗ 100                                        (6) 
𝐹𝑃𝑅 =  
∑𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
∑𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
∗ 100                                       (7) 
𝐹𝑁𝑅 =  
∑𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
∑𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
∗ 100                                       (8) 
𝑇𝑁𝑅 =  
∑𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
∑𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
∗ 100                                       (9) 
 
Dari perhitungan persamaan tersebut dapat dilakukan pengujian model 
ROC dengan gambaran tabel sebagai berikut: 
 

































Tabel 3. 5 Tabel Pengujian ROC 
Percobaan 
Face Identification Face Expression 
TPR FPR FNR TNR TPR FPR FNR TNR 
         
         
Rata-rata         
 
Dari tabel 3.4 – 3.5 dapat menggambarkan tingkat kemampuan kecepatan 
sistem dalam mengidentifikasi citra dan mengetahui TPR, FPR, FNR, TNR dari 
face recognition dan face expression dapat mengetahui tingkat kemampuan sistem 
dalam mengidentifikasi secara tepat. 
3.1.10. Simulasi Barrier Gate System 
Simulasi barrier gate merupakan bentuk implementasi dari hasil face 
recognition dan face expression. Proses simasi ini menggunakan microcontroller 
Node MCU, servo dan beberapa rangkaian elektronika yang membentuk sebuah 
barrier gate system sebagai integrasi dari hasil output face recognition ke dalam 
hardware, berikut penggambaran model dari microcontroller NodeMCU. 
 
Gambar 3.2 Pin NodeMCU (Cyntia Windiasari et al., 2019). 
Pada gambar 3.2 menggambarkan megenai pin pin yang terdapat pada 
microcontroller NodeMCU setiap pin mempunyai fungsi yang berbeda beda. 
Terdapat Vcc, Gnd dan pin lain. Dalam fungsi simulasi barrier gate system tidak 
semua pin digunakan, hanya membutuhkan beberapa pin saja yang akan 

































disambungkan dengan servo. Berikut penggambaran dari model servo yang 
dihubungkan dengan servo. 
 
Gambar 3.3 microcontroller dan servo (Cyntia Windiasari et al., 2019). 
Pada gambar 3.3 menggambarkan rangkaian untuk menghubungkan dari 
microcontroller ke servo. Servo mempunyai 3 inputan utama yang terdiri dari Vcc, 
Gnd, dan Data. Vcc merupakan input positive dari microcontroller dengan tegangan 
3,3 Volt. Gnd untuk menyambungkan ke ground yang bermuatan listrik negative. 
Data merupakan sebuah inputan dari servo untuk menggerakan berapa derajat 
kemiringan yang dikontrol oleh microcontroller. 
 
3.1.11. Evaluasi Hasil 
Tahap akhir dari metodologi penelitian yaitu evaluasi hasil dengan cara uji coba 
di lapangan menggunakan sistem yang sudah ada. Dalam melakukan pengujian 
sistem, perekaman data citra harus sudah terekam pada sistem, kemudian dilakukan 
proses pengidentifikasian tingkat kecepatan sistem dalam mengenali setiap citra 
wajah yang dengan melakukan uji performa sistem. 
 
3.2.Waktu Dan Tempat Penelitian 
 dan tempat penelitian ini dilakukan di Universitas Islam Negeri Sunan Ampel 
Surabaya. Penelitian dimulai pada bulan September 2019, hingga sampai tahap 
publikasi yang akan datang pada bulan April 2020.

































1. BAB IV 
HASIL DAN PEMBAHASAN 
 
4.1. Pengumpulan Data 
Proses pengumpulan data merupakan awal dari serangkaian proses yang 
harus dilakukan dalam ruang lingkup face recognition. Proses ini disebut proses 
training data yaitu pengambilan wajah dari peneliti dengan aturan yang sudah 




Gambar 4. 1 Gambar Data Training 
 

































4.2. Analisis Kebutuhan 
Berdasarkan penulisan latar belakang dan rumusan masalah yang diajukan 
terkait dengan Autentikasi biometrik berbasis face recognition menggunakan 
metode convolutional neural network untuk simulasi barrier gate system, 
menghasilkan analisis kebutuhan sistem berupa software dan hardware yang 
digunakan sebagai pendukung dari penelitian ini sebagai berikut:  
Tabel 4. 1 Kebutuhan Hardware 
  
Pada tabel 4.1 merupakan spesifikasi minimum hardware yang digunakan 
dan sebagai gambaran dari kebutuhan sistem dalam pendukung penelitian ini. 
Kebutuhan spesifikasi pada tabel tersebut merupakan spesifikasi dasar dari 
No Hardware Minimal System Requirements 
1 Laptop Operating System Windows 7 Ultimate 64-bit or 32-
bit 
  Processor AMD A4-3305M APU with Radeon HD 
Graphics  
  Frequency 1.9 Ghz 
  RAM 4096 Mb 
  HDD 500 GB 
  Connectivity USB 2.0  
2 Webcam 8 Mega Pixels Resolution Camera 
  30 fps Maximum Frame Rate 
  Stand Installation Type 
  640 x 480 Pixels Resolution Video 
  Connectivity USB 2.0 
3 NodeMCU Microcontroller Chip ESP8266 - 12E 
  Input Voltage 7V – 12V 
  Voltage 3.3V – 5V 
  GPIO 13 PIN 
  Flash Memory 4 Mb 
  SRAM 64 Kb 
  Clock Speed 80 Mhz 
  Include Wifi IEE 802.11 b/g/n 
4 Servo Operating Voltage 4.8V - 7.2V 
  Operating Current 100Ma 
  Operating Speed 0.13sec/60 Degree 6V 0.17/60 
Degree 0.17 
  Torque 13. Kg/Cm 4.8V 

































hardware yang dapat digunakan pada proses pengembangannya. Selain kebutuhan 
hardware, kebutuhan software yang digunakan yaitu sebagai berikut: 
1. Visual Code Studio 
2. Web Server Internal Visual Code Studio 
3. Sublime  
4. MySQL 
5. Library Face Recognition 
6. Arduino.IDE 
7. Postman 
Dengan beberapa detil jenis hardware dan software menjadi sebuah 
kebutuhan dalam pembangunan aplikasi yang mempunyai fungsi utama sebagai 
autentikasi keamanan menggunakanan model biometrik berbasis face recognition, 
jadi tidak ada fasilitas menu, karena hanya difungsikan sebagai autentikasi dari data 
latih yang sudah dilakukan terlebih dahulu. 
Saat proses autentikasi pada sistem, user harus menghadap ke kamera, 
kemudian sistem akan melakukan proses scanning citra inputan, menggunakan 
metode convolutional neural network, kemudian sistem akan secara otomatis 
membandingkan dengan training data yang sudah ada didalam directory system, 
jika testing data sesuai dengan training data maka barrier gate system akan 
membuka, jika testing data dan training data tidak sesuai maka barrier gate system 
tetap menutup. Ketika sudah didalam aplikasi, sistem akan secara otomatis 
mendeteksi dengan menampilkan titik wajah berdasarkan wajah yang sedang diuji, 
dan memunculkan nama serta ekspresi yang sedang dilakukan oleh user. 
Penampilan titik wajah dan identifikasi user dihasilkan dari metode Convolutional 
Neural Network (CNN) untuk menentukan setiap perhitungan binary pixels.   
Proses pengiriman hasil output aplikasi face recognition akan dikirimkan 
melalui jaringan wifi dengan memanfaatkan fitur dari NodeMCU berdasarkan 
modul ESP8266 yang digunakan untuk keperluan web server. Webserver pada 
mikrokontroler merupakan sebuah pemanfaatan dari Internet of Things¸ dan 
merupakan konsep menghubungkan satu perangkat dengan perangkat lain 
menggunakan Internet atau jaringan lokal.   

































4.3. Desain Aplikasi 
4.3.1. Desain Arsitektur Convolutional Neural Network 
Model arsitektur CNN yang digunakan yaitu menggunakan model Lecunn 
Network (LeNet). Model tersebut merupakan metode yang dapat diandalkan oleh 
banyak penelitian. Proses yang digunakan yaitu melakukan binerisasi terhadap 
citra, hasilnya akan digunakan untuk untuk proses klasifikasi citra. (Fitriati, 2016) 
Penggambaran model LeNet 5 seperti gambar berikut. 
 
 
Gambar 4. 2 LeNet Architecture (Siddharth Das, 2017). 
Proses yang dilakukan yaitu binerisasi dari sebuah citra inputan, kemudian 
proses convolutional layer dan proses pooling layer pertama, dilanjut dengan 
convolutional layer dan pooling layer kedua, kemudian dilakukan proses max 
pooling. Max Pooling merupakan hasil yang akan dilakukan proses flattening 
hingga proses dense (Septianto et al., 2018). 
LeNet 5 merupakan sebuah model arsitektur pada CNN yang memiliki 
jaringan yang berlapis-lapis. LeNet 5 diperkenalkan pertama kali oleh Yann 
LeCunn yang memiliki jumlah parameter bebas atau jumlah layer yang lebih 
banyak dari model sebelumnya. Penambahan jumlah layer disebabkan oleh 
semakin maju teknologi dari hardware yang digunakan sehingga dapat melakukan 
proses perhitungan matematis lebih cepat (Fitriati, 2016). 
4.3.2. Desain Arsitektur System 
Desain arsitektur sistem merupakan sebuah desain yang digunakan dalam 
penelitian ini untuk menggambarkan proses kerja mulai dari inputan awal hingga 
proses akhir yang terjadi pada aplikasi, penggambaran diagram menunjukkan 

































hingga proses akhir yaitu dapat menggerakkan barrier gate system seperti pada 
gambar berikut: 
 
Gambar 4. 3 Desain Arsitektur System. 
Desain arsitektur sistem merupakan desain arsitektur sistem yang sedang 
digunakan, proses awal yaitu melakukan training data kemudian dilakukannya 
proses convolutional neural network yang terdiri dari convolution, filtering, 
pooling, flatten, kemudian disimpan di penyimpanan internal. Proses autentikasi 
face recognition menggunakan classification neural network yang disamakan 
dengan training data sebelumnya. Jika wajah terdeteksi, maka akan mengirimkan 
sinyal untuk menggerakkan barrier gate system, kemudian selama 5 detik otomatis 
akan menutup kembali. 
4.3.3. Desain Arsitektur Software 
Desain arsitektur software merupakan gambaran mengenai aplikasi yang 
dimodelkan berdasarkan software – software yang digunakan. Software tersebut 
merupakan penunjang dalam aplikasi ini untuk mendapatkan hasil yang akurat, 
penggambaran diagram sebagai berikut: 


































Gambar 4. 4 Diagram Arsitektur Software. 
Pada Gambar 4.4 Merupakan gambaran dari diagram arsitektur software. 
Text editor yang digunakan dalam melakukan pengkodean yaitu visual code studio 
kemudian menggunakan faceapi library yang mencangkup recognition, expression, 
dan landmark. Bahasa pemrograman yang digunakan adalah Javascript yang 
dibantu dengan extension live server untuk running program. Kemudian akan 
dijalankan pada platform web interface. Untuk mengirimi data hasil output face 
recognition dibutuhkan Xml Http Request untuk mengirim data yang di generate 
oleh postman. Kemudian masuk ke web server NodeMCU. Untuk menggerakkan 
Barrier Gate System dibutuhkan pengkodean hardware menggunakan 
Arduino,IDE dengan menggunakan bahasa C++. 
4.3.4. Desain Arsitektur Face Recognition 
Desain aristektur face recognition pada penelitian ini sesuai dengan 
gambaran metode pengembangan face recognition dengan menggunakan metode 

































CNN, setiap langkah dan proses yang dilakukan berdasarkan metode CNN dari 
tahap ke tahap. Visualisasi diagram dapat dilihat seperti gambar berikut: 
 
 
Gambar 4. 5 Desain Arsitektur Face Recognition. 
Pada gambar 4.5 terjadi 2 proses dalam lingkup face recognition, yaitu 
training data dan testing data. Proses train data merupakan proses awal dalam 
melakukan pembelajaran terhadap sistem dalam mengenalisis sebuah citra inputan 
digital. Proses tersebut dilakukan dengan data dari setiap sampel foto dengan teknik 
pengambilan seperti yang sudah tertulis. Setiap individu mempunyai 10 foto yang 
berbeda dan akan dilakukan proses convolution, yaitu perpindahan dan proses 
identifikasi pixels dari sebuah citra input. Masing masing gambar terlihat 
mempunyai kernel matrix, pada convolution pertama mempunyai pixels 460x480 
px kemudian dilakukan proses filtering menggunakan kernel matrix 12x12 (Yang 
et al., 2020). 
 Setelah selesai pada proses convolution pertama, maka melakukan proses 
convolution yang kedua hingga proses akhir yaitu flattening. Pada setiap feature 
map dan proses convolution melakukan proses filtering binary matrix dengan 
mengidentifikasi warna warna dasar yaitu red, green, blue (RGB). Sehingga tidak 
perlu dilakukan proses perubahan ke warna grey. Proses filter tersebut dilakukan 
secara bersamaan. Kernel channel dibedakan menjadi 3 model filter yang sudah 

































ditentukan. Perhitungan kernel mempunyai proses dan kerja yang sama antara satu 
sama lain., semua hasil perhitungan akan di jumlahkan dengan bias untuk 
menghasilkan convolution feature output (Phan-Xuan et al., 2019). 
 Testing data dimulai dari proses fully connected layer proses ini 
menggunakan hasil flattening kemudian dilakukan proses matching data sehingga 
akan menghasilkan susuan pola citra hingga membentuk citra wajah sesuai dengan 
hasil inputan pada camera. 
4.3.5. Desain Arsitektur Prototype Barrier Gate System 
 
Desain arsitektur berikut merupakan visualisasi dari proses kerja dari model 
simulasi prototype barrier gate system. Model arsitektur simulasi ini digambarkan 
dengan simbol – simbol dari komponen elektronika dengan tujuan memberi 
informasi dari model arsitektur yang dirancang pada penelitian ini. Model diagram 
dapat dilihat pada gambar berikut. 
 
 
Gambar 4. 6 Desain Arsitektur Simulasi Barrier Gate System. 
Diagram dari gambar 4.6 merupakan desain arsitektur yang akan diterapkan 
pada penelitian ini. Pada diagram arsitektur tersebut mempunyai 5 proses utama 
yang terjadi pada simulasi barrier gate system yaitu, voltage, Personal Computer, 

































NodeMCU ESP 8266, dan Micro Servo S90. Cara kerja diagram tersebut dimulai 
dengan input voltage AC 220 Volt kemudian diproses oleh adaptor untuk proses 
perubahan listrik AC menjadi DC. Hasil listrik DC diatur menggunakan 
tranformator untuk merubah DC menjadi volatage DC yang lebih kecil sesuai 
dengan kebutuhan input voltage yang dibutuhkan oleh NodeMCU ESP8266 yaitu 
sebesar 5 Volt DC dan menggunakan model inputan USB.  
Hasil dari proses output Face Recognition dari Personal Computer, akan 
dikirimkan ke network yang akan diterima oleh NodeMCU ESP8266 dan 
menerimanya sebagai data untuk menggerakkan micro servo S90. NodeMCU 
ESP8266 diprogram dalam menerima response dari web, response tersebut berupa 
variabel True dan False. Jika response dari web sama dengan true maka program 
yang terdapat pada NodeMCU ESP8266 akan menjalankan function buka dan 
sebaliknya jika response dari web maka akan menjalankan function tutup. 
Pada komponen penggerak yaitu micro servo S90 dalam proses kerjanya 
membutuhkan inputan volatage minimal sebesar 4.8 Volt DC, namun hasil keluaran 
VCC dari NodeMCU ESP8266 hanya 3.3 Volt DC, maka dibutuhkan step-up yang 
berfungsi menaikkan voltage DC hingga 24 Volt DC, namun mempunyai 
adjustable untuk menurunkan tegangan sesuai dengan kebutuhan input dari micro 
servo S90. Pada micro servo S90 mempunyai 3 inputan utama yaitu VCC, wave, 
GND. VCC merupakan input plus (+), wave merupakan inputan gelombang dari 
NodeMCU ESP8266 untuk menggerakkan berapa derajat putaran yang harus 
dilakukan, dan GND sebagai ground (-). Cara kerja tersebut merupakan proses kerja 
dari propotype simulasi barrier gate system.  
4.3.6. UML Use Case Diagram 
Diagram ini menerangkan proses skenario dari penggunaan aplikasi dari 
beberapa pengguna yang saling berhubungan satu dengan yang lain. Skenario yang 
dimiliki user satu dengan lain mempunyai proses yang berbeda. Use case diagram 
yang rancang dalam aplikasi ini menggambarkan user dan trainer dapat melakukan 
beberapa fungsi pekerjaan seperti yang ditunjukkan pada Gambar 4.7. Dalam 
aplikasi ini hanya terdapat dua orang pengguna, yaitu user dan trainer. Sesuai 
dengan hasil analisis kebutuhan sistem mendapatkan hasil bahwa user pada aplikasi 

































dapat melakukan proses face detection saja, dan trainer dapat melakukan 




Gambar 4. 7 Use Case Diagram. 
Pada gambar 4.7 merupakan visualisasi dari use case diagram pada aplikasi ini. 
Diagram hanya terdapat dua pengguna, yaitu user dan trainer. Proses yang 
dilakukan oleh trainer merupakan proses train data dengan cara add face data pada 
proses ini melakukan pengambilan gambar wajah dengan role yang sudah dibuat, 
kemudian melakukan labeling data dari setiap data yang sudah ditambahkan. 
Trainer melakukan proses testing data, yang dijadikan sample dan mencocokkan 
data dengan training data yang sudah diproses, kemudian semua proses akan 
dijalankan oleh sistem face recognition.  
4.3.7. UML Activity Diagram 
Pada diagram ini menggambarkan aktifitas pengguna dari awal pemulaan 
sampai selesai, serta menggambarkan proses bisnis yang dilakukan oleh sistem 
dengan memperlihatkan beberapa proses jalannya aktifitas yang terdapat pada 
diagram. Dari use case diagram pada Gambar 4.5 terlihat mempunyai 5 fungsi 
pekerjaan, dibuat menjadi activity diagram sebanya 3 diagram, karena ada beberapa 

































fungsi pekerjaan yang harus digabungkan dengan fungsi lain. Masing–masing 
diagram meliputi add face data, request matching, dan face recognition. 
Penggambaran activity diagram add face data dimuat pada Gambar 4.8. 
 
Gambar 4. 8 Activity Diagram Add Face Data. 
Activity diagram pada Gambar 4.8 merupakan proses add face data proses 
tersebut dilakukan oleh trainer, diawali dengan proses pengambilan gambar dengan 
menggunakan kamera, kemudian proses pengambilan gambar berdasarkan rule 
yaitu dengan ekspresi datar sebanyak 5 foto dengan teknik pengambilan gambar, 
hadap depan, serong kiri, serong kanan, condong atas, dan condong bawah, 
kemudian dilanjut dengan pengambilan gambar dengan ekspresi tersenyum dengan 
teknik pengambilan gambar sama dengan proses sebelumnya. 

































Kemudian dilakukan proses pelabelan nama, proses ini untuk 
mengidentifikasi dari setiap gambar masukkan agar dapat ditampilkan oleh sistem 
saat proses autentikasi. Jika semua proses sudah dilakukan maka semua data, 
tersimpan dalam internal library pada aplikasi face recognition. Penggambaran 
activity diagram pada proses request matching. Pada proses tersebut dapat 
dikatakan sebagai proses authentication dimana setiap user akan melakukan proses 
scanning wajah, user yang tidak melakukan proses training data tidak dapat 
dikenali dan sebagai kunci pada proses authentication face recognition. 
 
Gambar 4. 9 Activity Diagram Request Matching. 


































Merupakan activity diagram request matching proses kerja dalam diagram 
tersebut dimulai dari get face proses ini merupakan proses pengambilan data wajah 
yang dilakukan oleh user. Kemudian dilakukannya proses detection dimana sistem 
akan bekerja untuk mengenali citra inputan dengan algoritma yang berlaku dan 
dibandingkan dengan training data. Jika data dari inputan, dikategorikan sebagai 
wajah, maka akan display frame. Kemudian melakukan proses inisialisasi nama, 
jika citra inputan match dengan training data maka akan displaying name sesuai 
dengan label yang sudah diberikan pada data yang direkam. Jika data uji tidak ada 
yang sesuai dengan training data maka akan display “no face indecated”, atau 
“Unknow”. Setelah muncul nama, sistem harus mendeteksi ekspresi agar dapat 
merespon hasil output, ekspresi ini digunakan sebagai variable untuk memicu 
NodeMCU ESP 8266.  
Penggambaran proses Face Recognition Pada proses ini merupakan proses 
yang dilakukan oleh sistem, untuk mendeteksi citra inputan dan menyamakan 
dengan hasil training data. Diagram tersebut lebih fokus terhadap proses 
keseluruhan yang dilakukan oleh trainer dan user. 


































Gambar 4. 10 Activity Diagram Face Recognition. 
Proses bermula dengan pengambilan citra inputan, jika pengguna 
melakukan proses training data maka akan melakukan proses add face data dan 
pengambilan sesuai rule yang sudah berlaku, jika pengguna melakukan proses 
authentification maka melakukan proses scanning data yaitu saat sistem 
menganalisis hasil citra inputan dan disamakan dengan training data. 
Jika citra inputan sama dengan hasil Training data maka sistem secara 
otomatis menampilkan nama dan face landmark sesuai dengan bentuk wajah. 
Kemudian saat proses scanning emotion, jika citra inputan dengan wajah datar, 
maka akan tampil secara default ekspresi neutral dika menggunakan ekspresi 
senyum, maka akan tampil happy. 

































4.3.8. UML Sequence Diagram 
Interaksi  antara object yang berperan dalam aplikasi ini digambarkan dalam 
model UML sequence diagram. Pada diagram ini terdapat 4 model utama yang 
digambarkan dengan model sequence diagram ini yaitu, add face data, request 
matching, dan face recognition yang digambarkan sebagai berikut. 
 
Gambar 4. 11 Squence Diagram Add Face Data. 
Pada gambar tersebut menggambarkan sequence diagram pada proses add 
face data, pada proses diagram tersebut divisualisasikan menjadi 4 object dan 1 
actor, object tersebut yaitu meliputi web app, face API library, face recognition 
application, dan internal storage. Proses awal yaitu trainer melakukan take photo 
dengan rule yang berlaku dan melakukan proses labeling data pada setiap data yang 
dimasukkan, kemudian diterima oleh sistem dan mengirimkannya pada internal 
storage. 
Jika proses add face data sudah dilakukan maka user akan melakukan 
proses request matching yaitu proses autentikasi. Pada proses ini mempunyai 
kesamaan dengan diagram sebelumnya yaitu mempunyai 4 object dan 1 actor 
proses interaksi yang terjadi pada proses tersebut digambarkan dalam model 
sequence diagram sebagai berikut: 


































Gambar 4. 12 Squence Diagram Request For Matching. 
Pada gambar tersebut merupakan bentuk sequence diagram mengenai 
proses request for matching. Pada proses ini dapat dikatakan sebagai proses 
autentikasi sistem yaitu, user melakukan proses scanning data yang dilakukan oleh 
platform web, kemudian diterima oleh face api library dan melakukan pencocokan 
data masukan dengan datar latih yang sudah dilakukan sebelumnya, kemudian pada 
face recognition application melakukan tahap proses classification menggunakan 
CNN, jika data benar maupun salah, akan menampilkannya pada aplikasi sebagai 
bentuk hasil output dari serangkaian proses yang sudah dilakukan. 
Pada proses berikutnya yaitu menggambarkan bagaimana proses face 
recognition dalam melakukan classification data menggunakan metode CNN. 
Diagram ini merupakan detil dari keseluruhan proses yang terjadi antar object yang 
digambarkan pada sequence diagram, perbedaan dari model diagram sebelumnya 
yaitu terletak pada aktor nya, pada diagram ini terlihat mempunyai 2 aktor, yaitu 
user dan trainer yang digambarkan sebagai berikut: 


































Gambar 4. 13  Squence Diagram Face Recognition. 
Pada gambar tersebut merupakan penggambaran dari sequence diagram 
pada proses face recognition secara keseluruhan dari proses awal hingga hasil 
classification. Trainer melakukan penambahan data baru dengan rule yang sudah 
ada kemudian disimpan pada internal storage kemudian user melakukan proses 
autentikasi dengan menggunakan web platform kemudian diproses oleh aplikasi 
face recognition, kemudian dialkukan proses classification menggunakan metode 
CNN dari proses Convolutional layer hingga proses fully connected layer yang akan 
mengeluarkan hasil dengan cara menampilkan hasil output pada aplikasi. 
4.3.9. UML Class Diagram 
Class Diagram merupakan konsep diagram yang bersifat terstruktur yang 
sering digunakan untuk menggambarkan rancangan class yang digunakan dalam 
aplikasi. Model class diagram digambarkan dalam model sebagai berikut: 
 


































Gambar 4. 14 Class Diagram. 
Pada class diagram tersebut terdapat sejumlah 7 class yan g terdapat pada 
aplikasi ini. Class tersebut dibagi menjadi model depan (frontend) dan (backend) 
yang digabung menjadi 1 diagram, class tersebut meliputi webapplication, 
authentication, XmlHttpRequest, face API library, recognition function, expression 
function, train function. 
1. Web Application 
Pada bagian class ini mempunyai attribute berupa deviceID yang 
mempunyai sifat public yang berarti umum dengan model type data string 
dengan 2 model yaitu NameID dan ExpressionID masing masing mempunyai 







































Class tersebut hanya mempunyai tipe data string yang bersifat public, 
kemudian diolah menggunakan method POST yang akan mengirimkan ke 
alamat url tertentu. 
3. TrainFunction 
Pada class tersebut ada beberapa jenis variabel yang digunakan yaitu Xtrain, 
Ytrain, dan trainID dengan model tipe data float pada proses tersebut pada 
trainID merupakan proses perhitungan pada CNN dengan menggunakan angka 
yang bersifat decimal. 
4. Recognition Function 
Class tersebut mempunyai beberapa model yaitu cariID dengan tipe data 
string, angk dengan tipe data Integer, checkNameID, checkXtrain, dan 
checkExpressionID yang membutuhkan masukan dari class lain kemudian 
mempunyai relasi One to Many. 
5. Expression Function 
Class tersebut mempunyai fungsi yang hampir sama dengan recognition 
function dan mempunyai expressionID dengan tipe data string kemudian 
beberapa variabel data ekspresi yaitu angry, disgusted, fearful, happy, neutral, 
sad, surprised yang masing masing mempunyai tipe data string. 
6.  Face API  
Class tersebut berisikan banyak proses dari berbagai kelas yaitu 
checkNameID(), checkExspressionID(), checkLabelID() kemudian 
mendapatkan hasil output yang akan dikirimkan ke Xml Http Request yang 
akan direspon oleh hardware. 
7. XmlHttpRequests 
Class tersebut mempunyai beberapa variabel yaitu varXhr dengan model 
tipe data variable character kemudian getResultRecognition() yaitu 
mengambil hasil dari proses recognition dan getResultExpression() mengambil 
hasil dari proses expression yang kemudian dikirimkan ke url menggunakan 
method POST. 
  

































4.3.10. Function JavaScript 
4.3.10.1. Training Data  
Training data merupakan proses pengenalan sistem terhadap citra inputan, 
function pada proses training data, digambarkan dalam model pseudocode dengan 
langkah langkah sebagai berikut: 
1. Start to GUI 
2. Show Intercface system 
3. Take Citra Digital Image Face using camera 
4. GUI has [DATA] THEN DO Initialization [DATA], {IF [DATA] Detected} DO Step 
5, {ELSE} back to step initialization Camera 
5. Do Convolutional Layer [DATA] Do Filtering using Matrix,Filtering every 
pixels IN 3X3 Matrix {IF [DATA] has filtering THEN DO Pooling, {ELSE} back 
Convolutional Layer [DATA] 
6. Pooling Process GET result [DATA] {IF DATA] have binary Pattern} THEN DO 
Step 7, {ELSE} back to Pooling [DATA] 
7. DO Max Pooling [DATA] using Model Matrix From [Pooling], {IF [DATA] have Max 
Pooling DO Step 8 {ELSE back Max Pooling} 
8. [DATA] Make Array using Const Label with All Data Face 
9. Declaration using Const Var == Internal Library “Train” & searching by .Jpg 
Format 
10. Do Testing Data IF [Data]== Const Label THEN DO await 
faceapi.detectSingleFace(img).withFaceLandmarks().withFaceDescriptor()   
Proses inti pada pseudocode pada langkah ke 5 yaitu dimulai dengan proses 
convolutional layer kemudian dilakukan proses filtering menggunakan kernel 3x3, 
jika citra gambar sudah sudah selesai pada proses filtering maka melakukan proses 
pooling. Kemudian pada script program, dipecah menjadi array sehingga mudah 
dalam proses pemanggilan variabel yang disimpan pada internal library. 
4.3.10.2. Convolutional Neural Network 
Penjelasan Convolutional Neural Network yang terjadi di dalam proses face 
recognition, digambarkan dalam bentuk pseudocode sebagai berikut: 
1. Start To Initialization Data; 
2. Input Data Citra Digital using camera (Variabel Data Citra Digital ==DCD ); 
3. (Variable Graphical User Interface == GUI) GUI Receiving (DCD); 
4. Scanning Data For Initialization, base Training Data && must Available; 
5. Scanning data is finished ? {IF TRUE} next step, {FALSE}back step 4;  
6. START Feature Learning , using Convolutional, Pooling, Max Pooling 
Classification Using Neural Network 
7. {Convolutional},[Get data] Do:filtering kernel filter kernel DO Concept 
Convolutional {IF Convolution data done} DO next step, {ELSE}back step 6 
8. Next step == Pooling, [get data]; Scanning Binary colour using Concept  
(Matrix Algoritm). {IF} Binary Colour is Calculate, do step 9  {ELSE} back 
to[Get data] from Result {Convolutional}  
9. DO Detection Using Clasification Convolutional Neural Newtwork [get data] 
form Result OF Pooling 
10. {IF Finding  Feature Detection  is TRACKED}DO next step, {ELSE} back step to 
Finding Binary Matrix Using Feature Detection Process; 
11. [Get Data] RESULT of (Feature Detection) then to [Final Classification] Get 
Final Process[Decision1] {If [DATA] has been MATCHING}“This Image Is FACE”&& 
show Expression {ELSE} FALSE, And Print”Not Face” 

































Inti proses pada pseudocode pada step 6 yaitu proses feture learning, yang 
didalamnya terdapat 4 proses utama yaitu convolution, pooling, max pooling, dan 
classification using neural network semua proses tersebut terjadi secara otomatis 
yang dilakukan oleh sistem yang bekerja sesuai dengan script yang sudah dibuat. 
4.3.10.3. Xml Http Request  
Pada function XML merupakan proses perpindahan variable dari program 
javascript yang dikirim ke web platform dengan menggunakan Http Request yang 
tersedia oleh NodeMcu, berikut penjelasannya digambarkan dalam bentuk 
pseudocode sebagai berikut: 
1. GET new [valueOpen] = FOR XMLHttpRequest(); 
2. IF [DATA] faceRecognition == true, Then DO Step 3 Else Do Step 8 
3. [Value].open("POST", "http://192.168.43.254/servoA?value=50");  
4. [Value].send(Signal FOR open);  
5. WHILE open, DO countdown = setTimer(function(In 5 Second)  
6. if (seconds <= 0)Else DO step 8 
7. Else Do Step 6 
8. GET new [valueClose] = FOR XMLHttpRequest(Close); 
9. [valueClose].open("POST", "IP Address Close Signal Base Router"); 
10. [valueClose].send(Signal For Close); 
Proses inti dari pseudocode response tersebut pada langkah 2. Jika hasil output 
face recognition sama dengan true, maka variable akan dikirim ke url sebagai 
berikut http://192.168.43.254/servoA?value=50 dan mengirim sinyal buka ke 
NodeMCU ESP8266 jika hasil output  face recognition sama dengan false atau 
tidak terdeteksi wajah, maka akan menghitung mundur selama 5 detik dan 
mengirimkan sinyal menutup. 
4.4. Prototype Simulasi Barrier Gate System 
Protoype Simulasi Barrier Gate System akan disimulasikan menggunakan 
komponen elektronika yang dirangkai sesuai dengan ilmu elektronika dasar, dalam 
proses pembuatan skematik rangkaian menggunakan software Fritzing, untuk 
mendapatkan model skematik setiap komponen yang dibutuhkan, perlu dilakukan 
proses pencarian library secara online maupun offline sesuai dengan nama 
komponen. 
Komponen dasar yang digunakan dalam proses prototype simulasi barrier gate 
system sebagai berkut: 
 

































1. NodeMCU ESP8266 V3.0 Lolin 
2. Micro Servo Motor SG90 
3. MT3608 2A DC Step Up Boost 
4. Resistor 1 Ohm 5% 
5. Kabel Jumper 
6. Printed Circuit Board (PCB)  
Komponen elektronika tersebut kemudian dirangkai seperti gambar yang 
divisualisasikan pada gambar berikut. 
 
Gambar 4. 15 Rangkaian Prototype Simulasi Barrier Gate System. 
Dari gambar tersebut merupakan rangkaian Prototype Simulasi Barrier 
Gate System, proses kerja dari rangkaian tersebut yaitu input awal yang diterima 
oleh NodeMCU ESP8266 sebesar 5 Volt DC, yang diterima melalui Output 
Adaptor Charger, kemudian didalam NodeMCU ESP8266 terjadi sebuah proses 
programming dimana sudah diproses pada tahap sebelumnya, kemudian 
mengeluarkan hasil output sebesar 3,3 Volt DC pada masing - masing pinout 3V3 
/ VCC. Resistor dengan ukuran resistan 1 Ohm dan Toleransi sebesar 5% berfungsi 
untuk mengurangi besaran Arus yang dikuarkan oleh pinout 3V3 / VCC. 

































Servo dapat beroperasi jika mendapatkan input tegangan minimal 4,8 Volt 
DC, maka dibutuhkan MT3608 2A Step Up Boost untuk menaikkan tegangan dari 
keluaran pinout 3,3 Volt DC menjadi 6 Volt DC yang terhubung dengan Vin+ pada 
pinout komponen MT3608 2A DC Step Up Boost, proses step up dapat dilakukan 
dengan cara memutar komponen adjustable. Pinout Vout (-) pada komponen 
MT3608 2A DC Step Up Boost kemudian disambungkan dengan Micro Servo 
Motor SG90 sebagai inputan (+). Pinout Vout (-) dari MT3608 2A DC Step Up 
Boost, dan input (-) dari Micro Servo Motor SG90 disambungkan menjadi dengan 
Ground (GND) dari pinout NodeMCU ESP8266. Pulse dari Micro Servo Motor 
SG90 didapatkan dari pinout GPIO2 TXD1 / D4 yang mengirimkan gelombang 
untuk mengatur derajat putar yang harus dilakukan oleh Micro Servo Motor SG90. 
 
Gambar 4. 16 Rangkaian Barrier Gate Simulation. 
Pada tersebut merupakan hasil dari proses skema rangkaian yang sudah 
dilakukan, pinout GPIO2 TXD1 / D4 merupakan input gelombang memiliki 
tegangan 0,5 Volt DC, jika output face recognition bernilai true, maka servo akan 
berputar membuka (On), saat proses tersebut pinout GPIO2 TXD1 / D4 mempunyai 
beban sehingga tegangan menurun menjadi 0,2 Volt DC. Jika hasil output face 
recognition yang bernilai false maka Micro Servo Motor SG90 berputar menutup 
(Off) dan pinout GPIO2 TXD1 / D4 tegangannya naik menjadi 0,5 Volt DC yang 
dapat dilihat pada gambar berikut. 


































Gambar 4. 17 Rangkaian Saat Menerima Respon (Buka). 
Pada gambar tersebut merupakan hasil putar Micro Servo Motor SG90 saat 
menerima gelombang true dari proses face recognition yang dikeluarkan oleh 
pinout GPIO2 TXD1 / D4 dan berputar membuka (On) selama proses face 
recognition bernilai true, jika proses face recognition bernilai false Micro Servo 
Motor SG90 seperti pada gambar berikut. 
 
Gambar 4. 18 Rangkain Barrier Gate System Tidak Menerima Respons (Tutup). 
Pada gambar tersebut merupakan proses hasil putar Micro Servo Motor 
SG90 dengan posisi menutup (Off) yang dihasilkan dari proses face recognition 
bernilai false. 


































4.5.1. Training Data 
Training data merupakan pengkodean awal dari proses face recognition, 
pengkodean tersebut disajikan dalam bentuk pseudocode untuk mempermudah 
dalam proses pemahaman, berikut merupakan pseudocode dari proses training. 
(train_x, train_y), (test_x, test_y) = face.load_data() 
train_x = train_x.astype('float32') / 255. 
test_x = test_x.astype('float32') / 255. 
train_x = np.reshape(train_x, (len(train_x), 28, 28, 1)) 
test_x = np.reshape(test_x, (len(test_x), 28, 28, 1)) 
train_y = to_categorical( train_y ) 
test_y = to_categorical( test_y ) 
 
4.5.2. Convolutional Layer 
Proses perhitungan pada tahap convolutional layer merupakan proses awal 
dalam metode CNN, proses perhitungan convolutional layer mempunyai banyak 
position. Model proses filtering dapat dilihat dengan model perhitungan dengan 
acuan pada gambar berikut: 
 
Gambar 4. 19 Position Filtering Model. 
Pada penggambaran model position tersebut merupakan dot product pada 
proses konvolusi, dan dapat disebut dengan sliding window acuan dalam 
perhitungan pada proses convolutional layer. Berikut merupakan hasil konversi dari 
sebuah gambar menjadi binary yang kemudian dihitung menggunakan kernel filter 
3x3, dan menjadi matrix baru dengan perhitungan sebagai berikut: 
∑𝐹𝑃𝑛 =  ((𝑚1 𝑐1) 𝑥 𝑓1) +… . ((𝑚𝑛 𝑐𝑛) 𝑥 𝑓𝑛) (10) 
 

































𝐹𝑃𝑛   ∶ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑥 
𝑚1𝑐1 ∶ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝑚𝑎𝑡𝑟𝑖𝑥 1 𝑐𝑜𝑙𝑜𝑢𝑚𝑛 1 
𝑓1      ∶ 𝑓𝑖𝑙𝑡𝑒𝑟 𝑚𝑎𝑡𝑟𝑖𝑥 1 𝑐𝑜𝑙𝑜𝑢𝑚𝑛 1  
𝑚1𝑐1 ∶ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝑚𝑎𝑡𝑟𝑖𝑥 𝑥 𝑐𝑜𝑙𝑜𝑢𝑚𝑛 𝑥 
𝑓𝑛      ∶ 𝑓𝑖𝑙𝑡𝑒𝑟 𝑥 
 Setelah dilakukan proses konversi gambar menjadi binary matrix hasil yang 
diperoleh digambarkan pada gambar berikut: 
 
Gambar 4. 20 Binary Matrix Awal. 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0
0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0
0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0
0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 1 1 0 0 1 1 1 1 0 0 0 0 0 0 0 1 1 1 0 0 1 1 1
0 0 1 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 0 1 1
0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 1
0 1 0 0 0 0 1 1 1 1 0 0 0 1 1 0 0 1 1 1 1 1 0 1
0 1 0 0 1 0 1 1 0 0 0 0 0 0 1 1 0 1 1 1 1 1 0 1
0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 1 1 1 0 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 1 0 0 0 0 1 1 1 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 1 1 1 1 0 0
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 0
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0

































Untuk melakukan proses convolutional layer dan mengolah data dari hasil 
binary matrix awal dapat menggunakan model Filter (3x3) dengan matrix [1, 0, 1, 




 Model filter (3x3) tersebut dapat dijadikan untuk melakukan proses perhitungan 
matrix baru dan menghasilkan Convolved feature matrix dengan perhitungan menggunakan 
persamaan sebagai berikut:  
 
∑𝐹𝑃𝑛 =  ((𝑚1 𝑐1) 𝑥 𝑓1) +… . ((𝑚𝑛 𝑐𝑛) 𝑥 𝑓𝑛) 
 
a) Position 1 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) +
(0x0) + (0x1)  =  0 
b) Position 2 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) +
(0x0) + (1x1)  =  0 
c) Position 3 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) +
(0x0) + (0x1)  =  0 
d) Position 4 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) +
(0x0) + (0x1)  =  0 
e) Position 5 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) +
(0x0) + (0x1)  =  0 
f) Position 6 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) +
(0x0) + (0x1)  =  0 
g) Position 7 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) +
(0x0) + (0x1)  =  0 
h) Position 8 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) +
(0x0) + (1x1)  =  1 
i) Position 9 : (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (1x0) + (0x1) +
(1x0) + (1x1)  =  1 
j) Position 10 : (0x1) + (0x0) + (0x1) + (0x0) + (1x1) + (1x0) + (1x1) +





































Position ..n  : (n1x1) + (n2x0) + (n3x1) + (n4x0) + (n5x1) +
(n6x0) + (n7x) … . n   =  n 
 
Dari perhitungan diatas pada position n merupakan sebuah perhitungan hingga 
proses akhir dan mendapatkan hasil convolved feature matrix sebagai berikut: 
 
 
Gambar 4. 21 Convolved Feature Matrix. 
 
Proses selanjutnya menghitung nilai RGB dengan model persamaan berikut: 
 
0 0 0 0 0 0 0 1 1 3 3 4 3 4 3 3 1 1 0 0 0 0
0 0 0 0 0 1 1 2 4 4 5 5 5 5 5 4 4 2 1 1 0 0
0 0 0 0 0 1 2 3 4 5 5 5 5 5 5 5 4 4 3 1 1 0
0 0 0 0 1 2 3 4 3 3 3 3 3 3 4 5 5 5 4 4 1 1
0 0 1 1 1 3 2 2 2 2 2 2 2 2 3 3 3 4 4 4 4 1
0 1 1 2 3 1 1 1 0 0 0 0 0 1 1 2 2 2 4 4 4 3
0 1 2 3 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 4 4 3
1 2 3 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 4 3
1 2 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 3
2 2 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 3 4
2 2 2 1 1 2 2 1 1 0 0 0 0 0 1 1 2 1 1 1 3 4
3 1 3 1 3 3 3 3 1 1 0 0 1 1 2 3 3 3 3 2 5 4
1 3 1 2 2 3 3 2 2 0 0 0 1 2 4 4 5 4 4 4 2 4
2 1 2 1 2 2 2 2 1 1 0 1 2 4 4 4 3 4 4 4 4 3
1 2 0 0 1 1 2 2 1 1 0 1 3 3 4 3 3 4 5 5 3 4
1 2 1 0 2 2 2 2 1 0 0 1 3 4 2 3 2 4 4 5 3 4
1 2 0 1 1 3 4 3 2 1 0 1 1 2 2 2 3 5 5 4 3 3
1 2 1 0 2 1 2 2 0 0 0 0 1 1 1 3 3 4 4 3 1 3
1 1 0 0 0 1 1 1 1 0 0 0 1 0 1 1 2 3 2 1 1 2
0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 2
0 0 0 0 0 0 0 0 0 0 0 0 1 2 1 1 0 0 1 0 3 1
0 0 0 0 0 0 0 1 0 1 1 1 3 2 2 1 0 0 1 2 2 3
0 0 0 0 0 0 0 0 2 1 2 3 3 4 2 2 0 1 2 3 4 2
0 0 0 0 0 0 0 1 0 2 3 3 5 5 4 2 1 1 4 4 4 2
0 0 0 0 0 0 1 1 3 3 4 5 5 5 4 3 2 3 4 5 3 2
0 0 0 0 0 1 1 2 2 1 2 2 3 4 4 3 4 3 5 4 3 1
0 0 0 0 0 0 2 2 2 2 2 2 2 3 4 3 3 3 5 4 2 1
0 0 0 0 0 1 1 1 1 0 0 0 0 3 2 3 3 4 4 3 1 0
0 0 0 0 0 0 0 0 0 0 0 1 2 3 3 3 3 3 4 2 1 0
0 0 0 0 0 0 0 0 1 1 2 2 3 4 3 4 4 4 3 1 0 0
0 0 0 0 0 0 0 0 0 1 1 2 2 3 3 4 4 4 2 1 0 0
0 0 0 0 0 0 0 0 1 1 2 2 2 2 3 5 5 3 2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 4 4 5 4 2 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 4 4 5 4 2 1 0 0
0 0 0 0 0 0 0 1 1 2 2 2 2 4 4 5 4 4 2 1 0 0

































𝐹𝑀𝑛 = (∑𝐹𝑃𝑟𝑛) + (∑𝐹𝑃𝑔𝑛) + (∑𝐹𝑃𝑏𝑛) + 𝑏 (11) 
 
∑𝐹𝑃𝑛 =  ((𝑚1 𝑐1) 𝑥 𝑓1) + ((𝑚𝑛 𝑐𝑛) 𝑥 𝑓𝑛) (12) 
 
𝐹𝑀𝑛          ∶ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝑥 
∑𝐹𝑃       ∶ 𝑇𝑜𝑡𝑎𝑙 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 
∑𝐹𝑃𝑟𝑛   ∶ 𝑇𝑜𝑡𝑎𝑙 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝑅𝑒𝑑 𝑥  
∑𝐹𝑃𝑔𝑛  ∶ 𝑇𝑜𝑡𝑎𝑙 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝐺𝑟𝑒𝑒𝑛 𝑥 
∑𝐹𝑃𝑏𝑛  ∶ 𝑇𝑜𝑡𝑎𝑙𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝐵𝑙𝑢𝑒 𝑥 
 
Dari persamaan berikut dapat dilakukan proses perhitungan red, green, blue 
berdasarkan hasil convolved feature matrix dengan filter RGB masing masing 
sebagai berikut:  
                                  
Gambar 4. 22 Filter Matrix RGB (Coskun et al., 2017) (Saha, 2018). 
Filter tersebut dijadikan sebagai acuan dalam menentukan hasil convolved 
feature RGB matrix. Proses perhitungan dalam mencari convolved feature RGB 
matrix sebagai berikut: 
 
P1R:  (0x(−1)) + (0x(−1)) + (0x1) + (0x0) + (0x1) + (0x(−1)) + (0x0) +
(0x1) + (0x1)  =  0 
P1G: (0x1) + (0x0) + (0x0) + (0x1) + (0x(−1)) + (0x(−1)) + (0x1) +
(0x0) + (0x(−1))  =  0 
PIB: (0x0) + (0x1) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x(−1)) +
(0x1)  =  0 












































P2R: (0x(−1)) + (0x(−1)) + (0x1) + (0x0) + (0x1) + (0x(−1)) + (0x0) +
(0x1) + (0x1)  =  0 
P2G: (0x1) + (0x0) + (0x0) + (0x1) + (0x(−1)) + (0x(−1)) + (0x1) +
(0x0) + (0x(−1))  =  0 
P2B: (0x0) + (0x1) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x(−1)) +
(0x1)  =  0   
𝐹𝑀2 = (0) + (0) + (0) + 1 =  1 
 
P3R: (0x(−1)) + (0x(−1)) + (0x1) + (0x0) + (0x1) + (0x(−1)) + (0x0) +
(0x1) + (0x1)  =  0    
P3G: (0x1) + (0x0) + (0x0) + (0x1) + (0x(−1)) + (0x(−1)) + (0x1) +
(0x0) + (0x(−1))  =  0 
P3B: (0x0) + (0x1) + (0x1) + (0x0) + (0x1) + (0x0) + (0x1) + (0x(−1)) +
(0x1) =  0 
𝐹𝑀3 = (0) + (0) + (0) + 1 =  1 
 
P4R: (0x(−1)) + (0x(−1)) + (0x1) + (0x0) + (0x1) + (1x(−1)) + (0x0) +
(0x1) + (1x1)  =  0 
P4G: (0x1) + (0x0) + (0x0) + (0x1) + (0x(−1)) + (1x(−1)) + (0x1) +
(0x0) + (1x(−1))  =  −2 
P4B: (0x0) + (0x1) + (0x1) + (0x0) + (0x1) + (1x0) + (0x1) + (0x(−1)) +
(1x1)  =  1 
𝐹𝑀3 = (0) + (−2) + (1) + 1 =  0 
 
P5R: (0x(−1)) + (0x(−1)) + (0x1) + (0x0) + (1x1) + (1x(−1)) + (0x0) +
(1x1) + (2x1)  =  3 
P5G: (0x1) + (0x0) + (0x0) + (0x1) + (1x(−1)) + (1x(−1)) + (0x1) +
(1x0) + (2x(−1))  =  −4 
P5B: (0x0) + (0x1) + (0x1) + (0x0) + (1x1) + (1x0) + (0x1) + (1x(−1)) +
(2x1)  =  2 
𝐹𝑀3 = (3) + (−4) + (2) + 1 =  2 
 

































Proses perhitungan tersebut dilakukan hingga proses perhitungan matrix 
terakhir dan menghasilkan convolved feature rgb matrix sebagai berikut: 
 
 
Gambar 4. 23 Convolved Feature RGB Matrix 
Gambar tersebut merupakan hasil convolved feature RGB matrix yang akan 
digunakan sebagai inputan bari untuk melakukan proses Max Pooling. 
4.5.3. Max Pooling 
Max Pooling merupakan proses lanjutan dari pooling layer dengan 
mengambil jumlah matrix yang mempunyai nilai maximum dengan model filter 3x3 
dari hasil pooling layer sebagai berikut: 
1 1 1 0 2 6 6 16 18 23 22 24 22 24 18 21 16 11 10 4
1 1 2 3 5 10 15 17 19 20 20 20 21 20 24 21 19 22 12 12
2 2 2 5 6 12 16 18 17 17 17 17 16 15 17 19 19 16 21 13
0 4 8 6 14 13 9 9 7 7 7 8 8 14 15 15 16 17 15 20
4 6 5 17 9 7 7 6 5 5 5 3 6 5 6 10 6 13 15 16
5 8 17 9 7 4 1 1 1 1 1 3 3 5 5 3 9 4 12 14
6 13 10 8 2 1 1 1 1 1 1 1 1 1 1 3 1 9 5 11
12 12 10 4 1 1 1 1 1 1 1 1 1 1 1 1 4 2 11 10
11 10 9 6 5 6 6 3 3 1 1 1 2 2 5 4 4 5 6 9
14 8 11 4 9 12 9 10 4 3 2 2 3 5 6 11 13 11 14 13
6 13 5 10 12 11 15 7 7 2 0 2 7 8 15 15 17 17 12 20
15 6 12 9 12 15 9 12 5 4 3 6 8 17 16 20 18 17 27 18
4 10 5 7 11 9 12 7 5 3 3 5 17 18 24 18 19 22 18 25
11 9 2 6 9 10 10 8 5 3 3 13 15 21 14 17 14 21 24 21
4 9 1 6 11 14 15 13 6 4 3 7 16 13 15 15 20 23 23 20
9 5 8 2 7 10 10 8 4 2 7 8 7 12 8 14 17 24 19 19
4 8 0 1 9 9 12 7 3 3 2 4 8 2 9 14 16 18 17 9
5 4 5 1 4 5 1 3 2 0 2 5 5 9 8 8 9 13 6 9
2 2 1 1 3 3 3 1 1 1 2 2 6 8 7 9 6 3 10 3
1 1 1 1 1 2 1 4 2 4 6 4 12 9 9 6 2 6 0 13
1 1 1 1 1 -1 4 1 6 6 6 15 12 15 8 7 3 3 14 9
1 1 1 1 1 4 -3 7 5 7 17 14 22 17 14 6 6 8 14 20
1 1 1 1 2 0 11 5 11 17 16 22 21 23 15 13 7 15 20 21
1 1 1 2 0 6 1 8 11 8 17 19 21 19 18 11 19 16 25 18
1 1 1 -1 4 3 12 15 14 16 15 15 16 18 15 17 17 21 22 19
1 1 1 4 0 6 8 5 7 5 7 10 8 17 17 17 17 20 21 13
1 1 1 -1 4 5 5 7 6 6 7 6 15 15 15 14 20 19 19 11
1 1 1 3 3 3 4 2 5 3 5 12 13 19 17 21 18 19 13 6
1 1 1 1 1 1 -1 1 0 6 7 11 15 16 16 19 21 19 11 4
1 1 1 1 1 1 4 2 8 7 12 13 13 16 19 22 23 13 8 2
1 1 1 1 1 1 -1 2 1 4 6 8 11 10 20 25 21 17 7 3
1 1 1 1 1 1 3 3 5 5 4 5 7 14 22 20 22 14 8 4
1 1 1 1 1 2 2 5 5 7 7 10 11 19 21 24 20 16 8 4

































Proses max pooling membutuhkan inputan dari convolved feature RGB 
matrix seperti pada gambar 4.23 jika dilakukan proses max pooling maka didapat 
hasil max pooling matrix sebagai berikut: 
 
 
Gambar 4. 24 Max Pooling Matrix. 
Dari hasil proses max pooling tersebut menjadi nilai paling tinggi, dari hasil 
convolved feature RGB matrix sebelumnya, hasil max pooling matrix tersebut akan 
dilanjutkan pada proses flattening. 
4.5.4. Flattening 
Proses flattening merupakan proses perubahan dimensi pada matrix yang 
awal nya mempunyai matrix 2D diratakan menjadi model 1D matrix yang akan 
diteruskan pada proses fully connected layer, berikut merupakan proses flattening 
   
Gambar 4. 25 Flattening Process. 
2 12 19 24 22 21 21
17 17 9 7 15 17 20
13 8 6 1 5 9 11
15 15 15 6 17 20 20
11 14 15 13 24 23 25
9 10 12 8 12 24 19
2 3 6 15 15 9 14
1 6 11 22 23 19 25
1 5 15 16 18 20 22
1 3 8 13 19 23 13
1 2 5 10 22 25 8
2 12 19 24 22 21 21
17 17 9 7 15 17 20
13 8 6 1 5 9 11
15 15 15 6 17 20 20
11 14 15 13 24 23 25
9 10 12 8 12 24 19
2 3 6 15 15 9 14
1 6 11 22 23 19 25
1 5 15 16 18 20 22
1 3 8 13 19 23 13













































Hasil proses dari flattening tersebut merupakan pemecahan value menjadi 1 
Dimensi. Hasil proses tersebut merupakan sebuah inputan yang akan diteruskan 
pada proses fully connected layer yang akan melakukan neural network. 
4.5.5. Fully Connected Layer 
Convolutional layer mempunyai ekstraksi variable feature dari sebuah data 
wajah, kemudian akan tranformasikan menjadi array 1D untuk kebutuhan proses 
fully connected layer. Pada proses tersebut merupakan proses tahap akhir dari 
metode CNN dalam melakukan classification data inputan.  
Dalam proses perhitungan yang ada pada konsep neural network 
mempunyai 2 bagian utama, yakni forward propagation, dan backward 
propagation. Forward propagation akan menghasilkan nilai 𝑦𝑛 (output), 
sedangkan pada proses backward propagation akan melakukan update pada 𝑊𝑛 
(weight) sehingga pada prosesnya dapat menghasilkan hasil output yang optimal 
berikut proses perhitungan fully connected layer menggunakan konsep dasar neural 
network. 











































𝑋𝑛 : Input Data 
𝑊𝑛 : Weight 
𝑏1 : bias 
 
Persamaan tersebut merupakan gambaran dari beberapa variabel yang akan 
digunakan pada proses perhitungan fully connected layer dalam konsep dasar 
neural network yang terdiri dari input data, weight, dan bias. Penggambaran model 
dari proses flattening hingga proses pemasukan value pada neural network 
digambarkan pada gambar berikut: 
 

































2 12 19 24 22 21 21
17 17 9 7 15 17 20
13 8 6 1 5 9 11
15 15 15 6 17 20 20
11 14 15 13 24 23 25
9 10 12 8 12 24 19
2 3 6 15 15 9 14
1 6 11 22 23 19 25
1 5 15 16 18 20 22
1 3 8 13 19 23 13
1 2 5 10 22 25 8





































   
Gambar 4. 26 Input Value Pada Neural Network. 
Model persamaan diatas merupakan hasil dari proses flattening yang 
merubah array matrix menjadi 1D, dan dilakukan proses pemasukan pada tahap 
fully connected layer. Untuk tahap pertama akan menentukan dengan proses 
perhitungan forward propagation dengan model persamaan sebagai berikut: 
 







𝑦𝑗 : Output 
𝜎 : Sigma (hasil perkalian input dan weight) 
𝑊𝑖𝑗 : Weight 
𝑋𝑖 : Input 
𝑏𝑗 : bias 
 
Dari persamaan proses perhitungan forward propagation tersebut dapat 
diartikan dengan model persamaan berikut: 
𝑦1 =  𝜎 (𝑤11𝑥1 + 𝑤21𝑥2 + 𝑤31𝑥1 + 𝑤41𝑥3 + 𝑏1) 
𝑦2 =  𝜎 (𝑤12𝑥1 + 𝑤22𝑥2 + 𝑤32𝑥1 + 𝑤42𝑥3 + 𝑏2) 
𝑦3 =  𝜎 (𝑤13𝑥1 + 𝑤23𝑥2 + 𝑤33𝑥1 + 𝑤43𝑥3 + 𝑏3) 
 
(14) 

































Dari proses perhitungan terakhir pada tahap flattening didapatkan hasil 
matrix sebagai berikut 𝑋 =  [2, 12, 19, 24, 22, 21, 21, 17, 17, 9, 7, 15, 17, 20, 13,
…𝑛]. Proses berikutnya yang harus dilakukan yaitu menentukan nilai 𝑊𝑛 dan 
menentukan nilai 𝑏𝑛. Penentuan nilai tersebut adalah random (Mazur, 2015) berikut 













𝑤11 = 0.1 𝑤12 = 0.3 𝑤13 = 0.1










𝑤61 = 0.1 𝑤62 = 0.1 𝑤63 = 0.1




















Penentuan nilai 𝑤𝑛 tersebut ditentukan dengan nilai random, pada 
perhitungan ini hanya menggunakan 9 variabel dari total keseluruhan sejumlah 84 
variabel dari hasil flattening, kemudian dalam penentuan 𝑏1 ditentukan dengan nilai 
sebagai berikut: 
 
[𝑏1 = 1 𝑏2 = 2 𝑏3 = 1] 
 
Dari hasil penentuan 𝑤𝑛 dan  𝑏1 maka dapat dilakukan proses perhitungan 
dengan mengambil persamaan berikut: 
 
𝑦1 =  𝜎 (𝑤11𝑥1 + 𝑤21𝑥2 + 𝑤31𝑥1 + 𝑤41𝑥3 + 𝑏1) 
 
Berikut merupakan proses perhitungan 9 variabel output dan menggunakan 
𝑤𝑛dengan jumlah 27 dan 𝑏1dengan jumlah 9: 
 

































𝑦1 =  𝜎(0.1x2 + 0.2x12 + 0.1x19 + 0.2x24 + 0.1x22 + 0.2x21 + 0.1x21 + 0.2x17 + 
0.1x17 + 1) = 𝜎 23.9 
 
𝑦2 =  𝜎(0.3x2 + 0.1x12 + 0.2x19 + 0.1x24 + 0.3x22 + 0.1x21 + 0.1x21 + 0.2x17 + 
0.2x17 + 2) = 𝜎 27.6 
 
𝑦3 =  𝜎(0.1x2 + 0.2x12 + 0.1x19 + 0.3x24 + 0.1x22 + 0.1x21 + 0.2x21 + 0.1x17 + 
0.3x17 + 1) = 𝜎 28 
 
Dari proses perhitungan berdasarkan persamaan yang sudah dilakukan, 
didapatkan hasil 𝑦1= 𝜎 23.9,  𝑦2= 𝜎 27.6, dan  𝑦3 = 𝜎 28. 𝜎  merupakan simbol 
hasil perhitungan aktivasi menggunakan softmax. Kemudian proses berikutnya 
yaitu melakukan aktivasi dari setiap hasil 𝑦𝑛 menggunakan salah satu perhitungan 









𝑒 : Konstanta (2.7) 
𝑎𝑖 : Hasil Output dari 𝑦1 
∑ 𝑒𝑎𝑗𝑗  : Hasil penjumlahan dari 𝑒
𝑎𝑖 
 
Persaman tersebut merupakan equation dari softmax activation function. 
Dimana 𝑒  merupakan konstanta (2.7), 𝑎𝑖 merupakan hasil output dari perhitungan 
dalam menentukan 𝑦𝑛. Dari hasil masing masing dari 𝑦𝑛 kemudian dilakukan proses 
perhitungan menggunakan softmax function sebagai berikut: 
 







































Untuk menentukan nilai ∑ 𝑒𝑎𝑗𝑗  yang digunakan sebagai penyebut, perlu 
dilakukan penurunan persamaan dan melakukan proses perhitungan terlebih dahulu 
menggunakan persamaan berikut: 
∑ 𝑒𝑎𝑗
𝑗
= 𝑒𝑎𝑗 + 𝑒𝑎𝑗 + 𝑒𝑎𝑗 + ⋯𝑛 (16) 
𝑒 : Konstanta (2.7) 
𝑎𝑖 : Hasil Output dari 𝑦1 
∑ 𝑒𝑎𝑗𝑗  : Hasil penjumlahan dari 𝑒
𝑎𝑖 
 
Dari persamaan berikut dapat dilakukan proses perhitungan dalam 
menentukan nilai ∑ 𝑒𝑎𝑗𝑗  sebagai berikut: 
 
∑ 𝑒𝑎𝑗𝑗 = 2.7
23.9 + 2.727.6 + 2.728  
∑ 𝑒𝑎𝑗
𝑗




Dari hasil perhitungan untuk menentukan penyebut dalam proses hitung 
activation softmax function ∑ 𝑒𝑎𝑗𝑗  mendapatkan hasil 2.022.360.730.323,5. Nilai 













𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝜎) = [0.01, 0.5, 0.6 ] 
 
 
Dari proses perhitungan activation softmax function didapatkan hasil dari 
masing masing 𝑦1 = 𝜎 23.9  𝑦2 = 𝜎 27.6  𝑦3  = 𝜎 28 menjadi 𝑦1 = 0.01 𝑦2 =
0.5  𝑦3 = 0.6. Kemudian proses lanjutan dari forward propagation setelah 
menemukan nilai 𝑦𝑛 maka melakukan perhitungan menentukan error, proses 

































perhitungan berdasarkan hasil  dari perhitungan sebelumnya diperoleh nilai 𝑦𝑛 
sebagai berikut: 
 
[𝑦1 =   0.01 , 𝑦2 =  0.5 𝑦3 =  0.6] 
 
Nilai tersebut merupakan nilai prediksi yang dihasilkan dari proses neural 
network pada tahap fully connected layer CNN yang sudah dilakukan aktivasi 
menggunakan softamax function. Dari hasil nilai 𝑦𝑛 yang didapat, untuk jenis input 
𝑥𝑛 harus mempunyai model yang bernilai sebagai berikut: 
 
[𝑡1 = 0 𝑡2 = 0.25 𝑡3 = 1] 
 
𝑡𝑛 merupakan simbol dari nilai output yang seharusnya pada masing masing 
neuron. Dari hal tersebut dapat dilakukan proses perhitungan error untuk 




𝑒𝑟𝑟𝑜𝑟 =  
1
3







Persamaan tersebut untuk melakukan proses perhitungan selisih dari nilai 
target dan prediksi, kemudian dilakukan pengkuadratan, dan melakukan rata rata 
dari ketiga variabel yang sudah disebutkan. Angka 3 didapat dari proses neural 
network pada proses fully connected layer yang sudah dilakukan perhitungan diatas. 
Sehingga proses perhitungannya sebagai berikut: 
𝑒𝑟𝑟𝑜𝑟 =  
1
3





𝐸 =  
1
3





𝐸 =  
1
3
 ((0 − 0.01)2 + (0.25 − 0.5)2 + (1 − 0.6)2) 

































𝐸 =  
1
3
 ((0 − 0.01)2 + (0.25 − 0.5)2 + (1 − 0.16)2) 
𝐸 =  
1
3
 (0 + 0.62 + 0.16) 




𝐸 =  0.26 
 
Dari proses perhitungan menentukan nilai error 𝐸 dihasilkan nilai sebesar 
0.26. Tujuan dari proses neural network pada tahap fully connected layer yaitu 
menentukan nilai prediksi semirip mungkin dengan nilai target. Perhitungan 
lanjutan setelah melakukan forward propagation, yaitu melakukan 
backpropagation yang tujuannya untuk mengoptimalkan proses neural network 
pada tahap fully connected layer. Proses menentukan nilai bobot 𝑤 dan nilai bias 𝑏 
berdasarkan nilai error 𝐸 yang diperoleh dari proses perhitungan forward 










𝛼 = Konstanta (0.5) 
𝜕𝐸
𝜕𝑏
 = Turunan Parsial 𝐸 terhadap 𝑤  
𝑤 = weight 
 
Persamaan tersebut untuk mengoptimalkan proses penentuan nilai weight 
dan untuk menentukan nilai bias menggunakan persamaan sebagai berikut: 
 






𝛼 = Konstanta (0.5) 
𝜕𝐸
𝜕𝑏
 = Turunan Parsial 𝐸 terhadap 𝑤  
𝑏 = Bias 



































Gambar 4. 27 Konsep Chaining. 
Pada gambar tersebut menggambarkan konsep chaining. Gambar tersebut 
untuk mempermudah proses penggambaran nilai weight yang akan kita tentukan. 
Proses dalam menentukan nilai 
𝜕𝐸
𝜕2𝑤11
 pada proses perhitungan dalam menentukan 




















 (𝑡1 − 𝑦1) . 𝑦1(1 − 𝑦1) . 𝑥1 
(21) 
 
𝜕 : Turunan Parsial 
𝐸 : Error  
𝑤 : Weight 
𝑦𝑛 : Nilai Prediksi 
𝑧𝑛 : 𝑇𝑜𝑡𝑎𝑙 ∑(𝑤𝑛. 𝑥1 + ⋯𝑛 + 𝑏) 
𝑥𝑛 : Input flattening matrix 
 
Dari persamaan diatas jika dilakukan proses perhitungan berdasarkan nilai 
nilai yang didapat dari perhitungan sebelumnya didapatkan hasil sebagai berikut: 
 












































 (0 − 0.1) . 0(1 − 0.1) . 2 
𝜕𝐸
𝜕𝑤11













 (0.25 − 0.5) . 0.5(1 − 0.5) . 12 
𝜕𝐸
𝜕𝑤12






















masing yaitu [0, 0.45, -1,0944]. Proses berkutnya yaitu memperbaharui nilai 
weight dari masing masing 
𝜕𝐸
𝜕𝑤𝑛
 dengan nilai konstanta 𝛼 = 0.5 dan menggunakan 
persamaan penentuan bias sebagai berikut: 




𝑤𝑛𝑒𝑤 11 = 0.1 − (0.5) . (0)  
𝑤𝑛𝑒𝑤 11 = 0.1  
 




𝑤𝑛𝑒𝑤 12 = 0.2 − (0.5) . (0.45)  
𝑤𝑛𝑒𝑤 12 = 0 


































𝑤𝑛𝑒𝑤 13 = 𝑤𝑜𝑙𝑑 − 𝛼
𝜕𝐸
𝜕𝑤
   
𝑤𝑛𝑒𝑤 13 = 0.1 − (0.5) . (−1.0944)  
𝑤𝑛𝑒𝑤 13 = 0.6472  
 
Proses perhitungan merupakan perharuan dari nilai bobot dari 𝑤𝑛𝑒𝑤 11 
𝑤𝑛𝑒𝑤 21 𝑤𝑛𝑒𝑤 31 dan mendapatkan nilai weight masing masing [0.1, 0, 0.6472]. 
Dalam proses backpropagation memiliki tujuan utama yaitu melakukan semua 
update weight dan bias yang akan diteruskan untuk melakukan perhitungan 
berikutnya. Jadi pada metode CNN di dalam proses fully connected layer 
melakukan proses perhitungan neural network dengan menggunakan 2 konsep yaitu 
forward propagation dan backward propagation. Forward propagation untuk 
menentukan nilai  𝑦𝑛 serta menemukan error antara  𝑦𝑛 dengan  𝑡𝑛, dan proses 
backward propagation untuk melakukan pembaharuan weight dan bias. 
Perhitungan yang sudah dilakukan merupakan keseluruhan dari metode CNN dari 
proses convolutional layer hingga fully connected layer untuk proses classification, 
Proses CNN yang terekam oleh aplikasi dapat dilihat pada gambar berikut. 
 
Gambar 4. 28 Hasil Perhitungan CNN Pada System. 

































Proses CNN yang dilakukan oleh sistem yaitu terdiri dari beberapa layer 
yaitu Convolutional 2D 1, Convolutional 2D 2, Convolutional 2D 3, max pooling, 
dropout, flatten, dense. Output shape merupakan detail output berupa matrix yang 
sudah dilakukan proses perhitungan sebagi contoh pada proses convolution 2D 2 
didapatkan hasil 24, 24, 64 yang berati model feature map dengan jumlah pixels 
yang digunakan 24x24 pixels dan berjumlah total 64 layer, dan menghasilkan nilai 
parameter sebanyak 18496, kemudian akan dilanjutkan hingga proses akhir dan 
mendapatkan jumlah total parameter sebanyak 2.076.554 yang akan digunakan 
untuk proses classification pada neural network. 
4.5.6. Hasil recognition berdasarkan model training data 
Berikut merupakan hasil face recognition dari training data yang sudah 
dilakukan dan dilakukan percobaan menggunakan model data yang sama dan 
dengan model data yang berbeda, berikut visualisasinya: 
Tabel 4. 2 Percobaan Face Recognition 
No Training 
Data 








Posisi pengambilan foto 
menghadap kamera dengan 
lurus dan dengan ekspresi 
yang datar. Mendapatkan hasil 
yang sesuai dengan toleransi 







Posisi pengambilan foto 
menghadap kamera dengan 
lurus dan dengan ekspresi 
tersenyum. Mendapatkan 
hasil yang sesuai dengan 
toleransi 0,30 & 0,99. 








































Posisi pengambilan foto 
hadap sedikit ke kanan dan 
dengan ekspresi datar. 
Mendapatkan hasil yang 









Posisi pengambilan foto 
hadap sedikit ke kanan dan 
dengan ekspresi tersenyum . 
Mendapatkan hasil yang 









Posisi pengambilan foto 
hadap sedikit ke kiri dan 
dengan ekspresi datar. 
Mendapatkan hasil yang 









Posisi pengambilan foto 
hadap sedikit ke kiri dan 
dengan ekspresi tersenyum. 
Mendapatkan hasil yang 









Posisi pengambilan foto 
hadap sedikit ke atas dan 
dengan ekspresi datar. 
Mendapatkan hasil yang 
sesuai dengan toleransi 0,32 & 
0,99. 








































Posisi pengambilan foto 
hadap sedikit ke atas dan 
dengan ekspresi tersenyum. 
Mendapatkan hasil yang 









Posisi pengambilan foto 
hadap sedikit ke bawah dan 
dengan ekspresi datar. 
Mendapatkan hasil yang 









Posisi pengambilan foto 
hadap sedikit ke bawah dan 
dengan ekspresi datar. 
Mendapatkan hasil yang 
sesuai dengan toleransi 0,27 & 
0,99. 





Tidak terindikasi dan tidak 
ada kesesuaian citra wajah, 
meskipun dengan orang yang 
sama, terjadi karena tidak ada 
Training data yang sesuai 
dengan posisi wajah tersebut. 





Tidak terindikasi dan tidak 
ada kesesuaian citra wajah, 
meskipun dengan orang yang 
sama, dan foto hampir sama 
dengan Training data namun 
ada beberapa pixel wajah yang 
tertutup, sehingga tidak dapat 
dikenali. 

































Dari tabel tersebut menggambarkan hasil face recognition dari aplikasi yang 
digunakan, hasil perhitungan dari metode CNN dengan hasil data percobaan yang 
dilakukan didapatkan hasil yang sama dengan. Pada proses perhitungan 
menggunakan foto pada tabel nomor 2. Hasil perhitungan tingkat error rate 
menunjukkan hasil 0.26 pada hasil real dengan menggunakan aplikasi didapatkan 
hasil 0.26 dari hasil tersebut terlihat sama dengan hasil perhitungan, namun disuatu 
kondisi tertentu hasil antara perhitungan matematik dan hasil percobaan 
menggunakan aplikasi terdapat selisih antara 0.1 – 0.6 dikarenakan faktor seperti 
pencahayaan kurang, kualitas kamera, tingkat kecepatan komputer dalam 
melakukan penangkapan gambar dan lain-lain, faktor tersebut tentu sangat 
mempengaruhi hasil. Pada tabel nomor 13 merupakan model data yang sesuai 
dengan aturan yang berlaku dan posisi dan pelaku sesuai dengan data training, 
namun aplikasi tidak dapat melakukan proses pengklasifikasian karena ada 
beberapa citra wajah yang tertutup yaitu hidung dan mulut. Pada proses CNN 
melakukan konvolusi dari setiap pixels yang ada, jika tertutup oleh sesuatu, maka 
dapat mempengaruhi hasil. Pada gambar nomor 14 merupakan percobaan dengan 
wajah yang tidak dilakukan proses training data dan dengan model posisi wajah 
sesuai aturan yang berlaku, namun sistem tidak merespon dan memberikan 
prediksi, karena tidak ada data yang sesuai dengan model wajah tersebut. 
4.5.7. Tes Ping Response 
Dari hasil output face recognition menggunakan aplikasi tersebut, akan 
diintegrasikan dengan simulasi barrier gate system dalam proses Iot. Tahap awal 
yang harus dilakukan yaitu melakukan pengkodean terhadap NodeMCU untuk 
melakukan pengaturan network yang akan digunakan. Pengkodean NodeMCU 
menggunakan software Arduino.IDE, berikut penggambarannya. 
 


































Gambar 4. 29 Setting IP Address NodeMcu. 
Peneliti menggunakan IP Address menggunakan hotspot pribadi 
menggunakan smartphone dengan IP Gateway 192.168.43.1 subnet 255.255.255.0 
dan IP Address yang digunakan oleh NodeMCU yaitu 192.168.43.254. Jika sudah 
melakukan konfigurasi network maka kita sambungkan kedua device dan 
melakukan proses test IP address menggunakan Command Prompt dan melakukan 
PING terhadap NodeMCU untuk mendapatkan reply dari hardware, berikut 
penggambaran reply dari hardware melalui command prompt. 
 
Gambar 4. 30 Ping IP Address NodeMCU. 

































Dari hasil gambar, terlihat bahwa NodeMCU yang menggunakan IP Address 
192.168.43.254 yang didapat dari hasil proses konfigurasi sebelumnya, sudah dapat 
melakukan reply dengan rata rata waktu 58.75 ms. Mendapatkan kesimpulan bahwa 
NodeMCU dan aplikasi sudah terkoneksi. 
4.5.8. Hasil output face recognition terhadap simulasi barrier gate system 
Pada proses ini aplikasi dan hardware NodeMCU sudah terkoneksi dengan 
jaringan, kemudian dilakukan proses percobaan dari hasil output face recognition 
dan hasil response yang diberikan oleh hardware. Percobaan ini masih 
menggunakan data wajah yang sudah dilakukan proses training data dan 
didapatkan hasil sebagai berikut: 
 
Gambar 4. 31 Face Recognition Neutral And Close. 
Dari hasil percobaan gambar, hasil output face recognition menunjukkan 
bahwa pada data masukan, diprediksi sebagai “Langgeng” dengan tingkat error 
sebesar 0.24. Variabel untuk ekspresi wajah, jika semakin mendekati 1 maka 
semakin benar, pada gambar dihasilkan ekspresi neutral dengan hasil 0.99, 
meskipun hasil wajah dan ekspresi benar, namun hardware tidak dapat merespon, 
karena proses respon hardware membutuhkan nama dan dengan ekspresi happy 
yang digambarkan pada gambar berikut. 


































Gambar 4. 32 Face Recognition Happy And Open. 
Pada hasil percobaan pada gambar, didapatkan hasil wajah terdeteksi 
sebagai langgeng dengan error sebesar 0.26 dengan ekspresi happy dengan 
toleransi angka 0.98. Dari model hasil output tersebut hardware dapat merespon 
dengan membuka, dapat terjadi karena variable yang dibutuhkan hardware 
terkondisi true.  
Kelebihan dari metode CNN dapat mengidentifikasi wajah dengan berbagai 
model posisi wajah, dengan aturan sesuai dengan training data yang sudah 
dilakukan, berikut penggambaran model posisi wajah yang berbeda dari posisi 
wajah sebelumnya. 
 
Gambar 4. 33 Face Recognition Neutral Side And Close. 
Pada percobaan tersebut dengan model posisi wajah menghadap kanan dari 
penguji didapatkan hasil output face recognition sebagai “Langgeng04” dengan 

































error sebesar 0.24 yang berarti bahwa, percobaan dengan model gambar tersebut 
terdeteksi sama dengan model wajah pada training data dengan label 
“Langgeng04” dan dengan ekspresi neutral. Sama dengan proses percobaan 
sebelumnya, jika terindikasi nama = true namun ekspresi = false maka hardware 
tidak merespon. Kemudian dilakukan percobaan dengan model yang sama dan 
dengan ekspresi happy dapat dilihat seperti gambar berikut. 
 
 
Gambar 4. 34 Face Recognition Happy Side And Open. 
Pada percobaan gambar tersebut didapatkan hasil, bahwa model citra 
inputan dengan posisi wajah dan ekspresi tersebut yaitu terindikasi sebagai 
“Langgeng” dengan error sebesar 0.34 dan dengan ekspresi happy dengan toleransi 
sebesar 0.99. Dari hasil tersebut maka hardware dapat merespon melakukan 
perintah “buka”. Jika inputan tidak terdapat pada training data aplikasi tidak akan 
memprediksi dan otomatis hardware tidak dapat merespon. 
4.6. Pengujian Face Recognition 
Pengujian face recognition menggunakan 2 model pengujian yang berbeda 
dalam melakukan pengujian, yaitu pengujian match static dan pengujian ROC 
(Receive Operating Characteristic) kedua model pengujian ini mempunyai 
karakteristik yang berbeda. Pengujian match static bertujuan untuk mengetahui 
performa kecepatan dari aplikasi face recognition dalam mengenali sebuah citra 
inputan berikut hasil pengujian match static.  
 


































Tabel 4. 3 Pengujian Math Static 
No Image Testing 
Face Identification 
Time Second Error Rate 
1 Langgeng01 0.11 0.29 
2 Langgeng02 0.12 0.3 
3 Langgeng03 0.12 0.26 
4 Langgeng04 0.12 0.29 
5 Langgeng05 0.11 0.3 
6 Langgeng06 0.14 0.27 
7 Langgeng07 0.12 0.26 
8 Langgeng08 0.12 0.3 
9 Langgeng09 0.11 0.3 
10 Langgeng10 0.14 0.29 
11 Sinta01 0.11 0.32 
12 Sinta02 0.15 0.41 
13 Sinta03 0.14 0.35 
14 Sinta04 0.14 0.29 
15 Sinta05 0.13 0.3 
16 Sinta06 0.13 0.32 
17 Sinta07 0.14 0.34 
18 Sinta08 0.13 0.31 
19 Sinta09 0.15 0.3 
20 Sinta10 0.12 0.28 
21 Fanggy01 0.18 0.38 
22 Fanggy02 0.15 0.29 
23 Fanggy03 0.14 0.31 
24 Fanggy04 0.13 0.29 
25 Fanggy05 0.11 0.32 
26 Fanggy06 0.15 0.29 

































27 Fanggy07 0.13 0.28 
28 Fanggy08 0.13 0.29 
29 Fanggy09 0.13 0.34 
30 Fanggy10 0.14 0.33 
31 Arif01 0.11 0.3 
32 Arif02 0.17 0.29 
33 Arif03 0.13 0.28 
34 Arif04 0.13 0.29 
35 Arif05 0.14 0.3 
36 Arif06 0.12 0.28 
37 Arif07 0.13 0.32 
38 Arif08 0.12 0.34 
39 Arif09 0.12 0.33 
40 Arif10 0.11 0.33 
41 Firdaus01 0.15 0.27 
42 Firdaus02 0.13 0.31 
43 Firdaus03 0.12 0.31 
44 Firdaus04 0.15 0.3 
45 Firdaus05 0.14 0.3 
46 Firdaus06 0.15 0.34 
47 Firdaus07 0.12 0.28 
48 Firdaus08 0.11 0.25 
49 Firdaus09 0.11 0.26 
50 Firdaus10 0.11 0.27 
51 Akbar01 0.18 0.45 
52 Akbar02 0.15 0.29 
53 Akbar03 0.12 0.29 
54 Akbar04 0.15 0.35 
55 Akbar05 0.13 0.27 
56 Akbar06 0.13 0.4 
57 Akbar07 0.11 0.28 

































58 Akbar08 0.13 0.3 
59 Akbar09 0.17 0.3 
60 Akbar10 0.15 0.32 
61 Adi01 0.15 0.3 
62 Adi02 0.12 0.31 
63 Adi03 0.13 0.32 
64 Adi04 0.11 0.28 
65 Adi05 0.13 0.27 
66 Adi06 0.11 0.3 
67 Adi07 0.11 0.28 
68 Adi08 0.13 0.31 
69 Adi09 0.11 0.28 
70 Adi10 0.14 0.34 
71 Catur01 0.11 0.3 
72 Catur02 0.14 0.26 
73 Catur03 0.12 0.31 
74 Catur04 0.15 0.37 
75 Catur05 0.15 0.34 
76 Catur06 0.14 0.27 
77 Catur07 0.14 0.27 
78 Catur08 0.13 0.29 
79 Catur09 0.11 0.29 
80 Catur10 0.17 0.31 
81 Faruq01 0.15 0.34 
82 Faruq02 0.14 0.31 
83 Faruq03 0.12 0.3 
84 Faruq04 0.12 0.61 
85 Faruq05 0.11 0.31 
86 Faruq06 0.15 0.3 
87 Faruq07 0.14 0.3 
88 Faruq08 0.12 0.29 

































89 Faruq09 0.16 0.28 
90 Faruq10 0.16 0.29 
91 Yudha01 0.15 0.28 
92 Yudha02 0.17 0.27 
93 Yudha03 0.16 0.28 
94 Yudha04 0.15 0.29 
95 Yudha05 0.11 0.29 
96 Yudha06 0.11 0.32 
97 Yudha07 0.13 0.31 
98 Yudha08 0.12 0.3 
99 Yudha09 0.12 0.27 
100 Yudha10 0.15 0.45 
 
Tabel tersebut menggambarkan hasil pengujian math static dengan tujuan 
mengetahui hasil performa aplikasi dan hasil error rate yang dihasilkan dari proses 
neural network pada tahap fully connected layer.  
 Pengujian ini hanya menguji face identification saja, karena memang fokus 
pada pengujian performa sistem dan menemukan error rate dari hasil training data. 
Kemudian akan disajikan grafik dari hasil keseluruhan hasil pengujian sebagai 
berikut. 
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Grafik line tersebut menggambarkan hasil pengujian match static oleh 100 
data uji. Pada grafik mendapatkan kesimpulan bahwa waktu tercepat yang diperoleh 
yaitu 0.11 second dan nilai tingkat error paling rendah yaitu 0.26. untuk waktu 
terlama yang diperoleh yaitu 0.18 second dan nilai error paling tinggi sebesar 0.38.  
Hasil yang diperoleh oleh aplikasi dari uji performa dan uji tingkat error 
sangat bergantung dengan kondisi lapangan, banyak faktor yang mendukung dari 
hasil pengujian, seperti kualitas kamera, intensitas cahaya, performa device yang 
digunakan. Dari hasi pengujian match static dapat diperoleh hasil penilaian berupa 
rata rata dari maximum, minimum, dan average dari total data uji yang dilakukan 
yang disajikan pada tabel berikut. 
Tabel 4.4 Assessment Pengujian Math Static 
Assessment 
Time 
Second Error Rate 
Minimum 0.11 0.26 
Maximum 0.18 0.38 
Average 0.1327 0.3031 
 
Dari tabel penilaian di atas, dapat diambil kesimpulan bahwa dari total data 
keseluruhan aplikasi dapat mengenali sebuah citra inputan dalam waktu yang paling 
cepat yaitu 0.11 second dengan tingkat error paling rendah berkisaran 0.26. 
Kemudian tingkat waktu yang paling lama yang dilakukan oleh aplikasi dalam 
mengenali sebuah citra inputan yaitu berkisar 0.18 second dengan tingkat error 
paling tinggi sebesar 0.38. Kemudian rata rata dari waktu tercepat dan tingkat error 
oleh aplikasi yaitu 0.1327 second dan tingkat error berkisaran 0.3031. 
Penggambaran grafik hasil penilaian dapat dilihat pada gambar berikut. 


































Gambar 4. 36 Grafik Assessment Math Static 
Dari gamber grafik diatas, merupakan penggambaran hasil penilaian 
aplikasi menggunakan pengujian math static yang digambarkan dengan model 
diagram line. Garis berwarna jingga menggambarkan tingkat error dan garis 
berwarna biru menggambarkan time dengan satuan second. Pengujian berikutnya 
yaitu dengan teknik pengujian ROC dimana pemfokusan pengujian pada tingkat 
keakuratan sistem dalam mengenali segala data citra wajah baik yang sudah 
dilakukan proses training maupun belum dilakuan proses training. Skenario 
pengujian seperti pada gambar tabel berikut. 
Tabel 4.5 Skenario Pengujian ROC 








1 Face Recognition 100% 100 100% 
Trained 
100 
2 Face Expression 100% 100 100% 
Trained 
100 
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Pada pengujian ini menggunakan 200 data uji secara acak, antara data yang 
sudah dilakukan proses training dan data yang belum dilakukan proses training. 
Pengujian ROC membagi proses pengujiannya menjadi 4 model yaitu TPR (true 
positive rate) berarti hasil prediksi sama dengan true dan hasil aktual sama dengan 
positive, TNR (true negative rate) berarti hasil prediksi sama dengan true dan hasil 
aktual sama dengan negative, FPR (false positive rate) berarti hasil prediksi sama 
dengan false dan hasil aktual sama dengan positive, FNR (false negative rate) 
berarti hasil prediksi sama dengan false dan hasil aktual sama dengan negative. 
Yang masing masing dipisahkan antara face identification dan face expression 
berikut pengujian ROC dari data yang sudah dilatih. 
Tabel 4.6 Pengujian ROC True Value 
No Testing 
Face Identification Face Expression 
TPR TNR FPR FNR TPR TNR FPR FNR 
1 Langgeng 10 0 0 0 10 0 0 0 
2 Sinta 9 0 1 0 10 0 0 0 
3 Fanggy 9 0 1 0 10 0 0 0 
4 Arif 9 1 0 0 9 0 1 0 
5 Firdaus 10 0 0 0 9 0 1 0 
6 Akbar 10 0 0 0 9 0 1 0 
7 Adi 10 0 0 0 9 0 1 0 
8 Catur 9 0 1 0 10 0 0 0 
9 Faruq 9 0 1 0 10 0 0 0 
10 Yudha 10 0 0 0 10 0 0 0 
  Total 95 1 4 0 96 0 4 0 
  Percent 95% 1% 4% 0% 96% 0% 4% 0% 
 
Dari tabel diatas merupakan pengujian ROC pada data yang sudah dilatih, 
proses pengujian dibagi menjadi face identification dan face expression. Setiap 1 
label nama memiliki 10 data. Dari hasil pengujian ternyata tidak 100% data yang 
sudah dilatih selalu benar dalam proses pengujiannya ada beberapa data oleh sistem 
yang salah prediksi dari hasil aktual, seperti pada data latih dengan label “Sinta” 

































ternyata ada 1 data wajah masuk dalam model FPR yang berarti sistem tidak 
mendeteksi bahwa data tersebut merupakan “Sinta”, namun pada hasil aktualnya 
merupakan “Sinta”, dan ada beberapa label yang melakukan hal sama, tentunya 
proses ini memang mempunyai banyak faktor seperti seperti kualitas kamera, 
intensitas cahaya, performa device yang digunakan. Hasil dari Pengujian ROC 
dapat dilihat dari diagram berikut. 
 
 Gambar 4. 37 Grafik Pengujian ROC True Value  
Pada diagram tersebut menggambarkan hasil pengujian ROC pada true 
value yang berarti pengujian dengan data yang sudah dilatih. Pada tabel 4.6 model 
TPR mempunyai jumlah nilai angka total 95 data yang diprediksi benar pada face 
identification dan total 96 data yang dikatakan benar pada face expression. Dari 
hasil tersebut dapat dilakukan proses perhitungan untuk menentukan accuracy dan 
error menggunakan persamaan sebagai berikut. 
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𝑇𝑃𝑅 : True Positive Rate 
𝐹𝑁𝑅 : False Negative Rate 
𝐹𝑃𝑅 : False Positive Rate 
𝑇𝑁𝑅 : True Negative Rate 
∑𝐷𝑎𝑡𝑎 : Total Test Data 
Dari persamaan tersebut dalam menentukan nilai akurasi sistem dan error 
pada proses face identification yang dihasilkan sebagai berikut. 












𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  95 % 
Hasil akurasi aplikasi dari pengujian ROC pada data yang sudah dilatih 
mendapatkan akurasi sebesar 95 %. Kemudian melakukan pengujian error rate 
dengan menggunakan persamaan sebagai berikut. 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = (
(𝐹𝑃𝑅 + 𝑇𝑁𝑅) 
∑𝐷𝑎𝑡𝑎
)𝑥100% 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = (
(4 + 1) 
100
) 𝑥100% 




𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 5 % 
Hasil tingkat error aplikasi dari pengujian ROC pada data yang sudah 
dilatih mendapatkan error sebesar 5 %. Proses selanjutnya yaitu meletakan hasil 
pada tabel model pengujian ROC sebagi berikut. 
 
 








































Predicted Condition Positive 95 1 
Predicted Condition Negative 4 0 
Accuracy 95% 
Error Rate 5% 
 
Tabel tersebut merupakan tabel pelatakan hasil perhitungan untuk 
menentukan akurasi sistem dan tingkat error sistem yaitu sebesar 95% untuk 
akurasi dan 5% untuk tingkat error. Kemudian melakuan pengujian pada face 
expression pada model pengujian ROC dengan proses perhitungan sebagai berikut. 












𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  96 % 
Hasil akurasi aplikasi dari pengujian ROC pada data yang sudah dilatih 
mendapatkan akurasi sebesar 96 %. Kemudian melakukan pengujian error rate 
dengan menggunakan persamaan sebagai berikut. 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = (
(𝐹𝑃𝑅 + 𝑇𝑁𝑅) 
∑𝐷𝑎𝑡𝑎
)𝑥100% 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = (
(4 + 0) 
100
) 𝑥100% 




𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 4 % 

































Hasil tingkat error aplikasi dari pengujian ROC pada data yang sudah 
dilatih mendapatkan error sebesar 4 %. Proses selanjutnya yaitu meletakan hasil 
pada tabel model pengujian ROC sebagi berikut. 







Predicted Condition Positive 96 0 
Predicted Condition Negative 4 0 
Accuracy 96% 
Error Rate 4% 
 
Tabel tersebut merupakan tabel pelatakan hasil perhitungan untuk 
menentukan akurasi sistem dan tingkat error sistem yaitu sebesar 96% untuk 
akurasi dan 4% untuk tingkat error. Kemudian melakukan pengujian dengan data 
yang berlum dilatih dengan proses yang sama pengujian sebelumnya, tabel 
pengujian ROC dengan data yang belum dilatih sebagai berikut. 
Tabel 4.9 Pengujian ROC False Value 
No Testing 
Face Identification Face Expression 
TPR TNR FPR FNR TPR TNR FPR FNR 
1 Dayat 0 0 0 10 0 0 0 10 
2 Ainur 0 0 1 9 0 0 0 10 
3 Affan 0 0 0 10 0 0 0 10 
4 Fajar 0 0 0 10 0 0 0 10 
5 Hafidz 0 0 0 10 0 0 0 10 
6 Arik 0 0 0 10 0 0 0 10 
7 Arjun 0 0 0 10 0 0 0 10 
8 Adit 0 0 1 9 0 0 0 10 
9 Doni 0 0 0 10 0 0 0 10 
10 Dika 0 0 0 10 0 0 0 10 
  Total 0 0 2 98 0 0 0 100 
  Percent % 0% 0% 2% 98% 0% 0 0% 100% 

































Dari tabel diatas merupakan pengujian ROC pada data yang tidak dilatih, 
proses pengujian dibagi menjadi face identification dan face expression. Setiap 1 
label nama memiliki 10 data. Dari hasil pengujian ternyata tidak 100% data yang 
tidak dilatih tidak dapat terdeteksi, dalam proses pengujiannya ada beberapa data 
oleh sistem yang salah prediksi dari hasil aktual, seperti salah satu data ternyata ada 
1 data wajah masuk dalam model FPR yang berarti sistem tidak mendeteksi bahwa 
data tersebut merupakan “Yusril”, namun pada hasil aktualnya merupakan “Ainur”, 
dan ada beberapa label yang melakukan hal sama, tentunya proses ini memang 
mempunyai banyak faktor seperti seperti kualitas kamera, intensitas cahaya, 
performa device yang digunakan. Hasil dari Pengujian ROC dapat dilihat dari 
diagram berikut. 
 
Gambar 4. 38 Grafik Pengujian ROC False Value 
Pada diagram line tersebut menggambarkan hasil pengujian ROC pada false 
value. Pada tabel 4.9 pengujian dengan data yang tidak dilatih pada model FNR 
mempunyai tingkat paling tinggi yang menunjukkan angka 98 data yang diprediksi 
salah pada face identification dan 100 data yang dikatakan salah pada face 
expression. Dari hasil tersebut dapat dilakukan proses perhitungan untuk 
menentukan accuracy dan error sama dengan persamaan pada pengujian 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  98 % 
Hasil akurasi aplikasi dari pengujian ROC pada data yang tidak dilatih 
mendapatkan akurasi sebesar 98%. Kemudian melakukan pengujian error rate 
dengan menggunakan persamaan sebagai berikut. 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = (
(𝐹𝑃𝑅 + 𝑇𝑁𝑅) 
∑𝐷𝑎𝑡𝑎
)𝑥100% 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = (
(2 + 0) 
100
) 𝑥100% 




𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 2 % 
Hasil tingkat error aplikasi dari pengujian ROC pada data yang tidak dilatih 
mendapatkan error sebesar 2 %. Proses selanjutnya yaitu meletakan hasil pada tabel 
model pengujian ROC sebagi berikut. 







Predicted Condition Positive 0 0 
Predicted Condition Negative 2 98 
Accuracy 98% 
Error Rate 2% 
 

































Tabel tersebut merupakan tabel pelatakan hasil perhitungan untuk 
menentukan akurasi sistem dan tingkat error sistem yaitu sebesar 98% untuk 
akurasi dan 2% untuk tingkat error. Proses berikutnya yaitu melakukan perhitungan 
pada model face expression dengan persamaan yang sama sebagai berikut. 












𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  100 % 
Hasil akurasi aplikasi dari pengujian ROC pada data yang tidak dilatih 
mendapatkan akurasi sebesar 100%. Kemudian melakukan pengujian error rate 
dengan menggunakan persamaan sebagai berikut. 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = (
(𝐹𝑃𝑅 + 𝑇𝑁𝑅) 
∑𝐷𝑎𝑡𝑎
)𝑥100% 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = (
(0 + 0) 
100
) 𝑥100% 




𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 0 % 
Hasil tingkat error aplikasi dari pengujian ROC pada data yang sudah 
dilatih mendapatkan error sebesar 0%. Proses selanjutnya yaitu meletakan hasil 













































Predicted Condition Positive 0 0 
Predicted Condition Negative 0 100 
Accuracy 0% 
Error Rate 100% 
 
Tabel tersebut merupakan tabel pelatakan hasil perhitungan untuk 
menentukan akurasi sistem dan tingkat error sistem yaitu sebesar 100% untuk 
akurasi dan 0% untuk tingkat error. Kesimpulan yang didapat bahwa untuk 
mendeteksi face expression pada data yang belum dilatih mempunyai tingkat 
akurasi yang besar yaitu 100% dan dengan error 0%. 
Semua bentuk pengujian yang sudah dilakukan mempunyai banyak faktor 
yang mempengaruhi dari setiap value yang dihasilkan. Faktor tersebut dapat berupa 
seperti kualitas kamera, intensitas cahaya, performa device yang digunakan dan 
banyaknya jumlah data latih yang digunkan. 
4.7. Evaluasi Hasil 
Evaluasi hasil merupakan proses percobaan dari keseluruhan model dari 
mendeteksi citra inputan secara real-time dari actual condition, hasil output face 
recognition berupa result condition, error rate, persentase keberhasilan per label 
dan response time yang berupa seberapa cepat hasil result condition diukur 
menggunakan millisecond yang diterima oleh nodeMCU. Setelah dilakukan proses 
pengujian, ternyata hasil pengujian antara perlabel, maupun perdata gambar, 
hasilnya tidak selalu sama, banyak faktor yang menunjang seperti kecepatan 
gelombang, intensitas cahaya, performa PC yang digunakan. Semua hasil 
percobaan akan divisualisasikan pada tabel, kemudian secara keseluruhan hasil 
akan dirata-rata. Hasil pengujian tersebut dapat dilihat pada tabel berikut. 
 
 



















































2 Langgeng04 0.3 0.602050781 
3 Langgeng03 0.26 0.518066406 
4 Langgeng07 0.28 0.526855469 
5 Langgeng09 0.29 0.423095703 
6 Langgeng01 0.28 0.480957031 
7 Langgeng05 0.26 0.475878906 
8 Langgeng02 0.26 0.470800781 
9 Langgeng8 0.3 0.465722656 






12 Rizky04 0.32 0.362060547 
13 Rizky01 0.3 0.561767578 
14 Rizky07 0.3 0.427978516 
15 Rizky10 0.31 0.399169922 
16 Rizky03 0.29 0.395507813 
17 Rizky05 0.3 0.374951172 
18 Rizky08 0.28 0.354394532 
19 Rizky09 0.32 0.333837891 






22 Sinta04 0.41 0.430908203 
23 Sinta07 0.35 0.398925781 
24 Sinta01 0.29 0.62109375 






27 Fanggy01 0.34 0.6015625 
28 Fanggy03 0.31 0.445068359 
29 Fanggy04 0.3 0.504150391 






32 Arif06 0.29 0.58984375 
33 Arif01 0.31 0.563964844 
34 Arif02 0.29 0.438232422 
35 Arif09 0.32 0.784179688 
36 Firdaus Firdaus03 0.29 100% 0.553955078 

































37 Firdaus04 0.28 0.466064453 
38 Firdaus07 0.29 0.624023438 
39 Firdaus01 0.34 0.656982422 






42 Akbar03 0.28 0.605957031 
43 Celvin02 0.7 1.024902344 
44 Akbar05 0.3 0.514892578 






47 Adi04 0.34 0.611083984 
48 Adi07 0.33 0.708251953 
49 Adi05 0.33 0.701904297 






52 Catur09 0.31 0.541992188 
53 Catur01 0.29 0.53125 
54 Catur08 0.28 0.62890625 






57 Faruq01 0.32 0.628173828 
58 Catur04 0.63 1.015136719 
59 Faruq08 0.3 0.485107422 






62 Dayat02 0.28 0.489013672 
63 Dayat04 0.3 0.618164063 
64 Dayat07 0.29 0.491943359 






67 Diana04 0.31 0.423095703 
68 Diana07 0.28 0.519042969 
69 Sri05 0.65 1.141845703 






72 Ilham04 0.27 0.622070313 
73 Ilham05 0.34 0.612060547 
74 Ilham08 0.32 0.487304688 






77 Ivan08 0.3 0.592773438 

































78 Ivan03 0.29 0.505126953 
79 Ivan02 0.27 0.415039063 






82 Sri05 0.25 0.384033203 
83 Sri04 0.28 0.635742188 
84 Sri07 0.3 0.785888672 






87 Yudha04 0.33 0.419189453 
88 Yudha09 0.29 0.499023438 
89 Yudha07 0.31 0.481933594 






92 Yusril04 0.31 0.37109375 
93 Firdaus03 0.68 1.605957031 
94 Yusril09 0.29 0.641845703 






97 Celvin09 0.29 0.554931641 
98 Akbar01 0.69 1.186816406 
99 Celvin06 0.34 0.392089844 
100 Celvin01 0.3 0.529052734 
Average 0.3205 94% 0.56217634 
 
Dari hasil evaluasi yang sudah dilakukan ada sejumlah data prediksi yang 
tidak sesuai hasil aktual, sebagai contoh pada label aktual “Yusril” dilakukan 
percobaan selama 5 kali ternyata ada 1 kalo kesalahan yaitu terprediksi sebagai 
“Firdaus03” dengan tingkat error yang lebih tinggi yaitu 0.68. Berati hasil yang 
diprediksi mempunyai nilai error yang tinggi pada pengiriman response juga 
mengalami sedikit perlambatan waktu dari waktu lain yaitu 1.605957031ms.  
Hasil tersebut dapat diperoleh karena aplikasi membutuhkan waktu lama 
dalam memprediksi sebuah citra inputan dan mengirimkannya ke hardware. Total 
rata rata yang diperoleh selama percobaan 100 kali dari percobaan tersebut 
didapatkan hasil rata rata error rate sebesar 0.3205, tingkat keberhasilan sistem 
sebesar 94% dan rata rata waktu hardware dalam menerima response sebesar 0. 
56217634 ms. 

































Untuk melakukan evaluasi akurasi sistem menggunakan pengujian 
Confusion Matrix dengan menggunakan 3 model skenario pengujian berdasarkan 
tabel pengujian pada ROC yaitu antara actual condition, dan result condition 
berikut tabel skenario untuk melakukan evaluasi hasil yang bertujuan untuk 
mengetahui tingkat akurasi sistem dalam mengenali sebuah citra menggunakan 
model confusion matrix sebagai berikut. 
Tabel 4.13 Skenario Pengujian Akurasi 
No Data Latih Data Uji Keterangan 
1 100% 100% 
Evaluasi hasil menggunakan data uji yang 
sudah dilatih dengan komposisi 100 data latih 
dan 100 data uji 
2 70% 100% 
Evaluasi hasil menggunakan data uji yang 
sudah dilatih dengan komposisi 70 data latih 
dan 100 data uji 
3 30% 100% 
Evaluasi hasil menggunakan data uji yang 
sudah dilatih dengan komposisi 30 data latih 
dan 100 data uji 
4 100% 100% 
Evaluasi hasil menggunakan data uji yang tidak 
dilatih dengan komposisi 100 data latih dan 100 
data uji 
5 70% 100% 
Evaluasi hasil menggunakan data uji yang tidak 
dilatih dengan komposisi 70 data latih dan 100 
data uji 
6 30% 100% 
Evaluasi hasil menggunakan data uji yang tidak 
dilatih dengan komposisi 30 data latih dan 100 
data uji 
 
 Dari tabel skenario pengujian tersebut dapat disimpulkan bahwa pengujian 
dalam mencari nilai akurasi dibagi menjadi 2 model, yaitu menggunakan 100 data 
uji yang sudah dilatih dengan model skenario 1 - 3 dan menggunakan 100 data uji 
yang tidak dilatih dengan skenario 4-6. Dengan batasan jika error rate melebihi 
0.35 maka tidak dihitung berhasil. Untuk mendapatkan nilai akurasi dapat 
dilakukan dengan model pengujian Confusion Matrix yang merupakan model 
analisis seberapa akurat sistem dalam memberikan hasil classification sesuai 
dengan actual result. Untuk menentukan nilai akurasi dapat menggunakan 
persamaan sebagai berikut: 

































𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(𝑇𝑃 + 𝑇𝑁)




𝑇𝑃 : True Positive 
𝑇𝑁 : True Negative 
𝐹𝑃 : False Positive 
𝐹𝑁 : False Negative 
 Dari persamaan tersebut dapat menjadi dasar untuk menentukan nilai 
akurasi yang diperoleh oleh sistem. Untuk skenario pertama menggunakan data uji 
yang sudah dilatih dengan komposisi 100% data latih dan 100% data uji 
mendapatkan hasil sebagai berikut: 
Tabel 4.14 Skenario Pertama 
  
Predicted Class 
Positive (P) Negative (N) 
Actual Class 
Positive (P) 95 (TP) 4 (FP) 
Negative (N) 1 (FN) 0 (TN) 
 
Dari hasil pengujian dengan skenario pertama diperoleh hasil jumlah true 
positive (TP) sebanyak 95, true positive (TN) sebanyak 0, true positive (FP) 
sebanyak 1, dan true positive (FN) sebanyak 4. Maka dapat diperoleh akurasi 
dengan melakukan perhitungan sebagai berikut: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(𝑇𝑃 + 𝑇𝑁)
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
)𝑥100% 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(95 + 0)
95 + 0 + 1 + 4
)𝑥100% 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  95 % 

































Maka hasil akurasi yang diperoleh pada skenario pertama yaitu 95%. Hasil 
skenario kedua menggunakan data yang sudah dilatih dengan menggunakan data 
latih 70% dan data uji 100% mendapatkan hasil sebagai berikut: 
Tabel 4.15 Skenario Kedua 
  
Predicted Class 
Positive (P) Negative (N) 
Actual Class 
Positive (P) 97 (TP) 2 (FP) 
Negative (N) 1 (FN) 0 (TN) 
 
Dari hasil pengujian dengan skenario kedua diperoleh hasil jumlah true 
positive (TP) sebanyak 97, true positive (TN) sebanyak 0, true positive (FP) 
sebanyak 2, dan true positive (FN) sebanyak 1. Maka dapat diperoleh akurasi 
dengan melakukan perhitungan sebagai berikut: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(𝑇𝑃 + 𝑇𝑁)
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
)𝑥100% 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(97 + 0)
97 + 0 + 2 + 1
)𝑥100% 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  97 % 
Maka hasil akurasi yang diperoleh pada skenario kedua yaitu 97%. Hasil 
skenario ketiga menggunakan data yang sudah dilatih dengan menggunakan data 
latih 30% dan data uji 100% mendapatkan hasil sebagai berikut: 
Tabel 4.16 Skenario ketiga 
  
Predicted Class 
Positive (P) Negative (N) 
Actual Class 
Positive (P) 84 (TP) 1 (FP) 
Negative (N) 15 (FN) 0 (TN) 
 

































Dari hasil pengujian dengan skenario ketiga diperoleh hasil jumlah true 
positive (TP) sebanyak 84, true positive (TN) sebanyak 0, true positive (FP) 
sebanyak 1, dan true positive (FN) sebanyak 15. Maka dapat diperoleh akurasi 
dengan melakukan perhitungan sebagai berikut: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(𝑇𝑃 + 𝑇𝑁)
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
)𝑥100% 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(84 + 0)
84 + 0 + 1 + 15
)𝑥100% 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  84 % 
Maka hasil akurasi yang diperoleh pada skenario ketiga yaitu 84%. Hasil 
skenario keempat menggunakan data yang tidak dilatih dengan menggunakan data 
latih 100% dan data uji 100% mendapatkan hasil sebagai berikut: 
Tabel 4.17 Skenario keempat 
  
Predicted Class 
Positive (P) Negative (N) 
Actual Class 
Positive (P) 0 (TP) 2 (FP) 
Negative (N) 0 (FN) 98 (TN) 
 
Dari hasil pengujian dengan skenario keempat diperoleh hasil jumlah true 
positive (TP) sebanyak 0, true positive (TN) sebanyak 98, true positive (FP) 
sebanyak 2, dan true positive (FN) sebanyak 0. Maka dapat diperoleh akurasi 
dengan melakukan perhitungan sebagai berikut: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(𝑇𝑃 + 𝑇𝑁)
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
)𝑥100% 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(0 + 98)
0 + 98 + 2 + 0
)𝑥100% 





































𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  98 % 
Maka hasil akurasi yang diperoleh pada skenario keempat yaitu 98%. Hasil 
skenario kelima menggunakan data yang tidak dilatih dengan menggunakan data 
latih 70% dan data uji 100% mendapatkan hasil sebagai berikut: 
Tabel 4.18 Skenario Kelima 
  
Predicted Class 
Positive (P) Negative (N) 
Actual Class 
Positive (P) 0 (TP) 6 (FP) 
Negative (N) 0 (FN) 94 (TN) 
 
Dari hasil pengujian dengan skenario kelima diperoleh hasil jumlah true 
positive (TP) sebanyak 0, true positive (TN) sebanyak 94, true positive (FP) 
sebanyak 6, dan true positive (FN) sebanyak 0. Maka dapat diperoleh akurasi 
dengan melakukan perhitungan sebagai berikut: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(𝑇𝑃 + 𝑇𝑁)
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
)𝑥100% 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(0 + 94)
0 + 94 + 6 + 0
)𝑥100% 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  94 % 
Maka hasil akurasi yang diperoleh pada skenario kelima yaitu 94%. Hasil 
skenario keenam menggunakan data yang tidak dilatih dengan menggunakan data 
latih 30% dan data uji 100% mendapatkan hasil sebagai berikut: 
 
 

































Tabel 4.19 Skenario Keenam 
  
Predicted Class 
Positive (P) Negative (N) 
Actual Class 
Positive (P) 0 (TP) 8 (FP) 
Negative (N) 0 (FN) 92 (TN) 
 
Dari hasil pengujian dengan skenario keenam diperoleh hasil jumlah true 
positive (TP) sebanyak 0, true positive (TN) sebanyak 92, true positive (FP) 
sebanyak 8, dan true positive (FN) sebanyak 0. Maka dapat diperoleh akurasi 
dengan melakukan perhitungan sebagai berikut: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(𝑇𝑃 + 𝑇𝑁)
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
)𝑥100% 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
(0 + 92)
0 + 92 + 8 + 0
)𝑥100% 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  92 % 
Maka hasil akurasi yang diperoleh pada skenario keenam yaitu 92%. Semakin 
tinggi level persentase accuracy dari sebuah sistem berarti dikatakan semakin 
efektif model algoritma klasifikasi yang digunakan dengan pengelompokan 
presentasi sebagai berikut: (Gorunescu, Florin 2011)   
Tabel 4.20 Pengelompokan Persentase Akurasi 
No Low Percentage High Percentage Information 
1 Akurasi 90 % Akurasi 100% Sistem dengan rentan akurasi 
tersebut dikatakan sangat baik 
2 Akurasi 80 % Akurasi 90 % Sistem dengan rentan akurasi 
tersebut dikatakan baik 
3 Akurasi 70 % Akurasi 80 % Sistem dengan rentan akurasi 
tersebut dikatakan cukup baik 

































4 Akurasi 60 % Akurasi 70% Sistem dengan rentan akurasi 
tersebut dikatakan buruk 
5 Akurasi 50 % Akurasi 60% Sistem dengan rentan akurasi 
tersebut dikatakan gagal 
 
Pada tabel tersebut merupakan pengelompokan hasil akurasi sistem yang 
dibagi menjadi 5 informasi yaitu, sangat baik, baik, cukup baik, buruk, dan gagal. 
Semua skenario sudah dilakukan dan mendapatkan hasil sebagai berikut: 









1 100% 100% 
Evaluasi hasil menggunakan data uji 
yang sudah dilatih dengan komposisi 100 
data latih dan 100 data uji 
95 
2 70% 30% 
Evaluasi hasil menggunakan data uji 
yang sudah dilatih dengan komposisi 70 
data latih dan 30 data uji 
97 
3 30% 70% 
Evaluasi hasil menggunakan data uji 
yang sudah dilatih dengan komposisi 30 
data latih dan 70 data uji 
84 
4 100% 100% 
Evaluasi hasil menggunakan data uji 
yang tidak dilatih dengan komposisi 100 
data latih dan 100 data uji 
98 
5 70% 30% 
Evaluasi hasil menggunakan data uji 
yang tidak dilatih dengan komposisi 70 
data latih dan 30 data uji 
94 
6 30% 70% 
Evaluasi hasil menggunakan data uji 
yang tidak dilatih dengan komposisi 30 




Dari hasil pengujian berdasarkan 6 model skenario menggunakan confusion 
matrix mendapatkan bahwa hasil rata-rata dari keenam skenario mendapatkan hasil 
akurasi sebesar 93.4%. Jika dengan hasil tersebut dan dikategorikan sesuai dengan 
pengelompokan hasil akurasi, dapat dikatakan bahwa sistem tersebut sangat baik 

































untuk melakukan klasifikasi keakuratan dalam menentukan predicted result sesuai 
dengan actual result. 
Hasil studi terkait menghasilkan hipotesis bahwa semakin banyak data latih 
yang digunakan maka hasil akurasi sistem akan baik (Endrianti et al., 2018), 
(Angeline et al., 2019). Hipotesis tersebut sesuai yang didukung dengan model 
skenario pengujian 1 dan 2 menggunakan data uji yang dilatih, 4 dan 5 
menggunakan data uji yang tidak dilatih. Terlihat jika menggunakan data latih lebih 
banyak dapat menghasilkan persentase akurasi lebih baik, daripada menggunakan 
data latih yang sedikit 
Keseluruhan hasil pengujian juga terpengaruh oleh banyak faktor seperti 
kualitas kamera yang digunakan, jika kamera yang digunakan mempunyai 
spesifikasi resolusi minimal 1920 x 1080 dengan 60 Fps maka penangkapan gambar 
semakin jelas, kemudian intensitas cahaya juga sangat berpengaruh bagi sistem 
dalam melakukan klasifikasi, jika melakukan pengujian saat malam hari (Minimum 
cahaya) maka hasil yang didapat juga akan berbeda saat melakukan pengujian di 
pagi hari (Maksimum cahaya), serta berpengaruh pada jenis device yang digunakan 
karena masing masing device mempunyai spesifikasi yang berbeda beda. 
  
 

































2. BAB V  
PENUTUP 
5.1 Kesimpulan 
Dari hasil penelitian dan pengujian yang sudah dilakukan untuk 
mengembangkan aplikasi face recognition dengan metode convolutional 
neural network untuk simulasi barrier gate system, dapat diterapkan sesuai 
dengan metode dan didapatkan hasil sebagai berikut. 
1. Penggunaan metode convolutional neural network untuk mengembangkan 
sistem autentikasi biometrik berbasis face recognition untuk simulasi barrier 
gate system dapat dilakukan hingga proses pengujian dan implementasi. 
2. Hasil pengukuran kinerja untuk menguji tingkat keberhasilan metode dalam 
memprediksi hasil output face recognition sesuai dengan hasil aktual dengan 
time second paling cepat berkisar 0.11 ms, waktu paling lama berkisar 0.26 ms 
dan rata rata hasil percobaan secara keseluruhan yaitu 0.1327 ms. Hasil dari 
pengujian untuk mengukur error rate dari aplikasi yang sudah dikembangkan 
yaitu mendapat error paling sedikit berkisar 0.26, untuk tingkat error yang 
paling tinggi 0.38 dan rata rata tingkat error yang diperoleh yaitu 0.3031. 
Evaluasi sistem menggunakan confusion matrix untuk mengukur nilai akurasi 
sistem menggunakan 6 model skenario pengujian mendapatkan akurasi dengan 
rata rata 93.4%. 
 



































Rekomendasi yang dapat penulis berikan terkait pengembangan dan 
penggunaan aplikasi ini untuk penelitian yang akan datang sebagai berikut. 
1. Melakukan pengembangan sistem dengan mengintegrasikan antara face 
recognition, iris recognition dan integrasi dengan fingerprint atau sistem 
biometrik lain, untuk mencapai level keamanan sistem yang lebih optimal. 
2. Untuk memperoleh kinerja sistem yang lebih baik, dapat mengintegrasikan 
dengan algoritma lain dalam menunjang proses face recognition untuk 
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