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Chapter 1
Introduction
Notre étude est motivée par un problème d'évaluation de la biomasse, c'est
à dire du poids des ÷ufs d'anchois à l'instant de ponte dans le golfe de Biscay-
Gascogne. Les données sont les densités, c'est à dire les poids d'÷ufs d'anchois
par unité de surface dans le golfe, collectées lors de la campagne d'échantillonnage
de 1994.
Le problème consiste à estimer la densité des ÷ufs d'anchois au moment de
leur ponte et le taux de mortalité.
Jusqu'à présent, ce problème a été résolu en ajustant les données précédentes
à un modèle classique de mortalité exponentielle :
Y (tj, kj) = a0e
−z0tj + ε(tj, kj),
où Y (tj, kj) désigne la densité des ÷ufs d'âge tj à la station kj, a0 la densité
moyenne d'÷ufs à l'instant de ponte, z0 le taux de mortalité des ÷ufs et ε(tj, kj)
les erreurs de mesure supposées indépendantes et de même loi.
Notre analyse montre que ce modèle n'est pas adapté aux données, car on y
suppose qu'il existe un nombre fixe a0 d'÷ufs au moment de ponte. Or pour les
données considérées, les densités A(tj, kj) des ÷ufs au moment de ponte diffèrent
de façon aléatoire selon les zones géographiques kj de ponte. Nous proposons
de modéliser les A(tj, kj) comme un échantillon issu d'une variable aléatoire A
d'espérance a0 et ayant une densité de probabilité fA, ce qui conduit au modèle
de mortalité étendue (EEM) suivant :
Y (tj, kj) = A(tj, kj)e
−z0tj + ε(tj, kj).
Le problème que nous avons à étudier alors est d'estimer les paramètres du mod-
èle et la densité fA. Nous résolvons ce problème en deux étapes ; nous com-
mençons par estimer les paramètres par des techniques de régression, puis nous
estimons la densité fA en combinant l'estimation non-paramétrique de densité,
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avec l'estimation du paramètre z0 et avec éventuellement une déconvolution de
densités.
Pour l'estimation des paramètres que nous étudions dans le chapitre 3, nous
montrons que la modèle EEM peut se mettre sous la forme
Y (tj, kj) = a0e
−z0tj + e(tj, kj),
où les e(tj, kj), qui sont combinaisons linéaires des A(tj, kj) et des ε(tj, kj), sont
des variables aléatoires indépendantes mais dont les variances varient avec le
temps.
Les observations dépendent à la fois du temps (âge des ÷ufs) et des stations
d'échantillonnage. Ainsi à chaque âge tj, on dispose de νj observations. La
campagne de mesure n'a duré que 3 jours, ce qui nous conduit à l'hypothèse
naturelle que les âges tj sont de la forme tj = j
T
n
, j = 1, . . . , n et n = 1, 2, . . ..
Par conséquent, les etj forment un tableau triangulaire et non une simple suite de
variables aléatoires indépendantes dont les variances varient avec le temps. Ceci
constitue une des spécificités majeures de notre modèle. Cette spécificité n'est
pas à notre connaissance étudiée dans la littérature existante.
De plus, un examen approfondi des données révèle l'existence de 3 cohortes,
une cohorte étant une sous-population d'individus ayant à peu près le même âge.
Pour tenir compte de cette distribution des νj selon les âges des ÷ufs, nous pro-
posons d'une part de considérer les moyennes des densités Y tj =
1
νj
νj∑
j=1
Y (tj, kj),
ce qui conduit au modèle
Y tj = a0e
−z0tj + etj , j = 1, . . . , n,
où etj est défini de façon analogue à Y tj , et d'autre part d'estimer les paramètres
a0 et z0 par deux méthodes de régression non linéaire. La première est une
régression simple (OLS) en supposant que les νj sont quasi-constants mais en
intégrant cette condition dans la variance asymptotique des estimateurs. La
seconde est une régression pondérée (WLS) dont les poids
{νj
n
}
correspondent à
une mesure positive finie w sur l'intervalle [0, T ]. Pour nos données, cette mesure
w est une combinaison de 3 gaussiennes tronquées.
Pour l'estimateur des moindres carrés ordinaires (OLS) et pour des tj de la
forme j T
n
, nous établissons la consistance forte en utilisant l'approche des estima-
teurs de minimum contraste. Nous établissons également la normalité asympto-
tique de l'estimateur OLS. Par ailleurs, pour des temps d'échantillonnage tj = j
avec j = 1, 2, 3, . . . nous prouvons que l'estimateur OLS est en revanche incon-
sistant. De plus, quand l'espace des paramètres n'est pas compact, mais égal à
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R+×R+, nous montrons l'existence de l'estimateur OLS en adaptant à notre cas,
le résultat de Jukié et Scitowski (1997).
Nous obtenons également la consistance forte et la normalité asymptotique
des estimateurs des moindres carrés pondérés (WLS) en utilisant des techniques
similaires à celles employées pour les estimateurs OLS.
Les résultats d'une étude en simulation que nous réalisons corroborrent les
propriétés asymptotiques des estimateurs OLS et WLS et en donnent une com-
paraison.
L'estimation de la densité de probabilités (ddp) fA de la variable aléatoire A
est un problème complexe. Pour simplifier son étude, nous considérons d'abord
le cas simple où les erreurs de mesure dans le modèle EEM sont nulles, cas que
nous appellons modèle EEM sans bruit de mesure (unnoisy EEM model). Pour
ce modèle, nous proposons d'estimer fA par f̂n(.; ẑn) obtenu à partir d'un estima-
teur usuel de densité par noyau et en y remplaçant le paramètre de mortalité par
son estimateur ẑn. Ceci nous conduit à un problème semi-paramétrique. Nous
établissons alors la consistance ponctuelle de f̂n(.; ẑn) ainsi que deux résultats ma-
jeurs sur la convergence en norme L1 de cet estimateur. Une étude en simulation
corrobore ces résultats asymptotiques.
Pour le modèle EEM général, le problème d'estimation de fA diffère aussi
beaucoup de celui considéré usuellement en déconvolution de densité car ici,
d'une part, nous avons un problème semi-paramétrique comme décrit ci-dessus
et, d'autre part, les erreurs de mesure dans un modèle d'évolution conduisent à
des variables aléatoires ayant non plus une même distribution mais des variances
dépendantes du temps. Nous proposons alors un estimateur déconvolué pour fA,
obtenu en adaptant de façon judicieuse celui utilisé couramment en déconvoution
de densités et nous étudions ses propriétés seulement par une étude en simulation.
Nous appliquons les résultats établis ci-dessus au traitement du problème con-
cret de l'évaluation de la biomasse d'anchois dans le golfe Biscay-Gascogne. Nous
observons d'abord que les donnés sur les densités des ÷ufs d'anchois contiennent
40% de valeurs nulles. Nous utilisons notre procédure d'estimation en deux étapes
décrite précédemment pour traiter aussi bien les donnés complètes que celles ne
comportant que des densité des ÷ufs strictement positives.
Dans les deux cas, les résultats d'estimation que nous obtenons montrent
clairement que les ajustements par le modèle EEM sont bien meilleurs que ceux
fournis par le modèle classique de mortalité exponentielle.
Par ailleurs, les données contiennent un certain nombres de valeurs de den-
sités des ÷ufs, anormalement grandes, qui peuvent être considérées comme des
valeurs aberrantes. Comme les méthodes des moindres carrées sont sensibles
à ces dernières, nous retraitons les données en utilisant notre procédure WLS
comme une régression robuste, c'est à dire en modifiant les pondérations pour
tenir compte des valeurs aberrantes. Comme attendus, les nouveaux résultats
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d'estimation ainsi obtenus montrent une amélioration substantielle. En relation
avec les valeurs aberrantes, nous donnons aussi une discussion sur les valeurs
nulles de densités des ÷ufs .
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Chapter 2
Description of the problem and
proposed solutions
2.1 Motivation and description of data
The main objective of this study is to estimate the spawning stock biomass in
the Biscay-Gascogne bay. This allows to assess the anchovy biomass by using the
daily egg production method (see Lasker (1985) for the details) and to contribute
to the understanding of the anchovy reproductive strategy in this bay.
The data which we consider here are the collected egg weights per area unit,
which are taken in the measurement campaigns in the Biscay bay in 1994 at their
spawning period. The sampling plan is the following: the campaign of collected
egg lasts three days, anchovy eggs are collected at different sampling stations
and every station is visited only one time. At each station, measurement of egg
density is made. After the campaign, the collected egg are aged in the daily unit,
assuming implicity that all the anchovy eggs in this bay are spawned in the 3
days of the campaign.
Let P (tj, kj) be weights of eggs at age tj collected at station kj with the area
skj . Then the data to be considered are
Y (tj, kj) =
P (tj, kj)
skj
,
Y (tj, kj)'s are called observed egg densities at age tj or abundance densities.
When no egg was found in station kj, it was decided that Y (tj, kj) = 0. These
null values are then added to the actually collected egg weights. They form nearly
40% of the whole data.
For detailed description of the data, we refer the reader to Motos et all (1994).
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2.2 Proposed model and Assumptions
To evaluate the anchovy spawning biomass, until now, the simple exponential
model is only used to fit the data, see e.g. Motos et all (1994),
Y (tj, kj) = a0e
−z0tj + ε(tj, kj), (2.1)
in which Y (tj, kj)'s are observed egg densities at age tj (j = 1, . . . n) and station
kj (kj = 1, . . . , νj), and ε(tj, kj)'s are error terms. The last ones must be the errors
of measurement such as egg aging or egg counting, so that they are assumed to
be independent and identically distributed random variables.
One major step in evaluating the anchovy biomass is to estimate from these
data the mean egg weight per area unit a0 at their spawning time and the mor-
tality rate z0.
However, such model is deficiency because the large deviation of data is in-
coherent with the variability of the errors on counting and aging eggs. This can
be pointed out by a simple examination of the plotting of the Y (tj, kj)'s (see
figure below). In the other hand, Motos et al (1994) showed that the R-square
value is too small, the estimation of the mortality rate is imprecise and that the
correlation coefficient of the two estimators is nearly 1. This is incoherent with
the large noise in the data.
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Figure 2.1: Data: Anchovy egg densities
According to our analysis, the deficiency of the simple exponential mortality
model (2.1) can be explained as follows: In this model, it is assumed that there
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exists a fixed number a0 of anchovy eggs at their spawning time. However, for the
data under consideration, the densities of anchovy eggs at their spawning time
differ actually and randomly from a spawning area to another one in the Biscay
bay.
Then we propose to modeling this fact by considering that the different ran-
dom values of spawned egg densities at different spawning areas are represented
by a random variable A, whose mathematical expectation is the parameter a0.
This leads to the following Extended Exponential Mortality model
Y
(
tj, kj
)
= A
(
tj, kj
)
e−z0 tj + ε
(
tj, kj
)
, (2.2)
where the A(tj, kj), j = 1, . . . , n, kj = 1, . . . νj are a sample from the statistical
population described by the random variable A, and the ε(tj, kj) represent the
measurement errors such as counting and age dating errors.
Since the A(tj, kj) correspond to spatial variabilities and the ε(tj, kj) are mea-
surement errors, it is judicious to assume that both these sequences of random
variables are independent each other.
Several reasons motivate the estimation of the probability distribution of the
r.v A: An inspection of Figure 2.1 indicates that the distribution of r.v A is
strongly asymmetric. If this is actually the case, it will be more judicious to
consider the median value and the interquartile of A rather than its mean and
variance. However, the median and quartiles of A cannot be estimated directly
from the observations Y (tj, kj). A solution for this is to estimate first the distri-
bution of A. No information about the distribution of the random variable A is
at disposal. Thus, the simple idea is to assume that A have a probability density
fA.
All the above considerations allow us to make the following reasonable as-
sumptions:
(A1) The random variables (r.v) A
(
tj, kj
)
are independent and distributed
as a strictly positive r.v A having a probability density function (pdf) fA and a
positive finite variance σ2A.
(A2) The r.v ε(tj, kj) are i.i.d with zero mean and variance σ2ε .
(A3) The two sequences A(tj, kj) and ε(tj, kj) are independent each other.
Then the problem which we are faced is to estimate the parameters in model
(2.2) and the pdf fA. In Truong-Van (1998), this semi-parametric problem was
solved by least square fitting of a family of exponential curves to the data. Here
we adopt a different solution in two steps, that are:
Step 1. Estimating the parameters of model (2.2) by using least square esti-
mation method.
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Step 2. Estimating the pdf of r.v A.
12
Chapter 3
Estimation of the parameters of the
extended mortality model
3.1 Position of problems and proposed solutions
As mention in the preceding chapter, the first step of our estimation procedure
is to estimate the mean abundance a0, the mortality rate z0 and the variance of
the errors. For this, we write the extended exponential mortality model under
the parametric form
Y (tj, kj) = a0e
−z0tj + e(tj, kj), j = 1, . . . , n, kj = 1, . . . , νj (3.1)
where
a0 = EA ∈]0,∞[, z0 ∈]0,∞[,
e(tj, kj) =
(
A(tj, kj)− a0
)
e−z0tj + ε(tj, kj).
(3.2)
Thus, the error terms e(tj, kj)'s are linear combination of the spatial variability
A(tj, kj) of egg densities and measurement errors ε(tj, kj). As retained in assump-
tions (A1) − (A3), the e(tj, kj)'s are independent but not identically distributed
with variances varying with time.
We need now pursuing the modelling of the anchovy egg data, began in chapter
2. Indeed, the data we study can be only observed in a finite time interval [0, T ],
since the sampling campaign lasts at most 3 days. Then, in order to have an
asymptotic study of the statistical properties of the estimators, when the number
of observations increases with time, we choose the following condition on the tj's:
(A4) tj = j
T
n
, j = 1, . . . , n ≥ 1, with T being a strictly positive real.
On the other hand, at each time tj, we also have νj observations, in other
words, we have νj replications of observations at each time tj. The νj have a
distribution that reflects in fact the existence of three cohorts of anchovy eggs
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in the data Y (tj, kj) (see Figure 2.1). Recall that a cohort is a subpopulation of
individuals having nearly the same age.
Two approaches are then possible. The first one, in a spirit of simplification,
consists in assuming that the νj are nearly equal, which we formulate as follows:
(A5) There exists a positive finite measure µ on [0, T ] such that for any j =
1, 2, 3, . . .
µ[tj, tj+1[=
1
nνj
.
This leads us then to consider averaged data Y tj and the following exponential
mortality model
Y tj = a0e
−z0tj + etj , j = 1, . . . , n (3.3)
where
etj = (Atj − a0)e−z0tj + εtj , (3.4)
Y tj =
1
νj
νj∑
kj=1
Y (tj, kj), (3.5)
and the Atj , εtj are similarly defined.
Under condition (A5), we propose to estimate the parameter θ0 = (a0, z0) by
ordinary least squares (LS) method. This is studied in section 3.3.
The second approach consists in modelling the νj's as a measure and estimat-
ing the parameter θ0 by weighted least square (WLS). More precisely, we assume
that for each n, the sequence (νj = νj(n), j = 1, . . . , n) defines a measure wn on
[0, T ] by
wn [tj, tj+1[ =
νj
n
and that the sequence {wn, n ≥ 1} converges to a measure w.
This assumption is simply stated as follows:
(A6) There exists a positive finite measure w on [0, T ] such that
w[tj, tj+1[ =
νj
n
.
For the data of anchovy eggs, the measure w corresponds to a combination of
three truncated Gaussian distributions.
Let wc and w0 be the absolutely continuous part and the orthogonal part
respectively in the Lebesgue decomposition of the measure w relative to the
Lebesgue measure dt. We shall also adopt the following regularity condition:
(A6)
′ There exists a subinterval [T1, T2] in [0, T ] with T2 > T1 such that the
Radon-Nikodym derivative dwc
dt
is strictly positive on [T1, T2].
Under assumption A6, we still use model (3.3) and estimate the parameter
θ0 = (a0, z0) by a weighted least squares method. This is studied in section 3.4.
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A comparison of estimation results between the two approaches is then made
by a simulation study in section 3.6.
3.2 Bibliography reviewed and main results
We now give a review of existing results in the literature that are closest to our
exponential models. The general nonlinear regression model is
Yt = ft(θ0) + εt.
where ft is a continuous function.
For a compact parameter space, when the errors are i.i.d with zero mean, finite
variance, Jennrich (1969) proved strong consistency of the LS estimator under
the assumption that Kn(θ1, θ2) =
1
n
n∑
t=1
|ft(θ1) − ft(θ2)|2 converges uniformly
to a continuous function that takes the value zero if and only if θ1 = θ2. The
identical distribution condition for error terms in Jennrich (1969) has been relaxed
by Bunke and Schmidt (1980) while assuming that sup
t
∫
|x|>c
x2dFt(x)
c→∞−−−→ 0,
lim
n→∞
Eε4t
t2
< ∞ and 1
n
n∑
t=1
utσ
2
t
n→∞−−−→ τ > 0 with Eε2t = σ2t , σt < σ and {ut, t =
1, 2, ..} is a sequence of positive constants and Ft denotes the distribution function
of εt. Nelson (1980) and Lai (1994) extended the result of Jennrich to the case that
errors are martingale difference sequences, while Hannan (1970), and Robinson
(1972) assumed that the errors are stationary time series. Bhattacharya and
Richardson (1990) generalized the results of Jennrich to unbounded parameter
spaces. They used the continuous extension technique for a bounded continuous
function provided that the parameter space is separable. But this cannot be
applied to our work since it requires that regression function is bounded, which
is not be satisfied for our case.
For a finite parameter space, Wu (1981) proved that a necessary and suffi-
cient condition for the existence of a consistent estimator is the divergence of
n∑
t=1
|ft(θ) − ft(θ0)|2 ,∀θ 6= θ0. Skouras (2000) obtained the consistency of least
squares estimator also for a compact parameter space under a condition which
is closer in spirit to the conditions presented by Wu (1981) for non-stochastic
regression models when errors are martingale difference sequences.
Ivanov (1976) gave a probability inequality for a deviation of θ̂n from the true
parameter θ0 under the additional condition E|εn|β <∞ for some integer β ≥ 2.
More precisely, he proved that for every ρ > 0, Pθ0{n
1
2 |θ̂n − θ0| > ρ} ≤ cρ−β
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for some constant c independent of n and ρ, provided that there exist constants
0 < k1 < k2 <∞ such that nk1(θ1−θ2)2 ≤ 1
n
n∑
t=1
|ft(θ1)−ft(θ2)|2 ≤ nk2(θ1−θ2)2.
Continuing the works by Ivanov (1976), Prakasa Rao (1984a) and (1984b) gave
the rate of convergence for LS estimator θˆn. Prakasa Rao (1984b) extended the
result of Ivanov (1976) to the case where the errors are a φ− mixing process. Hu
(2002) generalized result of Rao (1984b) by replacing some restrictive assumptions
on the moment and mixing coefficients of error terms by some general dependent
conditions and sup
n
E|εn|4 < ∞. Moreover, Hu (2003) obtained a probability
inequality for a deviation of θˆn from the true value parameter θ0 when the βth
absolute moments of the model errors are finite for β ≥ 2 and the errors satisfy
general dependent conditions.
When the parameter space is not a compact subset, raises the question of
existence of non linear least square estimators. For the two parameter exponential
model
Yt = exp(α1 + α2xt)exp(εt), t = 1, . . . , n,
Demidenko (1996) proved that the least square (LS) estimate exists if all the
observations Yt are positive. He also proved the existence of LS estimate in
modified exponential model ft(α1, α2, α3) = α1 − exp(α2 + α3xt) provided that
Y1 < Yn, Y1 < Y n, Y2 < Y n or Yn < Y1, Yn < Y 1, Yn−1 < Y 1 in which α1, α2,
and α3 are real parameters, xt's are fixed numbers, and Y 1 =
n−1∑
t=1
Yt
n− 1 , Y n =
n∑
t=2
Yt
n− 1 . But Demidenko's models are not adapted to our situation.
Jukié and Scitovski (1997) considered LS fitting data to the exponential model
ft(a, z˜) = ae
z˜t, with parameters a ≥ 0, and z˜ being either ≥ 0 or ≤ 0. They
obtained the existence of the LS estimators for the parameter set Θ = R+ ×R+.
Their proof is focused on the case where z˜ ≥ 0.
Our model (3.3) is a special case of nonlinear regression models but few direct
results are available in the literature on exponential mortality model, further-
more the errors in our model are a triangular array of independent r.v but not
a sequence of i.i.d r.v. On the other hand, the weighted nonlinear regression as
we study here with the weights satisfying condition (A6) is not at our knowledge,
considered in the literature.
For the ordinary least square (OLS) estimator of our model (3.3), we establish
the strong consistency, while using the approach of minimum contrast estimators.
We use it mainly because it gives a clear formalization of the contrast functions
and contrast processes. In the works on nonlinear regression, the authors use
different notions around contrast functions according to their choice of Euclidian
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norms. For instance, Jennrich (1969) considered the Euclidian norm that leads
to a contrast function, which differs from Rao (1986) who choose the ordinary
Euclidian norm. The concept of contrast function allows us to quickly detect that
no consistent LS estimator can exist when the observation times tj are equally
spaced. This result was mentioned by Malinvaud (1969) and proved by Rao
(1986) for mortality rate belonging to ]0, 2pi[. We establish the inconsistency of
the OLS estimator θ̂n without this restriction.
The consistency result we obtain requires that the parameter set Θ is compact.
This is very restrictive for our application. For Θ = R+×R+, we show that the LS
estimate θ̂n exists while inspiring our proof from the work by Jukié and Scitowski
(1997). In the future work, we shall consider the non compact case.
A main specificity of our models is that the error terms are a sequence of
linear combinations of independent random variables with coefficients varying in
time. Since this specificity is not studied in the literature, we establish then a
central limit theorem for the OLS estimator θ̂n.
For the WLS estimator θ˜n, by using the same approach as for the OLS esti-
mator, with slight modifications, we obtain its strong consistency and asymptotic
normality.
3.3 Ordinary least square estimation
Here we consider the problem of fitting by ordinary least squares the data of egg
densities to the model defined in (3.1), that is recalled below for the convenience
of the reader
Y tj = a0e
−z0tj + etj , j = 1, . . . , n
where
etj = (Atj − a0)e−z0tj + εtj ,
Y tj =
1
νj
νj∑
kj=1
Y (tj, kj),
and the Atj , εtj are similarly defined.
We denote θ0 = (a0, z0) ∈ Θ where Θ is a subset in R+ × R+ and consider in
this section the ordinary least square (OLS) estimator θ̂n of θ0, that is
θ̂n = arg inf
θ∈Θ
Qn(θ), (3.6)
where
Qn(θ) =
1
n
n∑
j=1
(
Y tj − ae− ztj
)2
. (3.7)
For a clear presentation, we list below the assumptions will be use in this section
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(A1) The random variables (r.v) A
(
tj, kj
)
are independent and distributed
as a strictly positive r.v A having a probability density function (pdf) fA and a
positive finite variance σ2A.
(A2) The r.v ε(tj, kj) are i.i.d with zero mean and variance σ2ε .
(A3) The two sequences A(tj, kj) and ε(tj, kj) are independent each other.
(A4) tj = j
T
n
, j = 1, . . . , n ≥ 1, with T being a strictly positive real.
(A5) There exists a positive finite measure µ on [0, T ] such that for any j,
µ[tj, tj+1[=
1
nνj
.
(A7) The r.v A and the ε(tj, kj) have a finite fourth moment.
Remark 3.3.1. We have a0 = EA > 0. Otherwise the, r.v A = 0 a.s. This
contradicts σ2A > 0.
3.3.1 Existence and consistency of least square estimators
To study the consistency properties of the LS estimators, we choose here the
approach of minimum contrast estimators, as introduced in Dacunha-Castell and
Duflo (1993).
First, we recall the definition of such estimators.
Definition 3.3.2. (Dacunha-Castelle and Duflo (1993) Definition 3.2.7) Let be
given a statistical model (Ω, A, (Pθ0)θ0∈Θ, (Fn)n∈N) where Θ is a parameter set
and (Fn)n∈N) is a filtration.
1. A contrast function related to θ0 is an mapping K
K : Θ −→ R+
θ 7−→ K(θ0, θ)
having a strict minimum at θ = θ0.
2. A contrast process related to θ0 and to K is a function Gn (independent of
θ0)
Gn : Θ× N× Ω −→ R
(θ, n, ω) 7−→ Gn(θ, ω)
satisfying the following properties:
a) for every (θ, n) ∈ Θ × N, the random variable Gn(θ) = Gn(θ, .) is
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Fn−measurable, i.e {Gn(θ)} is an (Fn)n∈N−adapt process.
b) Gn(θ) tends to K(θ0, θ) in probability Pθ0 as n→∞.
3. A minimum contrast estimator associated to G is an (Fn)n∈N−adapt se-
quence (θ̂n)n∈N such that for every n ∈ N ,
Gn(θ̂n) = inf {Gn(θ), θ ∈ Θ}. (3.8)
In our case, the contrast process is {Qn(θ), n ≥ 1} where Qn(θ) is defined in
(3.7).
Since Qn(θ) can be decomposed as follows
Qn(θ) = Kn(θ0, θ) + Un(θ0, θ) + Vn, (3.9)
where
Kn(θ0, θ) =
1
n
n∑
j=1
d2(θ0, θ, tj), (3.10)
Un(θ0, θ) =
2
n
n∑
j=1
d(θ0, θ, tj) etj , (3.11)
Vn =
1
n
n∑
j=1
e 2tj , (3.12)
d(θ0, θ, t) = a0e
−z0t − ae−zt. (3.13)
Hence one of the conditions for the LS estimator θ̂n to be or not a minimum
contrast estimator is that the limit of the sequence {Kn(θ0, θ), n ≥ 1} is or not
a contrast function. But this depends on the type of the sampling time tj. We
detail this study in the next two subsections.
3.3.1.1 Inconsistency case
In this subsection, we consider the case tj = j, j ≥ 1, and prove the inconsis-
tency of the LS estimator of θ0. First, we observe that for θ0, θ ∈]0,∞[×]0,∞[,
lim
n→∞
Kn(θ0, θ) = 0, since
Kn(θ0, θ) = a
2
0gn(2z0) + a
2gn(2z)− 2a0agn(z + z0),
where gn(z) =
e−z(1− e−nz)
n(1− e−z) . Hence, no contrast function can exist.
Next theorem states the inconsistency of the LS estimator θ̂n.
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Theorem 3.3.3. Under assumptions (A1) − (A3), if the sampling times are of
the form tj = j, j = 1, 2, . . ., then the least square estimator θ̂n = (ân, ẑn) is
inconsistent of the parameter θ0 = (a0, z0).
The special case of Theorem 3.3.3, when the etj in model (3.3) are i.i.d (0, σ2),
was mentioned by Malinvaud (1969) and proved by Rao (1986) for z0 ∈]0, 2pi[.
Lemma 3.3.4. If {Uj, j = 1, 2, 3, . . .} is a sequence of independent r.v such that
sup
j
E|Uj| < ∞, then for any positive real z, the sequence of random variables
{Sn, n ≥ 1} a.s converges when n tends to infinity to a random variable S hav-
ing a finite absolute first moment, i.e E|S| < ∞, where Sn =
n∑
j=1
Uje
−zj and
S=
∞∑
j=1
Uje
−zj.
Proof of lemma.
It suffices to remark that for any positive real z, the sequence {Sn, n ≥ 1} is
a martingale such that
lim sup
n→∞
E|Sn| ≤ lim sup
n→∞
n∑
j=1
E|Uj|e−zj ≤ (sup
j
E|Uj|) e
−z
1− e−z <∞.
Hence, according to the convergence theorem for submartingales, the proof is
achieved.
Proof of Theorem 3.3.3.
Since θ̂n is the LS estimator of θ0 hence
∂Qn(θ̂n)
∂a
= 0, equivalently
n∑
j=1
(Y j − âne−ẑnj)e−ẑnj = 0. (3.14)
Using (3.3), we decompose
n∑
j=1
(Y j − âne−ẑnj)e−ẑnj as follows:
n∑
j=1
(Y j − âne−ẑnj)e−ẑnj = Zn + Tn + Sn, (3.15)
where
Zn =
n∑
j=1
(a0e
−z0j − âne−ẑnj)e−ẑnj,
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Tn =
n∑
j=1
ej(e
−ẑnj − e−z0j),
Sn =
n∑
j=1
eje
−z0j.
Now assume that the LS estimator θ̂n is consistent. We have
Zn = a0
n∑
j=1
e−(ẑn + z0)j − ân
n∑
j=1
e−2ẑnj,
= a0h(ẑn + z0, n+ 1)− ânh(2ẑn, n+ 1),
where h(x, n+ 1) = 1− e
−x(n+1)
1− e−x .
Since h is a continuous mapping, hence as n → ∞, h(ẑn + z0, n + 1) and
h(2ẑn, n + 1) converge to the same limit in probability. Thus lim
n→∞
Zn = 0 in
probability.
From assumptions (A1)− (A3), sup
j
E|ej| <∞ since sup
j
Ee 2j ≤ σ2A+σ2ε <∞.
Hence from Lemma 3.3.4, Sn =
n∑
j=1
eje
−z0j converges a.s to a r.v S having a
strictly positive variance
∞∑
j=1
e−2z0jσ2j , where σ2j = var(ej).
We now show that Tn converges in probability to 0. Since θ̂n is consistent,
hence for any c > 0,
lim
n→∞
P (|ẑn − z0| > c) = 0.
Therefore, lim
n→∞
P (|Tn| > η, |ẑn − z0| > c) = 0.
Thus, it is suffices to prove that
lim
n→∞
P (|Tn| > η, |ẑn − z0| ≤ c) = 0.
For this, we choose c and z such that 0 < c < z0 and 0 < z < z0− c and write Tn
as follows
Tn =
n∑
j=1
dn(j)eje
−zj,
with dn(j) = e−(ẑn−z)j − e−(z0−z)j.
We have
|Tn| ≤ dn
n∑
j=1
|ej|e−zj, (3.16)
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where dn = lim sup
j∈N∗
|dn(j)|. Obviously, z0 − z ≥ δ for δ = (z0 − c) − z > 0, and
|ẑn − z| ≥ δ if |ẑn − z0| ≤ c.
Hence, for any given ²1 > 0, there exists an integer N such that for any j > N
e−(ẑn−z)j ≤ e−δN ≤ ²1 and e−(z0−z)j ≤ e−δN < ²1.
Thus
dn ≤ lim sup
1≤j≤N
|dn(j)|+ 2²1. (3.17)
From the consistency of ẑn, we have
lim
n→∞
{lim sup
1≤j≤N
|dn(j)|} = 0 in probability. (3.18)
This conjugated with (3.17) yields
lim
n→∞
dn = 0 in probability. (3.19)
On the other hand, with the same argument as for Sn,
n∑
j=1
|ej|e−zj converges a.s
to some random variable, as n → ∞. This conjugated with (3.19) and (3.16)
proves that Tn converges to 0 in probability as n→∞.
Consequently, if θ̂n is consistent, the right hand side of relation (3.15) con-
verges in probability to some r.v S having a strictly positive variance. This
contradicts relation (3.14) and the proof ends.
3.3.1.2 Consistency case
In this subsection, we assume that the sampling times tj satisfy condition (A4)
and prove the consistency of the LS estimator θ̂n.
In our exponential model (3.3), under condition (A4), the error terms are not
a sequence but a triangular array of independent, centered and not identically
distributed random variables. Hence we first need to establish a strong law of
large numbers for such array in the following lemma.
Lemma 3.3.5. Let {Un,i; 1 ≤ i ≤ n, n ≥ 1} be a triangular array of independent
centered r.v with variance vn,i satisfying for any n and if the condition:
vn,i ≤ di. (3.20)
If
n∑
i=1
di
i2
<∞ then 1
n
n∑
i=1
Un,i → 0 a.s as n→∞.
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Proof.
It suffices to remark that the classical proof of the first Kolmogorov strong
law of large numbers can be easily extended to this case.
Let ² be given and
Sn,n =
1
n
n∑
j=1
Un,i,
4N = sup
n≥N
|Sn,n|,
4k,l = max
k≤n≤l
|Sn,n|.
(3.21)
From both Kolmogorov's inequality and condition (3.20)
P
[
max
1≤i≤n
∣∣∣ i∑
j=1
Un,j
∣∣∣ ≥ ²] ≤ ∑nj=1 vn,j
²2
≤
∑n
j=1 dj
²2
. (3.22)
We also have
P (4N ≥ ²) ≤
∞∑
l=s
P (42l,2l+1 ≥ ²), (3.23)
where s is defined by 2s ≤ N < 2s+1,
P (42l,2l+1 ≥ ²) ≤ P ( max
1≤k≤2l+1
k|Sk,k| ≥ ² 2l). (3.24)
From (3.22), the right hand side of the above inequality is bounded by 1
22l²2
2l+1−1∑
j=1
dj.
Thus from (3.23),
P (4N ≥ ²) ≤ 1
²2
∞∑
l=s
1
22l
2l+1−1∑
j=1
dj. (3.25)
From (3.25), the remaining of the proof is exactly the same as that for Kol-
mogorov's strong law of large numbers.
The following lemma summarizes some properties of the r.v etj , which will be
used later.
Lemma 3.3.6.
(i) Under assumptions (A1) − (A4), the r.v etj 's are independent centered r.v
with bounded variances σ2tj
σ2tj =
σ2Ae
−2z0tj + σ2ε
νj
≤ σ2A + σ2ε <∞.
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(ii) If in addition condition (A5) also holds, then
lim
n→∞
1
n
n∑
j=1
σ2tj = σ
2
e ,
where
σ2e =: σ
2
Ap1 + σ
2
εp2,
p1 =
∫ T
0
e−2z0tdµ(t),
p2 =
∫ T
0
dµ(t).
(3.26)
(iii) Under assumptions (A1)− (A5), if (A7) holds, then
a) sup
tj
E(e 4tj) <∞.
b) lim
n→∞
1
n
n∑
j=1
e 2tj = σ
2
e a.s.
Proof.
Only statements (ii) and (iii) are to be proved since statement (i) is obvious
(ii) Since 1
n
n∑
j=1
σ2tj = σ
2
Apn,1 + σ
2
εpn,2 where
pn,1 =
1
n
n∑
j=1
e−2z0tj
νj
, pn,2 =
1
n
n∑
j=1
1
νj
,
hence (ii) is established according to Lebesgue dominated convergence theorem.
(iii) Obviously we have
e 4tj =
4∑
k=0
Ck4 (Atj − a0)ke−kz0tj(εtj)4−k,
E e 4tj = E ε
4
tj
+ E(Atj − a0)4e−4z0tj + 6 σ2A σ2εe−2z0tj .
An elementary but tedious calculus yields
E ε 4tj ≤
Kε
ν3j
+ 3
σ4ε
ν4j
,
Eα4tj ≤
Kα
ν3j
+ 3
σ4α
ν4j
,
where Kε = Eε4(t1, 1), Kα = Eα4 with α = A− a0 and αtj = Atj − a0.
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Therefore, there exists a finite constant C such that
E(e 2tj − σ2tj)2 ≤ Ee 4tj ≤ Cν−2j . (3.27)
Then from Lemma 3.3.5, it follows that
lim
n→∞
1
n
n∑
j=1
(e 2tj − σ2tj) = 0 a.s.
Hence from (ii), the proof is achieved.
Next proposition states that θ̂n is in fact a minimum contrast estimator.
Proposition 3.3.7. Under assumptions (A1)− (A5) and (A7), the LS estimator
θ̂n as defined in (3.7) is a minimum contrast estimator with the contrast function
K(θ0, θ) =
1
T
∫ T
0
d2(θ0, θ, t)dt+ σ2e , (3.28)
and the contrast process {Qn(.), n ≥ 1}.
Proof.
Let Qn(θ) be decomposed as in (3.9), that is
Qn(θ) = Kn(θ0, θ) + Un(θ0, θ) + Vn,
with Kn(θ0, θ), Un(θ0, θ) and Vn is being defined in (3.10), (3.11) and (3.12).
Thanks to assumptions (A1), (A2, (A3) and to the fact that sup
j
|d(θ0, θ, tj)| ≤
|a| + |a0| < ∞, it follows from the strong law of large number in Lemma 3.3.5
applied to the independent centered r.v etj 's that
Un(θ0, θ)→ 0 Pθ0a.s.
By Lemma 3.3.6 (iii),
Vn → σ2e Pθ0a.s.
By the definition of Riemann integral, we have
lim
n→∞
Kn(θ0, θ) =
1
T
∫ T
0
d2(θ0, θ, t) dt. (3.29)
Consequently, Qn(θ)→ K(θ0, θ) Pθ0a.s as n→∞.
It remains to prove that K is a contrast function. Obviously, K(θ0, θ) is
minimum if and only if
∫ T
0
d2(θ0, θ, t)dt = 0.
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From the non-negativity of d2(θ0, θ, t) and the continuity of the function
d(θ0, θ, .), this is equivalent to d(θ0, θ, t) = 0 for every t ∈ [0, T ), that is a0e−z0t =
ae−zt for every t ∈ [0, T ), which amounts to θ = θ0. The proof ends.
Let us quote from Guyon (1992), the following theorem on the strong consistency
of minimum contrast estimators.
Theorem 3.3.8. (Guyon (1992) Property 3.6) Let k(θ0, θ) and {Gn(θ)} be re-
spectively a contrast function and a contrast process associated with the true pa-
rameter θ0. If the following assumptions hold
(H1) The true parameter θ0 belongs to the interior Θ0 of a compact subset Θ
in Rp with p ∈ N∗.
(H2) θ 7→ k(θ0, θ) is continuous on Θ Pθ0 a.s.
θ 7→ Gn(θ) is continuous on Θ Pθ0 a.s.
(H3) lim inf
n→∞
(Gn(θ)−Gn(θ0)) ≥ k(θ0, θ) Pθ0 a.s.
(H4) There exists a real sequence {²m} decreasing to 0, such that
Pθ0
{
lim sup
n→∞
[
wn
(
1
m
)
> ²m
]}
= 0.
where for any η > 0,
wn( η) = sup
‖θ−θ′‖≤η
|Gn(θ)−Gn(θ′)|. (3.30)
Then the minimum contrast estimators θ̂n are strongly consistent.
Theorem 3.3.9. Under assumptions (A1) − (A5) and (A7), if Θ is a compact
subset in R+ × R+ then the LS estimator θ̂n is strong consistent of θ0.
Proof.
Since K(θ0, θ) is continuous over Θ, hence from Proposition 3.3.7, it remains
to prove that condition (H4) in Theorem 3.3.8 holds
P
(
lim sup
n→∞
[
wn
(
1
m
)
> ²m
])
= 0,
.
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Obviously, we have
wn(η) = sup
‖θ−θ′‖≤η
|Qn(θ)−Qn(θ′)|
= sup
‖θ−θ′‖≤η
1
n
∣∣ n∑
j=1
(Y tj − ae−zj
T
n )2 −
n∑
j=1
(Y tj − a′e−z
′j T
n )2
∣∣,
≤ Sn(η) + 2Ln(η) + 2Mn(η),
where
Sn(η) = sup
‖θ−θ′‖≤η
1
T
∣∣∣ n∑
j=1
(a2e−2zj
T
n − a′2 e−2z′j Tn ) T
n
∣∣∣,
Ln(η) = sup
‖θ−θ′‖≤η
1
T
∣∣∣ n∑
j=1
a0 e
−z0j Tn (ae−zj
T
n − a′ez′j Tn )T
n
∣∣∣,
Mn(η) = sup
‖θ−θ′‖≤η
∣∣∣ 1
n
n∑
j=1
etj(ae
−ztj − a′e−z′tj)
∣∣∣.
We first consider the term Sn(η). We have Sn(η) ≤ 4n(η)
T
where
4n(η) =
n∑
j=1
sup
‖θ−θ′‖≤η
|φ(tj, θ, θ′)|T
n
=
∫ T
0
χn(t, η)dt,
with
χn(t, η) =
n∑
j=1
sup
‖θ−θ′‖≤η
|φ(tj, θ, θ′)|I([tj, tj+1[)(t),
φ(t, θ, θ′) = a2e−2zt − a′2e−2z′t.
Since
|φ(t, θ, θ′)| ≤ 2amax|a− a′|+ 2a2max|z − z′|t,
≤ 2(amax + a2maxt)η,
with amax = max{a : θ ∈ Θ}, zmax = max{z : θ ∈ Θ}, hence
4n(η) ≤ C1η (3.31)
where C1 = 2(amax + a2maxT )) .
On the other hand, for any t and tj in [0, T ], we have
|φ(tj, θ, θ′)| − |φ(t, θ, θ′)| ≤ |φ(tj, θ, θ′)− φ(t, θ, θ′)|,
≤ a2|e−2ztj − e−2zt|+ a′2|e−2z′tj − e−2z′t|,
≤ 2a2maxzmax|tj − t|.
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Hence
|χn(t, η)− χ(t, η)| ≤ 2a2maxzmax|tj − t|.
Thus for each t ∈ [0, T ], lim
n→∞
χn(t, η) = χ(t, η), where
χ(t, η) = sup
‖θ−θ′‖≤η
|φ(t, θ, θ′)|.
From the obvious inequality χn(t, η) ≤ 2a2max and Lebesgue convergence theorem
that
lim
n→∞
∫ T
0
χn(t, η)dt =
∫ T
0
χ(t, η)dt.
This combined with inequality (3.31) yields
lim
n→∞
4n(η) ≤ C1η. (3.32)
For the second term, we have
Ln(η) ≤ a0
T
n∑
j=1
sup
‖θ−θ′‖≤η
e−z0j
T
n |ae−zj Tn − a′e−z′j Tn | T
n
.
By the same argument as above, there exists a finite constant C2 such that
lim
n→∞
Ln(η) ≤ C2η. (3.33)
For the last term Mn(η), applying the Cauchy Schwarz inequality yields
Mn(η) ≤
[ 1
n
n∑
j=1
sup
‖θ−θ′‖≤η
(ae−zj
T
n − a′e−z′j Tn )2
] 12
.
[ 1
n
n∑
j=1
e 2tj
] 12
.
From Proposition 3.3.6, 1
n
n∑
j=1
e2tj converges Pθ0 -a.s to σ2e . Hence by the same
argument as before, there exists a finite constant C3 such that
lim
n→∞
Mn(η) ≤ C3η a.s. (3.34)
This ends the proof.
Remark 3.3.10. The consistency result that we obtain for the LS estimator θ̂n
requires the condition that the parameter set Θ is compact. This condition is very
restrictive for our application to the data of the anchovy egg densities. In the
future, we expect extend our results to the case where Θ is non compact.
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In default of obtaining the consistency of θ̂n when Θ = R+ × R+, we show
now the existence of θ̂n while adapting the work by Jukié and Scitowski (1997)
to our situation where the exponential rate z is ≤ 0.
Theorem 3.3.11. Let (ytj , tj; j = 1, . . . , n) be an observed sample, with t1 <
t2 < . . . < tn from the exponential mortality model (3.3).
(i) If the values ytj are strictly positive then there exists LS estimates (ân, ẑn)
belonging to the closed subset R+ ×R+, that is
(ân, ẑn) = arg inf
(a, z)∈R+×R+
Qn(a, z). (3.35)
(ii) In addition, if the quantity C(y, t) = 1
n
n∑
j=1
(tj−t)(ytj−y) is strictly negative,
then the LS estimates (ân, ẑn) belongs to Θ0 =: {a > 0, z > 0}, where t = 1
n
n∑
j=1
tj
and y = 1
n
n∑
j=1
ytj .
Remark 3.3.12.
1. The above theorem remains valid for weighted least square (WLS) estimation
of the parameters in exponential model (3.3).
2. The condition C(y, t) < 0 means that the estimated slope must be strictly
negative when applying linear regression on the data ytj . This property is
called by Jukié and Scitovski (1997) preponderant decrease property.
Proof.
(i) Since Qn(θ) > 0, there exists a sequence {θm = (am, zm), m ≥ 1} with
θm ∈ Θ such that
lim
m→∞
Qn(am, zm) = inf
(a,z)∈Θ
Qn(a, z) := Q0, (3.36)
hence statement (i) is proved if the sequence {(am, zm), m ≥ 1} is bounded.
Indeed, there exits then a subsequence {amk , zmk , k ≥ 1} which converges to a
limit (a∗, z∗), and by the continuity of function Qn, we get
inf
(a,z)∈Θ
Qn(a, z) = lim
k→∞
Qn(amk , zmk) = Qn(a
∗, z∗). (3.37)
Thus (a∗, z∗) is a LS estimate.
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It remains to prove that θm = (am, zm) is bounded. By contradiction, suppose
that (am, zm) is unbounded. Then only the following three cases are possible:
(a) both {am} and {zm} are unbounded sequences
(b) {am} is bounded sequence and {zm} is unbounded sequence
(c) {am} is an unbounded sequence, and {zm} is a bounded sequence.
Let us consider the case (a): The sequence {ame−zmt1} is then bounded. If
not, by the definition of Qn in (3.7), lim sup
m→∞
Qn(am, zm) = ∞, which contradicts
relation (3.36). Then by Bolzano-Weierstrass theorem, we may assume that the
sequence {ame−zmt1} converges to a nonnegative number L (if not, we can take
an appropriate convergent subsequence ).
Hence
lim
m→∞
ame
−zmtj = lim
m→∞
ame
−zmt1e−zm(tj−t1) = L.0 = 0, ∀j ≥ 2.
Thus
Q0 =
1
n
(yt1 − L)2 + limm→∞
n∑
j=2
(ytj − ame−zmtj)2,
=
1
n
(yt1 − L)2 +
1
n
n∑
j=2
(ytj)
2,
since t1 < t2 < ... < tn, and {zm,m ≥ 1} is unbounded.
Consequently
lim
m→∞
Φ(zm) =
1
n
n∑
j=2
(ytj)
2 ≤ Q0, (3.38)
where
Φ(z) = Qn(yt1e
zt1 , z) =
1
n
n∑
j=2
(ytj − yt1ez(t1−tj))2.
From the assumption that the tj's are strictly increasing and the ytj 's are strictly
positive, there exists a positive real zm0 such that
∀z ≥ zm0 , ∀j = 2, . . . , n, ytj > yt1ez(t1−tj).
Hence, for any z ≥ zm0 , Φ′(z) > 0 with Φ′ denoting the derivative of Φ, since
Φ′(z) =
2
n
n∑
j=2
[ytj − yt1ez(t1−tj)](−yt1ez(t1−tj))(t1 − tj).
Therefore, for any z > zm0
Φ(z) = Qn(yt1e
zt1 , z) < lim
m→∞
Φ(zm). (3.39)
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From (3.38) and (3.39), there exists a pair (yt1ezt1 , z) ∈Θ such thatQn(yt1ezt1 , z) <
Q0. This contradicts (3.36).
For the case (b): we have
Q0 = lim
m→∞
1
n
n∑
j=1
(ytj − ame−zmtj)2 =
1
n
n∑
j=1
(ytj)
2.
But
Qn(a˜, 0) =
1
n
n∑
j=1
(
ytj −
1
n
n∑
j=1
ytj
)2
< Q0,
with a˜ = 1
n
n∑
j=1
ytj . This contradicts (3.36).
Finally for the case (c), we have
lim
m→∞
Qn(am, zm) = lim
m→∞
1
n
n∑
j=1
(ytj − am e−zm tj)2 =∞.
This contradicts to the definition of Q0 in (3.36) and statement (i) is proved.
(ii) The proof is similar to that in Jukié and Scitovski (1997). We give it now
to be complete. Set
Γ1 = {(a, z) ∈ R2 : a ≥ 0, z = 0}, and a˜ = 1
n
n∑
j=1
ytj .
Obviously
a˜ = arg inf{Qn(θ), θ ∈ Γ1}. (3.40)
Moreover, since C(y, t) < 0, hence for any a ≥ 0,
∂Qn(a˜, 0)
∂z
=
2
n
n∑
j=1
ytjC(y, t) < 0. (3.41)
Thus there is a point (a˜, z˜) belonging to the interior Θ0 of R+ × R+, such that
Qn(a˜, z˜) < Qn(a˜, 0). (3.42)
This conjugate with (3.40) shows that the infimum can not be attained at Γ1.
On the other hand, on Γ2 = {(a, z) ∈ R2 : a = 0, z ≥ 0}, for any z ≥ 0,
Qn(0, z) =
1
n
n∑
j=1
y2tj > Qn(a˜, 0). (3.43)
Relation (3.42) and (3.43) prove that the infimum can not be attained at Γ2.
Consequently, the infimum of Qn cannot be obtained in the boundary Γ1∪Γ2
of R+ × R+.
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3.3.2 Asymptotic normality of the LS estimators
Here we establish the asymptotic normality of the OLS estimator θ̂n while using
the specificities of the exponential model (3.3).
Theorem 3.3.13. Under assumptions (A1)− (A4), if both the following assump-
tions hold:
(i) θ0 = (a0, z0) ∈]0, ∞[×]0, ∞[, θ̂n is consistent of θ0,
(ii) either the νj's are equal or assumptions (A5) holds and the ε(tj, kj) and
A(tj, kj) have a finite absolute third moment, then
√
n (θ̂n − θ0) L−−−→
n→∞
N
(
0, Γ), (3.44)
with
Γ = G−1(θ0)V G−1(θ0), (3.45)
where
G(θ0) =
 2g(z0) a0g′(z0)
a0g
′(z0)
a20
2
g′′(z0)
 (3.46)
is invertible and V is a symmetric semi-definitely positive 2 × 2 matrix whose
components are
V11 = 4{ m2,0(z0)σ2A +m1,0(z0)σ2ε},
V12 = −4a0{ m2,1(z0)σ2A +m1,1(z0)σ2ε},
V22 = 4a
2
0{ m2,2(z0)σ2A +m1,2(z0)σ2ε},
with
m1,i(z) =
∫ T
0
tie−2ztdµ(t),
m2,i(z) =
∫ T
0
tie−4ztdµ(t),
g(z) =
1− e−2zT
2z T
.
The method of the proof is based on the following classical relation
Q′n(θ̂n)−Q′n(θ0) = Gn(θ̂n − θ0), (3.47)
where Gn is some random 2× 2 matrix which will be precised a little further and
Q′n(θ) =
(
Q′n, a(θ)
Q′n, z(θ
)
,
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with Q′n, a(θ) =
∂Qn(θ)
∂a
, Q′n, z(θ) =
∂Qn(θ)
∂z
.
The proof of Theorem 3.3.13 is then made through the following lemmas
Lemma 3.3.14. Let d be a strictly positive real and h be a real bounded function
on [0, T ]
1. If ζn, n ≥ 1 is a sequence of non negative r.v which converges in probability
to z0 > 0, then for any integer k,
lim
n→∞
1
n
n∑
j=1
h(tj)t
k
j (e
−dζntj − e−dz0tj) = 0 in probability. (3.48)
2. Moreover, if Xtj , j = 1, . . . , n; n = 1, 2 . . . are r.v such that the sequence{ 1
n
n∑
j=1
X2tj , n ≥ 1
}
is bounded in probability, then for any integer k,
lim
n→∞
1
n
n∑
j=1
h(tj)t
k
jXtj(e
−ζntj − e−z0tj) = 0 in probability. (3.49)
Proof.
1. Obviously, we have for any tj,
e−dζntj − e−dz0tj = −
∫ ζn
z0
d tje
−dtjvdv. (3.50)
Hence,∣∣∣ 1
n
n∑
j=1
tkj (e
−dζntj − e−dz0tj)h(tj)
∣∣∣ = ∣∣∣− 1
n
n∑
j=1
∫ ζn
z0
d tk+1j e
−dtjvh(tj)dv
∣∣∣,
≤ C|ζn − z0|T k+1d,
(3.51)
where C = sup
1≤j≤n
|h(tj)|, since tk+1j ≤ T k+1, e−dtjv ≤ 1.
From (3.51), the statement 1 is easily deduced.
2. Similarly as above, we have for any n,∣∣∣ 1
n
n∑
j=1
h(tj)t
k
jXtj(e
−ζntj − e−z0tj)
∣∣∣ ≤ C ∫ max(ζn,z0)
min(ζn,z0)
1
n
n∑
j=1
|Xtj |tk+1j e−tjvdv.
(3.52)
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From Cauchy-Swcharz's inequality
1
n
n∑
j=1
|Xtj |tk+1j e−tjv ≤
{( 1
n
n∑
j=1
X2tj
)( 1
n
n∑
j=1
t2k+2j e
−2tjv
)}1/2
(3.53)
Therefore,
∣∣∣ 1
n
n∑
j=1
tkjXtj(e
−ζntj − e−z0tj)
∣∣∣ ≤ C( 1
n
n∑
j=1
X2tj
)1/2
T k+1|ζn − z0|, (3.54)
so the proof is achieved.
Lemma 3.3.15.
1. There exist four r.v ẑn,i, i = 1, 2, 3, 4 and a random 2 × 2 matrix Gn =
[Gn,r,s]1≤r,s≤2 whose components Gn,r,s depend on a subset of {θ̂n, θ0, ẑn,i, i =
1, 2, 3, 4}, such that
0 < |ẑn,i − z0| < |ẑn − z0|,
Q′n(θ̂n)−Q′n(θ0) = Gn(θ̂n − θ0).
2. Under assumptions (A1)− (A5), if the estimator θ̂n = (ân, ẑn) is consistent
of (a0, z0), then
lim
n→∞
Gn = G(θ0) in probability , (3.55)
where G(θ0) is a 2× 2 symmetric matrix whose components are
G11 = 2g(z0),
G12 = a0g
′(z0),
G22 =
a20
2
g′′(z0),
(3.56)
and
g(z) =
1− e−2zT
2zT
.
Proof.
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1. The proof of statement 1 is classical, but we give it here to define explicitly
the matrix Gn.
As usual, we decompose Q′a(θ̂n)−Q′a(θ0) as follows
Q′a(θ̂n)−Q′a(θ0) = 4n,1 +4n,2,
with
4n,1 = Q′a(ân, ẑn)−Q′a(a0, ẑn),
4n,2 = Q′a(a0, ẑn)−Q′a(a0, z0).
Obviously,
4n,1 = (ân − a0)
(
2qn, 2(ẑn)
)
,
with qn, 2(z) =
1
n
n∑
j=1
e−2ztj .
Hence,
Gn,1,1 = 2qn, 2(ẑn). (3.57)
By the mean value theorem, there exist r.v ẑn,1 and ẑn,2 such that
0 < |ẑn,i − z0| < |ẑn − z0| for i = 1, 2, and
4n, 2 = (ẑn − z0)
{
− 2q′n, 1(ẑn,1) + 2a0q′n, 2(ẑn,2)
}
,
with qn, 1(z) =
1
n
n∑
j=1
Y tje
−ztj .
Thus,
Gn,1,2 = −2q′n, 1(ẑn,1) + 2a0q′n, 2(ẑn,2). (3.58)
Similarly we have
Q′z(θ̂n)−Q′z(θ0) = 4n,3 +4n,4,
with
4n,3 = Q′z(ân, ẑn)−Q′z(a0, ẑn),
4n,4 = Q′z(a0, ẑn)−Q′z(a0, z0).
We get
4n,3 = (ân − a0)
{
− 2q′n, 1(ẑn) + (ân + a0)q′n, 2(ẑn)
}
,
4n,4 = (ẑn − z0)
{
− 2a0q′′n, 1(ẑn, 3) + a20q′′n, 2(ẑn, 4)
}
,
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with 0 < |ẑn,i − z0| < |ẑn − z0| for i = 3, 4.
Thus
Gn,2,1 = −2q′n, 1(ẑn) + (ân + a0)q′n, 2(ẑn), (3.59)
Gn,2,2 = −2a0q′′n, 1(ẑn, 3) + a20q′′n, 2(ẑn, 4). (3.60)
2. Let f (i) denote the ith derivative of a function f with the convention f (0) =
f . From the Lebesgue dominated convergence theorem, it follows that for
any real z > 0,
lim
n→∞
q
(i)
n, 2(z) = g
(i)(z). (3.61)
Denote by ζn an element in {ẑn, ẑn,1, ẑn,2, ẑn,3, ẑn,4}. Since lim
n→∞
ζn = z0 in
probability and for any integer i,
q
(i)
n, 2(ζn)− q(i)n, 2(z0) =
(−2)i
n
n∑
j=1
tij(e
−2ζntj − e−2z0tj).
Hence from Lemma 3.3.14.
lim
n→∞
q
(i)
n, 2(ζn) = g
(i)(z0) in probability. (3.62)
Observe that
qn, 1(z) = qn,3(z) + a0qn, 4(z), (3.63)
where
qn,3(z) =
1
n
n∑
j=1
etje
−ztj , qn, 4(z) = qn,2
(
z0 + z
2
)
.
From (3.62), for any integer i,
lim
n→∞
q
(i)
n, 4(ζn) =
g(i)(z0)
2i
in probability. (3.64)
From assumptions (A1)− (A3) and Lemma 3.3.5, it follows that
lim
n→∞
q
(i)
n, 3(z0) = lim
n→∞
1
n
n∑
j=1
etj t
i
je
−z0tj = 0 a.s. (3.65)
From assumptions (A1) − (A5), the sequence
{ 1
n
n∑
j=1
E(etj)
2, n ≥ 1
}
con-
verges, hence is bounded . Therefore,
{ 1
n
n∑
j=1
e2tj , n ≥ 1
}
is bounded in prob-
ability. Then from Lemma 3.3.14 and relation (3.65), lim
n→∞
1
n
n∑
j=1
tijetje
−ζntj =
36
0 in probability. Hence
lim
n→∞
q
(i)
n, 1(ζn) = a0
g(i)(z0)
2i
in probability.
Statement 2 is then proved.
One of the specificities of the exponential model (3.3) is that the limit matrix
G(θ0) defined in Lemma 3.3.15 is definitely positive and invertible if a0 > 0 and
z0 > 0. This is now stated.
Lemma 3.3.16. If a0 > 0 and z0 > 0, then the limit matrix G(θ0) defined in
Lemma 3.3.15 is strictly definite positive with the inverse
G−1(θ0) =
1
|G(θ0)|
 a202 g′′(z0) −a0g′(z0)
−a0g′(z0) 2g(z0)
 , (3.66)
where |G(θ0)| = det(G(θ0)).
Proof.
Writing g′(z) as
g′(z) =
1
T
∫ T
0
(−e−zt)(2te−zt)dt
and using Cauchy Schwarz inequality
(g′(z))2 ≤
( 1
T
∫ T
0
(−e−zt)2dt
)( 1
T
∫ T
0
(2te−zt)2dt
)
(3.67)
yields for any z ≥ 0,
(g′(z))2 ≤ g(z)g′′(z).
Therefore, the determinant of G(θ0) is nonnegative, i.e
|G(θ0)| = a20[g(z0)g′′(z0)− (g′(z0))2] ≥ 0.
We must have
g(z0)g
′′(z0) > (g′(z0))2.
Otherwise,
g(z0)g
′′(z0) = (g′(z0))2.
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From relation (3.67), this means that there is some real λ such that for almost
every t ∈ [0, T ]
−λe−z0t = 2te−z0t
and by the continuity of the functions in above equality, we have for any t ∈]0, T [ ,
(2t+ λ)e−z0t = 0.
This is impossible and the proof ends.
Lemma 3.3.17. Under assumptions (A1) − (A4), if in addition one of the two
following conditions holds:
(i) assumption (A5) holds and the ε(tj, kj) and A(tj, kj) have a finite absolute
third moment
(ii) the νj's are equal to some finite integer ν > 0
then √
nQ′n(θ0)
L−→ N(0, V ),
with
V =
[
V11 V12
V21 V22
]
,
V11 = 4{ m2,0(z0)σ2A +m1,0(z0)σ2ε},
V12 = −4a0{ m2,1(z0)σ2A +m1,1(z0)σ2ε},
V22 = 4a
2
0{ m2,2(z0)σ2A +m1,2(z0)σ2ε}.
Proof.
The proof is classic but we detail here because the assumptions are made on
the A(tj, kj) and ε(tj, kj) but not directly on the etj . Recall that
√
nQ′n(θ0) = (−2X1,n, 2a0X2,n),
where
X1,n =
1√
n
n∑
j=1
e−z0tjetj ,
X2,n =
1√
n
n∑
j=1
tje
−z0tjetj .
According to Cramér-Wold's device, it suffices to show that for any reals λ1 and
λ2, the sequence {λ1X1,n + λ2X2,n, n ≥ 1} converges in law to a normal r.v
{λ1X1 + λ2X2}.
Set
σ2n(λ) = var({λ1X1,n + λ2X2,n),
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then
σ2n(λ) = λ
2
1σ
2
1,n + 2λ1λ2σ1,2,n + λ
2
2σ
2
1,n,
where
σ21,n = varX1,n = m2,0,n(z0)σ
2
A +m1,0,n(z0)σ
2
ε ,
σ22,n = varX2,n = m2,2,n(z0)σ
2
A +m1,2,n(z0)σ
2
ε ,
σ1,2,n = cov(X1,n, X2,n) = m2,1,n(z0)σ
2
A +m1,1,n(z0)σ
2
ε ,
and
m1,i,n(z) =
1
n
n∑
j=1
tij
e−2ztj
νj
,
m2,i,n(z) =
1
n
n∑
j=1
tij
e−4ztj
νj
.
Since the mk,i,n for k = 1, 2 are bounded functions, hence from Lebesgue domi-
nated convergence theorem,
lim
n→∞
mk,i,n(z) = mk,i(z).
Then, from assumptions (A1)− (A5) or (A1)− (A4) with νj = ν, it follows that
lim
n→∞
σ2i,n = σ
2
i , i = 1, 2,
lim
n→∞
σ1,2,n = σ1,2,
where
σ21 = m2,0(z0)σ
2
A +m1,0(z0)σ
2
ε ,
σ22 = m2,2(z0)σ
2
A +m1,2(z0)σ
2
ε ,
σ1,2,n = m2,1(z0)σ
2
A +m1,1(z0)σ
2
ε .
Therefore,
lim
n→∞
σ2n(λ) = σ
2(λ), (3.68)
with σ2(λ) = λ1σ21 + 2λ1,2σ1,2 + λ2σ22.
Now we write
λ1X1,n + λ2X2,n
σ(λ)
=
n∑
j=1
ξn,j,
with
ξn,j = αn,j(λ)etj ,
αn,j(λ) =
(λ1 + λ2tj)e
−z0tj
√
nσ(λ)
.
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Obviously from (3.68),
lim
n→∞
var
( n∑
j=1
ξn,j
)
= 1. (3.69)
It remains to show that the array of centered independent r.v {ξn,j, j = 1, . . . , n; n ≥
1} satisfies the Lindeberg condition, that is for any η > 0,
n∑
j=1
ξ2n,jI(|ξn,j| > η) P−−−→
n→∞
0,
where I(A) denote the indicator function of a subset A. FromMarkov's inequality,
it suffices to show that
n∑
j=1
E
(
ξ2n,jI(|ξn,j| > η)
)
−−−→
n→∞
0. (3.70)
Since |αn,j(λ)| ≤ cn(λ) with cn(λ) = |λ1|+ |λ2|T√
nσ(λ)
, hence
I(|ξn,j| > η) ≤ I
(cn(λ)
η
|etj | > 1
)
. (3.71)
We first prove Lindeberg condition (3.70) under condition (i)
We have
sup
j
E|etj |3 <∞,
since
E|etj |3 ≤ E(|Atj − a0|+ |εtj |)3 =
3∑
r=1
C r3 E|Atj − a0|rE|εtj |3−r <∞.
Thus
E
{(cn(λ)
η
etj
)2
I
(cn(λ)
η
|etj | > 1
)}
≤ E
{(cn(λ)
η
|etj |
)3}
so that
E
(
ξ2n,jI(|ξn,j| > η)
)
≤ α2n,j
(cn(λ)
η
)−2
E
{(cn(λ)
η
|etj |
)3}
.
Hence
n∑
j=1
E
(
ξ2n,jI(|ξn,j| > η)
)
≤ cn(λ)
η
sup
j
E|etj |3
n∑
j=1
α2n,j.
But lim sup
n→∞
n∑
j=1
α2n,j <∞ and lim
n→∞
cn(λ) = 0. Thus condition (3.70) is satisfied.
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Now we prove Lindeberg condition (3.70) under condition (ii) that is for νj = ν
for any j.
Since
|etj | ≤ |αtj |+ |εtj | where αtj = Atj − a0
hence
I(cn(λ)|etj | > η) ≤ I
(
cn(λ)|αtj | >
η
2
)
+ I
(
cn(λ)|εtj | >
η
2
)
.
This inequality in conjugation with (3.71) and e2tj ≤ 2(α 2tj + ε 2tj) yields
E(e2tjI(|ξn,j| > η)) ≤ 2
4∑
r=1
Zr,j.
where
Z1,j = E
{
α 2tjI
(
cn(λ)|αtj | > η2
)}
,
Z2,j = E(ε
2
tj
)P
{
cn(λ)|αtj | > η2
}
,
Z3,j = E
{
ε 2tjI
(
cn(λ)|εtj | > η2
)}
,
Z4,j = E(α
2
tj
)P
{
cn(λ)|εtj | > η2
}
.
Since for every j, νj = ν, hence the αtj and εtj are i.i.d. Therefore the quantities
Zr,j do not depend on j and tend to 0 as n→∞, since αtj and εtj have a finite
variance. This ends the proof.
Proof of Theorem 3.3.13
From relation (3.47), we have
√
nGn(θ̂n − θ0) =
√
n(Q′n(θ̂n)−Q′n(θ0)) = −
√
nQ′n(θ0).
It follows from Lemma 3.3.15 and Lemma 3.3.16 that √n(θ̂n− θ0) have the same
limit distribution as −G−10 (θ0)
√
nQ′n(θ0). Then from Lemma 3.3.17, the proof
ends.
In conjugation with the consistency of θ̂n in Theorem 3.3.3, the following
corollary is obvious.
Corollary 3.3.18. Under assumptions (A1) − (A5) and (A7), if θ0 ∈ Θ with Θ
being a compact subset in ]0,∞[×]0,∞[, then
√
n (θ̂n − θ0) L−−−→
n→∞
N
(
0, Γ) with Γ = G−1(θ0)V G−1(θ0), (3.72)
with G(θ0) and V being defined in Theorem 3.3.13.
Remark 3.3.19. The condition Θ being a compact subset is very restrictive for
our application. Thus one of our next works in the future is to extend the consis-
tency of θ̂n to the parameter space Θ =]0,∞[×]0,∞[.
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3.4 Weighted nonlinear regression
3.4.1 Introduction
In the preceding section, we deal with the case where the number νj of replicates
are assumed to be nearly constant. But in our data of anchovy egg densities
(see graphic 2.1), it clearly appears three cohorts, a cohort being a subpopulation
having nearly the same age. For each cohort, the νj's have nearly a truncated
Gaussian distribution centered on the mean age of the cohort. Thus it is more
judicious to consider that the numbers νj at each time tj satisfy condition (A6).
Then as it was mentioned in section 3.1, a natural idea for taking this situation
into account is to attach to each averaged observations Y tj as defined below in
(3.77), the weight νj and to estimate the parameter vector θ0 = (a0, z0) by
θ˜n = arg inf
θ∈Θ
Q˜n(θ), (3.73)
where Θ is some subset of R+ × R+ and
Q˜n(θ) =
1
n
n∑
j=1
νj(Y tj − ae−ztj)2. (3.74)
For the convenience of the reader, we recall below the parametric mortality ex-
ponential model we consider
Y (tj, kj) = a0e
−z0tj + e(tj, kj), j = 1, . . . , n, kj = 1, . . . , νj
where the parameter vector θ0 = (a0, z0) belongs to some subset Θ in R+ × R+.
From which, the averaged observations Y tj follow the model below
Y tj = a0e
−z0tj + etj , j = 1, . . . , n (3.75)
where
etj = (Atj − a0)e−z0tj + εtj , (3.76)
Y tj =
1
νj
νj∑
kj=1
Y (tj, kj), (3.77)
and the Atj , εtj are similarly defined.
Remark 3.4.1. If it exists, the weighted least square (WLS) estimate θ˜n is also
solution of the problem inf
θ∈Θ
Q˘n(θ) where
Q˘n(θ) =
1
n
n∑
j=1
νj∑
kj=1
(Y (tj, kj)− ae−ztj)2.
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Indeed, since
νj∑
kj=1
(Y (tj, kj)− Y tj) = 0, hence
Q˘n(θ) = Q˜n(θ) +
1
n
n∑
j=1
νj∑
kj=1
(Y (tj, kj)− Y tj)2.
The above remark means that the WLS nonlinear regression amounts here to
adjust all the data Y (tj, kj) to the simple exponential curve t 7→ a0e−z0t, which
corresponds to the following ordinary LS regression:
Y (tj, kj) = a0e
−z0tj + e(tj, kj).
However, the WLS approach is more adequate for obtaining statistical properties
of θ˜n.
For the convenience of the reader, we list below the assumptions which will
be used in this section
(A1) The r.v A
(
tj, kj
)
are independent and distributed as a strictly positive r.v
A having a probability density function (pdf) fA and a positive finite variance σ2A.
(A2) The r.v ε(tj, kj) are i.i.d with zero mean and variance σ2ε .
(A3) Both sequences A(tj, kj) and ε(tj, kj) are independent each other.
(A4) tj = j
T
n
, j = 1, . . . , n ≥ 1, with T being a strictly positive real.
(A6) There exists a positive finite measure w on [0, T ] such that
w[tj, tj+1[ =
νj
n
.
(A6)
′ There exists a subinterval [T1, T2] in [0, T ] with T2 > T1 such that the
Radon-Nikodym derivative dwc
dt
is strictly positive on [T1, T2].
(A7) The r.v A and the ε(tj, kj) have a finite fourth moment.
Remark 3.4.2. For the data of anchovy egg densities, the measure w in (A6)
corresponds to a combination of three truncated Gaussian distributions.
3.4.2 Existence and consistency of the weighted least square
estimators
First, let us remark that even when Θ = R+×R+, there exits a solution θ˜n of the
minimization problem inf
θ∈R+×R+
Q˜n(θ), since Theorem 3.3.11 remains still valid in
this case, as mentioned before.
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The following lemma states some properties of the r.v etj which we shall use.
Lemma 3.4.3. Under assumptions (A1)-(A4),
(i) If σ˜2n =
1
n
n∑
j=1
νjσ
2
tj
denotes the weighted mean of the variance σ2tj = varetj ,
then
σ˜2ε := lim
n→∞
σ˜2n = σ
2
Aw1 + σ
2
² ,
where w1 =
1
T
∫ T
0
e−2z0tdt.
(ii) If in addition assumption (A7) also holds, then
lim
n→∞
1
n
n∑
j=1
νje
2
tj
= σ˜2ε a.s.
Proof.
Statement (i) is obvious since
σ˜2n = σ
2
Awn,1 + σ
2
ε ,
with wn,1 =
1
n
n∑
j=1
e−2z0tj .
From relation (3.27), in the proof of Lemma 3.3.6, there exists a constant C
such that
E{νj(e2tj − σ2tj)} ≤ C.
Hence, from Lemma 3.3.5,
1
n
n∑
j=1
νj(e
2
tj
− σ2tj) = 0 a.s. (3.78)
From (i), the proof ends.
Proposition 3.4.4. Under assumptions (A1) − (A4) and (A6), (A6)′ and (A7),
the WLS estimator θ˜n as defined in (3.73) is a minimum contrast estimator with
the contrast function Kw(θ0, θ) and the contrast process {Q˜n(θ), n ≥ 1} with
Kw(θ0, θ) = kw(θ0, θ) + σ˜2e and {Q˜n(θ), n ≥ 1} being defined in (3.74), where
kw(θ0, θ) =
∫ T
0
d2(θ0, θ, t)dw(t).
Proof.
Obviously, Kw(θ0, θ) is minimum if and only if
∫ T
0
d2(θ0, θ, t)dw(t) = 0.
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From assumptions (A6) and (A6)′, this is equivalent to d2(θ0, θ, t) = 0 for
every t ∈ [T1, T2]. So similarly as in the proof of Proposition 3.3.7, this amounts
to θ = θ0.
As for the OLS estimators in the preceding section, we have
Q˜n(θ) = K˜n(θ0, θ) + U˜n(θ0, θ) + V˜n, (3.79)
where
K˜n(θ0, θ) =
1
n
n∑
j=1
νjd
2(θ0, θ, tj), (3.80)
U˜n(θ0, θ) =
2
n
n∑
j=1
νjd(θ0, θ, tj) etj , (3.81)
V˜n =
1
n
n∑
j=1
νje
2
tj
, (3.82)
d(θ0, θ, t) = a0e
−z0t − ae−zt. (3.83)
Thus the remaining of the proof is the same as for Proposition 3.3.7, while using
Lemma 3.4.3 instead of Lemma 3.3.6 .
Remark 3.4.5. If tj = j, j ≥ 1 and if νmax = max
j≥1
νj <∞, then for any θ ∈ Θ
K˜n(θ0, θ) ≤ νmaxKn(θ0, θ),
and
lim
n→∞
K˜n(θ0, θ) = 0,
since lim
n→∞
Kn(θ0, θ) = 0, hence lim
n→∞
K˜n(θ0, θ) = 0 when tj = j, where Kn(θ0, θ)
is defined in (3.10). Therefore, in such case there exists no contrast function for
the WLS estimator θ˜n. Consequently, no consistent estimator θ˜n could exist.
Theorem 3.4.6. Under assumptions (A1) − (A4), (A6), (A6)′ and (A7), if Θ is
a compact set in R+ × R+ then the LS estimator θ˜n is strongly consistent of θ0.
Proof.
Obviously, the contrast function Kw(θ0, θ) is continuous over Θ. Thus, ac-
cording to Proposition 3.4.4, it remains to prove that assumption (H4) in Theorem
3.3.8 is satisfied. But
wn(η) ≤ S˜n(η) + 2L˜n(η) + 2M˜n(η),
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where
S˜n(η) = sup
‖θ−θ′‖≤η
1
n
∣∣∣ n∑
j=1
νj(a
2e−2zj
T
n − a′2e−2z′j Tn )
∣∣∣,
L˜n(η) = sup
‖θ−θ′‖≤η
1
n
∣∣∣ n∑
j=1
νja0e
−z0j Tn (ae−zj
T
n − a′ez′j Tn )
∣∣∣,
M˜n(η) = sup
‖θ−θ′‖≤η
∣∣∣ 1
n
n∑
j=1
νjetj(ae
−ztj − a′e−z′tj)
∣∣∣.
Hence the proof is quite the same as for Theorem 3.3.9 while using Lemma 3.4.3
for the term M˜n(η).
3.4.3 Asymptotic normality of the WLS estimators
The following result extends Theorem 3.3.13 to the WLS case.
Theorem 3.4.7. Under assumptions (A1)− (A4) and (A6), if the following con-
ditions hold
(i) θ0 = (a0, z0) ∈]0, ∞[×]0, ∞[, θ̂n is consistent of θ0,
(ii) either νj's are equal or ε(tj, kj) and A(tj, kj) have a finite absolute third
moment, then
√
n (θ˜n − θ0) L−−−→
n→∞
N
(
0, Γ˜), (3.84)
with
Γ˜ = G˜−1(θ0)V˜ G˜−1(θ0) (3.85)
where
G˜(θ0) =
 2gw(z0) a0g′w(z0)
a0g
′
w(z0)
a20
2
g′′w(z0)
 (3.86)
is invertible and V˜ is a symmetric semidefinitely positive 2 × 2 matrix whose
components are
V˜11 = 4{ m˜2,0(z0)σ2A + m˜1,0(z0)σ2ε},
V˜12 = −4a0{ m˜2,1(z0)σ2A + m˜1,1(z0)σ2ε},
V˜22 = 4a
2
0{ m˜2,2(z0)σ2A + m˜1,2(z0)σ2ε},
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with
m˜1,i(z) =
∫ T
0
tie−2ztdw(t),
m˜2,i(z) =
∫ T
0
tie−4ztdw(t),
gw(z) =
∫ T
0
e−2ztdw(t).
Proof.
The proof of is quite similar to Theorem 3.3.13. We sketch here only the main
lines.
There exist four r.v z˜n,i, i = 1, 2, 3, 4 and a random 2 × 2 matrix G˜n =
[G˜n,r,s]1≤r,s≤2 whose components G˜n,r,s depend on a subset of {θ˜n, θ0, z˜n,i, i =
1, 2, 3, 4}, such that
0 < |z˜n,i − z0| < |z˜n − z0|,
Q˜′n(θ˜n)− Q˜′n(θ0) = G˜n(θ˜n − θ0). (3.87)
with
G˜n,1,1 = 2q˜n,2(z˜n),
G˜n,1,2 = −2q˜′n,1(z˜n,1) + 2a0q˜′n,2(z˜n,2),
G˜n,2,1 = −2q˜′n,1(z˜n) + 2(a˜n + a0)q˜′n,2(z˜n),
G˜n,2,2 = −2a0q˜′′n,1(z˜n,3) + a20q˜′′n,2(z˜n,4)
where
q˜n,1(z) =
1
n
n∑
j=1
νjY tje
−ztj , q˜n,2(z) =
1
n
n∑
j=1
νje
−2ztj .
Then with the same arguments as for Lemma 3.3.15, we have
lim
n→∞
G˜n = G˜(θ0) in probability . (3.88)
Similarly as for Lemma 3.3.16, we may prove that the determinant
|G˜(θ0)| = a20[gw(z0)g′′w(z0)− (g′w(z0))2]
of G˜(θ0) is strictly positive.
On the other hand, we have
√
nQ˜′n(θ0) = (−2X˜1,n, 2a0X˜2,n)
with
X˜1,n =
1√
n
n∑
j=1
νje
−z0tjetj ,
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X˜2,n =
1√
n
n∑
j=1
νjtje
−z0tjetj .
Then while using Lemma 3.4.3, we prove as for Lemma 3.3.17 that
√
nQ˜′n(θ0)
L−→ N(0, V˜ ). (3.89)
From (3.87), (3.88) and (3.89), the proof ends.
Conjugating both Theorem 3.4.6 and 3.4.7, we obtain
Corollary 3.4.8. Under the assumptions (A1) − (A4), (A6), (A6)′ and (A7), if
Θ is a compact subset, then
√
n (θ˜n − θ0) L−−−→
n→∞
N
(
0, Γ˜) with Γ˜ = G˜−1(θ0)V˜ G˜−1(θ0),
with G˜(θ0) and V˜ being defined in Theorem 3.4.7.
3.5 Estimate the variances σ2A and σ2ε
As usual, it is natural to estimate the variances of the error terms from the
residuals of regression. But unlike the classical situation where the error terms
have the same variance, here the error terms in model (3.3) and (3.1) have unequal
variances
varetj =
σ2A
νj
e−2z0tj +
σ2ε
νj
with νj nearly equal in model (3.3)
vare(tj, kj) = σ
2
Ae
−2z0tj + σ2ε in model(3.1).
So we describe now two methods for estimating σ2A and σ2ε .
Recall that the residuals from the regressions are
(i) for the OLS case êtj = Y tj − âne−ẑntj ,
êtj = (Atj − a0)e−z0tj + εtj + rtj . (3.90)
(ii) for the WLS case ê(tj, kj) = Y (tj, kj)− âne−ẑntj ,
ê(tj, kj) = (A(tj, kj)− a0)e−z0tj + ε(tj, kj) + rtj , (3.91)
with
rtj = a0e
−z0tj − âne−ẑntj . (3.92)
First method.
48
For the tj sufficiently large, more precisely for the tj such that σ2Ae−2z0tj ¿ σ2ε ,
i.e. for tj À 1
2z0
log
σ2A
σ2ε
, we have êtj ∼ εtj and ê(tj, kj) ∼ ε(tj, kj). Therefore, we
can estimate σ2ε by simple means of the ê
2
tj
or ê 2(tj, kj).
For the tj's which are near to 0 in sense that e−2z0tj ∼ 1, we estimate σ2A+ σ2ε
by mean of the ê 2tj or ê 2(tj, kj).
Therefore, our first method to estimate σ2A and σ2ε is the following
1. If there is a sufficient number of the tj À 1
2z0
log
σ2A
σ2ε
, we estimate σ2ε by σ̂2ε
with for the OLS case
σ̂2ε =
1
n− p
n∑
j=p
ê
2
tj
, (3.93)
and for the WLS case
σ̂2ε =
1∑n
j=p νj
n∑
j=p
νj∑
kj=1
ê 2(tj, kj). (3.94)
2. Then using observations at the first tj, we obtain estimate ̂σ2A + σ2ε of σ2A+σ2ε
by simple means of the ê 2tj or ê 2(tj, kj) . Hence we have σ̂2A = ̂σ2A + σ2ε − σ̂2ε .
Second method.
A more general method to estimate σ2A and σ2ε consists in using only the
residuals of WLS regression and the following linear regression
ê 2tj = σ
2
Ae
−2ẑntj + σ2ε + ηtj , (3.95)
where
ê 2tj =
1
νj
νj∑
kj=1
ê 2(tj, kj), (3.96)
ηtj = (αtje
−2z0tj − σ2Ae−2ẑntj) + (ε2tj − σ2ε) + utj , (3.97)
αtj =
1
νj
νj∑
kj=1
(A(tj, kj)− a0)2, (3.98)
ε2tj =
1
νj
νj∑
kj=1
ε2(tj, kj), (3.99)
utj =
1
νj
νj∑
kj=1
u(tj, kj). (3.100)
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u(tj, kj) = 2(A(tj, kj)− a0)ε(tj, kj)e−z0tj + 2rtj{A(tj, kj)e−z0tj + ε(tj, kj)}+ r2tj ,
(3.101)
Indeed, from (3.91), we have
ê 2(tj, kj) = (A(tj, kj)− a0)2e−2z0tj + ε2(tj, kj) + u(tj, kj), (3.102)
thus
ê 2tj = αtje
−2z0tj + ε2tj + utj , (3.103)
The linear regression defined by (3.95) and (3.97) can be written under the form
Zn = Dnβ + ηn, (3.104)
where
β =
(
σ2A
σ2ε
)
,
Zn and ηn are the n× 1 vectors whose j th component is ê 2tj and ηtj respectively,
and Dn is a n× 2 matrix whose j th row is [e−2ẑntj 1].
Let β̂n be the LS estimate of β. It is well-known that
(D′nDn)β̂n = D
′
nZn, (3.105)
(D′nDn)(β̂n − β) = D′nηn. (3.106)
Proposition 3.5.1. Under assumptions (A1)− (A5) and (A7), if Θ is a compact
subset then the estimator β̂n is consistent of β.
Proof.
Consider relation (3.106) under the form:
Hn(β̂n − β) = 1
n
D′nηn, (3.107)
where
Hn =

1
n
n∑
j=1
e−4ẑntj
1
n
n∑
j=1
e−2ẑntj
1
n
n∑
j=1
e−2ẑntj 1
 ,
and
1
n
D′nηn =

1
n
n∑
j=1
e−2ẑntj
[
(αtje
−2z0tj − σ2Ae−2ẑntj) + (ε2tj − σ2ε) + utj
]
1
n
n∑
j=1
[
(αtje
−2z0tj − σ2Ae−2ẑntj) + (ε2tj − σ2ε) + utj
]
 .
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By Lemma 3.3.14,
Hn → H =
[
g1(z0) g2(z0)
g2(z0) 1
]
in probability, (3.108)
where g1(z) =
1
T
∫ T
0
e−4ztdt and g2(z) =
1
T
∫ T
0
e−2ztdt.
From Cauchy Schwarz inequality,(∫ T
0
e−2ztdt
)2
≤
∫ T
0
e−4ztdt
∫ T
0
dt,
Equality holds if and only if e−zt and 1 are linearly dependent, that is ∀t ∈ [0, T ]
e−zt = λ.
This is impossible. Thus detH 6= 0 and H is invertible.
Now we prove that 1
n
D′nηn converges to 0 in probability.
(i) First, we have
1
n
n∑
j=1
(ε2tj − σ2ε)→ 0 a.s, (3.109)
since by simple calculation,
E(ε2tj − σ2ε)2 ≤ Eε4(t1, 1) + 3σ4ε <∞, (3.110)
so from Lemma 3.3.5, (3.109) is deduced.
Now
1
n
n∑
j=1
(ε2tj − σ2ε)e−2ẑntj =
1
n
n∑
j=1
(ε2tj − σ2ε)e−2z0tj +
1
n
n∑
j=1
(ε2tj − σ2ε)(e−2ẑntj − e−2z0tj).
(3.111)
Similarly for (3.109), 1
n
n∑
j=1
(ε2tj − σ2ε)e−2z0tj → 0 a.s. By (3.110),
1
n
n∑
j=1
(ε2tj − σ2ε)2
is bounded in probability. Hence from Lemma 3.3.14, 1
n
n∑
j=1
(ε2tj − σ2ε)(e−2ẑntj −
e−2z0tj) converges in probability to 0. Then so is for 1
n
n∑
j=1
(ε2tj − σ2ε)e−2ẑntj .
(ii) We have
1
n
n∑
j=1
(αtje
−2z0tj − σ2Ae−2ẑntj) =
1
n
n∑
j=1
(αtj − σ2A)e−2z0tj +
[
σ2A
n
n∑
j=1
(e−2z0tj − e−2ẑntj)
]
.
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Thus, this term converges to 0 in probability by the same arguments as for (3.111).
Now decomposing Fn =:
1
n
n∑
j=1
(αtje
−2z0tj − σ2Ae−2ẑntj)e−2ẑntj as follows:
Fn =
1
n
n∑
j=1
(αtj − σ2A)e−4z0tj +
1
n
n∑
j=1
αtj(e
−2(ẑn+z0)tj − e−4z0tj)
+σ2A
[
1
n
n∑
j=1
(e−4ẑntj − e−4z0tj)
]
,
(3.112)
and using the same arguments as above prove that {Fn} converges to 0 in prob-
ability.
(iii) We have
1
n
n∑
j=1
utj =
2
n
n∑
j=1
γtj +
2
n
n∑
j=1
ρtj +
1
n
n∑
j=1
r2tj , (3.113)
with
γtj =
e−z0tj
νj
νj∑
j=1
(A(tj, kj)− a0)ε(tj, kj), (3.114)
ρtj = rtj{Atje−z0tj + εtj}, (3.115)
and
r2tj = (a0e
−z0tj − âne−ẑntj)2. (3.116)
Since Eγ2tj = σ
2
Aσ
2
ε
e−2z0tj
νj
≤ σ2Aσ2ε hence by Lemma 3.3.5,
1
n
n∑
j=1
γtj converges to
0 a.s. Now,
1
n
n∑
j=1
ρtj = −
(ân − a0)
n
n∑
j=1
(Atje
−(ẑn+z0)tj + εtje
−ẑntj)− a0
n
n∑
j=1
Atj(e
−(ẑn+z0)tj − e−2z0tj)
−a0
n
n∑
j=1
εtj(e
−ẑntj − e−z0tj).
(3.117)
Since 1
n
n∑
j=1
A
2
tj
and 1
n
n∑
j=1
ε2tj are bounded in probability, hence the two last terms
in (3.117) converge in probability to 0 by Lemma 3.3.14 and
{
1
n
n∑
j=1
(Atj + |εtj |), n ≥ 1
}
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is also bounded in probability. Thus, the first term in (3.117) converges also to
zero in probability and hence so is for 1
n
n∑
j=1
ρtj .
We can write
1
n
n∑
j=1
r2tj = hn,1 − 2a0hn,2 + a20hn,3,
with
hn,1 = (ân − a0)2 1
n
n∑
j=1
e−2ẑntj ,
hn,2 = (ân − a0) 1
n
n∑
j=1
e−ẑntj(e−ẑntj − e−z0tj),
hn,3 =
1
n
n∑
j=1
(e−2ẑntj + e−2z0tj)− 2
n
n∑
j=1
e−(ẑn+z0)tj
Obviously, hn,1 and hn,2 converge in probability to 0. By Lemma 3.3.14,
1
n
n∑
j=1
(e−2ẑntj+
e−2z0tj) and 2
n
n∑
j=1
e−(ẑn+z0)tj converge in probability to the same limit 2
T
∫ T
0
e−2z0tdt.
Thus hn,3 converges in probability to zero. Hence so is for
1
n
n∑
j=1
r2tj .
With the same arguments as above, we prove that 1
n
n∑
j=1
utje
−2ẑntj also con-
verges in probability to zero. This ends the proof.
3.6 Simulation study
In order to corroborate our asymptotic results and bring further complements,
we present main results of our simulation study.
Four EEM models
Y (tj, kj) = A(tj, kj)e
−z0tj + ε(tj, kj),
with tj = j
T
n
, kj = 1, . . . , νj, j = 1, 2, . . . , n are simulated. They are denoted by
A, B, C and D and have the same mortality rate z0 equal to 0.2 with ε having
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the normal distribution N(0, 1) and A having Gamma(α, β) distribution that is
fA(x) = x
α−1 e
−x/β
βαΓ(α)
I ([0,∞[) (x).
The other elements of models A, B, C and D are precised in the following table
Model A B C D
(α, β) (4,4) (4,4) (4,4) (3.5,1)
a0=EA 16 16 16 3.5
σ2A 64 64 64 3.5
T 7 7 3 3
distribution of νj (1) (2) (3) (2)
sample size n 500 500 50 500
Table 3.1:
where in Table 3.1, (1)(resp. (2)-(3)) means that all νj = 100 (resp. the νj's are
distributed as 3 truncated Gaussians and for (2) (resp. (3)) the νj have nearly
the same values (resp. quite different values) as illustrated by figure 3.1 (resp.
figure 3.2)).
0 0.2 0.4 0.6 0.8 1
0.84
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
1.02
Figure 3.1: νj distribution for models B and D.
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Figure 3.2: νj distribution for model C.
3.6.1 Estimating a0 and z0
For each model, L=100 samples (replications) are generated. The two parameters,
mortality rate z0 and mean abundance a0, are estimated from aggregate data
Y tj 's, j = 1 . . . n,
Y tj = a0e
−z0tj + etj , j = 1, . . . , n
Secant method, which is described in the Appendix, is used to calculate the
estimate of the mortality rate with the initial value zii = 0.25 until successive
iterations of ẑ differed by less than 10−5. The estimate of mean abundance a0 is
easily obtained by (A.1) (resp. (A.4)) for OLS estimator (resp. WLS estimator)
(see Appendix).
1) Model A
a) Ordinary least square estimation
Asymptotic results Simulation results
Eẑn = z0 = 0.2 ̂̂zn = 0.1989
Eân = a0 = 16 ̂̂an = 15.9940
varẑn = 10
−6 v̂arẑn = 10−6
varân =65× 10−4 v̂arân= 72× 10−4
cov(ân, ẑn) = 10
−4 ̂cov(ân, ẑn) = 10−4
In the above table, the estimated covariance matrix Γ/n of (ân, ẑn)) in the first
column is computed from formula (3.45) in Theorem 3.3.13 whereas the results
in the second column are obtained from L = 100 replications.
b) Weighted least square estimation
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Asymptotic results Simulation results
Eẑn = z0 = 0.2 ̂̂zn = 0.1989
Eân = a0 = 16 ̂̂an = 15.9940
varẑn = 10
−6 v̂arẑn = 10−6
varân= 67× 10−4 v̂arân= 72× 10−4
cov(ân, ẑn) = 10
−4 ̂cov(ân, ẑn) = 10−4
The estimated covariance matrix Γ˜/n of (ân, ẑn)) in the first column of the
above table is obtained from formula (3.85) in Theorem 3.4.7
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2) Model B
a) Ordinary least square estimation
Asymptotic results Simulation results
Eẑn = z0 = 0.2 ̂̂zn = 0.1989
Eân = a0 = 16 ̂̂an = 15.9891
varẑn = 10
−6 v̂arẑn = 10−6
varân =0.0068 v̂arân= 0.006
cov(ân, ẑn) = 10
−4 ̂cov(ân, ẑn) = 9× 10−5
b) Weighted least square estimation
Asymptotic results Simulation results
Eẑn = z0 = 0.2 ̂̂zn = 0.1989
Eân = a0 = 16 ̂̂an = 15.9896
varẑn = 10
−6 v̂arẑn = 10−6
varân =0.0069 v̂arân=0.0059
cov(ân, ẑn) = 10
−4 ̂cov(ân, ẑn) = 8× 10−5
3) Model C
a) Ordinary least square estimation
Asymptotic results Simulation results
Eẑn = z0 = 0.2 ̂̂zn = 0.2042
Eân = a0 = 16 ̂̂an = 16.1265
varẑn = 10
−6 v̂arẑn = 5× 10−4
varân =0.273 v̂arân= 0.303
cov(ân, ẑn) = 10
−4 ̂cov(ân, ẑn) = 0.011
b) Weighted least square estimation
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Asymptotic results Simulation results
Eẑn = z0 = 0.2 ̂̂zn = 0.2026
Eân = a0 = 16 ̂̂an = 16.0953
varẑn = 10
−6 v̂arẑn = 2× 10−4
varân =0.2042 v̂arân= 0.2307
cov(ân, ẑn) = 10
−4 ̂cov(ân, ẑn) = 0.0063
4) Model D
a) Ordinary least square estimation
Asymptotic results Simulation results
Eẑn = z0 = 0.2 ̂̂zn = 0.2001
Eân = a0 = 3.5 ̂̂an = 3.5002
varẑn = 10
−6 v̂arẑn = 10−5
varân =4× 10−4 v̂arân=4× 10−4
cov(ân, ẑn) = 10
−4 ̂cov(ân, ẑn) = 6× 10−5
b) Weighted least square estimation
Asymptotic results Simulation results
Eẑn = z0 = 0.2 ̂̂zn = 0.2001
Eân = a0 = 3.5 ̂̂an = 3.5002
varẑn = 10
−6 v̂arẑn = 10−5
varân =4× 10−4 v̂arân=4× 10−4
cov(ân, ẑn) = 10
−4 ̂cov(ân, ẑn) = 6× 10−5
Conclusions
• The simulation study clearly corroborates asymptotical results and shows
that OLS and WLS methods yield very satisfying estimates even when the
sample size is small such as the case with model C.
• OLS estimates and WLS estimates have nearly the same accuracy whatever
the νj are either equal (Model A) or nearly equal (Model B) or have a 3
truncated Gaussian distribution with different values such as in Model C.
This could be explained by the property that in the OLS estimation, the
distribution of the νj is in fact taken into account in the asymptotic covari-
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ance matrix Γ/n through the measure µ.
• Since the variance σ2A is small in model D, the OLS and WLS estimates of
the parameter a0 are more precise comparatively with the other models.
We shall use models B, C, and D in our further simulation study.
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3.6.2 Estimating σ2A and σ2ε
The variance of the r.v A and ε are estimated by using the linear regression on
the whole data or only on a part of the data. Here only simulation results are
presented since we have no asymptotic results.
1) The following table summarizes results with model B.
(1) (2) (3) (4)
σ̂2A 64.299 64.3173 64.3840 64.373̂̂
σ2ε 0.7182 0.7270 0.72130 0.7223
v̂arσ̂2A 1.5564 2.2163 4.7035 6.1135
v̂arσ̂2ε 0.0644 0.0206 0.0396 0.0497
IC for σ2A [61.85,66.74] [61.40,67.23] [60.13,68.63] [59.53, 69.20]
IC for σ2ε [0.22,1.22] [0.45,1.01] [0.33,1.11] [0.28, 1.15]
(1) The whole data are used, that is, for all the tj ∈ [0, T ] .
(2) Only the data corresponding to tj ∈ [0,3T/4] are used to estimate σ2A and
tj ∈ [3T/4, T ] to estimate σ2ε .
(3) Only the data corresponding to tj ∈ [0, 3.5] are used to estimate σ2A and
tj ∈ [3T/4, T ] to estimate σ2ε .
(4) Only the data corresponding to tj ∈ [0, 3.08] are used to estimate σ2A and
tj ∈ [3T/4, T ] to estimate σ2ε .
IC denotes confidence interval at confidence coefficient 95% when assuming
the asymptotic normality of the estimators.
2) Model C
With the whole data, we obtain
σ̂2A 66.123̂̂
σ2ε 0.192
v̂arσ̂2A 196.245
v̂arσ̂2ε 50.344
IC for σ2A [38.67, 93.58]
IC for σ2ε [−13.71, 14.09]
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3) Model D
With the whole data, we obtain
σ̂2A 3.5200̂̂
σ2ε 0.9903
v̂arσ̂2A 0.01879
v̂arσ̂2ε 0.00539
IC for σ2A [3.38, 3.66]
IC for σ2ε [0.84, 1.13]
Conclusion
• For Model B, the best accuracy for σ̂2A is obtained with the whole data.
Furthermore, estimating while using data with tj ∈ [3T/4, T ] yields the
best precision for ̂̂σ2ε and a good accuracy for σ̂2A.
• For Model C, since T is small, σ2A is large (σ2A = 64) and the sample size is
small, the parameter σ2ε cannot be detected, since a test at level 5% using
IC leads to σ2ε = 0.
• The estimates of σ2A and σ2ε are precise in model D since the σ2Ae−2z0tj and
σ2ε have a comparable magnitude.
We shall use model D for our simulation study on the density estimator for
the random variable A.
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Chapter 4
Estimation of the abundance
probability density
4.1 Bibliography reviewed and main results
There is a large amount of literature on nonparametric density estimators. Com-
monly, the following kernel density estimator is used
f̂n(x) =
1
nhn
n∑
j=1
K
(
Xi − x
hn
)
to estimate the probability density function (pdf) f through a kernel K from a
sample X1, . . . , Xn.
The consistency properties of f̂n are given by several authors. Parzen (1962)
proved the consistency in mean square for f̂n under assumptions
sup
y
|K(y)| <∞,
∫
|K(y)|dy <∞ and lim
y→∞
|yK(y)| = 0.
Cacoullos (1966) generalized result of Parzen to multivariate case. Epanechikov
(1969) proved the consistency in mean square by using Talor expansion. Uni-
formly convergence for f̂n was obtained by Nadaraya (1965) provided that f is an
uniformly continuous density and
∞∑
n=1
e−γnh
2
n <∞, ∀γ > 0. A similar result was
given by Van Ryzin (1969) when assuming that g(c) =
∫
|ΦK(ct) − ΦK(t)|dt is
locally Lipschitz of order 1 at c. Devroye (1983) proved the equivalence of weak,
strong and complete convergence in L1.
In our unnoisy EEM model
Y (tj, kj) = A(tj, kj)e
z0tj ,
62
we need to estimate the pdf fA of a random variable (r.v) A from the data
Y (tj, kj), j = 1, . . . , n; kj = 1, . . . , νj. Nonparametric density estimators cannot
be used directly since z0 is unknown. However, z0 can be estimated by a LS
method which has been studied in Chapter 3. Thus the r.v A(tj, kj) can be
estimated from Â(tj, kj) = Y (tj, kj)eẑntj . So the problem is no more a classical
nonparametric density estimation but semiparametric density estimation.
Most results on semiparametric estimation are given for partially linear model,
that is
Yi = U
T
i β + g(Xi) + εi, i = 1, . . . T
where Y ′i s are responses, Ui's and Xi's are design points, β = (β1, . . . , βn) is
an unknown parameter vector, g(.) is an unknown function and εi's are random
errors.
This model raises a problem of estimating the unknown parameter β and the
function g. This was first motivated by Engle et al. (1988) when they studied
the effect of weather on electricity demand in relation with temperature and
electricity usage.
The nonparametric function g can be estimated by several method such as
splines estimation, polynomial or kernel estimation while the parameter β is com-
monly estimated by LS method. However, this is far from our model since we
need to estimate the density of a r.v A instead of a function g and this through
the "indirect" observations Y (tj, kj). We first deal with the simple case where
the measurement errors in the EEM model are assumed to be null, which we call
unnoisy EEM models. For these models, we establish the pointwise consistency
of f̂n and two main results on the L1 convergence of f̂n.
For a general EEM model, the problem we are faced to estimate fA is close
to that of estimating a pdf fX of a r.v X from a sampe Y1, . . . , Yn distributed as
a r.v Y = X + ε, where ε represents i.i.d measurement errors. Such problem has
arisen in many fields of study such as biostatistics, communication theory, applied
physics and analytical chemistry. Some papers of Masry (1991, 1993a, 1993b,
2003) and recently, Kulik (2008) studied the nonparametric estimation of the
density function for processes, but they are out of our case. We now consider the
deconvolution problem. The usual approach is to consider the following estimate
for fX
f̂n(x) =
1
2pinhn
n∑
j=1
∫
e
it(Yj−x)
hn
ΦK(t)
Φε(t/hn)
dt,
where ΦK and Φε are characteristic functions of K and ε respectively.
There is a large amount of literature on this problem. The consistency results
have been studied by several authors. Stefanski and Caroll (1990) proved the
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consistency in mean square of f̂n while assuming that for each fixed hn,
sup
t
∣∣∣ ΦK(t)
Φε(t/hn)
∣∣∣ <∞, ∫ ∣∣∣ ΦK(t)
Φε(t/hn)
∣∣∣dt <∞, 1
nhn
∫ ∣∣∣ ΦK(t)
Φε(t/hn)
∣∣∣2dt→ 0
when n→∞, hn → 0 and ΦK(t) is even function.
Devroye (1989) showed that lim
n→∞
E
∫
|f̂n − f | = 0 if ΦK(t) has compact
support.
Liu and Taylor (1989) proved the uniform strong consistency E(sup
x
|f̂n−f)| →
0 if ΦX is absolutely integrable and for estimators under the form
f̂n(x) =
1
2pinhn
n∑
j=1
∫ Mn
−Mn
eit
(Yj−x)
hn
ΦK(t)
Φε(t/hn)
dt.
Taylor and Zhang (1990) proved also the uniform pointwise convergence and L1
consistency of f̂n. In Liu and Taylor (1989), f̂n is very sensitive to the choice of
Mn and hn. In Taylor and Zhang (1990), Mn and hn are considered as r.v which
may depend on Yi and the distribution of ε.
Asymptotic normality properties when the error distribution is ordinarily
smooth (e.g gamma, symmetric gamma, double exponential and their mixtures)
or super smooth (e.g normal, Cauchy and their mixtures) was first considered by
Fan (1991a) while taking a kernel K with a compact support then by Van Es
and Uh (2004a, 2004b) for both the cases where the error term is either normally
distributed or having a symmetric stable density.
The recent work by Matias (2002) is closer to the problem we consider since she
raises the question of semiparametric deconvolution with unknown noise variance
σ2, and solves the problem while estimating the parameter σ in the deconvoluted
density estimator by
σ̂ = inf{τ ; α(; τ) is not positive definite }
where for any real ξ and τ > 0, α(ξ; τ) = f ∗Y (ψ)eξ
2τ2/2 with f ∗Y being the Fourier
transformation of fY .
However, this above estimation technique of σ has presently no practical im-
plementation. Thus for our case, we propose to estimate σ by linear regression
which has been done in section 3.5.
For our general EEM model, the problem of estimating fA is far from the
classical case and much more complex than that for the unnoisy EEM model,
even if the mortality rate z0 is known since the r.v A(tj, kj) are not observable
and the error terms are not identically distributed. Adapting the works on density
deconvolution to our situation, we propose a deconvoluted density estimate for
fA and study by simulation its properties.
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4.2 Unnoisy extended mortality model
4.2.1 Choice of probability density estimate
In this section, we consider the simplified situation where the egg densities are not
contaminated with measurement noise, so that the EEM model (3.3) is reduced
to the following model, which we shall call unnoisy EEM model:
Y (tj, kj) = A(tj, kj)e
−z0tj . (4.1)
If the mortality rate z0 is known, then from the data Y (tj, kj), we obviously have
sample A(tj, kj) of A. Therefore, estimating the probability density fA of A is a
classical problem, generally solved by choosing the following kernel estimate
f̂n(a) =
1
NhN
n∑
j=1
νj∑
kj=1
K
(Y (tj, kj)ez0tj − a
hN
)
=
1
NhN
n∑
j=1
νj∑
kj=1
K
(A(tj, kj)− a
hN
)
,
(4.2)
where K is a kernel function and hN is a bandwidth depending on N .
However, here the parameter z0 is unknown and is estimated by a LS method
as we have studied in Chapter 3. Thus, the r.v A(tj, kj) are no more observable
but only can be estimated by Â(tj, kj) = Y (tj, kj)eẑntj .
We propose the following estimate for fA
f̂n(a; ẑn) = f̂n(a;Un) =
1
NhN
n∑
j=1
νj∑
kj=1
K
(Y (tj, kj)eẑntj − a
hN
)
,
=
1
NhN
n∑
j=1
νj∑
kj=1
K
(A(tj, kj)eUntj − a
hN
)
,
(4.3)
where K is a pdf kernel and Un = ẑn − z0.
Obviously, f̂n(.;Un) is a pdf a.s.
Therefore the problem we study in this section is no more nonparametric but
semi-parametric density estimation.
4.2.2 Statistical properties
We establish properties of f̂n(.;Un) only for the OLS estimator ẑn since the prop-
erties remain in the same if ẑn is obtained by WLS.
65
Theorem 4.2.1. Under assumptions (A1) − (A5), and (A7), if the following
additional conditions hold:
(A8) The parameter set for (a0, z0) is a compact subset in R+ × R+.
(B1) The pdf fA is a continuous and bounded function.
(B2) The kernel K is a pdf.
(B3) K is bounded.
(B4) There is a real M such that
∀x1, x2 ∈ R, |K(x1)−K(x2)| ≤M |x1 − x2|. (4.4)
(B5) There are two positive reals β and δ with δ < 1/4 such that for large N
hN ∼ βN−1/4+δ.
then
(i) for each a ∈ R, lim
n→∞
f̂n(a;Un) = fA(a) in probability.
(ii) lim
n→∞
∫
|f̂n(a;Un)− fA(a)|da = 0 in probability.
We shall need the following Glick theorem:
Glick Theorem (cf Devroye 1987 Theorem 26)
If f̂n is a sequence of density estimators converging almost everywhere to a
density in probability (resp. almost surely), then∫
|f̂n − f | → 0 in probability (resp. almost surely).
Remark 4.2.2. In the Glick theorem, the estimators f̂n need to be a pdf a.s.
Proof of Theorem 4.2.1.
We decompose f̂n(a;Un)− fA(a) as follows
f̂n(a;Un)− fA(a) = DN +BN , (4.5)
with
DN = f̂n(a;Un)− f̂n(a), (4.6)
BN = f̂n(a)− fA(a), (4.7)
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where f̂n(a) and f̂n(a;Un) are defined in (4.2) and (4.3).
From assumption (B4), we have for any a,∣∣∣K(A(tj, kj)eUntj − a
hN
)
−K
(A(tj, kj)− a
hN
)∣∣∣ ≤MA(tj, kj)|eUntj − 1|
hN
,
and from assumption (A8), there is a finite real λ such that
|eUntj − 1| =
∣∣∣ ∫ Un
0
tje
vtjdv
∣∣∣ ≤ λ|Un|.
Therefore,
|DN | ≤ λMh−2N |Un|
{ 1
N
n∑
j=1
νj∑
kj=1
A(tj, kj)
}
.
By the strong law of large number,
lim
N→∞
1
N
n∑
j=1
νj∑
kj=1
A(tj, kj) = a0 = EA a.s,
and from both Corollary 3.3.18 and assumption (B5),
lim
N→∞
h−2N |Un| = 0 in probability.
Thus
lim
N→∞
|DN | = lim
n→∞
|f̂n(a;Un)− f̂n(a)| = 0 in probability. (4.8)
Using well-known techniques in kernel estimation, we have
lim
N→∞
EB2N = 0. (4.9)
Indeed,
EB2N = E[f̂n(a)− fA(a)]2 = [Ef̂n(a)− fA(a)]2 + [f̂n(a)− Ef̂n(a)]2.
|Ef̂n(a)− fA(a)| =
∣∣∣ 1
hN
∫
K
(x− a
hN
)
fA(x)dx− fA(a)
∣∣∣,
≤ sup
y∈R
|K(y)|
∫
|fA(a− yhN)− fA(a)| dy.
(4.10)
From assumptions (B1), (B3) and (B5) and Lebesgue convergence theorem,
|Ef̂n(a)− fA(a)| converges to 0.
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On the other hand,
varf̂n(a) =
1
N
var
[ 1
hN
K
(A− a
hN
)]
,
≤ 1
Nh2N
∫
K2
(x− a
hN
)
fA(x)dx
≤ c1
NhN
∫
K2(y)dy,
≤ c1c2
NhN
∫
K(y)dy.
(4.11)
where c1 = sup
x
fA(x), c2 = sup
x
K(x).
Hence, from (B1), (B3) and (B5), lim
n→∞
varf̂n(a) = 0. This achieves the proof
of statement (i).
Statement (ii) is a direct consequence of (i) and Glick theorem. Indeed, from
the assumption that K is a pdf, f̂n(.;Un) is a probability density. Thus from
(4.8), (4.9) and Glick theorem
lim
n→∞
∫
|f̂n(a;Un)− f̂n(a)|da = 0 in probability, (4.12)
lim
n→∞
∫
|f̂n(a)− fA(a)|da = 0 in probability, (4.13)
which ends the proof.
We improve now Theorem 4.2.1 while establishing a bound in L1 norm for
the bias Ef̂n(.;Un) − fA. For this, we use conditional probability densities with
respect to Un, which we now define. Consider the r.v A˜j = AeUntj . Its distribution
function Fj can be written as
Fj(a) =
∫
FUnA (ae
−Untj)dPUn ,
where FUnA denotes the conditional distribution function of A relative to Un. Hence
the distribution function FUnj of A˜j conditioning to Un is
FUnj (a) = F
Un
A (ae
−Untj),
so that the probability density function fj(.;Un) of A˜j conditioning to Un, if it
exists, is
fj(a;Un) = fA(ae
−Untj)e−Untj ,
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This leads to the following regularity condition
(B6) For each j = 1, 2, . . . , n,
fj(x;Un) = fA(xe
−Untj)e−Untj .
Remark 4.2.3. In fact, we only need that the FUnj have derivatives of the third
order and that the first and third derivatives fj, f ′′j converges a.s to fA and f ′′A
respectively.
Theorem 4.2.4. Under assumptions (B1), (B2), and (B6), if the following con-
ditions hold:
(i) f ′′A is absolutely integrable,
(ii)
∫
xK(x)dx = 0,
(iii)
∫
x2K(x)dx = 1,
(iv) ẑn is consistent of z0,
then ∫
|Ef̂n(a;Un)− fA(a)|da ≤ h
2
N
2
∫
|f ′′A(a)|da+ o(1),
where as usual xn = o(1) means that lim
n→∞
xn = 0.
We shall use the following Scheffé theorem:
Scheffé Theorem (cf Devroye 1987 Theorem 25)
If fn is a sequence of densities and fn converges almost everywhere to a density
f , then ∫
|fn − f | → 0 as n→∞.
Lemma 4.2.5. If condition (ii) and (iv) in Theorem 4.2.4 hold, then∫
|EUn f̂n(a;Un)− fn(a;Un)|da ≤
h2N
2
∫
|f ′′A(a)|da. a.s, (4.14)
where fn(a;Un) =
1
n
n∑
j=1
fj(a;Un) and EUn denotes the conditional expecta-
tion relative to Un.
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Proof.
We have for any real a
EUn f̂n(a;Un)−fn(a;Un) =
1
N
n∑
j=1
νj∑
kj=1
Efj(.;Un)
{ 1
hN
K
(a− A(tj, kj)eUntj
hN
)
−fj(a;Un)
}
.
(4.15)
Applying the usual technique in kernel estimation (see e.g Van der Vaart (2000)
chapter 24), to each probability density fj(.;Un), we have
Efj(.;Un)
{ 1
hN
K
(a− A(tj, kj)eUntj
hN
)}
=
∫
K(y)fj(a− yhN ;Un)dy,
then from Taylor-Lagrange expansion, we get
Efj(.;Un)
{ 1
hN
K
(a− A(tj, kj)eUntj
hN
)}
−fj(a;Un) =
∫
K(y){fj(a− yhN ;Un)− fj(a;Un)}dy,
= −hNf ′j(a;Un)
∫
yK(y)dy
+
∫
K(y)
∫ 1
0
(hNy)
2f ′′j (a− shNy;Un)(1− s)dsdy,
= h2N
∫ ∫ 1
0
K(y)y2f ′′j (a− shNy;Un)(1− s)dsdy.
(4.16)
But
|f ′′j (a;Un)| = |(e−Untj)3f ′′A(ae−Untj)|,
≤ |f ′′A(ae−Untj)e−Untj | a.s,
hence
1
n
n∑
j=1
∫
|f ′′j (a;Un)|da ≤
∫
|f ′′A(y)|dy a.s. (4.17)
Combining relations (4.15)-(4.17) yields (4.14)
Proof of Theorem 4.2.4.
We have ∫
|Ef̂n(a;Un)− fA(a)|da ≤ I1 + I2,
where
I1 =
∫
EUn |EUn f̂n(a;Un)− fn(a;Un)|da,
I2 =
∫
EUn |fn(a;Un)− fA(a)|da.
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Permuting EUn with
∫
via Fubini theorem, we get
I1 = EUn
{∫
|EUn f̂n(a;Un)− fn(a;Un)|da
}
.
Then from Lemma 4.2.5,
I1 ≤ h
2
N
2
∫
|f ′′A(y)|dy.
Since ẑn is consistent, hence for any j, and for each a, fj(a;Un) → fA(a) in
probability when n → ∞. Thus fn(a;Un) → fA(a) in probability. Moreover,
fA ≥ (fA − fn(.;Un))+ then
fA ≥ EUn{(fA − fn(.;Un))+}. (4.18)
By Lebesgue dominated convergence theorem
EUn{(fA − fn(.;Un))+} → 0. (4.19)
According to Scheffe's theorem∫
|fA(a)− fn(a;Un)|da = 2
∫
(fA(a)− fn(a;Un))+da,
so that
I2 = EUn
∫
|fA(a)− fn(a;Un)|da,
= 2EUn
∫
(fA(a)− fn(a;Un))+da,
= 2
∫
EUn(fA(a)− fn(a;Un))+da.
According to (4.18), (4.19), and Lebesgue convergence theorem, it follows that
the last above integral converges to 0 as n→∞. This ends the proof.
4.3 General extended mortality model
Choice of probability density estimates
From EEM model
Y (tj, kj) = A(tj, kj)e
−z0tj + ε(tj, kj),
we have
Y (tj, kj)e
z0tj = A(tj, kj) + ε(tj, kj)e
z0tj . (4.20)
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Thus the problem to which we are faced is to define an appropriate estimate for
fA.
Assume that the parameter z0 is known and the following assumption holds
(A9) The ε(tj, kj) are distributed as a normal N(0, σ2ε) r.v ε with σ2ε being
known.
Let ΦA,ΦK and ΦA+εj denote the characteristic functions (c.f) of A, K and
A+ εj where εj = εez0tj . Each ΦA+εj(x) can be estimated by
Φ̂A+εj(x) =
1
νj
νj∑
kj=1
1
hN,j
∫
eixyK
(Y (tj, kj)ez0tj − y
hN,j
)
dy,
where
hN,j = hNe
z0tj . (4.21)
Under assumption (A1), for each j, ΦA+εj(x) = ΦA(x) · Φεj(x). Hence the char-
acteristic function of A can be estimated by
Φ̂A(x) =
1
N
n∑
j=1
νjΦ̂A+εj(x)e
σ2j x
2
2 , (4.22)
where σj = σεez0tj , so that
Φ̂A(x) =
1
N
n∑
j=1
νj∑
kj=1
1
hN,j
e
σ2j x
2
2
∫
eixyK
(Y (tj, kj)ez0tj − y
hN,j
)
dy. (4.23)
Proposition 4.3.1. If the characteristic function ΦK of the kernel K satisfies
the following condition
(B7) ΦK(v) is even function and have compact support, that is
ΦK(v) = 0 for v /∈ [−c, c].
then the inverse Fourier transform f˜n of Φ̂A exists and
f˜n(a) =
1
N
n∑
j=1
νj∑
kj=1
1
hN,j
K∗
(Y (tj, kj)ez0tj − a
hN,j
)
, (4.24)
where
K∗(t) =
1
2pi
∫
eivt
(
e
σ2εv
2
2h2
N
∫
eipvK(p)dp
)
dv,
=
1
2pi
∫
eivte
σ2εv
2
2h2
N ΦK(v)dv.
(4.25)
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Proof.
From (4.23) we have
Φ̂A(x) =
1
N
n∑
j=1
νj∑
kj=1
e
σ2j x
2
2
(∫
eix(phN,j+Y (tj ,kj)e
z0tj )K(p)dp
)
,
=
1
N
n∑
j=1
νj∑
kj=1
e
σ2j x
2
2 eixY (tj ,kj)e
z0tj
(∫
eipxhN,jK(p)dp
)
.
Then
Φ̂A(x) =
1
N
n∑
j=1
νj∑
kj=1
e
σ2j x
2
2 eixY (tj ,kj)e
z0tj
ΦK(xhN,j). (4.26)
A simple calculation gives∫
|Φ̂A(x)|dx ≤ 1
N
n∑
j=1
νj∑
kj=1
∫
e
σ2j x
2
2 ΦK(xhN,j)dx,
≤ 1
N
n∑
j=1
νj∑
kj=1
1
hN,j
∫
e
σ2j u
2
2h2
N,j ΦK(u)du,
≤ 1
hN
∫
e
σ2εu
2
2h2
N ΦK(u)du,
where hN,j = hNez0tj ≥ hN and σj = σεez0tj .
Obviously, under assumption (B7),
∫
|Φ̂A(x)|dx < ∞. Hence the inverse
Fourier transform
f˜n(a) =
1
2pi
∫
e−ixaΦ̂A(x)dx (4.27)
exists. Then the relation (4.24) is immediate from (4.26) and (4.27).
Remark 4.3.2. The Vallé Poussin kernel K(x) = 1
2pi
(sin(x/2)
x/2
)2
and the sinc
kernel satisfy condition (B7) since their characteristic function is respectively
ΦK(v) = (1− |v|)I[−1,1](v) and ΦK(v) = I[−1,1](v).
Next proposition gives some properties of K∗ and f˜n
Proposition 4.3.3.
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1. K∗ is a continuous function with the properties
e
σ2εv
2
2h2
N
∫
eipvK(p)dp =
∫
e−ivtK∗(t) dt, (4.28)
∫
K∗(t)dt = 1. (4.29)
2. Each estimate f˜n is a real continuous and bounded function, such that∫
f˜n(a)da = 1. (4.30)
3. For each hN , K∗ is bounded if assumption (B7) is satisfied and if the fol-
lowing additional assumption holds
(B8) sup
v
∣∣∣eσ2εv22h2N ΦK(v)∣∣∣ <∞.
Proof.
The inversion formula implies (4.28). Evaluating relation (4.28) at v = 0
yields (4.29), which implies (4.30).
Property 3 is immediate since
|K∗(t)| ≤ c
pi
sup
v
∣∣∣eσ2εv22h2N ΦK(v)∣∣∣.
All these considerations lead us to propose the following estimates for fA.
Case I. The parameters z0 and σε are known
We choose f˜n defined in (4.24) for estimate fA.
Case II. Only σε is known
We estimate z0 by a LS estimate ẑn, and estimate for fA by
f˜n(a;Un) = f˜n(a; ẑn) =
1
N
n∑
j=1
νj∑
kj=1
1
ĥN,j
K∗
(Y (tj, kj)eẑntj − a
ĥN,j
)
, (4.31)
where
ĥN,j = hNe
ẑntj . (4.32)
Case III. Both the parameters z0 and σ² are unknown.
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(i) If an estimate σ̂n of σε can be obtained, as it has been studied in Chapter
3, then we estimate fA by f˜ ∗n(.;Un) obtained from f˜n(.;Un) while replacing σε by
σ̂n.
(ii) Otherwise consider f˜n(.;Un) as a function f˜n(.;Un, σ) of σ and choose
f˜ ∗n(.;Un) = argmin
σ
v̂arf˜n(.;Un,σ)(A) (4.33)
for estimating fA, where
v̂arf˜n(.;Un,σ)(A) =
∫
(x− ân)2f˜n(x;Un, σ)dx,
with ân being a LS estimator of a0 = EA.
4.4 Simulation study
We simulated L = 100 samples (replications) with the sample size n = 500 and
T = 3 from model D:
Y (tj, kj) = A(tj, kj)e
−z0tj + ε(tj, kj),
and its unnoisy version, that we name model D′
Y (tj, kj) = A(tj, kj)e
−z0tj .
Recall that the parameters of these models are: z0 = 0.2, A have the Gamma(3.5, 1)
distribution, and ε is N(0, 1) distributed.
For model D′, we use the following pdf estimate
f̂A(a, ẑn) =
1
NhN
n∑
j=1
νj∑
kj=1
K
(
Y (tj, kj)e
ẑntj − a
hN
)
,
and for model D, we use both f̂A and the "deconvoluted" pdf estimate
f˜A(a; ẑn) =
1
N
n∑
j=1
νj∑
kj=1
1
ĥN,j
K̂∗
(Y (tj, kj)eẑntj − a
ĥN,j
)
,
with the estimated value σ̂2ε of σ2ε obtained in section 3.5.
For each of the two above estimates, the following kernels are used:
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kernel sinc Vallé de Poussin uniform Gauss
K(x) sin(x)
pix
1
2pi
(
sin(x/2)
x/2
)2
1
2
I[−1,1](x)
1√
2pi
e−
1
2
x2
The simulation results are summarized in the following tables and figures.
K sinc sinc Vallé de Poussin Vallé de Poussin
hN 0.5 1 0.5 1
MISE (f̂A, D′) 0.0003 0.0061 0.0096 0.0311
MISE (f̂A, D) 0.0097 0.0125 0.0215 0.0388
L1 error (f̂A, D′) 0.0449 0.2190 0.2340 0.4364
L1 error (f̂A, D) 0.2306 0.2645 0.3616 0.4991
K uniform uniform Gauss Gauss
hN 0.5 1 0.5 1
MISE (f̂A, D′) 0.0001 0.0011 0.0006 0.0046
MISE (f̂A, D) 0.0102 0.0117 0.0112 0.0155
L1 error (f̂A, D′) 0.0231 0.0677 0.0503 0.1507
L1 error (f̂A, D) 0.2371 0.2566 0.2498 0.3009
Table 4.1:
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K sinc Vallé de Poussin Gauss
hN 0.5 0.5 1
MISE (f̂A, D) 0.0097 0.0215 0.0155
MISE (f˜A, D) 0.0013 0.0167 0.0098
L1 error(f̂A, D) 0.2306 0.3616 0.3009
L1 error(f˜A, D) 0.0800 0.3119 0.2320
(v̂arf̂AA,D) 4.299 5.472 4.651
(v̂arf˜AA,D) 3.708 5.311 4.308
(v̂arf̂AA,D
′) 3.562 4.855 3.975
Table 4.2:
where MISE and L1 error are estimated values of the criteria (from the 100
samples)
MISE(f̂A) =
∫
E(f̂A(x)− f(x))2dx,
L1 error (f̂A) = E
∫
|f̂A(x)− f(x)|dx,
MISE(f˜A) and L1 error (f˜A) are similarly defined, and v̂arf̂A (resp. v̂arf˜AA) is
the computed value of
∫
(a− ân)2f̂A(a, ẑn)da (resp.
∫
(a− ân)2f˜A(a, ẑn)da).
In Table 4.2, results with the uniform kernel are not reported since with this
kernel, we cannot perform a "deconvoluted" pdf estimate.
The following figures illustrate the performance of deconvoluting density esti-
mated function for r.v A.
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Figure 4.1: Performance of deconvolution estimated density f˜A with K is sinc
kernel, hN = 0.5.
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Figure 4.2: Performance of deconvolution estimated density f˜A with K is Vallé
de Poussin kernel, hN = 0.5.
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Figure 4.3: Performance of deconvolution estimated density f˜A with K is Gauss
kernel, hN = 1.
Conclusion
• The pdf estimate f̂A when the parameter z0 is estimated by ẑn, yields very
satisfying results (see Table 4.1) for the unnoisy model D' and thus corrob-
orate its consistency in L1-norm established in subsection 4.2.2. This could
be explained by the good accuracy of the estimate ẑn. The best results are
obtained with the bandwidth 0.5 and the uniform kernel (resp. the sinc
kernel) if L1-norm error (resp. MISE) criterion is used.
• As we expected for model D, the pdf deconvoluted estimated f˜A gives better
results than f̂A mainly with the sinc and Gauss kernels (see Table 4.2)
since, as we have seen in the preceding simulation study, the parameter σ2ε
is estimated with a good precision by the linear regression.
• Simulation results reported in Table 4.2 also corroborate the inequality
v̂arf̂A(A,D
′) ≤ v̂arf˜A(A,D) ≤ v̂arf̂A(A,D)
so that it is judicious to use the criterion (4.33) described in section 4.3,
that is
f˜ ∗A(.;Un) = argmin
σ
v̂arf˜A(.;Un,σ)(A)
to obtain a "deconvoluted" pdf estimate when σε is unknown. However, we
encounter presently practical difficulties in implementing this criterion.
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Chapter 5
Application for genuine data
As described in Chapter 2, the data we consider here are the anchovy egg densi-
ties, that is the egg weights per area unit, collected in the Biscay bay during the
measurement campaign in 1994.
The purpose is to estimate from this data the mortality rate of anchovy eggs
z0, the mean egg abundance a0 that is the anchovy biomass at spawning time.
Figure 5.1 shows a large dispersion of data. As we have explained in Chapter 2,
this may be caused by spatial dispersion and leads us to consider the EEM model
defined in (2.2), that is
Y
(
tj, kj
)
= A
(
tj, kj
)
e−z0 tj + ε
(
tj, kj
)
, tj = j
T
n
, kj = 1, . . . , νj
with Y (tj, kj) denoting the egg densities at age tj and station kj.
Figure 5.2 clearly suggest that the r.v A have an exponential distribution.
Here we have for the whole data
• T = 3.083
• n = 351
• N =
n∑
j=1
νj = 1164
and the νj are distributed as three truncated Gaussian distributions.
We also observe that 40% of the egg densities values are null (we shall discuss
about this point at the end of the chapter), more precisely, if we consider only
the positive egg densities values, we have
• n = 286
• N = 703
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Figure 5.1: A plotting of egg densities data.
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Figure 5.2: Histogram of egg densities data.
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To estimate a0, z0 and the pdf fA of the r.v A, we proceed our two steps pro-
cedure:
Step 1: We use WLS method, which is studied in Chapter 3, to estimate the
mortality rate z0 and mean abundance a0. Then we estimate the variance σ2A and
σ2ε of A and ε resp. by a linear regression.
Step 2: An analysis of the estimated values for σ2A and σ2ε leads to consider
σ2ε = 0. Thus we estimate fA by
f̂A(a; ẑn) =
1
NhN
n∑
j=1
νj∑
kj=1
K
(Y (tj, kj)eẑntj − a
hN
)
.
According to our simulation study in section 4.4, we choose the bandwidth hN =
0.5 and the uniform kernel for K.
From the estimate f̂A(.; ẑn), we compute estimated values of the median, the
quartiles and the variance of A.
Table 5.1 below give estimation results on the parameters a0 and z0. These
are also compared with those obtained by least square fitting the data to the
simple mortality model
Y (tj, kj) = a0e
−z0tj + ε(tj, kj), (5.1)
with ε(tj, kj) i.i.d (0, σ20).
In Table 5.1 below, columns (a) (b) (resp (a') (b')) gives estimation results
obtained with the whole data (resp. after having eliminated the null egg density
values.)
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WLS estimate with EEM model OLS estimate with ordinary model
(a) (a') (b) (b')
ân 7.688 12.549 7.688 12.549
ẑn 0.194 0.186 0.194 0.186
v̂arân 0.305 0.738 1.139 2.792
v̂arẑn 0.001 0.001 0.008 0.007
ĉov(ân, ẑn) 0.020 0.030 0.082 0.123
IC for ân [6.60,8.77] [10.85,14.22] [5.59,9.78] [9.27,15.82]
Table 5.1:
In Table 5.1, the estimated asymptotic covariance matrix Γ
n
is obtained as
follows:
(i) for WLS estimates, it is estimated from formula (3.85) in Theorem 3.4.7
with σ2ε = 0 and σ2A being estimated from f̂A.
(ii) Applying Theorem 3.4.7 or Jennrich (1969) Theorem 7 to the special case
of model (5.1), we obtain the asymptotic covariance matrix Γ0
N
with
Γ0 = σ
2
0
[
c11 c12
c12 c22
]−1
c11 = g0(z0),
c12 = a0
g′0(z0)
2
,
c22 = a
2
0
g′′0(z0)
22
,
g0(z) =
∫ T
0
e−2ztdpi(t)
where similarly as seen in section 3.4, pi is the limit measure on [0, T ] of the
sequence {pin, n ≥ 1} with pin[tj, tj+1[= νj∑n
j=1 νj
. Then estimation of Γ0
N
is ob-
tained while estimating z0 by ẑn in Γ0 and σ20 by the mean square error σ̂20 of the
residuals ε̂(tj, kj), i.e σ̂20 =
1
N
n∑
j=1
νj∑
kj=1
ε̂2(tj, kj).
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When performing with the whole data (resp. with only positive densities),
the estimated value σ̂20 = 217.987 (resp. 324.321).
Table 5.2 below gives estimation results of σ2A and σ2ε by linear regressions.
whole data positive densities
(1) (2) (3) (4)
v̂arA 1295.241 982.293 1848.925 1114.006
v̂arε -193.158 -447.999
MSE 3 715 084 3 707 911 3 771 259 3 775 139
R2 0.0143 0.082 0.025 0.101
Table 5.2:
The values in column (1) (resp. (2)) are obtained with the whole data while
using the linear regression as defined by relation (3.95) in section 3.5 (resp. the
same linear regression but without the constant term, that is
ê2tj = σ
2
Ae
−2ẑntj + ηtj (5.2)
with the notations used in section 3.5).
The symbols MSE and R2 denote as usual, the mean square error and the R
square of the residuals from the linear regressions (3.95) in Chapter 3 and (5.2).
Columns (3) and (4) are similar to columns (1), (2) but with positive density
values.
Analyzing results on the MSE and R2 values in Table 5.2 leads to the following
conclusions:
• The MSE values between columns (1) and (2) (resp. between columns (3)
and (4)) are nearly the same. This indicates that the variance σ2ε cannot
be detected. Hence it is judicious to assume that σ2ε = 0.
• The very small values of the R2 criterion clearly reveal that the estimation of
σ2A by linear regressions is neither adequate nor reliable. Thus, we estimate
σ2A from the pdf estimate f̂A.
Results of step 2 are given in Table 5.3 below and figure 5.3:
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whole data positive egg densities
K uniform uniform
hN 0.5 0.5
v̂arf̂AA 76.266 111.391
med(A) 1.2 4
IQ(A) [0.2,6] [1.6,12]
Table 5.3:
where med(A) (resp. IQ(A)) means estimated median (resp. interquartile inter-
val) of A.
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Figure 5.3: Estimated density f̂A uniform kernel K and hN = 0.5 (whole data).
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Figure 5.4: Estimated density f̂A with uniform kernel K and hN = 0.5 (positive
egg densities).
The data contains about fifteen very large values that could be considered as
outliers. These could yield distortion on the estimation results obtained above,
since the LS methods are very sensitive to outliers. Robust regression are then
needed. In this spirit, we perform new WLS regression on the data while choosing
the weighting:
pj =
{
p if Y tj ≥ age−ẑntj
1− p otherwise
Choosing p = 1
r + 1
leads to perform our WLS regressions, studied in Chapter 3
with the following new ν ′j, j = 1, . . . , n:
ν ′j =
{
νj if Y tj ≥ age−ẑntj
rνj otherwise
Table 5.4 below summarizes the corresponding estimation results for the param-
eters a0, z0 and the pdf fA, with the data containing only positive values.
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r 2 3
ân 11.373 10.977
ẑn 0.173 0.168
v̂arân 0.340 0.221
v̂arẑn 0.0008 0.0006
ĉov(ân, ẑn) 0.015 0.010
IC for ân [10.59,12.88] [10.05,11.90]
v̂arf̂AA 102.149 99.302
med (A) 4 4
IQ(A) [1.6,11.6] [1.6,11.6]
Table 5.4:
In Table 5.4, ag = 100, f̂A is performed with K uniform and hN = 0.5.
Conclusions
1. Table 5.1 clearly shows that the EEM model yields better results than the
ordinary exponential mortality model, since the estimates ân and ẑn are
more accurate and with smaller covariance between them and this, when
using either the whole data or only the positive values of the data.
2. Furthermore, as shown in Table 5.4, using EEM model with weighted re-
gression performed as a robust regression greatly improves the accuracy of
the estimates and reduces in the same time the magnitude of the estimate
ân.
Comments
The distribution of the random variable A which represents the anchovy
biomass at the spawning time is nearly exponential, so that the estimated mean
value ân is very large comparatively with the estimated median of A. Thus using
the estimate ân from a sample to evaluate the whole anchovy biomass in the Bis-
cay bay could lead to a quite large overestimation, mainly if the spatial sampling
is not uniform.
In order to reduce the magnitude of ân, the biologists consider null values of
egg densities as actual data. Howerver, a null value of egg density means that no
egg is collected. Thus a null egg density value at a sampling station could mean
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either anchovy lack of eggs or a total death of the eggs at this place. Moreover,
the proportion between lack of eggs and total egg death is completely unknown.
Thus considering null egg values as actual data seems somewhat arbitrary. A
better solution would be the use of a judiciously chosen robust regression.
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Appendix A
Secant method
A.1 Ordinary least square estimation
The problem consists in finding the least square estimator (ân, ẑn) the function
Qn(a, z) =
n∑
j=1
(Y tj − ae−ztj)2
by a numeric method .
By equating the partial derivatives of the function Qn(a, z) to zero, we get
2
n∑
j=1
(Y tj − âne−ẑntj)(−e−ẑntj) = 0
2
n∑
j=1
(Y tj − âne−ẑntj)(âne−ẑntj)(tj) = 0
which can be rewritten as follows
ân =
∑n
j=1 Y tje
−ẑntj∑n
j=1 e
−2ẑntj
n∑
j=1
(Y tj − âne−ẑn.tj)(e−ẑntj)(tj) = 0.
(A.1)
We then deduce
n∑
j=1
(
Y tj −
∑n
j=1 Y tje
−ẑntj∑n
j=1 e
−2ẑntj e
−ẑn.tj
)
(e−ẑntj)(tj) = 0. (A.2)
We use the secant method to find the solution ẑn of the (A.2) then ân is given by
the first relation in (A.1).
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Algorithme A.1.1. Let Rn(z) =
n∑
j=1
(
Y tj −
∑n
j=1 Y tje
−ztj∑n
j=1 e
−2ztj e
−z.tj
)
(e−ztj)(tj) .
Given the initialization z0 and z1, we have
z2 = z1 −Rn(z1) z1 − z0
Rn(z1)−Rn(z0) ,
thus iteratively
zk+1 = zk −Rn(zk) zk − zk−1
Rn(zk)−Rn(zk−1) .
Then
ak+1 =
∑n
j=1 Y tje
−zk+1tj∑n
j=1 e
−2zk+1tj . (A.3)
A.2 Weighted least square estimation
The problem is to solve numerically
(a˜n, z˜n) = arg inf Qn(a, z)
with
Qn(a, z) =
n∑
j=1
νj(Y tj − ae−ztj)2.
The corresponding extremum equation are:
2
n∑
j=1
νj(Y tj − a˜ne−z˜ntj)(−e−z˜ntj) = 0
2
n∑
j=1
νj(Y tj − a˜ne−z˜ntj)(a˜ne−z˜ntj)(tj) = 0
equivalently 
a˜n =
∑n
j=1 νjY tje
−z˜ntj∑n
j=1 νje
−2z˜ntj
n∑
j=1
νj(Y tj − ae−z˜ntj)(e−z˜ntj)(tj) = 0.
(A.4)
Hence
n∑
j=1
νj
(
Y tj −
∑n
j=1 νjY tje
−z˜ntj∑n
j=1 νje
−2z˜ntj e
−z˜ntj
)
(e−z˜ntj)(tj) = 0.
Similarly as before, the algorithm to find a˜n and z˜n is the following
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Algorithme A.2.1. Let Rn(z) =
n∑
j=1
νj
(
Y tj −
∑n
j=1 νjY tje
−ztj∑n
j=1 νje
−2ztj e
−z.tj
)
(e−ztj)(tj).
Given the initiation z0 and z1, we compute iteratively for k = 1, 2, . . .
zk+1 = zk −Rn(zk) zk − zk−1
Rn(zk)−Rn(zk−1) ,
ak+1 =
∑n
j=1 νjY tje
−zk+1tj∑n
j=1 νje
−2zk+1tj .
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Appendix B
Programme
Some principle programmes for genuine data
Estimate a0 and z0
xlsread Datapositive;
%xlsread Data
p=[]; A= ans; y=A(:,3); l=A(:,2); sig=[]; t=[]; len_p=0; flag=0; for
i=1:length(l)
flag=0;
if(len_p==0)
t(1)=l(1);
len_p=len_p+1;
else for j=1:len_p
if t(j)==l(i)
flag=1;
end
end
if flag==0
len_p=len_p+1;
t(len_p)=l(i);
end
end
end t=t'; T=max(t)
for i=1:length(t)
p(i)=0;
for j=1:length(l)
if(l(j)==t(i))
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p(i)=p(i)+1;
end
end
end
% Find ymean
ymean=[]; k=1; for i=1:length(t)
sum=0;
for j=1:p(i)
sum=sum+y(k);
k=k+1;
end
ymean(i)=sum/p(i);
end ymean=ymean';
%%find LSE z
zi = 0.19; zii = 0.25; g=[]; w=[]; compteur = 0; flag = 1; while
(flag==1)
compteur = compteur + 1;
g=ymean.*exp(-zii*t).*p'; % WLS
w=exp(-2*zii*t).*p';
s1=0;
s2=0;
for i=1:length(t)
s1=s1+g(i);
s2=s2+w(i);
end
a=s1/s2;
temp = zii - (zii - zi)*fweighted(ymean,t,zii,a,p)/
( fweighted(ymean,t,zii,a,p) - fweighted(ymean,t,zi,a,p));
zi= zii;
zii= temp;
if(abs(zi-zii)<0.0001) flag = 0 ;
end
end % while
zii;
%% find LSE a
g1=[]; w1=[]; g1=ymean.*exp(-zii*t).*p'; w1=exp(-2*zii*t).*p';
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s1=0;s2=0; for i=1:length(t)
s1=s1+g1(i);
s2=s2+w1(i);
end a = s1/s2;
% results
a zii
Estimate the density of r.v A and its variance
load('az_real_w_positive');
%load('az_real_w');
%load('az_positive_w_r2');
%load('az_positive_w_r3');
h=0.5 f_A=[]; A_new=[]; b=-2:0.2:50;
%% calculate A_new=Y*exp(zii*tj)
k=1; for i=1:length(t)
for j=1:p(i)
A_new(k)=y(k)*exp(zii*t(i));
k=k+1;
end
end
% Estimate f_A by uniform kernel
f_A(1)=fsin2(A_new,b(1),h,p)/(length(y)); for i=1:(length(b)-1)
f_A(i+1)=fsin2(A_new,b(i+1),h,p)/(length(y));
end
varA=0;
for i=1:(length(b)-1)
varA= varA+(b(i)-a)^2*f_A(i+1)*(b(i+1)-b(i));
end
%result
varA
hold on plot(b,f_A,'m' ) legend('f_Aestimator') hold off
Calculating median and interquartile of A
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%load('real_uni_h05_w');
load('real_uni_h05_w_positive');
%load('real_uni_h05_w_positive_r2');
%load('real_uni_h05_w_positive_r3');
tong=0;
for i=1:(length(b)-1)
if(tong <0.5)
tong=tong+f_A(i)*(b(i+1)-b(i));
med=b(i);
end
end
q1=0;
for i=1:(length(b)-1)
if(q1 <0.25)
q1=q1+f_A(i)*(b(i+1)-b(i));
quan1=b(i);
end
end
q3=0;
for i=1:(length(b)-1)
if(q3 <0.75)
q3=q3+f_A(i)*(b(i+1)-b(i));
quan3=b(i);
end
end
'result'
med quan1 quan3
Robust regression
%load('az_real_w_positive');
a_g=100 r=3 criter= a_g*exp(-zii*t); for j=1:length(t)
if (ymean(j) >criter(j))
p1(j)=p(j);
else p1(j)=r*p(j);
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end
end
%%find LSE z
zi = 0.19; zii = 0.25; g=[]; w=[]; compteur = 0; flag = 1;
while(flag==1)
compteur = compteur + 1;
g=ymean.*exp(-zii*t).*p1'; % WLS
w=exp(-2*zii*t).*p1';
s1=0;
s2=0;
for i=1:length(t)
s1=s1+g(i);
s2=s2+w(i);
end
a=s1/s2;
temp = zii - (zii - zi)*fweighted(ymean,t,zii,a,p1)/
( fweighted(ymean,t,zii,a,p1) - fweighted(ymean,t,zi,a,p1));
zi= zii;
zii= temp;
if(abs(zi-zii)<0.0001)
flag = 0 ;
end
end % while
%% find LSE a
g1=[]; w1=[]; g1=ymean.*exp(-zii*t).*p1'; w1=exp(-2*zii*t).*p1';
s1=0; s2=0; for i=1:length(t)
s1=s1+g1(i);
s2=s2+w1(i);
end a = s1/s2;
% results
a zii
Calculating asymptotic covariance matrix
load('az_real_w_positive');
%load('az_real_w');
n=length(t) z0=zii a0=a
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%varianceA=76.266
varianceA=111.391 sigma0=0 G=[]; V=[]; g0=0; g1=0; g2=0; for
j=1:length(t)
g0=g0+exp(-2*z0*t(j))*p(j);
g1=g1-2*t(j)*exp(-2*z0*t(j))*p(j);
g2=g2+4*t(j)^2*exp(-2*z0*t(j))*p(j);
end g0=g0/n; g1=g1/n; g2=g2/n;
G(1,1)=2*g0; G(1,2)=a0*g1; G(2,1)=G(1,2); G(2,2)=a0^2*g2/2;
m10=0; m11=0; m12=0; m20=0; m21=0; m22=0; for j=1:length(t)
m10=m10+exp(-2*z0*t(j))*p(j);
m11=m11+t(j)*exp(-2*z0*t(j))*p(j);
m12=m12+t(j)^2*exp(-2*z0*t(j))*p(j);
m20=m20+exp(-4*z0*t(j))*p(j);
m21=m21+t(j)*exp(-4*z0*t(j))*p(j);
m22=m22+t(j)^2*exp(-4*z0*t(j))*p(j);
end m10=m10/n; m11=m11/n; m12=m12/n; m20=m20/n; m21=m21/n;
m22=m22/n;
V(1,1)=4*(m20*varianceA+m10*sigma0^2);
V(1,2)=-4*a0*(m21*varianceA+m11*sigma0^2); V(2,1)=V(1,2);
V(2,2)=4*a0^2*(m22*varianceA+m12*sigma0^2);
Gam=inv(G)*V*inv(G)/n
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