We study a general class of birth-and-death processes with state space N that describes the size of a population going to extinction with probability one. This class contains the logistic case. The scale of the population is measured in terms of a 'carrying capacity' K. When K is large, the process is expected to stay close to its deterministic equilibrium during a long time but ultimately goes extinct. Our aim is to quantify the behavior of the process and the mean time to extinction in the quasi-stationary distribution as a function of K, for large K. We also give a quantitative description of this quasi-stationary distribution. It turns out to be close to a Gaussian distribution centered about the deterministic long-time equilibrium, when K is large. Our analysis relies on precise estimates of the maximal eigenvalue, of the corresponding eigenvector and of the spectral gap of a self-adjoint operator associated with the semigroup of the process.
Introduction
We study a general class of birth-and-death processes with state space N that describes the size of a population going to extinction with probability one. For a population of size n ∈ N * , the birth rate is denoted by λ n > 0 and the death rate by µ n > 0. Furthermore, we assume that the quasi-stationary distribution. We also get the existence of a time interval, exponentially long in K, during which the process, if we start from a population of order K, is nearly distributed according to the quasi-stationary distribution. We also prove that the total variation distance between the quasi-stationary distribution and a Gaussian distribution is bounded by 1/ √ K. This Gaussian distribution is centered around ⌊x * K⌋ and its variance is of order K. As a by-product of our analysis we show that the mean time to extinction with respect to the quasi-stationary distribution is given by
where c is a constant independent of K that is explicitly given later on. Roughly speaking, this mean time is exponentially large in K.
Motivated by population extinction in biology, many people attempted to analyze quasi-stationary distributions. But even in the simplest models, like the logistic model, this turned out to be a complicated task. Previous results are mostly based on either Monte-Carlo simulations or uncontrolled approximations based on heuristic ansatzes, see the review paper [20] and also [19, 15] . The present work is the first one in which controlled mathematical approximations are obtained for the quasi-stationary distribution for a class of models encompassing the logistic model.
We are aware of only a few mathematical results related to our work. In [9] , the authors do not study the quasi-stationary distribution but only the mean time to expectation starting from a state of order K for which they obtain the asymptotic behavior in K (see also [21] ). Here we are able to control this quantity for all initial states and also for the quasi-stationary distribution as a starting distribution. In [2] , the authors show that the quasistationary distribution can be approximated in total variation distance by an auxiliary process called the 'returned process'. They also prove a bound for the total variation distance between the law of the process X K t for fixed values of t and the quasi-stationary distribution. This is somewhat related to one of our theorems (Theorem 3.6). Let us also mention the articles [5, 6, 8] about quantitative convergence to quasi-stationarity.
The main tool in this work is the analysis of an operator L that is related to the generator of the killed process. We use a weighted Hilbert space where L is self-adjoint. The operator L has a maximal simple and negative eigenvalue −ρ 0 . The mean time to extinction is exactly 1/ρ 0 . The quasi-stationary distribution is constructed from the corresponding positive eigenvector.The method of analysis of the equation Lu = −ρ 0 u is inspired by matching techniques reminiscent of the WKB method in Physics [11, 17] .
Standing assumptions and notations
In the sequel most quantities will depend on the parameter K. We will not indicate systematically this dependence in the notation, except when we want to highlight it. Recall that λ n = nλ n K , µ n = nμ n K .
(2.1)
In the rest of the paper, the functions x →λ(x) and x →μ(x), defined on R + , are assumed to be positive, differentiable and increasing. In particular, this implies that the sequences (λ n ) n and (µ n ) n are increasing.
From now on, we assume that the following properties for the functions λ andμ hold throughout the paper.
• lim x→+∞λ (x) µ(x) = 0; (2.2)
•λ(0) >μ(0) > 0; (2.3)
• There exists a unique x * ∈ R + such thatλ(x * ) =μ(x * ); (2.4)
•λ ′ (x * ) =μ ′ (x * ); (2.5)
• +∞ x * 2 dx xμ(x) < +∞; (2.6)
• sup
µ(x) < +∞; (2.7)
• The function x → logμ (x) λ(x) defined on R + is increasing.
The function H : R + → R defined by
is assumed to have the following properties:
• H is three times differentiable;
Some comments are in order about the above assumptions. The relevant assumptions from a biological viewpoint are assumptions (2.2), (2.3) and (2.4). The first one means that, when the population size gets large, deaths prevail. The second one means the opposite: at low population size, births prevail. The third one means that there is a unique equilibrium for the associated differential equation. This rules out for instance the so-called Allee effect where there are two non-trivial equilibria. Assumption (2.5) is a genericity property. The remaining assumptions are technical but they are by far true in the logistic case and in many other models.
We shall denote by (X K t , t ≥ 0) the birth-and-death process associated with the rates (λ n ) and (µ n ). Thorough the paper we will use the classical notation π n = λ 1 · · · λ n−1 µ 1 · · · µ n , for n ≥ 2 (2.10) and we set π 1 := 1 µ 1
. The following trivial identity will be used repeatedly.
λ n π n = µ n+1 π n+1 . (2.11)
One can verify that condition (2.2), together with the facts that (µ n ) n is increasing and thatμ(0) is bounded away from zero, imply the following two properties:
The property (⋆) implies absorption of the process at state 0 with probability one. The property (⋆⋆) ensures finiteness of the expectation of the absorption time, that is,
. We refer to [13, p. 384] and [1, chapter 3] for details.
Condition (2.6) implies
(2.13) (See Lemma 9.1 for a proof.) As proved in [10] , this is a sufficient condition for the existence and uniqueness of a quasi-stationary distribution. It turns out that it is a necessary condition as well as it can be deduced from [4] . Condition (2.7) implies sup
This follows from the mean value theorem to the function x → logμ(x). We will assume that π n µ
This is a technical condition that we use in the spectral theory of the operator associated with the process. Finally, let us recall (see e.g. [16] ) that for large K, the process (X K t /K, t ≥ 0) is close to the solution of the ordinary differential equation
during any given finite time interval. Our assumptions imply that the differential equation (2.16) has the unique non-zero equilibrium x * . Observe that, because of assumptions on the functions x →λ(x) and x →μ(x), one
µ(x) < 1 for x > x * . This implies the stability of the equilibrium x * of the deterministic equation (2.16) and, using (2.5), we get
We shall use the notation
This quantity plays a natural role in the sequel. An example. For the logistic birth-and-death process defined in (1.1), we haveλ(x) =λ andμ(x) =μ + x. Ifλ >μ, it is easy to check that all the above conditions are fullfilled. One has n * (K) = ⌊(λ −μ)K⌋.
Statements of the main results

The generator and its spectrum
Our goal is to link the semigroup of the process (X K t , t ≥ 0) 'killed' at 0 to a self-adjoint operator with compact resolvent in an appropriate Hilbert space. The spectral theory for this operator lies at the core of our work.
Let us denote by D the set of sequences with finite support on N * . Define the operatorL with domain D by
We introduce the following weighted space of sequences of complex numbers
where the π n 's are defined in (2.10). The space ℓ 2 (π) is a Hilbert space when endowed with the scalar product
whereū n is the complex conjugate of u n . We shall denote by · π the associated norm. The main content of the following theorem is that one can extend the operatorL to an operator L that is the infinitesimal generator of a positive and contractive semigroup in ℓ 2 (π). Moreover, this operator has a discrete spectrum with a maximal eigenvalue that is simple and negative.
Theorem 3.1 (The operator L, ρ 0 , ϕ and ρ 1 ).
The operatorL is symmetric on D.
It is closable in ℓ 2 (π).
We will denote by L its closure and by D the domain of this closure.
The operator L defines a positive contraction semigroup in ℓ 2 (π). The proof of this theorem is given in Section 4.
L is a dissipative
Remark 3.1. The construction of D is general; see [14, III.5.3] .
For all t > 0, n, m ∈ N * , let
where for each n, e n is defined by e n (k) = δ n,k for k = 1, 2, . . .. A straightforward computation shows that the 'matrix' (P t (m, n)) (m,n)∈N * ×N * is a solution of the Kolmogorov equation
Furthermore, one can verify that there exists some M ≥ 1 such that for all t and all n,
The uniqueness of such a family has been proven in [12, Theorem 14 p . 528] under Assumption (2.12). This implies that the symmetric sub-markovian semigroup (P t , t ≥ 0) is the extension of the transition semigroup of the Markov process (X
In what follows, the solution u 0 = (u 0 n ) n∈N * of the homogeneous equation
such that u 0 1 = 1 will play an important role. Using (2.11) it is easy to verify that
with the convention that
But by (2.15) the last sum tends to +∞ when N goes to infinity.
Estimates of the largest eigenvalue and of the associated eigenvector
Our first main result gives the behavior of ρ 0 and ϕ as functions of K when K gets large. Recall that x * and n * (K) are defined in (2.4) and (2.18), respectively, and that u 0 = (u 0 n ) n is the solution of the homogeneous equation (3.2) . The function H is defined in (2.8) and recall that H ′′ (x * ) > 0 (see (2.5)). 
Moreover, for all K > 1, we have
The proof of this theorem is given in Section 5. Notice that the constant c defined by
is strictly positive by the assumptions on the functionsλ,μ. It will appear several times later on.
Remark 3.3. In the logistic case, one finds
The following theorem provides a lower bound for the spectral gap. 
The proof of this theorem is given in Section 6. 
3.3 Quasi-stationary distribution, survival rate and mean time to extinction
We refer to [18] and [7] for background and more informations about quasistationary distributions. As usual, we shall denote by P ν the law of the process starting from a distribution ν and by P n the law of the process starting from the state n, i.e. starting from the distribution δ n . The corresponding exepectations are respectively denoted by E ν and E n .
Proposition 3.4.
For all K > 1, the probability measure ν = (ν n ) n on N * defined by
is the unique quasi-stationary distribution of the birth and death process.
Note that the quasi-stationary distribution ν depends on K through ϕ. PROOF. In order to prove that ν is a quasi-stationary distribution, we must verify that P ν (X K t ∈ A|T 0 > t) = ν(A) for all t > 0 and for all subsets
Replacing A by N * yields the wanted relation. Since we have uniqueness (by (2.13)), ν must be the quasi-stationary distribution.
Before proceeding with the other results, we observe that the previous proof shows that for all t > 0
The quantity ρ 0 is usually called the exponential rate of survival. The mean time to extinction (starting from the quasi-stationary distribution) is thus
In view of Theorem 3.2, it is of order e cK / √ K for some positive constant c. More precisely, we have the following corollary. 
Note that there is another way to obtain the above estimate of E ν T 0 . Indeed, we have
and since (see [13] )
the estimate can be obtained by using Proposition 3.4 and Theorem 3.2 to deal with ϕ n .
Convergence rate to the quasi-stationary distribution and Gaussian approximation
We denote by d TV (µ (1) , µ (2) ) the total variation distance between two probability measures µ (1) and µ (2) . Recall that
n where P(N) is the powerset of N. The process X K t , t ≥ 0) is said to have a Yaglom limit if there exists a probability measure m on N * such that for every n ∈ N * and for every A ∈ P(N * ) one has
When it exists, the Yaglom limit is a quasi-stationary distribution (whereas the converse is false in general), see [18] .
The following theorem provides a quantitative bound for the distance (in total variation) between the law of the process and a convex combination of the Dirac mass at 0 and the quasi-stationary distribution ν. It also shows that ν is the Yaglom limit of X K t , t ≥ 0) with a quantitative error bound. Recall that −ρ 1 is the second largest eigenvalue of L (see Theorem 3.1).
Theorem 3.6. There exist three strictly positive constants a, c 1 , C such that for all K > 1, for all n ∈ N * and for all t ≥ 0, we have
where
and where u 0 is defined in (3.3). Moreover
In particular, the probability measure ν is the Yaglom limit (in total variation distance) of the process (X
The proof of this theorem is given in Section 7.
Remark 3.5. The proof of the previous theorem consists in establishing the following more explicit estimate: there exist three strictly positive constants a, c 1 , C such that for all K > 1, for all n ∈ N * and for all t ≥ 0, we have
Then we show that the estimates (3.5) and (3.6) follow from (3.7).
Remark 3.6. The estimate (3.5) can be interpreted as follows. Recall that, for K large, ρ 0 is very small. Therefore, if we start with n = O(K) and if 
This inequality highlights the existence of an interval of time during which
the process is either extinct with a probability close to 1 − α n (K) or obeys the quasi-stationary distribution ν with a probability close α n (K). This interval has a length that is roughly exponentially large in K. 
Hence, for K large enough, the estimate (3.6) can be written as
Remark 3.8. Note that for every n ≥ 1, the weights α n (K) appearing in (3.5) can be written as
This follows by adapting the proof of Lemma 9.5.
The last result shows that the quasi-stationary distribution ν is close, as K gets large, to a Gaussian law centered at n * (K). Recall that the function H is defined in (2.8).
Theorem 3.7.
We have
where G K is the probability measure on N * given by
and where
Recall that H ′′ (x * ) > 0 by (2.17) . In the logistic case, one has σ = λ . The proof of this theorem is given in Section 8. 
) and such thatLy (k) converges to y (in ℓ 2 (π)), y = 0. Details are left to the reader.
L defines a positive contraction semigroup in ℓ 2 (π)
The key result in proving this claim is the following.
Proposition 4.1.
For every f ∈ ℓ 2 (π) and every ρ > 0, the equation
It is well-known that the previous bound is a sufficient condition for L to generate a C 0 contraction semigroup Q t in ℓ 2 (π), see e.g. [24, p. 249] .
The proof of this proposition requires two preliminary results.
The operator L N satisfies the following positive maximum principle.
since, by definition of m, v m is maximal. The cases m = 1 and m = N follow similarly.
The lemma is proved.
We now turn to the proof of Proposition 4.1. Let f ∈ D and let N 0 ≥ 1 be such that f n = 0 for all n > N 0 . Applying
We also have that for all N > N 0
For all p ∈ N * we have
It is then easy to show that
) by using (2.2) and (4.1). Hence, since we assume that (2.15) holds, we get
where we used (2.11). Hence, it follows from (4.2) and the previous inequality that
Therefore we obtain
where the right hand side is the largest root of the polynomial function x → ρx 2 − f π x − r N . Since r N tends to 0 by (2.15) when N tends to infinity, sup N u (N) π < ∞. Since a ball in the Hilbert space ℓ 2 (π) is weakly compact [24, p. 126], we can extract from the sequence (u (N) ) a subsequence weakly converging to some u ∈ ℓ 2 (π). Moreover
) is also weakly convergent to f (see above, even strongly convergent in our case), we can apply [14, Problem 5.12, p. 165] to conclude that u ∈ D and (ρ − L)u = f . At this point, we have proved that for all
If f is nonnegative, Lemma 4.3 implies that all the u (N) are nonnegative for N large enough, hence u is nonnegative.
For every w ∈ D, there is a sequence (w (n) ), with w (n) ∈ D for all n, converging to w (in ℓ 2 (π)) with (Lw (n) ) converging to Lw in ℓ 2 (π) (see [14, III.5.2] ). As before,
for all w ∈ D. This implies that the equation
has a unique solution u ∈ D for every f ∈ D. This solution, denoted by R ρ f , satisfies
and it is nonnegative if f is nonnegative. Since D is dense in ℓ 2 (π), the linear operator R ρ can be extended to a linear operator on ℓ 2 (π) with a norm that
Nonnegativity follows easily. This finishes the proof of the proposition. We can now make the proof of statement 2 in Theorem 3.1. Using Proposition 4.1, we can apply [24, p. 249 ] to show that L generates a C 0 contraction semigroup Q t in ℓ 2 (π). For all t ≥ 0, the operator Q t maps nonnegative sequences to nonnegative sequences since this holds for R ρ for all ρ > 0 using [24, formula 3, p. 246].
Compactness, self-adjointness and dissipativity
We are going to verify that each term is uniformly square summable at infinity with respect to the weights (π n ). This is obvious for the first term since lim n→∞ 1 λn+µn+ρ = 0. For the other two terms, by using (2.11), we have for all N ≥ 2
Using (2.2) and (2.14) we conclude that for all ε > 0, there exists
Compactness of the resolvent follows.
If −ρ is an eigenvalue, a corresponding eigenvector u (in ℓ 2 (π)) must satisfy the identities
Therefore, u 1 determines all the u n ′ s. This implies that all eigenvalues are simple. Positivity of the eigenvector associated with the maximal eigenvalue −ρ 0 follows from the fact that the semigroup preserves nonnegativity and the fact that if an eigenvector is orthogonal to any positive function, it would be equal to 0, which is not true.
Self-adjointness and dissipativity. Self-adjointness follows by an argument found in [14, 
Proof of Theorem 3.2
For every small number ρ, we are going to consider sequences (u n ) n satisfying
The strategy will be as follows. If ρ = 0, u 0 is a solution of (5.1) for all n ≥ 1 and the constant sequence 1 is a solution of (5.1) for all n ≥ 2. For small ρ = 0 and n ≤ n * (K), we will look for a solution of (5.1) that is a small perturbation of u 0 . Since u 0 / ∈ ℓ 2 (π) (see Remark 3.2), we cannot use such an argument for large n. For n ≥ n * (K)−1, we will use Levinson's technique (see [17] , [11] ) to prove that there is a solution of (5.1) that is almost constant. Then we will match these two solutions in {n * (K) − 1, n * (K)}. This will be possible for a single value of ρ that has to be ρ 0 . Since (5.1) is a recursion of order 2, this matched sequence is a solution for all n ∈ N * . Finally we will prove that this sequence belongs to D (see Theorem 3.1 for the definition of D).
When
We look for a solution of the form
There exists a constant C > 0 such that for K large enough and for each
a solution of the form v n = u 0 n (1 + δ n ) where
PROOF. It is easy to check that
We impose δ 1 = 0 (i.e. v 1 = 1). We now apply Lemma 9.7 for n ≥ 2 with
For r > s, we have Observing that λ 1 u 0 2 δ 2 = −ρ, we get
Equation (5.3) can be written as
where B is a linear operator defined as
Using Lemma 9.3 and the fact that µ ℓ /λ ℓ < 1 for ℓ ≤ n * (K) − 1, we have the bound
We denote by Ω the complex disk centered at the origin and of radius 1 3 CK log K . For every ρ ∈ Ω, the operator Id − ρB is invertible and δ = (Id − ρB) −1 ρ∆ 0 . It follows from (5.4) that
Therefore, δ is bounded in ℓ ∞ ({1,...,n * (K)}) by 1 2 and 1 + δ n > 0 for all n ≤ n * (K). It also follows that δ = (δ n ) 1≤n * (K) is an analytic function on Ω. We now compute its derivative in Ω: dδ dρ (ρ) = (Id − ρB)
Using (5.4) we get that for every
This finishes the proof of the proposition.
Let C be the constant defined in Lemma 9.1. For K large enough and each
4. w = (w n ) is a smooth function of ρ and
and W n * (K)−1 = 0.
PROOF. Let us define by induction for n ≥ n * (K), 6) with w n * (K)−1 = 0. It is easy to check by using (2.11) that
Equation (5.6) can be written as
where A is a linear operator defined as
The second assertion in Lemma 9.1 yields the following estimates:
We denote by Ω ′ the complex disk centered at the origin and of radius 1 3CK .
Thus, if ρ ∈ Ω ′ , the operator Id − ρA is invertible and w = (Id − ρA) −1 ρW 0 . It follows from (5.7) that
Using (5.7), we get for every
The proof of the proposition is complete.
Matching.
We consider
and K large enough so that C log K > C. With this choice for the interval I, Propositions 5.1 and 5.2 apply for any ρ ∈ I. We will match the solutions obtained in the two previous subsections in the set {n * (K) − 1, n * (K)}, namely u 0 n (1 + δ n (ρ)) for n ≤ n * (K) and 1 + w n (ρ) for n ≥ n * (K) − 1. We will prove that there is a unique ρ ∈ I such that there exists a nonzero constant b such that for n = n * (K) − 1 and n = n * (K), u 0 n (1 + δ n (ρ)) = b(1 + w n (ρ)). We have the following proposition.
The minimal positive zeroρ 0 of f satisfies
where H is defined in (2.8).
PROOF. We are going to find a symmetric interval centered around 0 that contains a unique solution of f (ρ) = 0. Define the auxiliary function g(ρ) = f (ρ) − f (0). One can check, using Propositions 5.1 and 5.2 and Lemma 9.6 that for all ρ ∈ I one has
For all K large enough we have, using Lemma 9.6 items 1 and 4,
Hence
for all K large enough by Lemma 9.6. Therefore the function g is monotone increasing in the interval (−η(K), η(K)) and, since g(0) = 0, we have
Now because
This implies that the equation g(ρ) = −f (0) has a unique solutionρ 0 in
(This is a special instance of a more general result on quantitative estimates in the inverse function theorem derived in [22] .)
It follows from (5.8) that for all
Using (5.10) and statements 1 and 4 in Lemma 9.6, the proposition follows.
We now end the proof of Theorem 3.2. We define a sequenceφ by
where δ n (ρ 0 ) and w n (ρ 0 ) are defined in Propositions 5.1 and 5.2, and
It also follows from these propositions thatφ is bounded and hence belongs to ℓ 2 (π). In addition, we get for n ≥ 1
Let us consider the sequence (φ (k) ) k≥1 of elements in ℓ 2 (π) defined byφ
for n = k µ k+1φk +ρ 0φk+1 for n = k + 1 0 for n > k + 1.
Using assumptions (2.12) and (2.15), we can easily prove that
This implies thatφ ∈ D and Lφ = −ρ 0φ . By Theorem 3.1, the eigenvector ϕ is positive. Hence it cannot be orthogonal in ℓ 2 (π) toφ that is strictly positive by Propositions 5.1 and 5.2. Since L is self-adjoint, this implies that ρ 0 =ρ 0 and ϕ =φ.
By Assumption (2.9), it follows that
). Therefore, using Proposition 5.3 we obtain
The estimate for ϕ follows from Propositions 5.1 and 5.2.
6 Proof of Theorem 3.3
A Poincaré inequality
The proof is based on a Poincaré inequality for the Dirichlet form defined for y ∈ D by E (y) = − y, Ly π .
Recall that ϕ is the eigenvector associated to the maximal eigenvalue −ρ 0 of L (see Theorem 3.1).
Proposition 6.1.
For every y ∈ D such that ϕ, y π = 0, we have
(6.1)
PROOF. Take any y ∈ D. This implies that there exists some integer N such that y n = 0 for all n > N . We then have y q π q ϕ q .
By Cauchy-Schwarz inequality we get
and
Using that y N +1 = 0 and (2.11) we obtain
Note also that (since y N +1 = 0 and using (2.11))
π , and we get from (6.3) and the previous estimate
We now derive an upper bound for T 2 . We now use the assumption that y is such that ϕ, y π = 0 on the top of being such that y n = 0 for all n ≥ N + 1. In other words
Letñ be a fixed integer over which we will optimize later on. Then we get, using Cauchy-Schwarz inequality,
We used (6.5) for the second equality, that is, n q=1 y q ϕ q π q = − ∞ q=n+1 y q ϕ q π q . Combining (6.4) and the previous bound we thus get that, if ϕ, y π = 0,
where g has been defined in (6.2) . This implies (6.1) on D by closure.
Lower estimate for the spectral gap
Lemma 6.2. The spectral gap is bounded below by g defined in (6.2):
Let us consider an eigenvector y ∈ D with eigenvalue −ρ 1 . Since L is self-adjoint in ℓ 2 (π), we have ϕ, y = 0. Therefore we get from inequality (6.1) in Proposition 6.1
and the result follows.
From what precedes, the proof of Theorem 3.3 boils down to prove the following proposition.
log K where g is defined in (6.2).
Before giving the proof of this proposition, we introduce the following technical quantities. Let
Observe that x * * < ∞ because of (2.2). Also observe that x * < x * * by the assumptions made on the functionsλ andμ. We also define n * * (K) = ⌊x * * K⌋. (6.7)
We will also need to introduce an integer n * * * (K) that is defined as follows. By the assumptions made on the functionsμ andλ (see (2.3) and (2.4)), there exists a number θ such that
Thus we can define the following real number (that is strictly smaller than x * ).
Then we define the integer n * * * (K) = ⌊x * * * K⌋.
We now turn to the proof of Proposition 6.3. PROOF. From Lemma 9.3 and Theorem 3.2, we have
(6.10)
We now derive an upper bound for each sum. We first deal with the second sum in (6.10). To this end we write
where n * * (K) is defined in (6.7). Using Young's inequality and Lemma 9.1, we first get
Next we have
We used several facts: (µ q ) is increasing,μ(x) ≥μ(0) > 0, and the integers n * (K), n * * (K) are of order K. Finally we have, using Lemma 9.4 and the numbers Λ n,m defined just before that lemma,
For x * ≤ s ≤ x * * (see (6.6) for the definition of x * * ) we have for some positive constantĉ
Hence we get
where we have isolated the term q = n + 1 that gives O(1). We introduce the new variables p = q + n + 1 and r = q − n − 1 to get
We now turn to the sum running from 1 to n * (K) in (6.10). We write
By using (2.3) and inverting the order of summations we get
where n * * * (K) is defined in (6.9). We estimateŜ 2 as follows.
The last estimate follows by splitting the second sum from 1 to n * * * (K)/2 and from n * * * (K)/2 to n * * * (K) − 1. Finally, we have the estimateŝ
for some constant c 2 > 0, hencê
(n−q)(2Kx * −q−n) .
We now use the variables p = q + n and r = q − n,
Gathering all the bounds, we get the desired result.
7 Proof of Theorem 3.6
Preliminary estimates
We first derive some useful estimates. Recall that the constant c has been defined in (3.4) .
PROOF. Recall that
Assume that K is large enough so that Propositions 5.1, 5.2 and Lemma 9.3 apply. We obtain
We split this sum into three sums, s 1 , s 2 and s 3 , that we define and estimate as follows. We have
since in this range Λ ℓ+1,j ≤ θ ℓ−j+1 and µ j ≥ jμ(x * ). Next we have
We use the fact that Λ ℓ+1,n * * * (K)+1 ≤ 1 and Λ n * * * (K),j ≤ θ n * * * (K)−j to get
that can be seen by estimating the sums from 1 to n * * * (K)/2 and from n * * * (K)/2 to n * * * (K) − 1. Finally
where we first interchange the summations and then follow a very similar argument as in the estimate of S 3 in the proof of Proposition 6.3. Therefore we obtain
Now observe that
Since (u 0 j ) is monotone increasing and using Lemma 9.3 we get
as we have seen above. Using (7.1) we have
The result follows using (7.2), (7.3), Lemma 9.3, and the estimation
where the first inequality follows again from Lemma 9.3 and the definition of V , while the second inequality is the lower bound in statement 5 in Lemma 9.6.
Note that for every A ∈ P(N * ), ½ A ∈ ℓ 2 (π).
There existsC > 0 such that for all t ≥ 0, for all K > 1 and for all n ∈ N * , we have
where c is defined in (3.4). Again by spectral theory and Cauchy-Schwarz inequality
The result follows from the definition of P t (see (3.1)) using statement 5 of Lemma 9.6.
The estimate in Proposition 7.2 is not satisfactory for n large since π n tends to 0 as n tends to infinity. In fact, we can use the descent from infinity to get an estimate on the error that is uniform in n.
There exist three strictly positive constants a, c 1 , C ′ such that for all t ≥ 0, for all K > 1 and for all n ∈ N * , we have
From the proof of Proposition 2.3 in [3] we obtain sup n≥n * * (K)
One can prove that a > 0 (see Lemma 9.2 for a proof). Using Chebyshev inequality we get for all t > 0 sup n≥n * * (K)
For every n ≥ n * * (K), we have
By the strong Markov property we have
Using Proposition 7.2 and Lemma 9.4 we obtain
where c 1 > 0 is a constant independent of n, t, A and K. Using CauchySchwarz inequality we obtain, using (7.4) and (7.5),
t for all t > 0 and for K large enough so that 2ρ 0 ≤ a. Hence
t where we used the identity E n e ρ 0 T n * * (K) = ϕn ϕ n * * (K) for all n ≥ n * * (K). This identity comes from the fact that the process
is a martingale (where we write ϕ(n) instead of ϕ n for the sake of readability). This relies on the equation Lϕ = −ρ 0 ϕ. The identity then follows from the Martingale Stopping Theorem (see e.g. [23] ). Therefore we obtain
for all n ≥ n * * (K). The same bound holds for all n < n * * (K) using Proposition 7.2.
Proof of Theorem 3.6
We first establish inequality (3.7). Observe that for every B ∈ P(N)
Inequality (3.7) follows by using twice Proposition 7.3. This implies the first inequality in the theorem using Proposition 7.1, Theorem 3.2 and statement 3 in Proposition 5.1. The second inequality in the theorem is proved as follows. Let t 1 (K) be such that for all t ≥ t 1 (K)
We start by considering t ≥ t 1 (K). We have using Proposition 7.3
The bound follows using again Proposition 7.3, Proposition 7.1, Lemma 9.3 (twice), Theorem 3.2 and Propositions 5.1 and 5.2. To have the bound for all t < t 1 (K), observe that the left-hand side is at most equal to 2. The bound follows by eventually taking a larger constant (uniformly in n, K and t).
Proof of Theorem 3.7
Let K be large enough such that n 1 = n * (K) − √ K log K > 0 and n 2 = n * (K) + √ K log K < n * * (K). We have
For n ≤ n 1 , Λ n * (K),n is increasing, µ n ≤ O(1)K and µ n * (K) ≥ 1 (K large). Therefore using Lemma 9.4 we get
Using Lemma 9.3, Propositions 5.2 and 5.1, and Theorem 3.2 this implies
n,n * (K) is decreasing, µ n ≤ O(1)K and µ n * (K) ≥ 1 (K large), therefore using Lemma 9.4 we have (since
For n ≥ n * * (K) we have
Using Lemma 9.3, Propositions 5.2 and 5.1 and Theorem 3.2 this implies
Finally, for n * (K) ≤ n ≤ n 2 , using Lemma 9.4 we have
The same estimate holds for n 1 ≤ n ≤ n * (K).
It is easy to verify using Lemma 9.3, Propositions 5.2 and 5.1, Theorem 3.2 and Lemma 9.4 that for n 1 ≤ n ≤ n 2
This implies for n 1 ≤ n ≤ n 2
Therefore, setting
we obtain
We also observe that
for some positive constantc. Theorem 3.7 follows after some easy manipulations of the normalizations.
9 Appendix: some technical lemmas and estimates
. Recall that we assume that I < +∞ (see (2.6)).
This proves the first estimate. Next, by definition of n * (K), n * * (K) and x * * (see Section 2 and Subsection 6.2), we have
where we set C = (x * * + 1)I and where we used Young's inequality to get the second inequality.
The quantity
where n * * (K) is defined in (6.7), is strictly positive.
PROOF. The proof follows immediately from the above proof noticing that
Recall that u 0 is defined in (3.3).
There exists a constant C > 0 such that for all K large enough, and for all
PROOF. We take K large enough such that
where x * * * is defined in (6.8) . Observe that u 0 n is increasing hence for n ≤ n * (K)
where C > 0 is independent of K.
For n > m let
By convention we set Λ n,n = 1. We have the following lemma.
For all m, n ∈ N * such that n > m we have
where H is defined in (2.8) and where sup m,n,K |c(m, n, K)| < ∞.
PROOF. By definition (2.1)
where h(s) := log μ(s)/λ(s) (H ′ (s) = h(s)). Using the trapezoidal rule we get
. Therefore, using (2.9), we obtain
The results follows.
Lemma 9.5.
The first sum (plus 1) is equal to
The second sum is bounded similarly and we get
The lemma is proved. We start by estimating I 3 . We again make use of Lemma 9.4. ≤ O(1) K using the monotonicity of (µ n ) n and the definition of n * * (K). We now estimate I 2 . . is done similarly by decomposing the sum into three sums with the same ranges as before. The estimation for D(K) follows immediately from the above estimates and Lemma 9.5. Finally, the upper bound in statement 5 is obtained as follows. We have π n .
The second sum is estimated by using the fact that λ j /µ j < 1/2 for j ≥ n * * (K). The first sum is split into a sum from 1 to n * * * (K) and a sum from n * * * (K) + 1 to n * * (K). In both cases, we use Lemma 9.4 and the steepest descent method for the sum from n * * * (K) + 1 to n * * (K). The lower bound in statement 5 is obtained using Consider the linear equations α n w n+1 + β n w n−1 − (α n + β n )w n = h n (9.1)
where (α n ) n≥1 , (β n ) n≥1 and (h n ) n≥1 are given sequences of real numbers. The coefficients α n and β n are positive. Define Note that for r ≥ s ≥ q Θ r,s = Θ r,q Θ s,q .
We have the following lemma. 
