Modern computed tomography ͑CT͒ scanners use cone-beam configurations for increasing volume coverage, improving x-ray-tube utilization, and yielding isotropic spatial resolution. Recently, there have been significant developments in theory and algorithms for exact image reconstruction from cone-beam projections. In particular, algorithms have been proposed for image reconstruction on chords; and advantages over the existing algorithms offered by the chord-based algorithms include the high flexibility of exact image reconstruction for general scanning trajectories and the capability of exact reconstruction of images within a region of interest from truncated data. These chord-based algorithms have been developed only for flat-panel detectors. Many cone-beam CT scanners employ curved detectors for important practical considerations. Therefore, in this work, we have derived chord-based algorithms for a curved detector so that they can be applied to reconstructing images directly from data acquired by use of a CT scanner with a curved detector. We have also conducted preliminary numerical studies to demonstrate and evaluate the reconstruction properties of the derived chord-based algorithms for curved detectors.
I. INTRODUCTION
Cone-beam configurations are becoming widely adopted in modern computed tomography ͑CT͒ systems for increasing volume coverage, improving x-ray-tube utilization, and yielding isotropic spatial resolution. In the past few years, significant breakthroughs have been made in theory and algorithms for exact image reconstruction from cone-beam projections 1-4 acquired with a helical scanning trajectory. Unlike the previously proposed Radon-transform-based algorithms, [5] [6] [7] [8] these new algorithms 1-4 invoke only onedimensional ͑1D͒ filtration of the data derivative and reconstruct images directly from data without converting them into the Radon transform of the object function. In particular, Zou and Pan 3, 4 proposed a formula for image reconstruction on PI-lines 8, 9 in helical cone-beam scans. Based upon this formula, the backprojection-filtration ͑BPF͒ algorithm 3, 4 and the filtered-backprojection ͑FBP͒ algorithm 10 have been developed for image reconstruction on PI-lines from helical cone-beam data. Recently, successful effort has been devoted to generalize the BPF algorithm [11] [12] [13] [14] [15] and the FBP algorithm 14, 16 to reconstruct images from data acquired with general cone-beam trajectories. Algorithms for image reconstruction on the M-lines were also developed. 12, 17 One of the important features of the BPF algorithm is that it can exactly reconstruct an image within a region of interest ͑ROI͒ from projection data containing both longitudinal and transverse truncations. 12, 18, 19 On the other hand, the FBPbased algorithms 2, 10 cannot be applied to reconstructing exact ROI images from transversely truncated data because the algorithms invoke, at each view, 1D filtering that requires full knowledge of data. Most recently, a new algorithm 14, 20 was developed, which, like the existing FBP algorithms, invokes 1D filtering of the data derivative before its backprojection to the image space. However, because the data filtering can be carried out over a line segment of finite length on the detector, this algorithm, like the BPF algorithm, is capable of reconstructing exactly ROI images from data containing both longitudinal and transverse truncations. Therefore, in an attempt to differentiate it from the existing FBP-based algorithms, this algorithm has been referred to as the minimum-data FBP ͑MDFBP͒ algorithm.
and they need to be modified for a curved detector so that they can be applied to reconstructing images directly from data acquired by use of CT scanners with curved detectors. In this work, we derive the chord-based BPF, MDFBP, and FBP algorithms for a curved detector. This paper is organized as follows. In Sec. II, we discuss the curved detector and scanning trajectories. In Sec. III, we derive the chord-based BPF, MDFBP, and FBP algorithms for a curved detector. In Sec. IV, we perform preliminary numerical studies to demonstrate and evaluate the reconstruction properties of the derived chord-based algorithms. In Sec. V, we make final remarks about the algorithms' practical implications, evaluation, and generalization.
II. CONE-BEAM SCAN WITH A CURVED DETECTOR
The current chord-based BPF, MDFBP, and FBP algorithms were developed for cone-beam CT with a flat-panel detector. For practical reasons, however, many CT scanners, including clinical CT scanners, use curved detectors for data acquisition, preventing the applications of the current chordbased algorithms to reconstructing images directly from data acquired with a curved detector. We generalize below these chord-based algorithms so that they can reconstruct images directly from data acquired by use of a cone-beam CT system with a curved detector.
A. Scanning trajectory
The chord-based reconstruction algorithms can accommodate a general trajectory. In Fig. 1 , we display a scanning configuration with a general source trajectory in which a fixed-coordinate system ͕x , y , z͖ on the imaged object was introduced. A source trajectory can thus be characterized by a three-dimensional ͑3D͒ vector, r 0 ͑s͒ = ͑x͑s͒ , y͑s͒ , z͑s͒͒, where x͑s͒, y͑s͒, and z͑s͒ denote the x-, y-, and z-components of r 0 ͑s͒ in the fixed-coordinate system, and s is a path-length parameter indicating the position of the x-ray source on the trajectory. We divide the general trajectories that can be dealt with the chord-based reconstruction algorithms into two categories: Smooth trajectories and trajectories that have a finite number of kinks, where dr 0 ͑s͒ / ds does not exist. In clinical CT, a smooth trajectory can be achieved is the general helical trajectory, which is mathematically expressed as
in which the rotation axis is assumed to coincide with the z-axis. This general helical trajectory has a variable pitch dh 0 ͑s͒ / ds, 22,23 a variable radius R 0 ͑s͒ ͑i.e., the distance between the source and rotation axis͒, and a tilted angle .
24,25
The circle-line trajectory is a trajectory with kinks, and can be expressed in terms of path length as
where R indicates the radius of the path circle, and the path line is within y-z plane, which has an angle ␣ radians with respect to z-axis.
B. Curved detectors
We display in Fig. 1 a cone-beam configuration with a curved detector that is used in a clinical CT scanner. In additional to the fixed-coordinate system, we also introduce a rotation-coordinate system ͕u , v , w͖ whose origin is fixed on the source point. In the fixed-coordinate system, the three unit vectors of the rotation-coordinate system can be written as
The scanning configuration with a curved detector ͑shaded surface͒ and a source over a general trajectory ͑thick curve͒. The rotation-coordinate system ͕u , v , w͖ has its origin on the source point r 0 ͑s͒, its v-axis along the z-axis of the fixed-coordinate system ͕x , y , z͖ on the object, and its w-axis intersects perpendicularly the central point O of the curved detector. Consider a ray from the source intersecting the curved detector ͑thick line͒, its projection line onto the u-w plane forms an angle ␥ with respect to the negative w-axis. The area enclosed by the dotted lines depicts a flat-panel detector, which is parallel to the u-v plane. The flat-panel and curved detectors are assumed to share the same central point O. The angle is formed by the projection of vector r 0 ͑s͒ onto the x-y plane with respect to the x-axis.
where the superscript T denotes a matrix transpose, and is determined by sin = y͑s͒ / ͓ ͱ x͑s͒
Clearly, the v-axis is parallel to the z-axis. We also assume that the w-axis intersects the curved detector at its central point O and is perpendicular to a plane tangential to the curved detector at the central point O. For a point r in the image space, its components u 0 , v 0 , and w 0 along the u-, v-, and w-axis of the rotation-coordinate system can be written as
We consider in this work a curved detector that resembles those used in clinical scanners. The curved detector can be interpreted as a part of a cylindrical surface, on which the source trajectory resides. Therefore, in this situation, one can use two parameters ␥ and v to specify a point of interest on the curved detector, where ␥ denotes the angle formed by the negative w-axis and the projection line, onto the u-w plane, of the ray connecting the point of interest and the source point, and v indicates the distance, along the v-axis, between the point of interest and the central point O of the curved detector. In the rotation-coordinate system, a point of interest ͑␥ , v͒ on the curved detector can be expressed as
where S͑s͒ denotes the distance from the x-ray source to the central point O of the curved detector for view s. It should be noted that ␥ is a signed angle, as shown in Fig. 1 , and satisfies ␥ ͓−␥ m , ␥ m ͔, where ␥ m indicates the half-fan angle in the u-w plane subtended by the curved detector. The cone-beam projection of the object function f͑r͒ along a ray passing through a point r can be written as
where the ray direction ␤ is given by
Using Eqs. ͑3͒-͑5͒, one can show that this ray intersects the curved detector at a point ͑␥ , v͒:
The chord-based algorithms were developed previously for a fiat-panel detector. Without loss of generality, we assume that the flat-panel detector, as shown in Fig. 1 , is parallel to the u-v plane of the rotation-coordinate system and that its central point coincides with that of the curved detector. Let ͑u f , v f , w f ͒ denote the point at which the ray with a direction ␤ intersects the flat-panel detector. It can be shown that
Let P c ͑s , ␥ , v͒ and P f ͑s , u f , v f ͒ denote the projections of the object function f͑r͒ onto the curved and flat-panel detectors. Comparison of Eqs. ͑8͒ and ͑9͒ thus indicates that, when
the projections of the object function onto the curved and flat-panel detectors are identical, i.e.,
The result in Eqs. ͑10͒ and ͑11͒ reveals the relationship between projections on the curved and flat-panel detectors; and, as will be shown below, it provides the basis for the derivation of the chord-based reconstruction algorithms for a curved detector.
III. CHORD-BASED RECONSTRUCTION ALGORITHMS

A. Chords
The concept of chords plays a key role in our chord-based reconstruction algorithms. For a continuous trajectory shown in Fig. 2 , a chord-line is defined as a straight line connecting any two points, r 0 ͑s a ͒ and r 0 ͑s b ͒, on the trajectory. It should be pointed out that the trajectory can have a finite number of kinks at which its derivatives dr 0 ͑s͒ / ds may not exist. Without loss of generality, we assume s b Ͼ s a . Furthermore, we refer to the segment of the chord-line between r 0 ͑s a ͒ and r 0 ͑s b ͒ as the chord and use 1 and 2 to denote the endpoints of a chord. Therefore, for any point on the chord, its coordinate can be written as
where c ͓ 1 , 2 ͔, and the direction of the chord is defined as
As displayed in Fig. 2 , let sa and sb denote the two endpoints of the intersection of a chord with the support of the object function; and we refer to such an intersection as the support segment. Because the trajectory under consideration never intersects with the object, the support segment is always shorter than the corresponding chord, i.e., ͓ sa , sb ͔ ʚ ͓ 1 , 2 ͔.
B. The chord-based algorithms for flat-panel detectors
For a chord determined by s a and s b , the trajectory segment between s a and s b can have a finite number of kinks at which the derivative dr 0 ͑s͒ / ds does not exist. Without loss of generality, the trajectory between s a and s b is assumed to contain N kinks at s i , where i =2,3, ... ,N +1, s 1 = s a , and s N+2 = s b . We summarize below the chord-based algorithms for a flat-panel detector.
The BPF algorithm for a flat-panel detector
We consider image reconstruction on a chord specified by s a and s b . A ray that coincides with the chord must originate from a source point at either s a or s b . When the ray is from s a , we use u fa and v fa to denote its intersection with the flat-panel detector. The BPF algorithm reconstructs f͑r͒ on the chord by first backprojecting the data derivative, followed by filtering the backprojection image over the chord; and it can be expressed as
͑15͒
A and B are two pre-selected parameters satisfying
which is given by
The coordinate c of a point on the chord is related to r through Eq. ͑12͒ and subsequently related to ͑u f , v f ͒ through Eq. ͑9͒, and the term P f ͑s a , u fa , v fa ͒ denotes the known projection of the object function along the chord. It has been shown 3 that the BPF algorithm can reconstruct exactly images from data less than that required by any existing algorithms. In this sense, the BPF algorithm requires minimum data for exact image reconstruction. Furthermore, because the function ⌸ c ͑ c Ј͒ has a support ͓ A , B ͔, which satisfies ͓ A , B ͔ ʖ ͓ sa , sb ͔ and can thus be selected as tight as ͓ sa , sb ͔, the filtering step in Eq. ͑14͒ may require knowledge of projection data only over the support segment, i.e., c Ј ͓ sa , sb ͔, thus allowing the BPF algorithm to reconstruct exactly ROI images from projection data containing longitudinal and/or transverse truncations. 18, 19, 26 Conversely, the existing FBP-based algorithms 2,10 cannot reconstruct exactly any ROI images from data containing transverse truncations.
The MDFBP algorithm for a flat-panel detector
Based upon the BPF algorithm in which the backprojection of the data derivative is performed prior to the filtering of the backprojection image, we have also derived previously an algorithm in which the data derivative is filtered along a line-segment on the detector prior to its backprojection onto the chord. 20 This algorithm was obtained by switching the order of the backprojection step ͓i.e., the integration over s in Eq. ͑15͔͒ and the filtering step ͓i.e., the integration over c Ј in Eq. ͑14͔͒ and can be expressed as
Illustration of the chord-line, chord, and support segment for a general scanning trajectory. A chord-line is a straight line connecting any two points, r 0 ͑s a ͒ and r 0 ͑s b ͒, on the trajectory; the chord is referred to as the segment of the chord-line between r 0 ͑s a ͒ and r 0 ͑s b ͒; and the support segment is the portion of the chord within the support of the object function ͑shaded circular area͒. We use 1 and 2 to denote the two endpoints of the chord and sa and sb to denote the two endpoints of the support segment on the chord. Because the trajectory never intersects the object support,
͑17͒
where
w 1 and w 2 are the projections of vectors -͓r 0 ͑s a ͒ − r 0 ͑s͔͒ and -͓r 0 ͑s b ͒ − r 0 ͑s͔͒ onto the direction ê w , as shown in Fig. 3 . For each source position s, w 1 and w 2 can be calculated by
The variables u c , u c Ј, u A , and u B denote the cone-beam projections of c , c Ј, A , and B onto the detector as shown in Fig. 4 . For any point on the chord, its cone-beam projection u onto the detector can be written as
where 1 and 2 denote the endpoints of the chord. For example, for point c in Fig. 4 , its cone-beam projection u c on the detector can be obtained by replacing with c in Eq.
͑20͒.
As shown in Eq. ͑17͒, similar to the existing FBP-based algorithms, this algorithm performs data-derivative filtering ͑i.e., the integration over u c Ј͒ prior to its backprojection ͑i.e., the integration over s͒. Because this algorithm was derived from the BPF algorithm, it can also reconstruct exact images from minimum data and can accommodate exact ROI-image reconstruction from projection data containing truncations. Therefore, we refer to this algorithm as the minimum-data filtered-backprojection ͑MDFBP͒ algorithm, in an attempt to reflect, on one hand, its minimum-data requirement and, on the other hand, its operation-order similarity to the existing FBP-based algorithms.
The FBP algorithm for a flat-panel detector
We have also developed an FBP algorithm for image reconstruction on a chord from cone-beam projections, which can be written as
where u c indicates the cone-beam projection, onto the detector, of a point c on the chord and is determined by replacing with c in Eq. ͑20͒. It can be observed in Eq. ͑21͒ that the chord-based FBP algorithm reconstructs the image by first filtering the data derivative ͑i.e., the integration over u c Ј͒ and then backprojecting the filtered data onto the chord ͑i.e., the integration over s͒. As the filtering is carried out over the projection of the entire chord-line, similar to other existing FBP-based algorithms, the chord-based FBP algorithm cannot exactly reconstruct ROI images from data containing transverse truncations.
C. Chord-based reconstruction algorithms for curved detectors
As Eqs. ͑14͒, ͑17͒, and ͑21͒ show, the chord-based BPF, MDFBP, and FBP algorithms involve the computation of the data derivative ‫ץ͑‬ / ‫ץ‬s͒P f ͑s , u f , v f ͉͒ ␤ . Using Eqs. ͑9͒ and ͑11͒, we have previously re-expressed the data derivative in terms of the flat-panel-detector coordinates as 
Therefore, using Eq. ͑22͒ in Eqs. ͑14͒, ͑17͒, and ͑21͒, we obtain the final forms of the BPF, MDFBP, and FBP algorithms for a flat-panel detector. One of the benefits 27, 21, 10 of rewriting the data derivative in terms of the flat-panel-detector coordinates u f and v f is that it can improve the numerical stability of the reconstruction algorithms. 27 We can obtain the chord-based BPF, MDFBP, and FBP algorithms for a curved detector by re-expressing the data derivative ‫ץ͑‬ / ‫ץ‬s͒D͑r 0 ͑s͒ , ␤ ͉͒ ␤ in terms of the curved-detector coordinates. Again, using Eq. ͑11͒, one obtains
Based upon Eq. ͑10͒, one can show that
Using Eq. ͑24͒ into Eq. ͑23͒ yields
Substituting Eq. ͑25͒ into Eq. ͑22͒, we can finally reexpress the data derivate in terms of the curved-detector coordinates as
where AЈ͑␥ , v͒ = ͓ ͱ S 2 ͑s͒ + v 2 ͔ / cos ␥.
The BPF algorithm for a curved detector
For a given point c Ј on a chord specified by s a and s b , one can determine its projection onto the curved detector for a source point at s ͓s a , s b ͔. Specifically, substituting rЈ, which is obtained by use of c Ј in Eq. ͑12͒, into Eq. ͑8͒, one obtains the coordinates ␥ c Ј and v c Ј of the projection of c Ј on the curved detector. Therefore, the backprojection image can be re-expressed as
where Ṕ c ͑s , ␥ c Ј, v c Ј͒ is given by Eq. ͑26͒.
Also, a ray that coincides with a chord specified by s a and s b must be from a source point at either r 0 ͑s a ͒ or r 0 ͑s b ͒ on the trajectory. Let ␥ a and v a denote the intersecting point of this ray on the curved detector. Therefore, we have
Finally, using Eqs. ͑27͒ and ͑28͒ in Eq. ͑14͒ yields the BPF algorithm for a curved detector
The MDFBP algorithm for a curved detector
For given u c Ј and s ͓s a , s b ͔ in Eq. ͑17͒, one can use Eq. ͑20͒ to determine c Ј on a chord specified by s a and s b . As discussed in Sec. III C 1 above, for this point c Ј, one can subsequently determine its cone-beam projection ͑␥ c Ј, v c Ј͒ on the curved detector. Therefore, using this result and Eqs. ͑26͒ and ͑28͒ in Eqs. ͑17͒ and ͑18͒, we obtain the MDFBP algorithm for a curved detector as
͑30͒
in which Ṕ c ͑s , ␥ c Ј, v c Ј͒ is given by Eq. ͑26͒.
The FBP algorithm for a curved detector
As discussed in Sec. III C 2 above, for given u c Ј and s ͓s a , s b ͔ in Eq. ͑21͒, one can determine the corresponding ͑␥ c Ј, v c Ј͒ on the curved detector. Therefore, using this result and Eq. ͑26͒ into Eq. ͑21͒, we obtain the FBP algorithm for a curved detector as
IV. NUMERICAL STUDIES
We have implemented the chord-based BPF, MDFBP, and FBP algorithms in Eqs. ͑29͒, ͑30͒, and ͑32͒, respectively, for a curved detector. We have also performed preliminary numerical studies to demonstrate and evaluate the reconstruction properties of the derived chord-based algorithms. The intention of these preliminary studies on reconstruction accuracy, resolution, and noise is to provide a "first-order" analysis of the chord-based BPF, MDFBP, and FBP algorithms in terms of different image metrics. As such, we use computational parameters necessary to obtain the image metrics presented. In the numerical studies, different scanning trajectories were considered.
A. Chords selection
The chord-based algorithms described above reconstruct images on chords. One obtains the final image by converting the chord images onto the Cartesian grids. For a general scanning trajectory r 0 ͑s͒, we use r 0 ͑s min ͒ and r 0 ͑s max ͒ to denote its starting and ending points. We assume that projections P c ͑s i , ␥ , v͒ are measured at M source positions s i uniformly distributed over ͓s min , s max ͔. Namely, s i = s min + ͑i −1͒⌬s, where ⌬s = ͑s max − s min ͒ / ͑M −1͒. For a source position s i , we consider the reconstruction on a chord connecting r 0 ͑s i ͒ and r 0 ͑s j ͒, where s i Ͻ s j ഛ s max . It can readily be estimated that there are M͑M −1͒ / 2 such chords. In our reconstruction, we consider only chords that intersect the field of view ͑FOV͒. These intersecting chords thus form only a subset of the M͑M −1͒ / 2 chords. We will give the specific number of reconstructed chords in each numerical study below.
The final images on the Cartesian grids can be converted by interpolation of the chord images. Two interpolation schemes were investigated in image conversion in the work. For a voxel specified by ͑x , y , z͒ on the Cartesian grids, with a size of ⌬x ⌬y ⌬ z , we determine the chords intersecting with this voxel. In general, the voxel at different locations will have different number of intersecting chords. On each of these intersecting chords, we identify the two points that are closest to the center of the voxel. In the first interpolation scheme, we compute the average image values on the identified points from all of the intersecting chords with distance weights and assign the average value to the voxel. In the second scheme, we identify the point on the intersecting chords, which is closest to the voxel, and simply choose the image value on this chord point as the image value on the voxel.
B. Image reconstruction in a helical trajectory
Image reconstruction for the Shepp-Logan phantom
In this computer-simulation study, we have generated cone-beam data from a 3D Shepp-Logan phantom 28 by using a helical configuration, which is specified by a radius R = 57.0 cm, a pitch h = 12.8 cm, and a source-to-detector distance S = 100.5 cm. The simulated data include projections at 1300 views uniformly distributed over s ͓− , ͔. The curved detector consists of 256 rows each of which includes 512 detector elements with a size of 0.07 cmϫ 0.07 cm. Therefore, the half-fan angle ␥ m subtended by the curved detector is 10.1 degrees. Historically, in a helical scan, a chord-line and the corresponding chord, which are specified by s a and s b satisfying ͉s a − s b ͉ ഛ 2, are also referred to as a PI-line 9 and the corresponding PI-line segment. 3 We have applied the derived BPF, MDFBP, and FBP algorithms to reconstructing images on PI-lines from the helical conebeam data acquired with a curved detector. Images on 105 558 PI-line segments were reconstructed, each of which contains 512 points within the FOV.
In the upper row of Fig. 5 , we display images on a set of PI-line segments reconstructed by use of the BPF ͑left͒, MDFBP ͑middle͒, and FBP ͑right͒ algorithms for a curved detector. In each of these images, the horizontal axis indicates the coordinate c on a PI-line, whereas the vertical axis shows a stack of PI-lines specified by s a = −0.65 and s b ͓0.24 , 0.46͔. The display window ͓1.0, 1.04͔ was chosen to demonstrate the low-contrast features in the reconstructed images. In an attempt to display quantitatively the reconstruction accuracy, we have also shown in the lower panel of Fig. 5 the image profiles on a PI-line, specified by s a = −0.65 and s b = 0.35, reconstructed by use of the BPF ͑left͒, MDFBP ͑middle͒, and FBP ͑right͒ algorithms, respectively, for a curved detector.
These images in the upper row of Fig. 5 "distorted" because they are not displayed in the Cartesian grids. We have converted the PI-line images onto the Cartesian grids by use of the two interpolation schemes described above and only display results obtained with the first interpolation scheme. As shown in Fig. 6 , the upper row displays the images in the 2D plane y = −2.5 cm on the Cartesian grids, which were converted from PI-line images reconstructed by use of the BPF ͑left͒, MDFBP ͑middle͒, and FBP ͑right͒ algorithms, respectively. Again, the display window is ͓1.0, 1.04͔. In the lower row of Fig. 6 , we display image profiles on a line specified by z = 0.8 cm in the corresponding images in the upper row. For comparison, we have also plotted the corresponding true profile ͑dashed line͒. It can be observed that, in the absence of noise, the BPF, MDFBP, and FBP algorithms for a curved detector yield virtually identical images that agree well with the true image.
We have also performed image reconstruction by use of the BPF, MDFBP, and FBP algorithms from noisy data that were generated by addition to the noiseless data, which have been used for obtaining the results above, Gaussian noise with a standard deviation that is 0.14% of the maximum value of noiseless data. We use such a standard deviation because it is comparable to the lowest contrast level in the 3D Shepp-Logan phantom that we intend to reconstruct. As shown in Fig. 7 , images were reconstructed from the noisy data by use of the BPF ͑upper row͒, MDFBP ͑middle row͒, and FBP ͑lower row͒ algorithms for a curved detector. We display in the left, middle, and right columns of Fig. 7 , respectively, the images within the sagittal ͑x =0 cm͒, coronal ͑y = −2.5 cm͒, and transverse ͑z =0 cm͒ slices. It can be observed that the images obtained with these algorithms appear slightly differently, suggesting that the algorithms in their discrete forms respond differently to data noise.
Image reconstruction for the Clock phantom
We also applied the chord-based algorithms to reconstructing images of the Clock phantom, whose dimensions are described in Ref. 29 . In the study, we used a curved detector consisting of 256 rows each of which includes 1536 detector elements with a size of 0.07 cmϫ 0.07 cm. We generated cone-beam data from the Clock phantom by using a helical configuration that was described in Sec. IV B 1. The data set includes projections acquired at 1200 views uniformly distributed over s ͓− , ͔. The curved detector is placed at S = 100.5 cm, forming a half-fan angle ␥ m = 30 degrees. We have used 321,201 PI-line segments in the reconstruction, each of which contains 512 points within the FOV. In Fig. 8 , we display images in 2D planes x = 0 cm, y = 0 cm, and z = 0 cm reconstructed by use of the derived BPF algorithm. Results similar to those in Fig. 8 were also obtained by use of the MDFBP and FBP algorithms.
C. Image reconstruction in a circle-line trajectory
As discussed in Sec. III, the derived BPF, MDFBP, and FBP algorithms for a curved detector can be applied to reconstructing images for general, nonhelical source trajectories. Therefore, in addition to the study described above for a helical trajectory, we have also conducted studies in which the derived algorithms for a curved detector were applied to reconstructing images for nonhelical trajectories. Below, we show the results in our study for a circle-line trajectory, which may find important applications in C-arm CT imaging and radiation-therapy imaging. In this section, we show only the results reconstructed by the BPF algorithm, and similar results may be obtained by use of the MDFBP and FBP algorithms.
As shown in the left panel of Fig. 9 , the circle-line trajectory consists of a circle-trajectory component with a radius Without loss of generality, the line-trajectory component is assumed to be perpendicular to the plane containing the circle-trajectory component; and its middle point intersects with the circle-trajectory component. A same curved detector to that used in Sec. IV B 1 is placed at S = 100.5 cm. Using the circle-line trajectory and the curved detector, we have generated cone-beam data for a curved detector at 600 projection views that are distributed uniformly over the line-trajectory component and at 1542 projection views that are distributed uniformly over the circletrajectory component, respectively. The curved detector used is identical to that described in Sec. IV B above. In this case, we reconstruct images only on chords that intersect both the line and circular trajectories. Therefore, 87 600 chords were used each of which contains 512 points within the FOV. We have created a 3D torso phantom that includes objects of ellipsoidal, cylindrical, and cone shapes for simulating the shoulders, heart, spine, and other organs within the body. In the right panel of Fig. 9 , we display a transverse slice of the 3D torso at z = 0.17 cm.
We display in the upper row of Fig. 10 the images within the plane of the circle-trajectory component reconstructed by use of the BPF algorithm with and without noise for a curved detector. Using the noiseless data generated from the 3D torso phantom as the means, we have generated noisy data by adding Gaussian noise with a standard deviation that is 1.5% of the maximum value of noiseless data. Furthermore, we show in the lower row of Fig. 10 the profiles along the lines specified by y = −0.26 cm and z = 0.17 cm. For comparison, we have also included the true profiles as dashed curves in the lower row of Fig. 10 . It can be observed that the BPF algorithm can accurately reconstruct images from the data acquired with a curved detector over a general, non-helical trajectory. Similar results can be obtained by use of the MDFBP and FBP algorithms, which are not shown here.
D. Spatial resolution studies
We have investigated quantitatively the spatial-resolution properties of the derived algorithms. The modulation transfer function ͑MTF͒ has been widely used for characterizing the spatial-resolution properties of a linear shift-invariant system. However, images reconstructed by use of the algorithms in their discrete forms are not, in general, shift-invariant transforms of the original image to be recovered. Therefore, the MTF cannot meaningfully be applied to describing the spatial-resolution properties of images reconstructed by use of the algorithms in their discrete forms. Instead, we use the average modulus Fourier transform ͑AMFT͒, which reflects the Fourier content at a specific location within a reconstructed image. 30 The AMFT is a spatially dependent quantity that is defined as the modulus of the 2D discrete Fourier transform of the reconstruction of a point-like image averaged over the polar angle in the 2D. Fourier space of the reconstructed image.
In our preliminary resolution studies, cone-beam data were generated from a point-like phantom with a helical configuration specified by a radius R = 50.0 cm, a pitch h = 32.0 cm, and a source-to-detector distance S = 50.0 cm. We used a curved detector consisting of 256 rows each of which has 256 detector elements with a size of 0.2 cmϫ 0.2 cm, forming a half-fan angle ␥ m = 30 deg. The data set includes projections acquired at 300 views uniformly distributed over s ͓− , ͔. For the resolution studies, it is necessary to have a high PI-line density per rotation to obtain numerically accurate computation of the AMFT metrics. 31 Because a set of dense PI-line segments is necessary to provide a good coverage of the point-like object, we divide the interval ͓− , ͔ equally into 9000 sub-intervals. In this study, we investigated the two reconstructions when the point-like object was placed at ͑0.5 cm, 0 cm, 0 cm͒ ͑i.e., the center of the FOV͒ and ͑5 cm, 0 cm, 0 cm͒, respectively, in the Cartesian coordinate system. For the first case, we select s i , i =1,2, ... ,300, uniformly distributed over ͓−0.538 , −0.471͔, as the starting points of the PI-line segments. For each starting point s i , we also select s j , j =1,2, ... ,166, uniformly distributed over ͓s i + 0.981 , s i + 1.018͔, as the ending points of the PI-line segments. Therefore, 49,800 PI-line segments were used for reconstructing the point-like object at the center of the FOV. For the second case, we select s i , i =1,2, ... ,270, uniformly distributed over ͓−0.498 , −0.445͔, as the starting points of the PI-line segments. For each starting point s i , we also select s j , j =1,2, ... ,300, uniformly distributed over ͓s i + 0.906 , s i + 0.973͔, as the ending points of the PI-line segments. Therefore, 81 000 PI-line segments were used for this case. In each case, we interpolate data at the ends of the PI-lines from the appropriate measurements. We then used the derived algorithms to reconstruct images on the PI-lines. Through interpolating these PI-line images with the first interpolation scheme described above, we subsequently obtain reconstructions of the pointlike object on the Cartesian grids from which we finally calculated the AMFTs within the coronal, sagittal, and transaxial slices, respectively.
We first computed the AMFTs for a point-like image near the center of the image space. In Fig. 11 , we display the AMFTs within planes specified by x = 0.5 cm ͓Fig. 11͑a͔͒, y =0 cm ͓Fig. 11͑b͔͒, and z =0 cm ͓Fig. 11͑c͔͒, respectively, obtained with the BPF ͑solid͒, MDFBP ͑dotted͒, and the FBP ͑dashed͒ algorithms for a curved detector. It can be observed that the AMFTs obtained with the BPF and MDFBP algorithms virtually coincide with each other. On the other hand, the AMFT of the FBP algorithm is slightly lower than that of the BPF and MDFBP algorithms, suggesting that images reconstructed by use of the BPF and MDFBP algorithms may have higher spatial resolution than the FBP algorithm. In an effort to show the spatial-resolution difference at different locations within the image space, we also computed the AMFTs for a point-like image at x = 5 cm on the x-axis. In Fig. 12 , we display the AMFTs within planes specified by x =5 cm ͑a͒, y =0 cm ͑b͒, and z =0 cm ͑c͒, respectively, obtained with the BPF ͑solid͒, MDFBP ͑dotted͒, and the FBP ͑dashed͒ algorithms for a curved detector. Again, the AMFTs obtained with the BPF and MDFBP algorithms are virtually the same, whereas the AMFT of the FBP algorithm is slightly lower than that of the BPF and MDFBP algorithms. It can also be observed, more importantly, that the AMFT results for the two distinct locations are different, indicating that the resolution properties in the reconstructed images are spatially varying. 
E. Reconstruction-noise studies
We have also conducted a preliminary investigation of the noise properties of the three algorithms in their discrete forms. We use the helical trajectory described in Sec. IV D to generate noiseless cone-beam data from a uniform cylinder phantom of radius 12.5 cm at 300 views uniformly distributed over s ͓− , ͔. The curved detector that includes 128 rows each of which has 128 detector elements with a size of 0.4 cmϫ 0.4 cm forms a half-fan angle ␥ m = 30°. For this geometry, 14 100 chords were reconstructed, and for each chord 128 points within the FOV were computed. In our studies, we used 500 sets of noisy data, which were obtained by adding to the noiseless data uncorrelated Gaussian noise with a standard deviation that is 1.25% of the maximum projection value. From these noisy data sets, we used the three algorithms to reconstruct 500 noisy images from which we subsequently computed empirical image variances. In the noise studies, the number of PI-lines per rotation is much smaller than that in the resolution studies described above. This is because it is computationally prohibitive to perform a large number ͑e.g., 500͒ of 3D reconstructions from noise realizations involved. On the other hand, we have also conducted additional noise studies involving more than 14 100 chords. Results in these studies indicate that, for the noise studies discussed here, using more than 14 100 chords lead to no significant changes in the presented numerical results.
The algorithms under discussion first reconstruct images on chords before converting them into the Cartesian grid. Therefore, we first calculated the image variances on chords. In particular, we display in Fig. 13 the image variances on a set of chords, specified by s a =− and s b ͓− /3, /3͔, obtained by use of the BPF ͑a͒, MDFBP ͑b͒, and FBP ͑c͒ algorithms, respectively. Each horizontal line in each panel of Fig. 13 represents a chord, and the lower the horizontal line, the smaller the value of s b − s a . For example, the bottom and top horizontal lines in each panel of Fig. 13 represent the first and last chords that are specified by s b − s a =2 / 3 and 4 / 3, respectively. Also, we show in Fig. 14͑a͒ the image variances on a chord represented by the central horizontal line obtained by use of the BPF ͑solid͒, MDFBP ͑dotted͒, and FBP ͑dashed͒ algorithms, respectively. Furthermore, we display in Fig. 14͑b͒ the image variances across the different chords ͑i.e., along the central vertical line in Fig. 13͒ obtained by use of the BPF ͑solid͒, MDFBP ͑dotted͒, and FBP ͑dashed͒ algorithms, respectively. The above results indicate that image variances are generally nonuniform along a chord and across chords. It is interesting to notice that the smaller the value of s b − s a , the higher the image variances on chords specified by s b − s a . This behavior of the image variances across chords is caused by the spatially dependent weighting factors such as the 1 / ͉r − r 0 ͑s͉͒ in the algorithms. 32 Once the chord images are reconstructed, we compute the final images by converting them onto the Cartesian grids. The variances in the final images will depend upon the interpolation schemes that are used for the image conversion. We have used the two interpolation schemes described above to obtain the final images on the Cartesian grids. Because of the averaging process invoked in the first interpolation scheme, the image variances obtained with the first scheme are generally lower than those obtained with the second interpolation scheme.
We show in Fig. 15 image variances computed from images on the Cartesian grid converted from chord images by use of the first interpolation scheme. The image variances within slices specified by x = −2.2 cm ͑a͒, y = −4.4 cm ͑b͒, and z =0 cm ͑c͒ are calculated from the reconstructed images obtained with the BPF ͑upper row͒ MDFBP ͑middle row͒, and FBP ͑lower row͒ algorithms, respectively. We also display in Fig. 16 image variances obtained by using the BPF ͑solid͒, MDFBP ͑dotted͒, and FBP ͑dashed͒ algorithms on lines ͑in Fig. 15͒ specified by x = −2.2 cm and y = −4.4 cm ͑a͒, x = −2.2 cm and z =0 cm ͑b͒, and y = −4.4 cm and z =0 cm ͑c͒. Similarly, we show in Fig. 17 image variances computed from images on the Cartesian grid converted from chord images by use of the second interpolation scheme. The image variance within slices specified by x = −2.2 cm ͑a͒, y = −4.4 cm ͑b͒, and z =0 cm ͑c͒ is calculated from the reconstructed images obtained with the BPF ͑upper row͒, MDFBP ͑middle row͒, and FBP ͑lower row͒ algorithms, respectively. We display in Fig. 18 image variances obtained by using the BPF ͑solid͒, MDFBP ͑dotted͒, and FBP ͑dashed͒ algorithms on lines ͑in Fig. 17͒ specified by x = −2.2 cm and y = −4.4 cm ͑a͒, x = −2.2 cm and z =0 cm ͑b͒, and y = −4.4 cm and z =0 cm ͑c͒. From these results, we can see that the image variances obtained by use of the first interpolation scheme are lower than those obtained by use of the second interpolation. These results demonstrated that the noise properties of the final images on the Cartesian grid depend not only upon the algorithms that reconstruct the chord images but also upon the interpolation schemes that convert the chord images into the Cartesian grid.
V. DISCUSSIONS
Recently, chord-based algorithms, including the BPF, MDFBP, and FBP algorithms, have been proposed for exact image reconstruction from cone-beam data acquired over helical and other source trajectories. These algorithms reconstruct images within an ROI or the entire object-support through reconstructing images on individual chords that compose the ROI or the entire object-support. The benefits offered by the algorithms include the easy identification of a reconstructible ROI for a given data set or of the sufficient cone-beam data for a given ROI to be reconstructed. More importantly, the BPF and MDFBP algorithms can exactly reconstruct an ROI image from data containing transverse truncations. These chord-based algorithms were developed previously for cone-beam data acquired only with a flatpanel detector. However, many CT systems are equipped with curved detectors for increasing scanning speed, reducing gantry size, and possibly lowering detection cross-talks. Therefore, the previously developed chord-based algorithms cannot be applied to reconstructing images directly from data acquired by use of a CT system with a curved detector.
In this work, using the geometric relationship between the curved and flat-panel detectors, we have generalized the chord-based algorithms so that they are directly applicable to CT systems with curved detectors. We have also conducted preliminary numerical studies to demonstrate and evaluate reconstruction performance of the derived chord-based algorithms. In these studies, cone-beam data were generated for a curved detector from numerical phantoms by use of the helical and circle-line trajectories. From the generated data, images were reconstructed by use of the derived BPF, MDFBP, and FBP algorithms. Quantitative results in these studies demonstrate that the derived chord-based algorithms can accurately reconstruct images for a curved detector.
Our preliminary numerical studies in the work are intended to provide a "first order" analysis on reconstruction properties of the derived chord-based algorithms for curved detectors. We use computational parameters necessary to obtain the image metrics presented. Because the resolution studies use the AMFT as the metric for comparison, it is necessary to have high chord density. But to use the same density for the noise studies would be computationally impractical because of the large number ͑e.g., 500͒ of noise realizations involved in 3D cone-beam reconstruction. On the other hand, for the noise analysis presented, our additional studies indicate that increasing the chord resolution would not significantly alter the overall image-noise properties among the algorithms studied. Because the focus of our preliminary numerical studies was comparison and illustration of the derived chord-based algorithms, we did not compare these algorithms with existing, nonchord-based algorithms in the work. However, it is of theoretical as well as practical significance to compare the chord-based algorithms for curved detectors with the existing algorithms such as Katsevich's algorithms for curved detectors in future studies.
Higher-order analyses such as the resolution-noise tradeoff study are also important in evaluation of the algorithm properties, which are beyond the scope of the current manuscript. When image resolution is spatially invariant, a resolution-noise trade-off study may readily be designed. However, in cone-beam reconstruction, because the image resolution is spatially varying, it is unclear as to how a resolution-noise trade-off study would be most meaningfully designed. Indeed, how to design and perform a meaningful resolution-noise trade-off study remains itself a current topic of research. In the future, we will investigate, design, and perform more thorough and precise algorithm-evaluation studies based on more specific imaging tasks.
The BPF algorithm has a computational advantage over the MDFBP and FBP algorithms. Consider the image reconstruction within a 3D volume filled by M chords from data at N projection views. Based upon Eqs. ͑29͒, ͑30͒, and ͑32͒, it can be observed that the computational loads in the backprojections of the three algorithms are comparable. However, because the BPF algorithm performs filtering along each chord, it will invoke M filterings along the M intersecting chords. On the other hand, for each view, the chord-based MDFBP and FPB algorithms need to perform M filterings along the cone-beam projections of the M intersecting chords, and they will generally invoke N ϫ M filterings. 
