Abstract-The problem of optimal excitation in nonparametric identification of the complex modulus of a viscoelastic material is considered. The goal is to design the input spectrum in an optimal way, so that the covariance matrix of the estimates is minimized in some sense. It is shown how the covariance matrix of the estimates can be expressed in terms of the input spectrum. This theory can also be used in order to identify the (unknown) excitation, used in a particular experiment, from measured strain data. Two scalar criteria connected to the trace and to the determinant of the covariance matrix, implying A-and D-optimal experiment design, are considered. The results indicate that the accuracy of the estimates can be greatly improved by applying an optimal input signal. Issues concerning the implementation of the achieved optimal input spectrum in an experiment are discussed briefly.
I. INTRODUCTION

V
ISCOELASTIC materials, such as plexiglass and other plastics, can today be found in a wide range of practical applications. In order to make efficient use of these materials, it is of interest to understand their behavior when utilized in an environment where the material is subjected to dynamic load. Such dynamic load could for example be vibrations from a motor, or stress put on the structure through collision or impact. The behavior of a linearly viscoelastic material can in the time domain be characterized by the relaxation modulus, which relates stress and strain in the material [1] , [2] . The stress at time instant is dependent on the entire strain history and the relation between stress and strain can be expressed as (1) where is the relaxation modulus and is the time derivative of the strain . The convolution in (1) is in frequency domain translated into a multiplication [2] (2) where and denote the Fourier transformed stress and strain, respectively. The complex valued, frequency dependent quantity is commonly known as the complex modulus. Knowledge about the relaxation modulus or the complex modulus is essential in understanding the materials behavior in a dynamic environment. In this brief we focus on the identification of the complex modulus, which can be determined through different kinds of wave propagation experiments, as studied in [3] - [5] . In order to get a good quality of these estimates, the data collected in the experiment should contain as much valuable information as possible, and design parameters that influence the information content must thus be chosen carefully. Examples of such parameters are the input excitation signal, the number of sensors used in the experiment, and the sensor locations. The procedure of determining optimal design parameters in an experiment is commonly referred to as optimal experiment design. A common procedure for optimal experiment design is to minimize some scalar function of the covariance matrix of the estimates. The design tools developed are therefore useful in a wide range of applications, where the covariance matrix can be expressed as a function of the design variables of interest.
A solid theoretical basis for optimal experiment design is built in [6] - [8] , and is widely employed in different areas of engineering. Some examples include sensor array signal processing [9] and robotics [10] . The problem of goal-oriented experiment design has also received a lot of attention, see for example [11] - [14] . In the control literature, a survey on the sensor location problem is presented in [15] , while the input design problem is treated in [16] , [17] .
This work treats the subject of optimal input signal for nonparametric identification of the complex modulus of a viscoelastic material. The theory developed can be used for both longitudinal [4] , flexural [18] , and torsional [19] wave propagation. 1 The preferred kind of input has in these previous studies been a strain pulse generated at one end of the specimen, and the material response following the pulse is then studied. However, in order to get good estimates it is important to give sufficient excitation to all frequencies considered in the identification, i.e., the input signal should contain enough energy at all these frequencies. As a pulse tends to have the majority of its energy at low frequencies, and as identification of the complex modulus is frequently carried out for frequencies up to 15 kHz, this kind of excitation can be expected to be suboptimal for identification in the higher frequency range. The question addressed here can thus be formulated as follows: if we have the same energy content as in the strain pulse above and if we could freely control the frequency distribution of this energy, what would this distribution optimally be? That is, how would optimal spectrum of the input signal look? Other design parameters for the experiments mentioned above, such as optimal sensor locations and the number of sensors used, has previously been studied in [20] .
This brief is organized as follows. In Section II modeling and identification of the viscoelastic material are described. The optimal experiment design is described in Section III, and the theory is then applied to longitudinal wave propagation in Section IV. Finally, conclusions are drawn in Section V.
II. MODELING AND IDENTIFICATION
In the wave propagation experiments described in [4] , [18] , and [19] , a long bar or beam specimen is in different ways excited at one end. The excitation gives rise to waves propagating back and forth in the specimen and the associated strains are measured at a number of predefined sections along the bar/beam. A typical setup for longitudinal wave propagation experiments is shown in Fig. 1 . The identification is carried out in the frequency domain, and the measured strains are therefore transformed using the discrete Fourier transform (DFT) with scaling , where is the number of samples taken from each section.
The wave propagation in the specimen can be modeled in a state-space framework, where all state variables are in the frequency domain and the independent variable is the position along the center line of the bar/beam. The frequency dependent state vector will for each frequency follow a system of first-order ordinary differential equations (3) where the dimension of the system differs for the different kinds of wave propagation. 2 For an exact definition of the states variables and the matrix in the various cases, we refer the reader to [18] , [19] , and [21] . The general solution to (3) is given by (4) where are the complex valued eigenvalues of . In this kind of application, are commonly referred to as the wave propagation functions. Here correspond to the wave propagation in the positive direction of the specimen, and represent the reflected wave in the negative direction. The wave propagation functions are closely related to the complex modulus . For the exact relationship for the different types of wave propagation, see [4] , [18] , and [19] . For longitudinal wave propagation, this relationship can also be found in Appendix III.
The measured strain at section and frequency is a linear combination of the elements in the state vector , i.e., (5) where is a column vector of dimension . Together, the strains at the sections form the system of equations (6) where (7) . . .
The elements of the vector can be seen as the unknown amplitudes of the waves traveling back and forth in the bar, and depend on various boundary and initial conditions, i.e., on the design of the experiment. The notation will in the following be changed to in order to stress that this matrix is an implicit function of the complex modulus through its relation to the wave propagation functions , see above. In this new notation, is a real valued vector with the real and the imaginary parts of as elements. An estimate of , and thereby of the complex modulus, can be obtained through the solution to the separable nonlinear least squares problem (10) where the unknown vector acts as a nuisance parameter vector of dimension . The vector in (10) contains the DFTs of the strain measured at each section and is corrupted by measurement noise.
In [18] , an expression for the covariance between the estimates at frequencies and is derived under the assumption the time domain measurement noise is additive, temporally and spatially white and that the signal-to-noise ratio is large. The validity of this assumption was studied [25] and shown to be fulfilled with good approximation. The expression derived in [18] does not explicitly show how the covariance matrix depends on the input signal, and can therefore not be directly used for input design purposes. However, by using the linearity property of the system, i.e., that there is a linear dependence between the input excitation signal and the strain at section , the expression can be reformulated to show the dependence on the input signal. With the notation (11) where is the strain vector in (7) and , the covariance matrix can be expressed as (12) In (12) , is the noise variance and is the Kronecker delta function. Further (13) where denotes the true parameter vector, is the pseudo-inverse of , is the orthogonal projection onto the null space of , and is defined as the partial derivative of with respect to the real part of the complex modulus. See [18] for details. The function does not depend on the input signal, but is solely a function of the material characteristics and the sensor positions. In Appendix I, it is described how the function in (11) can be found for a certain class of experiments. Note that when has been found, the unknown input signal used in a particular experiment can easily be identified from the measured strains, by the use of (11) .
From expression (12), we see that the covariance matrix has a number of properties that are interesting for the coming analysis. These include the following.
• The estimate at a particular frequency is uncorrelated with the estimate at any other frequency, which means that each frequency can be considered separately.
• The covariance matrix is diagonal, meaning that the estimates of the real and the imaginary part are uncorrelated at any given frequency.
• The diagonal elements of the covariance matrix are the variance of the real and the imaginary part of the complex modulus, respectively. These variances are equal and proportional to , i.e., inversely proportional to the input signal energy. Together, the above points mean that the most common experiment design criteria can be cast as simple functions of the variance of the real and the imaginary parts of the complex modulus, as will be illustrated in Section III.
III. EXPERIMENT DESIGN
The common procedure for optimal experiment design is to minimize some scalar function of the covariance matrix of the estimates. Three of the most popular choices are (14) where denotes the trace, the determinant, and the largest eigenvalue of the covariance matrix. The A-optimality criterion hence deals only with the averaged variances of the estimates, while D-and E-optimality includes also the covariances. The perhaps most popular of the above criteria is the D-optimality criterion, since it minimizes the volume of the joint confidence region of the estimates [8] . It is also invariant under scale changes in the parameters and linear transformations of the output.
The criteria in (14) applies in the case of parametric identification, where there is one covariance matrix for the parameter estimate. Here we are concerned with nonparametric identification, and given that the estimates are uncorrelated at different frequencies we have one covariance matrix for each frequency at which we have identified the complex modulus. In this case, we may instead minimize the covariance matrix on average, by integrating over some frequency interval. Focusing on A-and D-optimality, 3 we get (15) (16) where is the covariance matrix in (12) and is the given frequency interval. From the discussion in the previous section, it is easily seen that both the trace and the determinant in this case are simple functions of the variance of the real and the imaginary parts of the complex modulus. The trace is for example proportional to , while the determinant is proportional to . It is from these expressions obvious that we can make the criterion functions arbitrarily small by choosing large. To keep the input energy on a reasonable level, we must therefore constrain it in the optimizations. This will give the following problem, which can be solved by calculus of variations, see [23] and [24] .
Optimal Experiment Design: Let the criterion function be
For A-optimality choose , and for D-optimality choose . The optimization problem can then be formulated as
The solution to the optimization problem in (18) is given by (19) The optimal value of is given by (20) For a proof, see Appendix II.
Remark 1:
Since it is advantageous to use all the input energy available, we have chosen the constraint on input energy in (18) as an equality rather than an inequality.
Remark 2: Since the input energy outside the interval will have no effect on the estimates within that interval, the input energy is set to zero for frequencies outside .
IV. INVESTIGATIONS
The following investigations are based on strain data taken from the longitudinal wave propagation experiment described in [4] , [25] . With this setup, it is possible to estimate the complex modulus for frequencies between 400 Hz-14 kHz. This frequency range will in the following be referred to as the useful frequencies. The sensor positions used to retrieve the data were m, and the excitation was a pulse generated at the end of the bar by the impact of a steel hammer. The characteristics of this pulse are unknown, but can be identified through (29) and the measured strain data. A typical input signal identified from the given data is shown in Fig. 2 , along with its power spectra. As can be seen, the impulse has most of its energy concentrated at low frequencies; the majority of the power lies below 6 kHz. Now imagine that we could distribute this energy freely over the useful frequencies. What would this distribution then optimally be? And how would this affect the estimation accuracy? These questions are addressed in the following. The study is theoretical, and issues concerning the implementability of the achieved input spectra is left for future work. Details needed in the experiment design for this particular experiment can be found in Appendix III.
Question 1-What is the Frequency Content of an Optimal Input Signal?:
In order to get good estimates for all useful frequencies, we want an input signal that excites the system for all the frequencies within that range. For the input signal in Fig. 2 , it is reasonable to think that the system is insufficiently excited at higher frequencies, since the input lacks power in the higher frequency range. The lower accuracy in the estimates is evident in Fig. 3 , where a gradual increase in standard deviations can be noted for frequencies over 6 kHz. The true complex modulus needed in (12) to calculate the standard deviations was here replaced by the estimated complex modulus, and the value of the noise variance was , see [25] . The optimal input spectra achieved by (19) are shown in Fig. 4 . We have here included all the useful frequencies in the minimization, i.e., Hz kHz , but can also be chosen as a smaller interval of frequencies in order to reflect the intended use of the estimated complex modulus. The complex modulus may for example be used to predict the material response for a very limited frequency interval, and the input energy should then be concentrated to these frequencies only.
From Fig. 4 , it is evident that it is better to distribute the energy more evenly over the frequencies as more power has been allocated to the higher frequency range of the input signal. This is true for both A-and D-optimal design. It is also interesting to compare the optimal input spectra in Fig. 4 to the standard deviations in Fig. 3 . Clearly, the procedure allocates more input energy to those frequencies for which the current sensor position yields a poor estimate, i.e., where the standard deviations are increased. Intuitively it makes sense that areas of increased variance needs to be suppressed when minimizing a criterion function like the one in (17) . This is done by extracting more information from these modes, here achieved by allocating more input power around certain frequencies, and thereby get a better estimate.
Question 2-What can be Gained in Estimation Accuracy With the Use of an Optimal Input Signal?: From Fig. 5 it is clear that it is possible to achieve better estimate by using an optimal distribution of input power, compared to that of the classical impact excitation. The average standard deviation has for example decreased by around 40% over the range of useful frequencies for both A-and D-optimal design, and the corresponding decrease in maximal standard deviation is about 70%. Most notably, the optimal input will counteract the increase in standard deviation in the high frequency range. Instead the accuracy is kept on approximately the same level for all frequencies.
From Fig. 5 , it is also clear that keeping standard deviations on the same level for all frequencies tends to decrease standard deviations in the higher frequency range, at the expense of accuracy at lower frequencies. It is however possible to target specific areas and get better accuracy at frequencies with already low variance. In Fig. 6 , the range 2-8 kHz was targeted for a longitudinal wave experiment, with lower standard deviations as a result.
V. CONCLUSION
This brief treats the problem of optimal excitation for estimating the complex modulus of a viscoelastic material from wave propagation experiments. In this study, we focus on nonparametric identification in the frequency domain. It is important to stress that even though this brief treats a specific application, the procedure for optimal experiment design used here also applies to the more general case of identification experiments. The key issue is to have a covariance matrix that depends on the design parameters of interest.
Here, the idea is that if we can distribute the energy content of the input excitation signal in an optimal way, it is possible to maximize the amount of useful information that can be extracted from the data, and thereby get a more accurate estimate. The typical way to excite the system in this kind of experiments has been through impact by the use of a steel hammer or an air gun; a kind of excitation that has most of its power in the lower frequency range. It was found that more accurate estimates can be achieved by spreading the input power more evenly over the frequencies, and that it is advantageous to allocate more energy to frequencies where the estimates are particularly bad. It was also shown how the theory can be used to identify the excitation used in a particular experiment, since this is generally not known and hard to measure. In order to confirm the results of this brief, experiments have to be designed where the optimal input signal can be applied to the system. Issues to consider in this work include the following.
• What is the effect of the equipment used? This includes the transfer functions of the amplifier and the shaker used to apply force to the specimen. These need to be compensated for to some extent. Specifically, there will be an upper limit on how fast the shaker can work, and thereby how high frequencies that can be generated.
• How much energy can we drive into the specimen? This issue concerns the time span of the experiment, since more energy is generated the longer the experiment continues.
APPENDIX I DERIVATION OF
In order to identify , additional information on the system is needed. For a carefully planed experiment, this information can be obtained through various boundary conditions. The most common approach is the use of a free end. At the free end, one or more states is theoretically known to equal zero. See [19] , [26] for the use of the free end in different experimental setups.
In the following, we will assume that the bar/beam specimen has a free end in , and that the only influence at the other end is that of the excitation. We can then form the system of equations (21) (22) where is the length of the specimen, and . The matrices and have one nonzero entry in each row, corresponding to the state equal to the input signal or to a state equal to zero due to the free end. By expressing the solution to the system of differential equations in (3) as (23) the equations in (21) and (22) can be written as (24) where (25) Also, by combining (23) with (5), the strain vector in (7) can be written as (26) where . . .
The function defined in (11) can now be identified through combining (24) with (26) , which gives (28) Note that we have assumed the matrix to be square, i.e., that the number of boundary conditions is one less than the number of states. We also have to assume the matrix to be invertible for all frequencies.
In order to evaluate , the unknowns and have to be found. These are typically known functions of the complex modulus, see [18] , [19] , and [21] , and approximate values can thus be retrieved once an estimate of the complex modulus has been determined. When the function has been found, it can then be used to identify the input in a particular experiment from the measured strain data . This can be done in a least squares sense by applying (29) where denotes the pseudo-inverse of .
APPENDIX II SOLUTION TO THE OPTIMIZATION PROBLEM
A problem on the form (30) can be solved by calculus of variations, see [23] or [24] . According to this theory, the minimizing function of (30), , must satisfy the Euler equation (31) where the arguments of the functions have been omitted for brevity. The closely related problem with an integral side condition s.t.
( 32) can be handled in the same way by first introducing the Lagrange multiplier , see [27] . The minimum of (32) can then be found through solving the equivalent optimization problem (33) where (34) Note that will now be replaced by in (31). For the design problem in (17) and (18) (19) . The optimal function value in (20) follows from straightforward application of (19) in (17) .
APPENDIX III LONGITUDINAL WAVES
At a given section , longitudinal wave propagation in a linearly viscoelastic, homogenous bar specimen can be described by the normal force and the particle velocity . Transformed into frequency domain, this gives the frequency domain state vector (41)
The state vector will follow the system dynamics in (3), with the matrix defined as (42) where is the complex modulus, is the cross-sectional area of the bar specimen, and is the density of the material. The eigenvalues of , i.e., the wave propagation functions, are easily verified to satisfy (43)
The frequency domain strain is directly proportional to the first state variable, with proportionality constant . The vector defined in (5) can thus expressed as (44) See [21] for details.
The experiment in [4] is designed so that there is a free end at . The strain (and thereby the normal force ) at that section will then equal zero. The input signal to the system is the normal force at (the point of excitation), which gives the following set of boundary conditions (45) The matrices and , defined in Appendix I in order to calculate , will thus be (46) and the vector . Together, this gives the matrix in (25) as (47) which can be shown to be invertible for all .
