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Abstract
In this paper distribution of zeros of solutions of functional equations in the space of functions of
two variables is studied. A zero of a solution in the space of noncontinuous functions is defined. It is
demonstrated that oscillatory properties of functional equations are determined by the spectral radius
of a corresponding operator acting in the space of essentially bounded functions. Zones of solution
positivity are estimated. Various exact oscillation and non-oscillation tests are proposed. A necessary
and sufficient condition of oscillation is obtained.
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1. Introduction
In this paper we study the oscillatory behavior of solutions of the functional equation
y(t, x) = (T y)(t, x) + f (t, x), (t, x) ∈ [0,+∞) × [0,+∞), (1.1)E-mail address: adom@yosh.ac.il.
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.11.056
A. Domoshnitsky / J. Math. Anal. Appl. 308 (2005) 656–668 657where T :L∞[0,∞)×[0,∞) → L∞[0,∞)×[0,∞) is a linear continuous positive operator
(L∞[0,∞)×[0,∞) is the space of measurable essentially bounded functions y : [0,+∞) ×
[0,+∞) → [0,+∞)), f ∈ L∞[0,∞)×[0,∞) is a specified function.
Various mathematical models with partial functional and integro-differential equations
were examined by many authors (see, for example, [6,12]). If we represent partial deriva-
tives in these equations in the difference form, the integro-functional equation
y(t, x) =
m∑
i=1
pi(t, x)y
(
gi(t), di(x)
)+
h2(t)∫
h1(t)
h4(x)∫
h3(x)
k(t, x, s, θ)y(s, θ) ds dθ, (1.2)
for (t, x) ∈ [0,+∞) × [0,+∞), and
y(t, x) = ϕ(t, x), when t < 0 or x < 0, (1.3)
is obtained. This equation is a particular case of Eq. (1.1). We assume that pi : [0,+∞) ×
[0,+∞) → [0,+∞) (i = 1, . . . ,m) and k(· , · , · , ·) : [0,+∞)×[0,+∞)× (−∞,+∞)×
(−∞,+∞) → [0,+∞) are measurable essentially bounded nonnegative functions, gi
and di (i = 1, . . . ,m) are measurable functions, hi (i = 1, . . . ,4) are continuous func-
tions such that the differences t − hj (t) (j = 1,2), x − hj (x) (j = 3,4) and t − gi(t),
x − di(x) (i = 1, . . . ,m) are bounded on [0,+∞).
For the operator in the right-hand side of Eq. (1.2) to act on the space of measur-
able essentially bounded functions, we assume (see [4]) that for each one-dimensional
numerical set M, the equalities mesg−1i (M) = 0 for i = 1, . . . ,m follow from the equality
mesM = 0, and for each one-dimensional numerical set N, the equalities mesd−1i (N) = 0
for i = 1, . . . ,m follow from the equality mesN = 0. The necessary condition of the ac-
tion of the operator T :L∞[0,∞)×[0,∞) → L∞[0,∞)×[0,∞), which is practically very close to a
sufficient condition, is the following: there are no intervals [ν1,µ1] such that gi(t) = const
or di(x) = const for x ∈ [ν2,µ2].
Considering solutions in the space L∞[0,∞)×[0,∞), we should define zeros of discontinu-
ous functions.
Definition 1.1. The point (ν1, ν2) is a zero of a function y(t, x) if the limit
lim
ε→0+
{
ess sup
(t,x)∈[ν1−ε,ν1+ε]×[ν2−ε,ν2+ε]
y(t, x)
· ess inf
(t,x)∈[ν1−ε,ν1+ε]×[ν2−ε,ν2+ε]
y(t, x)
}
, (1.4)
is nonpositive.
Obviously, if y is a continuous function, then the point (ν1, ν2) is its zero, if and only if
y(ν1, ν2) = 0. Zeros determined by this definition include those standard zeros, as well as
points of the sign change. Note, for example, that the function y(t, x) = sin 1
x+t has a zero
in each point of the straight lines x + t = 1
πn
, n = ±1,±2,±3, . . . , and also (according toDefinition 1.1) in each point of the straight line x + t = 0.
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(ν,+∞) × [ν2,µ2]. If there exists a sequence (tn, xn) ∈ (ν,+∞) × [ν2,µ2] of zeros of
the function y(t, x) such that tn → +∞, we can say that the function y ∈ L∞[0,∞)×[0,∞)
oscillates in t in the zone (t, x) ∈ [0,+∞) × [ν2,µ2].
Definition 1.3. A function y ∈ L∞[ν1,µ1]×[ν2,µ2] is strongly positive if y(t, x) > 0 for almost
all (t, x) ∈ [ν1,µ1] × [ν2,µ2], and this function y does not have zeros in this rectangle.
Note that the function | sin t | is positive for t, x ∈ [0,+∞), but not strongly positive
because of zeros in the points of the straight lines t = πn (n = 0,1,2, . . .). The function
y(t, x) is strongly positive if and only if it is an internal element of a cone of positive
essentially bounded functions (see [8]).
It should be noted that the theory of difference equations, which was intensely devel-
oped during the last two decades, is very close to our results (see [1,7,9,10]). Now consider
the recurrence relation
yt,x =
m∑
k=−m
m∑
j=−m
pt,xyt−k,x−j , t, x ∈ {1,2,3, . . .}, (1.8)
yt,x = ϕt,x, t < 0 or x < 0 (1.9)
and a functional equation
y(t, x) =
m∑
i=−m
m∑
j=−m
pij (t, x)y
(
gi(t), dj (x)
)
,
(t, x) ∈ [0,+∞) × {0,+∞). (1.10)
If we set in Eq. (1.10) gi(t) = t − i, dj (x) = x − j, where i and j are integers, and
the coefficients pij (t, x) and the initial function ϕ(t, x) are constants in each rectan-
gle [k, k + 1) × [n,n + 1), we obtain that the respective solutions y(t, x) are constants
(y(t, x) = ykn) in each rectangle [k, k + 1) × [n,n + 1). In this case, the recurrence re-
lation (1.8) can be actually considered as a particular case of functional equation (1.10).
Obviously, each assertion obtained for functional equation (1.10) is also true for the recur-
rence relation (1.8). Our approach allows us also to make conclusions about the behavior of
solutions of functional equation (1.10) using the corresponding properties of the recurrence
relation (1.8).
Oscillatory properties of difference and functional equations in the spaces of functions
of one variable were analyzed in many papers (see, for example, [2,3,11]). Zeros of solu-
tions in the space of discontinuous functions of one variable were first defined in a recent
paper [2].
Let us denote by L∞[ν1,µ1]×[ν2,µ2] , where 0 ν1 < µ1, 0 ν2 < µ2, the space of mea-
surable essentially bounded functions x : [ν1,µ1] × [ν2,µ2] → (−∞,+∞). In order to
study oscillatory properties of Eq. (1.1), we examine the auxiliary equation
z(t, x) = (Tν1,µ1;ν2,µ2z)(t, x) + fν1,µ1;ν2,µ2(t, x),
(t, x) ∈ [ν1,µ1] × [ν2,µ2]. (1.11)
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Tν1,µ1;ν2,µ2 = ξν1,µ1;ν2,µ2T ξν1,µ1;ν2,µ2, (1.12)
where the operator ξν1,µ1;ν2,µ2 narrows down the function from [0,+∞) × [0,+∞) to[ν1,µ1] × [ν2,µ2], while the operator ξν1,µ1;ν2,µ2 expands the function z(t, x) as
ξν1,µ1;ν2,µ2z(t, x) =
{
z(t, x), ν1  t  µ1, ν2  x  µ2,
0, otherwise,
and
fν1,µ1;ν2,µ2(t, x) = T
{(
1 − σν1,µ1(t)
)(
1 − σν2,µ2(x)
)
y
}
(t, x) + f (t, x), (1.13)
where (t, x) ∈ [ν1,µ1] × [ν2,µ2], y ∈ L∞[0,∞)×[0,∞) is a solution of Eq. (1.1) and
σν,µ(t) =
{
1, ν  t  µ,
0, otherwise.
Note that for Eq. (1.2) this operator Tν1,µ1;ν2,µ2 :L∞[ν1,µ1]×[ν2,µ2] → L∞[ν1,µ1]×[ν2,µ2] is de-
termined by the equality
(Tν1,µ1;ν2,µ2z)(t, x) =
m∑
i=1
pi(t, x)z
(
gi(t), di(x)
)
+
h2(t)∫
h1(t)
h4(x)∫
h3(x)
k(t, x, s, θ)z(s, θ) ds dθ, (1.14)
where (t, x) ∈ [ν1,µ1] × [ν2,µ2], z(t, x) = 0, if at least one of the following inequalities
is satisfied: t < ν1, t > µ1, x < ν2 or x > µ2.
Lemma 1.1. Let a function y ∈ L∞[0,∞)×[0,∞) be a solution of Eq. (1.1). Then the function
z ∈ L∞[ν1,µ1]×[ν2,µ2] satisfying the equality
z(t, x) = y(t, x), ( t, x) ∈ [ν1,µ1] × [ν2,µ2] (1.15)
is a solution of Eq. (1.11).
The problems of oscillation are reduced to estimates of the spectral radius of the
operator Tν1,µ1;ν2,µ2 . Note that the result of the action of the operator Tν1,µ1;ν2,µ2 :
L∞[ν1,µ1]×[ν2,µ2] → L∞[ν1,µ1]×[ν2,µ2] determined by equality (1.12) on continuous functions
can be, in general, a discontinuous function. This is a reason to consider Eq. (1.1) in the
space of discontinuous functions L∞[ν1,µ1]×[ν2,µ2].
Relations between the lower estimates of the spectral radius of the operator Tν1,µ1;ν2,µ2 :
L∞[ν1,µ1]×[ν2,µ2] → L∞[ν1,µ1]×[ν2,µ2] and oscillation are obtained in Section 2, and those be-
tween upper estimates of the spectral radius of this operator and nonoscillation in Section 3.
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Let us fix an interval (ν,µ) and define θ−1 (ν1), θ
−
2 (ν2) and θ
+
1 (µ1), θ
+
1 (µ2) such that
(T y)(t) = (T σθ−1 (ν1),θ+1 (µ1)σθ−2 (ν2),θ+2 (µ2)y)(t, x),
(t, x) ∈ [ν1,µ1] × [ν2,µ2], (2.1)
for each function y ∈ L∞[0,∞)×[0,∞). Obviously, θ−i (ν) = 0, θ+i (µ) = +∞ satisfy this con-
dition. It is clearly shown below that we are interested in choosing θ−1 (ν1), θ
−
2 (ν2) as the
maximal possible numbers for equality (2.1) and θ+1 (µ), θ+2 (µ) as the minimal possible
ones. The values θ−1 (ν1), θ
−
2 (ν2), θ
+
1 (µ), θ
+
2 (µ) describe the bounds of the memory of the
operator T in the rectangle (ν1,µ1) × (ν2,µ2).
In order to consider an analog of a homogeneous equation for Eq. (1.1), we assume that
there exist real numbers h1 and h2 such that f (t, x) = 0 for (t, x) ∈ (h1,+∞)×(h2,+∞).
Theorem 2.1. Let ν1 > h1, ν2 > h2 and the spectral radius rν1,µ1;ν2,µ2 of the operator
Tν1,µ1;ν2,µ2 satisfy the inequality rν1,µ1;ν2,µ2 > 1. Then there are no solutions of Eq. (1.1)
without a zero in the rectangle (t, x) ∈ [θ−1 (ν1), θ+1 (µ1)] × [θ−2 (ν2), θ+2 (µ2)].
Proof. If y ∈ L∞[0,∞)×[0,∞) is a solution of Eq. (1.1), then by virtue of Lemma 1.1, equality
(1.11) satisfied, where z(t, x) = y(t, x) in the rectangle (ν1,µ1) × (ν2,µ2).
Assume that the solution y of Eq. (1.1) has no zeros for (t, x) ∈ [θ−1 (ν1), θ+1 (µ1)] ×
[θ−2 (ν2), θ+2 (µ2)]. Without any loss of generality, we assume that y(t) is strongly posi-
tive in this rectangle. In this case, fν1,µ1;ν2,µ2(t, x) is nonnegative for (ν1,µ1) × (ν2,µ2),
and a known result (see the second assertion of [8, Theorem 5.5, p. 85]) implies
that rν1,µ1;ν2,µ2  1. This contradicts the condition rν1,µ1;ν2,µ2 > 1 and completes the
proof. 
Remark 2.1. It is clear from the above proof that we can set µ1 = ∞ in the condition of
Theorem 2.1. In this case, the assertion is as follows: There are no solutions of Eq. (1.1)
without a zero in the zone (t, x) ∈ [θ−1 (ν1),∞) × [θ−2 (ν2), θ+2 (µ2)].
In order to formulate a corresponding result for Eq. (1.2), denote
h1 = min{t : h1(t) 0, gi(t) 0, i = 1, . . . , n},
h2 = min{t : h3(x) 0, di(x) 0, i = 1, . . . , n},
θ−1 (ν) = min
t∈[ν1,µ1]
{
h1(t), gi(t), i = 1, . . . ,m
}
,
θ+1 (µ) = max
t∈[ν1,µ1]
{
h2(t), gi(t), i = 1, . . . ,m
}
,
θ−2 (ν) = min
x∈[ν2,µ2]
{
h3(x), di(x), i = 1, . . . ,m
}
,
θ+2 (µ) = max
{
h4(x), di(x), i = 1, . . . ,m
}
.x∈[ν2,µ2]
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Tν1,µ1;ν2,µ2 determined by (1.14) satisfy the inequality rν1µ1;ν2µ2 > 1. Then there are
no solutions of Eq. (1.2) without a zero in the rectangle (t, x) ∈ [θ−1 (ν1), θ+1 (µ1)] ×
[θ−2 (ν2), θ+2 (µ2)].
Let us formulate several sufficient conditions for the oscillation of all solutions of
Eq. (1.1) following from Theorem 2.1.
Theorem 2.2. There are no nonoscillating solutions of Eq. (1.1) in the zone (t, x) ∈
[0,+∞) × [θ−2 (ν2), θ+2 (µ2)], if there exists a sequence of intervals (νn1 ,µn1) (νn1 < µn1 <+∞), νn1 → +∞ such that the spectral radius rνn1 µn1;ν2µ2 of the operator Tνn1 ,µn1;ν2,µ2 sat-
isfies the inequality rνn1 µn1;ν2µ2 > 1.
Remark 2.2. Theorem 2.2 is valid if we assume that the operators Tνn1 ,µn1;ν2,µ2 (n =
1,2,3, . . .) are positive only on the sequence of rectangles [νn1 ,µn1] × [ν2,µ2] (n =
1,2,3, . . .).
Theorem 2.3. There are no nonoscillating solutions of Eq. (1.1) in the zone (t, x) ∈
[0,+∞) × [θ−2 (ν2), θ+2 (µ2)], if there exists a sequence {νn1 } tending to infinity such
that the spectral radius rνn1 ,∞;ν2,µ2 of the operator Tνn1 ,∞;ν2,µ2 satisfies the inequality
rνn1 ,∞;ν2,µ2 > 1.
Let us estimate the zone of positivity of solutions on the basis of Theorem 2.1 for the
two equations
b(t, x)y(t, x) = a(t, x)y(t + 1, x) + c(t, x)y(t − 1, x)
+ d(t, x)y(t, x + 1) + e(t, x)y(t, x − 1), (2.2)
where (t, x) ∈ [0,+∞) × [0,+∞), and
b0y(t, x) = a0y(t + 1, x) + c0y(t − 1, x) + d0y(t, x + 1) + e0y(t, x − 1), (2.3)
where (t, x) ∈ [0,+∞) × [0,+∞), with the initial function
y(t, x) = ϕ(t, x), when t < 0 or x < 0. (2.4)
Here a(t, x), b(t, x), c(t, x), d(t, x) and e(t, x) are positive essentially bounded functions,
and a0, b0, c0, d0 and e0 are positive constants.
Let us define the following functions:
q1(t, x) ≡
{
a(t, x)αβ2 + d(t, x)α2β}− b(t, x)αβ, (2.5)
q2(t, x) ≡
{
c(t, x)α + d(t, x)α2β}− b(t, x)αβ, (2.6)
q3(t, x) ≡
{
a(t, x)αβ2 + e(t, x)β}− b(t, x)αβ, (2.7){ }q4(t, x) ≡ c(t, x)α + e(t, x)β − b(t, x)αβ. (2.8)
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q1(t, x) for ν1  t  ν1 + 1, ν2  x  ν2 + 1, (2.9)
q2(t, x) for ν1 + 1 t  ν1 + 2, ν2  x  ν2 + 1, (2.10)
q3(t, x) for ν1  t  ν1 + 1, ν2 + 1 x  ν2 + 2, (2.11)
q4(t, x) for ν1 + 1 t  ν1 + 2, ν2 + 1 x  ν2 + 2, (2.12)
are strongly positive, then there are no positive solutions of Eq. (2.2) in the zone (t, x) ∈
[ν1 − 1, ν1 + 3] × [ν2 − 1, ν2 + 3].
Proof. For Eq. (2.2), the corresponding operator Tν1,ν1+2;ν2,ν2+2 can be written as
(Tν1,ν1+2;ν2,ν2+2y)(t, x) =
a(t, x)
b(t, x)
y(t + 1, x) + c(t, x)
b(t, x)
y(t − 1, x)
+ d(t, x)
b(t, x)
y(t, x + 1) + e(t, x)
b(t, x)
y(t − 1, x), (2.13)
where y(t, x) = 0 if at least one of the inequalities t < ν1, t > ν1 + 2, x < ν2, x > ν2 + 2
is satisfied.
Below we use [8, Theorem 5.4, p. 81] in the following form.
Lemma 2.1 [8]. Let Tν1,µ1;ν2,µ2 :L∞[ν1,µ1]×[ν2,µ2] → L∞[ν1,µ1]×[ν2,µ2] be a positive con-
tinuous operator. If there exist a strongly positive function v ∈ L∞[ν1,µ1]×[ν2,µ2] →
L∞[ν1,µ1]×[ν2,µ2] and a constant k > 1 such that the function q(t, x) ≡ Tν1,µ1;ν2,µ2v(t, x) −
kv(t, x) is strongly positive, then rν1µ1;ν2µ2 > 1.
If we set v = αxβt in the condition of Lemma 2.1, then the function q(t, x) is strongly
positive, if the functions q1(t, x), q2(t, x), q3(t, x) and q4(t, x) are strongly positive. This
implies that the spectral radius of the operator Tν1,µ1;ν2,µ2 is greater than one. Now Theo-
rem 2.1 completes the proof. 
If we set α = β in the condition of Theorem 2.3, then the following assertion is true.
Corollary 2.2. If there exists positive β such that the functions{
a(t, x) + d(t, x)}β > b(t, x) for ν1  t  ν1 + 1, ν2  x  ν2 + 1, (2.14){
c(t, x) + dβ2}> bβ for ν1 + 1 t  ν1 + 2, ν2  x  ν2 + 1, (2.15){
a(t, x)β2 + e(t, x)}> bβ for ν1  t  ν1 + 1, ν2 + 1 x  ν2 + 2, (2.16){
c(t, x) + e(t, x)}> bβ for ν1 + 1 t  ν1 + 2, ν2 + 1 x  ν2 + 2, (2.17)
are strongly positive, then there are no positive solutions of Eq. (2.2) in the zone (t, x) ∈
[ν1 − 1, ν1 + 3] × [ν2 − 1, ν2 + 3].
Let us formulate an assertion concerning estimates of the zone of positivity of solutions
of Eq. (2.3) with constant coefficients.
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(1) b20 < min{4c0d0,4a0e0, (a0 + d0)(c0 + e0)};
(2) b20 < min{4c0d0, (a0 +d0)(c0 + e0)} and the intersection of the interval
(
b0
a0+d0 ,
c0+e0
b0
)
with at least one of the intervals
(
0,
b0 −
√
b20 − 4a0e0
2a0
)
or
(b0 +
√
b20 − 4a0e0
2a0
,+∞
)
is not empty;
(3) b20 < min{4a0e0, (a0 +d0)(c0 + e0)} and the intersection of the interval
(
b0
a0+d0 ,
c0+e0
b0
)
with at least one of the intervals
(
0,
b0 −
√
b20 − 4c0d0
2d0
)
or
(b0 +
√
b20 − 4c0d0
2d0
,+∞
)
is not empty;
(4) b20 < (a0 + d0)(c0 + e0)} and at least one of the intersections (2.18)–(2.21)
(
b0
a0 + d0 ,
c0 + e0
b0
)
∩
(
0,
b0 −
√
b20 − 4a0e0
2a0
)
∩
(
0,
b0 −
√
b20 − 4c0d0
2d0
)
,
(2.18)
(
b0
a0 + d0 ,
c0 + e0
b0
)
∩
(b0 +
√
b20 − 4a0e0
2a0
,+∞
)
∩
(
0,
b0 −
√
b20 − 4c0d0
2d0
)
,
(2.19)
(
b0
a0 + d0 ,
c0 + e0
b0
)
∩
(
0,
b0 −
√
b20 − 4a0e0
2a0
)
∩
(b0 +
√
b20 − 4c0d0
2d0
,+∞
)
, (2.20)
(
b0
a0 + d0 ,
c0 + e0
b0
)
∩
(b0 +
√
b20 − 4a0e0
2a0
,+∞
)
∩
(b0 +
√
b20 − 4c0d0
2d0
,+∞
)
, (2.21)
is not empty.
Then there are no positive solutions y(t, x) of Eq. (2.3) in rectangles greater than 4 × 4.
Proof. Each of the conditions (1)–(4) implies the existence of a positive β satisfying the
conditions (2.14)–(2.17). Let us obtain several oscillation criteria.
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and also sequences of positive numbers {αn}, {βn} such that the function
q1(t, x) ≡
{
a(t, x)αnβ
2
n + d(t, x)α2nβn
}− b(t, x)αnβn (2.22)
is strongly positive for {νn1  t  νn1 + 1, νn2  x < ∞} and {νn1  t < ∞, νn2  x 
νn2 + 1}, and the function
q(t, x) ≡ {a(t, x)αnβ2n + c(t, x)αn + d(t, x)α2nβn + e(t, x)βn}− b(t, x)αnβn
(2.23)
is strongly positive for {νn1 + 1 t < ∞, νn2 + 1 x < ∞}, then all solutions of Eq. (2.2)
oscillate in the zone (t, x) ∈ [0,+∞) × [0,+∞).
Proof. The conditions of Theorem 2.5 implies that the function v = αxnβtn satisfies the
condition of Lemma 2.1 and, consequently, the spectral radius of the operator Tνn1 ,∞;νn2 ,∞2
is greater than one. Besides, according to Theorem 2.1 (see also Remark 2.1) there exists
a zero (θn1 , θ
n
2 ) of the solution y(t, x) in the zone {νn1 + 1  t < ∞, νn2 + 1  x < ∞}.
We can choose νn+11 > θ
n
1 and ν
n+1
2 > θ
n
2 and repeat our reasoning again. We obtain the
sequence {(θn1 , θn2 )} of zeros such that θn1 → +∞ and θn2 → +∞. 
Let us set αn = βn = β in the conditions of Theorem 2.6. Inequalities (2.23) and (2.22)
become
(a0 + d0)β2 − b0β + c0 + e0 > 0, (2.24)
(a0 + d0)β2 − b0β > 0, (2.25)
respectively.
Theorem 2.7. If
b20 < 4(a0 + d0)(c0 + e0), (2.26)
then all solutions of Eq. (2.3) oscillate in the zone (t, x) ∈ [0,+∞) × [0,+∞).
Proof. We have to demonstrate that there exists a positive β such that inequalities (2.24)
and (2.25) are satisfied. Inequality (2.26) implies that the equation (a0 + d0)β2 − b0β +
c0 + e0 = 0 has no real roots. If β > b0a0+d0 , then both inequalities are satisfied. Reference
to Theorem 2.6 completes the proof. 
Remark 2.3. If in Eq. (2.3) the coefficients d0 and e0 are zeros, we actually consider this
equation in the space of functions of one variable. A classical oscillation test (see, for
example, [5])
b20 < 4a0c0, (2.27)
follows from Theorem 2.7.
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In this section, conditions of nonoscillation of solutions of Eq. (1.1) are obtained.
Theorem 3.1. The following assertions are equivalent:
(1) The spectral radius r of the operator T :L∞[0,∞)×[0,∞) → L∞[0,∞)×[0,∞) is less than
one.
(2) For each positive f ∈ L∞[0,∞)×[0,∞) there exists a unique positive solution y ∈
L∞[0,∞)×[0,∞) of Eq. (1.1).
(3) There exists a strongly positive function v ∈ L∞[0,∞)×[0,∞) such that the function
ϕ(t, x) ≡ v(t, x) − (T v)(t, x) is strongly positive for (t, x) ∈ [0,+∞) × [0,+∞).
Proof. We prove Theorem 3.1 using the following scheme: (1) → (2) → (3) → (1).
(1) → (2). If the spectral radius r of the operator T :L∞[0,∞)×[0,∞) → L∞[0,∞)×[0,∞)
is less than one, then a unique solution y ∈ L∞[0,∞)×[0,∞) of Eq. (1.1) can be written as
y(t, x) = {(I − T )−1f }(t, x) = {(I + T + T 2 + T 3 + · · ·)f }(t, x). The positivity of the
operator T implies that y(t, x) f (t, x) > 0 for (t, x) ∈ [0,+∞) × [0,+∞).
(2) → (3). Since according to the condition (2), for each positive f ∈ L∞[0,∞)×{0,∞)
there exists a unique positive solution y ∈ L∞[0,∞)×[0,∞) of Eq. (1.1), we can set f (t, x) = 1
for (t, x) ∈ [0,+∞) × [0,+∞). Then the solution v(t, x) = {(I − T )−11}(t, x) = {(I +
T + T 2 + T 3 + · · ·)1}(t, x) is essentially positive, and the function ϕ(t, x) ≡ v(t, x) −
(T v)(t, x) is strongly positive for (t, x) ∈ [0,+∞) × [0,+∞).
The implication (3) → (1) is well known (see [8, Theorem 5.6, p. 86]). 
Corollary 3.1. If the spectral radius r of the operator T :L∞[0,∞)×[0,∞) → L∞[0,∞)×[0,∞) is
less than one and the function ϕ ∈ L∞[0,∞)×[0,∞) satisfies the inequality ϕ(t, x)  f (t, x)
for (t, x) ∈ [0,+∞) × [0,+∞), then the solution y ∈ L∞[0,∞)×[0,∞) of Eq. (1.1) and the
solution z ∈ L∞[0,∞)×[0,∞) of the equation
z(t, x) = (T z)(t, x) + ϕ(t, x), t, x ∈ [0,+∞), (3.1)
satisfy the inequality y(t, x) z(t, x) for t, x ∈ [0,+∞).
In order to study nonoscillation, we write the following representation of the operator T
for each fixed ν:
(T y)(t, x) = (T0,ν;0,∞y)(t, x) + (Tν,∞,0,∞y)(t, x),
(t, x) ∈ [ν,+∞) × [0,+∞). (3.2)
Definition 3.1. The operator T0,ν;0,∞ is strongly positive if (T0,ν;0,∞y)(t, x) is strongly
positive for (t, x) ∈ [ν,+∞) × [0,+∞) at each y ∈ L∞[0,∞)×[0,∞), which is strongly posi-
tive for (t, x) ∈ [0, ν) × [0,+∞).
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positive), then a solution y ∈ L∞[0,∞)×[0,∞) of Eq. (1.1) is nonnegative (nonpositive). If,
in addition, f is positive (strongly positive) for t ∈ [0, ε], and the operators T0,ν;0,∞ are
strongly positive for each ν > ε, then a solution is positive for (t, x) ∈ [0,+∞)×[0,+∞)
(a solution is nonoscillating in the zone (t, x) ∈ [ν,+∞) × [0,+∞)).
Proof. If we set v = 1 in the assertion (3) of Theorem 3.1, we obtain that the solution y is
nonnegative. The second assertion can be proved analogously to Lemma 3.1 in the recent
paper [2]. 
Theorem 3.2. If the initial function ϕ is strongly positive,
sup
t,x∈[0,+∞)
m∑
i=1
pi(t, x) +
h2(t)∫
h1(t)
h4(x)∫
h3(x)
k(t, x, s, θ)σ0,∞(s)σ0,∞(θ) dθ ds < 1, (3.3)
and
m∑
i=1
pi(t)σ0,t
(
gi(t)
)
σ0,∞
(
di(x)
)+
t∫
h1(t)
h4(x)∫
h3(x)
k(t, x, s, θ)σ0,∞(s)σ0,∞(θ) dθ ds > 0,
t, x ∈ [0,+∞), (3.4)
then each solution y ∈ L∞[0,∞)×[0,∞) of Eq. (1.2) is nonoscillating in the zone (t, x) ∈[0,+∞) × [0,+∞).
The proof follows from Corollary 3.3.
Let us consider the equations
b(t, x)y(t, x) = a(t, x)y(t + 1, x) + c(t, x)y(t − 1, x)
+ d(t, x)y(t, x + 1) + e(t, x)y(t, x − 1),
(t, x) ∈ [0,+∞) × [0,+∞), (3.5)
and
b0y(t, x) = a0y(t + 1, x) + c0y(t − 1, x) + d0y(t, x + 1) + e0y(t, x − 1),
(t, x) ∈ [0,+∞) × [0,+∞), (3.6)
with the initial function
y(t, x) = ϕ(t, x), when t < 0 or x < 0. (3.7)
Here a(t, x), b(t, x), c(t, x), d(t, x) and e(t, x) are positive essentially bounded functions,
and a0, b0, c0, d0 and e0 are positive constants.
Theorem 3.3. If at least one of the functions
c(t, x) or e(t, x), ( t, x) ∈ [0,+∞) × [0,+∞), (3.8)
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q(t, x) ≡ b(t, x)αβ − {a(t, x)αβ2 + c(t, x)α + d(t, x)α2β + e(t, x)β}, (3.9)
is strongly positive for (t, x) ∈ [0,+∞)×[0,+∞), then a solution of Eq. (3.5) is nonoscil-
lating in the zone (t, x) ∈ [0,+∞)× [0,+∞) for each strongly positive initial function ϕ.
Proof. For Eq. (3.5), the respective operator T can be written as follows:
(T y)(t, x) = a(t, x)
b(t, x)
y(t + 1, x) + c(t, x)
b(t, x)
y(t − 1, x)
+ d(t, x)
b(t, x)
y(t, x + 1) + e(t, x)
b(t, x)
y(t − 1, x),
y(t, x) = 0 for t < 0 or x < 0. (3.10)
If we set v = αxβt in the assertion (3) of Theorem 3.1, we obtain that the spectral radius
of the operator T is less than unity. Using the fact that the functions q(t, x),ϕ(t, x) and at
least one of the functions c(t, x) or e(t, x) are strongly positive, we obtain nonoscillation
of the solution. Theorem 3.3 is proved. 
If we set α = β in the condition (3.9) of Theorem 3.3, then the inequality
(a0 + d0)β2 − b0β + c0 + e0 < 0 (3.11)
must be satisfied for Eq. (3.6).
Corollary 3.3. If
b20 > 4(a0 + d0)(c0 + e0), (3.12)
then the solution of Eq. (3.6) is nonoscillating in the zone (t, x) ∈ [0,+∞) × [0,+∞) for
each strongly positive initial function ϕ.
The proof follows from Theorem 3.3 and the fact that inequality (3.11) has a real solu-
tion if and only if the condition (3.12) is satisfied.
If we compare Corollary 3.3 and Theorem 2.7, the following assertion can be obtained.
Theorem 3.4. There are no nonoscillating solutions of Eq. (3.6) in the zone (t, x) ∈
[0,+∞) × [0,+∞) if and only if
b20 < 4(a0 + d0)(c0 + e0). (3.13)
Theorem 3.5. Let the inequality (3.12) be satisfied and a(t, x)  a0, b(t, x)  b0,
c(t, x) c0, d(t, x)  d0, e(t, x)  e0, then the solution of Eq. (3.6) is nonoscillating in
the zone (t, x) ∈ [0,+∞) × [0,+∞) for each strongly positive initial function ϕ.Proof. Inequality (3.12) implies that the spectral radius of the operator
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b0
y(t + 1, x) + c0
b0
y(t − 1, x) + d0
b0
y(t, x + 1) + e0
b0
y(t − 1, x),
t, x ∈ [0,+∞) (3.14)
y(t, x) = 0 for t < 0 or x < 0, (3.15)
is less than one. According to Theorem 3.1, there exists an essentially positive function v ∈
L∞[0,∞)×[0,∞) such that v(t, x) − (T0v)(t, x) is an essentially positive function for (t, x) ∈[0,+∞) × [0,+∞). The inequalities a(t, x)  a0, b(t, x)  b0, c(t)  c0, d(t, x)  d0,
e(t, x)  e0 imply that (T0v)(t)  (Tv)(t), where the operator T is determined by the
formula (3.10). For this function v the function v(t, x) − (T v)(t, x) is essentially positive
for (t, x) ∈ [0,+∞) × [0,+∞). References to Theorem 3.1 and Corollary 3.3 complete
the proof of Theorem 3.5. 
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