Simon's two-stage design has been widely used in early phase clinical trials to assess the activity of a new investigated treatment. In practice, the actual sample sizes do not always follow the study design precisely, especially in the second stage. When over-or under-enrollment occurs in a study, the original critical values for the study design are no longer valid for making proper statistical inference in a clinical trial. The hypothesis for such studies is always one-sided, and the null hypothesis is rejected when only a few responses are observed. Therefore, a one-sided lower interval is suitable to test the hypothesis. The commonly used approaches for confidence interval construction are based on asymptotic approaches. These approaches generally do not guarantee the coverage probability. For this reason, Clopper-Pearson approach can be used to compute exact confidence intervals. This approach has to be used in conjunction with a method to order the sample space. The frequently used method is based on point estimates for the response rate, but this ordering has too many ties which lead to conservativeness of the exact intervals. We propose developing exact onesided intervals based on the p-value to order the sample space. The proposed approach outperforms the existing asymptotic and exact approaches. Therefore, it is recommended for use in practice.
Introduction
Multi-stage designs, especially two-stage designs, have been widely used in clinical trials to allow an on-going study to be stopped early to protect participants' safety and improve studies' efficiency. In cancer clinical trials, Simon's two-stage design 1 is traditionally used to investigate the efficacy and safety of a new therapeutic treatment in a onearm study. The outcome from such studies is often binary: response or no response to the new treatment. In practice, the actual final sample size could be different from the planned values due to some practical reasons, such as an over-or under-estimated dropout rate, a significant budget cut, or an extended study time. The first interim analysis can always be performed when the planned sample size for the first stage is reached. Therefore, the sample size deviation often happens in the second stage. Due to the unplanned sample size in the second stage, the original critical value is no longer valid for making proper statistical inference about the activity of the new treatment.
Upon completion of the study, the response rate and the associated confidence interval are always reported. The response rate is often estimated by using the maximum likelihood method, which is the number of responses divided by the number of participants in the study. However, this maximum likelihood estimate (MLE) is biased. 2, 3 Later, Jung and Kim 2 derived the uniformly minimum variance unbiased estimator (UMVUE) for the response rate by using the Rao-Blackwell theorem. They showed that the unbiased estimate has comparable efficiency when compared to the biased MLE. They also showed that the UMVUE creates a natural ordering of the sample space by the total number of responses.
In addition to the point estimate, the confidence interval should also be calculated and reported. This becomes very important in the case when a study does not follow the design precisely. Since a study is designed in a twostage fashion, the confidence interval calculation should incorporate this design information. For a study with under-or over-enrollment in the second stage, Koyama and Chen 4 proposed a method to control for the conditional type I error in the unconditional p-value calculation and the confidence interval calculation. Later, Zhao et al. 5 conducted a simulation study and showed that the confidence interval based on the approach by Koyama and Chen 4 does not guarantee the nominal coverage probability. In addition, they pointed out that the approach by Koyama and Chen has difficulty in computing confidence interval for some sample points. Then, they proposed a new approach based on the likelihood ratio to construct the confidence interval for the response rate. However, all these intervals are asymptotic, and they do not guarantee the coverage probability.
To make a confidence interval exact, Clopper and Pearson 6 (CP) approach is traditionally used. This approach has to be used in conjunction with a method to order the sample space. The aforementioned point estimates, including the MLE and the UMVUE, can be used to order the sample space. Although these two point estimates are not the same, the sample space ordering based on them is the same as the sample space is sorted by the total number of responses. 7 The confidence interval based on this ordering when using the CP approach is exact, 7 but this may not be a good interval estimate as many ties exist in this ordering. To further improve the confidence interval estimate, we propose using the p-value to form the new sample space ordering. Ordering based on the p-value may be able to break down the ties observed from the exact interval based on the MLE.
The rest of the article is organized as follows. In Section 2, we first introduce the construction of one-sided lower limits based on the approach by Koyama and Chen 4 for a study with under-or over-enrollment in the second stage. Then, we introduce the exact interval based on the MLE and propose the exact lower limit based on the p-value by using the CP approach. At the end of Section 2, we illustrate the application of the considered asymptotic and exact intervals by using an example. In Section 3, we compare the two exact lower limits with regard to simple average length (AL) and expected length (EL) by using all sample points in the sample space, and the winner is then compared with Koyama and Chen's approach using the partial of the sample space. We use a Phase II clinical trial to illustrate the application of these approaches to construct exact lower limits. Finally, we provide some remarks in Section 4.
Methods
In practice, it is not uncommon that the actual sample size of a clinical trial deviates from the planned design. In a two-stage design setting, the interim analysis can always be conducted when the pre-determined first stage sample size is reached. However, the second stage sample size could be different than planned. Suppose n 1 and n 2 are the planned first stage and second stage sample sizes in Simon's design for testing the one-sided hypotheses H 0 : 0 against the alternative H a : ! 1 where 0 and 1 are the unacceptable and acceptable response rates, respectively. In addition to the sample sizes, the critical values for the first stage and both stages combined, r 1 and r t , also need to be determined in the design search to guarantee the type I () and II () rates. Let X 1 and X 2 be the number of responses from the first stage and the second stage, respectively. As in Simon's design, the study will be stopped in the first stage if X 1 r 1 . When X 1 4 r 1 , the study proceeds to the second stage. The new treatment is considered promising for further investigation when the total number of responses is more than the critical value:
When a trial goes to the second stage, the unconditional p-value function is defined as 
The solved Ã value is then used in the p-value function for P Ã ðX 2 ! r t À X 1 þ 1jn 2 Þ, where X 1 4 r 1 . It should be noted that Ã is the solution based on the one observed data point (x 1 , x 2 ). Then, the unconditional p-value function for a study with over-or under-enrollment is calculated as
The one-sided lower ð1 À Þ confidence interval is the collection of such that
This approach is referred to as the KC approach. In this approach, Ã needs to be determined for each possible . Therefore, it could be computationally intensive.
It has been noted by other researchers 5, 8 that no confidence interval exists when x 1 4 r t , since the left side of equation (1) is always 1 regardless of the value of Ã . For a similar reason, when x 2 ¼ 0, the right side of equation (1) is always 1; therefore, there is no confidence interval for sample points ðx 1 , 0Þ based on the KC approach. In addition, this approach only applies to the trials proceeding to the second stage. The confidence interval calculation for trials stopped in the first stage is not discussed by Koyama and Chen. 4 For a one-sided hypothesis, a one-sided confidence interval is statistically desirable to make sure that the hypothesis testing and the confidence interval construction are consistent. 4 When the significance level is , a 1 À one-sided interval, ðL, 1Þ should be computed for statistical inference, where L is the 1 À lower limit. CP 6 approach is traditionally used to construct exact confidence intervals. This approach has to be used in conjunction with a method to order the sample space. The ordering of the sample space is also called the stochastic ordering. The most commonly used stochastic ordering methods are based on parameter estimates. Let m be the stopping stage. When m ¼ 1, a trial is stopped in the first stage, and the possible outcomes are S ¼ f0, 1, 2, Á Á Á, r 1 g. When m ¼ 2, the possible outcomes are G ¼ fðX 1 , X 2 Þ, r 1 þ 1 X 1 n 1 , 0 X 2 n 2 g. The first estimate considered is the naive response estimate as n ¼ X 1 =n 1 when m ¼ 1, and
Due to the sequential nature of a two-stage design, this naive estimate is biased. 2 Later, Jung and Kim 2 derived the UMVUE for the response rate by using the Rao-Blackwell theorem. It is calculated as u ¼ n when m ¼ 1 and
where w _ q ¼ maxðw, qÞ and w^q ¼ minðw, qÞ. It can be seen that u ðX 1 ,
Therefore, when the point estimate u is used for stochastic ordering, sample points with the same total number of responses would have the same lower limit. In this scenario, the ordering based on the UMVUE u is the same as that based on the naive estimate n , and the sample space is sorted by the total number of responses. This approach based on the total number of response to compute exact intervals is referred to as the R approach. For sample points in set S, their total numbers of responses are always less than or equal to r 1 , while sample points in set G have the number of responses at least r 1 þ 1. It follows that the lower limits for sample points in set G are larger than those in set S.
Although the stochastic ordering based on parameter estimates is traditionally used, it is often associated with many ties in the ordering. For this reason, we propose using the p-value calculated from the following tail area to create a new stochastic ordering
This approach is referred to as the P approach as the p-value is used for sample space ordering. The p-value for the observed sample point (x 1 , x 2 ) in set G is computed as
and p-value for sample point x 1 in set S is calculated as
It is easy to show that the p-value for sample points in set S is always greater than that in set G. A sample point with a smaller p-value indicates stronger evidence against the null hypothesis. Therefore, it should be associated with a larger lower limit for the response rate. The new ordering is the one sorted by p-value from the largest to the smallest, where the sample point with the smallest p-value has the largest lower limit. It should be noted that other p-values can also be used for the stochastic ordering, such as the p-value based on the UMUVE. However, the ordering based on a parameter estimate and the ordering based on the p-value by using the parameter estimate, are the same. Therefore, it is not necessary to repeat the ordering based on the p-value by using n or u .
Let À ðX 1 , X 2 Þ denote the position for the sample point (X 1 , X 2 ) in the sample space when the approach is used, ¼KC, R, and P. It should be noted that sample points having the same value from the sorting method should have the same position number. For simplicity, the sample space is sorted by the lower limit from the smallest to the largest. Then, the one-side interval ðL ðx 1 , x 2 Þ, 1 based on the approach is the collection of f : Pð ðx 1 , x 2 ÞjÞ 4 g ð 2Þ
where
It should be noted that the KC approach can only compute the confidence interval for part of the sample space. Coverage probability is defined as
A confidence interval is called exact when P ð 2 ðLðX 1 , X 2 Þ, 1Þ ! 1 À is true for any 2 ½0, 1. (3): X 1 r 1 ) do not have confidence intervals. As can be seen from the plots, the KC approach does not guarantee the coverage probability, with the majority of points having coverage probabilities below the nominal level, while the R approach and the P approach guarantee the coverage probability.
Numerical studies
We compare the performance of the KC approach, the R approach, and the proposed P approach with regard to simple AL and EL). These approaches are compared by using Simon's optimal design with under-or overenrollment in the second stage. For each Simon's design with sample sizes n 1 and n 2 given study design parameter ð 0 , 1 , , Þ, seven different second stage sample sizes n 0 2 ¼ n 2 are studied, where ¼ 0:5, 0:7, 0:9, 1, 1:1, 1:3, and 1.5. When ¼ 1, the studied design is Simon's design, and this design is used as reference. In the design parameters, is set as 0.05, and equals either 0.2 or 0.1 representing 80% or 90% power. Eight response rates under null hypothesis are investigated: 0 ¼ 0:05, 0:1, 0:2, Á Á Á, 0:7, and 1 ¼ 0 þ 0:2. A total of 8 Â 2 Â 7 ¼ 112 configurations are studied. As aforementioned, the R approach and the P approach compute the exact lower limits for every sample point in the sample space, while the KC approach can only calculate the exact limit for part of the sample space. For this reason, we first compare the performance of the R and P approach, and then the better of the two will be further compared with the KC approach.
Comparison between the R approach and the P approach
The R approach and the P approach allow computation of the confidence limits for all sample points in the sample space. By their definition of confidence limits, the lower limits for sample points in set S are the same for both approaches. Therefore, these points are not included in the length calculation. Then, the simple AL of sample points in set G is defined as
where N G is the size of set G. The ALs for the one-sided lower intervals based on the R approach and the P approach are computed for all 112 configurations, and some typical results are presented in Table 1 : seven cases when ð 0 ¼ 0:1, 1 ¼ 0:3, ¼ 0:1Þ, and another seven cases when ð 0 ¼ 0:6, 1 ¼ 0:8, ¼ 0:2Þ. As can be seen from the table, the P approach has a shorter AL than the R approach for all these 14 cases. Generally speaking, an interval with a short length is preferable. In addition to these special cases, we present the AL comparison between the two approaches for all 112 cases in Figure 2 . The x-axis value is the AL of the R approach, and y-axis is the AL of the P approach. Each dot in the figure represents the ALs based on the R approach and the P approach for one case. When the dot is below the diagonal line, the P approach performs better than the R approach for that case. It is observed that all the dots are below the line, indicating that the P approach dominates the R approach with regard to the AL criteria.
All sample points in the AL calculation are assigned with equal weights. Alternatively, each sample point's length can be weighted by its probability. This is the second measurement to compare the performance of different intervals. It is called the EL, which is defined as
where bðX 1 , n 1 , ÞbðX 0 2 , n 2 , Þ is the probability density function for the sample point ðX 1 , X 0 2 Þ, and ranges from 0 to 1. Traditionally, the ELs between the two intervals can be compared by using the difference EL 1 ðÞ ¼ EL R ðÞ À EL P ðÞ, or the ratio EL 2 ðÞ ¼ EL R ðÞ=EL P ðÞ. When the difference is not that big for some values, the ratio is a better measurement to capture the relationship between the two intervals. We choose 2000 uniformly distributed values from 0 to 1, and compute all the ratios EL 2 ðÞ. Figure 3 displays some typical results for the comparison between the R approach and the P approach with regard to the EL by using the ratio as a function of for the cases: n increases. However, in all these cases, the ratio is generally below 1, indicating that the P approach has a shorter EL than the R approach. Therefore, the P approach performs better than the R approach with regard to the EL criteria. For this reason, we will only use the P approach in the following comparison with the KC approach. Figure 2 . AL comparison between the R approach and the P approach for all the 112 over-or under-enrollment studies. When a dot is below the diagonal line, the P approach has a shorter average length than the R approach for that configuration.
Comparison between the KC approach and the P approach
As mentioned in Section 2, the KC approach can only calculate the one-sided lower limit for sample points in set G which meet the following two constraints: X 1 r t and X 0 2 4 0. This sub sample space is referred to as the KC . Suppose N KC is the size of this sample space. Then, the AL is calculated as Table 2 shows the ALs of the KC approach and the P approach for the 95% one-sided lower interval when 0 ¼ 0:2 and 1 ¼ 0:4 to attain 80% or 90% power. The P approach dominates the KC approach with a shorter AL for various over-and end-enrollment cases. Similar results are observed for other cases. This comparison may not be fair since the P approach guarantees the coverage probability while the KC approach does not. As seen in Figure 1 , the KC approach is generally anti-conservative for the case, where the actual coverage probability is less than the nominal coverage level. To further compare the two intervals, we draw all the lengths for each sample point in set KC , ½1 À LðX 1 , X 0 2 Þ, in Figure 4 , for the second case in Table 2 with n 1 ¼ 13 and n 0 2 ¼ 21. A total of 189 sample points are in the set KC . It can be seen from the figure that the two approaches have similar interval length for the majority of the sample points. The interval length of the P approach could be slightly longer than Figure 3 . Expected length ratio between the P approach and the R approach, EL PV =EL R for over-or under-enrollment two-stage designs at ¼ 0:05. The P approach has a shorter expected length than the R approach when the ratio is less than 1.
that of the R approach for a few sample points. But, the interval length of the R approach is significantly longer than that of the P approach for some sample points. These sample points often have a large X 1 value and a small X 0 2 value. In such cases, the lower limit of the KC approach is much less than that of the P approach. We also observe this trend from other configurations.
We also compare the performance between the KC approach and P approach with regard to the EL, which is calculated by using the sample space KC to make sure that the lower interval can be obtained by using the KC approach. The design configurations in Figure 3 are considered for the comparison between the KC approach and the P approach in Figure 5 . Although the performance of the KC approach increases as n 0 2 and 0 increase, Interval length comparison between the KC approach and the P approach for a study with sample sizes n 1 ¼ 13 and n 0 2 ¼ 21 that has a total of 189 sample points. When a dot is below the diagonal line, the P approach has a shorter length than the KC approach for that sample point.
the P approach always performs better than the KC approach with a very high proportion of values such that the P approach has a shorter EL when compared to the KC approach. The P approach outperforms the KC approach with regard to the AL criteria, the EL criteria, and the exactness of the interval.
Example
We illustrate the application the proposed P approach, the R approach, and the KC approach by using a Phase II clinical trial. 9 The primary endpoint of this clinical trial is the response rate from patients with relapsed or refractory aggressive non-Hodgkin lymphoma (NHL) being treated with alisertib. Alisertib is a very highly selective small molecule inhibitor of Aurora A kinase. 9 Complete response and partial response are considered as response in this study. The historical response rate is estimated as 5%, and the target response rate is at least 20%. Simon's optimal two-stage design is used. In order to achieve 90% power at the significance level of 0.05, Simon's two-stage design is calculated as Figure 5 . Expected length ratio between the P approach and the KC approach, EL P =EL KC for over-or under-enrollment two-stage designs at ¼ 0:05. The P approach has a shorter expected length than the KC approach when the ratio is less than 1.
of the study, the total number of patients is 48 which is more than pre-planned sample size n ¼ 41. Out of the actual n 0 2 ¼ 48 À 21 ¼ 27 patients in the second stage, eight responses were recorded. Friedberg et al. 9 reported the confidence interval for the overall response rate without considering the nature of a two-stage design. The confidence interval based on the KC approach was available at that moment, but the KC approach cannot compute the confidence interval for the response rate when X 1 4 r t . The 95% exact one-sided lower limits based on the R approach and the P approach are 0.168 and 0.169, respectively. The lower limit based on the proposed P approach is slightly larger than that based on the R approach. Since 0 is much less than the lower limits from these two approaches, the null hypothesis is rejected by using either of the two exact approaches.
Discussion
The hypothesis for these problems is often one-sided. Therefore, we propose an exact one-sided lower interval for the response rate to make proper and exact statistical inference. Meanwhile, the proposed exact approaches for lower limits can be easily extended to exact upper limits. From the numerical studies, we know that the commonly used approach by Koyama and Chen 4 does not guarantee the coverage probability and can only compute a confidence interval for a limited number of sample points. The existing approach based on the number of responses, the R approach, is exact, but this approach is not as efficient as the proposed exact approach based on the p-value, the P approach. One reason is that the intervals based on the R approach have a substantial number of ties. The proposed P approach outperforms both the R approach and the KC approach with regard to AL and EL. Therefore, it is recommended for use in practice. We are going to develop an R package based on the approaches developed in this article for public use.
To further improve the proposed P approach, one may consider the inductive order developed by Wang, 10 who created a new ordering of the sample size based on the distance between the sample points. This approach has been successfully applied to many important statistical problems, the difference between two proportions [10] [11] [12] [13] and the relative risk and odds ratio. 14, 15 They all belong to a one-stage setting. We will consider extending his approach to a two-stage setting in the collaboration with Prof. Wang in the future.
