A matter of increasing interest is finding the best way to integrate the use of powerful computational facilities with the traditional practices of analysis and related disciplines. This is largely a problem in research and development, rather than fabrication of machines, or even development of codes. There is little question that modern manufacturing, for example, cannot be accomplished competitively without computing machinery -in fact, the more the merrier. However, there is a fairly widespread sense that in areas depending on the development and applications of new ideas, and perhaps especially in education, the general emphasis has been skewed too much to rely excessively on computers. This paper has been prepared partly to make the point with examples taken from the author's experiences with unsteady combustion. My claim here is that in many cases, analytical methods (necessarily approximate) offer a path often initially preferable to that presented by numerical methods, which in the cases at hand, mean computational fluid mechanics. The first simple example treated here is the Rijke tube, well known primarily for two reasons: The physical behavior is easy to produce, and for which data may be relatively easily collected; and the necessary analysis seems quite simple, at first glance. Some recently published experimental results will be cited, with an approximate theory based on the known differential equations for one-dimensional motions.
INTRODUCTION
First, a few comments serve to set the main subject of this paper, the importance of approximate analysis in discovering aspects of physical behavior, in the wider context of research and development generally.
Since humans began studying their environment there have been three principal ways of seeking information: observational, experimental, and theoretical. We understand the term 'observational' to include, for example, observational astronomy, and large parts of the biological, earth, and planetary sciences. Observational sciences comprise activities categorizing observations to find meaning in the data. If they can be conducted, 'experiments' in these cases involve changes in the environment, and observations of the consequent effects. Also, what may be obvious but that must not be forgotten, is that in this context, prediction of behavior is based on previously observed results.
Although the distinction is frequently not made, the physical and chemical sciences include both observational and experimental sciences. The term 'experimental' seems often to have somewhat fuzzy or ambiguous meanings; we understand here that it implies complete control by the experimenter of the conditions under which quantitative observations, i.e. measurements, are made. For our purposes, it is those propertiescontrol of the environment in which the system under study exists; and careful quantitative measurements -that are fundamental distinctions between observational and experimental activities.
It seems that the term 'data' increasingly is losing its traditional precise meaning, measured or observed results of physical or biological behavior. It is confusing, at least, but sometimes bordering on obscuration, to encounter the crazy usage 'numerical data' referring to calculated results. Occasionally curves of calculations have 'data points' identified, naturally showing perfect agreement between the calculations and the 'data'. Such a practice must be encouraged only by people who have never done real experiments in the physical world! Labeling theoretical matters often is accompanied by some confusion. Fairly general agreement exists that in the intellectual areas we are interested in here, there are four kinds of activity that are commonly referred to as 'theoretical': (1) mathematical and physical theory in the purest sense, that is, literal descriptions inevitably involving the language of mathematics; (2) computational or numerical descriptions constructed specifically to be used by electronic machines; (3) approximate mathematical analysis (occasionally referred to, casually, as 'engineering' by mathematicians); and (4) moreor-less quantitative descriptions based on observations of the systems in question. The last category is very important in some fields (cf. Darwin's theory of evolution), but we will not consider them in our discussion here.
Within the framework implied by the preceding four paragraphs, the discussion in this paper falls in the third category of theoretical types. The main reason I have bothered to be so formal is to place the emphasis of the present work where I believe it belongs: We are concerned with a useful approximate method that has demonstrated value for both research and practical applications. Work of this sort is strongly needed in both academia and in industry, irrespective of the computational power available. I believe that current practitioners are fast vanishing, not to be replaced. It's a pity.
There is an enormous amount of special satisfaction, for an individual alone or as a member of a group, to be close to the development of the solution to a problem, which can be experienced only by working things out 'by hand'! The genuine thrill and satisfaction of seeing a derived solution, arrived at after a lot of sweat and erasures, closely match experimental data -for the first time -is an enormous motivation for continuing theoretical work. That view is not totally curmudgeonly! And it isn't only a matter of the general decay of handwriting and sketching skills due to young lifetimes spent tapping on a keyboard.
I do not question the net value -indeed obvious necessity -of computing machines and computational work. It seems silly even to suggest that there may be doubts! But there are many hints, sensed by experienced people, that perhaps something (much?) is being lost by following the present trends, in engineering research especially. I mean the path that is evident in academic curricula, suggested by various symptoms, among them: The distribution of majors chosen by students; the complaints that one hears, very commonly, especially from employers, about the gaps in the knowledge and capabilities of new graduates; and the rush in industry to capture (by video-taping, for example) the knowledge and experience of retired and retiring engineer. These common observations are possibly indicative of failures in the educational process.
In the U.S., much of the difficulty associated with finding new generations of young engineers domestically, has been compensated by the large number of foreign-born students choosing to study in the U.S. But of course they too are soon subject to the same influences (encouraged by available funding and willing faculty fund-raisers) as domestic students, and therefore their presence does not seem to have much effect on the distribution and deficiencies of majors mentioned above. [This may be an interesting example of the failure of immigration practices to provide the socially important variations it promises.]. And so we see that, like secondary school graduates, college undergraduates and graduate students in engineering find the use of computational resources enormously attractive, often to the exclusion of much else.
Power Point presentations of computational results tend to dominate even informal verbal summaries of students' work. Skills such as sketching, and the ability to formulate true 'back of the envelope' estimates seem rarely learned by students, and are being lost to younger practicing engineers. What happens when new graduates are faced with problems for which there are no 'canned programs'? And the situation is particularly troublesome if approximate answers are required quickly. The ability to 'smell' whether or not an answer makes sense is lost, or never gained. But its loss is quickly evident.
The preceding remarks may seem unnecessarily vague, perhaps pompous and curmudgeonly, in the introduction to a small paper dealing mainly with pretty down-toearth topics. I hope that, other than making points that I believe in very strongly, reasons why they are included will be clear later.
More precisely, the following discussion pertains to applied physical sciences and engineering; and even further, to a narrow slice of those fields, approximate solutions to problems of acoustic waves in chambers, excited by energy sources of various sorts. This class of problems is a marvelous vehicle for illustrating my prejudices just discussed. The main ideas have wider applications.
T'is folly indeed to believe that answers to real problems, providing credible predictions, can be had entirely by embarking on a program of computational fluid mechanics. There are simply too many unknown quantities that in fact cannot be known accurately within the present state of knowledge and experiment. Thus, approximate mathematical/physical theories seem to fulfill a real need. In addition to giving a solid base for understanding, the results should serve as guides to planning experiments.
THE RIJKE TUBE, OLD AND NEW
We consider now an old class of problems, first examined observationally by Higgins [1] and reported in 1802 in the proceedings of the Royal Society. The most famous and frequently cited example is the Rijke [2] tube in which a heated screen serves as the energy source, mounted in a vertical tube, and permitting the flow of air (the 'draft') through the tube. Figure 1 shows the elementary configuration and the definitions that we will need shortly.
There has never been what can even remotely be called a period of active research on the properties of the Rijke tube. Every few years, new results are reported, usually as part of Ph.D. programs, perhaps motivated by a novel application. The review by Raun et al. [3] is the most recent thorough discussion of the field generally, partly with a view to possible applications to coal burning combustors. Their survey of the literature seems to be virtually complete. Culick [4] has summarized the most significant experimental results, and has carried out analysis based on the methods discussed in this paper. Because of space limitations, most details of the various calculations referred to in this paper are not included. A revised form of RTO 039 [4] , currently in progress, will cover much of the omitted material. [Figures and their numbers, and equations and their numbers, are taken directly from that publication, readily available on the internet, http://www.rto.nato.int, so I do not apologize for an odd sequence of numbering here.]
Recent experiments by Matveev [5, 6, 7] and reported in his Ph.D. thesis are probably the most precise available. (Since his work was accomplished at Caltech, I am of course utterly unbiased.) His apparatus (see also Pun [8] ) is sketched in Figure 2 . Mounted horizontally, the tube, originally designed and constructed by Dylan Hixon, a research student at Caltech for one year, and then improved by Pun before it was finally completed by Matveev. The power to the electrical heater was controllable accurately, so the speed of flow through the tube was variable at will. Probably the greatest A sketch of the horizontal Rijke tube used by Matveev (2003) .
deficiency was the lack of control over the vertical distribution of horizontal speed, u, i.e. u(y). That non-uniformity is known from experiments of a different sort, but similarly involving low speeds and acoustic waves, to be a source of error even though it may seem negligibly small. A few of Matveev's results are shown in Figure 3 . His analysis is much more specialized than that given here, and at the same time accounts for details not covered by the elementary analysis. It does not make use of Galerkin's method or the perturbation/iteration discussed later. The success of Matveev's calculations is apparent.
A simple approximate analysis of the behavior of a Rijke tube is given in Section 2.7 of RTO 039 [4] . The physical problem is a nice vehicle for displaying the basic assumptions commonly used. Consequently, the analysis clearly illustrates several features of the viewpoint taken in the work here.
Solution consists in solving the classical acoustics equations on each side of the heater, with explicit appearance of the mean flow speed ignored. Due to steady heating there must be a jump in temperature at the heater; the associated increase in mean flow speed is accounted for by a step change proportional to the mean rate of heat addition; the linearized equations are therefore:
Spatial averaging combined with a perturbation/iteration procedure On either side of the heater, the acoustic momentum and pressure equations may be combined to give the acoustic wave equation:
where the speed of sound is proportional to and therefore suffers a jump change at an infinitesimally thin heater. As commonly done, with the strictly incorrect statement that its effects are unimportant because the mean flow speed is small, we have ignored the mean flow except in the jump condition at the heater. That assumption is probably valid, but has not been entirely justified. It amounts to ignoring one contribution of order Mach number, while including others, notably in the jump conditions at the heater. Note that it is generally poor procedure to try to retain some contributions of the desired order, but ignoring others on the basis of allegedly clever reasoning. It doesn't always work.
Solution by matching waves
This method consists in working with plane waves propagating parallel to the axis of the tube; on both sides of the heater waves traveling in both directions must be used. The relative amplitudes and phases are set by the losses at the ends, and the rules for amplification at the heater. Thus, the differential equations are not used explicitly, but imply the plain wave solutions. The calculations give a complex algebraic equation, of which the real and imaginary parts of the solution give the frequency and attenuation of allowable waves. The dependence on location of the heater is not easily found, although it is contained in the solution. Thus, often it is set at a convenient value, such as a quarter of the length from the entrance.
The easiest, and fool-proof, way to establish 'jump conditions' is based on formally integrating the equations of motion across the heater, and proceeding to the limit of an infinitesimally thin region. There is no need to include the results here.
Solution to this problem is easy to work out by the method summarized here, a very simple case of spatial averaging. It is particularly interesting to compare the details of the calculations and results with those required to carry out an analysis based on directly using superposition of planar waves, and wave-matching. See Section 2.7.4 of RTO 039 [4] . Wave-matching is terribly difficult for any forms other than plane waves. That implies in particular that the method probably is unusable for practical configurations.
Solution by spatial averaging
The method based on spatial averaging is easier to apply, and is more generally applicable. For example, results obtained here are valid for any heater location, whereas simple wave matching is generally restricted to a particular heater location, as we have just noted. That sounds like a special and not very important result, but it is indicative of the broader power of the approach based on the method of least residuals, or in our special circumstance, more simply 'spatial averaging'.
We begin with the wave equation simplified by ignoring convective transfer where the volumetric source is: We assume that the actual pressure has the same form as the acoustic field, but with time-varying amplitude:
Substitution of these formulas in (2.168), and invoking a simple argument, leads to the desired equation for the unknown time-dependent amplitude:
This equation now offers the opportunity to investigate details of the heat addition, and spatial variations of the speed of sound.
The elementary conclusions of the two approaches agree, but the method of spatial averaging already shows more general promise than simple wave matching, dependence on the heater location being a hint.
GALERKIN'S METHOD: A SPECIAL CASE OF THE METHOD OF WEIGHTED RESIDUALS
In the preceding section, we outlined two ways of calculating the main features of linear behavior of the Rijke tube. As shown by those calculations, the result obtained by superposing planar waves is identical with that obtained by a somewhat different, but related calculation. The second calculation was based on directly integrating a comparison of the problems with and without the volumetric and surface perturbations represented by h and f. Weighting functions were chosen in such a way that Green's integral identity could usefully be applied. With the form of pressure fluctuation taken to be a simple product of a known spatial function, here a mode, and an unknown function of time, the ordinary differential equation (2.172) is finally obtained.
For many years, there have been objections to several properties of the method; sincere but mistaken criticisms of some conclusions based on the method; and often incorrect identification of the method as really not more than that worked out long ago by Galerkin. In this section, we are mainly concerned with the much less parochial matter of the historical development of methods of averaging, that are widely referred to as 'methods of weighted residuals', the term we prefer here.
In the process we will clarify further the similarities and differences of the method adopted here are compared with other works. The discussion will help explain why in 1963 and in subsequent extensions, I have not ascribed the approach to Galerkin, as much as one must respect, admire, and use his work as originally he intended. My main reason for not attaching his name to the method is my use of an elaborated known form of iterative solution that I learned from Professor Feschback based on the volumes by Morse and Feschbach [9] . In this case, Galerkin's method is really only half of the entire procedure.
With the growth of computing resources and their still increasingly widespread uses, little attention has been paid to developing further the sorts of averaging methods discussed here. Consequently, while many of the references cited in this section may seem rather old, they really are the most up-to-date works, short of numerical methods somehow also identified, by the authors themselves, with Galerkin's method.
Historical background
It seems that application of Galerkin's method was first championed in the English language literature by Duncan [10, 11] , who applied it to both static and dynamic mechanical problems. He emphasized its relation to the earlier Rayleigh-Ritz method, but sided with its greater generality, both theoretically and for treating practical problems.
Crandall [12] , who apparently invented the descriptive term method of weighted residuals, has given a thorough treatment, prepared before widespread use of computers, and therefore with detailed attention to some points often ignored in current works. The reasons for the name are sound, resting solidly in the theoretical foundations. Also helpful are the books by Collatz [13] , and Ames [14, 15] . More recently, Meirovich [16] has given a useful introduction.
For handling perturbations in a useful way, most immediately inspiring for me have long been the two volumes by Morse and Feshbach [9] ; that explains why I refer often to their Chapter Nine, Approximate Methods. The perturbation/iteration method, used at length in that work, I have combined with the method of least residuals to give the approach I discussed most recently in the volume Culick [4] that contains many of the applications worked out in the past three decades.
To repeat and emphasize my main point: The use of a weighting function in the manner chosen here is an important step in the method of least residuals (see the discussions by Crandall [12] and by Finlayson [17] ); the tack subsequently taken to put the equations in forms more easily soluble is based in the present work on the perturbation/iteration method elaborated by Morse and Feshbach [9] . The resulting combined method in toto really takes the procedure outside Galerkin's intentions, the reason for referring to the approach taken in the works reviewed here as simply a method of weighted residuals, although that term too fails to capture the perturbation/iteration aspect.
The first investigation of this combined method appeared first in an Sc.D. thesis, Culick [18] ; the elaborations and applications to systems other than liquid rockets came later. Especially, careful attention to expansion of the governing equations, and avoiding arbitrary elimination of 'small' contributions has been much improved; the latest formal results are given in RTO 039 [4] .
There are several approaches to reducing partial differential equations to total differential equations by averaging over spatial coordinates. Perhaps the most familiar applications are to problems of solid and structural mechanics. Finlayson [17] and Finlayson and Scriven [19] have given thorough and very helpful summaries of the field up to 1965. Chapter Six of the text by Meirovich [16] contains brief descriptions of the methods.
It appears that no basic advances have occurred since those works appeared. (Finlayson, Private Communication, 2010 ) Several recent papers appear to be concerned with formal aspects, without introducing new ideas useful for the problems treated here.
Methods of averaging were introduced, and subsequently used most widely, in the field of solid mechanics. Finlayson and Scriven's review, for example, contains no mention of possible applications to problems of fluid flow. (Finlayson's thesis does treat some fluid mechanics, not including wave problems like those treated here.) Approximating in a simple fashion the field of a moving medium presents severe difficulties, particularly when combined with the boundary condition of no slipping at a boundary. Thus, it was a significant advance when Karman [20] introduced his integral method for boundary layer flows. The elegant simplicity of the approach taken by Karman and Pohlhausen [21] , that retains its usefulness nearly 100 years later, tends to obscure the fact that the nonlinear equations governing the flows are still not soluble in general. The approach is of course quite distinct from Galerkin's method, although the motivating spirit is much the same.
Particular classes of problems in the context set by the differential equations are defined by specifying boundary conditions. Throughout our work we will be treating waves subject to boundary conditions placed on the derivative of the pressure normal to the boundary, including the effects of any flow through the bounding surface. For the most part, we 'shove under the rug' a difficulty arising due to the strict requirement that the total flow velocity parallel to all boundary surfaces must vanish.
As we have seen in Section 2.2 of RTO 039 [4] , that condition is satisfied in analyses of the response of a burning surface. But it is not met by the classical acoustic field that is taken as the zeroth approximation to the unsteady field, nor by higher approximations. I will not try to resolve the problem here; see Culick [4] , Chapter 7.
So far here, we have not faced the problem of setting initial conditions. Rather, we have assumed that the motions always begin from a quiescent state. The most common cases we encounter are those involving instabilities, for which we follow the usual practice and suppose that there is an initial disturbance from some (unspecified) source, injected into the initially quiescent system being studied. The analysis is not so restricted in general. (See Chapter 7 of RTO 039 [4] )
The comments in the preceding paragraphs are quite general, and perhaps help clarify the setting for the topic of this section. I have already expressed my prejudices favoring the use of some sort of averaged equations to develop approximations to the unsteady behavior in combustion chambers and for studying many features of observed behavior. Because certain important details of the procedure developed have often been misunderstood, and therefore misrepresented, this seems a good place in our discussion to try to straighten out a few things.
Galerkin's method and unsteady internal flows
Powell [22] seems to have been first to consider explicit application of a modified form of Galerkin's approach to unsteady internal flows. Although he was primarily concerned with flows in combustors (combustion instabilities), his basic ideas probably have wider applications. In Section 4.4 of Culick [4] we have established that Powell's extension of Galerkin's basic ideas leads initially, under quite broad conditions, to the same basis for analysis as the procedure worked out by Culick [23, 24] (and many later applications). Moreover, what is really significant, that result is obtained for boundary conditions that hold for flows with permeable or impermeable boundaries.
The principal departure in the approach reviewed here consists in the use of an expansion procedure with the perturbation/iteration method mentioned above. We believe that the differences are sufficient that Galerkin's name should be dropped from the label in favor of the more accurately descriptive term "method of weighted residuals", so even the title of this section is wrong! Yet with that change, the basic uses of expansion in two small parameters (i.e. weak perturbations), and iteration are perhaps not adequately recognized. For the time being, I retain the historical usage to avoid too much confusion.
The matter of boundary conditions is, as usual, crucial. In the method summarized here, the problem of boundary conditions cannot strictly be considered separately from the systematic expansion in two parameters. Powell's handling of the problem is similar, but in his work becomes mingled with the question of rotational or irrotational flows, and he seems to have lost his way during the process of expansions. His final results are apparently confined to irrotational flows, an unacceptably serious restriction.
That is the point at which we become obviously and entirely separated from the Georgia Tech work. It simply is unclear how one compares results dependent fundamentally on a velocity potential, as introduced in several works reported at Georgia Tech, with results, including measurements, which intrinsically are for real rotational flows. (Of course we cannot eliminate the possibility for misinterpretation of those calculations by the present author.) Development without introducing a velocity potential is the more useful approach. Our reliance on expansion in two small parameters is not original, but the systematic procedure described it Chapter Three and Appendix A of Culick [4] seems not to have been previously discussed in detail, and certainly not in the present context of unsteady fluid mechanics.
Galerkin published his method without any apparent intention that it might be extended to flows. In fact, the problems he treated seem now quite simple in principle, but it's too easy to overlook the state of the field at that time. Galerkin's name is rightly attached forever to the basic idea of averaging the governing partial differential equations, to convert them to total differential equations. Unfortunately, as he originally conceived and used it, the method rests on several very restrictive properties.
The most serious restrictions, within the present context, are those confining the formal results to solid materials and structures. Failure to remember that the original Galerkin method did not include flows (while not explicitly excluding them) has sometimes caused inadvertent exclusion of possible behavior, or properties, peculiar to flows when departures from strictly solid mechanics are treated.
Followers of Galerkin smoothed out the presentation and made the essentials of the method more apparent and easier to apply. In addition to the references cited above, a particularly accessible account of direct applications to flexible structures has been given by Bisplinghoff et al. [25] , the work from which this author first learned the method.
There are at least four quantities that the user may vary in application of a method of least residuals: The functions chosen to approximate the solution; the boundary conditions satisfied by the approximating functions; the chosen weighting functions; and criteria for assessing the 'goodness' of the approximation. The last requires formal considerations that we choose to avoid here; the subject remains unsettled in general. Certain formal difficulties have been eliminated by the definition of the way in which weighting is defined. We have avoided questions of convergence of the series arising in the formalism, partly by (often) implicit appeal to restrictions set by the expansion in two small quantities, typical mean and perturbation Mach numbers.
However, two practical matters remain. The ways in which we address them are closely related to the fact that we are basing the whole business on expansions motivated by physical behavior. That is why functions representing the unperturbed problem -classical acoustics -are used. Thus the functions serve two purposes that fundamentally must not be confused. They arise as the unperturbed solutions to a welldefined physical problem, and are then used as expansion functions for the physical problems considered; and they serve as weighting functions that do not change as approximations to the actual solution are carried out to higher order.
It is basic to the general method that the weighting functions and the expansion functions need not be identical. It happens that for the problems treated here, the unperturbed solutions are classical acoustics modes, which are also conveniently used as the weighting functions as well as expansion functions. The perturbations defining the actual problems cause the solutions to deviate from classical acoustics, although they still appear as expansion functions. As we will note later, the actual solutions then are non-normal, but that property has not been exploited in the results discussed to date.
That is, to emphasize the point, solutions are expanded in powers of a representative average Mach number, but the weighting functions are not and need not be so expanded. Thus, as the solution is carried out to higher order in the fluctuating and mean Mach numbers, the weighting functions remain unchanged.
Failure to realize that the weighting functions are not (by choice) representative of real physical behavior has produced in the literature several examples of incorrect interpretations of the general results of the method (Culick [4] ). That condition is very important to realize, for it is basic to any work done to investigate extension of existing results using Galerkin's, or least residuals, and similar methods, including of course the method advocated here.
Perhaps the most important general characteristic to recognize is that throughout the work discussed here, expansions in the two small quantities are central. Partly because of that restriction, we cannot reasonably expect that the results must be accurate, or else discarded. That is not to say that they are not useful, in many applications, for gaining understanding and for arriving at estimates relatively cheaply, quickly, and easily.
We have in mind the commonly held view, that computational fluid mechanics is the answer. It is when one seeks quantitative answers to real problems, incorporating as much real physical behavior as possible that CFD really becomes useful.
But it should long be true (we believe) that the approach advocated here offers the most efficient way to understand physical behavior, and therefore provides a good basis, or part of the basis, for preliminary design. That is, we strongly urge full investigation of a system using approximate methods to the greatest extent possible, before the power of CFD is brought to bear.
GALERKIN'S METHOD FOR UNSTEADY FLOWS; PERTURBATION/ITERATION SOLUTIONS
The complete method becomes somewhat involved, but is not particularly difficult to apply if a systematic procedure is followed. Chapter Four of RTO 039 [4] covers details that are not included here. We will follow a very quick path, with no intentions to make things especially clear or easy to follow. Space allows only slightly more than a very sketchy summary. We will be satisfied if someone new to the field realizes the gist of the method, and then consults the appropriate references.
First we assume that the system behaves linearly and secondly that it executes harmonic motions. Those two assumptions, with the general formulation of the physical character of the system, are enough to allow a general solution with no further approximations.
Expanded system of governing equations
After expanding the general equations to first order in the average Mach number and third order in the fluctuating Mach number, we find the governing equations (3.40) - Five classes of problems are immediately defined within this scheme, of which the first is classical acoustics, and the last is first order in the mean flow and third order in the fluctuations.
For quite general reasons discussed elsewhere by many researchers, for example long ago in the thesis by Culick [18] , we consider problems that are basically 'wavelike'. Moreover, motivated by observations of actual behavior in combustion systems large and small, we may reasonably assume that the motions are essentially simple waves but with important perturbations. Hence, it seems sensible to suppose that useful formulations may be built on the classical wave equation with perturbations, and its inhomogeneous boundary condition: The most widely treated class of problems has included the mean flow to first order, and the fluctuations (acoustics) to second order, for which h and f are: The next step is based on the strategy one follows to solve this system. Consistently with our views explained earlier, we now use a 'perturbation/iteration' procedure most clearly explained by Morse and Feshbach [9] ). Chapter 4 of RTO 039 [4] summarizes the chief parts of the method required for applications to combustion chambers.
Solution with a Green's function for linear steady waves
The author's first experience with using Green's functions for combustion problems involved solutions to linear problems of steady waves. In those cases, the functions h and f are linear in flow variables (pressure, velocity or Mach number, temperature, density, and entropy). To simplify matters, and really without loss of general applications, we consider only steady waves. Then the governing wave equation and boundary condition are:
As a reminder, we have introduced the small parameter κ ; the functions h and f are of order unity, so κ is of order mean flow Mach number.
Green's function for this problem represents the solution for steady waves at the observation point r produced by a sinusoidal point source at r 0 ; the governing equation with homogeneous boundary condition: Note especially that because both the volumetric sources ĥ and the boundary sources fˆmay depend on the pressure, this is an integral equation for the pressure, and not a solution, even after G has been specified. Moreover, the equation is nonlinear, and fits no known classification. It is insoluble at this point.
Conversion to an explicit equation for the pressure follows quite easily from the fact that the right hand side is in fact a perturbation. How this fact is used becomes clear later in the process. At this point, it is useful to work out an explicit form for Green's function for this problem.
The form taken for G is conditioned partly by the computations carried out later to determine the approximate solution for the pressure. It is difficult to lay out simply the argument eventually used to specify the various pieces of the problem. As often is the case in problems of this sort, it really is a cut-and-try process, heavily conditioned bŷ The idea now is that we seek a solution that represents a motion not far removed from a normal mode, identified by N. Hence we split the corresponding term from the series (4.16) that is now written:
This equation fits our requirement that the actual mode is a perturbation of the N th acoustic mode if the multiplier of ψ n is unity, a condition that gives a convenient formula for the perturbed wave number: This formula, (4.19) , is the main result of the general method applied to linear harmonic motions. It has been widely used to study stability of small disturbances in virtually all kinds of power generation and propulsion systems. It is important to realize that except for the restriction, at this point, to linear harmonic motions, the result has surprising generality. The kind of system is really defined by its geometry, and the kind of propellants used. The geometry determines the functions ψ n ; and in the case of solid propellants, the material and its harmonic response to pressure fluctuations determine boundary conditions and various terms in h and f.
Hence the really hard work lies ahead in particular applications. To this point, all has been quite independent of physics and engineering!
The approximate method applied to nonlinear time-dependent motions
Extension of the method to include nonlinear behavior must also account for nonharmonic time dependence. The 'derivation' followed here lacks a certain rigor, but gives the correct result. We assume an approximation to the time varying pressure field expressed as a truncated expansion in a set of functions ψ n :
where we take p r -to be the average pressure in the chamber (not an essential assumption). The idea here is that as the series contains a larger number of terms, the approximation (4.27) becomes closer to the actual pressure field. The quickest route to the desired result is to multiply (4.12)b written for Ψ n by p′(r, t), subtract from (4.1)a written for p′ multiplied by Ψ n ; integrate the result over the volume of the chamber. Then apply Green's theorem, substitute the boundary conditions, and rearrange the result to find and take the speed of sound to be uniform and constant (not an essential assumption), we have the equation for the time dependence of the N th mode,
This has been a remarkably useful equation, for both practical and theoretical work. Because F N has a very general character in respect to physical phenomena, equation (4.36) has widespread applications, from theoretical fine points to interpretation of the most useful sorts of tests.
RE-INTERPRETATION OF A PROBLEM SET BY DOWLING (1995)
In 1995, Professor Ann Dowling [26] published a paper on a problem that seems not to be physically realizable and can at best only be approximated in the laboratory. But what is interesting is that the setting is provided for emphasizing several sticky points of the approximate analysis. An incident long ago serves as interesting background.
In a conversation sometime before the paper appeared, Professor Dowling inquired whether I had found any cases which showed significant differences between results based on spatial averaging on the one hand, and corresponding results calculated with a numerical scheme on the other. I had not, so I had no suggestions for possible causes of such discrepancies; at the time, I think (looking back on the event) that she was in the midst of working through the calculations for the paper, although she didn't say so.
That seemingly casual exchange is, from my point of view, rather more important than may seem to be the case. The reason is that it really bears on the quite large question of how valid is this approximate method. If the method fails badly once, then we are forced to question its validity in general. That is clearly not a good situation for a method that still is widely used, and apparently successfully to date. Now I think we have an answer, and interesting it is. Had I known more of what prompted Professor Dowling's question, perhaps I would have worked out the following stuff at that time-but of course maybe not: History doesn't disclose its alternatives.
If such differences should arise when comparisons are made of 'exact' and approximate results, they must call into question any faith one might have in the generality of the approximate method; that is why the simple problem pursued here has larger implications. Specifically in respect to the method discussed here, from the beginning of our use of approximations based on the method involving spatial averaging, we have been very conscious of such possibilities. Owing perhaps to our pre-occupation with other matters, this particular problem (Dowling's) and the possibly embarrassing questions it may pose, escaped our serious notice until the past year as we prepared for a workshop at which the work discussed here was first presented. In view of the comments in the introductory section, the matter could not be pushed aside forever.
I found that indeed there were puzzling issues raised, particularly when I could reproduce Dowling's results (including the discrepancy noted above) using her approach -and so could my student, Steve Palm, nearly finished with his thesis work. Yet there were large unacceptable differences in comparisons with 'exact' numerical solutions. This seemed to be a true, puzzling, paradox that we had to explain.
After several discussions, Steve located the source of our difficulty in a part of the problem that I had earlier emphasized could cause problems if not handled carefully.
But I had forgotten my own admonitions, I had not been careful, and I fell into the same trap that Professor Dowling had. It's not a large issue, but being 'under the gun' to complete his thesis caused Steve to be especially vigilant -and he found what we believe is the error! He will discuss the error and its origins in his thesis. We conclude that the method is on solid ground and should continue to be used as an inexpensive and quick way to obtain useful results for complicated problems. I believe that the general method of spatial averaging followed by iterative solution remains a remarkably efficient way of getting at solutions to practical as well as research problems and is a good way of learning.
This sort of thing is an example of the value of traditional calculations, another reason supporting my view expressed in the Introduction. Being forced to understand all details may clarify resolution of difficulties rather than simply accepting one solution to a problem, to the exclusion of another, without figuring out why one or the other may in fact contain an error. The point is that there is real value to understanding fully the details of what may at first blush seem an artificial problem. It's an old notion that bears repeating.
A sketch of the physical setting is shown in Figure 4 . This is essentially a modification of the Rijke tube with a reacting flow, producing a flame front. There are several serious approximations that we will not discuss, but simply accept them throughout. The necessary average flow is neglected in representing the unsteady flow field. With Dowling, we assume that it enters through some sort of porous plate presenting a perfectly hard wall acoustically; i.e. the acoustic velocity vanishes at the upstream end of the tube.
An Effect of heat addition on frequency of oscillations
Preparatory to her examination of nonlinear behavior, Dowling [26] (1), (2),… so as not to be confused with those in preceding parts of the paper.):
b denote a discontinuity ('jump') in the value of a quantity ϕ. Then continuity of pressure across the heater requires: (2) We suppose that the heater acts as an ideal localized heat source, so the heat source q′(x, t) can be written:
Integration of Equation (1) for the pressure gives the discontinuity at the heater:
The acoustic momentum equation for velocity gives the formula for harmonic motions 1 in the regions of the flow excluding the heater:
With the last two relations, the discontinuity of velocity across the grid is:
In the regions upstream and downstream of the heater, q′ = 0; the pressure and velocity fields satisfying the closed-open boundary conditions in a uniform tube are:
where:
The requirement that the pressure be continuous at the grid gives: (10) Substitution of (7)a and (7)c in (4) leads to a second relation between A and B: (11) A model for the heat source is required to complete the problem. It is commonly assumed that the rate at which energy is transferred from a wire, and by approximate extension, a grid, depends mainly on the flow speed. To maintain linearity, Dowling chose the form: (12) which is valid for the case of linear convective heat transfer with no rectification.
The right hand side of (12) gives:
with: which can be written:
The ratio A/B can be eliminated with (10) and some rearrangement gives:
This can be rearranged to show explicitly that it determines the frequency of small oscillations as a function of the temperature ratio which reflects the level of heating. Rewrite the definitions, and (16) is 2 (17) This is taken as the 'exact' result for the problem treated to this point. It is plotted in Figure 5 below, for comparison with the the result obtained with the approxinate method.
Application of modal expansion and spatial averaging
This problem has some of the features of the Rijke tube discussed in Section III. Here we follow the steps worked out above, Section IV, except that the non-uniform temperature field is explicitly accounted for. The function ψ n satisfies the equation: 2 If the temperature jump is accounted for, but the heat addition is assumed to be steady (Q′ = 0, so κ = 0), the right hand side of (18) becomes the reciprocal of the case for Those are the conditions set for the basis functions ψ n used in the next section; thus (23) is found. This striking influence of unsteady heat addition on acoustics is traceable to the effect on the unsteady pressure gradient, equation (4) . As for the pressure and velocity fluctuations treated above, ψ n is a piecewise function satisfying the end conditions and the matching conditions at the grid:
The pieces of ψ n are proportional to cos k 1n x for 0 ≤ x ≤ b− and to sin k 2n (l − x) for b+ ≤ x ≤ l; after the conditions of (20)a,b,c have been satisfied, we have: 
Figure 5:
Comparison of the 'exact' result, formula (17) , and the approximate result (31), both results found by Dowling [26] . The dashed line is the approximation to (31) for small temperature changes.
with:
and ω n found from the n th root of: (23) which is of course (17) again. In first approximation, the pressure field is represented by:
Substitution in (1), multiplication by ψ n (x), integration over 0 ≤ x ≤ l, and use of the orthogonality property of the functions ψ n (x) gives the equation for η n (t): (25) where: (26) We evaluate the right hand side of (25) for the heat source given by (3):
Because the pressure is approximated by (24) , and only the fundamental term is retained 3 , p′ 1 = η 1 (t) ψ 1 (t), (25) 
where k 1 has been written for k 11 in ψ 1 .
To find a formula for the frequency of the oscillation, we set to find:
For direct comparison with the result obtained above, write this in dimensionless form:
This result is plotted in Figure 5 for comparison with the 'exact' result (17) . Also shown in Figure 5 is the approximate result for the case when the actual frequency ω differs only slightly from the exact result ω 1 . Write (30) in the form: with:
If Ω ⊕ Ω 1 the left hand side can be approximated as: 
which differ from the earlier set used only in the added term on the right hand side:
Simple calculations show that the formula for E 2 n is unchanged. The necessary formulas are now available to show comparisons betweeen Dowling's approximate results; the 'exact' result; and the corrected approximation, including the term representing the jump in density at the heater. Figures 6-8 show one such comparison. It should be noted that in these graphs, ε represents a gain parameter in the unsteady heat release relation such that:
For ε = 0, no unsteady heat release is present. For ε = 1, the heat release model becomes equivalent to that used by Dowling.
Our results agree with Dowling's only at low temperature rise. She found that result also, but if is greater than about 1.6, the error (and as the above interpretation shows, it is an error) becomes intolerable.
T T
Spatial averaging combined with a perturbation/iteration procedure actual problems. The general approach appears to be extraordinarily useful as a good way to begin studying unfamiliar situations, and as a basis for understanding actual behavior before launching expensive efforts to use numerical methods. Clearly, approximate methods cannot rival more accurate numerical techniques, but so long as one realizes their limitations, they have a place in the hierarchy of analytical methods.
The most important aspect of this method is that it is very flexible. We have had success for a rather broad class of applications but it would be a mistake to claim general validity. By suitably relaxing constraints used here (e.g. constant flow properties, as the last example shows), different situations may be handled, as Dowling's problem shows. Spatial-averaging is a powerful way of approximating physical problems, and always leads to governing equations that are much easier to handle than the basic conservation equations. A long history of applications contains convincing evidence that even with the inevitable errors, much can be usefully learned before CFD is applied.
As a final observation, to emphasize our position explained earlier. The general ideas on which the approach taken here is based, are not new. Von Karman's integral method for treating boundary layers is a particularly fine example. Moreover, the approximate solutions are obtained by pretty standard analysis, well established and confirmed by decades of theory and use. There is ample room for modifications to suit special applications. The primary claim here is that these very traditional methods are as helpful as always, most especially with the wider availability of powerful CFD methods.
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NOTE:
Except for the material in Section V, the equations and figures have been taken directly from RTO 039 (Culick [4] ), without change. For easy reference, the numbers attached to equations are unchanged; thus the sequence of numbers here may appear strange at first, the penalty for having easy reference to their origin.
APPENDIX: A BRIEF BIOGRAPHICAL NOTE
Born in 1871, in Belarus, Galerkin lived and worked through a tumultuous period of change in the Russian Empire, from dictatorships by the Tsars to dictatorship Communists, beginning with Lenin and followed shortly by Stalin. Like many, if not most, intellectuals and professionals in Russia active during the first quarter of the twentieth century, Galerkin was active politically from his early twenties and in 1899 became a member of a party that eventually became part of the Communist Party. From mid-1906 to the end of 1908 he was imprisoned in the Peter and Paul Fortress in St. Petersburg.
After his discharge, Galerkin began a long distinguished career as teacher, later professor and academic administrator, at several institutes in St. Petersburg/Leningrad. His first published work (130 pages long!), actually prepared while he was in prison, developed a theory suggested by the design of frames. His continued interest in structures led, in 1915, to his best-known work, on approximating solutions to differential equations.
Galerkin's method is known usually in Russia as the Bubnov-Galerkin method, after a similar approach used in 1913 by Bubnov. The main distinction is that Bubnov took an approach associated with a variational problem; that approach is related to the Rayleigh-Ritz method. Thus, Galerkin found a much more general procedure which has been adopted in several fields; dropping Bubnov's name seems justified.
During the past several decades, Galerkin's name seems to have become attached to several computational methods used in more formal developments, particularly numerical procedures apparently intended to be used in computer codes. His name is apparently used as a synonym generally for methods based on spatial averaging, although that is not usually stated. It may be that the origins can be traced back to the 1915 paper, or perhaps to later papers by Galerkin. Even if that is so, most of the usage now would probably not be obvious to Professor G.; the practice may be well-intended but not well-founded. For example, the term 'Galerkin mode' is not merited, nor is its meaning clear.
