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Introduction
Between 1970 and 1994, there was a deepening of capital in the South African economy accompanied by a shift away from primary sectors towards secondary and tertiary sectors. Employment in the primary sector (agriculture and mining) fell, while the other two created work in increasing numbers, with the financial and business activities sector showing the biggest gains in employment. A similar trend developed within sectors, where the demand for high-skilled occupations in the primary and secondary sectors increased, while the demand for unskilled workers declined. This yielded a strongly skills-biased labour demand trajectory. Factors such as technological change within firms or the relatively lower price of capital to labour in the later years of apartheid have been some of the explanations for the changing preference of firms from lower to higher-skilled workers (Bhorat and Hodge 1999; Bhorat 2000) .
More broadly, employment trends since the transition from apartheid have been a function of a variety of factors, such as structural changes in the composition of output, as well as demand shifts within industries (Bhorat and Hodge 1999; Edwards 2001; Dunne and Edwards 2006) . Key changes include declining primary sector employment, increasing tertiary sector employment, as well as an increasingly large public sector employment role. The losers have been the less skilled workers while the winners, invariably, have been the better-educated, skilled workers. In a context of high unemployment, orthodox economic theory would predict that the labour market would shift to absorb the less skilled workers. This, however, has not been the case and instead there has been an intensification of a skills-biased labour demand trajectory established in the pre-1994 period. The trend has been exacerbated by global economic interactions such as increased trade, global competition and technological spillovers.
Increasing demand for skilled labour has also fed into and changed the structure of wages and therefore wage inequality. Most international studies on changes in inequality and the wage structure focus on changes in the returns to education and experience (e.g., Katz and Murphy 1992) or on the role of institutions (e.g., DiNardo et al. 1996) . 1 Recent extensions to this work, however, explore the notion of task categories, rather than skills or occupations, to analyse the distributional outcomes from labour market activity. This work emphasizes the role played by technology and trade, in the presence of increasingly routinized tasks and offshoring, in driving wages down. More specifically, the literature suggests that new technologies have not just depressed wages for low-skilled workers but in particular for those involved in performing routine or 'offshorable' tasks, many of whom are often in the middle of the wage distribution. We examine the South African experience in this regard. This paper will consider the skill-biased demand trajectory of post-apartheid South Africa over the period 2001 to 2012. Almost twenty years post-apartheid, the South African economy has grown modestly but income inequality has risen and unemployment remains high, diluting the positive impacts of growth. The East-Asian experience has produced the idea that middle-income country growth is generally led by the manufacturing sector, but in South Africa this has not been the case. In addition, while employment has grown, it has not grown fast enough to absorb new labour market entrants in an increasingly youthful population, nor has it benefitted those at the lower end of the income distribution. A key avenue for rising income inequality has been the differential returns to labour, as skilled workers continue to gain significantly more than unskilled workers.
2 wage trends over a recent 10-year period in what is now a globally integrated economy relatively free of apartheid-era constraints.
The paper is structured as follows. Section 2 briefly describes our data. Section 3 provides a descriptive overview of the changing employment structure of the South African economy by looking at changes between and within sectors. In section 4 we consider, through the use of the Katz and Murphy (1992) decomposition technique, whether between or within-sector forces play a greater role in the changing labour demand. In section 5, through the use of quantile regressions, we explore wage trends in post-apartheid South Africa based on a set of task categories associated with different occupations. We note how the returns to occupational tasks have changed across the wage distribution and over time.
Data
South African labour market analysis is shaped by data availability and coverage, gradual improvements in survey design and implementation, and changing definitions. Our analysis uses labour market data from the Labour Force Survey (2001-07, LFS) and the Quarterly Labour Force Survey (2008-11, QLFS) . We note that the QLFS differs quite significantly from the LFS in methodological and definitional terms. In particular, the definition of discouraged work-seekers between the two surveys is not the same, thus measures of total labour force and total unemployment are not directly comparable between the two surveys. Employment numbers between the two surveys are, however, comparable.
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Both the LFS and QLFS are rotating panel household surveys with a sample size of roughly 30,000 dwellings in each wave. The LFS has two waves per year while the QLFS has four. In our analysis the data are pooled and treated as repeated cross sections over time, and we use the standard weights provided by Statistics South Africa (StatsSA). Wage data are available in the LFS for the periods 2001-07 and in the QLFS for 2010 and 2011. Importantly, the QLFS wage data are aggregated across quarters and it is not possible to accurately link this information to the particular quarter in which it was collected. However, given that we are interested in annual data here, this should not bias our estimates. Additionally, as QLFS wage data have not yet been widely used, it should be treated with some caution.
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Both surveys include a combination of both point and bracket responses for the income variables, and we transform all brackets into point estimates. 
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Descriptive overview: between-and within-sector employment shifts
Studies have shown that the South African economy became increasingly capital-intensive prior to 1994, and that this trend was accompanied by structural changes in the economy, with the tertiary sector accounting for a growing share of gross domestic product (GDP) (DPRU 2003) . The post-apartheid economy has experienced a continuation of the movement away from primary production towards tertiary production, accompanied by a greater share of employment within the tertiary sectors relative to the primary and secondary sectors. These between-sector shifts are discussed later. In addition, there have been within-sector shifts, evident in the increase of higher skilled occupations, as the economy experienced a marked increase in its ratio of skilled workers relative to the unskilled (DPRU 2007) . In addition we consider the role of public sector employment growth.
Between-sector shifts
This section considers sectoral contributions to the economy and trends in employment between 2001 and 2012. Figure 1 shows the interaction between GDP and employment growth by sector. Each of the bubbles in the figure represents a sector, while the size of the bubble indicates the relative size of employment in that sector in the base year, 2001. The vertical axis measures average annual employment growth, while the horizontal axis shows the annual growth in gross value added, both in percentage terms. Thus the co-ordinates for the centre of each of the bubbles are the relevant sector's employment and gross value added growth for the period. The 45 degree line divides the figure into two sections: Bubbles below the line show sectors in which employment growth was lower than gross value added growth, while bubbles above the line show sectors in which employment growth exceeded output growth. The figure shows, first, that the primary sectors of the economy faired particularly badly in the period between 2001 and 2012: output growth was negative for mining (-0.3 per cent) and the lowest among positive-growth sectors for agriculture (2.2 per cent). Furthermore, these are the only two sectors that experienced a contraction in employment in the period, with employment growth in agriculture and mining contracting by 5.1 per cent and 4.1 per cent, respectively. The discrepancy between output and employment was the highest in the two primary sectors.
6 In this figure and the rest of the paper, we use shortened names for the sectors. The sectors' full names are as follows: agriculture, hunting, forestry and fishing; mining and quarrying; manufacturing; electricity, gas and water supply; construction; wholesale and retail trade; transport, storage and communication; financial intermediation, insurance, real estate and business services; community, social and personal services; and private households, exterritorial organizations, representatives of foreign governments and other activities not adequately defined. One factor contributing to declines in agricultural employment was the minimum wage, introduced in March 2003 (Bhorat et al. 2012) . For mining, employment growth fell, as did value-added growth. Poor performance of the mining sector can be attributed to a range of factors, including a strongly appreciating rand in the mid-2000s, infrastructural constraints (such as rail transport), the energy constraints in South Africa, and the application of new mining laws (OECD 2008) , while widespread strike action in the mining sector in 2010 and 2011 would have exacerbated the problems.
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The three tertiary sectors, namely, financial services, transport, and trade achieved relatively high output growth. Nonetheless, employment growth did not exceed output growth and only the finance and community services sectors experienced employment growth that was close to gross value added growth. Specifically, gross value added growth for the finance and community services sectors stood at 5.4 and 3.1 per cent for the period, while employment growth was 5.3 and 3 per cent, respectively. These two tertiary sectors thus experienced labour-neutral growth, while all other sectors saw output growth that was faster than employment growth.
Among the secondary sectors, output growth in construction was high, at 7.2 per cent, but employment growth in this sector was much lower at 4.7 per cent. The construction boom can be attributed, among other factors, to infrastructure projects related to the 2010 World Cup, the construction of the Gautrain rapid-rail system, and several other public and private sector investment initiatives including those undertaken by Eskom and Transnet (Hanival and Maia 2008) . In contrast, neither the manufacturing nor utilities sectors saw a significant increase in employment over the period. The relatively poor employment results for manufacturing can, in part, be linked to the impact of the recession on the South African economy where the manufacturing sector, together with construction, experienced the largest job losses. Semi-skilled workers, in particular, were negatively affected. Furthermore, informal sector workers--mostly captured under trade--were also particularly hard hit during the recession, and accounted for a disproportionate share of jobs lost (DPRU 2010).
Most middle-income countries not in a growth trap should be experiencing manufacturing-led growth but in South Africa this has not been the case and growth seems instead to have been led by the tertiary sector. Employment growth in the period was, on the whole, better in the tertiary sectors than secondary sectors, and was negative in the primary sectors of the economy. More importantly, for a country with extremely high unemployment, two tertiary sectors--finance and community services--are the only sectors which experienced labour-neutral growth.
Within-sector shifts
This section considers the interaction of skills and occupational changes within each sector. Table  1 reports trends in skills shares in the primary, secondary and tertiary sectors.
Notably, the primary sector lost more than half a million medium-skilled jobs and around 175,000 unskilled jobs over the period, together with no significant increase in high-skilled employment. Given the positive GDP growth in agriculture and some parts of mining, this effectively means that an increase in the capital intensity of production resulted in lowering medium and unskilled labour. In the secondary sector, both high-skilled and unskilled employment rose significantly by around 200,000 jobs (increasing by 4 per cent) with no significant rise in the medium-skilled employment in the period (the proportion declined by 8.3). Growth in employment came from growth in the construction sector while the manufacturing sector showed lacklustre growth with no significant impact on employment.
Between 2001 and 2012, employment grew by 2.7 million workers in the tertiary sector. Highskilled and medium-skilled workers accounted for 2.1 million, or more than 70 per cent of the increase in employment, with unskilled employment accounting for the rest of the increase. As a result, both the proportions of high-skilled and medium-skilled workers in the sector rose, while the proportion of unskilled workers declined by 2.7 percentage points. By 2012, high-skilled workers accounted for just under 30 per cent of tertiary sector workers, while medium-skilled and unskilled workers accounted for 42.6 and 28.1 per cent of the tertiary sector, respectively.
Overall, both the secondary and tertiary sectors experienced a rise in the proportion of high-skilled workers while the tertiary sector also saw a declining proportion of low-skilled employment. Dunne and Edwards (2006) show that the majority of employment losses between 1994 and 2003 were likely due to skills-biased technological changes, while trade liberalization also accounts for some of the change. The same story appears to be true here. More specifically, given the growth in output, it appears that firms have found ways to cut costs and raise production by investing in capital and skills and shedding the unnecessary jobs that could be outsourced or replaced. The results show that whilst unskilled employment rose in both secondary and tertiary sectors, the proportion of unskilled workers rose only in the secondary sector. Both the primary and secondary sectors of the economy witnessed dramatically declining proportions of medium-skilled workers.
Occupational demand
Based on these sectoral shifts, the expected occupational trend is one of increasing skilled labour (i.e., professionals and managers) and a declining share of lower-skilled occupations in total employment. In fact, the employment growth rate for high-skilled occupations was double the overall employment growth rate, while the growth rates for medium and unskilled jobs were 0.6 and 0.8 of the overall growth rate, respectively (see Appendix Table A1 ). The absolute numbers show that, compared to the number of medium (768,000) and unskilled jobs (613,000), a greater number of high-skilled jobs (1.1 million) was created in the economy between 2001 and 2012. In particular, managers, professionals, and service and sales workers were in high demand over the 2001 to 2012 period, while the demand, in relative terms, for craft and trade workers and operators and assemblers fell. Finally, clerks and elementary workers maintained their status in the labour market, with the growth in employment for these two occupations matching overall employment growth. Thus, although workers across the skills spectrum shared in the employment growth of the period, skilled workers benefitted most, in both absolute and relative terms. In turn, mediumskilled workers were the relative losers in the period.
In Table 2 we consider the employment changes in occupations, by sector, over the period. The table shows that within the primary sector the main shift in agriculture has been the decline in the share of operators and assemblers (-279 per cent) and unskilled elementary workers (-38 per cent). In contrast, there has been an increase in medium-skilled agriculture and fishery occupations (84 per cent). Ultimately a net decline in medium-skilled occupations as well as low-skilled occupations has occurred. There has also been a slight increase of 1-2 per cent in the high skilled occupation groups. In mining, there was a significant decline in medium-skilled occupations through clerks (-5 per cent), craft and trade (-82 per cent) as well as operators and assemblers (-417 per cent). There has also been an increase in low-skilled workers (4 per cent of elementary worker occupations) whilst the high-skilled occupations increased marginally (1 per cent).
In the secondary sector, manufacturing has seen an increase in high-skilled occupations through professionals (8 per cent) and managers (6 per cent) as well as an increase in low-skilled occupations through elementary workers (12 per cent). There is a marked decline in mediumskilled occupations through craft (-32 per cent) and trade, and operator and assemblers (-10 per cent). Overall, manufacturing shows lacklustre growth but from the little growth that was experienced, a situation of machines replacing workers on the shop-floor with professional services is reflected. The construction industry experienced high levels of growth and also showed an increase in all occupations with the largest changes in medium-skilled occupations (154 per cent) followed by low-skilled (28 per cent) as with high-skilled occupations (18 per cent). The utilities sector ultimately did not experience a net change in occupations over the period.
In the service sectors, due to the growth levels of the past decade, an increase at all occupation levels is observed, in particular for financial services (31 per cent) and community services (42 per cent). A large proportion of the growth in high-skilled occupations was due to increased community service employment during the period. The trade sector (27 per cent), financial services sector (19 per cent) and construction sector (12 per cent) also accounted for reasonably large increases in managerial employment. In turn, aside from community services, the financial services (29 per cent) sector also accounted for a large proportion of the increase in professional employment in the period. These sectors observed a large increase in service and sales workers, financial services (40 per cent), business and other services (40 per cent) and community services (52 per cent).
In all sectors we observe growing demand for highly skilled professionals and managers. This can be seen in particular in trade, the financial services sector, the business activities sector and community services. The increasing demand for high-skilled labour is replacing unskilled and lowskilled labourers, production workers and basic service workers. A latent effect of this is the increase in non-elementary and production workers.
Public sector employment
In some respects South Asia has experienced a skills mismatch similar to South Africa. It is argued that many young people leave school or university without the skills needed by employers and, as a result, many of these young people 'queue' for a job in the public sector (ILO 2013: 7) . We find that the public sector also seems to be the driver of employment growth in South Africa. We note, first, that 85.2 per cent of public sector workers in 2001 (not shown here) were found in the community services sector, and by 2012 more than 90 per cent of all public sector workers were employed within the community services sector. Thus, the community services sector serves as a proxy for public sector employment. Second, Table 3 shows that overall growth in South Africa over the period was driven by public sector rather than private sector growth: the average annual growth rate of public sector employment in the period was 2.5 per cent, while private sector jobs grew at an average annual growth rate of 1.7 per cent. Employment thus grew substantially faster in the public sector.
Third, more disaggregated data in the last two columns of the table show that the public sector accounted for 19.7 per cent of the change in employment in the period, while the private sector accounted for 80.3 per cent of the change in employment in the period. Thus, a fifth of employment growth in the period 2001-12 was due to public sector employment growth. Overall the South African economy has seen a few key trends in the past decade. First, the relative shrinking of the primary sectors and manufacturing implies significant declines in the relative demand for less-skilled workers since these sectors constitute the least skills-intensive sectors of the South African economy (Rodrik 2006) . Second, there has been a significant capital-deepening in the tradable sectors of the economy, that is, production techniques adopted within these sectors have become increasingly capital-intensive (Rodrik 2006) . Third, the public sector has emerged as a source of growing employment across the skill spectrum.
Skills-biased technological change
The above data suggest that in the post-1994 economy, it has been the tertiary sector and higherskilled occupations that have grown. In this section we examine the relative importance of factors that shaped this labour demand trajectory. It is useful to think of labour demand patterns as being driven at the sectoral level by two forces: within-sector shifts and between-sector shifts. Sources of withinsector employment shifts are factors such as technological change, or outsourcing, which results in altered preferences for certain labour types (skilled over un-skilled). Between-sector changes are the relative employment shifts occurring between sectors as a result of changing shares in relative output. Various factors such as trade flows and evolving product demand can affect labour demand between sectors. Using the standard Katz and Murphy (1992) decomposition technique, we estimate the relative strength of these two forces in explaining the observed employment trends.
Methodology
The Katz and Murphy (1992) decomposition has its theoretical foundation in a set of labour demand equations, where labour is hired subject to a cost constraint, assuming constant returns to scale in the production function. The derivation allows one to arrive at a representation of labour demand where the total relative labour demand shift is represented according to a given group (occupation, for example), which is then readily decomposable into between-sector and withinsector components. Both of these are to be understood under a regime of fixed relative wages. Using this theoretical approach, one can then arrive at an empirically estimable equation to determine the size of the different segments of relative labour demand by any given cohort. The index of relative labour demand shifts is constructed as follows, based on Katz and Murphy (1992: 57-60) :
where X is a production function, the subscript k refers to occupation (or other groups) and j refers to sectors.
The total relative demand shift for group k in the period under consideration is measured by
  is group k's share of total employment in that sector in the base year. j E Δ is the change in total labour input in sector j between the two years. This measure expresses the percentage change in demand for each group as a weighted average of the percentage change in sectoral employment in which the weights are group-specific employment distributions (Katz and Murphy 1992) . Note that the between-sector component explaining part of the shift in relative demand for group k is given by ΔD k , while the within-sector shift is simply the difference between the total and between-sector shifts. As with the Katz and Murphy (1992) approach, we normalize total employment in each year to sum to one, and so obtain a measure of relative demand shifts. In addition, the values for α jk and E k are represented in the base year, which in this case is 2001.
Results
The shifts reported are relative demand shifts, which capture more accurately the magnitude of net sectoral employment growth that absolute growth figures tend to mask. We report the withinsector share represented as a share of total relative change in employment. Given the importance of community services as a proxy for public sector employment, we show the relative demand shifts with and without community services in Table 4 . Looking at the results including community services first, the table shows a relative increase in demand for all occupation groups in the period, with the high and semi-skilled worker categories faring best. The occupations displaying the highest total relative demand in the period were professionals, followed by clerks, managers and service and sales workers. These increases match the above data well, which showed strong employment growth in sectors such as financial services, community services and trade, together with managers, professionals, service and sales workers and clerks.
The poorest performers in terms of relative demand were elementary workers, operators and assemblers and domestic workers. Thus, the period between 2001-12 was marked by high relative demand for high-skilled occupations, together with some medium-skilled workers (clerks and service and sales workers), while medium-skilled craft and trade workers and operators and assemblers and unskilled workers experienced relatively low demand.
There was significant growth of 517,000 elementary workers in the period between 2001-12 but as a share of employment growth, this number is misleading. The data below report weighted relative shares of employment or the relative performance of occupations given their shares in employment in 2001. The low total relative demand for elementary workers can thus be understood by noting that this occupation group accounted for the largest chunk of employment in 2001--that is, a fifth of all employment--but the growth in employment for this group was slow, as shown in Table 2 . The low relative demand for craft and trade workers, and particularly operators and assemblers, is unsurprising; neither of these two occupations saw significant increases in employment in the period between 2001-12, with operators and assemblers displaying particularly poor results.
Importantly, Table 4 shows that for all the occupation groups shown, the within-sector component dominates over the between-sector shifts in explaining the profile of relative demand. This is true particularly of managers where 95 per cent of the increase in relative demand in the period can be explained by intra-sectoral forces. In fact, however, for all other high and medium-skilled workers the share of within-sector relative demand in explaining total relative demand is very high, ranging at between 87 and 96 per cent. In turn, while the within-sector component is also important for elementary workers, its dominance is less striking, reflecting that between-sector forces played a greater role in determining relative demand for this occupation group compared to other occupations. More specifically, these data probably reflect the collapse of unskilled employment in the primary sectors.
Overall, the results including community services show that intra-sectoral force dominates in our analysis of relative demand changes for different occupations over time, while inter-sectoral forces play a larger role in the relative demand of elementary workers compared to all other occupation groups.
In order to isolate the impact of public sector employment, we present the decomposition for all the employed, excluding community services, since public sector workers are found mainly within the community service sector. These results are shown on the right-hand side of Table 4 , and illuminate the extent to which government employment may have influenced labour demand.
There are several interesting results. First, the overall labour demand shifts are lower for each of the occupations in the table when community services are excluded. This is unsurprising, given that the community services sector accounted for around 40 per cent of the increase in employment in the 2001-12 period, though we note that not all of this increase can be apportioned to the public sector. Relative demand shifts are lower, in particular, for professionals, and to a lesser extent, clerical and service workers. A more detailed analysis of the industry employment figures reveals that more than 40 per cent of the increase in professionals in the period was accounted for by the community services sector, while more than 50 per cent of the increase in clerks and service and sales workers was accounted for by community service workers. In this context, the lower total relative demand figures, particularly for professionals, clerks and service and sales workers make sense. Second, Table 4 shows that the shares of within-and between-sector forces explaining total relative demand shifts are very similar regardless of whether we include or exclude community services.
Thus, the data in Table 4 show that for all occupations, the within-sector forces in explaining overall relative demand shifts far outweigh the between-sector forces. For all occupations, barring those of elementary workers, the within-sector influence constituted between 86 and 96 per cent of aggregate labour demand shifts. Hence, the forces of technological change, the greater preference for a specific factor mix and so on, have catalysed firms into altering their labour demand practices in a specific manner. Put simply, forces within each sector and firm have been the primary reason for the labour demand changes occurring in the 2001-12 period. It should be noted that the smaller within-sector share of elementary workers is picking up the high attrition of these jobs in the primary sectors of the economy which are in secular decline.
The results from the decomposition match well with descriptive employment shifts. More specifically, in the context of a growth path within which mining and agricultural employment have fallen, together with the creation of higher-skilled jobs in the tertiary sectors, it is unsurprising that the overall relative demand shifts presented here show strong demand for managers, professionals, service and sales workers and clerks. Furthermore, the table shows that medium-skilled craft and trade workers and operators and assemblers and unskilled workers experienced low relative demand, and these results are also unsurprising, in light of the relatively poor performance of manufacturing and the primary sectors.
Given the importance of the public sector for growth in high-skilled and some medium-skilled occupations, the lower total relative demand figures, particularly for professionals, clerks and service and sales workers, when excluding the community services sector, make sense. The importance of within-sector forces in explaining relative demand patterns for medium-and unskilled workers may be a reflection of the fact that sectors such as mining, agriculture, and manufacturing have been in decline due to various internal factors including technological change.
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Contribution of task-based measures to wage returns
We extend our analysis here to examine the trends in wages that accompanied employment shifts over the period. Traditionally, wage inequality in South Africa and higher returns to skilled workers are explained by inequality in education and experience, and we have seen that over the period employment in higher-skilled jobs has risen (Bhorat 2000) . While education and experience account for a large portion of the apparent wage inequality, there may be other (related) factors influencing the wage structure over time that are not directly related to skills. In particular, structural demand-side factors such as increased technological change that favours skilled labour, or the impact of international trade, may also be affecting wages (Kosters 1998; Edwards and Golub 2003) .
Recent international literature on skills-biased technological change explores the idea that new technologies have not depressed wages just for low-skilled workers or raised wages for high-skilled workers. New work shows that wages have fallen specifically for those involved in performing routine or 'offshorable' tasks, a group often made up of workers in the middle of the distribution (Autor et al. 2003; Goos and Manning 2007; Acemoglu and Autor 2011) . This view of technological change moves beyond the high/low skill categories and identifies occupational tasks as a key channel through which wages are affected. The contention is that in addition to skill levels, the tasks performed in different occupations are closely linked to changes in the wage structure over time, where technological change and international competition have decreased returns to certain tasks. For example, jobs requiring cognitive skill, creative problem-solving or face-to-face interaction are unlikely to be automated or threatened by international competition, while routine tasks on an assembly line or information-processing jobs face higher risks in this regard. A classic example would seamstresses in the South Africa textile industry, semi-skilled workers who have been losing jobs as a result of labour-saving technology and competition from cheaper Chinese imports of similar products.
In order to explore these trends in South Africa, we examine how the returns to different occupational tasks have changed over time and also how these changes play out at different points along the income distribution. We expect to see that wages have fallen for those jobs involving tasks that face high risks of automation and international competition. In addition we expect that the changes will not be distributed uniformly across the income distribution.
Methodology
Identifying task categories
In order to analyse wage trends by tasks we identify five 'task categories' using the occupation codes available in the LFS and QLFS.
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Using these codes we link every identified occupation with one or more of the five task categories explained below. The choice of these five categories is based on work by Jensen and Kletzer (2010) and follows in particular Firpo et al. (2011) . A brief explanation of each category is given here.
− Information and communication technology (ICT): Jobs that have high information
content and are likely to be affected by technological change through the adoption of new production technologies, or face competition from countries where the same thing can be done more efficiently. These jobs generally include activities such as getting information, analysing data, recording information, and often involve interaction with computers. In the SASCO codes this consists of occupations such as software engineers, computer programmers, typists, data entry, and so on.
− Automation/routinization: Jobs that are routine in nature and have the potential to be automated, often involving repeated tasks, structured work environments, and where the pace of the job is often determined by mechanical or technical equipment. These jobs could also potentially be at risk through increased trade and import penetration. They include occupations such as textile weavers, engravers, machine operators, and assemblers.
− Face-to-face: Work that relies on face-to-face contact, such as establishing and maintaining personal relationships, working directly with the public, managing people, caring for others, teaching, and work requiring face-to-face discussions. Generally these are jobs that cannot be easily automated or replaced by a competing international firm. Such jobs range from room service attendants, food vendors, labour supervisors, travel guides, to therapists and teachers.
− On-site: Jobs that require the worker to be present at the particular place of work, and usually include tasks involving physical work, controlling machines/processes, operating vehicles or mechanical equipment, inspecting equipment, constructing physical objects. Again, these jobs are not easily offshorable and are generally made up of construction workers, machine operators, drivers, mechanics, and various kinds of manual labourers.
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− Decision-making/analytic: Work that requires non-routine decision-making abilities, usually tasks that involve creative thought, problem-solving, developing strategies, taking responsibility for outcomes and results. Such jobs cannot be automated easily and are usually at lower risk of being displaced by international competition. Occupations include artists, all types of professionals, managers, and other jobs generally considered to be highskilled jobs.
Note that certain jobs fall into more than one category; for example, many managers would be involved in face-to-face tasks and also in decision-making/analytic tasks. Thus, there is some overlap in the categories. In addition, for some jobs, the nature of the survey LFS/QLFS coding forced us to categorize certain occupations into the same task category, even though they belonged in different categories. For instance, we had to combine certain farmers (who would be involved in decision-making) together with farm foremen (who would not necessarily be involved in decision-making) in the decision-making category. Such categorization introduces some measurement error into our estimates, but the problem was limited to less than 10 SASCO codes overall.
The relationship between tasks and wages
Examining the relationship between task categories and wages builds on earlier results which show increased labour demand for skilled sectors, and the Katz and Murphy decomposition revealing that within-sector forces explain the bulk of the changes in labour allocation. To explore the wage impacts, we run a wage regression for each of the five task categories, controlling for individuallevel factors that influence earning power in South Africa (education, race, and experience). Since we are interested in the wages associated with task categories at different points along the wage distribution, we adopt a quantile regression approach. Specifically, we are interested, for example, in how the wage premium to automated jobs changed over time and how returns changed across the wage distribution.
Following Firpo et al. (2011) our conditional quantile regression has the log of monthly wages as the dependent variable and is of the form:
where s the year, is a dummy for each of the five categories, and includes controls for age, race, and education. The variable of interest here is the coefficient on in each occupational category for each decile of the income distribution in any given year. This variable provides an estimate of the returns to each category across each decile of the income distribution for the year in question. We first introduce some descriptive statistics and then present the regression results for 2001 and 2011. Table 5 shows the task categories and corresponding occupation categories for 2001 and 2011. We note that the far right-hand column captioned 'LFS totals' shows the actual employment totals for each occupation directly from the LFS/QLFS data, independent of the overlapping task categories. For example, in the 2001 LFS there were 663,945 managers in South Africa. In contrast the 'Total' column gives the total number of managers from our constructed task categories. It is clear that there is an overlap in the task categories, where, for example, many managers are involved in face-to-face tasks as well as analytic tasks and are thus included in both task categories. A correlation matrix (Appendix Table A2 ) reveals that the strongest correlations (0.41) are between automated and on-site, and analytic and face-to-face. This overlap points to the 'bluntness' of our task category measure. Table 5 explores the composition of these categories in more detail to give a better sense of what occupations each category includes.
Descriptive statistics
The table shows, first, that the ICT category consists of professionals, technicians, and clerks. These occupations include jobs such as software engineers, computer programmers, typists, data entry workers, and so on. In general, ICT-related jobs are thought to be more easily affected by technological change and international competition. Looking at automated jobs, this task category consists of elementary workers, craft workers and operators and assemblers, and some clerks and technicians. Automated jobs contain the potential for automation or routinization and are thus also potentially at risk from technological change and global competition.
Face-to-face jobs are those that cannot be easily automated or outsourced internationally since these jobs have face-to-face components. This category includes some lower paid jobs in elementary and service occupations (for example, service attendants, food vendors, labour supervisors/foremen), but it also includes higher paid occupations such as managers, professionals, technicians and clerks. On-site jobs, in the fourth column, are also not easily offshorable since they have an on-site component. The table shows that jobs with an on-site component are numerous and span all occupation categories, but are mainly found in elementary, craft, operator, and domestic occupations. These include construction workers, machine operators, drivers, mechanics, various kinds of manual labourers and domestic workers. The final task category consists of jobs with an analytic or decision-making component, and the majority of these higher-skilled jobs are found in professional, managerial and technical occupations. These jobs are also less likely to be replaced as they usually contain a complex and specific skill-set which cannot be automated or easily outsourced internationally.
The table reveals some interesting results: first, the on-site category accounts for the largest category of workers in all years. This category spans a wide range of occupation types since many jobs in South Africa have some on-site component. Analytic and ICT jobs, which mostly consist of better-skilled workers (professionals, technicians, and clerks), account for the smallest shares of employment by task category, that is, 2.9 and 1.2 million of the 21.4 million task categories in 2011. In turn, automated and face-to-face jobs account for about 4.8 million of the 21.4 million taskbased jobs in 2011.
Second, Table 5 shows that in each of the years there is considerable overlap between tasks. For instance, while the actual employment total in 2011Q4 stands at 13.6 million, the total for the task categories measures is 21.5 million. The difference between the two is made up of those occupations that have been coded into more than one of the five categories. For instance, certain machine operators would fall into the automated category as well as the on-site category. LFS 2001-07 and QLFS 2008-12) . Table 6 reports broad employment trends for each task category over time. It shows the relative dominance of on-site employment, which is largely made up of manufacturing, construction and trade, domestic workers, and the majority of farm workers. Overall the trend in on-site employment shows a rise over the period which mirrors overall employment quite closely. Though not shown here, it is worth noting that the share of on-site jobs in total employment has declined. The descriptive analysis shows a stable or declining share of employment for elementary workers, craft workers, operators and assemblers and domestic occupations--the occupation categories within which on-site employment is concentrated--and it is thus unsurprising that the overall share of on-site employment in total task employment has decreased over the period.
In turn, the ICT, face-to-face and analytic categories display a significant overall upward trend. The jobs in these task categories have larger shares of higher-skilled workers. Finally, jobs involving automated tasks have remained relatively stable between 2001 and 2012. Table 7 takes a brief first look at wage data over the period for each of the task categories. The table shows, first, that ICT-related jobs and analytic jobs have the highest average wages, while jobs with potential for automation, and on-site jobs, are associated with lower wages. Jobs involving face-to-face contact are in the middle of this distribution but have risen rapidly. The premium for ICT-related jobs and analytic jobs is to be expected, given the dominance of betterskilled workers in these task categories, as shown in Table 5 . In turn, automated jobs and on-site employment are dominated by lower-skilled elementary workers, craft workers and operators and assemblers, accounting for the lowest earners among these groups. n/a n/a n/a n/a n/a 2009 n/a n/a n/a n/a n/a LFS 2001-07 and QLFS 2008-11) .
Examining the wage trends over time indicates that all categories saw wage increases over the ten year period, with ICT-related jobs experiencing the lowest increases. These results indicate that the low-earning categories have seen relatively large increases in wages alongside the highest earning (analytic) jobs. At the lower end of the distribution, these increases may, in part, be due to increased protection for poorer workers through minimum wages. However, these preliminary descriptive results do not control for productivity-related characteristics of workers, including education, experience, race, etc.
A closer look at wages is provided in Appendix Table A3 , where we disaggregate wages by task category and industry for 2001, 2007 and 2011 . This provides a more detailed picture of average wages, and the broad shifts which have taken place over the period under review which we do not address directly.
Returns across the wage distribution
A quantile regression approach allows us to model the relationship between a set of predictor variables (the five task categories) and a dependent variable (wages) over specific quantiles (intervals) of the wage distribution. The sample for the quantile regression results presented below comprises of all working-age employed individuals for whom we have earnings information in the two surveys. In both years (2001 and 2011) we use the log of total monthly wages to measure earnings. Our model includes controls for education, age/experience, and race. We specify a set of splines for the education level of workers and a set of splines for age, which serves as a proxy for experience. Standard dummies for race, with African as the base case, are also included in our estimation. The full regression results are included in Appendix Table A4 . The regression results for each task category are shown in Figure 2 where the relative coefficient of log wages (wage premia) is plotted for each decile of the wage distribution.
For those in automated or routine occupations, the results show small positive returns among workers in the middle of the distribution in 2001 but lower returns for those at the top of the distribution (60th to 90th quantiles) and negative returns for those at the bottom of the distribution (10th quantile). The hump in the middle of the distribution in 2001 would include technicians, clerks, craft workers, and operators and assemblers. Importantly, the figure shows that over time the returns to automated jobs fell, particularly in the middle of the distribution. This is the first piece of evidence to suggest that technological innovation and international competition may be impacting on the demand, and consequently wages, for those involved in routine work. These effects may have been felt in industries such as clothing and textiles, which have suffered as a result of increased international competition.
In 2001, workers with a face-to-face component to their work faced lower than average returns through most of the distribution. This changed in the period between 2001-11, with the premia to those in the face-to-face increasing for most of the distribution below the 80th percentile. Jobs requiring face-to-face contact are often insulated from the potential impact of labour-saving technology and international competition, and the evidence here appears to bear this out.
For the on-site task category, the figure shows that workers who have an on-site component to their jobs earn, on average, less than those with no on-site component. Over time the premia to jobs that require one to be 'on-site' have decreased for the upper half of the distribution. Interestingly the lower half of the distribution remains unchanged. This may be due in part to the introduction of minimum wages for 11 low-wage sectors, implemented by and large in the early 2000s, with steady wage increases every few years. The intervention represents an exogenous 'policy shock' which appears to be stabilizing wages at the bottom of the distribution for largely low-skilled occupations.
The ICT and analytic categories are dominated by medium-to higher-skilled workers.
Unsurprisingly then, the figure shows that workers in ICT jobs earn a wage premium over those not in ICT jobs, though the wage premium for ICT jobs over non-ICT jobs declines as one moves up the distribution. Over time, the premium for ICT workers declined, particularly for workers below the 30th percentile, though ICT workers still earn a premium relative to the non-ICT. Finally, the last graph in Figure 2 shows that jobs with an analytic or decision-making component are associated with the largest wage premia, and these premia are the highest for those in the middle and upper-middle of the wage distribution. Workers in this category include managers, professionals, technicians, clerks and other skilled workers. Over time, the results show a slight increase at the upper end of the distribution.
Overall, the conditional quantile results present several interesting trends: first, both workers in ICT-related and analytic jobs earn better throughout the wage distribution than other workers, after controlling for individual-level characteristics. This is unsurprising, given that these two task categories are dominated by medium to higher-skilled occupations which have been in high demand over the period. Furthermore, for analytic jobs, which are dominated by managers, professionals and technicians, the premium increased between the 40th and 80th quantiles over the 2001 to 2011 period, and this is again in line with the high demand for these occupations during the period. Increasing skills intensity thus appears to be matched by rising wages for higher skilled tasks.
For both the automated and upper-half of the on-site categories, there have been declines in the wage premia over time. For those in jobs with automated components, the decline was particularly large in the middle of the wage distribution (between the 30th and 80th quantiles), with positive premia turning negative at the 90th quantiles. Similarly, for on-site jobs we show clear declines in wage premia over time across the upper half of the distribution and particularly for those above the 70th quantile. Thus, the declining wage premia for those in automated and on-site jobs appear to lend support to the hypothesis that technological change and globalization have led to a decrease in the demand for jobs consisting of job tasks that are more exposed.
Conclusion
This paper examined labour market trends in South Africa with a focus on employment and wages. Employment growth has tended to shift towards higher skilled labour and there are several markers of this growth trajectory over the period: first, employment within the primary sectors collapsed, with agriculture and mining together losing over 700,000 jobs, resulting in large-scale employment losses among the lower skilled.
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Second, the manufacturing sector did not witness any increase in employment in the period. In terms of production and exports then, South Africa remains a resource-based middle-income economy with no significant globally competitive light manufacturing sector which may be the missing link for a low-skill abundant country.
Third, growth has mainly been created within the tertiary sectors such as financial services and community services. The increase in financial services employment has largely been within the business activities subsector. In turn, public sector employment has grown faster than private sector employment, with the public sector accounting for 15 per cent of total employment in 2012, which raises the question of whether the private sector has become stuck. While employment growth in South Africa is needed desperately, a growing public sector has its limits, and increasing public sector employment is not seen to be an efficient, sustainable way to increase employment in the longer term (IMF 2012).
Fourth, as a result of employment growth being driven mainly by the tertiary sectors, high-and medium-skilled occupations such as managers, professionals and service and sales workers have seen significant employment gains. In turn, craft and trade workers, and operators and assemblers experienced no significant employment growth, and the economy experienced a declining 20 proportion of medium-skilled workers in the primary and secondary sectors. The relative demand for occupation groups from the Katz and Murphy decompositions match well with the findings above, and show that within-sector shifts dominate between-sector shifts in explaining the profile of relative demand. This supports the claim that technological changes, among other factors, have played an important role in employment trends.
Global competition, increasing capital intensity, the shrinkage of primary sector employment, as well as technological change have all contributed to increasing skills intensity in the South African labour market. We would expect these changes to be associated with increasing wage premia for higher-skilled workers, as well as declining wage premia for workers in jobs that are more vulnerable to global competition and technological change. The quantile regression results show that, when controlling for age/experience, race and education, jobs that involve automated or routine tasks (largely lower-to medium-skilled jobs) have experienced a drop in wage levels over time across most of the income distribution. Jobs involving face-to-face tasks and those with an ICT component have seen rising wages in general, while the analytic category posted high and relatively stable wages over time and across the distribution. Importantly, at the bottom of the wage distribution, wages have remained relatively stable or risen in all of our five task categories. This may be due in part to the extension of minimum wages during the period to a total of 11 lowpaid sectors. 
