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Abstract: We present a diagrammatic formulation of recently-revived covariant func-
tional approaches to one-loop matching from an ultraviolet (UV) theory to a low-energy
effective field theory. Various terms following from a covariant derivative expansion (CDE)
are represented by diagrams which, unlike conventional Feynman diagrams, involve gauge-
covariant quantities and are thus dubbed “covariant diagrams.” The use of covariant dia-
grams helps organize and simplify one-loop matching calculations, which we illustrate with
examples. Of particular interest is the derivation of UV model-independent universal re-
sults, which reduce matching calculations of specific UV models to applications of master
formulas. We show how such derivation can be done in a more concise manner than the
previous literature, and discuss how additional structures that are not directly captured
by existing universal results, including mixed heavy-light loops, open covariant derivatives,
and mixed statistics, can be easily accounted for.
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1 Introduction
Matching from an ultraviolet (UV) theory to a low-energy effective field theory (EFT)
beyond tree level has gained renewed interest in recent years. On the phenomenological
side, one-loop matching is in many cases necessary for accurate translation of experimental
constraints on the Standard Model (SM) EFT parameter space into those on specific new
physics models. On the theoretical side, it is interesting to realize that matching calculations
can be accomplished in more elegant and oftentimes simpler ways than using Feynman
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diagrams. For the latter aspect, the idea is to directly tackle the path integral, and identify
and expand heavy fields’ contributions to the functional determinant arising at one-loop
level to obtain effective operators involving the light fields. Such functional approaches to
matching have at least two important virtues:
• By performing a covariant derivative expansion (CDE), one can work with gauge-
covariant quantities in all steps of the calculation, and thus automatically arrive at
gauge-invariant effective operators in the end. This is unlike conventional Feynman
diagram methods, where gauge-invariant final results are obtained only after putting
together individual pieces which may not be separately gauge-invariant.
• The generality of such approaches has brought up the possibility of obtaining universal
results. With general assumptions on the form of the UV theory, evaluation of the
functional determinants involved proceeds in a model-independent way, which can
thus be done once and for all. The result will be widely-applicable master formulas,
from which matching calculations for specific models are reduced to matrix algebra.
The development and use of covariant functional approaches to matching dates back
to the 1980s; see e.g. [1–3]. The subject was revived recently, thanks to the work [4]
by Henning, Lu and Murayama (HLM). Following the CDE approach of Gaillard [1] and
Cheyette [3], HLM presented in [4] a universal master formula for one-loop matching, as-
suming degenerate mass spectrum for the heavy particles. Applications of this master
formula to various examples have been illustrated by HLM in [4], and also by others in [5–
7]. The HLM master formula was generalized by Drozd, Ellis, Quevillon and You [8] to the
case of nondegenerate heavy particle masses. The same Gaillard-Cheyette CDE approach
is followed in [8], and the resulting master formula is dubbed the “Universal One-Loop Ef-
fective Action” (UOLEA), to emphasize the universality of the approach, as discussed in
the second bullet point above. The UOLEA was applied to the example of integrating out
nondegenerate stops in [8].
It was later pointed out, however, that the HLM/UOLEA master formulas, in their orig-
inal forms at least, do not capture possible contributions from mixed heavy-light loops [9]
(see also [10]). The reason can be most easily understood by noting that light fields are
treated as background fields in [4, 8] and are thus not allowed to run in loops. Fixes to
this problem were soon proposed, following different CDEs [11], or alternatively still within
the UOLEA framework [12]. Although technically quite different, both approaches in [11]
and [12] share a similar spirit, namely to include quantum fluctuations of light fields also,
and then identify and subtract off nonlocal pieces from the functional determinant to obtain
local effective operators. These studies provide, at the very least, a proof of principle that
mixed heavy-light loops can be accounted for in covariant functional approaches to match-
ing. This latter point was further corroborated recently in [13], following an alternative
CDE approach that builds upon [14, 15]. Compared with [11, 12], matching calculations
are simplified in [13] partly due to the use of expansion by regions techniques [16–18],
which allow local pieces of the functional determinant to be directly identified, so that no
subtraction procedure is needed.
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These recent developments of functional matching techniques are, unfortunately, also
accompanied by different levels of technical complication compared with [4, 8]. It should be
emphasized that the motivation for studying functional matching lies not only in theoretical
curiosity, but also, at least equally importantly, in practical usefulness. In this latter respect,
the goal is to develop a set of tools for matching that is easy to use even for those not
necessarily familiar with all the technical subtleties of functional methods. There are at
least two possibilities for achieving this goal:
• Ideally we wish to obtain a truly universal master formula, as an extension of the
results presented in [4, 8]. Such an extension requires incorporation of not only mixed
heavy-light contributions mentioned above, but also e.g. open covariant derivatives
(covariant derivatives acting openly to the right as opposed to appearing in commu-
tators) and mixed statistics (both bosonic and fermionic fields in the loop).
• Even if deriving such extended universal results turns out to be too involved to be
completed very soon, we may still take advantage of the covariant feature of functional
approaches, and consider alternatives to Feynman diagram methods that simplify
calculations and offer useful intuition, even though on a case-by-case basis. This will
also bring new options for more efficient automation of matching calculations1.
It is the purpose of this paper to present a tool that will be useful for making progress
along both these lines. The idea is to have a diagrammatic formulation of one-loop func-
tional matching which is as systematic as the conventional Feynman diagram approach,
but differs crucially from the latter by preserving gauge covariance in intermediate steps.
It is perhaps not surprising that this is possible, since recent studies of functional match-
ing [11–13] all follow diagrammatic intuitions to some extent. We will show explicitly how
to establish such a gauge-covariant diagrammatic formulation, building upon the approach
of [13] (which we provide a more rigorous derivation of)2, and how to use it in one-loop
matching calculations. The diagrams introduced are dubbed “covariant diagrams” — they
are in a sense gauge-covariant versions of Feynman diagrams. Just like Feynman diagrams,
which keep track of terms in an expansion of correlation functions, covariant diagrams keep
track of terms in a CDE in functional matching. Let us clarify that enumerating and com-
puting covariant diagrams is equivalent to selecting and evaluating various terms of interest
that result from a CDE. But as we will see, it is both technically simpler and concep-
tually more intuitive than the latter, and meanwhile preserves the universality feature of
functional matching procedures.
1.1 Outline of the paper
For the sake of pedagogy, we will present many details of derivations and computations.
The hope is that readers can easily reproduce all the intermediate steps as well as final
results in this paper, and readily apply the techniques to other examples of interest. Given
1See e.g. [19] for recent progress on automation of Feynman diagrammatic matching.
2The approach of [4, 8] also allows for a diagrammatic formulation, which is however more complicated
technically and will not be discussed further.
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the considerable length that results, we provide an extended outline of the paper to guide
the reading.
• In Section 2, we reproduce the functional matching procedure of [13], expanding the
latter with a more formal and rigorous functional derivation. Readers familiar with
the general idea and procedure of functional matching may wish to briefly look at the
following key equations and skip the technical details in a first reading:
– Eq. (2.1);
– Eqs. (2.8) and (2.10), with Φc defined in Eq. (2.9) and QUV defined in Eq. (2.7);
– Eqs. (2.16) and (2.17), with QEFT defined in Eq. (2.13);
– Eqs. (2.18) and (2.29), with ∆H,L and XHL,LH defined in Eq. (2.23);
– Eqs. (2.33) and (2.34), with the meaning of “hard” and “soft” explained below
Eq. (2.30);
– Eq. (2.36);
– Eq. (2.41), with XH defined in Eq. (2.37).
• In Section 3, we derive a diagrammatic formulation of covariant functional matching.
The basic ingredients are obtained in Section 3.1, and additional structures are grad-
ually added in the subsequent subsections. Section 3.5 is the core of the paper, where
we summarize the derivation and present a step-by-step recipe for using covariant
diagrams in one-loop matching calculations.
• In Section 4, we work out several examples to demonstrate the use of the covariant
diagrams and the simplification that results.
– The UOLEA master formula is rederived in Section 4.1, with a much simpler pro-
cedure compared with [8]. Also, fewer master integrals are involved in the final
results, and explicit expressions in terms of heavy particle masses are simplified
in many cases.
– The rest of Section 4 contains examples of matching specific UV models to EFTs,
with the aim to show that covariant diagrams are capable of dealing with several
additional structures not captured by previous universal results in a straightfor-
ward manner.
With these examples, it is reasonable to expect that the use of covariant diagrams
will be helpful for organizing and simplifying derivations of extended universal mas-
ter formulas — such calculations are underway and will be presented elsewhere. On
the other hand, our examples show that even before extended universal results are
available, one can already use covariant diagrams to easily perform matching calcula-
tions for specific models in a gauge-covariant manner, as an alternative to Feynman
diagrammatic matching.
• We conclude in Section 5, and tabulate some useful master integrals and explicit
expressions of the UOLEA operator coefficients in the appendices.
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2 Gauge-covariant functional matching
The problem of matching can be formulated as follows: given an UV Lagrangian LUV[Φ, φ]
for a set of heavy fields Φ of masses {Mi} and a set of light fields φ of masses {mi′}  {Mi},
LEFT[φ] = ? s.t. ΓL,UV[φb] = ΓEFT[φb] . (2.1)
Here ΓL,UV is the one-light-particle-irreducible (1LPI) effective action calculated in the UV
theory, while ΓEFT is the one-particle-irreducible (1PI) effective action (a.k.a. quantum ac-
tion) calculated in the low-energy EFT. They will be computed as functionals of background
fields φb by the standard procedures of the background field method (see e.g. [20, 21]).
Eq. (2.1) ensures that the UV theory and the EFT give identical physical predictions re-
garding the light fields.
In this section, we shall focus on the simplest case of real scalar fields for illustration.
The results derived below can be easily generalized to other types of fields.
2.1 Calculating ΓL,UV[φb]
To compute ΓL,UV[φb], we start from the path integral,
ZUV[JΦ, Jφ] =
∫
[DΦ][Dφ] e i
∫
ddx(LUV[Φ,φ]+JΦΦ+Jφφ) , (2.2)
and separate all fields contained in the heavy and light field multiplets into classical back-
grounds (labeled by subscripts “b”) and quantum fluctuations (labeled by primes),
Φ = Φb + Φ
′ , φ = φb + φ′ . (2.3)
The background fields and sources are related by
0 =
δLUV
δΦ
[Φb, φb] + JΦ =
δLUV
δφ
[Φb, φb] + Jφ . (2.4)
The 1LPI effective action ΓL,UV[φb] is obtained as the Legendre transform of the path
integral with respect to the light fields,
ΓL,UV[φb] = −i logZUV[JΦ = 0, Jφ]−
∫
ddxJφφb . (2.5)
Note that JΦ is set to zero because we are interested in correlation functions with no external
sources of the heavy fields.
With the separation in Eq. (2.3), the UV theory Lagrangian plus source terms can be
written as
LUV[Φ, φ]+JΦΦ+Jφφ = LUV[Φb, φb]+JΦΦb+Jφφb− 1
2
(
Φ′T φ′T
)QUV[Φb, φb]
Φ′
φ′
+ . . .
(2.6)
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where the quadratic operator
QUV[Φb, φb] ≡
− δ2LUVδΦ2 [Φb, φb] − δ2LUVδΦδφ [Φb, φb]
− δ2LUVδφδΦ [Φb, φb] − δ
2LUV
δφ2
[Φb, φb]
 . (2.7)
Note that in Eq. (2.6), terms linear in φ′ or Φ′ vanish due to Eq. (2.4). We therefore obtain
the tree-level result as the stationary point approximation,
ZtreeUV [JΦ, Jφ] =
∫
[DΦ][Dφ]e i
∫
ddx(LUV[Φb,φb]+JΦΦb+Jφφb) ∝ e i
∫
ddx(LUV[Φb,φb]+JΦΦb+Jφφb)
⇒ ΓtreeL,UV[φb] =
∫
ddxLUV
[
Φc[φb], φb
]
, (2.8)
up to an irrelevant constant term, where Φc[φb] (subscript “c” for “classical”) is defined by
Φc[φb] ≡ Φb[JΦ = 0] i.e. δLUV
δΦ
[
Φc[φb], φb
] ≡ δLUV[Φ, φ]
δΦ
∣∣∣∣
Φ=Φc[φb], φ=φb
= 0. (2.9)
In other words, Φc[φb] solves the classical equations of motion for the heavy fields when the
light fields are treated as backgrounds.
Up to one-loop level, we have
ZUV[JΦ, Jφ] ' ZtreeUV
∫
[DΦ′][Dφ′] exp
− i2
∫
ddx
(
Φ′T φ′T
)QUV[Φb, φb]
Φ′
φ′

∝ ZtreeUV
(
detQUV[Φb, φb]
)− 1
2
⇒ Γ1-loopL,UV [φb] =
i
2
log detQUV
[
Φc[φb], φb
]
, (2.10)
which is familiar from standard calculations of 1PI effective actions.
2.2 Calculating ΓEFT[φb]
On the EFT side, suppose
LEFT[φ] = LtreeEFT[φ] + L1-loopEFT [φ] + . . . (2.11)
where LtreeEFT and L1-loopEFT contain effective operators generated at tree and one-loop level,
respectively. The path integral can be evaluated up to one-loop level,
ZEFT[Jφ] =
∫
[Dφ] e i
∫
ddx(LEFT[φ]+Jφφ)
' e i
∫
ddx(LEFT[φb]+Jφφb)
∫
[Dφ′] e−
i
2
∫
ddxφ′TQtreeEFT[φb]φ′
∝ e i
∫
ddx(LtreeEFT[φb]+L1-loopEFT [φb]+Jφφb)
(
detQtreeEFT[φb]
)− 1
2 , (2.12)
where the quadratic operator
QEFT[φb] ≡ −δ
2LEFT
δφ2
[φb] . (2.13)
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Again, in the exponent, terms linear in φ′ vanish due to the relation
δLEFT
δφ
[φb] + Jφ = 0 . (2.14)
We therefore obtain the 1PI effective action in the EFT up to one-loop level,
ΓEFT[φb] = −i logZEFT[Jφ]−
∫
ddxJφφb
'
∫
ddx
(
LtreeEFT[φb] + L1-loopEFT [φb]
)
+
i
2
log detQtreeEFT[φb] , (2.15)
⇒ ΓtreeEFT[φb] =
∫
ddxLtreeEFT[φb] , (2.16)
Γ1-loopEFT [φb] =
∫
ddxL1-loopEFT [φb] +
i
2
log detQtreeEFT[φb] . (2.17)
The meaning of the above equations is clear. The tree-level quantum action is given by the
tree-level terms in the classical action, while at one-loop level, the quantum action contains
two pieces — one-loop-size effective operators used at tree level, and tree-level-size effective
operators used at one-loop level.
2.3 Matching ΓL,UV[φb] and ΓEFT[φb]
Equating Eqs. (2.8), (2.10) and Eqs. (2.16), (2.17), we obtain the EFT Lagrangian that
satisfies the matching condition (2.1). At tree level,
LtreeEFT[φ] = LUV
[
Φc[φ], φ
]→ LUV[Φˆc[φ], φ] , (2.18)
where Φˆc[φ] is the local operator expansion of the nonlocal object Φc[φ]. The extra step
from Φc[φ] to Φˆc[φ] is necessary so that LEFT[φ] consists of local operators. As a trivial
example, suppose
LUV[Φ, φ] = L0[φ] + ΦTF [φ]− 1
2
ΦT
(−P 2 +M2)Φ , (2.19)
where Pµ ≡ iDµ. The advantage of introducing this notation is that Pµ is a hermitian
operator. Φc[φ] is obtained by solving the classical equation of motion [see Eq. (2.9)],
δLUV
δΦ
= F [φ]− (−P 2 +M2)Φ = 0 ⇒ Φc[φ] = 1−P 2 +M2F [φ] . (2.20)
This is a nonlocal quantity due to the appearance of P 2 in the denominator. The corre-
sponding local operator expansion, which should appear in the EFT, reads
Φˆc[φ] =
1
M2
F [φ] +
1
M2
P 2
1
M2
F [φ] + . . . (2.21)
Moving on to one-loop level, we have∫
ddxL1-loopEFT [φ] =
i
2
log detQUV
[
Φc[φ], φ
]− i
2
log detQtreeEFT[φ] . (2.22)
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To proceed, we follow [13] and block-diagonalize QUV. With the following short-hand
notation for the elements of QUV,
QUV[Φ, φ] =
− δ2LUVδΦ2 [Φ, φ] − δ2LUVδΦδφ [Φ, φ]
− δ2LUVδφδΦ [Φ, φ] − δ
2LUV
δφ2
[Φ, φ]
 ≡
 ∆H [Φ, φ] XHL[Φ, φ]
XLH [Φ, φ] ∆L[Φ, φ]
 , (2.23)
it is easy to show that
V †QUVV =
∆H −XHL∆−1L XLH 0
0 ∆L
 with V =
 1 0
−∆−1L XLH 1
 . (2.24)
Note that for real scalar fields, XHL = XLH and both are hermitian. When generalized
to complex fields, XHL = X
†
LH . With Eq. (2.24), the first term on the RHS of Eq. (2.22)
becomes
i
2
log detQUV
[
Φc[φ], φ
]
=
i
2
log det
(
∆H −XHL∆−1L XLH
)
+
i
2
log det ∆L , (2.25)
where the arguments
[
Φc[φ], φ
]→ [Φˆc[φ], φ] have been dropped on the RHS for simplicity.
Note that Φc[φ] should be replaced by Φˆc[φ] to form local operators of the EFT.
Let us now look at the second term on the RHS of Eq. (2.22). With Eqs. (2.13)
and (2.18), we have
QtreeEFT[φ] = −
δ2LUV
[
Φˆc[φ], φ
]
δφ2
= − δ
δφ
(
δLUV
δφ
[
Φˆc[φ], φ
]
+
δΦˆc[φ]
δφ
δLUV
δΦ
[
Φˆc[φ], φ
])
= − δ
δφ
(
δLUV
δφ
[
Φˆc[φ], φ
])
= −δ
2LUV
δφ2
[
Φˆc[φ], φ
]− δΦˆc[φ]
δφ
δ2LUV
δΦδφ
[
Φˆc[φ], φ
]
= ∆L
[
Φˆc[φ], φ
]−XLH∆ˆ−1H XHL[Φˆc[φ], φ] . (2.26)
When going from the first line to the second, we have used δLUVδΦ
[
Φˆc[φ], φ
]
= δLUVδΦ
[
Φc[φ], φ
]
=
0 — this is true because the EoM can be solved order by order in 1M to obtain a local op-
erator expansion Φˆc[φ]. To arrive at the last line of Eq. (2.26), note that
0 =
δ
δφ
(
δLUV
δΦ
[
Φˆc[φ], φ
])
=
δ2LUV
δφδΦ
[
Φˆc[φ], φ
]
+
δΦˆc[φ]
δφ
δ2LUV
δΦ2
[
Φˆc[φ], φ
]
= −XLH
[
Φˆc[φ], φ
]− δΦˆc[φ]
δφ
∆H
[
Φˆc[φ], φ
]
⇒ δΦˆc[φ]
δφ
= −XLH∆−1H
[
Φˆc[φ], φ
]→ −XLH∆ˆ−1H [Φˆc[φ], φ] , (2.27)
where ∆ˆ−1H is the local operator expansion of ∆
−1
H . We therefore obtain
− i
2
log detQtreeEFT[φ] = −
i
2
log det
(
∆L −XLH∆ˆ−1H XHL
)
= − i
2
log det ∆L − i
2
log det
(
1−∆−1L XLH∆ˆ−1H XHL
)
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= − i
2
log det ∆L − i
2
log det
(
1− ∆ˆ−1H XHL∆−1L XLH
)
= − i
2
log det ∆L +
i
2
log det ∆ˆH − i
2
log det
(
∆ˆH −XHL∆−1L XLH
)
,
(2.28)
with the arguments
[
Φˆc[φ], φ
]
implicit. Adding this equation to Eq. (2.25), we finally obtain,
according to Eq. (2.22),∫
ddxL1-loopEFT [φ] =
i
2
(
log det
(
∆H −XHL∆−1L XLH
)− log det(∆ˆH −XHL∆−1L XLH))
+
i
2
log det ∆ˆH , (2.29)
where again, the arguments
[
Φˆc[φ], φ
]
are implicit. As expected, log det ∆L which comes
from pure light loops cancels between the two terms.
2.4 Hard vs. soft
The formula obtained above for one-loop matching using functional methods, Eq. (2.29),
is quite abstract. To make use of it, a key observation, as emphasized in [13], is that with
dimensional regularization (which we adopt, together with the MS scheme, throughout this
paper), each “log det” can be separated into “hard” and “soft” region contributions, namely
log detX = log detX|hard + log detX|soft . (2.30)
What “hard” and “soft” mean is the following: for the “loop integrals” that appear in the
computation of log detX, which involve heavy and light particle masses {Mi}, {mi′}, and
a “loop momentum” (i.e. integration variable) q,
• the hard region contribution is obtained by first expanding the integrand for |q2| ∼
M2i  |m2i′ |, and then performing the integration over the full momentum space;
• the soft region contribution is obtained by first expanding the integrand for |q2| ∼
|m2i′ | M2i , and then performing the integration over the full momentum space.
The nontrivial identity (2.30) is known as the method of expansion by regions, which has
been well-known in Feynman diagrammatic multi-loop calculations; see e.g. [16–18]. As a
simple one-loop example, consider the following IR- and UV-finite integral (in d = 4 − 
dimensions):∫
ddq
(2pi)d
1
(q2 −M2)(q2 −m2)2 =
i
16pi2
[
1
M2 −m2
(
1− log M
2
m2
)
− m
2
(M2 −m2)2 log
M2
m2
]
=
i
16pi2
1
M2
(
1− log M
2
m2
)
+O(M−4) . (2.31)
The hard and soft regions yield IR- and UV-divergent integrals, respectively:
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∫
ddq
(2pi)d
1
(q2 −M2)(q2 −m2)2
∣∣∣∣
hard
=
∫
ddq
(2pi)d
1
(q2 −M2)q4 (1 + . . . )
=
i
16pi2
1
M2
(
2
¯
+ 1− log M
2
µ2
)
+O(M−4),
(2.32a)∫
ddq
(2pi)d
1
(q2 −M2)(q2 −m2)2
∣∣∣∣
soft
=
∫
ddq
(2pi)d
[
− 1
M2
1
(q2 −m2)2 + . . .
]
=
i
16pi2
1
M2
(
−2
¯
+ log
m2
µ2
)
+O(M−4), (2.32b)
where 2¯ ≡ 2 − γ + log 4pi with  = 4− d. However, the 1 singularities cancel when the two
equations are added, and the finite result of the original integral is reproduced.
Now we can simplify Eq. (2.29). The crucial statements are
log det
(
∆ˆH −XHL∆−1L XLH
)
= log det
(
∆H −XHL∆−1L XLH
)∣∣
soft , (2.33a)
log det ∆ˆH = log det ∆H |soft = 0 . (2.33b)
It is not hard to understand that replacing ∆H by ∆ˆH singles out the soft part, because
Mi dependence comes only from ∆H , and a local operator expansion corresponds to the
limit Mi → ∞. On the other hand, log det ∆H |soft vanishes because for pure heavy loops,
expanding in the soft region gives rise to scaleless integrals. Combining Eqs. (2.29), (2.30)
and (2.33), we finally arrive at the following formula,∫
ddxL1-loopEFT [φ] =
i
2
log det
(
∆H −XHL∆−1L XLH
)∣∣
hard
=
i
2
Tr log
(
∆H −XHL∆−1L XLH
)∣∣
hard . (2.34)
2.5 Evaluating the functional trace
The initial steps of evaluating the functional trace (2.34) are standard, which we reproduce
here for the sake of completeness. Recall that entries of the infinite-dimensional matrix
∆H −XHL∆−1L XLH , which we shall call ∆ to simplify notation, are labeled by spacetime
indices x (momentum indices q) when the UV theory Lagrangian is written in position
(momentum) space, i.e. in terms of Φ(x), φ(x) (Φ˜(q), φ˜(q)), plus possible internal indices.
∆ contains x and i∂x in position space, which become operators xˆ and pˆ in general. We
evaluate its trace using the momentum eigenstate basis, and follow standard manipulations
familiar from quantum mechanics,
Tr ∆(xˆ, pˆ) =
∫
ddq
(2pi)d
〈q| tr ∆(xˆ, pˆ) |q〉 =
∫
ddx
∫
ddq
(2pi)d
〈q|x〉〈x| tr ∆(xˆ, pˆ) |q〉
=
∫
ddx
∫
ddq
(2pi)d
eiq·x tr ∆(x, i∂x) e−iq·x =
∫
ddx
∫
ddq
(2pi)d
tr ∆(x, i∂x + q)
=
∫
ddx
∫
ddq
(2pi)d
tr ∆(x, i∂x − q) , (2.35)
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where “tr” is over internal indices only, and we have used 〈x|q〉 = e−iq·x. The last equality
follows from a conventional change of integration variable q → −q. As a result,
L1-loopEFT [φ] =
i
2
∫
ddq
(2pi)d
tr log
(
∆H −XHL∆−1L XLH
)
P→P−q
∣∣∣∣
hard
. (2.36)
At this point, there is one additional transformation that can be made [1, 3, 4, 8], but
is optional. The idea is to put all covariant derivatives Pµ into commutators, e.g. [Pµ, Pν ],
[Pµ, X(x)], by sandwiching the tr log between eP ·∂q and e−P ·∂q (which trivially become 1’s
when acting on identities on both sides) and using the Baker-Campbell-Hausdorff (BCH)
formula. This transformation is convenient in the sense that all intermediate steps from here
on will involve Pµ’s only through commutators, as does the final result3. But meanwhile, it
makes the computation more tedious because of a plethora of terms resulting from applying
the BCH formula. This is especially true when the quadratic operator QUV contains open
covariant derivatives, namely Pµ’s acting openly to the right as opposed to appearing in
commutators, in addition to those from kinetic terms. Another disadvantage is that with
the introduction of ∂q which does not commute with q, the logarithm cannot be expanded
in a simple way due to the fact that log(AB) 6= logA + logB when [A,B] 6= 0 4. As a
way out, an auxiliary integral is introduced in [4, 8], which nevertheless complicates the
integrations to be done. Therefore, we choose to follow [11, 13] and proceed without making
this additional transformation.
2.6 Covariant derivative expansion (CDE)
The next step is to perform a CDE, i.e. to make an expansion in power series of Pµ while
keeping Pµ intact (as opposed to separating it into i∂µ and gAµ). Suppose, quite generally,
∆H = −P 2 +M2 +XH , (2.37)
where
M = diag (M1,M2, . . . ) (2.38)
is the mass matrix of the heavy field multiplet Φ 5. In general, XH may take the form
XH [Φ, φ, Pµ] = UH [Φ, φ]+PµZ
µ
H [Φ, φ]+Z
†µ
H [Φ, φ]Pµ+PµPνZ
µν
H [Φ, φ]+Z
†µν
H [Φ, φ]PνP
µ+. . .
(2.39)
In the hard region, the logarithm in Eq. (2.36) can be expanded as follows:
log
(
∆H −XHL∆−1L XLH
)
P→P−q = log
(−q2 +M2 + 2q · P − P 2 +XH −XHL∆−1L XLH)
3Recall that Pµ as a operator acts on everything to its right, so e.g. iDµφ ’s in the final result for LEFT
really mean [Pµ, φ]. On the other hand, gauge field strengths can be written as [Pµ, Pν ] up to normalization.
4Recall that “tr” is over internal indices only, so tr [∂q, f(q)] 6= 0. Also,
∫
ddq
(2pi)d
[∂q, f(q)] =
∫
ddq
(2pi)d
f ′(q)
may not vanish due to UV divergences.
5It is always possible to simultaneously diagonalize the Pµ and M matrices, since mass mixing can only
happen among fields with identical gauge quantum numbers, as far as unbroken gauge symmetries are
concerned. On the other hand, if the UV theory is written in the broken phase of a spontaneously broken
gauge symmetry, there could also be mass mixing induced by spontaneous symmetry breaking. In that
case, gauge fields associated with the broken symmetries would not appear in Pµ in the first place, so the
diagonalization is still possible.
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= log(−q2 +M2) + log
[
1− (q2 −M2)−1(2q · P − P 2 +XH −XHL∆−1L XLH)]
= log(−q2 +M2)−
∞∑
n=1
1
n
[(
q2 −M2)−1(2q · P − P 2 +XH −XHL∆−1L XLH)]n, (2.40)
where the substitution P → P − q is assumed in XH and XHL∆−1L XLH . Therefore, up to
an additive constant,
L1-loopEFT [φ] = −
i
2
tr
∞∑
n=1
1
n
∫
ddq
(2pi)d
[(
q2 −M2)−1
(
2q · P − P 2 + XH |P→P−q − XHL∆−1L XLH
∣∣
P→P−q
)]n∣∣∣
hard
. (2.41)
As before, XH,HL,LH and ∆L have arguments
[
Φˆc[φ], φ
]
. Eq. (2.41) holds for the special
case of real scalars but can be straightforwardly generalized. It will be our starting point
for deriving a covariant diagrammatic formulation of one-loop matching in the next section.
3 Covariant diagrams
3.1 Pure heavy loops
We first look at the simplest case, where the following three restrictions are satisfied:
• XHL = XLH = 0, i.e. no mixed heavy-light contributions to one-loop matching. This
already covers a broad class of UV models where heavy fields do not couple linearly
to light degrees of freedom and Φc = 0.
• XH does not contain open covariant derivatives, i.e. XH = UH ; see Eq. (2.39).
• The field multiplet Φ contains only bosonic fields.
After developing the basics of covariant diagrams for this simplest case, we will lift the
above restrictions one by one in the next three subsections.
For real scalars, we can directly use Eq. (2.41), which becomes, under the above re-
strictions,
L1-loopEFT [φ] = −
i
2
tr
∞∑
n=1
1
n
∫
ddq
(2pi)d
[(
q2 −M2)−1(2q · P − P 2 + UH)]n. (3.1)
Note that, with no light masses involved, the hard part of the integral is trivially equal to
the original integral. A key observation is that each term in the sum in Eq. (3.1) factorizes
into a loop integral over q and a trace involving Pµ and UH that gives rise to effective
operators. The nonvanishing loop integrals involved have the generic form∫
ddq
(2pi)d
qµ1 · · · qµ2nc
(q2 −M2i )ni(q2 −M2j )nj · · ·
≡ gµ1...µ2nc I[q2nc ]ninj ...ij... , (3.2)
where gµ1...µ2nc is the completely symmetric tensor, e.g. gµνρσ = gµνgρσ + gµρgνσ + gµσgνρ.
Eq. (3.2) defines the master integrals I[q2nc ]ninj ...ij... . We use the symbol “ I ” to distinguish
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from the master integrals in [8] which are denoted by “ I ” and involve an extra auxiliary
integral. Some useful master integrals are summarized in Appendix A.
Eq. (3.1) has a straightforward diagrammatic representation as a sum of one-loop dia-
grams with propagators 1
q2−M2 and vertex insertions 2q ·P , −P 2 and UH . The loop integral
can be read off from a diagram simply by counting the numbers of propagators (for each
species) and 2q · P vertices. As a result of evaluating the loop integral as in Eq. (3.2),
various terms in gµ1...µ2nc Lorentz-contract the Pµ’s from 2q ·P insertions in different ways,
and all possibilities are summed over. We can keep track of such contractions by connecting
two 2q ·P vertices by a dotted line. The above procedure can be easily understood with an
example,
j
ji
i
= − i
2
1
2
I[q2]22ij tr
(
(2Pµ)UH ij (2Pµ)UH ji
)
, (3.3)
where the diagram is read clockwise, and filled and empty circles represent 2q · P and
UH insertions, respectively (recall that Pµ is diagonal in the field multiplet space and
hence does not change the propagator label). Eq. (3.3) represents a term in the expan-
sion (3.1). The only element in Eq. (3.3) which we have not discussed is the symmetry
factor 12 , coming from
1
n =
1
4 (four propagators) multiplied by 2 (two identical contribu-
tions tr((2Pµ)UH ij (2Pµ)UH ji) and tr(UH ij (2Pµ)UH ji (2Pµ))). An easy way to find this
symmetry factor is to note the Z2 symmetry of the diagram under rotation. It is not hard to
show that in general, the presence of a ZS symmetry of a diagram under rotation indicates
a symmetry factor 1S . We see that our diagrammatic formulation automatically collects
terms from the CDE containing equivalent operator traces, and thus makes finding such
factors a trivial task.
One can draw all possible diagrams like the one in Eq. (3.3) to keep track of all terms in
the expansion (3.1) up to a certain order. These terms, which contain operator structures
with open covariant derivatives, would eventually organize into independent operators with
covariant derivatives appearing only in commutators (recall that the final result can always
be written in a form that involves Pµ’s only via commutators). For example, we could enu-
merate all diagrams containing two Pµ’s and two UH ’s, which include the one in Eq. (3.3),
a second diagram with adjacent Pµ contractions, and a third diagram with a −P 2 insertion.
The latter two diagrams represent
− i
2
I[q2]31ij tr
(
(2Pµ) (2Pµ)UH ij UH ji
)− i
2
I21ij tr
(
(−P 2)UH ij UH ji
)
, (3.4)
with no symmetry factors. Here and in the following, we abbreviate I[q0]ninj ...ij... as Ininj ...ij... .
Adding up the three terms in Eqs. (3.3) and (3.4), and making use of the identity I21ij =
2 I[q2]22ij + 4 I[q2]31ij ,6 we arrive at one single operator of the desired form (without open
covariant derivatives),
−i
{
I[q2]22ij tr
(
Pµ UH ij Pµ UH ji
)
+
(
2 I[q2]31ij −
1
2
I21ij
)
tr
(
P 2 UH ij UH ji
)}
6This identity can be easily proved by writing I[q2]22ij = 14 (I21ij + M2j I22ij ), I[q2]31ij = 14 (I21ij + M2i I31ij )
and using the formulas in Appendix A.
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= −i I[q2]22ij tr
(
Pµ UH ij Pµ UH ji − P 2 UH ij UH ji
)
= − i
2
I[q2]22ij tr
(
2Pµ UH ij Pµ UH ji − P 2 UH ij UH ji − P 2 UH ji UH ij
)
= − i
2
I[q2]22ij tr
(
[Pµ, UH ij ][Pµ, UH ji]
)
. (3.5)
Alternatively, we could have anticipated the form of the final result before enumerating
the diagrams — there is only one independent operator involving two Pµ’s and two UH ’s,
namely tr([Pµ, UH ][Pµ, UH ]), so we know all relevant terms in the CDE must add up to
cij tr
(
[Pµ, UH ij ][Pµ, UH ji]
)
= 2cij tr
(
Pµ UH ij Pµ UH ji
)− (cij + cji) tr(P 2 UH ij UH ji) . (3.6)
To determine the coefficient cij , it is actually not necessary to compute all three diagrams as
we did above. Since the last two diagrams only contribute to the second term of Eq. (3.6),
we could have obtained cij without computing them, simply by comparing Eq. (3.3) to the
first term of Eq. (3.6). The result would be cij = − i2 I[q2]22ij , in agreement with Eq. (3.5).
In fact, it is generally true that to determine the coefficients of all independent effec-
tive operators in the final result, it is sufficient to compute just a subset of all possible
diagrams. This is simply because when Pµ’s are involved, the number of independent
structures one can write down with open covariant derivatives (two for the example above,
tr(Pµ UH ij Pµ UH ji) and tr(P 2 UH ij UH ji)) is greater than the number of independent oper-
ators with Pµ’s appearing only in commutators (only one, tr([Pµ, UH ij ][Pµ, UH ji])). While
we do not have an algorithm to determine, in full generality, the minimal set of diagrams to
be computed, we have discovered a useful prescription that greatly reduces the workload:
all diagrams with either −P 2 insertions or adjacent Pµ contractions, namely those that
yield tr(. . . P 2 . . . ), can be dropped. In the example above, this prescription corresponds to
not explicitly writing down and computing Eq. (3.4) which, as we have seen, only provides
redundant information on cij . In fact, in many of the examples in Section 4, this prescrip-
tion will reduce the diagrams to be computed to a minimal set, in the sense that we will
have just enough information to determine all the operator coefficients in the final results.
The above discussion can also be applied to other types of bosonic fields. A complex
scalar is equivalent to a multiplet of two real scalars, e.g. its real and imaginary parts. In
practice it is often more convenient to use a multiplet consisting of the complex scalar itself
and an appropriately-defined complex conjugate field. We will see explicitly how this is
done in the next section. For vector bosons, with the addition of the Rξ gauge fixing term,
the UV Lagrangian contains the following terms quadratic in the quantum fluctuations,
− 1
2
V ′aα
{(−gαβ)(−(P 2)ab +M2V δab)− (1− 1ξ)(PαP β)ab + UαβH ab}V ′bβ (3.7)
It is convenient to use the Feynman gauge ξ = 1, where ∆H takes the form of Eq. (2.37) as
in the scalar case, so that the same procedure of using covariant diagrams can be followed 7.
7The associated Goldstone boson and ghost fields can also be treated in the same way as scalars, except
that ghost loops come with a factor of (−1) due to the Grassmannian Gaussian integral.
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The only nontrivial extension is that vector boson fields carry Lorentz indices, which are
regarded as additional internal indices and should be contracted with −gαβ (note minus
sign!) when computing traces. This can be seen as follows,
log
{
(−gαβ)(−P 2 +M2V ) + UαβH
}
P→P−q = log
{
(−gαβ)(−q2 +M2V + 2q · P − P 2) + UαβH
}
= log
{
(−gαγ)(−q2 +M2V )
}
+ log
{
δ βγ − (−gγδ)(q2 −M2V )−1
(
(−gδβ)(2q · P − P 2) + U δβH
)}
, (3.8)
with internal indices a, b dropped for simplicity. As an example, when only vector fields are
considered, the trace in Eq. (3.3) should be understood as
tr (Pµ UH ij Pµ UH ji) =
(−gα1β1)(−gα2β2)(−gα3β3)(−gα4β4) tr
(
(−gβ4α1Pµ)(Uβ1α2H ij )(−gβ2α3Pµ)(Uβ3α4H ji )
)
, (3.9)
with all Lorentz indices written out explicitly. The “tr” in the second line of Eq. (3.9) then
indicates a trace over the remaining internal indices.
A summary of the building blocks of covariant diagrams and the operator structures
they represent in the restricted case discussed in this subsection can be found in Table 1 of
Section 3.5.
3.2 Mixed heavy-light loops
Next, we allow XHL,LH to be nonzero, while still assuming the absence of open covariant
derivatives. Specifically, we consider
XHL = UHL , XLH = ULH , (3.10a)
∆L = −P 2 +m2 +XL = −P 2 +m2 + UL . (3.10b)
where
m = diag (m1,m2, . . . ) (3.11)
is the mass matrix of the light field multiplet φ. The additional piece in Eq. (2.41) becomes
− XHL∆−1L XLH
∣∣
P→P−q = UHL(q
2 −m2 − 2q · P + P 2 − UL)−1ULH
→ UHL
∞∑
n=0
[ 1
q2
(m2 + 2q · P − P 2 + UL)
]n 1
q2
ULH . (3.12)
The expansion above is suitable in the hard region where |q2|  |m2|. Eq. (3.12) as a whole
can be thought of as a new type of insertion in the heavy loop, in addition to 2q ·P , −P 2, UH
considered in the previous subsection. Equivalently, the expansion of Eq. (3.12) instructs
us to draw one-loop diagrams involving both heavy and light propagators which represent
1
q2−M2 and
1
q2
, respectively. 2q · P , −P 2 and UH can be inserted in heavy propagators as
before, while 2q · P , −P 2, UL and m2 can be inserted in light propagators. UHL (ULH)
connects an incoming heavy (light) propagator and an outgoing light (heavy) propagator,
when the diagrams are read clockwise. Loop integrals now have the form∫
ddq
(2pi)d
qµ1 · · · qµ2nc
(q2 −M2i )ni(q2 −M2j )nj · · · (q2)nL
≡ gµ1...µ2nc I[q2nc ]ninj ...nLij...0 . (3.13)
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Eq. (3.13) defines an extended set of master integrals I[q2nc ]ninj ...nLij...0 , some of which are
summarized in Appendix A. Note that these loop integrals do not depend on light particle
masses because the latter are treated as vertex insertions. This implies, in particular, that
in the case of massless particles, there is no need to keep m2 nonzero as an IR regulator.
As a simple example, we show a mixed heavy-light version of Eq. (3.3),
i′
i′i
i
= − i
2
I[q2]22i0 tr
(
(2Pµ)UHL ii′ (2Pµ)ULH i′i
)
, (3.14)
where light propagators are represented by dashed lines, and labeled by primed indices.
Note the absence of a nontrivial symmetry factor in this case. The additional building
blocks of covariant diagrams discussed in this subsection are summarized in Table 2 of
Section 3.5.
3.3 Open covariant derivatives
In addition to UH,HL,LH,L considered above, the XH,HL,LH,L matrices may also contain
terms involving open covariant derivatives; see Eq. (2.39). These terms are slightly different
from the U terms because they are modified by the substitution P → P − q. For example,
terms in Eq. (2.39) with one open covariant derivative become
PµZ
µ
H + Z
†µ
H Pµ → PµZµH + Z†µH Pµ − qµZµH − Z†µH qµ , (3.15)
resulting in two types of vertex insertions: PµZ
µ
H and Z
†µ
H Pµ are just like U insertions, while
−qµZµH and −Z†µH qµ are similar to 2q · P insertions. In the latter case, the qµ’s involved
are part of the loop integral, which gives rise to gµ1...µ2nc . Lorentz contractions are thus
possible not only between Pµ’s from 2q ·P insertions, but also Z(†)µH ’s from −qµZµH , −Z†µH qµ
insertions. We shall use the same symbol for the two types of Z(†) insertions — they are
distinguished by whether or not a contraction is indicated (by a dotted line as before). As
a simple example,
i
j
= − i
2
I11ij tr(Pµ ZµH ij Z†νH ji Pν) , (3.16a)
i
j
= − i
2
I[q2]11ij tr(ZµH ij Z†H µji) , (3.16b)
where light and dark gray squares represent (Pµ)Z
µ
H and Z
†µ
H (Pµ) insertions, respectively.
Here and in the following, “[q2nc ]” is dropped when writing master integrals with nc = 0.
We have focused on pure heavy loops in the discussion above for concreteness, but
there is no essential difference for mixed heavy-light loops, which may involve Z(†)HL,LH,L.
A summary of possible Z(†) insertions (up to one-open-covariant-derivative terms) can be
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found in Table 3 of Section 3.5. Also, it is straightforward to extend the procedure to terms
in the X matrices with more than one open covariant derivatives, though more complex
notation may be needed to keep track of Lorentz contractions.
3.4 Loops with fermions
Up to now we have considered loops with bosonic fields only. Fermionic fields have a
different form of quadratic operator QUV, with e.g. −/P +M in the case of Dirac fermions
in place of −P 2 +M2. There are at least two approaches one can follow. One is to square
the quadratic operator to match the general form in the bosonic case. To give an example
for illustration, suppose
LUV[Ψ, φ] = L0[φ] + Ψ¯(/P −M −XH [φ])Ψ , (3.17)
where φ denotes collectively light fields, and Ψ is a heavy Dirac fermion. We assume
XH = XH,e +XH,o with XH,e (XH,o) containing terms with even (odd) numbers of gamma
matrices. There is no mixed heavy-light contribution to matching in this case, so
S1-loopEFT = −iTr log(/P −M −XH). (3.18)
Note the different overall sign compared with bosonic case, due to the Grassmannian nature
of the Ψ field. Using the fact that traces of gamma matrices are invariant under changing
signs of all gamma matrices, we have
S1-loopEFT = −
i
2
[
Tr log(/P −M −XH,e −XH,o) + Tr log(−/P −M −XH,e +XH,o)
]
= − i
2
Tr log
(−/P 2 +M2 + 2MXH,e +XH(XH,e −XH,o)− [/P ,XH,e] + {/P ,XH,o})
= − i
2
Tr log
(−P 2 +M2 − i
2
σµνG′µν + 2MXH,e
+XH(XH,e −XH,o)− [/P ,XH,e] + {/P ,XH,o}
)
, (3.19)
where G′µν = [Dµ, Dν ] = −igGµν and σµν = i2 [γµ, γν ]. The calculation then proceeds as in
the bosonic case, with − i2σµνG′µν + 2MXH,e +XH(XH,e −XH,o)− [/P ,XH,e] + {/P ,XH,o}
playing the role of XH .
In this paper, however, we follow an alternative strategy so as to derive a more straight-
forward diagrammatic formulation of one-loop functional matching. Still using the example
above and, for the moment, further assuming XH = UH does not contain open covariant
derivatives for simplicity, we repeat the steps in Sections 2.5 and 2.6 without squaring the
quadratic operator,
L1-loopEFT = −i
∫
ddq
(2pi)d
tr log(/P − /q −M − UH)
= −i
∫
ddq
(2pi)d
tr log(−/q −M)− i
∫
ddq
(2pi)d
tr log
[
1− (−/q −M)−1(−/P + UH)
]
= const. + i tr
∞∑
n=1
1
n
∫
ddq
(2pi)d
[
(−/q −M)−1(−/P + UH)
]n
. (3.20)
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This is a fermionic version of Eq. (3.1), after the irrelevant constant term is dropped. The
diagrammatic representation in this case involves fermionic propagators (−/q −M)−1 and
vertex insertions −/P and UH . The rules of drawing covariant diagrams and reading off
their expressions are similar to the bosonic case, but we note the following three major
differences:
• The prefactor has a different sign due to the fermionic Gaussian integral. It is conve-
nient to denote the prefactor by −ics, as is common in the literature. We have seen
that for real bosonic degrees of freedom, cs = 12 , while for Dirac fermions, cs = −1.
In any case, cs can be easily seen from the Gaussian integral involved. For example,
cs = −1 for ghost fields, and cs = −12 for Weyl fermions.
• Each fermionic propagator contains two terms,
(−/q −M)−1 =
−/q +M
q2 −M2 =
M
q2 −M2 +
−qµγµ
q2 −M2 . (3.21)
The first term is just the bosonic propagator multiplied by M , while the second
term involves qµ in the numerator which modifies the loop integral compared with
the bosonic case. The situation is the same as that of Eq. (3.15) in the previous
subsection. We shall continue to use dotted lines to indicate contractions among
Lorentz vectors associated with qµ (in this case γµ). Our rule is to take the first or
second term in Eq. (3.21) depending on whether the fermionic propagator is connected
to a dotted line. To give an example,
= i
1
2
I2i M2 trU2H , (3.22a)
= i
1
2
I[q2]2i tr
(
(−γµ)UH(−γµ)UH
)
, (3.22b)
where 12 is a symmetry factor, and it is understood that Mi = M in the master
integrals. As before, we have used empty circles for UH insertions.
• Covariant derivative insertions are in the form of −/P which, unlike 2q · P , is q-
independent and thus decouples from the loop integral. We shall continue to use
filled circles to denote covariant derivative insertions in fermion propagators, but
they should not be contracted (i.e. connected by dotted lines) with each other in this
case.
With the new features discussed above taken into account, it is straightforward to generalize
the procedures of the previous two subsections to incorporate mixed heavy-light loops and
additional structures in theX matrices in the fermionic case. Mixed bosonic-fermionic loops
can also be handled — the derivation in this case is actually very similar to that of mixed
heavy-light loops. The sign of cs is determined by the propagator from which one starts
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Element of diagram Symbol Expression
heavy propagator (bosonic) i 1
P insertion (bosonic, heavy)
i j
2Pµδij
U insertion (heavy-heavy) i j UH ij
Table 1. Building blocks of covariant diagrams for integrating out heavy bosonic fields (and
fermionic fields as well if one follows the approach of Eq. (3.19) to square their quadratic operator),
in the absence of mixed heavy-light contributions and open covariant derivatives in the X matrix, as
derived in Section 3.1. All previous universal results in the literature [4, 8] can be easily reproduced
by computing one-loop covariant diagrams built from these elements; see Section 4.1.
Element of diagram Symbol Expression
light propagator (bosonic) i′ 1
light mass insertion (bosonic) i′ j
′
m2i′ δi′j′
P insertion (bosonic, light)
i′ j′
2Pµ δi′j′
U insertion (heavy-light) i j
′
UHL ij′
U insertion (light-heavy) i′ j ULH i′j
U insertion (light-light) i′ j
′
UL i′j′
Table 2. Additional building blocks of covariant diagrams in the presence of mixed heavy-light con-
tributions to matching, as derived in Section 3.2. Example applications can be found in Sections 4.2,
4.3 and 4.5.
reading a diagram, with no ambiguity. For example, one may have tr(. . . UBF . . . UFB . . . )
or tr(. . . UFB . . . UBF . . . ), depending on whether one starts reading the diagram from a
bosonic (B) or fermionic (F) propagator. The values of the two traces are opposite to each
other, since UBF and UFB are fermionic and anticommuting (while all . . . ’s are bosonic),
so they give the same result when multiplied by opposite spin factors.
The new ingredients for building covariant diagrams involving Dirac fermions are sum-
marized in Table 4 of Section 3.5. We further note that, as in the bosonic case discussed in
Section 3.1, the prescription of dropping terms involving tr(. . . PµPµ . . . ) can be adopted.
These terms can arise, for example, when two fermionic propagators are contracted which
are separated by two /P insertions and one uncontracted fermionic propagator, provided that
the loop integral is convergent — this is because γµ /P /Pγµ = 4P 2 +O() where  = 4− d.
3.5 Summary: recipe for one-loop matching
All derivations from Section 2 to Section 3.4 are done once and for all. Now we summa-
rize the results obtained into a recipe that can be easily followed without repeating the
derivations.
Starting from an UV Lagrangian LUV[Φ, φ] involving heavy fields Φ of masses {Mi}
and light fields φ of masses {mi′}  {Mi}, the low-energy EFT can be obtained up to one
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Element of diagram Symbol Expression
Z insertion (uncontracted, heavy-heavy) i j PµZ
µ
H ij
Z insertion (uncontracted, heavy-light) i j
′
PµZ
µ
HL ij′
Z insertion (uncontracted, light-heavy) i′ j PµZ
µ
LH i′j
Z insertion (uncontracted, light-light) i′ j
′
PµZ
µ
L i′j′
Z insertion (contracted, heavy-heavy)
i j
−ZµH ij
Z insertion (contracted, heavy-light)
i j′
−ZµHL ij′
Z insertion (contracted, light-heavy)
i′ j
−ZµLH i′j
Z insertion (contracted, light-light)
i′ j′
−ZµL i′j′
Z† insertion (uncontracted, heavy-heavy) i j Z†µH ijPµ
Z† insertion (uncontracted, heavy-light) i j
′
Z†µLH ij′Pµ
Z† insertion (uncontracted, light-heavy) i′ j Z†µHL i′jPµ
Z† insertion (uncontracted, light-light) i′ j
′
Z†µL i′j′Pµ
Z† insertion (contracted, heavy-heavy)
i j
−Z†µH ij
Z† insertion (contracted, heavy-light)
i j′
−Z†µLH ij′
Z† insertion (contracted, light-heavy)
i′ j
−Z†µHL i′j
Z† insertion (contracted, light-light)
i′ j′
−Z†µL i′j′
Table 3. Additional building blocks of covariant diagrams in the presence of open covariant
derivatives in the X matrix, as derived in Section 3.3, up to one-open-covariant-derivative terms
PµZ
µ + Z†µPµ. Example applications can be found in Section 4.3.
loop level with the following procedure:
1. Solve the classical equation of motion δLUVδΦ
[
Φc[φ], φ
]
= 0 for Φc[φ] as an expan-
sion of local operators 8. The tree-level effective Lagrangian is given by LtreeEFT[φ] =
LUV
[
Φc[φ], φ
]
.
2. Expand all fields about classical backgrounds, Φ = Φb + Φ′, φ = φb + φ′, and extract
the X matrix from terms in LUV that are quadratic in the quantum fluctuations,
LUV, quad. = −1
2
(
Φ′† , φ′†
) (
K+X[Φb, φb]
)Φ′
φ′
 with X =
 XH XHL
XLH XL
 ,
(3.23)
8From here on we omit the hat in Φˆc[φ] and simply write Φc[φ]. The distinction between the two was
important in our derivation in Section 2, but will not be relevant in the rest of the paper.
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Element of diagram Symbol Expression
heavy propagator (fermionic, uncontracted) i Mi
heavy propagator (fermionic, contracted)
i
−γµ
light propagator (fermionic)
i′
−γµ
light mass insertion (fermionic) i′ j
′
mi′δi′j′
P insertion (fermionic, heavy) i j −/Pδij
P insertion (fermionic, light) i′ j
′ −/Pδi′j′
Table 4. Additional building blocks of covariant diagrams when Dirac fermions are involved in
matching, as derived in Section 3.4. These are used when the quadratic operator for fermionic fields
is not squared like in Eq. (3.19). Example applications can be found in Sections 4.4 and 4.5.
where K is the diagonal kinetic operator with elements −P 2 + M2i (−P 2 + m2i′) for
heavy (light) bosons and −/P +Mi (−/P +mi′) for heavy (light) fermions. Note that
the notation Pµ ≡ iDµ is introduced, which is a hermitian operator. A field whose
kinetic term has prefactor −1 rather than −12 , such as a complex scalar or a Dirac
fermion, is usually represented by two fields in the field multiplet (e.g. itself and its
appropriately-defined conjugate), so that Eq. (3.23) still holds. For gauge boson fields,
add gauge-fixing terms and use the Feynman gauge (ξ = 1). If the (hermitian) X
matrix contains open covariant derivatives (Pµ’s acting openly to the right instead of
appearing in commutators), cast it in the following form,
X = U+ PµZ
µ + Z†µPµ + . . . (3.24)
with U and Z matrices containing no open covariant derivatives.
3. Draw one-loop diagrams consisting of propagators and vertex insertions. In the sim-
plest case of pure heavy bosonic loops with no open covariant derivatives in X (Sec-
tion 3.1), only those listed in Table 1 are needed. Additional elements needed for
mixed heavy-light loops (Section 3.2), open covariant derivatives (up to PµZµ+Z†µPµ
terms, Section 3.3), and loops with Dirac fermions (Section 3.4) are listed in Tables 2,
3 and 4, respectively. These will be sufficient for the example calculations that we
show in the next section. In each diagram, at least one heavy propagator must be
present, and dotted lines emanating from all “contracted” propagators and vertex
insertions must be connected in pairs.
4. The value of a diagram is given by
− ics 1
S
I[q2nc ]ninj ...nLij...0 trO . (3.25)
• 1S is a symmetry factor that is present if the diagram has a ZS symmetry under
rotation.
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• ni, nj , etc., nL and nc are the numbers of heavy propagators of type i, j, etc., light
propagators and (dotted) contraction lines, respectively. Themaster integrals are
defined by∫
ddq
(2pi)d
qµ1 · · · qµ2nc
(q2 −M2i )ni(q2 −M2j )nj · · · (q2)nL
≡ gµ1...µ2nc I[q2nc ]ninj ...nLij...0 . (3.26)
where gµ1...µ2nc is the completely symmetric tensor, e.g. gµνρσ = gµνgρσ +
gµρgνσ + gµσgνρ. These master integrals can be worked out and tabulated as in
Appendix A. For simplicity, we will omit the argument “[q2nc ]” when nc = 0.
• The operator structure O is obtained by starting from any propagator on the loop
and reading off expressions of propagators and vertex insertions (see Tables 1-
4) clockwise, with Lorentz indices contracted between elements connected by a
dotted line.
• The spin factor cs, discussed in the first bullet point below Eq. (3.20), is deter-
mined by the propagator one starts from when reading the diagram. There are
no extra tricky minus signs as in conventional Feynman diagrams.
Note that in our formalism, no functional manipulations nor loop integrations are
needed — one simply reads off the elements of a diagram and look up the tabulated
master integrals.
5. Add up all diagrams contributing to the effective operators of interest.
• One may wish to obtain all operators up to some dimension (e.g. six) — this will
be the case in Section 4.1 below. Enumeration of diagrams is straightforward,
since all operator dimensions are carried by vertex insertions. In particular,
each P insertion has operator dimension 1, while the operator dimensions of a
U insertion, a contracted Z insertion, and an uncontracted Z insertion are UV
theory-dependent, with lower bounds 1, 1, 2, respectively.
• Alternatively, for specific applications one may wish to study just a few effective
operators rather than the entire effective Lagrangian — this will be the case in
Sections 4.2-4.5 below. An easy way to determine what diagrams to compute is
to write out the field content of various vertex insertions (as in e.g. Eqs. (4.27),
(4.35)), and enumerate combinations of them that can make up the specific
operators of interest (as in e.g. Eqs. (4.28), (4.36)).
At this step, diagrams giving rise to trO = tr(. . . P 2 . . . ) can be omitted, as we
discussed in Sections 3.1 and 3.4. These include, e.g. those with contractions between
adjacent bosonic P insertions, or (when the loop integral is convergent) between
fermionic propagators separated by two fermionic P insertions and one uncontracted
fermionic heavy propagator. Also note that diagrams which are mirror images of each
other are related by hermitian conjugation, so only one in such a pair needs to be
explicitly computed.
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6. The tr(. . . P 2 . . . ) terms omitted in the previous step can be recovered by requiring
the operator structures obtained organize into gauge-invariant operator traces where
Pµ’s only appear in commutators. However, instead of working out these extra terms
explicitly, it is often easier in practice to first write down all independent operator
traces expected in the final result, and then expand the commutators and match the
result of the previous step to solve for their coefficients.
7. Finally, to obtain L1-loopEFT [φ] for a specific LUV[Φ, φ], evaluate the operator traces by
plugging in specific forms of theU and Z matrices, with Φ set to Φc[φ]. The traces are
over internal indices of the fields, including Lorentz indices carried by vector bosons
which should be contracted using −gαβ as discussed in Section 3.1.
It should be emphasized that while the procedure above has been stated in the context of
matching a specific UV theory to an EFT, Steps 3-6 are actually universal and independent
of UV model details. The only assumption made about the UV Lagrangian is the (quite
general) form of its quadratic terms (see Step 2). Therefore, Steps 3-6 above also constitute
a recipe for deriving universal results of one-loop matching.
4 Examples
4.1 Universal One-Loop Effective Action (UOLEA) simplified
As a first application of the covariant diagrams techniques introduced in the previous sec-
tion, we reproduce the Universal One-Loop Effective Action (UOLEA) reported in [8]
(and [4] for the degenerate limit) with a simpler derivation. Recall that the UOLEA is
a universal master formula for one-loop matching up to dimension six level in the absence
of mixed heavy-light contributions and open covariant derivatives in the X matrix. We will
show that this master formula can be obtained as a sum of covariant diagrams easily built
from the ingredients in Table 1.
We begin by writing down all independent operator traces involving Pµ and UH which
may contain terms with operator dimensions up to six. To do so, recall dim(Pµ) = 1,
dim(UH) ≥ 1. Writing U ≡ UH for simplicity, we have
LUOLEA = −ics tr
{
f i2 Uii + f
i
3G
′µν
i G
′
µν,i + f
ij
4 UijUji
+f i5 [P
µ, G′µν,i][Pρ, G
′ρν
i ] + f
i
6G
′µ
ν,iG
′ν
ρ,iG
′ρ
µ,i
+f ij7 [P
µ, Uij ][Pµ, Uji] + f
ijk
8 UijUjkUki + f
i
9 UiiG
′µν
i G
′
µν,i
+f ijkl10 UijUjkUklUli + f
ijk
11 Uij [P
µ, Ujk][Pµ, Uki]
+f ij12
[
Pµ, [Pµ, Uij ]
][
P ν , [Pν , Uji]
]
+ f ij13 UijUjiG
′µν
i G
′
µν,i
+f ij14 [P
µ, Uij ][P
ν , Uji]G
′
νµ,i + f
ij
15
(
Uij [P
µ, Uji]− [Pµ, Uij ]Uji
)
[P ν , G′νµ,i]
+f ijklm16 UijUjkUklUlmUmi
+f ijkl17 UijUjk[P
µ, Ukl][Pµ, Uli] + f
ijkl
18 Uij [P
µ, Ujk]Ukl[Pµ, Uli]
+f ijklmn19 UijUjkUklUlmUmnUni
}
, (4.1)
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where G′µν ≡ −[Pµ, Pν ] = −igGµν . Note that G′µν , like Pµ, is a diagonal matrix in the
field multiplet space, and we use G′µν,i to denote its diagonal elements. We have adopted
the notation in [8] for the universal coefficients fN (N = 2, . . . , 19) 9. In the following, we
compute in turn terms in Eq. (4.1) with 0, 2, 4, 6 covariant derivatives, from which the
universal coefficients can be extracted.
O(P 0) terms (f2,4,8,10,16,19). Diagrams with no P insertions all share a similar structure,
from which six universal coefficients can be derived, each in terms of a single master integral:
= −ics I1i trUii ⇒ f i2 = I1i , (4.2a)
= −ics 1
2
I11ij tr(UijUji) ⇒ f ij4 =
1
2
I11ij , (4.2b)
= −ics 1
3
I111ijk tr(UijUjkUki) ⇒ f ijk8 =
1
3
I111ijk , (4.2c)
= −ics 1
4
I1111ijkl tr(UijUjkUklUli) ⇒ f ijkl10 =
1
4
I1111ijkl , (4.2d)
= −ics 1
5
I11111ijklm tr(UijUjkUklUlmUmi) ⇒ f ijklm16 =
1
5
I11111ijklm , (4.2e)
= −ics 1
6
I111111ijklmn tr(UijUjkUklUlmUmnUni) ⇒ f ijklmn19 =
1
6
I111111ijklmn . (4.2f)
We have omitted propagator labels i, j, . . . in the diagrams above for simplicity, which can
be trivially restored. Note the symmetry factor 1S with S being the number of U insertions.
O(P 2) terms (f7,11,17,18). The two P insertions must be contracted with each other. To
avoid adjacent contraction, at least two U insertions are needed:
j
ji
i
= −ics 2
2
2
I[q2]22ij tr(PµUijPµUji) ⊂ −ics I[q2]22ij tr
(
[Pµ, Uij ][Pµ, Uji]
)
9Some redundancies in the parameterization in [8] have been removed here. In particular, the terms
f ij12,a
[
Pµ, [P ν , Uij ]
][
Pµ, [Pν , Uji]
]
+ f ij12,b
[
Pµ, [P ν , Uij ]
][
Pν , [Pµ, Uji]
]
written out in [8] can be set to zero
because f ij12,a/b = −f ji12,a/b while the operator traces are symmetric in i, j. Also, f ijk15,a and f ijk15,b introduced
in [8], which are associated with Uij [Pµ, Ujk][P ν , G′νµ,ki] and −[Pµ, Uij ]Ujk[P ν , G′νµ,ki], respectively, are
equal when k = i (as dictated by G′µν being diagonal).
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⇒ f ij7 = I[q2]22ij . (4.3)
This diagram was in fact already worked out in Eq. (3.3). The meaning of “⊂” is that
with the addition of terms involving tr(. . . P 2 . . . ), the RHS can be obtained from the LHS;
in other words, the RHS is the only independent gauge-invariant operator (or operator
combination) with all Pµ’s appearing in commutators which can contain the structure on
the LHS.
With three U insertions, still only a single diagram contributes:
k
j
j
i
k
= −ics22 I[q2]122ijk tr(UijPµUjkPµUki) . (4.4)
To derive the corresponding universal coefficient f11 in the UOLEA, note that
f ijk11 tr
(
Uij [P
µ, Ujk][Pµ, Uki]
) ⊃ f ijk11 tr(UijPµUjkPµUki + UjkPµUkiPµUij − UkiPµUijPµUjk)
=
(
f ijk11 + f
kij
11 − f jki11
)
tr(UijP
µUjkPµUki)
⇒ f ijk11 + fkij11 − f jki11 = 4 I[q2]122ijk , (4.5)
which can be solved simply by permuting the indices i→ j → k and adding to the original
equation. We thus obtain f11 in terms of two master integrals,
f ijk11 = 2
( I[q2]122ijk + I[q2]212ijk ). (4.6)
Finally, with four U insertions, there are two possible diagrams:
k
k
j
i
i
l
= −ics 2
2
2
I[q2]2121ijkl tr(PµUijUjkPµUklUli) , (4.7a)
j
i
i
l
k
j
= −ics22 I[q2]2211ijkl tr(PµUijPµUjkUklUli) . (4.7b)
They organize into two independent operator traces, which we have chosen to be
f ijkl17 tr
(
UijUjk[P
µ, Ukl][Pµ, Uli]
)
+ f ijkl18 tr
(
Uij [P
µ, Ujk]Ukl[Pµ, Uli]
)
⊃ (−f ijkl17 + f ijkl18 + f jkli18 ) tr(PµUijUjkPµUklUli)
+
(
fklij17 + f
jkli
17 − f ijkl18 − fklij18
)
tr(PµUijPµUjkUklUli) . (4.8)
We therefore obtain the following two equations,
− f ijkl17 + f ijkl18 + f jkli18 = 2 I[q2]2121ijkl , fklij17 + f jkli17 − f ijkl18 − fklij18 = 4 I[q2]2211ijkl . (4.9)
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which are solved by
f ijkl17 = 2
( I[q2]2112ijkl + I[q2]1212ijkl + I[q2]1122ijkl ) , (4.10a)
f ijkl18 = I[q2]2121ijkl + I[q2]2112ijkl + I[q2]1221ijkl + I[q2]1212ijkl + I[q2]1122ijkl − I[q2]2211ijkl
→ I[q2]2121ijkl + I[q2]2112ijkl + I[q2]1221ijkl + I[q2]1212ijkl . (4.10b)
We have dropped terms in f ijkl18 that are antisymmetric under ij ↔ kl, since the associated
operator trace is symmetric. We see that f17 and f18 together depend on only five master
integrals.
O(P 4) terms (f3,9,12,13,14,15). The four P insertions can be contracted among themselves
without U insertions:
= −ics 2
4
4
I[q4]4i tr(PµP νPµPν) ⊂ −ics2 I[q4]4i tr
(
[Pµ, P ν ][Pµ, Pν ]
)
⇒ f i3 = 2 I[q4]4i . (4.11)
Similarly, with one U insertion,
= −ics24 I[q4]5i tr(UiiPµP νPµPν) ⊂ −ics8 I[q4]5i tr
(
Uii[P
µ, P ν ][Pµ, Pν ]
)
⇒ f i9 = 8 I[q4]5i . (4.12)
With two U insertions, four diagrams can be drawn:
i
i
j
i
i
i
= −ics24 I[q4]51ij tr(PµP νPµPνUijUji) , (4.13a)
i
i
i
j
j
i
= −ics24 I[q4]42ij tr(PµP νPµUijPνUji) , (4.13b)
j
i
i
i
j
j
= −ics 2
4
2
I[q4]33ij tr(PµP νUijPµPνUji) , (4.13c)
j
i
i
i
j
j
= −ics 2
4
2
I[q4]33ij tr(PµP νUijPνPµUji) . (4.13d)
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These terms are contained in four independent operator traces, which we have chosen to be
f ij12 tr
([
Pµ, [Pµ, Uij ]
][
P ν , [Pν , Uji]
])
+ f ij13 tr
(
UijUji[P
µ, P ν ][Pµ, Pν ]
)
+f ij14 tr
(
[Pµ, Uij ][P
ν , Uji][Pµ, Pν ]
)
+ f ij15 tr
(
(Uij [P
µ, Uji]− [Pµ, Uij ]Uji)
[
P ν , [Pµ, Pν ]
])
⊃ (2f ij13 − f ij14 − 4f ij15) tr(PµP νPµPνUijUji) + (2f ij14 + 4f ij15) tr(PµP νPµUijPνUji)
−f ij14 tr(PµP νUijPµPνUji) +
(
4f ij12 + f
ij
14
)
tr(PµP νUijPνPµUji) . (4.14)
Solving the set of four equations,
2f ij13 − f ij14 − 4f ij15 = 16 I[q4]51ij , 2f ij14 + 4f ij15 = 16 I[q4]42ij ,
−f ij14 = 8 I[q4]33ij , 4f ij12 + f ij14 = 8 I[q4]33ij , (4.15)
we obtain the four universal coefficients f12,13,14,15 in terms of just three master integrals:
f ij12 = 4 I[q4]33ij , (4.16a)
f ij13 = 4
( I[q4]33ij + 2 I[q4]42ij + 2 I[q4]51ij ) , (4.16b)
f ij14 = −8 I[q4]33ij , (4.16c)
f ij15 = 4
( I[q4]33ij + I[q4]42ij ). (4.16d)
O(P 6) terms (f5,6). Only pure gauge pieces are of interest here, since P 6 already has
operator dimension six. There are two diagrams contributing, which differ by Lorentz
contraction:
= −ics 2
6
6
I[q6]6i tr(PµP νP ρPµPνPρ) , (4.17a)
= −ics 2
6
2
I[q6]6i tr(PµP νP ρPνPµPρ) . (4.17b)
They follow from two independent operators, which are chosen as
f i5 tr
([
Pµ, [Pµ, Pν ]
][
Pρ, [P
ρ, P ν ]
])− f i6 tr([Pµ, P ν ][Pν , P ρ][Pρ, Pµ])
⊃ f i6 tr(PµP νP ρPµPνPρ) +
(
4f i5 − 3f i6
)
tr(PµP νP ρPνPµPρ) . (4.18)
As a result, we have
f i6 =
32
3
I[q6]6i , 4f i5 − 3f i6 = 32 I[q6]6i , (4.19)
which yield
f i5 = 16 I[q6]6i , f i6 =
32
3
I[q6]6i . (4.20)
We summarize the results of the four paragraphs above in Table 5. Complete agreement
is found between our explicit expressions of the universal coefficients in terms of heavy par-
ticle masses (listed in Appendix B) and those reported in [8], upon proper symmetrizations
allowed by symmetries of operator traces under exchanging particle labels (e.g. our f ijk8 is
equal to 13(f
ijk
8 + f
jki
8 + f
kij
8 ) in [8]). Note, however, that we have obtained the universal
coefficients in terms of much fewer master integrals, and many of their explicit expressions
are also simpler than those in [8].
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Universal coefficient Operator Diagram(s)
f i2 = I1i Uii Eq. (4.2a)
f i3 = 2 I[q4]4i G′µνi G′µν,i Eq. (4.11)
f ij4 =
1
2 I11ij UijUji Eq. (4.2b)
f i5 = 16 I[q6]6i [Pµ, G′µν,i][Pρ, G′ρνi ] Eq. (4.17)
f i6 =
32
3 I[q6]6i G′µν,iG′νρ,iG′ρµ,i
f ij7 = I[q2]22ij [Pµ, Uij ][Pµ, Uji] Eq. (4.3)
f ijk8 =
1
3 I111ijk UijUjkUki Eq. (4.2c)
f i9 = 8 I[q4]5i UiiG′µνi G′µν,i Eq. (4.12)
f ijkl10 =
1
4 I1111ijkl UijUjkUklUli Eq. (4.2d)
f ijk11 = 2
( I[q2]122ijk + I[q2]212ijk ) Uij [Pµ, Ujk][Pµ, Uki] Eq. (4.4)
f ij12 = 4 I[q4]33ij
[
Pµ, [Pµ, Uij ]
][
P ν , [Pν , Uji]
]
Eq. (4.13)
f ij13 = 4
( I[q4]33ij UijUjiG′µνi G′µν,i
+2 I[q4]42ij + 2 I[q4]51ij
)
f ij14 = −8 I[q4]33ij [Pµ, Uij ][P ν , Uji]G′νµ,i
f ij15 = 4
( I[q4]33ij + I[q4]42ij ) (Uij [Pµ, Uji]− [Pµ, Uij ]Uji)[P ν , G′νµ,i]
f ijklm16 =
1
5 I11111ijklm UijUjkUklUlmUmi Eq. (4.2e)
f ijkl17 = 2
( I[q2]2112ijkl UijUjk[Pµ, Ukl][Pµ, Uli]
Eq. (4.7)
+ I[q2]1212ijkl + I[q2]1122ijkl
)
f ijkl18 = I[q2]2121ijkl + I[q2]2112ijkl Uij [Pµ, Ujk]Ukl[Pµ, Uli]
+ I[q2]1221ijkl + I[q2]1212ijkl
f ijklmn19 =
1
6 I111111ijklmn UijUjkUklUlmUmnUni Eq. (4.2f)
Table 5. List of universal coefficients in terms of the master integrals defined in Eq. (3.26)
(Column 1). The UOLEA master formula for one-loop matching reported in [8] is reproduced
by adding up traces of the operators in Column 2 with the corresponding universal coefficients,
and multiplying the overall factor −ics; see Eq. (4.1). The covariant diagrams used to compute
each universal coefficient are listed in Column 3. See Appendix B for expressions of the universal
coefficients in terms of heavy particle masses.
4.2 Integrating out a scalar triplet: the scalar sector
We next consider more specific examples where additional ingredients in Tables 2, 3 and 4
are involved in covariant diagrams. Our goal is to demonstrate the techniques, instead of
deriving complete universal master formulas. The latter task is left to future publications.
As a standard test case, a simple extension of the SM by a heavy electroweak scalar
triplet was used in several recent papers [11–13] to illustrate various functional approaches
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to mixed heavy-light matching at work. The scalar sector of the model is given by
LUV ⊃ |Dµφ|2 −m2|φ|2 − λ|φ|4 + 1
2
(DµΦ
a)2 − 1
2
M2ΦaΦa − 1
4
λΦ(Φ
aΦa)2
+κφ†σaφΦa − η|φ|2ΦaΦa , (4.21)
where Φ is a heavy SU(2)L triplet with zero hypercharge, and φ is the light SM Higgs
doublet with mass squared m2 < 0. We shall focus on the following subset of dimension-six
effective operators 10 generated by integrating out Φ,
OT = 1
2
(
φ†
←→
D µφ
)2
, OH = 1
2
(
∂µ|φ|2
)2
, OR = |φ|2|Dµφ|2 , (4.22)
where φ†
←→
D µφ = φ
†(Dµφ)− (Dµφ†)φ. Pure heavy contributions to the operator coefficients
can be easily obtained by applying the degenerate limit of the UOLEA, which is illustrated
in [4]. We will thus be interested in computing mixed heavy-light contributions. We first
reproduce, in the present subsection, the results in [11, 12] for terms independent of the SM
gauge couplings. Terms that depend on the SM gauge couplings, which involve treatment
of open covariant derivatives and were not obtained in [11, 12], will be computed in the
next subsection.
To begin with, we solve for Φc[φ] up to the order needed [counting κ as O(M)],
Φac [φ] =
κ
M2
φ†σaφ− κ
M4
[
2η|φ|2(φ†σaφ)+D2(φ†σaφ)]+O(M−5) , (4.23)
and extract the U matrix from the quadratic terms of Eq. (4.21),
LUV, quad. ⊃ −1
2
(
Φ′a φ′† φ˜′†
)(−P 2 +M2 +U[Φb, φb, φ˜b])

Φ′b
φ′
φ˜′
 , (4.24)
where
M2 = diag(M2δab,m2,m2) , (4.25)
U =
 UH (UHL)1×2
(ULH)2×1 (UL)2×2
 =
 UabΦ (U †aφΦ)1×2
(U bφΦ)2×1 (Uφ)2×2
 . (4.26)
The internal index “b” (italicized) should not be confused with the subscript label “b” (for
background). The components of the U matrix, with Φ set to Φc[φ], read
UabΦ = 2η |φ|2δab + λΦ
(
ΦdcΦ
d
c δ
ab + 2 ΦacΦ
b
c
) ∼ O(φ2, φ4, P 2φ4, . . . ), (4.27a)
U bφΦ =
−κσbφ+ 2η φΦbc
κσbφ˜+ 2η φ˜Φbc
 ∼ O(φ, φ3, P 2φ3, . . . ), (4.27b)
10We will not make any field or parameter redefinitions unless otherwise specified, so that the operator
coefficients are unambiguous.
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Uφ =
(
2λ (|φ|2 12 + φφ†)− κΦdcσd + ηΦdcΦdc 12 2λφ φ˜†
2λ φ˜ φ† 2λ (|φ|2 12 + φ˜ φ˜†) + κΦdcσd + ηΦdcΦdc 12
)
∼ O(φ2, φ4, P 2φ2, P 2φ4, . . . ). (4.27c)
Note that the two real components of the complex scalar φ should be written out separately
in the field multiplet. In practice, it is convenient to use φ and φ˜ ≡ iσ2φ∗, since φ˜ transforms
in the same way as φ under SU(2)L.
From Eq. (4.27) it is clear that to obtain mixed heavy-light contributions to the oper-
ators OT ,OH ,OR in Eq. (4.22), all of which contain four φ’s and two covariant derivatives,
we need to compute one-loop covariant diagrams that are proportional to
UHLULH , UHLULULH , P
2UHLULH , P
2UHLULHUH , P
2UHLULULH , P
2(UHLULH)
2.
(4.28)
Using the rules in Tables 1 and 2, we have (with Mi = M in the master integrals from here
on)
= −ics I11i0 tr(UHLULH), (4.29a)
= −ics I12i0 tr(UHLULULH), (4.29b)
= −ics 22 I[q2]22i0 tr(PµUHLPµULH) ⊂ −ics 2 I[q2]22i0 tr
(
[Pµ, UHL][Pµ, ULH ]
)
,
(4.29c)
+ +
= −ics22
{I[q2]41i0 tr(PµUHLULHPµUH)
+I[q2]32i0 tr(PµUHUHLPµULH + PµUHLPµULHUH)
}
⊂ −ics
{
4 I[q2]32i0 tr
(
[Pµ, UHL][Pµ, ULH ]UH
)
+2 ( I[q2]41i0 + I[q2]32i0 ) tr
(
[Pµ, UHLULH ][Pµ, UH ]
)}
, (4.29d)
+ +
= −ics 22
{I[q2]14i0 tr(PµULHUHLPµUL)
+I[q2]23i0 tr(PµULULHPµUHL + PµULHPµUHLUL)
}
⊂ −ics
{
4 I[q2]23i0 tr
(
[Pµ, ULH ][Pµ, UHL]UL
)
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+2 (I[q2]14i0 + I[q2]23i0 ) tr
(
[Pµ, ULHUHL][Pµ, UL]
)}
,
(4.29e)
+ + +
= −ics 22
{1
2
I[q2]42i0 tr(PµUHLULHPµUHLULH) +
1
2
I[q2]24i0 tr(PµULHUHLPµULHUHL)
+ I[q2]33i0 tr(PµUHLPµULHUHLULH + PµULHPµUHLULHUHL)
}
⊂ −ics
{
(2 I[q2]24i0 + 4 I[q2]33i0 ) tr
(
[Pµ, UHL][Pµ, ULH ]UHLULH
)
+(2 I[q2]42i0 + 4 I[q2]33i0 ) tr
(
[Pµ, ULH ][Pµ, UHL]ULHUHL
)
+(I[q2]42i0 + I[q2]24i0 + 2 I[q2]33i0 )
tr
(
[Pµ, UHL]ULH [Pµ, UHL]ULH + UHL[P
µ, ULH ]UHL[Pµ, ULH ]
)}
. (4.29f)
Note that diagrams with m2 insertions are of higher order and therefore not considered.
The results in the equations above are summarized in Table 6, where explicit expressions
for the coefficients and operators are also worked out. Summing up all terms in the table,
we obtain (with cs = 12 and µ set to M)
L1-loopEFT [φ] ⊃
1
16pi2
3κ2
2M2
|Dµφ|2 + 1
16pi2
κ2
M4
[( κ2
2M2
− 8η + 3λ
)
OT
+
(
− 9κ
2
2M2
− 6η + 10λ
)
OH +
(
−21κ
2
2M2
− 21η + 25λ
)
OR
]
, (4.30)
in agreement with [9, 11, 12] 11.
Two comments are in order:
• The calculation above parallels that in [12]. In particular, it is the same calculation in
the “Operator” column of Table 6 that is done in [12]; the coefficients part, however,
follows from a more straightforward computation here than in [12].
• While the calculation in this subsection was done in the context of the scalar triplet
model, most of the results obtained are universal. In fact, the only model-dependent
part is the expression after each “→” in the “Operator” column of Table 6. In this
respect, Eq. (4.29) constitutes part of the derivation of a master formula for mixed
heavy-light matching (with degenerate heavy particle masses), which we plan to com-
plete in future work.
4.3 Integrating out a scalar triplet: the gauge sector
Now we move on to the gauge sector of the scalar triplet model. To account for mixed heavy-
light contributions to one-loop matching that involve SM gauge interactions, we need to
11There is an additional contribution to L1-loopEFT [φ] from LtreeEFT[φ] ⊃ κ
2
M4
(OT + 2OR) → (1 −
1
16pi2
3κ2
M2
) κ
2
M4
(OT + 2OR) if one rescales the SM Higgs field φ → (1 − 116pi2 3κ
2
4M2
)φ to render its kinetic
term canonically normalized.
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Coefficient Operator
−ics I11i0 = cs16pi2
(
1− log M2µ2
) tr(UHLULH)
→ U†aφΦUaφΦ ⊃ − 16κ
2η
M4 (OT + 2OR)
−ics I12i0 = cs16pi2 1M2
(
1− log M2µ2
) tr(UHLULULH)
→ U†aφΦUφUaφΦ ⊃ 4κ
4
M4 (OT + 2OR)
−ics 2 I[q2]22i0 = cs16pi2
(− 12M2 )
tr
(
[Pµ, UHL][Pµ, ULH ]
)
→ [Pµ, U†aφΦ][Pµ, UaφΦ]
⊃ −6κ2|Dµφ|2 + 8κ
2η
M2 (OH +OR)
−ics 4 I[q2]32i0 = cs16pi2 12M4
tr
(
[Pµ, UHL][Pµ, ULH ]UH
)
→ [Pµ, U†aφΦ][Pµ, U bφΦ]U baΦ ⊃ −12κ2ηOR
−ics 2 (I[q2]41i0 + I[q2]32i0 ) = cs16pi2 13M4
tr
(
[Pµ, UHLULH ][Pµ, UH ]
)
→ [Pµ, U†aφΦU bφΦ][Pµ, U baΦ ] ⊃ −24κ2ηOH
−ics 4 I[q2]23i0 = cs16pi2 1M4
(− 52 + log M2µ2 )
tr
(
[Pµ, ULH ][Pµ, UHL]UL
)
→ [Pµ, UaφΦ][Pµ, U†aφΦ]Uφ
⊃ 2κ2[( κ2M2 − 2λ)OT − κ2M2OH
+
(
κ2
M2 − 10λ
)OR]
−ics 2 (I[q2]14i0 + I[q2]23i0 ) = cs16pi2
(− 12M4 )
tr
(
[Pµ, ULHUHL][Pµ, UL]
)
→ [Pµ, UaφΦU†aφΦ][Pµ, Uφ]
⊃ 4κ2[(− κ2M2 + 2λ)OT
−10λOH − 2κ2M2OR
]
−ics(2 I[q2]24i0 + 4 I[q2]33i0 ) = cs16pi2 1M6
tr
(
[Pµ, UHL][Pµ, ULH ]UHLULH
)
→ [Pµ, U†aφΦ][Pµ, U bφΦ]U†bφΦUaφΦ ⊃ −12κ4OR
−ics(2 I[q2]42i0 + 4 I[q2]33i0 ) = cs16pi2 1M6
(
17
6 − log M
2
µ2
) tr([Pµ, ULH ][Pµ, UHL]ULHUHL)
→ [Pµ, UaφΦ][Pµ, U†aφΦ]U bφΦU†bφΦ
⊃ −2κ4(OH + 4OR)
−ics(I[q2]42i0 + I[q2]24i0 + 2 I[q2]33i0 ) = cs16pi2 512M6
tr
(
[Pµ, UHL]ULH [Pµ, UHL]ULH
+UHL[P
µ, ULH ]UHL[Pµ, ULH ]
)
→ [Pµ, U†aφΦ]U bφΦ[Pµ, U†bφΦ]UaφΦ
+U†aφΦ[P
µ, U bφΦ]U
†b
φΦ[Pµ, U
a
φΦ]
⊃ 4κ4(−5OH + 4OR)
Table 6. Summary of the results in Eq. (4.29) for mixed heavy-light contributions to one-loop
matching for the scalar triplet model. The SM gauge coupling-independent terms for the three
operators OT ,OH ,OR in Eq. (4.22) are computed (in the MS scheme).
extend the field multiplet to include the electroweak gauge bosons. The relevant quadratic
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pieces of the UV theory Lagrangian then read
LUV, quad. ⊃ −1
2
(
Φ′a φ′† φ˜′† W ′aα B
′
α
)(−P 2 +M2 +U+ PµZµ + Z†µPµ)

Φ′b
φ′
φ˜′
W ′bβ
B′β

, (4.31)
where the arguments [Φb, φb, φ˜b,Wb, Bb] of the U and Z matrices have been dropped for
simplicity, and
M2 = diag(M2,m2,m2, 0, 0) , (4.32)
U =
 UH (UHL)1×4
(ULH)4×1 (UL)4×4
 =

UabΦ (U
†a
φΦ)1×2 U
abβ
ΦW 0
(U bφΦ)2×1 (Uφ)2×2 (U
bβ
φW )2×1 (U
β
φB)2×1
U †abαΦW (U
†aα
φW )1×2 U
abαβ
W U
aαβ
BW
0 (U †αφB)1×2 U
bαβ
BW U
αβ
B
 , (4.33)
Zµ =
 ZµH (ZµHL)1×4
(ZµLH)4×1 (Z
µ
L)4×4
 =

0 01×2 Z
µabβ
ΦW 0
02×1 02×2 (Z
µ bβ
φW )2×1 (Z
µβ
φB )2×1
0 01×2 0 0
0 01×2 0 0
 . (4.34)
Note that W and B vector bosons are massless in the SU(2)L × U(1)Y symmetric phase
and, as discussed in Section 3.2, there is no need to retain their masses in the calculation
as IR regulators. Also, Lorentz indices α, β of the vector bosons are treated on the same
footing as internal indices. With Φ set to Φc[φ], the relevant components of the U and Z
matrices are, in addition to those in Eq. (4.27),
ZµabβΦW = g
µβigadbΦdc ∼ O(gφ2, gP 2φ2, gφ4, . . . ) , UΦW = [Pµ, ZµΦW ] , (4.35a)
Zµ bβφW = −gµβ
g
2
σbφ
σbφ˜
 ∼ O(gφ) , UφW = [Pµ, ZµφW ] , (4.35b)
ZµβφB = −gµβ
g′
2
 φ
−φ˜
 ∼ O(g′φ) , UφB = [Pµ, ZµφB] . (4.35c)
We are interested in terms in L1-loopEFT from mixed heavy-light matching that are O(g2P 2φ4)
or O(g′2P 2φ4) 12, which can come from, schematically,
ZΦWZ
†
ΦW ⊂ ZHLZ†HL, P 2ZΦWZ†ΦW ⊂ P 2ZHLZ†HL,
P ZΦWU
†
ΦW + h.c. ⊂ P ZHLULH + h.c., UΦWU †ΦW ⊂ UHLULH ; (4.36a)
12Higher powers of g or g′ are not possible at one loop, which can be easily seen by ~ dimension counting.
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ZΦWZ
†
φWUφΦ + h.c. ⊂ ZHLZ†LULH + h.c.,
P 2U †φΦZφWZ
†
ΦW + h.c. ⊂ P 2UHLZLZ†HL + h.c.,
P ZΦWU
†
φWUφΦ + h.c. ⊂ P ZHLULULH + h.c.,
P U †φΦZφWU
†
ΦW + h.c. ⊂ P UHLZLULH + h.c.,
UΦWU
†
φWUφΦ + h.c. ⊂ UHLULULH ; (4.36b)
P 2U †φΦZφV Z
†
φV UφΦ ⊂ P 2UHLZLZ†LULH ,
P U †φΦZφV U
†
φV UφΦ + h.c. ⊂ P UHLZLULULH + h.c.,
U †φΦUφV U
†
φV UφΦ ⊂ UHLU2LULH , (4.36c)
where V = W,B. Note that the vector boson block of the U matrix (not explicitly written
out above) does not contribute, since each of UW,WB,BW,B already contains two powers of
SM gauge couplings, and additional insertions of U or Z, which are necessary in order to
have at least one heavy propagator in the loop, will bring in more powers of g or g′.
In Eq. (4.36), we have organized the operator structures by the total number of Z and
U insertions, which makes the enumeration straightforward. To proceed, however, it is
more convenient to group the terms in Eq. (4.36) by the powers of P and Z(†). We will do
so in the following paragraphs, and compute each group in turn using the rules in Tables 1,
2, and 3. We will derive universal results before working out explicit forms of effective
operators for the scalar triplet model.
O(P 0Z0) terms. Two of the three terms are readily available from the first two rows of
Table 6,
L1-loopEFT ⊃
cs
16pi2
(
1− log M
2
µ2
){
tr(UHLULH) +
1
M2
tr(UHLULULH)
}
. (4.37)
The remaining term in this group easily follows from a single diagram,
= −ics I13i0 tr(UHLU2LULH) =
cs
16pi2
(
1− log M
2
µ2
) 1
M4
tr(UHLU
2
LULH). (4.38)
O(P 0Z2) terms. Both terms in this group are also straightforward to compute, with the
Zµ and Z†µ contracted so that no Pµ’s are picked up from vertex insertions:
= −ics I[q2]11i0 tr(ZµHLZ†HLµ) =
cs
16pi2
(3
8
− 1
4
log
M2
µ2
)
M2 tr(ZµHLZ
†
HLµ) ,
(4.39a)
+ h.c. = −ics I[q2]12i0 tr(ZµHLZ†LµULH) + h.c.
=
cs
16pi2
(3
8
− 1
4
log
M2
µ2
)
tr(ZµHLZ
†
LµULH + h.c.) . (4.39b)
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O(P 1Z1) terms. More diagrams contribute in this case, since the covariant derivative
can either come from an uncontracted Z(†) insertion, or be directly inserted. In the latter
case, the P and Z(†) insertions should be contracted. The four terms in this group are
calculated as follows:
+ + + h.c.
= −ics
{
( I11i0 − 2 I[q2]21i0 ) tr(PµZµHLULH)− 2 I[q2]12i0 tr(ZµHLPµULH)
}
+ h.c.
=
cs
16pi2
(3
4
− 1
2
log
M2
µ2
)
tr(PµZ
µ
HLULH − ZµHLPµULH) + h.c.
=
cs
16pi2
(3
4
− 1
2
log
M2
µ2
)
tr
(
[Pµ, Z
µ
HL]ULH + h.c.
)
, (4.40a)
+ + + + h.c.
= −ics
{
( I12i0 − 2 I[q2]22i0 ) tr(PµZµHLULULH)
−2 I[q2]13i0 tr(ZµHLPµULULH + ZµHLULPµULH)
}
+ h.c.
=
cs
16pi2
1
M2
(3
4
− 1
2
log
M2
µ2
)
tr(2PµZ
µ
HLULULH − ZµHLPµULULH − ZµHLULPµULH) + h.c.
=
cs
16pi2
1
M2
(3
4
− 1
2
log
M2
µ2
)
tr
(
[Pµ, Z
µ
HL]ULULH − ZµHLUL[Pµ, ULH ] + h.c.
)
, (4.40b)
+ + + + h.c.
= −ics
{
( I12i0 − 2 I[q2]13i0 ) tr(UHLPµZµLULH)− 2 I[q2]13i0 tr(UHLZµLPµULH)
−2 I[q2]22i0 tr(UHLZµLULHPµ)
}
+ h.c.
=
cs
16pi2
1
M2
{(1
4
− 1
2
log
M2
µ2
)
tr(UHLPµZ
µ
LULH) +
(
−3
4
+
1
2
log
M2
µ2
)
tr(UHLZ
µ
LPµULH)
+
1
2
tr(UHLZ
µ
LULHPµ) + h.c.
}
=
cs
16pi2
1
M2
{(3
4
− 1
2
log
M2
µ2
)
tr
(
UHL[Pµ, Z
µ
L]ULH
)
+
1
2
tr
(
[Pµ, UHL]Z
µ
LULH
)
+ h.c.
}
,
(4.40c)
+ + + + + h.c.
= −ics
{
( I13i0 − 2 I[q2]14i0 ) tr(UHLPµZµLULULH)
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−2 I[q2]14i0 tr(UHLZµLPµULULH + UHLZµLULPµULH)
−2 I[q2]23i0 tr(UHLZµLULULHPµ)
}
+ h.c.
=
cs
16pi2
1
M4
{(1
4
− 1
2
log
M2
µ2
)
tr(UHLPµZ
µ
LULULH)
+
(
−3
4
+
1
2
log
M2
µ2
)
tr(UHLZ
µ
LPµULULH + UHLZ
µ
LULPµULH)
+
(5
4
− 1
2
log
M2
µ2
)
tr(UHLZ
µ
LULULHPµ) + h.c.
}
=
cs
16pi2
1
M4
{(3
4
− 1
2
log
M2
µ2
)
tr
(
UHL[Pµ, Z
µ
L]ULULH − UHLZµLUL[Pµ, ULH ]
)
+
1
2
tr
(
[Pµ, UHL]Z
µ
LULULH
)
+ h.c.
}
. (4.40d)
O(P 2Z2) terms. The number of diagrams increases further, but the calculation is still
quite manageable even if done by hand. Since the procedure should be clear by now, we
refrain from enumerating all the diagrams for the three terms in this group, but simply
report the final results:
+ (2 + 6) more
⊂ cs
16pi2
{( 5
72
− 1
12
log
M2
µ2
)
tr
(
[Pµ, ZνHL][Pµ, Z
†
HLν ]
)
+
(
−11
18
+
1
3
log
M2
µ2
)
tr
(
[Pµ, Z
µ
HL][Pν , Z
†ν
HL]
)
+
( 1
18
− 1
6
log
M2
µ2
)
tr
(
ZµHLZ
†ν
HL[Pµ, Pν ]
)
+
(
−11
36
+
1
6
log
M2
µ2
)
tr
(
ZµHL[Pµ, Pν ]Z
†ν
HL
)}
,
(4.41a)
+ h.c. + (6 + 15) more
⊂ cs
16pi2
1
M2{(
− 5
72
+
1
12
log
M2
µ2
)
tr
(
UHL
[
Pµ, [Pµ, Z
ν
L]
]
Z†HLν
)− 1
6
tr
(
[Pµ, UHL]Z
ν
L[Pµ, Z
†
HLν ]
)
+
(
−7
9
+
1
3
log
M2
µ2
)
tr
(
UHL[Pµ, Z
µ
L][Pν , Z
†ν
HL]
)
+
1
6
tr
(
UHL[Pν , Z
µ
L][Pµ, Z
†ν
HL]
)
+
( 5
36
− 1
6
log
M2
µ2
)
tr
(
[Pν , UHL][Pµ, Z
µ
L]Z
†ν
HL
)− 1
3
tr
(
[Pµ, UHL]Z
µ
L[Pν , Z
†ν
HL]
)
− 1
12
tr
(
UHLZ
µ
LZ
†ν
HL[Pµ, Pν ]
)
+
(
−17
36
+
1
6
log
M2
µ2
)
tr
(
UHLZ
µ
L[Pµ, Pν ]Z
†ν
HL
)
+
(11
36
− 1
6
log
M2
µ2
)
tr
(
UHL[Pµ, Pν ]Z
µ
LZ
†ν
HL
)
+ h.c.
}
, (4.41b)
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+ (4 + 17) more
⊂ cs
16pi2
1
M4
{( 5
72
− 1
12
log
M2
µ2
)
·
tr
(
UHL[P
µ, ZνL][Pµ, Z
†
Lν ]ULH +
(
[Pµ, UHL][Pµ, Z
ν
L]Z
†
LνULH + h.c.
))
−1
6
tr
(
UHL[P
µ, ZνL]Z
†
Lν [Pµ, ULH ] + h.c.
)
+
(
−17
24
+
1
4
log
M2
µ2
)
tr
(
[Pµ, UHL]Z
ν
LZ
†
Lν [Pµ, ULH ]
)
+
(
−11
36
+
1
6
log
M2
µ2
)
tr
(
UHL[Pµ, Z
µ
L][Pν , Z
†ν
L ]ULH + UHL[Pν , Z
µ
L][Pµ, Z
†ν
L ]ULH
)
+
(11
18
− 1
3
log
M2
µ2
)
tr
(
[Pν , UHL][Pµ, Z
µ
L]Z
†ν
L ULH + h.c.
)
+
(
−17
36
+
1
6
log
M2
µ2
)
tr
(
[Pµ, UHL][Pν , Z
µ
L]Z
†ν
L ULH + h.c.
)
−1
3
tr
(
UHL[Pµ, Z
µ
L]Z
†ν
L [Pν , ULH ] + h.c.
)− 1
6
tr
(
[Pµ, UHL]Z
µ
LZ
†ν
L [Pν , ULH ]
)
+
1
12
tr
(
UHLZ
µ
LZ
†ν
L ULH [Pµ, Pν ]
)− 1
6
tr
(
UHLZ
µ
LZ
†ν
L [Pµ, Pν ]ULH + h.c.
)}
. (4.41c)
In the equations above, we have shown, for each term, the one diagram with zero P inser-
tions, and the number of diagrams with one and two P insertions (e.g. 2 and 6, respectively,
for the P 2ZHLZ
†
HL term). The counting excludes hermitian conjugation and adjacent Pµ
contractions. Following the rules in Section 3.5, the reader should be able to easily draw all
the diagrams, and fill in the intermediate steps (which are straightforward though perhaps
a bit lengthy) that lead to the final results in Eq. (4.41).
All results presented in the four paragraphs above, namely Eqs. (4.37), (4.38), (4.39),
(4.40) and (4.41), are universal and model-independent. Now we focus on the scalar triplet
model, and work out the traces involved in these equations that yield the three effective
operators in Eq. (4.22):
tr(UHLULH), tr
(
[Pµ, Z
µ
HL]ULH
)
and h.c., −tr([Pµ, ZµHL][Pν , Z†νHL])
→ −gαβUabαΦWU †baβΦW ⊃ −
4κ2
M4
g2(OT + 2OR) ; (4.42a)
tr(UHLULULH), tr
(
[Pµ, Z
µ
HL]ULULH + h.c.
)
,
tr
(
UHL[Pµ, Z
µ
L]ULH + h.c.
)
, −tr(UHL[Pµ, ZµL][Pν , Z†νHL] + h.c.)
→ −gαβUabαΦWU †bβφWUaφΦ + h.c. ⊃
4κ2
M2
g2(OT + 2OR) ; (4.42b)
tr(UHLU
2
LULH), tr
(
UHL[Pµ, Z
µ
L]ULULH
)
and h.c., −tr(UHL[Pµ, ZµL][Pν , Z†νL ]ULH)
→ −gαβ
(
U †aφΦU
bα
φWU
†bβ
φWU
a
φΦ + U
†a
φΦU
α
φBU
†β
φBU
a
φΦ
)
⊃ κ
2
2
[
g2(OT − 4OR) + g′2(OH − 2OR)
]
; (4.42c)
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tr(ZµHLZ
†
HLµ)
→ −gαβZµabαΦW Z†baβΦW µ ⊃ −
(
1− 
4
)32κ2
M6
g2(OT + 2OR) ; (4.42d)
tr(ZµHLZ
†
LµULH + h.c.)
→ −gαβZµabαΦW Z†bβφW µUaφΦ + h.c. ⊃
(
1− 
4
)32κ2
M4
g2(OT + 2OR) ; (4.42e)
tr
(
ZµHLUL[Pµ, ULH ] + h.c.
)
, −tr([Pν , UHL][Pµ, ZµL]Z†νHL + h.c.)
→ −gαβZµabαΦW U †bβφW [Pµ, UaφΦ] + h.c. ⊃ −
4κ2
M2
g2(OT −OH +OR) ; (4.42f)
tr
(
[Pµ, UHL]Z
µ
LULH + h.c.
)
, −tr([Pµ, UHL]ZµL[Pν , Z†νHL] + h.c.)
→ −gαβ[Pµ, U †aφΦ]Zµ bαφW U †baβΦW + h.c. ⊃
4κ2
M2
g2(OT + 2OR) ; (4.42g)
tr
(
UHLZ
µ
LUL[Pµ, ULH ] + h.c.
)
, −tr([Pν , UHL][Pµ, ZµL]Z†νL ULH + h.c.)
→ −gαβ
(
U †aφΦZ
µ bα
φW U
†bβ
φW [Pµ, U
a
φΦ] + U
†a
φΦZ
µα
φBU
†β
φB[Pµ, U
a
φΦ]
)
+ h.c.
⊃ 4κ2g2(OT −OH +OR) ; (4.42h)
tr
(
[Pµ, UHL]Z
µ
LULULH + h.c.
)
, −tr(UHL[Pµ, ZµL]Z†νL [Pν , ULH ] + h.c.)
→ −gαβ
(
[Pµ, U
†a
φΦ]Z
µ bα
φW U
†bβ
φWU
a
φΦ + [Pµ, U
†a
φΦ]Z
µα
φBU
†β
φBU
a
φΦ
)
+ h.c.
⊃ −κ2[g2(5OT + 4OR) + g′2(OH − 2OR)] ; (4.42i)
tr
(
[Pµ, ZνHL][Pµ, Z
†
HLν ]
)
→ −gαβ[Pµ, Zν abαΦW ][Pµ, Z†baβΦW ν ] ⊃
(
1− 
4
)16κ2
M4
g2(OT + 2OR) ; (4.42j)
tr
(
UHL
[
Pµ, [Pµ, Z
ν
L]
]
Z†HLν + h.c.
)
→ −gαβU †aφΦ
[
Pµ, [Pµ, Z
ν bα
φW ]
]
Z†baβΦW ν + h.c. ⊃
(
1− 
4
)16κ2
M2
g2(OH +OR) ; (4.42k)
tr
(
[Pµ, UHL]Z
ν
L[Pµ, Z
†
HLν ] + h.c.
)
→ −gαβ[Pµ, U †aφΦ]Zν bαφW [Pµ, Z†baβΦW ν ] + h.c. ⊃ −
(
1− 
4
)16κ2
M2
g2(OT + 2OR) ; (4.42l)
tr
(
UHL[Pν , Z
µ
L][Pµ, Z
†ν
HL] + h.c.
)
→ −gαβU †aφΦ[Pµ, Zν bαφW ][Pµ, Z†baβΦW ν ] + h.c. ⊃ −
4κ2
M2
g2(OT + 2OR) ; (4.42m)
tr
(
UHL[P
µ, ZνL][Pµ, Z
†
Lν ]ULH
)
→ −gαβ
(
U †aφΦ[P
µ, Zν bαφW ][Pµ, Z
†bβ
φW ν ]U
a
φΦ + U
†a
φΦ[P
µ, Zν αφB ][Pµ, Z
†β
φB ν ]U
a
φΦ
)
⊃ −
(
1− 
4
)
2κ2
[
g2(OT − 4OR) + g′2(OH − 2OR)
]
; (4.42n)
tr
(
[Pµ, UHL][Pµ, Z
ν
L]Z
†
LνULH + h.c.
)
→ −gαβ
(
[Pµ, U †aφΦ][Pµ, Z
ν bα
φW ]Z
†bβ
φW νU
a
φΦ + [P
µ, U †aφΦ][Pµ, Z
ν α
φB ]Z
†β
φB νU
a
φΦ
)
+ h.c.
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⊃ −
(
1− 
4
)
16κ2g2(OT −OH +OR) ; (4.42o)
tr
(
UHL[P
µ, ZνL]Z
†
Lν [Pµ, ULH ] + h.c.
)
→ −gαβ
(
U †aφΦ[P
µ, Zν bαφW ]Z
†bβ
φW ν [Pµ, U
a
φΦ] + U
†a
φΦ[P
µ, Zν αφB ]Z
†β
φB ν [Pµ, U
a
φΦ]
)
+ h.c.
⊃
(
1− 
4
)
4κ2
[
g2(5OT + 4OR) + g′2(OH − 2OR)
]
; (4.42p)
tr
(
[Pµ, UHL]Z
ν
LZ
†
Lν [Pµ, ULH ]
)
→ −gαβ
(
[Pµ, U †aφΦ]Z
ν bα
φW Z
†bβ
φW ν [Pµ, U
a
φΦ] + [P
µ, U †aφΦ]Z
ν α
φBZ
†β
φB ν [Pµ, U
a
φΦ]
)
⊃ −
(
1− 
4
)
2κ2
[
g2(OT − 4OR) + g′2(OH − 2OR)
]
; (4.42q)
tr
(
UHL[Pν , Z
µ
L][Pµ, Z
†ν
L ]ULH
)
→ −gαβ
(
U †aφΦ[Pν , Z
µ bα
φW ][Pµ, Z
†ν bβ
φW ]U
a
φΦ + U
†a
φΦ[Pν , Z
µα
φB ][Pµ, Z
†ν β
φB ]U
a
φΦ
)
⊃ −κ
2
2
[
g2(OT − 4OR) + g′2(OH − 2OR)
]
; (4.42r)
tr
(
[Pµ, UHL][Pν , Z
µ
L]Z
†ν
L ULH + h.c.
)
→ −gαβ
(
[Pµ, U
†a
φΦ][Pν , Z
µ bα
φW ]Z
†ν bβ
φW U
a
φΦ + [Pµ, U
†a
φΦ][Pν , Z
µα
φB ]Z
†ν β
φB U
a
φΦ
)
+ h.c.
⊃ −4κ2g2(OT −OH +OR) ; (4.42s)
tr
(
[Pµ, UHL]Z
µ
LZ
†ν
L [Pν , ULH ]
)
→ −gαβ
(
[Pµ, U
†a
φΦ]Z
µ bα
φW Z
†ν bβ
φW [Pν , U
a
φΦ] + [Pµ, U
†a
φΦ]Z
µα
φBZ
†ν β
φB [Pν , U
a
φΦ]
)
⊃ −κ
2
2
[
g2(OT − 4OR) + g′2(OH − 2OR)
]
. (4.42t)
Note that Lorentz indices of the gauge boson fields α, β should be contracted with −gαβ , as
discussed in Section 3.1. Also, O() terms from gαβgαβ = d = 4−  must be kept in cases
where the master integrals have 1 poles. The latter were not written out explicitly above,
but can be easily recovered by
− log M
2
µ2
→ 2

− log M
2
µ2
. (4.43)
Adding up all terms in Eqs. (4.37), (4.38), (4.39), (4.40) and (4.41) with the replacement
Eq. (4.43), plugging in Eq. (4.42), and finally dropping 1 poles, we obtain the final result
(with cs = 12 and µ set to M in the MS scheme),
L1-loopEFT [φ] ⊃
1
16pi2
5κ2
8M4
[
g2OT + g′2OH − (4g2 + 2g′2)OR
]
. (4.44)
This agrees with the result in [9] obtained by Feynman diagram calculations.
4.4 Integrating out a vectorlike fermion: pure gauge operators
Our final two examples demonstrate treatment of fermions in our covariant diagram ap-
proach. In the present subsection, we consider a simple but quite general setup of a vector-
like fermion of mass M charged under some gauge symmetry. We will compute pure gauge
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effective operators up to dimension six which are generated by integrating out the heavy
vectorlike fermion, independent of possible presence of light matter fields. The results are
familiar in various contexts, including integrating out a heavy quark flavor in QCD, and
integrating out a heavy vectorlike fermion that may arise in many beyond-SM scenarios.
We also note that the same results are obtained in [4] following the alternative approach to
integrating out heavy fermions discussed at the beginning of Section 3.4.
O(P 4) terms. We first consider diagrams with four (fermionic) P insertions. Five dia-
grams can be drawn which differ by whether and how the heavy fermionic propagators are
contracted with each other. One of them can be dropped where fermionic propagators sep-
arated by two P insertions are contracted (while the loop integral I[q2]4i is finite), because
it only gives rise to tr(. . . P 2 . . . ). The remaining four diagrams are, by the rules in Table 4,
+ + +
= −ics
{ 1
4
M4 I4i tr(/P 4) +M2 I[q2]4i tr(γα /Pγα /P 3)
+ I[q4]4i
(1
2
tr(γα /Pγα /Pγ
β /Pγβ /P ) +
1
4
tr(γα /Pγβ /Pγα /Pγβ /P )
)}
. (4.45)
Evaluation of the gamma matrix traces is standard and straightforward,
tr(/P
4
) = tr(γµγνγργσ)tr(PµPνPρPσ) ⊃ −4 tr(PµP νPµPν) , (4.46a)
tr(γα /Pγα /P
3
) = −2 tr(/P 4) +O() ⊃ 8 tr(PµP νPµPν) +O() , (4.46b)
tr(γα /Pγα /Pγ
β /Pγβ /P ) = 4(1− ) tr(/P 4) ⊃ −16(1− ) tr(PµP νPµPν) , (4.46c)
tr(γα /Pγβ /Pγα /Pγβ /P ) = tr(γ
αγµγβγνγαγ
ργβγ
σ)tr(PµPνPρPσ)
=
{−2 tr(γνγβγµγργβγσ) +  tr(γµγβγνγργβγσ)}tr(PµPνPρPσ)
=
{−8gµρ tr(γνγσ) + 2 tr(γνγµγργσ) + 4 gνρ tr(γµγσ)}tr(PµPνPρPσ)
=
{
8 gµνgρσ − (32− 8)gµρgνσ + 8 gµσgνρ}tr(PµPνPρPσ)
⊃ −32
(
1− 
4
)
tr(PµP νPµPν) , (4.46d)
where terms involving tr(. . . P 2 . . . ) have been dropped. Note that O() terms must be
kept for the last two traces, since they are multiplied by I[q4]4i which contains a 1 pole.
Plugging Eq. (4.46) into (4.45), we have
L1-loopEFT ⊃ −ics
{−M4 I4i + 8M2 I[q2]4i + (−16 + 10) I[q4]4i} tr(PµP νPµPν)
=
cs
16pi2
2
3
log
M2
µ2
tr(PµP νPµPν) ⊂ − 1
16pi2
1
3
log
M2
µ2
tr
(
[Pµ, P ν ][Pµ, Pν ]
)
= − 1
16pi2
1
3
log
M2
µ2
tr(G′µνG′µν) =
g2
16pi2
T (R)
(
−4
3
log
M2
µ2
)(
−1
4
GaµνGaµν
)
,(4.47)
where T (R) is the Dynkin index for the representation R of the heavy vectorlike fermion, de-
fined by tr(taRt
b
R) = T (R)δ
ab with taR being the generators in representation R; for example,
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T (R) = 12 and N for the fundamental and adjoint representations of SU(N), respectively.
Also, recall cs = −1 for Dirac fermions 13, and G′µν = −[Pµ, Pν ] = −igGµν = −igGaµνtaR.
One can rescale the gauge fields to canonically normalize the kinetic terms while keep-
ing gGµν unchanged. The result is the familiar one-loop matching formula for the gauge
coupling across a heavy vectorlike fermion mass threshold (see e.g. [22]),
g2eff(µ)
g2(µ)
= 1 +
g2
16pi2
T (R)
(4
3
log
M2
µ2
)
. (4.48)
O(P 6) terms. Diagrams with six P insertions can be computed similarly. We enumerate
them in the following, using γαγµγα = −2γµ to simplify the operator trace. Again, diagrams
only giving rise to tr(. . . P 2 . . . ) are dropped.
+ + + +
= −ics
{1
6
M6 I6i + (−2)M4 I[q2]6i + (−2)2
(
1 +
1
2
)
M2 I[q4]6i + (−2)3
1
3
I[q6]6i
}
tr(/P
6
) ,
(4.49a)
+ +
= −ics
{1
2
M4 I[q2]6i + (−2)M2 I[q4]6i + (−2)2
1
2
I[q6]6i
}
tr(γα /P
3
γα /P
3
) , (4.49b)
+ = −ics
{
M2 I[q4]6i + (−2) I[q6]6i
}
tr(γα /Pγβ /Pγα /Pγβ /P
3
) ,(4.49c)
= −icsM2 I[q4]6i tr(γα /Pγβ /Pγα /P 2γβ /P 2) , (4.49d)
= −ics 1
2
M2 I[q4]6i tr(γα /Pγβ /P 2γα /Pγβ /P 2) , (4.49e)
= −ics 1
2
I[q6]6i tr(γα /Pγβ /Pγδ /Pγα /Pγδ /Pγβ /P ) , (4.49f)
13Unlike in Eq. (3.23), here LUV, quad. can be written with prefactor −1, with only the vectorlike fermion
field in the field multiplet of interest, and it is not necessary to represent this single Dirac fermion field by
two fields as mentioned below Eq. (3.23). Of course the latter is OK to do, in which case the two fields
would effectively have cs = − 12 each and contribute equally to L1-loopEFT , leading to the same final result as
Eq. (4.47).
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= −ics 1
6
I[q6]6i tr(γα /Pγβ /Pγδ /Pγα /Pγβ /Pγδ /P ) . (4.49g)
All loop integrals appearing in the equations above are finite, so O() terms can always be
dropped when evaluating the traces:
tr(/P
6
) ⊃ −4 tr(PµP νP ρPµPνPρ) + 12 tr(PµP νP ρPµPρPν) , (4.50a)
tr(γα /P
3
γα /P
3
) ⊃ −8 tr(PµP νP ρPµPνPρ) + 8 tr(PµP νP ρPµPρPν) , (4.50b)
tr(γα /Pγβ /Pγα /Pγβ /P
3
) ⊃ 32 tr(PµP νP ρPµPρPν) , (4.50c)
tr(γα /Pγβ /Pγα /P
2
γβ /P
2
) ⊃ 16 tr(PµP νP ρPµPνPρ)− 16 tr(PµP νP ρPµPρPν) , (4.50d)
tr(γα /Pγβ /P
2
γα /Pγβ /P
2
) ⊃ −16 tr(PµP νP ρPµPνPρ) + 48 tr(PµP νP ρPµPρPν) , (4.50e)
tr(γα /Pγβ /Pγδ /Pγα /Pγδ /Pγβ /P ) ⊃ −32 tr(PµP νP ρPµPνPρ)− 96 tr(PµP νP ρPµPρPν) ,
(4.50f)
tr(γα /Pγβ /Pγδ /Pγα /Pγβ /Pγδ /P ) ⊃ −128 tr(PµP νP ρPµPνPρ) , (4.50g)
where terms involving tr(. . . P 2 . . . ) have been dropped as before. Plugging Eq. (4.50) into
(4.49), we can organize the two operator traces into two independent dimension-six pure
gauge operators,
L1-loopEFT ⊃ −ics
{
−2
3
M6 I6i + 4M4 I[q2]6i −
128
3
I[q6]6i
}
tr(PµP νP ρPµPνPρ)
−ics
{
2M6 I6i − 20M4 I[q2]6i + 96M2 I[q4]6i − 128 I[q6]6i
}
tr(PµP νP ρPµPρPν)
=
cs
16pi2
1
M2
{
− 1
45
tr(PµP νP ρPµPνPρ) +
3
5
tr(PµP νP ρPµPρPν)
}
⊂ cs
16pi2
1
M2
{ 2
15
tr
(
[Pµ, G′µν ][Pρ, G
′ρν ]
)− 1
45
tr(G′µνG
′ν
ρG
′ρ
µ)
}
=
1
16pi2
1
M2
g2
60
T (R)
(
16O2G − 4O3G
)
, (4.51)
where
O2G = −1
2
(DµGaµν)
2 , O3G = g
6
fabcGaµνG
bν
ρG
cρ
µ . (4.52)
4.5 Integrating out a charged scalar singlet: penguin operators
We finally consider an example for one-loop matching involving mixed statistics. The UV
theory is the SM extended by a heavy SU(2)L singlet scalar h with hypercharge −1, which
couples to the SM Higgs and lepton doublets φ and l. The Lagrangian reads
LUV = LSM + |Dµh|2 −M2|h|2 − α|h|4 − β|φ|2|h|2 + l¯f † l˜h+ h†¯˜lf l , (4.53)
where l˜ ≡ iσ2lc, with charge conjugation defined as lc ≡ −iγ2l∗. f is a 3× 3 antisymmetric
matrix in generation space; e.g. ¯˜lf l is short for ¯˜lafablb with generation indices a, b summed
over. One-loop matching of this model onto the SMEFT is discussed in [9, 23], with mixed
heavy-light contributions obtained by computing Feynman diagrams. Here, we focus on a
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subset of dimension-6 operators generated in this model – the penguin operators – as an
example to demonstrate the use of covariant diagrams involving heavy bosonic and light
fermionic loop propagators.
We shall continue to use the four-component notation, treating l as a Dirac fermion
field whose right-handed component should be set to zero in the end — this is legitimate
since the unphysical component lR cannot appear only in the loop. The quadratic terms in
LUV needed for our calculation read
LUV, quad ⊃ −1
2
(
h′† h′T l¯′ ¯˜l′
)(−P 2 +M2 + Uh)2×2 (Uhl)2×2
(Ulh)2×2 (−/P + Ul)2×2


h′
h′∗
l′
l˜′
 ,
(4.54)
where
Uh =
2α(|hc|2 + hch†c)+ β|φ|2 2αhchTc
2αh∗ch
†
c 2α
(|hc|2 + h∗chTc )+ β|φ|2
 ,
Ul =
 0 −2f †hc
−2h†cf 0
 , Ulh =
−2f † l˜ 0
0 −2fl
 , Uhl =
−2¯˜lf 0
0 −2l¯f †
 . (4.55)
The light fields φ, l, l˜ are understood as background fields φb, lb, l˜b. Parametrically,
hc[φ, l] ∼ O(f l2) at leading order, whose explicit form will not be relevant for our calcula-
tion. The separations of the complex scalar h into (h, h∗) (with h∗ = h† for a scalar singlet)
and the Dirac fermion l into (l, l˜) are necessary due to the presence of off-diagonal terms
in Uh and Ul. As a result, each bosonic (fermionic) field in the field multiplet of Eq. (4.54)
effectively has cs = 12 (cs = −12). This is similar to the separation of the SM Higgs field φ
into (φ, φ˜) in the scalar triplet example in Sections 4.2 and 4.3.
The penguin operators we wish to compute are ∼ O(P 3l2). At one-loop level, they can
only arise from covariant diagrams with one Uhl, one Ulh and three P insertions. There
are nine such diagrams, two of which are hermitian conjugates of each other. They can
be easily enumerated by distributing three P insertions on the h and l propagators and
contracting the bosonic P insertions and fermionic light propagators (which, unlike the
fermionic heavy propagators, cannot be left uncontracted). We will always start reading
a covariant diagram from a bosonic propagator, and thus cs = 12 . Dropping tr(. . . P
2 . . . )
terms as before, we have
= −ics(−23) I[q4]41i0 tr(UhlγµUlhP νPµPν) =
cs
16pi2
1
M2
1
9
tr(Uhlγ
µUlhP
νPµPν),
(4.56a)
= −ics(−22) I[q4]32i0 tr(UhlγµγργνPρUlhPµPν)
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=
cs
16pi2
1
M2
1
12
tr(Uhlγ
µγργνPρUlhPµPν)
⊃ cs
16pi2
1
M2
{ 1
12
tr
(
Uhlγ
µP νUlh(PµPν + PνPµ)
)
+
1
48
tr
(
i Uhl(σ
µνγρ + γρσµν)PρUlh[Pµ, Pν ]
)}
, (4.56b)
= −ics(−22) I[q4]32i0 tr(UhlγµγργνPρUlhPνPµ)
=
cs
16pi2
1
M2
1
12
tr(Uhlγ
µγργνPρUlhPνPµ)
⊃ cs
16pi2
1
M2
{ 1
12
tr
(
Uhlγ
µP νUlh(PµPν + PνPµ)
)
− 1
48
tr
(
i Uhl(σ
µνγρ + γρσµν)PρUlh[Pµ, Pν ]
)}
, (4.56c)
= −ics(−2) I[q4]23i0 tr(UhlγαγµγργνγαPµPνUlhPρ)
=
cs
16pi2
1
M2
(
−1
6
)
tr(Uhlγ
νγργµPµPνUlhPρ)
⊃ cs
16pi2
1
M2
{
−1
6
tr
(
Uhlγ
µ(PµPν + PνPµ)UlhP
ν
)
+
1
24
tr
(
i Uhl(σ
µνγρ + γρσµν)[Pµ, Pν ]UlhPρ
)}
, (4.56d)
+
= −ics(−2) I[q4]23i0 tr(UhlγαγµγαγνγρPµPνUlhPρ + UhlγργµγαγνγαPµPνUlhPρ)
=
cs
16pi2
1
M2
(
−1
6
)
tr(Uhlγ
µγνγρPµPνUlhPρ + Uhlγ
ργµγνPµPνUlhPρ)
⊃ cs
16pi2
1
M2
1
12
tr
(
i Uhl(σ
µνγρ + γρσµν)[Pµ, Pν ]UlhPρ
)
, (4.56e)
= −ics(−1) I[q4]14i0 tr(UhlγαγµγαγνγβγργβPµPνPρUlh)
= −ics(−4 + 4) I[q4]14i0 tr(UhlγµγνγρPµPνPρUlh)
=
cs
16pi2
( 1
36
+
1
6
log
M2
µ2
)
tr(Uhlγ
µγνγρPµPνPρUlh)
⊃ cs
16pi2
(
− 1
144
− 1
24
log
M2
µ2
)
tr
(
i Uhl(σ
µνγρ[Pµ, Pν ]Pρ + γ
ρσµνPρ[Pµ, Pν ])Ulh
)
,
(4.56f)
= −ics(−1) I[q4]14i0 tr(UhlγαγµγβγνγβγργαPµPνPρUlh)
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= −ics I[q4]14i0
{
(−4 + 2) tr(UhlγργνγµPµPνPρUlh)
+2 tr(Uhlγ
µγνγρPµPνPρUlh)
}
=
cs
16pi2
1
M2
{(
− 5
36
+
1
6
log
M2
µ2
)
tr(Uhlγ
ργνγµPµPνPρUlh)
+
1
6
tr(Uhlγ
µγνγρPµPνPρUlh)
}
⊃ cs
16pi2
1
M2
{( 5
18
− 1
3
log
M2
µ2
)
tr(Uhlγ
µP νPµPνUlh)
+
(
− 11
144
+
1
24
log
M2
µ2
)
tr
(
i Uhl(σ
µνγρ[Pµ, Pν ]Pρ + γ
ρσµνPρ[Pµ, Pν ])Ulh
)}
,
(4.56g)
= −ics(−1) I[q4]14i0 tr(UhlγαγµγβγνγαγργβPµPνPρUlh)
⊃ −ics I[q4]14i0
{
8 tr(Uhlγ
µP νPµPνUlh)
− 
2
tr
(
iUhl(σ
µνγρ[Pµ, Pν ]Pρ + γ
ρσµνPρ[Pµ, Pν ])Ulh
)}
=
cs
16pi2
1
M2
{(11
18
− 1
3
log
M2
µ2
)
tr(Uhlγ
µP νPµPνUlh)
− 1
24
tr
(
i Uhl(σ
µνγρ[Pµ, Pν ]Pρ + γ
ρσµνPρ[Pµ, Pν ])Ulh
)}
, (4.56h)
where σµν = 12 [γ
µ, γν ]. The O() terms coming from gamma matrix algebra must be
kept when computing the last three diagrams, which involve the divergent master integral
I[q4]14i0 = 124M2i (
11
6 − log
M2i
µ2
), understood as 1
24M2i
(2¯ +
11
6 − log
M2i
µ2
). The following identities,
together with the standard gamma matrix formulas, are useful in deriving Eq. (4.56),
γµγν = gµν − iσµν , (4.57a)
γµγργν =
1
2
({γµ, γρ}γν + γµ{γρ, γν} − γργµγν − γµγνγρ)
= gµργν + gνργµ − gµνγρ + i
2
(σµνγρ + γρσµν) (4.57b)
= gµργν + gνργµ − 1
2
(
γρ{γµ, γν}+ {γµ, γν}γρ − γργνγµ − γνγµγρ)
=
3
2
(gµργν + gνργµ)− 2gµνγρ − i
2
(σρνγµ + γνσµρ), (4.57c)
γαγµγβγνγαγ
ργβ =
1
2
{−2(γνγβγµγργβ + γαγµγργαγν) + (γµγβγνγργβ + γαγµγνγαγρ)}
= −8gµργν + 2(gνργµ + gµνγρ) + (γνγµγρ + γµγργν)
= −8gµργν + 3(gνργµ + gµνγρ) + i(σµνγρ + γµσνρ). (4.57d)
Note that we have been careful to keep all expressions in the intermediate steps of the
calculation manifestly hermitian, in order to easily obtain manifestly hermitian final results.
This is why we have applied gamma matrix formulas in a symmetric manner in Eq. (4.57).
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Adding up all diagrams computed in Eq. (4.56), we have
L1-loopEFT ⊃
cs
16pi2
1
M2
tr
{ 1
9
Uhl γ
µUlhP
νPµPν +
1
6
Uhlγ
µP νUlh(PµPν + PνPµ)
−1
6
Uhlγ
µ(PµPν + PνPµ)UlhP
ν +
(8
9
− 2
3
log
M2
µ2
)
Uhlγ
µP νPµPνUlh
+
1
8
i Uhl(σ
µνγρ + γρσµν)[Pµ, Pν ]UlhPρ
−1
8
i Uhl(σ
µνγρ[Pµ, Pν ]Pρ + γ
ρσµνPρ[Pµ, Pν ])Ulh
}
⊂ cs
16pi2
1
M2
tr
{ 1
12
(
Uhlγ
µ[Pν , [P
ν , [Pµ, Ulh]]] + Uhlγ
µ[Pµ, [P
ν , [Pν , Ulh]]]
)
− 1
18
Uhlγ
νUlh[P
µ, [Pµ, Pν ]] +
(
−4
9
+
1
3
log
M2
µ2
)
Uhlγ
ν [Pµ, [Pµ, Pν ]]Ulh
−1
8
(
i Uhlσ
µνγρ[Pµ, Pν ][Pρ, Ulh]− i[Pρ, Uhl]σµνγρ[Pµ, Pν ]Ulh
)}
=
cs
16pi2
1
M2
{
−1
3
[
i l¯f †f(D2 /D + /DD2)l + i ¯˜lff †(D2 /D + /DD2)l˜
]
+
2
9
[
(l¯f †fγν l)Dµ(g′BµνYh∗) + (
¯˜
lff †γν l˜)Dµ(g′BµνYh)
]
+
(16
9
− 4
3
log
M2
µ2
)
[
l¯f †fγνDµ
(
gW aµν
τa
2
+ g′BµνYl˜
)
l +
¯˜
lff †γνDµ
(
gW aµν
τa
2
+ g′BµνYl
)
l˜
]
+
1
2
[
i l¯f †fσµν
(
gW aµν
τa
2
+ g′BµνYl˜
)
/Dl
+i
¯˜
lff †σµν
(
gW aµν
τa
2
+ g′BµνYl
)
/Dl˜ + h.c.
]}
=
1
16pi2
1
M2
{
−1
3
i l¯f †f(D2 /D + /DD2)l
+
2
3
(5
3
− log M
2
µ2
)
g′(l¯f †fγν l)(DµBµν) +
2
3
(4
3
− log M
2
µ2
)
g(l¯f †fγντal)(DµW aµν)
+
1
4
[
ig′(l¯f †fσµν /Dl)Bµν + h.c.
]
+
1
4
[
ig′(l¯f †fσµντa /Dl)W aµν + h.c.
]}
, (4.58)
where we have denoted the sigma matrices by τa to avoid clash of notation. Note that the
form of [Pµ, Pν ] = igGµν depends on the propagator on which it is inserted, e.g. [Pµ, Pν ] =
igW aµν
τa
2 + ig
′BµνY and ig′BµνY for SU(2)L doublets and singlets, respectively. Also, we
see that terms involving l and l˜ contribute equally, yielding a factor of 2 which cancels
against cs = 12 in the last line of Eq. (4.58). Our results agree with those obtained in [23]
by Feynman diagram calculations.
5 Conclusions
Matching from an UV theory to a low-energy EFT via gauge-covariant functional methods,
as an alternative to Feynman diagrams, will continue to be both theoretically interesting
and practically useful. We are now at a stage where one-loop universal master formulas
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are available [4, 8] and have proven useful in the simplest cases (namely in the absence of
mixed heavy-light contributions, open covariant derivatives, etc.), while various proposals
exist [11–13] to deal with such additional structures that arise in practical applications. An
interesting question to explore at this point is whether ideas from these (or other similar)
proposals can be implemented as easily as existing universal master formulas, without
the need for additional functional manipulations which might make functional matching
methods less accessible.
To this end, we have introduced covariant diagrams as a tool to keep track of functional
matching calculations. They are easy to use, and provide physical intuition. Specifically,
we carried out a functional matching procedure that builds upon and extends the approach
of [13], from which a set of rules for associating terms in a CDE with one-loop diagrams was
derived — this was done, once and for all, in Sections 2 through 3.4. The rules are reminis-
cent of conventional Feynman rules, but with a crucial difference that only gauge-covariant
quantities are involved. The recipe summarized in Section 3.5 can be easily followed in
one-loop matching calculations, including those involving mixed heavy-light contributions,
open covariant derivatives and mixed statistics, which are not directly captured by existing
universal results. We presented many example calculations in Section 4, showing technical
details for the sake of pedagogy. They provide nontrivial tests of our covariant diagrams
formalism. As a byproduct, some universal results incorporating the additional structures
were obtained in the intermediate steps, which are also useful beyond the specific UV models
considered in this paper.
Compared with Feynman diagrammatic matching, our formalism inherits some key ad-
vantages of functional matching, namely gauge covariance in intermediate steps and the
possibility of obtaining universal results as discussed in the Introduction. In addition, com-
pared with recently-proposed functional matching approaches, our covariant diagrammatic
formulation has the following highlights:
• No additional functional manipulations (nor subtraction procedures) are needed. One
simply draws diagrams and reads off associated master integrals and operator struc-
tures, which is more intuitive conceptually.
• The step of collecting identical terms in a CDE is automatically achieved by associat-
ing a symmetry factor to each covariant diagram, which trivially follows from rotation
symmetry of the diagram.
• Loops with fermions are easily handled. As in the pure bosonic case, vertex insertion
rules are directly obtained from the quadratic pieces of the UV Lagrangian without
explicitly block-diagonalizing the quadratic operator.
An attractive direction to move forward in, as far as functional matching methods
are concerned, is trying to fully exploit their universality feature and derive more general
universal master formulas for one-loop matching. It is an intriguing possibility that as
many interesting UV theories as possible can be matched onto low-energy EFTs simply
by applying a few master formulas. In this regard, covariant diagrams provide a useful
tool to organize and simplify the calculations involved — we already saw in Section 4.1
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that they allow for a simpler derivation of existing universal results. Meanwhile, even in
the absence of complete universal results, one can already take advantage of covariant di-
agram techniques to facilitate one-loop matching calculations for specific UV models of
phenomenological interest, as we did in Sections 4.2 through 4.5. We also comment that
the algorithm of enumerating and computing covariant diagrams can in principle be auto-
mated, providing a useful and efficient alternative to automated Feynman diagrammatic
matching calculations. Besides, it is interesting to consider the possibility of extending
covariant diagram techniques beyond one loop for EFT matching, and more generally for
extracting UV information of a quantum field theory (including e.g. renormalization group
evolution [11]).
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A Master integrals
In this appendix, we discuss calculations of the master integrals and tabulate some of
them that are useful in practical applications of covariant diagrams. The master integrals
I[q2nc ]ninj ...nLij...0 are defined by Eq. (3.26), which we reproduce here for convenience,∫
ddq
(2pi)d
qµ1 · · · qµ2nc
(q2 −M2i )ni(q2 −M2j )nj · · · (q2)nL
≡ gµ1...µ2nc I[q2nc ]ninj ...nLij...0 , (A.1)
where gµ1...µ2nc is the completely symmetric tensor, e.g. gµνρσ = gµνgρσ + gµρgνσ + gµσgνρ.
We first observe that all nondegenerate master integrals, including mixed heavy-light ones
(those with nL > 0), can be reduced to degenerate ones by recursively applying
I[q2nc ]ninj ...nLij...0 =
1
∆2ij
(I[q2nc ]ni,nj−1,...nLij...0 − I[q2nc ]ni−1,nj ...nLij...0 ) , (A.2a)
I[q2nc ]ninj ...nLij...0 =
1
M2i
(I[q2nc ]ninj ...,nL−1ij...0 − I[q2nc ]ni−1,nj ...nLij...0 ) , (A.2b)
where ∆2ij ≡ M2i − M2j , and using the fact that I[q2nc ]nL0 = 0. As an example, we
encountered the master integral I[q2]22ij in the calculation of the universal coefficient f ij7
(see Eq. (4.3) and Table 5), which can be reduced as follows,
I[q2]22ij =
1
∆2ij
( I[q2]21ij − I[q2]12ij ) = 1(∆2ij)2 ( I[q2]2i − 2 I[q2]11ij + I[q2]2j)
=
1
(∆2ij)
2
( I[q2]2i + I[q2]2j)− 2(∆2ij)3 ( I[q2]1i − I[q2]1j) . (A.3)
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I˜[q2nc ]nii nc = 0 nc = 1 nc = 2 nc = 3
ni = 1 M
2
i
(
1− log M2i
µ2
) M4i
4
(
3
2 − log
M2i
µ2
) M6i
24
(
11
6 − log
M2i
µ2
) M8i
192
(
25
12 − log
M2i
µ2
)
ni = 2 − log M
2
i
µ2
M2i
2
(
1− log M2i
µ2
) M4i
8
(
3
2 − log
M2i
µ2
) M6i
48
(
11
6 − log
M2i
µ2
)
ni = 3 − 12M2i −
1
4 log
M2i
µ2
M2i
8
(
1− log M2i
µ2
) M4i
32
(
3
2 − log
M2i
µ2
)
ni = 4
1
6M4i
− 1
12M2i
− 124 log
M2i
µ2
M2i
48
(
1− log M2i
µ2
)
ni = 5 − 112M6i
1
48M4i
− 1
96M2i
− 1192 log
M2i
µ2
ni = 6
1
20M8i
− 1
120M6i
1
480M4i
− 1
960M2i
Table 7. Commonly-used degenerate master integrals I˜[q2nc ]nii ≡ I[q2nc ]nii / i16pi2 , with 2¯ = 2 −γ+
log 4pi dropped. All nondegenerate (including mixed heavy-light) master integrals can be reduced
to degenerate master integrals by Eq. (A.2).
We also note that a special case of Eq. (A.2a) which is useful in reducing the master integrals
appearing in Eq. (4.2) reads
I1...1i1...iN =
N∑
n=1
I1in∏
m6=n ∆
2
inim
. (A.4)
With the reduction formulas in Eq. (A.2) at hand, it is sufficient to tabulate the master
integrals of the form I[q2nc ]nii . A general formula for the latter is
I[q2nc ]nii =
i
16pi2
(−M2i )2+nc−ni 12nc(ni − 1)! Γ(

2 − 2− nc + ni)
Γ( 2)
(2
¯
− log M
2
i
µ2
)
, (A.5)
where 2¯ ≡ 2 − γ + log 4pi with  = 4 − d. It is understood that with the MS scheme, one
replaces 2¯ − log
M2i
µ2
by − log M2i
µ2
in the final result. We factor out the common prefactor,
I = i
16pi2
I˜, and list I˜[q2nc ]nii up to nc = 3 and ni = 6 in Table 7.
For convenience let us also tabulate the master integrals of the form I[q2nc ]ninLi0 en-
countered in Section 4. They can be obtained with either Eq. (A.2b) or a generalization of
Eq. (A.5),
I[q2nc ]ninLi0 =
i
16pi2
(−M2i )2+nc−ni−nL 12nc(ni − 1)! ·
Γ( 2 − 2− nc + ni + nL)
Γ( 2)
Γ(− 2 + 2 + nc − nL)
Γ(− 2 + 2 + nc)
(2
¯
− log M
2
i
µ2
)
. (A.6)
Pulling out the loop factor as before, I = i
16pi2
I˜, we list I˜[q2nc ]ninLi0 up to nc = 2 and
ni + nL = 6 in Table 8.
B Explicit expressions of universal coefficients
Here we give explicit expressions of the universal coefficients, namely coefficients of operator
traces in the UOLEA master formula Eq. (4.1) rederived in Section 4.1 (see Table 5), in
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I˜[q2nc ]ninLi0 nc = 0 nc = 1 nc = 2
(ni, nL) = (1, 1) 1− log M
2
i
µ2
M2i
4
(
3
2 − log
M2i
µ2
) M4i
24
(
11
6 − log
M2i
µ2
)
(ni, nL) = (2, 1) − 1M2i
1
4
(
1
2 − log
M2i
µ2
) M2i
12
(
4
3 − log
M2i
µ2
)
(ni, nL) = (1, 2)
1
M2i
(
1− log M2i
µ2
)
1
4
(
3
2 − log
M2i
µ2
) M2i
24
(
11
6 − log
M2i
µ2
)
(ni, nL) = (3, 1)
1
2M4i
− 1
8M2i
1
24
(
1
3 − log
M2i
µ2
)
(ni, nL) = (2, 2) − 1M4i (2− log
M2i
µ2
) − 1
4M2i
1
24
(
5
6 − log
M2i
µ2
)
(ni, nL) = (1, 3)
1
M4i
(
1− log M2i
µ2
)
1
4M2i
(
3
2 − log
M2i
µ2
)
1
24
(
11
6 − log
M2i
µ2
)
(ni, nL) = (4, 1) − 13M6i
1
24M4i
− 1
72M2i
(ni, nL) = (3, 2)
1
M6i
(
5
2 − log
M2i
µ2
)
1
8M4i
− 1
48M2i
(ni, nL) = (2, 3) − 2M6i
(
3
2 − log
M2i
µ2
) − 1
4M4i
(
5
2 − log
M2i
µ2
) − 1
24M2i
(ni, nL) = (1, 4)
1
M6i
(
1− log M2i
µ2
)
1
4M4i
(
3
2 − log
M2i
µ2
)
1
24M2i
(
11
6 − log
M2i
µ2
)
(ni, nL) = (5, 1)
1
4M8i
− 1
48M6i
1
288M4i
(ni, nL) = (4, 2) − 1M8i
(
17
6 − log
M2i
µ2
) − 1
12M6i
1
144M4i
(ni, nL) = (3, 3)
3
M8i
(
11
6 − log
M2i
µ2
)
1
4M6i
(
3− log M2i
µ2
)
1
48M4i
(ni, nL) = (2, 4) − 3M8i
(
4
3 − log
M2i
µ2
) − 1
2M6i
(
2− log M2i
µ2
) − 1
24M4i
(
17
6 − log
M2i
µ2
)
(ni, nL) = (1, 5)
1
M8i
(
1− log M2i
µ2
)
1
4M6i
(
3
2 − log
M2i
µ2
)
1
24M4i
(
11
6 − log
M2i
µ2
)
Table 8. Commonly-used mixed heavy-light master integrals with degenerate heavy particle masses
I˜[q2nc ]ninLi0 ≡ I[q2nc ]ninLi0 / i16pi2 , with 2¯ = 2 − γ + log 4pi dropped.
terms of heavy particle masses Mi, Mj , etc. In many cases, our expressions simplify those
originally derived in [8]. We define fN = i16pi2 f˜N as in [8], and list f˜N in the following:
f˜ i2 = M
2
i
(
1− log M
2
i
µ2
)
, (B.1)
f˜ i3 = −
1
12
log
M2i
µ2
, (B.2)
f˜ ij4 =
1
2
(
1−
M2i log
M2i
µ2
∆2ij
−
M2j log
M2j
µ2
∆2ji
)
, (B.3)
f˜ i5 = −
1
60M2i
, (B.4)
f˜ i6 = −
1
90M2i
, (B.5)
f˜ ij7 = −
M2i +M
2
j
4(∆2ij)
2
+
M2iM
2
j log
M2i
M2j
2(∆2ij)
3
, (B.6)
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f˜ ijk8 = −
1
3
(
M2i logM
2
i
∆2ij∆
2
ik
+
M2j logM
2
j
∆2ji∆
2
jk
+
M2k logM
2
k
∆2ki∆
2
kj
)
, (B.7)
f˜ i9 = −
1
12M2i
, (B.8)
f˜ ijkl10 = −
1
4
(
M2i logM
2
i
∆2ij∆
2
ik∆
2
il
+
M2j logM
2
j
∆2ji∆
2
jk∆
2
jl
+
M2k logM
2
k
∆2ki∆
2
kj∆
2
kl
+
M2l logM
2
l
∆2li∆
2
lj∆
2
lk
)
, (B.9)
f˜ ijk11 =
M2iM
2
j +M
2
iM
2
k +M
2
jM
2
k − 3M4k
2(∆2ik)
2(∆2jk)
2
+
M2iM
2
k logM
2
i
∆2ij(∆
2
ik)
3
+
M2jM
2
k logM
2
j
∆2ji(∆
2
jk)
3
+
[
M2iM
2
j (M
2
i +M
2
j − 3M2k ) +M6k
]
M2k logM
2
k
(∆2ki)
3(∆2kj)
3
, (B.10)
f˜ ij12 =
M4i + 10M
2
iM
2
j +M
4
j
12(∆2ij)
4
−
M2iM
2
j (M
2
i +M
2
j ) log
M2i
M2j
2(∆2ij)
5
, (B.11)
f˜ ij13 =
2M4i + 5M
2
iM
2
j −M4j
12M2i (∆
2
ij)
3
−
M2iM
2
j log
M2i
M2j
2(∆2ij)
4
(B.12)
f˜ ij14 = −
M4i + 10M
2
iM
2
j +M
4
j
6(∆2ij)
4
+
M2iM
2
j (M
2
i +M
2
j ) log
M2i
M2j
(∆2ij)
5
, (B.13)
f˜ ij15 =
2M4i + 11M
2
iM
2
j − 7M4j
18(∆2ij)
4
−
M2j (3M
4
i −M4j ) log M
2
i
M2j
6(∆2ij)
5
(B.14)
f˜ ijklm16 = −
1
5
(
M2i logM
2
i
∆2ij∆
2
ik∆
2
il∆
2
im
+
M2j logM
2
j
∆2ji∆
2
jk∆
2
jl∆
2
jm
+
M2k logM
2
k
∆2ki∆
2
kj∆
2
kl∆
2
km
+
M2l logM
2
l
∆2li∆
2
lj∆
2
lk∆
2
lm
+
M2m logM
2
m
∆2mi∆
2
mj∆
2
mk∆
2
ml
)
, (B.15)
f˜ ijkl17 = −
M2iM
2
jM
2
k + (M
2
iM
2
j +M
2
iM
2
k +M
2
jM
2
k )M
2
l − 3(M2i +M2j +M2k )M4l + 5M6l
2(∆2il)
2(∆2jl)
2(∆2kl)
2
+
M2iM
2
l logM
2
i
∆2ij∆
2
ik(∆
2
il)
3
+
M2jM
2
l logM
2
j
∆2ji∆
2
jk(∆
2
jl)
3
+
M2kM
2
l logM
2
k
∆2ki∆
2
kj(∆
2
kl)
3
+
M2l logM
2
l
(∆2li)
3(∆2lj)
3(∆2lk)
3
·[
(M2iM
2
jM
2
k +M
6
l )
(
M2iM
2
j +M
2
iM
2
k +M
2
jM
2
k − 3(M2i +M2j +M2k )M2l + 6M4l
)
+M6l (M
4
i +M
4
j +M
4
k − 3M4l )
]
,
(B.16)
f˜ ijkl18 =
1
4(∆2ik)
2(∆2jk)
2(∆2il)
2(∆2jl)
2[−M2iM2jM2k (M4i +M4j +M4k )−M2iM2jM2l (M4i +M4j +M4l )
−M2iM2kM2l (M4i +M4k +M4l )−M2jM2kM2l (M4j +M4k +M4l )
+2M2iM
2
j (M
2
i +M
2
j )(M
4
k +M
4
l ) + 2M
2
kM
2
l (M
4
i +M
4
j )(M
2
k +M
2
l )
+3M4iM
4
j (M
2
i +M
2
j ) + 3M
4
kM
4
l (M
2
k +M
2
l )
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+3M2iM
2
jM
2
kM
2
l (M
2
i +M
2
j +M
2
k +M
2
l )
−7M4iM4j (M2k +M2l )− 7M4kM4l (M2i +M2j )
]
+
[
M6i +M
2
kM
2
l (M
2
k +M
2
l − 3M2i )
]
M2i logM
2
i
2∆2ij(∆
2
ik)
3(∆2il)
3
+
[
M6j +M
2
kM
2
l (M
2
k +M
2
l − 3M2j )
]
M2j logM
2
j
2∆2ji(∆
2
jk)
3(∆2jl)
3
+
[
M6k +M
2
iM
2
j (M
2
i +M
2
j − 3M2k )
]
M2k logM
2
k
2∆2kl(∆
2
ki)
3(∆2kj)
3
+
[
M6l +M
2
iM
2
j (M
2
i +M
2
j − 3M2l )
]
M2l logM
2
l
2∆2lk(∆
2
li)
3(∆2lj)
3
,
(B.17)
f˜ ijklmn19 = −
1
6
(
M2i logM
2
i
∆2ij∆
2
ik∆
2
il∆
2
im∆
2
in
+
M2j logM
2
j
∆2ji∆
2
jk∆
2
jl∆
2
jm∆
2
jn
+
M2k logM
2
k
∆2ki∆
2
kj∆
2
kl∆
2
km∆
2
kn
+
M2l logM
2
l
∆2li∆
2
lj∆
2
lk∆
2
lm∆
2
ln
+
M2m logM
2
m
∆2mi∆
2
mj∆
2
mk∆
2
ml∆
2
mn
+
M2n logM
2
n
∆2ni∆
2
nj∆
2
nk∆
2
nl∆
2
nm
)
.
(B.18)
As in the previous appendix, we have used the shorthand notation ∆2ij ≡M2i −M2j , etc.
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