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Abstract
The present paper is a continuation of our recent paper [5]. We will consider the following Cauchy problem
for semi-linear structurally damped σ-evolution models:
utt + (−∆)σu+ µ(−∆)δut = f(u, ut), u(0, x) = u0(x), kut(0, x) = u1(x)
with σ ≥ 1, µ > 0 and δ ∈ (σ2 , σ]. Our aim is to study two main models including σ-evolution models
with structural damping δ ∈ (σ2 , σ) and those with visco-elastic damping δ = σ. Here the function f(u, ut)
stands for power nonlinearities |u|p and |ut|p with a given number p > 1. We are interested in investigating
the global (in time) existence of small data Sobolev solutions to the above semi-linear model from suitable
function spaces basing on Lq space by assuming additional Lm regularity for the initial data, with q ∈ (1,∞)
and m ∈ [1, q).
Keywords: structural damped σ-evolution equations, visco-elastic equations, σ-evolution like models,
oscillating integrals, global existence, Gevrey smoothing
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1. Introduction
In the present paper, we study the following two Cauchy problems:
utt + (−∆)σu+ µ(−∆)δut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x), (1)
and
utt + (−∆)σu+ µ(−∆)δut = |ut|p, u(0, x) = u0(x), ut(0, x) = u1(x) (2)
with σ ≥ 1, µ > 0 and δ ∈ (σ2 , σ]. The corresponding linear model with vanishing right-hand side is
utt + (−∆)σu+ µ(−∆)δut = 0, u(0, x) = u0(x), ut(0, x) = u1(x). (3)
A lot of papers (see, for example, [1, 4, 18]) focused on studying the special case σ = 1 in (3) with δ ∈ (0, 1],
that is, the model
utt −∆u+ µ(−∆)δut = 0, u(0, x) = u0(x), ut(0, x) = u1(x). (4)
More in detail, in the case δ ∈ (0, 1) in [18] the authors studied L1 estimates for oscillating integrals to
conclude Lp − Lq estimates not necessarily on the conjugate line for solutions to (4). In the case of semi-
linear structurally damped wave models (1) with σ = 1 and δ ∈ (0, 1] (see [4]), the authors proved the global
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(in time) existence of small data solutions in low space dimensions by using classical energy estimates.
In particular, they proposed to distinguish between “parabolic like models” δ ∈ (0, 12 ) (see also [16]) and
“hyperbolic like models” δ ∈ (12 , 1) (see also [8]) from the point of decay estimates. Moreover, in [1] some
global (in time) existence results for small data solutions were presented for “parabolic like models” related to
(1) with σ = 1 and δ ∈ (0, 12 ). More general, if we interested in studying (1) and (2) with δ ∈ [0, σ2 ], then we
want to mention the paper [2] as another approach to obtain sharp Lp−Lq estimates with 1 < p ≤ q <∞ for
the solutions to the linear model (3). In detail, here the authors found an explicit way to get these estimates
by using the Mikhlin-Ho¨rmander multiplier theorem (see, for instance, [14, 22]) for kernels localized at high
frequencies. Then, there appeared some Lq estimates for the solutions and some of their derivatives, with
q ∈ (1,∞), to prove the global (in time) existence of small data solutions to the semi-linear models (1) and
(2). In order to look for these results two different strategies were used due to the lack of L1−L1 estimates
for solutions to (3). They took account of additional L1 ∩ L∞ regularity and additional Lη ∩ Lq¯ regularity
for any small η and large q¯, respectively, in the first case with δ = σ2 and in the second case with δ ∈ (0, σ2 ).
Recently, in [3] the use of L2 − L2 estimates for solutions to (3) by assuming additional L1 regularity for
the data was investigated to study semi-linear σ-evolution models (1) and (2) with δ = σ2 .
Moreover, another interesting model related to (4) is that with visco-elastic damping δ = 1 (or strong
damping, see also [10, 11]). It was considered in detail in [25]. The author obtained a potential decay
estimate for solutions localized to low frequencies, whereas the high frequency part decays exponentially
under the requirement of a suitable regularity for the data by application of the Marcinkiewicz theorem
(see, for example, [13, 27]) to related Fourier multipliers. The case of semi-linear visco-elastic damped wave
models (1) and (2) with σ = δ = 1 was studied in several recent papers such as [4] and [20]. In [6] the authors
mentioned some different interesting models related to (4), namely those with σ = δ = 2, well-known as
the visco-elastic damped plate models. Some decay estimates of the energy and qualitative properties of
solutions as well were studied.
The present paper is a continuation of our recent paper [5], in which the global (in time) existence of
small data Sobolev solutions by mixing of additional Lm regularity for the data on the basis of Lq − Lq
estimates, with 1 ≤ m < q < ∞, is proved to the semi-linear models (1) and (2). Here we remark that the
properties of the solutions to (1) and (2) change completely from (0, σ2 ) to (
σ
2 , σ]. In particular, we want to
distinguish between “parabolic like models” (δ ∈ [0, σ2 )) (see [5]) and “σ-evolution like models” (δ ∈ (σ2 , σ])
according to expected decay estimates. To do this, the first step of the present paper is to develop some L1
estimates relying on several techniques from [18] for oscillating integrals in the presentation of solutions to
(3) by using theory of modified Bessel functions. It is also reasonable to apply Faa` di Bruno’s formula (see,
for instance, [17, 23]) since the connection to Fourier multipliers appearing for wave models used in [18] fails
to σ-evolution models for σ > 1 (infinite speed of propagation of perturbations in the latter case). Then, we
derive Lp −Lq estimates not necessarily on the conjugate line for the solutions to (3), with 1 ≤ p ≤ q ≤ ∞,
in the case of structural damping δ ∈ (σ2 , σ). In the second step of this paper, we obtain Lq −Lq estimates,
with 1 ≤ q ≤ ∞, for the solutions to (3) by assuming suitable regularity for the data and applying the
Mikhlin-Ho¨rmander multiplier theorem for high frequencies in the remaining case of visco-elastic damping
δ = σ, for any σ ≥ 1. Finally, having Lq − Lq estimates by assuming additional Lm regularity for the data
and some developed tools from Harmonic Analysis in [21] (see also [4, 9, 17]) play a fundamental role to
prove our global (in time) existence results.
The organization of this paper is as follows:
In Section 2, we state the main results for the global (in time) existence of small data Sobolev solutions to
(1) and (2). We present estimates for the solutions to (3) in Section 3. In particular, we provide estimates
for solutions in the case of structural damping δ ∈ (σ2 , σ) in Section 3.1 including the proof of L1 estimates,
L∞ estimates and Lr estimates as well. Section 3.2 is devoted to derive estimates of solutions in the case
of visco-elastic damping δ = σ. Then, in Section 3.3 we state Lq −Lq estimates by assuming additional Lm
regularity for the data with q ∈ (1,∞) and m ∈ [1, q). Then, we prove our global (in time) existence results
to (1) and (2) in Section 4. Finally, in Section 5 we state some concluding remarks and open problems.
Throughout the present paper, we use the following notations.
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Notation 1. We write f . g when there exists a constant C > 0 such that f ≤ Cg, and f ≈ g when
g . f . g.
Notation 2. We denote [s]+ := max{s, 0} as the positive part of s ∈ R, and ⌈s⌉ := min{k ∈ Z : k ≥ s}.
Notation 3. The spaces Ha,q and H˙a,q, with a ≥ 0 and q > 1, denote Bessel and Riesz potential spaces
based on Lq. As usual,
〈
D
〉a
and |D|a stand for the pseudo-differential operators with symbols 〈ξ〉a and
|ξ|a, respectively.
Notation 4. We introduce the space Asm,q :=
(
Lm ∩Hs,q)× (Lm ∩H [s−2δ]+,q) with the norm
‖(u0, u1)‖Asm,q := ‖u0‖Lm + ‖u0‖Hs,q + ‖u1‖Lm + ‖u1‖H[s−2δ]+,q , for s ≥ 0.
Notation 5. We fix the constants κ1 := 1+(1+[
n
2 ])(1− σ2δ )
(
1+ 1
q
− 1
m
)
and κ2 := (2+[
n
2 ])(1− σ2δ )
(
1+ 1
q
− 1
m
)
.
2. Main results
In the first case, we obtain solutions to (1) from energy space on the base of the space Lq.
Theorem 2.1. Let q ∈ (1,∞) be a fixed constant and m ∈ [1, q) in (1). We assume the condition
p > 1 +
max{2mδ(1 + κ1), n− mq n+ 2mδ}
n− 2mδκ1 . (5)
Moreover, we suppose the following conditions:
p ∈
[ q
m
,∞
)
if n ≤ 2qδ, or p ∈
[ q
m
,
n
n− 2qδ
]
if n ∈
(
2qδ,
2q2δ
q −m
]
. (6)
Then, there exists a constant ε > 0 such that for any small data
(u0, u1) ∈ A2δm,q satisfying the assumption ‖(u0, u1)‖A2δm,q ≤ ε,
we have a uniquely determined global (in time) small data energy solution (on the base of Lq)
u ∈ C([0,∞), H2δ,q) ∩ C1([0,∞), Lq)
to (1). The following estimates hold:∥∥u(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)‖(u0, u1)‖A2δm,q , (7)∥∥|D|σu(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− σ2δ ‖(u0, u1)‖A2δm,q , (8)∥∥ut(t, ·)∥∥Lq . (1 + t)(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖(u0, u1)‖A2δm,q , (9)∥∥|D|2δu(t, ·)∥∥
Lq
. (1 + t)(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)‖(u0, u1)‖A2δm,q , (10)
where 1 + 1
q
= 1
r
+ 1
m
.
In the second case, we obtain Sobolev solutions to (1).
Theorem 2.2. Let q ∈ (1,∞) be a fixed constant, m ∈ [1, q) in (1) and 0 < s < 2δ. We assume the
condition
p > 1 +
max{2mδ(1 + κ1), n− mq n+ms}
n− 2mδκ1 . (11)
Moreover, we suppose the following conditions:
p ∈
[ q
m
,∞
)
if n ≤ qs, or p ∈
[ q
m
,
n
n− qs
]
if n ∈
(
qs,
q2s
q −m
]
. (12)
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Then, there exists a constant ε > 0 such that for any small data
(u0, u1) ∈ Asm,q satisfying the assumption ‖(u0, u1)‖Asm,q ≤ ε,
we have a uniquely determined global (in time) small data Sobolev solution
u ∈ C([0,∞), Hs,q)
to (1). The following estimates hold:∥∥u(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)‖(u0, u1)‖Asm,q , (13)∥∥|D|su(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s2δ ‖(u0, u1)‖Asm,q , (14)
where 1 + 1
q
= 1
r
+ 1
m
.
Remark 2.1. We want to underline that due to the flexibility of parameter q ∈ (1,∞), we really get a
result for arbitrarily small positive s in Theorem 2.2. In particular, if we take any small positve s = ε, then
we also choose for example a sufficiently large q = 1
ε2
in order to guarantee the existence of both the space
dimension n and the exponent p satisfying the required conditions in Theorem 2.2.
In the third case, we obtain solutions to (1) belonging to the energy space (on the base of Lq) with a
suitable higher regularity.
Theorem 2.3. Let q ∈ (1,∞) be a fixed constant, m ∈ [1, q) in (1) and 2δ < s ≤ 2δ + n
q
. We assume the
exponent p > 1 + ⌈s− 2δ⌉ satisfying the condition
p > 1 +
max{2mδ(1 + κ1), n− mq n+ms}
n− 2mδκ1 . (15)
Moreover, we suppose the following conditions:
p ∈
[ q
m
,∞
)
if n ≤ qs, or p ∈
[ q
m
, 1 +
2qδ
n− qs
]
if
(
qs, qs+
2mqδ
q −m
]
. (16)
Then, there exists a constant ε > 0 such that for any small data
(u0, u1) ∈ Asm,q satisfying the assumption ‖(u0, u1)‖Asm,q ≤ ε,
we have a uniquely determined global (in time) small data energy solution
u ∈ C([0,∞), Hs,q) ∩C1([0,∞), Hs−2δ,q)
to (1). The following estimates hold:
‖u(t, ·)‖Lq . (1 + t)1+(1+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖(u0, u1)‖Asm,q , (17)∥∥|D|su(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s2δ ‖(u0, u1)‖Asm,q , (18)
‖ut(t, ·)‖Lq . (1 + t)(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖(u0, u1)‖Asm,q , (19)∥∥|D|s−2δut(t, ·)∥∥Lq . (1 + t)1+(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− s2δ ‖(u0, u1)‖Asm,q , (20)
where 1 + 1
q
= 1
r
+ 1
m
.
Remark 2.2. Let us explain the conditions for p and n in Theorems 2.1 to 2.3. The conditions (5), (11) and
(15) imply the same decay estimates for the solutions to (1) as for the solutions to the corresponding linear
Cauchy problem (3). Hence, we can say that the nonlinearity is interpreted as a small perturbation. The
other conditions (6) and (12) come into play after we apply fractional Gargliardo-Nirenberg inequality. In
addition, the upper bound for n arises from the corresponding set of admissible parameters p to guarantee
that this range is non-empty. Employing fractional chain rule leads to the condition p > 1 + ⌈s − 2δ⌉ in
Theorem 2.3. Eventually, the condition (16) appears as an interplay between fractional Gargliardo-Nirenberg
inequality and fractional chain rule.
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Finally, we obtain high regular solutions to (1) by using the fractional Sobolev embedding.
Theorem 2.4. Let s > 2δ + n
q
. Let q ∈ (1,∞) be a fixed constant and m ∈ [1, q) in (1). We assume that
the exponent p > 1 + s− 2δ satisfies the condition
p > 1 +
max{2mδ(1 + κ1), n− mq n+ms}
n− 2mδκ1 . (21)
Moreover, we suppose the following conditions:
p ∈
[ q
m
,∞
)
and n > 2mδκ1. (22)
Then, there exists a constant ε > 0 such that for any small data
(u0, u1) ∈ Asm,q satisfying the assumption ‖(u0, u1)‖Asm,q ≤ ε,
we have a uniquely determined global (in time) small data energy solution
u ∈ C([0,∞), Hs,q) ∩C1([0,∞), Hs−2δ,q)
to (1). Moreover, the estimates (17) to (20) hold.
Finally, we obtain large regular solutions to (2) by using the fractional Sobolev embedding.
Theorem 2.5. Let s > 2δ + n
q
. Let q ∈ (1,∞) be a fixed constant and m ∈ [1, q) in (2). We assume that
the exponent p > 1 + s− 2δ satisfies the condition
p > 1 +
max{2mδ(1 + κ2), n− mq n+m(s− σ)}
n− 2mδκ2 . (23)
Moreover, we suppose the following conditions:
p ∈
[ q
m
,∞
)
and n > 2mδκ2. (24)
Then, there exists a constant ε > 0 such that for any small data
(u0, u1) ∈ Asm,q satisfying the assumption ‖(u0, u1)‖Asm,q ≤ ε,
we have a uniquely determined global (in time) small data energy solution
u ∈ C([0,∞), Hs,q) ∩C1([0,∞), Hs−2δ,q)
to (2). Moreover, the estimates (17) to (20) hold.
Remark 2.3. Let us turn to interpret the conditions for p and n in Theorems 2.4 and 2.5. Since we want to
use fractional powers, the condition p > 1+s−2δ is necessary. Moreover, the conditions (21) and (23) bring
the same decay estimates for the solutions, respectively, to (1) and (2) as for solutions to the corresponding
Cauchy problem (3). Hence, the nonlinearity can be considered as a small perturbation. Finally, the
remaining conditions (22) and (24) come from applying fractional Gargliardo-Nirenberg inequality and
fractional Sobolev embedding.
Remark 2.4. In comparison with all the theorems in our previous paper [5], we want to underline that the
solutions from all the above theorems have no loss of regularity (see also [2, 15, 19]) with respect to the initial
data. Loss of regularity of the solutions appearing in [5] is due to the singular behavior of time-dependent
coefficients in the estimates of solutions to the linear models localized to high frequencies as t −→ +0 with
δ ∈ (0, σ2 ). Meanwhile, this phenomenon does not appear in the case δ ∈ (σ2 , σ] (see later, Proposition 3.9).
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Remark 2.5. Let us compare our results with some known results from [4]. By choosing σ = 1, q = 2 and
m = 1 we see that, on the one hand, the admissible exponents p in the cited paper are somehow better than
those in Theorem 2.1 for low space dimensions. On the other hand, we want to underline that Theorem 2.1
allows some flexibility for both p and n because of the flexible choice of parameters σ, δ, q and m (see also
some of the examples below).
Example 2.1. In the following examples, we choose m = 1, q = 4, σ = 95 , δ = 1 and n = 4:
• Using Theorem 2.1 we obtain p ∈ [4,∞).
• If s = 32 , then using Theorem 2.2 we obtain p ∈ [4,∞).
• If s = 52 , then using Theorem 2.3 we obtain p ∈ [4,∞).
• If s = 72 , then using Theorem 2.4 we obtain p ∈
(
167
37 ,∞
)
.
• If s = 4, then using Theorem 2.5 we obtain p ∈ [4,∞).
Example 2.2. In the following examples, we choose m = 1, q = 4, σ = δ = 1110 and n = 5:
• Using Theorem 2.1 we obtain p ∈ ( 31779 ,∞).
• If s = 2, then using Theorem 2.2 we obtain p ∈ [4,∞).
• If s = 52 , then using Theorem 2.3 we obtain p ∈
(
329
79 ,∞
)
.
• If s = 72 , then using Theorem 2.4 we obtain p ∈
(
369
79 ,∞
)
.
• If s = 4, then using Theorem 2.5 we obtain p ∈ [4,∞).
3. Decay estimates for solutions to linear Cauchy problems
The goal of this section is to obtain decay estimates for the solution and some its derivatives to (3).
These estimates play an essential role to prove the global (in time) existence results to (1) and (2) in the
next section. First, using partial Fourier transformation to (3) leads to the following Cauchy problem for
v(t, ξ) := Fx→ξ
(
u(t, x)
)
, v0(ξ) := Fx→ξ
(
u0(x)
)
and v1(ξ) := Fx→ξ
(
u1(x)
)
vtt + µ|ξ|2δvt + |ξ|2σv = 0, v(0, ξ) = v0(ξ), vt(0, ξ) = v1(ξ). (25)
Without loss of generality we can choose µ = 1 in (25). The characteristic roots are
λ1,2 = λ1,2(ξ) =
1
2
(
− |ξ|2δ ±
√
|ξ|4δ − 4|ξ|2σ
)
.
The solution to (25) can be written as follows:
v(t, ξ) =
λ1e
λ2t − λ2eλ1t
λ1 − λ2 v0(ξ) +
eλ1t − eλ2t
λ1 − λ2 v1(ξ) =: Kˆ0(t, ξ)v0(ξ) + Kˆ1(t, ξ)v1(ξ). (26)
Here we assume λ1 6= λ2. Taking account of the cases of small and large frequencies separately, we get
1. λ1,2 ∼ −|ξ|2δ ± i|ξ|σ, λ1 − λ2 ∼ i|ξ|σ for small |ξ|, (27)
2. λ1 ∼ −|ξ|2(σ−δ), λ2 ∼ −|ξ|2δ, λ1 − λ2 ∼ |ξ|2δ for large |ξ|. (28)
We now decompose the solution to (3) into two parts localized separately at low and high frequencies, that
is,
u(t, x) = uχ(t, x) + u1−χ(t, x),
where
uχ(t, x) = F
−1
(
χ(|ξ|)v(t, ξ)) and u1−χ(t, x) = F−1((1− χ(|ξ|))v(t, ξ)),
with a smooth cut-off function χ = χ(|ξ|) equal to 1 for small |ξ| and vanishing for large |ξ|.
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3.1. Estimates for oscillating integrals in the case of structural damping: δ ∈ (σ2 , σ)
3.1.1. L1 estimates for small frequencies
Proposition 3.1. The following estimates hold in Rn for any n ≥ 1:
∥∥F−1(|ξ|aKˆ0χ(|ξ|))(t, ·)∥∥L1 .
{
1 for t ∈ (0, 1],
t(2+[
n
2 ])(1−
σ
2δ )−
a
2δ for t ∈ [1,∞),
∥∥F−1(|ξ|aKˆ1χ(|ξ|))(t, ·)∥∥L1 .
{
t for t ∈ (0, 1],
t1+(1+[
n
2 ])(1−
σ
2δ )−
a
2δ for t ∈ [1,∞),
for any non-negative number a.
To derive the desired estimates for the norm of the Fourier multipliers localized to small frequencies, we
write
|ξ|aKˆ0(t, ξ) = e− 12 |ξ|
2δt|ξ|a cos
(
|ξ|σ
√
1− 1
4
|ξ|4δ−2σt
)
+ e−
1
2 |ξ|
2δt|ξ|a+2δ
sin
(|ξ|σ√1− 14 |ξ|4δ−2σt)
2|ξ|σ
√
1− 14 |ξ|4δ−2σ
, (29)
and
|ξ|aKˆ1(t, ξ) = e− 12 |ξ|
2δt|ξ|a
sin
(|ξ|σ√1− 14 |ξ|4δ−2σt)
|ξ|σ
√
1− 14 |ξ|4δ−2σ
. (30)
For this reason, we will split our proof into two steps. In the first step we derive L1 estimates for the
following oscillating integrals:
F−1
(
e−c1|ξ|
2δt|ξ|2β sin(c2|ξ|
σt)
|ξ|σ χ(|ξ|)
)
(t, ·),
and
F−1
(
e−c1|ξ|
2δt|ξ|2β cos(c2|ξ|σt)χ(|ξ|)
)
(t, ·),
where β ≥ 0, c1 is a positive constant and c2 6= 0 is a real constant. Then, in the second step we estimate
the following more structured oscillating integrals:
F−1
(
e−c1|ξ|
2δt|ξ|2β sin
(
c2|ξ|σf(|ξ|)t
)
|ξ|σf(|ξ|) χ(|ξ|)
)
(t, ·),
and
F−1
(
e−c1|ξ|
2δt|ξ|2β cos (c2|ξ|σf(|ξ|)t)χ(|ξ|))(t, ·),
where
f(|ξ|) =
√
1− 1
4
|ξ|4δ−2σ .
Lemma 3.1. The following estimate holds in Rn for any n ≥ 1:
∥∥∥F−1(e−c1|ξ|2δt|ξ|2β sin(c2|ξ|σt)|ξ|σ χ(|ξ|)
)
(t, ·)
∥∥∥
L1
.
{
t for t ∈ (0, 1],
t(2+[
n
2 ])(1−
σ
2δ )+
σ−2β
2δ for t ∈ [1,∞),
with β ≥ 0. Here c1 is a positive and c2 6= 0 is a real constant.
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Proof. We follow ideas from the proofs to Proposition 4 in [18] and Lemma 3.1 in [5]. Many steps in our
proof are similar to the proofs of these results. Hence, it is reasonable to present only the steps which are
different. Let us divide the proof into two cases: t ∈ (0, 1] and t ∈ [1,∞). First, in order to treat the first
case t ∈ (0, 1], we localize to small |x| ≤ 1. Then, we derive immediately for small values of |ξ| the estimate∥∥∥F−1(e−c1|ξ|2δt|ξ|2β−σ sin(c2|ξ|σt)χ(|ξ|))(t, ·)∥∥∥
L1(|x|≤1)
. t. (31)
For this reason we assume now |x| ≥ 1. We introduce the function
I = I(t, x) := F−1
(
e−c1|ξ|
2δt|ξ|2β−σ sin(c2|ξ|σt)χ(|ξ|)
)
(t, x).
Because the functions in the parenthesis are radial symmetric with respect to ξ, the inverse Fourier transform
is radial symmetric with respect to x, too. Applying modified Bessel functions leads to
I(t, x) = c
∫ ∞
0
e−c1r
2δtr2β−σ sin(c2r
σt)χ(r)rn−1J˜n
2
−1(r|x|) dr. (32)
Let us consider odd spatial dimension n = 2m+1,m ≥ 1. We introduce the vector field Xf(r) := d
dr
(
1
r
f(r)
)
as in the proof of Proposition 4 in [18]. Then carrying out m+ 1 steps of partial integration we have
I(t, x) = − c|x|n
∫ ∞
0
∂r
(
Xm
(
e−c1r
2δt sin(c2r
σt)χ(r)r2β−σ+2m
))
sin(r|x|) dr. (33)
A standard calculation leads to the following presentation of the right-hand side of (33):
I(t, x) =
m∑
j=0
j+1∑
k=0
cjk
|x|n
∫ ∞
0
∂j+1−kr e
−c1r
2δt∂kr
(
sin(c2r
σt)χ(r)
)
r2β−σ+j sin(r|x|) dr
+
m∑
j=0
j∑
k=0
cjk
|x|n
∫ ∞
0
∂j−kr e
−c1r
2δt∂k+1r
(
sin(c2r
σt)χ(r)
)
r2β−σ+j sin(r|x|) dr
+
m∑
j=1
j∑
k=0
cjk
|x|n
∫ ∞
0
∂j−kr e
−c1r
2δt∂kr
(
sin(c2r
σt)χ(r)
)
r2β−σ+j−1 sin(r|x|) dr
with some constants cjk. Now, we control the integrals
Ij,k(t, x) :=
∫ ∞
0
∂j+1−kr e
−c1r
2δt∂kr
(
sin(c2r
σt)χ(r)
)
r2β−σ+j sin(r|x|) dr. (34)
Because of small values of r, we notice that the following estimates hold on the support of χ and on the
support of its derivatives:
∣∣∂lre−c1r2δt∣∣ .
{
1 if l = 0,
r2δ−lt if l = 1, · · · ,m,∣∣∂lr( sin(c2rσt)χ(r))∣∣ . rσ−lt for all l = 0, · · · ,m.
As a result, we obtain for small r, j = 0, · · · ,m and k = 0, · · · , j∣∣∂j+1−kr e−c1r2δt∂kr ( sin(c2rσt)χ(r))r2β−σ+j ∣∣ . r2δ+2β−1t2
on the support of χ and on the support of its derivatives. We divide the integral (34) into two parts to
derive on the one hand∣∣∣ ∫ pi2|x|
0
∂j+1−kr e
−c1r
2δt∂kr
(
sin(c2r
σt)χ(r)
)
r2β−σ+j sin(r|x|) dr
∣∣∣ . t2|x|2δ . (35)
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On the other hand, we can carry out one more step of partial integration in estimating the remaining integral
as follows: ∣∣∣ ∫ ∞
pi
2|x|
∂j+1−kr e
−c1r
2δt∂kr
(
sin(c2r
σt)χ(r)
)
r2β−σ+j sin(r|x|) dr
∣∣∣
.
1
|x|
∣∣∣∂j+1−kr e−c1r2δt∂kr ( sin(c2rσt)χ(r))r2β−σ+j cos(r|x|)∣∣∣∞
r= pi2|x|
+
1
|x|
∫ ∞
pi
2|x|
∣∣∣∂r(∂j+1−kr e−c1r2δt∂kr ( sin(c2rσt)χ(r))r2β−σ+j) cos(r|x|)∣∣∣ dr . t2|x| , (36)
since δ + 2β > σ ≥ 1. Here we also note that for all j = 0, · · · ,m and k = 0, · · · , j we have∣∣∣∂r(∂j+1−kr e−c1r2δt∂kr ( sin(c2rσt)χ(r))r2β−σ+j)∣∣∣ . r2δ+2β−2t2.
Hence, from (33) to (36) we have produced terms |x|−(n+2δ) and |x|−(n+1) which guarantee the L1 property
in x to prove that for all t ∈ (0, 1] and n = 2m+ 1 the following estimate holds:
∥∥F−1(e−c1|ξ|2δt|ξ|2β−σ sin(c2|ξ|σt)χ(|ξ|))(t, ·)∥∥L1(|x|≥1) . t2. (37)
Let us consider even spatial dimension n = 2m, m ≥ 1, in the first case t ∈ (0, 1]. Then, applying the first
rule of modified Bessel functions for µ = 1 and the fifth rule for µ = 0, and repeating the above calculations
as we did to get (37) we can conclude the following estimate:
∥∥F−1(e−c1|ξ|2δt|ξ|2β−σ sin(c2|ξ|σt)χ(|ξ|))(t, ·)∥∥L1(|x|≥1) . t2, for n = 2m, m ≥ 1. (38)
Let us turn to the second case t ∈ [1,∞). Then, by the change of variables ξ = t− 12δ η as we did in the proof
of the case t ∈ (0, 1] to Lemma 3.1 in [5] we will follow the steps of the proof of this lemma to conclude the
following estimates:
∥∥F−1(e−c1|ξ|2δt|ξ|2β−σ sin(c2|ξ|σt)χ(|ξ|))(t, ·)∥∥L1(|x|≤1) . t1− βδ , (39)
and
∥∥F−1(e−c1|ξ|2δt|ξ|2β−σ sin(c2|ξ|σt)χ(|ξ|))(t, ·)∥∥L1(|x|≥1) .
{
t(m+2)(1−
σ
2δ )+
σ−2β
2δ if n = 2m+ 1,
t(m+1)(1−
σ
2δ )+
σ−2β
2δ if n = 2m.
(40)
Here we also note that |ξ| ∈ (0, 1], that is, r ∈ (0, t 12δ ] and rt− 12δ ≤ 1 which are useful in our proof.
Summarizing, from (31) and (37) to (40) the statements of Lemma 3.1 are proved.
Remark 3.1. Let us explain the result for the case n = 1. We explained the proofs to Lemma 3.1 for
n ≥ 2 only. However, in the case n = 1 we only carry out partial integration with no need of the support
of the vector field Xf(r) as we did in (33). Then, following the steps of our considerations for odd spatial
dimensions we may conclude that the statements of this lemma also hold for n = 1.
Following the proof of Lemma 3.1 we may prove the following L1 estimate, too.
Lemma 3.2. The following estimate holds in Rn for any n ≥ 1:
∥∥∥F−1(e−c1|ξ|2δt|ξ|2β cos(c2|ξ|σt)χ(|ξ|))(t, ·)∥∥∥
L1
.
{
1 for t ∈ (0, 1],
t(2+[
n
2 ])(1−
σ
2δ )−
β
δ for t ∈ [1,∞),
with β ≥ 0. Here c1 is a positive and c2 6= 0 is a real constant.
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Finally, we consider oscillating integrals with more complicated oscillations in the integrand. We are going
to prove the following result.
Lemma 3.3. The following estimate holds in Rn for any n ≥ 1:
∥∥∥F−1(e−c1|ξ|2δt|ξ|2β sin(c2|ξ|σf(|ξ|)t)|ξ|σf(|ξ|) χ(|ξ|)
)
(t, ·)
∥∥∥
L1
.
{
t for t ∈ (0, 1],
t(2+[
n
2 ])(1−
σ
2δ )+
σ−2β
2δ for t ∈ [1,∞),
where
f(|ξ|) =
√
1− 1
4
|ξ|4δ−2σ
and β ≥ 0. Here c1 is a positive and c2 6= 0 is a real constant.
Proof. We will follow the proof of Lemma 3.3 in [5]. Hence, it is reasonable to present only the steps which
are different. Then, we shall repeat some of the arguments as we did in the proof to Lemma 3.1 to conclude
the desired estimates.
First, let us consider |x| ≥ 1 and t ∈ (0, 1]. To obtain the first desired estimates in both cases of odd spatial
dimensions n = 2m+ 1 and even spatial dimensions n = 2m with m ≥ 1, we assert the following estimates
on the support of χ(r) and on the support of its derivatives:
∣∣∣∂kt (sin
(
c2r
σf(r)t
)
f(r)
χ(r)
)∣∣∣ . rσ−kt for all k = 1, · · · ,m,
where
f(r) =
√
1− 1
4
r4δ−2σ .
Here Faa` di Bruno’s formula comes into play for all our estimates. We split the proof of the above estimate
into several sub-steps as follows:
Step 1: Applying Proposition 5.9 with h(s) =
√
s and g(r) = 1− 14r2(2δ−σ) we have
∣∣∂kr f(r)∣∣ . ∣∣∣ ∑
1·m1+···+k·mk=k,mi≥0
g(r)
1
2−(m1+···+mk)
k∏
j=1
(
− 1
4
r2(2δ−σ)−j
)mj ∣∣∣
.
∑
1·m1+···+k·mk=k,mi≥0
r2(2δ−σ)(m1+···+mk)−k . r−k
(
since
3
4
≤ g(r) ≤ 1 for r ≤ 1
)
.
In the same way we derive ∣∣∣∂kr( 1f(r)
)∣∣∣ . r−k for k = 1, · · · ,m. (41)
Step 2: Applying Proposition 5.9 with h(s) = sin(c2 s) and g(r) = r
σf(r)t we get
∣∣∂kr sin (c2rσf(r)t)∣∣ . ∣∣∣ ∑
1·m1+···+k·mk=k,mi≥0
sin
(
c2r
σf(r)t
)(m1+···+mk) k∏
j=1
(
∂jr
(
rσf(r)t
))mj ∣∣∣
.
∣∣∣ ∑
1·m1+···+k·mk=k,mi≥0
k∏
j=1
(
t
j∑
l=0
Cljr
σ−j+lf(r)(l)
)mj ∣∣∣
.
∑
1·m1+···+k·mk=k,mi≥0
k∏
j=1
(t rσ−j)mj .
∑
1·m1+···+k·mk=k,mi≥0
r−k(t rσ)m1+···+mk . rσ−kt. (42)
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Therefore, from (41) and (42) using the product rule for higher derivatives we may conclude
∣∣∣∂kr (sin
(
c2r
σf(r)t
)
f(r)
)∣∣∣ . rσ−kt for k = 1, · · · ,m.
Next, let us turn to consider |x| ≥ 1 and t ∈ [1,∞). To derive the desired estimates by using similar ideas
as in the proof to Lemma 3.1, we shall prove the following auxiliary estimates on the support of χ(t−
1
2δ r)
and on the support of its partial derivatives:
∣∣∣∂kr( sin
(
c2r
σf(r)t1−
σ
2δ
)
f(r)
)∣∣∣ . t1− σ2δ rσ−k(1 + rσt1− σ2δ )k−1 if k = 1, · · · ,m,
where
f(r) =
√
1− 1
4
t
σ−2δ
δ r2(2δ−σ).
Step 1: Applying Proposition 5.9 with h(s) =
√
s and g(r) = 1− 14 t
σ−2δ
δ r2(2δ−σ) we get
∣∣∂kr f(r)∣∣ . ∣∣∣ ∑
1·m1+···+k·mk=k,mi≥0
g(r)
1
2−(m1+···+mk)
k∏
j=1
(
− 1
4
t
σ−2δ
δ r2(2δ−σ)−j
)mj ∣∣∣
.
∑
1·m1+···+k·mk=k,mi≥0
(
t
σ−2δ
δ r2(2δ−σ)
)m1+···+mk
r−k
(
since
3
4
≤ g(r) ≤ 1 for r ≤ t 12δ
)
. r−k
∑
1·m1+···+k·mk=k,mi≥0
(t−
1
2δ r)2(2δ−σ)(m1+···+mk) . r−k
(
since t−
1
2δ r ≤ 1 for r ≤ t 12δ
)
.
An analogous treatment leads to ∣∣∣∂kr( 1f(r)
)∣∣∣ . r−k for k = 1, · · · ,m. (43)
Step 2: Repeating the proof as we did in Lemma 3.3 in [5] we have the following estimates:
∣∣∂kr sin (c2rσf(r)t1− σ2δ )∣∣ . t1− σ2δ rσ−k(1 + t1− σ2δ rσ)k−1. (44)
Therefore, from (43) and (44) using the product rule for higher derivatives we may conclude
∣∣∣∂kr( sin
(
c2r
σf(r)t1−
σ
2δ
)
f(r)
)∣∣∣ . t1− σ2δ rσ−k(1 + t1− σ2δ rσ)k−1 for k = 1, · · · ,m.
Summarizing, Lemma 3.3 is proved.
Following the steps of the proof to Lemma 3.3 we may conclude the following statement, too.
Lemma 3.4. The following estimate holds in Rn for any n ≥ 1:
∥∥∥F−1(e−c1|ξ|2δt|ξ|2β cos (c2|ξ|σf(|ξ|)t)χ(|ξ|))(t, ·)∥∥∥
L1
.
{
1 for t ∈ (0, 1],
t(2+[
n
2 ])(1−
σ
2δ )−
β
δ for t ∈ [1,∞),
where
f(|ξ|) =
√
1− 1
4
|ξ|4δ−2σ
and β ≥ 0. Here c1 is a positive and c2 6= 0 is a real constant.
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Remark 3.2. Following the proof of Lemmas from 3.1 to 3.4 we can conclude that all the desired statements
still hold in the case δ = σ.
Proof of Proposition 3.1. In order to prove the first statement, by the relation (29) we replace 2β = a+ 2δ
and 2β = a, respectively, in Lemmas 3.3 and 3.4. For the sake of the relation (30), plugging 2β = a in
Lemma 3.3 we may conclude the second statement.
Remark 3.3. Repeating the same arguments as in the proof of Proposition 3.1 we may see that these
statements still hold in the case δ = σ.
3.1.2. L1 estimates for large frequencies
Our approach is based on the paper [18]. According to the considerations in Section 5.2 in [18], with minor
modifications in the steps of the proofs we may conclude the following L1 estimates for large frequencies.
Proposition 3.2. The following estimates hold in Rn for any n ≥ 1:
∥∥F−1(|ξ|aKˆ0(1− χ(|ξ|)))(t, ·)∥∥L1 .
{
t
− a
2(σ−δ) for t ∈ (0, 1],
t−
a
2δ for t ∈ [1,∞),
∥∥F−1(|ξ|aKˆ1(1− χ(|ξ|)))(t, ·)∥∥L1 .
{
t1−
a
2δ for t ∈ (0, 1],
t
1− a
2(σ−δ) for t ∈ [1,∞),
for any non-negative number a.
Finally, from the statements of Propositions 3.1 and 3.2, we may conclude the following L1 estimates.
Proposition 3.3. The following estimates hold in Rn for any n ≥ 1:
∥∥F−1(|ξ|aKˆ0)(t, ·)∥∥L1 .
{
t
− a
2(σ−δ) for t ∈ (0, 1],
t(2+[
n
2 ])(1−
σ
2δ )−
a
2δ for t ∈ [1,∞),
∥∥F−1(|ξ|aKˆ1)(t, ·)∥∥L1 .
{
t1−
a
2δ for t ∈ (0, 1],
t1+(1+[
n
2 ])(1−
σ
2δ )−
a
2δ for t ∈ [1,∞),
for any non-negative number a.
3.1.3. L∞ estimates
Proposition 3.4. The following estimates hold in Rn for any n ≥ 1:
∥∥F−1(|ξ|aKˆ0χ(|ξ|))(t, ·)∥∥L∞ .
{
1 for t ∈ (0, 1],
t−
n+a
2δ for t ∈ [1,∞), (45)∥∥F−1(|ξ|aKˆ0(1− χ(|ξ|)))(t, ·)∥∥L∞ . t− n+a2(σ−δ) for t ∈ (0,∞), (46)∥∥F−1(|ξ|aKˆ1χ(|ξ|))(t, ·)∥∥L∞ .
{
t for t ∈ (0, 1],
t1−
n+a
2δ for t ∈ [1,∞), (47)∥∥F−1(|ξ|aKˆ1(1− χ(|ξ|)))(t, ·)∥∥L∞ . t1− n+a2(σ−δ) for t ∈ (0,∞), (48)
for any non-negative number a.
Proof. Taking account of the representation for Kˆ1 we can re-write it as follows:
Kˆ1(t, ξ) = e
λ1t
1− e(λ2−λ1)t
λ1 − λ2 =
{
teλ1t
∫ 1
0
e−θi
√
4|ξ|2σ−|ξ|4δtdθ for small |ξ|,
teλ1t
∫ 1
0 e
−θ
√
|ξ|4δ−4|ξ|2σtdθ for large |ξ|.
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Thanks to the asymptotic behavior of the characteristic roots in (27) and (28), we arrive at
∣∣Kˆ1(t, ξ)∣∣ . te−|ξ|2δt, ∣∣Kˆ0(t, ξ)∣∣ . e−|ξ|2δt for small |ξ|,∣∣Kˆ1(t, ξ)∣∣ . te−|ξ|2(σ−δ)t, ∣∣Kˆ0(t, ξ)∣∣ . e−c|ξ|2(σ−δ)t for large |ξ|,
where c is a suitable positive constant. Therefore, we may conclude all the statements that we wanted to
prove.
Remark 3.4. Following the approach to prove Proposition 3.4 we may notice that the statements (45) and
(47) still hold in the case δ = σ.
From Proposition 3.4 the following statement follows immediately.
Proposition 3.5. The following estimates hold in Rn for any n ≥ 1:
∥∥F−1(|ξ|aKˆ0)(t, ·)∥∥L∞ .
{
t
− n+a2(σ−δ) for t ∈ (0, 1],
t−
n+a
2δ for t ∈ [1,∞),
and ∥∥F−1(|ξ|aKˆ1)(t, ·)∥∥L∞ .
{
t
1− n+a
2(σ−δ) for t ∈ (0, 1],
t1−
n+a
2δ for t ∈ [1,∞),
for any non-negative number a.
3.1.4. Lr estimates
From the statements of Propositions 3.3 and 3.5, by employing an interpolation argument we may conclude
the following Lr estimates.
Proposition 3.6. The following estimates hold in Rn for n ≥ 1:
∥∥F−1(|ξ|aKˆ0)(t, ·)∥∥Lr .
{
t
− n
2(σ−δ)
(1− 1
r
)− a
2(σ−δ) if t ∈ (0, 1],
t(2+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ if t ∈ [1,∞),
∥∥F−1(|ξ|aKˆ1)(t, ·)∥∥Lr .
{
t
1− n
2(σ−δ)
(1− 1
r
)− a
2(σ−δ) if t ∈ (0, 1],
t1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ if t ∈ [1,∞),
for all r ∈ [1,∞] and any non-negative number a.
Corollary 3.1. Lp − Lq estimates not necessarily on the conjugate line
Let δ ∈ (σ2 , σ) in (3) and 1 ≤ p ≤ q ≤ ∞. Then, the solutions to (3) satisfy the Lp − Lq estimates
∥∥|D|au(t, ·)∥∥
Lq
.


t
− n
2(σ−δ)
(1− 1
r
)− a
2(σ−δ) ‖u0‖Lp + t1−
n
2(σ−δ)
(1− 1
r
)− a
2(σ−δ) ‖u1‖Lp if t ∈ (0, 1],
t(2+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u0‖Lp
+t1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u1‖Lp if t ∈ [1,∞),
∥∥|D|aut(t, ·)∥∥Lq .


t
− n2(σ−δ) (1−
1
r
)− a+2δ2(σ−δ) ‖u0‖Lp + t1−
n
2(σ−δ) (1−
1
r
)− a+2δ2(σ−δ) ‖u1‖Lp if t ∈ (0, 1],
t1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a+2σ−δ2δ ‖u0‖Lp
+t(2+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u1‖Lp if t ∈ [1,∞),
where 1 + 1
q
= 1
r
+ 1
p
, for any non-negative number a and for all n ≥ 1.
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Proof. For the sake of the statements in Proposition 3.6, applying Young’s convolution inequality we may
conclude the first statement. In order to prove some estimates for the time derivative of the solution we
notice that the following relations hold:
∂tKˆ0 = −|ξ|2σKˆ1 and ∂tKˆ1 = Kˆ0 − |ξ|2δKˆ1.
Hence, employing again Young’s convolution inequality and using Proposition 3.6 we may conclude the
second statement. Summarizing, Corollary 3.1 is proved.
Remark 3.5. Let us compare our results with some known results in [18]. In the special case σ = 1 one
may observe that the decay estimates for the solution itself appearing in Corollary 3.1 are asymptotically
the same as the corresponding ones obtained in the cited paper if we consider the case of sufficiently large
space dimensions n.
Remark 3.6. We can see that there appears the singular behavior of the time-dependent coefficients for
t → +0 in Corollary 3.1. This causes some difficulties to treat the semi-linear models. Hence, in order to
overcome this, we state the following corollary by assuming additional regularity for the data.
Corollary 3.2. Lq − Lq estimates with additional Lm regularity for the data
Let δ ∈ (σ2 , σ) in (3), q ∈ (1,∞) and m ∈ [1, q). Then the Sobolev solutions to (3) satisfy the following
(Lm ∩ Lq)− Lq estimates:∥∥|D|au(t, ·)∥∥
Lq
. (1 + t)(2+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u0‖Lm∩Ha,q
+ (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u1‖Lm∩H[a−2δ]+,q ,∥∥|D|aut(t, ·)∥∥Lq . (1 + t)(1+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− a+2(σ−δ)2δ ‖u0‖Lm∩Ha+2(σ−δ),q
+ (1 + t)(2+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u1‖Lm∩Ha,q .
Moreover, the following Lq − Lq estimates are satisfied:∥∥|D|au(t, ·)∥∥
Lq
. (1 + t)(2+[
n
2 ])(1−
σ
2δ )−
a
2δ ‖u0‖Ha,q + (1 + t)1+(1+[n2 ])(1− σ2δ )− a2δ ‖u1‖H[a−2δ]+,q ,∥∥|D|aut(t, ·)∥∥Lq . (1 + t)(1+[n2 ])(1− σ2δ )− a+2(σ−δ)2δ ‖u0‖Ha+2(σ−δ),q + (1 + t)(2+[n2 ])(1− σ2δ )− a2δ ‖u1‖Ha,q .
Here 1 + 1
q
= 1
r
+ 1
m
, a is a non-negative number and the dimension n ≥ 1.
Proof. To derive the (Lm∩Lq)−Lq estimates, on the one hand we control the Lq norm of the small frequency
part of the solutions by the Lm norm of the data. On the other hand, its high-frequency part is estimated
by using the Lq−Lq estimates with a suitable regularity of the data depending on the order a of derivatives.
Finally, applying Young’s convolution inequality we may conclude all the statements what we wanted to
prove.
3.2. Estimates of oscillating integrals in the case of visco-elastic type damping: δ = σ
First, let us explain our strategies to deal with estimates in the case δ = σ. We recall that in the case
δ ∈ (σ2 , σ) our goal is to obtain Lp−Lq estimates not necessarily on the conjugate line with 1 ≤ p ≤ q ≤ ∞.
For this reason, we need to develop some techniques from the paper [18] in order to conclude L1 estimates,
L∞ estimates and Lr estimates, with r ∈ [1,∞], as well. Moreover, this strategy is also applied with an
extension to the case δ = σ to get these estimates for small frequencies (see later, Section 3.2.1). Meanwhile,
for large frequencies in the case δ = σ this strategy fails to derive L1 estimates as in Proposition 3.2, and L∞
estimates as in Proposition 3.4 for (46) and (48). Hence, it is reasonable to apply the Mikhlin- Ho¨mander
multiplier theorem for large frequencies in the case δ = σ. It is clear that this approach is only to conclude
Lq − Lq estimates for large frequencies with q ∈ (1,∞). Therefore, in the case δ = σ the aim to obtain
Lp − Lq estimates not necessarily on the conjugate line with 1 ≤ p ≤ q ≤ ∞ is beyond the scope of our
paper.
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3.2.1. Lp − Lq estimates not necessarily on the conjugate line for small frequencies
By interpolation argument, from Remarks 3.3 and 3.4 we can conclude the following Lr estimates for small
frequencies.
Proposition 3.7. The following estimates hold in Rn for any n ≥ 1:
∥∥F−1(|ξ|aKˆ0χ(|ξ|))(t, ·)∥∥Lr .
{
1 if t ∈ (0, 1],
t
1
2 (2+[
n
2 ])
1
r
− n2σ (1−
1
r
)− a2σ if t ∈ [1,∞),
∥∥F−1(|ξ|aKˆ1χ(|ξ|))(t, ·)∥∥Lr .
{
t if t ∈ (0, 1],
t1+
1
2 (1+[
n
2 ])
1
r
− n2σ (1−
1
r
)− a2σ if t ∈ [1,∞),
for all r ∈ [1,∞] and any non-negative number a.
Repeating the proof of Corollary 3.1 we obtain the following estimate by using Proposition 3.7.
Corollary 3.3. Let δ = σ in (3) and 1 ≤ p ≤ q ≤ ∞. Then, the solutions to (3) satisfy the Lp − Lq
estimates∥∥|D|auχ(t, ·)∥∥Lq . (1 + t) 12 (2+[n2 ]) 1r− n2σ (1− 1r )− a2σ ‖u0‖Lp + t(1 + t) 12 (1+[n2 ]) 1r− n2σ (1− 1r )− a2σ ‖u1‖Lp ,∥∥|D|a∂tuχ(t, ·)∥∥Lq . (1 + t) 12 (1+[n2 ]) 1r− n2σ (1− 1r )− a2σ ‖u0‖Lp + (1 + t) 12 (2+[n2 ]) 1r− n2σ (1− 1r )− a2σ ‖u1‖Lp ,
where 1 + 1
q
= 1
r
+ 1
p
, for any non-negative number a and for all n ≥ 1.
Remark 3.7. Let us compare our results with some known results in [25]. In the special case σ = δ = 1 we
may observe that the time-dependent coefficients in the L1 − L1 estimate for the solution itself appearing
in Corollary 3.3 are asymptotically the same as the corresponding ones obtained in the cited paper if we
consider the case of sufficiently large space dimensions n.
3.2.2. Lq − Lq estimates for large frequencies
First, we can re-write the characteristic roots as follows:
λ1(ξ) = −1− µ(ξ) and λ2(ξ) = −|ξ|2σ + 1 + µ(ξ), (49)
where
µ(ξ) = −1 + g
( 4
|ξ|2σ
)
and g(s) =
∫ 1
0
(1− θs)− 12 dθ. (50)
Now, we introduce the following abbreviations:
K10 = K
1
0(t, x) := F
−1
( λ2(ξ)eλ1(ξ)t
λ1(ξ)− λ2(ξ)v0(ξ)
(
1− χ(ξ)))(t, x),
K20 = K
2
0(t, x) := F
−1
( λ1(ξ)eλ2(ξ)t
λ1(ξ)− λ2(ξ)v0(ξ)
(
1− χ(ξ)))(t, x),
K11 = K
1
1(t, x) := F
−1
( eλ1(ξ)t
λ1(ξ)− λ2(ξ)v1(ξ)
(
1− χ(ξ)))(t, x),
K21 = K
2
1(t, x) := F
−1
( eλ2(ξ)t
λ1(ξ)− λ2(ξ)v1(ξ)
(
1− χ(ξ)))(t, x).
We shall prove the following results.
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Proposition 3.8. Let q ∈ (1,∞). Then, the following estimates hold:∥∥∂jt |D|aK10 (t, ·)∥∥Lq . e−ct‖u0‖Ha,q ,∥∥∂jt |D|aK20 (t, ·)∥∥Lq . e−ct‖u0‖H[2σj−2σ+a]+,q ,∥∥∂jt |D|aK11 (t, ·)∥∥Lq . e−ct‖u1‖H[a−2σ]+,q ,∥∥∂jt |D|aK21 (t, ·)∥∥Lq . e−ct‖u1‖H[2σj−2σ+a]+,q ,
for any t > 0, a ≥ 0, integer j ≥ 0 and a suitable positive constant c.
According to application of the Mikhlin- Ho¨mander multiplier theorem (see also [2, 14]) for Fourier
multipliers from Proposition 5.6, in order to prove Proposition 3.8 we shall show the following auxiliary
estimates.
Lemma 3.5. The following estimates hold in Rn for sufficiently large |ξ|:∣∣∂αξ |ξ|−2σ∣∣ . |ξ|−2σ−|α| for all α, (51)∣∣∂αξ |ξ|2pσ∣∣ . |ξ|2pσ−|α| for all α and p ∈ R, (52)∣∣∣∂αξ g( 4|ξ|2σ
)∣∣∣ . |ξ|−2σ−|α| for all |α| ≥ 1, and ∣∣∣g( 4|ξ|2σ
)∣∣∣ . 1, (53)∣∣∂αξ µ(ξ)∣∣ . |ξ|−2σ−|α| for all α, (54)∣∣∂αξ λ2(ξ)∣∣ . |ξ|2σ−|α| for all α, (55)∣∣∂αξ λ1(ξ)∣∣ . |ξ|−2σ−|α| for all |α| ≥ 1, and ∣∣λ1(ξ)∣∣ . 1, (56)∣∣∣∂αξ (λ1(ξ)− λ2(ξ))−1∣∣∣ . |ξ|−2σ−|α| for all α, (57)∣∣∂αξ λj2(ξ)∣∣ . |ξ|2σj−|α| for all α and j ≥ 0, (58)∣∣∂αξ λj1(ξ)∣∣ . |ξ|−|α| for all α and j ≥ 0, (59)∣∣∂αξ (|ξ|bλj2(ξ))∣∣ . |ξ|2σj+b−|α| for all α, for any b ∈ R and j ≥ 0, (60)∣∣∂αξ (|ξ|bλj1(ξ))∣∣ . |ξ|b−|α| for all α, for any b ∈ R and j ≥ 0, (61)∣∣∂αξ (eλ2(ξ)t)∣∣ . e−ct|ξ|−|α|, (62)
for all α and t > 0, where c is a suitable positive constant,∣∣∂αξ (eλ1(ξ)t)∣∣ . e−ct|ξ|−|α|, (63)
for all α and t > 0, where c is a suitable positive constant,∣∣∣∂αξ (λ1(ξ)eλ2(ξ)tλj2(ξ)|ξ|bλ1(ξ) − λ2(ξ)
)∣∣∣ . e−ct|ξ|2σj+b−2σ−|α|, (64)
for all α, for any b ∈ R, j ≥ 0 and t > 0, where c is a suitable positive constant,∣∣∣∂αξ (eλ2(ξ)tλj2(ξ)|ξ|bλ1(ξ)− λ2(ξ)
)∣∣∣ . e−ct|ξ|2σj+b−2σ−|α|, (65)
for all α, for any b ∈ R, j ≥ 0 and t > 0, where c is a suitable positive constant,∣∣∣∂αξ (λ2(ξ)eλ1(ξ)tλj1(ξ)|ξ|bλ1(ξ) − λ2(ξ)
)∣∣∣ . e−ct|ξ|b−|α|, (66)
for all α, for any b ∈ R, j ≥ 0 and t > 0, where c is a suitable positive constant,∣∣∣∂αξ (eλ1(ξ)tλj1(ξ)|ξ|bλ1(ξ)− λ2(ξ)
)∣∣∣ . e−ct|ξ|b−2σ−|α|, (67)
for all α, for any b ∈ R, j ≥ 0 and t > 0, where c is a suitable positive constant,
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Proof. In order to prove all statements in Lemma 3.5, we shall apply Lemma 5.1 and Leibniz rule of the
multivariable calculus. Indeed, we will indicate the proof of the above estimates as follows:
First, we can that the proof of (51) and (52) is trivial. By (51) applying Lemma 5.1 with h(s) = g(s) and
f(ξ) = 4|ξ|−2σ we can conclude (53). By (49) and (50), the statements from (54) to (56) are immediately
follow from (52) to (53). In the analogous way, by (55) and (56) we get (57) with h(s) = s−1 and f(ξ) =
λ1(ξ) − λ2(ξ). By (55) we obtain (58) with h(s) = sj and f(ξ) = λ2(ξ). By (56) we derive (59) with
h(s) = sj and f(ξ) = λ1(ξ). Using the Leibniz rule we conclude (60) after using (52) and (58). Analogously,
we obtain (61) by using (52) and (59). Applying Lemma 5.1 with h(s) = est and f(ξ) = λ2(ξ) we have (62)
by taking account of (55), where we note that λ2(ξ) ≤ − 12 |ξ|2σ. In the same way, by (56) and λ1(ξ) ≤ −1
we get (63) with h(s) = est and f(ξ) = λ1(ξ). Combining (56), (57), (60) and (62) we may conclude (64)
and (65) by using the Leibniz rule. Finally, combining (55), (57), (61) and (63) we arrive at (66) and (67)
by using again the Leibniz rule.
Proof of Proposition 3.8. First, taking account of estimates for K20 and some its derivatives we will divide
our consideration into two cases. In the first case, if 2σj − 2σ + a ≥ 0, then we can write
∂
j
t |D|aK20 (t, x) = F−1
(λ1(ξ)eλ2(ξ)tλj2(ξ)|ξ|2σ−2σj
λ1(ξ) − λ2(ξ)
(
1− χ(ξ))|ξ|2σj−2σ+av0(ξ))(t, x).
By choosing b = 2σ − 2σj in (64), we get for all α the estimates
∣∣∣∂αξ (λ1(ξ)eλ2(ξ)tλj2(ξ)|ξ|2σ−2σjλ1(ξ)− λ2(ξ)
)∣∣∣ . e−ct|ξ|−|α|,
where c is a suitable positive constant. By Proposition 5.6, we can conclude∥∥∂jt |D|aK20 (t, ·)∥∥Lq . e−ct‖u0‖H2σj−2σ+a,q . (68)
In the second case, if 2σj − 2σ + a < 0, then we can write
∂
j
t |D|aK20 (t, x) = F−1
(λ1(ξ)eλ2(ξ)tλj2(ξ)|ξ|a
λ1(ξ)− λ2(ξ)
(
1− χ(ξ))v0(ξ))(t, x).
By choosing b = a in (64), we derive for all α the estimates
∣∣∣∂αξ (λ1(ξ)eλ2(ξ)tλj2(ξ)|ξ|aλ1(ξ)− λ2(ξ)
)∣∣∣ . e−ct|ξ|2σj+a−2σ−|α| . e−ct|ξ|−|α|,
where c is a suitable positive constant. By Proposition 5.6, we may conclude∥∥∂jt |D|aK20(t, ·)∥∥Lq . e−ct‖u0‖Lq . (69)
Hence, from (68) and (69) we have proved the second statement in Proposition 3.8. By the same arguments
we may also conclude the last statement in Proposition 3.8 by using (65). Analogously, in order to estimate
the third statement we will apply b = 2σ and b = a in (67), respectively, if a ≥ 2σ and a < 2σ. Finally,
using (66) with b = 0 immediately leads to the remaining statement. Summarizing, the proof to Proposition
3.8 is completed.
Remark 3.8. The exponential decay e−ct appearing in Proposition 3.8 for large frequencies is better than
the potential decay in Proposition 3.7 for small frequencies. Since we have in mind that the real part
of the characteristic roots λ1,2 is negative in the middle zone |ξ| ∈ {ε, 1ε} with sufficiently small ε, the
corresponding estimates yield in this zone an exponential decay, too.
From Proposition 3.8 we conclude the following estimates for large frequencies.
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Corollary 3.4. Let δ = σ in (3) and q ∈ (1,∞). Then, the solutions to (3) satisfy the Lq − Lq estimates∥∥∂jt |D|au1−χ(t, ·)∥∥Lq . e−ct(‖(u0, u1)‖H[2σj−2σ+a]+ ,q + ‖u0‖Ha,q + ‖u1‖H[a−2σ]+,q),
for any t > 0, a ≥ 0, integer j ≥ 0 and a suitable positive constant c.
Remark 3.9. Let us compare our results with some known results in [25]. In the special case σ = δ = 1
we may observe that the decay rates for Lq − Lq estimate for the solution itself appearing in Corollary 3.4
are exactly the same as the corresponding ones obtained in the cited paper.
From Corollaries 3.3 and 3.4 we conclude the following estimates.
Corollary 3.5. Lq − Lq estimates with additional Lm regularity for the data
Let δ = σ in (3), q ∈ (1,∞) and m ∈ [1, q). Then the Sobolev solutions to (3) satisfy the following
(Lm ∩ Lq)− Lq estimates:∥∥|D|au(t, ·)∥∥
Lq
. (1 + t)
1
2 (2+[
n
2 ])
1
r
− n2σ (1−
1
r
)− a2σ ‖u0‖Lm∩Ha,q
+ (1 + t)1+
1
2 (1+[
n
2 ])
1
r
− n2σ (1−
1
r
)− a2σ ‖u1‖Lm∩H[a−2σ]+,q ,∥∥|D|aut(t, ·)∥∥Lq . (1 + t) 12 (1+[n2 ]) 1r− n2σ (1− 1r )− a2σ ‖u0‖Lm∩Ha,q
+ (1 + t)
1
2 (2+[
n
2 ])
1
r
− n2σ (1−
1
r
)− a2σ ‖u1‖Lm∩Ha,q .
Moreover, the following Lq − Lq estimates are satisfied:∥∥|D|au(t, ·)∥∥
Lq
. (1 + t)
1
2 (2+[
n
2 ])−
a
2σ ‖u0‖Ha,q + (1 + t)1+ 12 (1+[n2 ])− a2σ ‖u1‖H[a−2σ]+,q ,∥∥|D|aut(t, ·)∥∥Lq . (1 + t) 12 (1+[n2 ])− a2σ ‖u0‖Ha,q + (1 + t) 12 (2+[n2 ])− a2σ ‖u1‖Ha,q .
Here 1 + 1
q
= 1
r
+ 1
m
, a is a non-negative number and the dimension n ≥ 1.
3.3. Lq − Lq estimates with additional Lm regularity for the data
From Corollaries 3.2 and 3.5 we obtain the following result.
Proposition 3.9. Let δ ∈ (σ2 , σ] in (3), q ∈ (1,∞) and m ∈ [1, q). Then the Sobolev solutions to (3) satisfy
the following (Lm ∩ Lq)− Lq estimates:∥∥|D|au(t, ·)∥∥
Lq
. (1 + t)(2+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u0‖Lm∩Ha,q
+ (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u1‖Lm∩H[a−2δ]+,q , (70)∥∥|D|aut(t, ·)∥∥Lq . (1 + t)(1+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− a+2(σ−δ)2δ ‖u0‖Lm∩Ha+2(σ−δ),q
+ (1 + t)(2+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− a2δ ‖u1‖Lm∩Ha,q . (71)
Moreover, the following Lq − Lq estimates are satisfied:∥∥|D|au(t, ·)∥∥
Lq
. (1 + t)(2+[
n
2 ])(1−
σ
2δ )−
a
2δ ‖u0‖Ha,q + (1 + t)1+(1+[n2 ])(1− σ2δ )− a2δ ‖u1‖H[a−2δ]+,q ,∥∥|D|aut(t, ·)∥∥Lq . (1 + t)(1+[n2 ])(1− σ2δ )− a+2(σ−δ)2δ ‖u0‖Ha+2(σ−δ),q + (1 + t)(2+[n2 ])(1− σ2δ )− a2δ ‖u1‖Ha,q .
Here 1 + 1
q
= 1
r
+ 1
m
, a is a non-negative number and the dimension n ≥ 1.
Remark 3.10. The statements in Proposition 3.9 are key tools to prove global (in time) existence results
for the semi-linear models (1) and (2). Let us compare the results from Proposition 3.9 to those from
Proposition 3.7 in our previous work [5]. First, we can see that there does not appear a singular behavior
of the time-dependent coefficients for t −→ +0 in the above estimates. On the one hand, it is important to
notice that in (70) we derived a decay estimate for the fractional derivative of order a = 2δ of the solution
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with respect to the spatial variables by assuming a suitable higher regularity on u0, that is, u0 ∈ Lm∩H2δ,q,
whereas the second data u1 only belongs to L
m∩Lq. This effect does not appear in the case δ ∈ (0, σ2 ). If we
assume u0 ∈ Lm ∩Ha,q for a > σ, then we choose the second data u1 from the function space Lm ∩Ha−s,q.
That property brings some benefit in the treatment of the semi-linear models (1) and (2) in the next section.
On the other hand, with a = 0 in (71) the estimate for the first derivative in time requires less regularity
for the data comparing with respect to the estimate for the derivative in space of order a = σ in (70). This
property is new in comparison with the case δ ∈ (0, σ2 ).
4. Treatment of the corresponding semi-linear models
4.1. Philosophy of our approach
In this section, our goal is to apply the estimates from Proposition 3.9 to prove the global (in time)
existence of small data Sobolev solutions to the semi-linear models (1) and (2). Some developed tools from
Harmonic Analysis come into play such as fractional Gargliardo-Nirenberg inequality from Proposition 5.1,
fractional Leibniz rule from Proposition 5.2, fractional chain rule from Proposition 5.3 and fractional Sobolev
embedding from Corollary 5.2. By recalling the fundamental solutions K0 and K1 defined in Section 3 we
write the solutions to (3) in the following form:
uln(t, x) = K0(t, x) ∗x u0(x) +K1(t, x) ∗x u1(x).
We apply Duhamel’s principle to get the following implicit representation of the solutions to (1) and (2):
u(t, x) = K0(t, x) ∗x u0(x) +K1(t, x) ∗x u1(x) +
∫ t
0
K1(t− τ, x) ∗x f(u, ut) dτ =: uln(t, x) + unl(t, x),
where f(u, ut) = |u|p or |ut|p. We choose the data space A = Asm,q and introduce the family {X(t)}t>0 of
solution spaces X(t) with the norm
‖u‖X(t) := sup
0≤τ≤t
(
f1(τ)
−1‖u(τ, ·)‖Lq + fσ(τ)−1
∥∥|D|σu(τ, ·)∥∥
Lq
+ f2,s(τ)
−1
∥∥|D|su(τ, ·)∥∥
Lq
+ f3(τ)
−1‖ut(τ, ·)‖Lq + f4,s(τ)−1
∥∥|D|s−2δut(τ, ·)∥∥Lq
)
.
Furthermore, we introduce the family {X0(t)}t>0 of space X0(t) := C([0, t], Hs,q) with the norm
‖w‖X0(t) := sup
0≤τ≤t
(
f1(τ)
−1‖u(τ, ·)‖Lq + fσ(τ)−1
∥∥|D|σu(τ, ·)∥∥
Lq
+ f2,s(τ)
−1
∥∥|D|su(τ, ·)∥∥
Lq
)
.
In both families of spaces we choose the weights
f1(τ) = (1 + τ)
1+(1+[ n2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
), f2,s(τ) = (1 + τ)
1+(1+[ n2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s2δ ,
f3(τ) = (1 + τ)
(2+[ n2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
), f4,s(τ) = (1 + τ)
1+(2+[ n2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s2δ ,
and
fσ(τ) = (1 + τ)
1+(1+[ n2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− σ2δ .
We define for all t > 0 the operator N : u ∈ X(t) −→ Nu ∈ X(t) by the formula
Nu(t, x) = K0(t, x) ∗x u0(x) +K1(t, x) ∗x u1(x) +
∫ t
0
K1(t− τ, x) ∗x f(u, ut) dτ.
We will prove that the operator N satisfies the following two inequalities:
‖Nu‖X(t) . ‖(u0, u1)‖A + ‖u‖pX0(t), (72)
‖Nu−Nv‖X(t) . ‖u− v‖X0(t)
(‖u‖p−1
X0(t)
+ ‖v‖p−1
X0(t)
)
. (73)
Then, employing Banach’s fixed point theorem leads to local (in time) existence results of large data solutions
and global (in time) existence results of small data solutions as well.
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Remark 4.1. Replacing a = s and a = σ in the statements from Proposition 3.9 and in the definition of
the norm of X(t) we conclude ∥∥uln∥∥
X(t)
. ‖(u0, u1)‖Asm,q for s ≥ 0.
Hence, in order to prove (72) it is reasonable to indicate the following inequality:∥∥unl∥∥
X(t)
. ‖u‖p
X0(t)
. (74)
Now we are going to prove our main results from Section 2.
4.2. Proof of Theorem 2.1: s = 2δ
We introduce the data space A := A2δm,q and the solution space
X(t) := C([0, t], H2δ,q) ∩C1([0, t], Lq),
where the weight f4,s(τ) ≡ 0. First, let us prove the inequality (74). In order to control unl, we use the
(Lm ∩ Lq)− Lq estimates in Proposition 3.9. Hence, we obtain for k = 0, 1 the following estimates:
∥∥|D|2δkunl(t, ·)∥∥
Lq
.
∫ t
0
(1 + t− τ)1+(1+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )−k
∥∥|u(τ, ·)|p∥∥
Lm∩Lq
dτ.
Therefore, it is necessary to estimate |u(τ, x)|p in Lm ∩ Lq. We proceed as follows:∥∥|u(τ, ·)|p∥∥
Lm∩Lq
. ‖u(τ, ·)‖pLmp + ‖u(τ, ·)‖pLqp .
Employing the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 leads to
∥∥|u(τ, ·)|p∥∥
Lm∩Lq
. (1 + τ)p
(
1+(1+[n2 ])(1−
σ
2δ )
1
r
− n2δ (
1
m
− 1
mp
)
)
‖u‖p
X0(τ)
provided that the condition (6) is fulfilled. From the above estimate we get
∥∥|D|2δkunl(t, ·)∥∥
Lq
. ‖u‖p
X0(t)
∫ t
0
(1+t−τ)1+(1+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )−k(1+τ)p
(
1+(1+[n2 ])(1−
σ
2δ )
1
r
− n2δ (
1
m
− 1
mp
)
)
dτ.
The key tool relies now in Lemma 5.2. Because of the condition (5), applying Lemma 5.2 by choosing
α = −1− (1 + [n2 ])(1− σ2δ )1r + n2δ (1− 1r ) + k and β = p
(− 1− (1 + [n2 ])(1− σ2δ )1r + n2δ ( 1m − 1mp )) we derive∫ t
0
(1 + t− τ)1+(1+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )−k(1 + τ)p
(
1+(1+[n2 ])(1−
σ
2δ )
1
r
− n2δ (
1
m
− 1
mp
)
)
dτ
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)−k.
As a result, we may conclude for k = 0, 1 the estimates∥∥|D|2δkunl(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)−k‖u‖p
X0(t)
. (75)
Analogously, we also obtain∥∥|D|σunl(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− σ2δ ‖u‖p
X0(t)
, (76)∥∥∂tunl(t, ·)∥∥Lq . (1 + t)(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖u‖pX0(t). (77)
From (75) to (77) and the definition of the norm in X(t), we arrive immediately at the inequality (74).
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Next, let us prove the estimate (73). Using again the (Lm ∩Lq)−Lq estimates in Proposition 3.9, we have
for two functions u and v from X(t) the following estimate for k = 0, 1:
∥∥|D|2δk(Nu(t, ·)−Nv(t, ·))∥∥
Lq
.
∫ t
0
(1 + t− τ)1+(1+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )−k
∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
Lm∩Lq
dτ.
Applying Ho¨lder’s inequality leads to∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
Lq
. ‖u(τ, ·)− v(τ, ·)‖Lqp
(‖u(τ, ·)‖p−1Lqp + ‖v(τ, ·)‖p−1Lqp ),∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
Lm
. ‖u(τ, ·)− v(τ, ·)‖Lmp
(‖u(τ, ·)‖p−1Lmp + ‖v(τ, ·)‖p−1Lmp).
In the same way as the proof of (72), employing the fractional Gagliardo-Nirenberg inequality from Propo-
sition 5.1 to the terms
‖u(τ, ·)− v(τ, ·)‖Lη , ‖u(τ, ·)‖Lη , ‖v(τ, ·)‖Lη
with η = qp and η = mp we have for k = 0, 1 the estimates∥∥|D|2δk(Nu(t, ·)−Nv(t, ·))∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)−k‖u− v‖X0(t)
(‖u‖p−1
X0(t)
+ ‖v‖p−1
X0(t)
)
.
Analogously, we also derive∥∥|D|σ(Nu(t, ·)−Nv(t, ·))∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− σ2δ ‖u− v‖X0(t)
(‖u‖p−1
X0(t)
+ ‖v‖p−1
X0(t)
)
,∥∥∂t(Nu(t, ·)−Nv(t, ·))∥∥Lq . (1 + t)(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖u− v‖X0(t)(‖u‖p−1X0(t) + ‖v‖p−1X0(t)).
From the definition of the norm in X(t), we may conclude the inequality (73). Summarizing, the proof to
Theorem 2.1 is complete.
4.3. Proof of Theorem 2.2: 0 < s < 2δ
We introduce the data space A := Asm,q and the solution space
X(t) := C([0, t], Hs,q),
where the weights fσ(τ) = f3(τ) = f4,s(τ) ≡ 0. We can notice that X0(t) and X(t) coincide in (73) and
(74). In order to prove these two inequalities, we use the (Lm ∩ Lq) − Lq estimates from Proposition 3.9.
Hence, we derive for k = 0, 1 the following estimates:
∥∥|D|ksunl(t, ·)∥∥
Lq
.
∫ t
0
(1 + t− τ)1+(1+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )−ks2δ
∥∥|u(τ, ·)|p∥∥
Lm∩Lq
dτ,
∥∥|D|ks(Nu(t, ·)−Nv(t, ·))∥∥
Lq
.
∫ t
0
(1 + t− τ)1+(1+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )−ks2δ
∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
Lm∩Lq
dτ.
In the same way as we did in the proof of Theorem 2.1 we obtain for k = 0, 1 the following estimates:∥∥|D|ksunl(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− ks2δ ‖u‖p
X(t),∥∥|D|ks(Nu(t, ·)−Nv(t, ·))∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− ks2δ ‖u− v‖X(t)
(‖u‖p−1
X(t) + ‖v‖p−1X(t)
)
,
provided that the conditions (11) and (12) are fulfilled. From the definition of the norm in X(t) we can
conclude immediately the inequalities (74) and (73). Summarizing, Theorem 2.2 is proved.
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4.4. Proof of Theorem 2.3: 2δ < s ≤ 2δ + n
q
We introduce the data space A := Asm,q and the solution space
X(t) := C([0, t], Hs,q) ∩ C1([0, t], Hs−2δ,q),
where the weight fσ(τ) ≡ 0. First, let us prove the inequality (74). We need to control all norms
‖unl(t, ·)‖Lq , ‖unlt (t, ·)‖Lq ,
∥∥|D|sunl(t, ·)∥∥
Lq
,
∥∥|D|s−2δunlt (t, ·)∥∥Lq .
In the analogous way as we did in the proof of Theorem 2.1, we derive the following estimates:
‖unl(t, ·)‖Lq . (1 + t)1+(1+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖u‖pX0(t), (78)
‖∂tunl(t, ·)‖Lq . (1 + τ)(2+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖u‖pX0(t), (79)
provided that the condition (15) is satisfied and
p ∈
[ q
m
,∞
)
if n ≤ qs, or p ∈
[ q
m
,
n
n− qs
]
if n ∈
(
qs,
q2s
q −m
]
. (80)
Now, let us turn to estimate the norm
∥∥|D|s−2δunlt (t, ·)∥∥Lq . We use the (Lm ∩ Lq) − Lq estimates from
Proposition 3.9 to get
∥∥|D|s−2δunlt (t, ·)∥∥Lq .
∫ t
0
(1 + t− τ)1+(2+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− s2δ
∥∥|u(τ, ·)|p∥∥
Lm∩Lq∩H˙s−2δ,q
dτ.
The integrals with
∥∥|u(τ, ·)|p∥∥
Lm∩Lq
and
∥∥|u(τ, ·)|p∥∥
Lq
will be handled as we did to obtain (78). In order to
estimate
∥∥|u(τ, ·)|p∥∥
H˙s−2δ,q
, we shall apply the fractional chain rule with p > ⌈s− 2δ⌉ from Proposition 5.3
and the fractional Gagliardo-Nirenberg inequality from Proposition 5.1. Hence, we get∥∥|u(τ, ·)|p∥∥
H˙s−2δ,q
. ‖u(τ, ·)‖p−1Lq1
∥∥|D|s−2δu(τ, ·)∥∥
Lq2
. ‖u(τ, ·)‖(p−1)(1−θq1)Lq
∥∥|D|su(τ, ·)∥∥(p−1)θq1
Lq
‖u(τ, ·)‖1−θq2Lq
∥∥|D|su(τ, ·)∥∥θq2
Lq
. (1 + τ)p(1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (
1
m
− 1
qp
))− s−2δ2δ ‖u‖p
X0(τ)
,
where
p− 1
q1
+
1
q2
=
1
q
, θq1 =
n
s
(1
q
− 1
q1
)
∈ [0, 1], θq2 =
n
s
(1
q
− 1
q2
+
s− 2δ
n
)
∈
[s− 2δ
s
, 1
]
.
These conditions imply the restriction
1 < p ≤ 1 + q2δ
n− qs if n > qs, or p > 1 if n ≤ qs. (81)
Therefore, we obtain∥∥|D|s−2δunlt (t, ·)∥∥Lq . (1 + t)1+(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− s2δ ‖u‖pX0(t). (82)
In the analogous way we also derive∥∥|D|sunl(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s2δ ‖u‖p
X0(t)
. (83)
Summarizing, from (78) to (79), (82) to (83) and the definition of the norm in X(t) the inequality (74)
follows immediately.
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Next, let us prove the inequality (73). Following the proof of Theorem 2.1, the new difficulty is to control
the term
∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
H˙s−2δ,q
. The integral representation
|u(τ, x)|p − |v(τ, x)|p = p
∫ 1
0
(
u(τ, x)− v(τ, x))G(ωu(τ, x) + (1− ω)v(τ, x)) dω,
where G(u) = u|u|p−2, leads to
∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
H˙s−2δ,q
.
∫ 1
0
∥∥∥|D|s−2δ((u(τ, ·)− v(τ, ·))G(ωu(τ, ·) + (1− ω)v(τ, ·)))∥∥∥
Lq
dω.
Applying the fractional Leibniz formula from Proposition 5.2 we derive the following estimate:∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
H˙s−2δ,q
.
∥∥|D|s−2δ(u(τ, ·)− v(τ, ·))∥∥
Lr1
∫ 1
0
∥∥G(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥
Lr2
dω
+ ‖u(τ, ·)− v(τ, ·)‖Lr3
∫ 1
0
∥∥|D|s−2δG(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥
Lr4
dω
.
∥∥|D|s−2δ(u(τ, ·)− v(τ, ·))∥∥
Lr1
(
‖u(τ, ·)‖p−1
Lr2(p−1)
+ ‖v(τ, ·)‖p−1
Lr2(p−1)
)
+ ‖u(τ, ·)− v(τ, ·)‖Lr3
∫ 1
0
∥∥|D|s−2δG(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥
Lr4
dω,
where
1
r1
+
1
r2
=
1
r3
+
1
r4
=
1
q
.
Taking into consideration the fractional Gargliardo- Nirenberg inequality from Proposition 5.1 we obtain∥∥|D|s−2δ(u(τ, ·)− v(τ, ·))∥∥
Lr1
. ‖u(τ, ·)− v(τ, ·)‖θ1
H˙s,q
‖u(τ, ·)− v(τ, ·)‖1−θ1Lq ,
‖u(τ, ·)‖Lr2(p−1) . ‖u(τ, ·)‖θ2H˙s,q ‖u(τ, ·)‖
1−θ2
Lq ,
‖u(τ, ·)− v(τ, ·)‖Lr3 . ‖u(τ, ·)− v(τ, ·)‖θ3
H˙s,q
‖u(τ, ·)− v(τ, ·)‖1−θ3Lq ,
where
θ1 =
n
s
(1
q
− 1
r1
+
s− 2δ
n
)
∈
[s− 2δ
s
, 1
]
, θ2 =
n
s
(1
q
− 1
r2(p− 1)
)
∈ [0, 1], θ3 = n
s
(1
q
− 1
r3
)
∈ [0, 1].
Because ω ∈ [0, 1] is a parameter, employing again the fractional chain rule with p > 1 + ⌈s − 2δ⌉ from
Proposition 5.3 and the fractional Gagliardo- Nirenberg inequality we get∥∥|D|s−2δG(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥
Lr4
. ‖ωu(τ, ·) + (1− ω)v(τ, ·)‖p−2Lr5
∥∥|D|s−2δ(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥
Lr6
. ‖ωu(τ, ·) + (1− ω)v(τ, ·)‖(p−2)θ5+θ6
H˙s,q
‖ωu(τ, ·) + (1− ω)v(τ, ·)‖(p−2)(1−θ5)+1−θ6Lq ,
where
p− 2
r5
+
1
r6
=
1
r4
, θ5 =
n
s
(1
q
− 1
r5
)
∈ [0, 1], θ6 = n
s
(1
q
− 1
r6
+
s− 2δ
n
)
∈
[s− 2δ
s
, 1
]
.
All together it follows∫ 1
0
∥∥|D|s−2δG(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥
Lr4
dω
.
(‖u(τ, ·)‖H˙s,q + ‖v(τ, ·)‖H˙s,q)(p−2)θ5+θ6(‖u(τ, ·)‖Lq + ‖v(τ, ·)‖Lq)(p−2)(1−θ5)+1−θ6 .
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Hence, we derived the following estimate:∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
H˙s−2δ,q
. (1 + τ)p
(
1+(1+[n2 ])(1−
σ
2δ )
1
r
− n2δ (
1
m
− 1
qp
)
)
− s−2δ2δ ‖u− v‖X0(τ)
(‖u‖p−1
X0(τ)
+ ‖v‖p−1
X0(τ)
)
,
where we note that
θ1 + (p− 1)θ2 = θ3 + (p− 2)θ5 + θ6 = n
s
(p− 1
q
+
s− 2δ
n
)
.
Therefore, we have proved that∥∥|D|s−2δ∂t(Nu(t, ·)−Nv(t, ·))∥∥Lq . (1 + t)1+(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− s2δ ‖u− v‖X0(t)(‖u‖p−1X0(t) + ‖v‖p−1X0(t)),∥∥|D|s(Nu(t, ·)−Nv(t, ·))∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s2δ ‖u− v‖X0(t)
(‖u‖p−1
X0(t)
+ ‖v‖p−1
X0(t)
)
.
From the definition of the norm in X(t) the inequality (73) follows. Summarizing, the proof of Theorem 2.3
is complete.
Remark 4.2. It is clear that one should explain if one can really choose parameters q1, q2, r1, · · · , r6 and
θ1, · · · , θ6 as required in the proof to Theorem 2.3. Following the explanations as we did in Remark 4.2 in
[5] we may conclude the conditions
2 ≤ p ≤ 1 + q2δ
n− qs if n > qs, or p ≥ 2 if n ≤ qs. (84)
These conditions are sufficient to guarantee the existence of all these parameters satisfying the required
conditions.
4.5. Proof of Theorem 2.4: s > 2δ + n
q
We introduce both spaces of the data and the solutions as in Theorem 2.3, where the weight fσ(τ) ≡ 0.
On the one hand, we can repeat exactly how to estimate the terms |u(τ, ·)|p and |u(τ, ·)|p − |v(τ, ·)|p in Lm
and Lq as we did in the proof to Theorem 2.3. On the other hand, let us control the above terms in H˙s−2δ,q
by applying the fractional powers rule and the fractional Sobolev embedding.
First, let us begin to estimate
∥∥|u(τ, ·)|p∥∥
H˙s−2δ,q
. We apply Corollary 5.1 for fractional powers with
s− 2δ ∈ (n
q
, p
)
and Corollary 5.2 with a suitable s∗ < n
q
to derive
∥∥|u(τ, ·)|p∥∥
H˙s−2δ,q
. ‖u(τ, ·)‖H˙s−2δ,q‖u(τ, ·)‖p−1L∞ . ‖u(τ, ·)‖H˙s−2δ,q
(‖u(τ, ·)‖H˙s∗,q + ‖u(τ, ·)‖H˙s−2δ,q)p−1.
Using again the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 gives
‖u(τ, ·)‖H˙s−2δ,q . ‖u(τ, ·)‖1−θ1Lq
∥∥|D|su(τ, ·)∥∥θ1
Lq
. (1 + τ)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s−2δ2δ ‖u‖X0(τ),
‖u(τ, ·)‖H˙s∗,q . ‖u(τ, ·)‖1−θ2Lq
∥∥|D|su(τ, ·)∥∥θ2
Lq
. (1 + τ)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s
∗
2δ ‖u‖X0(τ),
where θ1 = 1− 2δs and θ2 = s
∗
s
. Therefore, we obtain∥∥|u(τ, ·)|p∥∥
H˙s−2δ,q
. (1 + τ)p(1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
))− s−2δ2δ −(p−1)
s∗
2δ ‖u‖X0(τ)
. (1 + τ)p(1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (
1
m
− 1
mp
))‖u‖p
X0(τ)
,
if we choose s∗ = n
q
− ε with a sufficiently small positive ε.
Next, let us turn to estimate the term
∥∥|u(τ, ·)|p−|v(τ, ·)|p∥∥
H˙s−2δ,q
. Then, repeating the corresponding steps
of the proof of Theorem 2.3 and using analogous arguments as in the first step we conclude∥∥|u(τ, ·)|p − |v(τ, ·)|p∥∥
H˙s−2δ,q
. (1 + τ)p(1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (
1
m
− 1
mp
))‖u− v‖X0(t)
(‖u‖p−1
X0(t)
+ ‖v‖p−1
X0(t)
)
,
provided that the conditions p > 2 and p > 1 + s− 2δ are satisfied. Summarizing, Theorem 2.4 is proved.
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4.6. Proof of Theorem 2.5: s > 2δ + n
q
We introduce both spaces for the data and the solutions as in Theorem 2.3, where the weight fσ(τ) ≡ 0.
But now the space X0(t) is replaced by the space X(t) in both inequalities (73) and (74). First, let us prove
the inequality (74). In order to estimate unl, we apply the Lm ∩ Lq − Lq estimates from Proposition 3.9.
Therefore, we derive
∥∥unl(t, ·)∥∥
Lq
.
∫ t
0
(1 + t− τ)1+(1+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )
∥∥|ut(τ, ·)|p∥∥Lm∩Lq dτ.
Moreover, we get ∥∥|ut(τ, ·)|p∥∥Lm∩Lq . ‖ut(τ, ·)‖pLmp + ‖ut(τ, ·)‖pLqp .
After applying the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 we arrive at∥∥|ut(τ, ·)|p∥∥Lm∩Lq . (1 + τ)p((2+[ n2 ])(1− σ2δ ) 1r− n2δ ( 1m− 1mp ))‖u‖pX(τ),
provided that the condition p ∈ [ q
m
,∞) is fulfilled due to s > 2δ + n
q
. Hence, we obtain
‖unl(t, ·)‖Lq . ‖u‖pX(t)
∫ t
0
(1 + t− τ)1+(1+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )(1 + τ)p((2+[ n2 ])(1− σ2δ ) 1r− n2δ ( 1m− 1mp )) dτ.
The key tool relies now in using Lemma 5.2. Because of condition (23), applying Lemma 5.2 after choosing
α = −1−
(
1 +
[n
2
])(
1− σ
2δ
)1
r
+
n
2δ
(
1− 1
r
)
and β = p
(
−
(
2 +
[n
2
])(
1− σ
2δ
)1
r
+
n
2δ
( 1
m
− 1
mp
))
,
we have ∫ t
0
(1 + t− τ)1+(1+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )(1 + τ)p((2+[ n2 ])(1− σ2δ ) 1r− n2δ ( 1m− 1mp )) dτ
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
).
As a result, we arrive at the following estimate:
‖unl(t, ·)‖Lq . (1 + t)1+(1+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖u‖pX(t). (85)
Analogously, we also derive
‖∂tunl(t, ·)‖Lq . (1 + τ)(2+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )‖u‖pX(t). (86)
Now, let us control the norm
∥∥|D|s−2δunlt (t, ·)∥∥Lq . We get
∥∥|D|s−2δunlt (t, ·)∥∥Lq .
∫ t
0
(1 + t− τ)1+(2+[ n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− s2δ ∥∥|ut(τ, ·)|p∥∥Lm∩Lq∩H˙s−2δ,qdτ.
The integrals with estimates for
∥∥|ut(τ, ·)|p∥∥Lm∩Lq and ∥∥|ut(τ, ·)|p∥∥Lq will be handled as before to obtain
(85). In order to control the integral with
∥∥|ut(τ, ·)|p∥∥H˙s−2δ,q , we shall apply Corollary 5.1 for fractional
powers with s− 2δ ∈ (n
q
, p
)
and Corollary 5.2 with a suitable s∗ < n
q
. Hence, we have
∥∥|ut(τ, ·)|p∥∥H˙s−2δ,q . ‖ut(τ, ·)‖H˙s−2δ,q‖ut(τ, ·)‖p−1L∞ . ‖ut(τ, ·)‖H˙s−2δ,q (‖ut(τ, ·)‖H˙s∗,q + ‖ut(τ, ·)‖H˙s−2δ,q)p−1.
Applying the fractional Gagliardo-Nirenberg inequality leads to
‖ut(τ, ·)‖H˙s∗,q . ‖ut(τ, ·)‖1−θLq
∥∥|D|s−2δut(τ, ·)∥∥θLq . (1 + τ)(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− s∗2δ ‖u‖X(τ),
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where θ = s
∗
s−2δ . Therefore, we obtain∥∥|ut(τ, ·)|p∥∥H˙s−2δ,q . (1 + τ)p
(
(2+[n2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)
)
− s−2δ2δ −(p−1)
s∗
2δ ‖u‖p
X(τ)
. (1 + τ)p((2+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (
1
m
− 1
mp
))‖u‖p
X(τ),
if we choose s∗ = n
q
− ε, where ε is a sufficiently small positive number. By the same arguments as above it
follows ∥∥|D|s−2δunlt (t, ·)∥∥Lq . (1 + t)1+(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− s2δ ‖u‖pX(t). (87)
Analogously, we also get∥∥|D|sunl(t, ·)∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s2δ ‖u‖p
X(t). (88)
From (85) to (88) and the definition of the norm in X(t) we may conclude immediately the inequality (74).
Next, let us prove the inequality (73). The new difficulty is to control the term
∥∥|ut(τ, ·)|p−|vt(τ, ·)|p∥∥H˙s−2δ,q .
Then, repeating the proof of Theorem 2.3 and using the analogous treatment as in the first step, we obtain∥∥|D|s−2δ∂t(Nu(t, ·)−Nv(t, ·))∥∥Lq . (1 + t)1+(2+[n2 ])(1− σ2δ ) 1r− n2δ (1− 1r )− s2δ ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥|D|s(Nu(t, ·)−Nv(t, ·))∥∥
Lq
. (1 + t)1+(1+[
n
2 ])(1−
σ
2δ )
1
r
− n2δ (1−
1
r
)− s2δ ‖u− v‖X(t)
(‖u‖p−1
X(t) + ‖v‖p−1X(t)
)
.
From the definition of the norm in X(t) we may conclude immediately the inequality (73). This completes
the proof of Theorem 2.5.
5. Concluding remarks and open problems
Remark 5.1. (Time-dependent coefficients in the dissipation term) A next challenge is to study L1 esti-
mates for oscillating integrals and Lp − Lq linear estimates away from the conjugate line as well to struc-
turally damped σ-evolution models with time-dependent coefficients. These estimates are fundamental tools
to prove global (in time) existence results to semi-linear models. Therefore, it is interesting to investigate
the following Cauchy problem:
utt + (−∆)σu+ b(t)(−∆)δut = 0, u(0, x) = u0(x), ut(0, x) = u1(x) (89)
with σ ≥ 1 and δ ∈ [0, σ]. Here the coefficient b = b(t) should satisfy some “effectiveness assumptions” as in
[12].
Remark 5.2. (Blow-up results) In this paper, we applied (Lm ∩ Lq) − Lq and Lq − Lq estimates for
solution and its derivatives to (3) to prove the global (in time) existence of small data Sobolev solutions
to the semi-linear models (1) and (2) with δ ∈ (σ2 , σ]. It can be expected to find the critical exponents for
each of the two nonlinearities. The “shape” of these critical exponents can be found in [2] by using the test
function method, where the assumption for integers σ and δ comes into play. In general, the main difficulty
is to deal with fractional Laplacian operators (−∆)σ as well-known non-local operators.
Remark 5.3. (Gevrey smoothing) We are interested in another qualitative property of solutions to (3),
the so-called Gevrey smoothing. It is reasonable to use our estimates with L2 norms only. Moreover, we
suppose for the Cauchy data (u0, u1) ∈ Hσ ×L2. The study of regularity properties for the solutions allows
to restrict our considerations to large frequencies in the extended phase space. Recalling the definition the
Gevrey-Sobolev space regularity Γs,ρ introduced in [5] we may conclude the following statement.
Theorem 6. Let us consider the Cauchy problem (3) with δ ∈ (σ2 , σ). The data are supposed to belong
to the energy space, that is, (u0, u1) ∈ Hσ × L2. Then, there is a smoothing effect in the sense, that the
solution belongs to the Gevrey-Sobolev space as follows:
u(t, ·) ∈ Γ 12(σ−δ) ,σ, and |D|σu(t, ·), ut(t, ·) ∈ Γ
1
2(σ−δ) ,0 for all t > 0.
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Proof of Proposition 3.8. Let us turn to large values of |ξ|. For the sake of the asymptotic behavior of the
characteristic roots in (27) and (28) we arrive at
|Kˆ0| . e−c|ξ|
2(σ−δ)t, |Kˆ1| . |ξ|−2δe−c|ξ|
2(σ−δ)t and |∂tKˆ0| . |ξ|2(σ−δ)e−c|ξ|
2(σ−δ)t, |∂tKˆ1| . e−c|ξ|
2(σ−δ)t,
for some positive constants c. Therefore, using the representation of the solutions (26) we derive the following
estimates: ∫
Rn
exp
(
2c|ξ|2(σ−δ)t)|ξ|2σ|v(t, ξ)|2dξ . ∫
Rn
|ξ|2σ|v0(ξ)|2dξ +
∫
Rn
|v1(ξ)|2dξ,∫
Rn
exp
(
2c|ξ|2(σ−δ)t)|vt(t, ξ)|2dξ .
∫
Rn
|ξ|2σ|v0(ξ)|2dξ +
∫
Rn
|v1(ξ)|2dξ.
We may conclude immediately all the statements we wanted to prove.
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Appendix A
A.1. Fractional Gagliardo-Nirenberg inequality
Proposition 5.1. Let 1 < p, p0, p1 < ∞, σ > 0 and s ∈ [0, σ). Then, it holds the following fractional
Gagliardo-Nirenberg inequality for all u ∈ Lp0 ∩ H˙σp1 :
‖u‖H˙sp . ‖u‖
1−θ
Lp0 ‖u‖θH˙σp1 ,
where θ = θs,σ(p, p0, p1) =
1
p0
− 1
p
+ s
n
1
p0
− 1
p1
+σ
n
and s
σ
≤ θ ≤ 1 .
For the proof one can see [9].
A.2. Fractional Leibniz rule
Proposition 5.2. Let us assume s > 0 and 1 ≤ r ≤ ∞, 1 < p1, p2, q1, q2 ≤ ∞ satisfying the relation
1
r
=
1
p1
+
1
p2
=
1
q1
+
1
q2
.
Then, the following fractional Leibniz rule holds:
‖ |D|s(u v)‖Lr . ‖ |D|su‖Lp1‖v‖Lp2 + ‖u‖Lq1‖ |D|sv‖Lq2
for any u ∈ H˙sp1 ∩ Lq1 and v ∈ H˙sq2 ∩ Lp2 .
These results can be found in [7].
A.3. Fractional chain rule
Proposition 5.3. Let us choose s > 0, p > ⌈s⌉ and 1 < r, r1, r2 < ∞ satisfying 1r = p−1r1 + 1r2 . Let us
denote by F (u) one of the functions |u|p,±|u|p−1u. Then, it holds the following fractional chain rule:
‖ |D|sF (u)‖Lr . ‖u‖p−1Lr1 ‖ |D|su‖Lr2
for any u ∈ Lr1 ∩ H˙sr2 .
The proof can be found in [21].
A.4. Fractional powers
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Proposition 5.4. Let p > 1, 1 < r < ∞ and u ∈ Hsr , where s ∈
(
n
r
, p
)
. Let us denote by F (u) one of the
functions |u|p, ±|u|p−1u with p > 1. Then, the following estimate holds:
‖F (u)‖Hsr . ‖u‖Hsr‖u‖p−1L∞ .
Corollary 5.1. Under the assumptions of Proposition 5.4 it holds: ‖F (u)‖H˙sr . ‖u‖H˙sr‖u‖
p−1
L∞ .
The proof can be found in [3].
A.5. A fractional Sobolev embedding
Proposition 5.5. Let n ≥ 1, 0 < s < n, 1 < q ≤ r < ∞, α < n
q
′ where q
′
denotes conjugate number of q,
and γ > −n
r
, α ≥ γ satisfying 1
r
= 1
q
+ α−γ−s
n
. Then, it holds:
∥∥|x|γ |D|−su∥∥
Lr
.
∥∥|x|αu∥∥
Lq
, that is ,
∥∥|x|γu∥∥
Lr
.
∥∥|x|α |D|su∥∥
Lq
for any u ∈ H˙s,qα , where H˙s,qα = {u : |D|su ∈ Lq(Rn, |x|αq)} is the weighted homogeneous Sobolev space of
potential type with the norm ‖u‖H˙s,qα =
∥∥|x|α |D|su∥∥
Lq
.
The proof can be found in [26].
Corollary 5.2. Let 1 < q <∞ and 0 < s1 < nq < s2. Then, for any function u ∈ H˙s1,q ∩ H˙s2,q we have
‖u‖L∞ . ‖u‖H˙s1,q + ‖u‖H˙s2,q .
For the proof one can see [5].
A.6. A variant of Mikhlin- Ho¨mander multiplier theorem
Proposition 5.6. Let q ∈ (1,∞), k = [n2 ] + 1 and b ≥ 0. Suppose that m ∈ Ck(Rn) satisfies m(ξ) = 0 if
|ξ| ≤ 1 and ∣∣∂αξ m(ξ)∣∣ ≤ C|ξ|−nb| 1q− 12 |(A|ξ|b−1)|α|
for all |α| ≤ k, |ξ| ≥ 1 and with some constants A ≥ 1. Then, the operator Tm = F−1
(
m(ξ)
)∗(x), defined
by the action
Tmf(x) := F
−1
ξ→x
(
m(ξ)Fy→ξ
(
f(y)
))
,
is continuously bounded from Lq into itself and satisfies the following estimate:
‖Tmf(·)‖Lq ≤ CAn|
1
q
− 12 |‖f‖Lq .
The proof of this lemma can be found in [2] (Theorem 10) and [14] (Theorem 1).
A.7. Modified Bessel functions
Proposition 5.7. Let f ∈ Lp(Rn), p ∈ [1, 2], be a radial function. Then, the Fourier transform F (f) is
also a radial function and it satisfies
Fn(ξ) := F (f)(ξ) = c
∫ ∞
0
g(r)rn−1J˜n
2−1
(r|ξ|)dr, g(|x|) := f(x),
where J˜µ(s) :=
Jµ(s)
sµ
is called the modified Bessel function with the Bessel function Jµ(s) and a non-negative
integer µ.
Proposition 5.8. The the following properties of the modified Bessel function hold:
1. sdsJ˜µ(s) = J˜µ−1(s)− 2µJ˜µ(s),
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2. dsJ˜µ(s) = −sJ˜µ+1(s),
3. J˜− 12 (s) =
√
2
pi
cos s and J˜ 1
2
(s) =
√
2
pi
sin s
s
,
4. |J˜µ(s)| ≤ Cepi|Imµ| if s ≤ 1, and J˜µ(s) = Cs− 12 cos
(
s− µ2pi − pi4
)
+O(|s|− 32 ) if |s| ≥ 1,
5. J˜µ+1(r|x|) = − 1r|x|2∂rJ˜µ(r|x|), r 6= 0, x 6= 0.
A.8. Faa` di Bruno’s formula
Proposition 5.9. Let h
(
g(x)
)
= (h ◦ g)(x) with x ∈ R. Then, we have
dn
dxn
h
(
g(x)
)
=
∑ n!
m1!1!m1m2!2!m2 · · ·mn!n!mn h
(m1+m2+···+mn)
(
g(x)
) n∏
j=1
(
g(j)(x)
)mj
,
where the sum is taken over all n- tuples of non-negative integers (m1,m2, · · · ,mn) satisfying the constraint
of the Diophantine equation: 1 ·m1 + 2 ·m2 + · · ·+ n ·mn = n.
For the proof one can see [23].
A.9. A useful lemma
Lemma 5.1. The following formula of derivative of composed function holds for any multi-index α:
∂αξ h
(
f(ξ)
)
=
|α|∑
k=1
h(k)
(
f(ξ)
)( ∑
γ1+···+γk≤α
|γ1|+···+|γk|=|α|, |γi|≥1
(
∂
γ1
ξ f(ξ)
) · · · (∂γkξ f(ξ))),
where h = h(s) and h(k)(s) = d
kh(s)
dsk
.
The result can be found in [24] at the page 202.
Lemma 5.2. Let α, β ∈ R. Then:
I(t) :=
∫ t
0
(1 + t− τ)−α(1 + τ)−βdτ .


(1 + t)−min{α,β} if max{α, β} > 1,
(1 + t)−min{α,β} log(2 + t) if max{α, β} = 1,
(1 + t)1−α−β if max{α, β} < 1.
For the proof one can see [5].
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