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CHAPTER-1 
AN INTRODUCTION TO MIXTURE EXPERIMENTS 
1. INTRODUCTION 
Consider the following examples of day to day life in which the 
products are formed by mixing together two or more ingredients. 
Example 1: Cake formulations using baking powei-, shortening, flour, 
sugar and water. Here the property of interest is the fluffiness of the 
cake or the layer appearance of the cake, where the fluffmess or 
appearance is related to the ingredient proportions. 
Example 2: Building construction concrete formed by mixing sand, 
water and one or more type of cement. Here hardness or compression 
strength of the concrete is a function of the percentage of cement, sand 
and water in the mixture. 
Example 3: Fruit punch consisting of juices from water melon, 
pineapple and orange. Here the fruitiness flavour of the punch depends 
on the percentages of watermelon, pineapple and orange thai are 
present in the punch. 
Example 4: Photographic film coating made by blending silver halide, 
coupler, two couple solvent and two stabilizers. The colour stability of 
the photographs are a function of exposure to heat and light. 
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Example 5: Tobacco blends consisting of nue-cured tobacco, burley, 
tuipish blend and processed tobacco. Mere the flavour and aroma of the 
tobacco blend is the property of interest. 
Definition: In the general mixture problem, the measured response is 
assumed to depend only on the proportions of the ingredients present in 
the mixture and not on the amount of the mixture. 
Thus, if Xi, X2, ..., x^ , denotes the component proportions in a q 
component mixture, the natural constraints on x.'s are 
0 < Xi<l ; i = l , 2 , . . . , q (1) 
Zx,=l (2) 
1=1 
In particular a "single-component" mixture or a pure mixture is 
the one in which an individual proportion Xi is unity, i.e. the mixture 
involving a single ingredient or constituent. 
Due to constraints (1) and (2) on Xj, the geometric description of 
the factor space containing q-componenl consists of all points on or 
inside the boundaries (vertices, edges, faces, etc.) of a regular (q-1) 
dimensional simplex. For q = 2 components, the simplex factor space 
is a straight line. For 3 components, i.e; q = 3 the factor space is an 
equilateral triangle, and for q = 4 the simplex is a tetrahedron. 
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The coordinate system used for the values Xi, i = 1, 2,...,q is 
called a simplex coordinate system. 
Component 
Component 2 
(0,1,0) 
Three-component triangle 
^-^ Xi> O X 
Xl+X2+X3=l 
Component 3 
(0 ,0 ,1) 
Figure (la): The three component simplex region 
x , - l 
x,= 1 
x,= l 
Figure (lb): The four component simplex region 
In Figure 1(a), we observe that the vertices of the simplex or 
triangle represent the single-component mixtures and are denoted by 
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Xi = 1, Xj = 0 for i, j = 1, 2, and 3, i ^ j . The interior points of the 
triangle represent mixtures in which one of the three components is 
absent; that is X| > 0, X2 > 0, and X3 > 0. The centroid of the triangle 
corresponds to the mixture with equal properties (1/3, 1/3, 1/3) from 
each of the components. Figure 1 (b) is the tetrahedron for the four 
components whose proportions are X|, X2, X3, and X4. 
2. THE GENERAL MIXTURE PROBLEM 
2.1 SIMPLEX-LATTICE DESIGNS 
Scheffe (1958) introduced {q,m} simplex-lattice. For 
investigating the response surface over the entire simplex region, a 
natural choice for a design would be one with points that are positioned 
uniformly over the simplex factor space. Such a design in q 
components for fitting a model of degree m is the {q,m} simplex-
lattice and the design is known as simplex-lattice design. The points 
are defined by the following coordinate settings: the proportions 
assumed by each component take the m + 1 equally spaced values from 
Oto 1. 
n 1 2 Xi = 0 , — , - , . . . . , 1 (3) 
m m 
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and all possible combinations of the components are considered, using 
the proportions in (3) for each component so that the sum of the 
proportions for all of the components is 1. 
For a q = 3 component system, suppose each component is to 
take the proportions Xi = 0, 1/2 and 1 which is equivalent to setting 
m = 2 in equation (3). The {3, 2} simplex-lattice consists of the six 
points on the boundary of the triangular factor space. 
(x,,X2,X3) = (1,0,0), (0,1,0), (0,0,1), (1/2,1/2,0), (1/2,0,1/2), 
(0,1/2,1/2). 
The three vertices (1 ,0 , 0), (0, 1, 0) and (0, 0, 1) represent the 
individual components where the points (1/2, 1/2, 0), (1/2, 0, 1/2) and 
(0, 1/2, 1/2) represent binary blends or two-component mixtures, with 
each component contributing one-half the blend, and are positioned at 
the mid-point of the three sides of the triangle. The {3, 2}, {3, 3} and 
{4, 2} simplex-lattices are shown in Figure (2). 
Department of Statistics & Operations Research 
(1,0,0) 
('/2,'/2,0) ('/2,0,'/2) 
(1,0,0) 
(:/.i,i..*.(i) (2' .vO. !/.•!) 
(1/3,2/3.0) (1/3,0.2/3) 
(0,1,0) (0,'/2,'/2) (0,0,1) (0,1,0) «U/3.1,'3) (0,1/3.2/3) (0,0,1) 
{3,2} {3,3} 
(1,0,0,0) 
('/2,V2,0,0) 
(0,1,0,0)' 
(0,'/2,'/2,0) 
('/2,0,0,'/2) 
(0,0,0,1) 
,0,'/2,'/2) 
(0,0,1,0) 
{4,2} 
Figure (2): The {3,2}, {3,3} and {4,2} simplex-lattice arrangements 
and the coordinates setting of the design points. 
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It is clear from figure (2) the (q, 2) simplex-lattices for q = 3 and 
4 as well as when q > 4, are strictly boundary designs meaning the 
blends used are strictly single component blends and 2-components 
blends. 
Scheffe (1958, 1963) introduced the canonical polynomials for 
use with the simplex-lattices and simplex centroid designs. 
2.2 CANONICAL FORM OF MIXTURE POLYNOMIALS 
Scheffe (1958, 1963) introduced the canonical polynomials for 
use, with the simplex-lattices and simplex-centroid designs. The 
canonical form of the mixture polynomial is derived by applying the 
restriction xi + X2+ ...+ Xq = 1 to the terms in the standard polynomial 
and then simplifying. 
Consider two components whose proportions are represented by 
Xi and X2, with Xi + X2 = 1. 
The first-degree polynomial is 
r| = |3o + P ix ,+ P2+X2 
Replacing po by Po (xi +X2) in r], we get 
Tl = (Po+Pl)Xl+(Po+P2)X2 
= P|'X,+P2'X2 
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So that the constant term, Po is removed from the model. 
For the second-degree polynomial, the quadratic terms Pnxf 
and P22X2^  are also removed from the model along with the constant 
term Po- Thus, the mixture models have a fewer number of teiTns than 
do the standard polynomials. 
In general, the canonical forms of the mixture models are: 
q 
Linear: Tl = ZPi^. ("*) 
Quadratic: ri = XP,Xi+ Z Z P U ^ . - ^ J (5) 
i=l i<j 
Special cubic: ri = ZP,x, + XSP.,^.^, 
i<j<k 
Full cubic: 
^ = XPiX,+ IZP,x,x^+ ZZyu>^.^j(>^.-^.) 
1 = 1 KJ \<\ 
+ ZZZP,,x,x,x, (7) 
i < j < k 
The special cubic equation is a reduced form of third-degree 
polynomial that provides measures of the ternary blends of the three 
components i, j , k. The terms in the canonical polynomial models have 
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simple interpretations. In equation (5) for example, if Xj = 1 and 
therefore Xj = 0 for j ?i i, then r| = Pi, that is, Pi is the expected response 
to the pure component i. If the blending is additive, the model is 
q 
ri = ^PjX- which is the equation of a planar surface. With a quadratic 
i = l 
model, the second-degree terms Pi, denote the coefficient of non 
additive blending of the components i and j and describe quadratic 
departure of the response surface in a plane. The number of terms for 
the canonical fonns for the mixture models (4), (5), (6), (7) illustrated 
in Table 1. 
TABLE 1. NUMBER OF TERMS IN THE CANONICAL 
POLYNOMIALS 
Number of Linear Quadratic Special Cubic Full Cubic 
Components q 
2 2 3 - -
3 3 6 7 10 
4 4 10 14 20 
5 5 15 25 35 
6 6 21 41 56 
7 7 28 63 84 
8 8 36 92 120 
q(q + 1 )/2 q(q' + 5)/6 q(q +1) (q +2)/6 
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When data are collected at the points of the {q, m} simplex-
lattice, formulas for the estimates of the coefficients in the canonical 
polynomials are expressed as simple functions of the observed values 
of the response collected at the points of the design. For example, with 
the {q, 2} simplex-lattice design, let the average of ri obsei-vations be 
denoted by y, and the average of ry observations be denoted by y,j. 
Then the formulas for calculating the coefficient estimates bj and bij in 
the second-degree model (5), are 
b i=yi , i = l , 2 , . . . , q 
bij = 4y. j -2(y .+yj , i, j = 1, 2, ... q, i < j 
2.3 THE SIMPLEX-CENTROID DESIGN AND THE 
ASSOCIATED POLYNOMIAL MODEL 
Scheffe (1963) introduced the simplex-centroid designs as an 
alternative to the {q, m} simplex-lattice designs. In a q-component 
simplex-centroid design, the number of points is 2'' - 1. The design 
points correspond to the q permutations of (1, 0, ..., 0), the "ic; 
permutations of (1/2, 1/2, ..., 0), the 'IC3 permutations of (1/3, 1/3, ... 
0), ..., and the overall centroid point (1/q, 1/q ..., 1/q) or q-nary 
mixture. A 4-component simplex-centroid design consists of 2"^  - 1 = 
15 points which are the four vertices, the mid points of the six edges, 
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the centroids of the lour faces, and the overall centroid (1/4, 1/4, 1/4, 
1/4). Thus the simplex-centroid designs are better space filling designs 
as compared to the {q, 2} simplex-lattices. 
The {3, 2} simplex-centroid design consists of the following 
seven points comprising six points on the boundary of the triangle and 
one overall centroid (1/3,1/3,1/3). 
( X | , X 2 , X3) (1,0,0), (0,1,0), (0,0,1), (1/2,1/2,0), (0,1/2,1/2), 
(1/2,0,1/2), (1/3, 1/3,1/3). 
X, (1.0,0,) 
(0,1,0) (0.0,1) 
Figure (3a): Simplex-centroid design for three component 
x,= 1 
X | = Xj = '/2 
X|= x,= x ,= X4 = 1/4' 
x,= I 
X , = X, = '/2 X , = X , = '/2 
x,= l 
Figure (3b): Simplex-centroid design for four component 
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The polynomial equation in simplex centroid design is 
<i . 
i= l i< j c<j<k 
This equation is further expressible as linear functions of the 
expected responses at the points of the simplex-centroid design. For 
example, on substituting rji, r|ij, and riyk into the above equation for the 
responses to Xi = 1, Xj = 0, j ^ i, to x; = xj = i , and to Xi = x, = x^  = \, 
respectively, for all i, j , and k, then the parameters are 
Pi = rii,Pij = 2{2'Tiij-l'(Tii+Tij)} (9) 
Pu^={3'ri,^,-2^(Ti,^+ri,+rij+l^(ri,+Ti,+TiJ} 
General formula for the model parameters is 
P„=rV- 'L,-(Sr)-( r - i r 'L, . ,+ . . . + ( - i r i - 'L , ( , - ) l 
= v S(-irt'-'L,(Sr) 
1 = 1 
Where 
Sr = Any subset {i|, i2, ..., i,} of r elements of {1, 2,..., q}, 
Lt (Sr) = sum of response of all r, of the t-nary mixtures with 
equal proportions formed from the r components in Sr. 
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Let us suppose Sr = {1, 2} ; r = 2 
b„ = 22;{-ir 't '- 'L,(S2) 
1 = 1 
= 2[(-ir'l^-'L,(S2)+(-iy2^-'L,(S2)J 
= 2 [ ( - l )L , (S2)+2L, (S2) ] 
= 2[(-l)(y,+yJ+2(yJ 
= 4y ,3 -2 (y ,+yJ 
bn = 4 y „ - 2 ( y , + y j s 
2.4 SYMMETRIC SIMPLEX DESIGN 
Murty and Das (1968) evolved symmetric simplex designs for 
mixture experiments. These designs are the generalized form of 
Scheffe's (1958) simplex-lattice designs and Scheffe's (1963) simplex-
centroid designs. Symmetric simplex designs explore the entire 
simplex uniformly, provide sufficient degrees of freedom for testing 
the lack of fit and satisfy certain symmetry conditions which simplify 
least squares estimation so much so that the estimates of the parameters 
and their variances and covariances can be obtained in a stepwise 
manner even on a desk calculator and even when the number of 
parameters is large. 
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Murty and Das (1968) used a quadratic model for the analysis 
of the data obtained by adopting symmetric simplex designs. 
2.5 MIXTURE EXPERIMENT WITH CONSTRAINTS 
Additional constraints on the component proportions in the form 
of lower bounds, upper bounds, or both lower and upper bounds often 
restrict the considered experimental region. 
Kurotori (1966) studied experiments with mixture of 
components and introduced L-psuedocomponents transformation. 
When the subregion of the simplex is itself a simplex, the use of L-
psuedocomponents simplifies the construction of designs by allowing 
the {q,m} simplex-lattice or simplex-centroid designs to be used in the 
L-psuedocomponents system. Scheffe (1958) considered the case 
where one component is restricted below certain bounds ruling out the 
{q,m} lattice design. Crosier (1984) defined U-pseudocomponent 
when only upper bound constraints are imposed on the mixture 
component proportions. Piepel, G.F. (1983a) defined consistent 
constraint regions in mixture experiments. Piepel, G.F. (1983b) 
considered the calculation of centroids in constrained mixture 
experiments. 
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Crosier, R.B. (1986) gave formulas for enumerating the number 
of extreme vertices, edges and two-dimensional faces of the 
constrained region. 
Some procedures for calculating the coordinates of the extreme 
vertices of a constrained region are Mclean and Anderson's (1966) 
extreme-vertices (EV) algorithm, Snee and Marquardt's (1974) 
XVERT algorithm and Nigam, Gupta, and Gupta's (1983) XVERTl 
algorithm. 
In addition to upper and lower bounds on some or all of the 
component proportions, Lj < Xi < Uj, i = 1, 2, ..., q, there often exist 
linear constraints among the Xj of the form. 
Cj < AijX, + A2jX2 + + Ac^jXq < Dj, j = 1,2,..., h 
where the Ajj are scalar constants (some Ajj may be zero). 
The presence of the multi component constraints can change the 
shape (the number of extreme vertices, edges, faces, etc.) of the region 
that was defined previously by placing only lower and upper bounds on 
the Xj. 
Snee (1979) introduced an algorithm, called CONSIM 
(CONstrained SIMplex), for generating the extreme vertices of a 
constrained region. Piepel (1988) gave two Foitran programs called 
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CONVRT (which performs the same operation as CONSIM) and 
CONAEV, which deals with upper and lower bound constraint and 
multi component restrictions. 
Lambrakis, D.P. (1968) studied generalization of the simplex-
lattice design and estimated regression function of the multiple-lattice 
design. 
Nigam (1973) considered designs and model for multifactor 
mixture experiments. Multifactor mixture experiments are the 
experiments which allow the simultaneous consideration of proportion 
of several factors at a time. 
Murthy and Murty (1989) have given a procedure using 
factorials to obtain designs in multi factor experiments. They have 
given two methods for restricted exploration of multifactor mixture 
experiments using factorials and called them Restricted Region 
Designs (RRD). 
2.6 MODELS FOR THE PROCESS VARIABLES 
If, in addition to the q mixture components, there are r process 
varibles Z\ Zr, a suitable model involving second-order terms is 
r I r 
Ti=:ao+Xa,z,+Xa,,z,-+XZa„z,z, (10) 
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The design for the process variables could be based on a 
factorial design or other response surface design suitable for estimating 
the parameters in the model. To fit the quadratic model including the 
square terms, we would require at least three levels of each process 
variable and a total of m design points, where m is sufficiently large to 
allow for fitting and testing the model. 
2.6.1 AN ALTERNATIVE MODEL AND A MODEL 
BUILDING STRATEGY 
Prescott (2004) has proposed an alternative model obtained by 
crossing models (7) and (10) and retaining only interaction terms up to 
second order, that is interaction terms of the form XjZk , XjZi^ z, and 
XjXjXk- The main objective is to determine a model that provides a good 
fit to the data so that the contours of the fitted surface represent the 
behaviour of the response to changes in the process and mixture terms, 
a second objective is to be able to use to model to interpret the 
relationships between the mixture ingredients and the process 
variables. The simpler the model, the easier it will be to interpret these 
relationships so the proposed model building strategy considers the 
inclusion of higher- order terms and interactions only when such terms 
are needed to provide an improved fit. 
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The proposed model, which is a reduced form of the full crossed 
model is 
E(Y) = C(p)-f-Zi;y,^x,z^-fZZy,^^x,z-> 
q r 
i«l k<l k=l Kj 
Where, 
i= l i < j i< j< l ; 
+ I Z P,-,x,x^(x,-xj 
KJ 
q(q + iXq + 2) rq(r + q + 2) This model contams -^ AM ; ^ _:n M i terms, 
which for q = 3 and r = 2 gives 31 terms. 
In this dissertation, a brief idea about the basic concepts 
regarding the general mixture problem is presented and an attempt is 
made to review the most recent literature available in the axial designs 
with their applications, K-models which are based on the Kronecker 
algebra of matrices and vectors which are an alternative to the Scheffe 
models and mixture-amount models are finally discussed which the 
usual mixture experiments performed at two or more levels of the total 
amount. 
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AXIAL DESIGN: The concept of axial design was suggested by Cox 
(1975). Axial designs are designs consisting mainly of complete 
mixtures or q-component blends where most of the points are 
positioned inside the simplex. Figure 4 illustrates a three component 
axial design where the distance from the center of the simplex to the 
points is A. 
x - 1 
Figure (4): A three-component axial design where the distance 
from the center of the simplex to the points is A. 
Axial designs are recommended when the component effects are 
to be measured and can also be used as a tool for screening out 
important or unimportant components in analysing mixture data as 
given by Snee and Marquardt (1976). 
Chan, Meng, Jiang and Guan (1998) have considered D-
Optimal axial designs for quadratic and cubic additive mixture models 
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which were introduced by Darroch and Waller (1995) and compared 
the saturated D-optimal axial design and D-optimal design for the 
quadratic model in terms of their efficiency and uniformity. 
K-MODELS: Draper and Pukelsheim (1998) have studied mixture 
models based on homogeneous polynomials. They provide an 
alternative representation based on the kronecker algebra of vectors 
leading to attractive symmetries, compact notation and homogeneous 
model functions. 
Draper and Pukelshiem (1999) have worked on kiefer ordering 
of simplex designs for first- and second- degree mixture models. They 
have discussed improvement of the given design in terms of increasing 
the symmetry as well as obtaining a larger moment matrix under the 
Loewner ordering. 
MIXTURE-AMOUNT EXPERIMENTS: Piepel and Cornell 
(1985) have considered models for mixture experiments when the 
response depends on the total amount. Designs for fitting mixture-
amount models called mixture-amount designs, were developed by 
Piepel and Cornell (1987). A Mixture-Amount Experiment is the one 
in which the usual mixture experiment is performed at two or more 
levels at the total amount. 
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Piepel (1988) has written a note on models for Mixture-Amount 
Experiments when the total amount takes a zero value. These models 
modify those of Piepel and Cornell. (1985), which are only 
appropriate when the total amount takes on a values greater than zero. 
A Mixture-amount model provide information about the 
component blending properties at the average level of total amount and 
information on how the amount of the mixture affects these blending 
properties. Design and other aspects of the problem are discussed by 
Peipel (1985). 
A complete Mixture-Amount design is formed by setting up any 
one of the many types of mixture designs, for example, a {q, m} 
simplex-lattice design, a simplex-centroid design, a constrained-region 
design etc. Some Mixture-Amount Experiment include "control tests" 
for which the total amount of the mixture is set to zero (hence forth 
referred to as MAZ experiments). 
The MAZ models presented are useful for experiments in which 
zero-amount data are taken and there is specific interest in 
understanding how the response behaves as the amount of the mixture 
changes from zero to positive value. 
Prescott and Draper (2004) have considered mixture component 
amount designs via projections including oithogonally blocked designs. 
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Hilgers and Bauer (1995) have considered optimal designs for 
mixture amount experiments. 
Chan (2000) has carried out a survey on optimal designs for 
experiments with mixtures. The survey article is on known results 
about analytic solutions and numerical solution of optimal designs for 
various regression models such as polynomial models, models 
containing homogeneous functions, models containing inverse terms 
and ratios, log contrast models, models with quantitative variables and 
models containing amount of mixture. Optimality criteria considered 
include D-, A-, E-, (|)p- and I^- optimalities. Uniform design and 
uniform optimal design for mixture components, and efficiencies of the 
{q,2} simplex- centroid design are briefly discussed. 
This dissertation is divided into four chapters. The first chapter 
deals with basic ftindamentals of mixture experiments. Axial Design 
and their applications are discussed in the second chapter. The D-
optimal axial designs are also discussed. The third chapter deals with 
K- Models or K-Polynomials suggested by Draper and Pukelsheim 
(1998). Mixture-amount experiments are considered in the fourth 
chapter. 
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CHAPTER-2 
AXIAL DESIGNS FOR MIXTURE EXPERIMENTS 
1. INTRODUCTION 
The concept of axial design was suggested by Cornell (1975) by 
extending Cox's (1971) approach to the models suggested by the 
Scheffe (1958). Cox (1971) gave an alternative to the canonical 
polynomial of Scheffe for experiments with m.ixture and showed that 
for the vertex design centered at s that if s is positioned on the axis of 
an individual component, the closer s lies to the vertex of the simplex 
representing the individual component, the more precise will be the 
parameter estimates associated with the individual component relative 
to the other components. 
Chan, Meng, Jiang and Guan (1998) have considered 
D-optimal axial designs for quadratic and cubic additive mixture 
models which were introduced by Darroch and Waller (1995) and 
compared the saturated D-optimal axial design and D-optimal design 
for the quadratic model in terms of their efficiency and uniformity. 
Definition: The axis of component i is the imaginary line connecting 
the base point Xj = 0, x, = 1 / (q-1) for all jV i, to the vertex where 
Xi= 1, Xj = Oallj ^'i. 
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The base point is the centroid of the (q-2)- dimensional 
boundary (sometimes called a (q-2) - flat), which is opposite the vertex 
Xi = 1, Xj = 0. The length of the axis is the shortest distance from the 
opposite (q-2)- dimensional boundary to the vertex. This distance is 
defined in the simplex co-ordinate system as one unit. 
Axial designs, on the other hand, are designs consisting mainly 
of complete mixtures or q- component blends where most of the points 
are positioned inside the simplex. Figure 1 presents the axes for 
component 1, 2, and 3 in the three-component triangle. 
XI = 1 
X 2 = l X, = 0 X3 = 
Figure (1): The Xi axes, i = 1, 2, and 3. 
Axial designs are the designs which have all the support points 
positioned only on the component axis, where as both the {3, 2} 
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simplex- lattice and simplex-centroid designs are outer extreme point 
axial designs. The simplest form of axial design is the one whose 
points are positioned equidistant from the centroid (1/q, l/q,...,l/q) 
toward each of the vertices. The distance from the centroid, measured 
in the units of xi, is denoted by A and thf? maximum value for A is 
q J 
A three-component axial design is shov/n in Figure 2. 
x = l 
Figure (2): A three-component axial design where the distance 
from the center of the simplex to the points is A. 
q 
Consider the matrix form of the first degree model rj = X P I ^ I 
as 11= x'P, where x = (x,, xj,...., x j 
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An axial design of the form shown in figure 2, for r observations 
are collected at each of the points, the form at the variance covariance 
matrix of the vector b = (b|,...,bu)' of estimates of the parameters v/ill 
be given as follows. 
X = 
1 
+A 
- + A 
q 
1 A/q 
q 1-I/q 
1 A/q 
1 A/q 
q 1-1/q 
I 
q 
j_ 
q 
A/q 
l - l / q 
A/q 
1-1/q 
+ A 
q 1-1/q 
1 A/q 1 A/q 
q 1-1/q q 1-1/q 
q 
 
1 A/q 
" q 1-1/q 
1 
q 
A/q 
1-1/q 
1 A/q 
1-1/q 
1 A/q 
q 1-1/q 
q 
1 A/q 1 , 
q 1-1/q q 
r times con-esponding 
to r obs. taken at the 
design paints on xi -
axis 
r obs. taken at a point 
an X2- axis 
r obs. taken at a point 
on Xq- axis 
where each row represents a point X = (X|,...,Xq) and for a point 
:th 
on, say i axis. We have 
Xj = — + A (as we are moving towards the vertex Xj =1 
q 
from the centroid x f- -1 
lq"" 'qy 
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1 A 
' q q -1 
Thus (X'X) is a symmetric matrix with 
diagonal elements = r 1 A-q 
q q -1 
and 
off diagonal elements = r A'q 
(X'X) 
J_ A'q 1 A'q 
q (q-ir 
1 A'q 
q q -1 q (q - l ) ' 
1 A-q 
- + 
q q - 1 
Symmetric matrix 
q (q - iy 
1 A-q 
q q-1 
1 A-q 
q q-l_ 
X'X = r 
\2 2 
(q-O- " 
1 A=q 
q (q-i)-' 
Where Iq and Jq is a identity matrix and (q x q) matrix of I's 
respectively, and therefore can be written in the form 
X'X= rial + b J I 
L q q J 
where A
2 1 
q A 
a = -—^-r and 
b = 
(q-ir 
' l A-q 
Lq (q-in 
(X'X)-'= i [al^ + b j j -
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= -[dI +eJ ' 
a a(a + bq) 
(x'x) = 
1 , (q-iy i 
q A'q' q 
q 
Symmetric matrix 
(q-l)' 1 kzl l 
A'q' 
(q-1)' 
2 _ . 1 A^ q 
q A^ q^  
1 (q-1)-^ 
q A-^q-^  
A2 • .• q 
var bj = var (p^  j i ^ ( q - l ) -
2 .1 q A"q a 
Vi = l,2,...,q 
and 
cov (bi, bj) cov (Pi, Pi) = -
r 
1 (q - l ) ' 
A? T 
q '^q 
a ' V i ^ j 
It is clear from the above expressions that as 'A' increases, the 
variance of bi decreases, i.e. larger the value of A, the smaller the value 
of var (bj) and cov (bj, bj). Infact, if the points are positioned at the 
vertices, 'A' will attain its maximum value A = -— giving 
var (bj) 
q 
l , ( q - l ) ' q ' 
q (q-i)-' 
a ' 
r 
and 
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cov (bj, bj) 
- ? r 
1 ( q - l ) ; q ' 
q (q- iyq ' 
Similarly the variances and covariances of b can be obtained 
from the the above equation for different values of A 
Cox (1971) suggested that the first and second degree 
polynomials respectively should be expressed in the following forms. 
Tli(x) = Po + ZP.x, (1) 
1^1 
q q 
T12(X) = Po + ZP,X, + Z IP„X,X, (2) 
1=1 1 = 1 j=i 
where one constraint is imposed on the parameters in the first-
degree polynomial (1) and (q+1) constraints are imposed on the 
parameters in (2), The effects of the individual component on the 
response are measured by comparing the expected response at points in 
the simplex to the expected response at a standard mixture s =^  (si, S2 
,..., Sq) where the mixture s might coincide with the centroid (1/q, 1/q 
,..., 1/q) of the (q-1)- simplex, the centroid of a lower (f-l)-dimensional 
flat where f of the Sj = 1/ P and q- C of the s, = 0, or some other 
convenient mixture such as the center of a region of interest. For 
example, at a point x different from s, let the proportion of the i"' 
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component be x; = Sj + Ai. While the proportions of the remaining 
components are adjusted proportionally to their contributions in s, that 
is, Xj = Si - AjSj / (l-Sj) for all j = 1, 2,...,q,j ^ i. (see Figure 3). Now if 
the expected response is expressible by means of the first-degree 
model (1), the change in the expected response as measured at 
X and s is 
Ari,(x) = r|, (x)-ri i(s) = PA 
l - s . (3) 
This suggests imposing the constraint 
l P , s , = 0 (4) 
where r|i (x) = (3o i.e. 
Xi 
Xi 
Xk 
Figure (3); Increase in the proportion of the i*^ component 
measured as x - s = A;. 
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response at the reference mixture remains constant. (3; determines the 
slope of the response surface for changes in the i' component, the 
other components being adjusted accordingly. If the expected response 
is of the second degree, the change in the expected response is 
1-s, 
^ A. ^ 
vl -s ,y 
(5) 
where in addition to the constraint (4), the following q constraints are 
imposed 
XP,,s, =0, for j = l,2,..,q (6) 
Cox's approach can be used for axial design to gather 
informations about the effect of i''^  mixture component on the response. 
The changes in the expected response expressed by (3) and (5) arise 
only from the difference between a pair of mixtures along the path Aj / 
(1-Si). In most experimental situations, however, at least q paths 
Aj/ (l-Sj), i = 1, ..., q, are planned simultaneously. Cox (1971) explored 
multiple path designs for estimating all the parameters in the model (1) 
and (2) and with the help of a numerical example, compared the forms 
of Cox's polynomial with the forms of the con-esponding Scheffe's 
polynomial. The concept of axial design was suggested by Cornell 
(1975), Cornell (1975) extended Cox's (1971) approach and defined 
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designs which have all the support points on the q component axes 
connecting the vertices and the centroids of the apposite (q-2)-
dimensional sub-simplex. 
Axial designs can be used as a too! for screening components in 
analysing mixture data. Along the i"^  axis of s''"', all the j ' (j ^ i) 
mixture components are in the same ratio, although the amount of the 
i"^  component can vary. Observations made along the i"^  axis of the 
simplex provide the experimenter with information about the effect of 
the j "^ mixture component on the response when all other mixture 
components are in the same ratios. 
Snee and Marquardt (1976) considered axial designs with up 
to four points on each axis of s''"', and used the variations of the 
response on the i"^  axis to study the contribution of the i'^  component to 
the response. 
Cornell (1975) showed that if the standard mixture S is 
positioned also on the axis corresponding to the i''^  component the 
closer s is positioned to the i'^  vertex the more precise will be the 
estimates associated with the i"' component relative to the 
con-esponding estimates of the other components. If the position of S is 
at the centroid of the simplex however and Aj denotes the distance from 
s to the design point on the axis of the i"' component, then Coniell 
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(1975) showed for the first degree model that the larger the ratio A/Aj, 
for some fixed value of Aj, the smaller will be the ratio var \^J I var 
(p.j, where p. and P^  denote estimates of the parameters associated 
with the i"^  and j " ' components. Similarly by relaxing the equireplicate 
property of the design and putting Aj = Aj for all i and j , and s is again 
positioned at the centroid, then the value of ratio var (pj/var(pj 
decrease for increasing values of the ratio ri / rj, for any fixed value of 
rj, where rj denotes the number of observations collected at the design 
point on the axis of the i component. 
For estimating the parameters simultaneously in equation (1) and 
(2), let us consider mixture designs in the reparameterized forms Xj > 0, 
^Xj =1 and r|(x) = XYI^I of the models (3) and (4), respectively. 
Let us consider Scheffe polynomials in matrix form and let 
y, " (X|' X|.)~ X,' y be the vector of least squares estimates associated 
with the (^'^  degree equation. That is, when f=l,y = Xiyi + e where y is 
an N X 1 vector of observations, X, is an N x q matrix, yi is a q x I 
vector of unknown parameters and e is an N x 1 vector of random 
errors where E (e) = 0 and E (e e') = a^ I. The corresponding vector of 
estimates p,, associated with the (^ degree Cox model is 
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P.= B,, 
Y, 
0 (' = 1 or 2, (7) 
Where (' = 1, the matrix B| is (q+1) x (q+1) and 0 is 1x1 and 
when f = 2, the matrix Bj is (q + 1) (q +2 )/ 2 x (q+1) (q+2)/2 and 0 is 
(q+1) xl. The elements of the matrices B, and Bi are the coefficients in 
the linear relations of the Pi's to the Yi 's, Yi = Po + Pi, i = U 2,..., q and 
therefore the pi's in terms of the YJ'S, subject to the constraint (4) are 
Po=ZYiSi, P, =Y, 0 - S , ) - Z Y , S , , i = l,2,...,q 
( . 1 i = : 
and 
s, s, ... s„ 0 
I - Is' ; 0 
(8) 
Where 1 and 0 are q x 1 vectors of ones and zeroes respectively and s' 
= (si, S2, ...., Sq)'. In a similar manner, the elements of the matrix B2 
can be obtained. 
From equation (7), the variance- covariance matrix of the 
restricted estimates is 
Var(P,) =B, 
0 
0 
0 
B:& (9) 
and the elements of the matrix Var (P,) are themselves fianctions of the 
co-ordinates of the experimental design in X,. Since the trace of the 
matrix var (P,) is the sum of the variances of all the parameter 
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estimates, then minimizing the trace coiTesponds to maximizing the 
precision of the estimates associated with all of the q components 
simultaneously. 
If the points of the design are equally distant from s, an 
equireplicated design is centered at s. If the points are not equally 
distant from s, different weights are assigned to the design points to 
center the design at s. 
Cornell (1975) used two approaches to investigate designs for 
minimizing the diagonal element of the matrix var (p,) in equation (9). 
The first approach amounts to fixing the position at s in the simplex 
and the magnitudes of some or all of the diagonal elements of the 
matrix var (pj are noted for different forms of the matrix Xi. In the 
second approach the form of the matrix Xj is fixed and the changes in 
the magnitudes of the diagonal elements of the matrix var (pj are 
observed resulting from the positioning s through out the simplex. In 
such a manner, either the form of X] for a specified s or the location of 
s for a given Xi are sought, which results in the minimum values for 
the variances of some or all individual (p,). 
The magnitude of the variance of the estimate p. is affected by 
changing the location at s, however in most experimental situations it 
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may not make physical sense to select a position for s to achieve 
minimum variance. Let the distances to the design points along the 
axes associated with the i and j , j ^ i, components respectively be 
denoted by A; >0 and Aj > 0 and let r, and r, denote the number of 
observations taken at the respective design points. In order to obtain 
the magnitude of the variance of the estimate p. relative to the 
magnitude of the variance of the estimate Pj, j ^ i, let the Aj be equal as 
well as the fj, j 5^  i, be equal. Further assume s to be the centroid of the 
simplex and consider a single observation taken at s. 
Figure (4): Design point distances Aj, and numbers of 
observations r|. 
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For the q = 3 case, design point distances Aj and number of 
observations are shown in Figure 4. When an equal number of 
observations are collected at the non-central design points (n = rj) and 
Figure 5 presents values of the ratio var (p, j / var (p J , j ^ i, plotted as 
a functions of the values of the ratio of distances A; / Aj, (where value 
of the ratio Aj / Aj is computed using the value of A, =^  1). 
For values of Aj different from I, the ratio var (pj / var (pj 
behave as a decreasing function of the ratio Aj/Aj. The values of the 
ratio var (pj / var (pj for values of A, different from 1 differs slightly 
from the values of the ratio of variances. 
var (P, 
v a r T 
1.0 • 
0.5 
I - • — » -
1.0 2.0 4.0 Ai/Aj 
Figure (5); Plot Q{ var (p, j / var (p J \^rs\xs Aj / Aj 
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Figure 6 gives for different values of the ratio A, / A,, the values 
of the ratio var ((3,) / var (pj plotted as a function of the ratio r, / rj 
where the value of r; = 1. Similarly plots for the ratio Var (p , ) /Var 
(pj will be obtained for value of rj greater than 1. 
1.0 • 
var(^^^ 
0.5 •' 
1.0 
1.5-
2.0 
\ 
\ 
-* » — - * -
1.0 2.0 4.0 ri/rj 
Figure (6): Plot of var (pj / var (pj versus rj / rj for 
different values of Aj / Aj. 
For symmetrical designs, if with each component the parameters 
are estimated with the same precision as with the other components, 
the trace is minimum. In seeking a low value for the trace of the 
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Var (pj matrix, it is necessary to compromise on the magnitudes of 
the variances of the estimates of certain parameters for each 
component. 
2. D-OPTIMAL AXIAL DESIGNS FOR QUADRATIC AND 
CUBIC ADDITIVE MIXTURE MODELS 
Consider r[(x) = 0'f (x) to be a q- component mixture model, 
where q > 2 is an integer, 0 is a k-column vector of constants, k > 1 is 
an integer, x = (xi,...., Xq)' is a q-column vector of predictor variables, f 
is a k-column vector of real- valued functions of x, and x' belongs to 
the (q-1) dimensional simplex S''"' = {(X|, ...., Xq) e R*": X] +...+ Xq =1, 
x i > 0 ( I = l , . . . , q ) } . 
Scheffe (1958) suggested cubic and higher degree mixture 
models which were modified and studied by others (Mikaeili, 1989; 
Cornell, 1990; Lim, 1990; Mikaeili, 1993). The following additive 
models are alternative to the Scheffe quadratic and cubic models. 
T1DW2(X)= X (P,X, + P„X,-^) (10) 
I S i < q 
T1DW2(X)=X (P,X, + P,^X,^+|3„. X ; ) (11) 
I S i S q 
Equivalent forms of the models T|OW2 (x) and r|DW3 (x) were first 
suggested by Darroch and Waller (1985) for the case q = 3. 
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A design measure ^ consists of a collection of support points Xi, 
X2,... selected from the design space and the weight measures ^i, £,2v 
assigned to these support points, where t,\, > 0 (i = 1, 2,....) and 
For a given model 
T1(X) =0 ' f (x) 
The moment matrix M (4) is defined by 
M(^) = Ii^if(Xi)f(Xi) 
If the observational errors are independently distributed with 
mean and the same variance, the covariance matrix of the best linear 
unbiased estimator of 6 is proportional to M"' (^). A design was 
chosen to optimize some real-valued function of M~' (^) (Pukelsheim). 
A commonly used optimality criterion is the D-optimality criterion 
which minimizes the volume of the confidence ellipsoid (which is 
proportional to (det M (^))"''" of a given significance level for the best 
linear unbiased estimator of 6. 
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Definition 1: A design measure ^ is said to be D-optimal if det of 
moment matrix M (^) is maximized over all possible combinations of 
support points over the design space and all choices of measures 
assigned to the support points. 
Definition 2 : A design measure £, is said to be D-optimal for a 
particular type of design, if det of moment matrix M (^) is maximized 
over all possible combinations of support points over the design space 
and all choices of measures assigned to the support points for this 
particular type of design. 
A design measure which is D-optimal according to definition 2 
for a particular type of design (for example, the saturated axial design) 
is sub-optimal, and is not necessary D-optimal according to 
Definition 1. 
If (ti,...,tq) G S''"', then X <-> (ti,...,tq). This implies that the 
collection of all x'= (ti*,...,tq ) 6 S''"' is some permutation at t|*,..., t^ *. 
Coefficients in Scheffe's quadratic model riq.2(x) 
^ YJ Pi^i + X Pij^i^j ^^" ^^^ ^^ uniqually determined from an 
axial design using the least squares approach. If a design ^ has only 
support points of the form x <-> (1- (q-1) 5,, 5,...,5,), x <-> (1- (q-1) 82, 
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SI,--., S2),..., where 5i, 62, . . . .G [0, /^.i], then the pari of the matrix IVI 
(^) coiTesponding to X| Xj (i ?t j ; i, j = 1, ...,q) is not of full rank. 
In contrast to Scheffe's quadratic model q^i (x) it is possible to 
estimate all the coefficients in riDW2 (x) (as well as r|ow3 (x)) uniquely 
from an axial design using the least squares approach. 
When q = 3 we have Xi = I-X2-X3, and the model r\Q\\/2 (x) is 
equivalent to Scheffe's quadratic model T1DW2 (X). When q > 4, the 
model y]D\^J2 (x) contains many fewer terms than riq2 (x) and is 
equivalent to a special case of r|q 2 (x) in which the coefficients for the 
quadratic tenns are constrained by a system of linear equations. 
The models riDW2(x) and riD\v3(x) are well defined and 
continuously differentiable on the entire simplex, and are additive in 
the sense that they are expressible as a sum of separate functions of 
xi,..., Xq. If the mixture components X|,..., Xq vary but the sums 
X] +...+ Xs and Xs+i +...+ Xq are fixed (1 < s < q), then the total effect 
on r|DW2 (x) and riows (x) is the sum of the effects of varing X|,...Xs 
and Xs+i,..., Xq separately. These models are very suitable for design of 
industrial products where the mixture components have additive effects 
on the response fianction and some mixture components may be zero. 
For example, in the study and design of solder paste used in surface-
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mount technology in electronics manufacturing. Solder paste is a 
mixture of minute particles of a lead-tin alloy and a blender containing 
flux and other chemicals. From physical consideration, it is known that 
a characteristic of the solder paste is the sum of separate effects due to 
the composition of the alloy part and the composition of the blender, 
and that the interaction effect being negligible between these two 
factors. The hill quadratic Scheffe' model TI,|,2 (X) is not a suitable 
empirical model because it contains all the 2-factor interaction terms. 
The models r|D\v2 (x) and TJDWB (X) are suitable for this study since they 
are well defined and continuously differentiable on the entire simplex. 
Other additive models such as log contrast models (Aitchisoii and 
Bacon-Shone, 1984) or models with homogenous functions (Becker, 
1968, 1978) are not suitable in this situation because they are either 
undefined or not differentiable on the boundary or in some other parts 
of the simplex. 
D-optimal designs are obtained for estimation of coefficients in 
the model r|DW2 (x), Zhang and Guan (1992), and Chan, Guan and 
Zhang (1998) have obtained A-optimal designs (which minimize tr 
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In this section, the D-optimal saturated axial designs for the 
model, r|DW2 (x) are obtained. All support points of these designs are 
on the boundaiy of the simplex S''"' when 3 < q < 6, but half of the 
support points are in the interior of S''"' when q >7 which provides 
information for exploring the interior of the simplex. Optimal axial 
designs for the model riDW2 (x) are also given in this section. 
An important advantage of using D-optimality on the model 
T1DW2 (X) is that both the D-optimality criterion and the form of the 
model r|DW2 (x) are invariant with respect to linear transformation of 
the constant coefficients in the regression model or the mixture 
components. 
Invariance property is useful when a lower bound fj is imposed 
on the i"" component so that 0 < fi< x, < 1 (i = 1,.., q; L = fj +...+ fq < 1) 
and pseudo components are used. 
The pseudocomponents transformation 
Yi = ( x i - i ' i ) / ( l - L ) (i = 1, . . . ,q) gives 
T1DW2 (X) = I P, (Lyi +fi) + XPn (Lyi +'i)' 
ISiSq l5 iSq 
l< i q l< i<q 
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say, where vectors of coefficient co -"= (coi,..., coq)' and p = 
(Pi,.-.,(3q)' are related by co = A P, where A is some non-singular (2q) x 
(2q) constant matrix and the best linear unbiased estimators co and p 
of CO and P are related by 
a) = Ap 
As cov (G)) = A cov (pj A', det (cov (co)) is maximized if and 
only if det (cov i^j) is maximized and since the D-optimality and the 
form of the model riDW2 (x) are invariant under linear transformation. 
Therefore, a design which is D-optimal for riDW2 (x) is also D-optimal 
for r|DW2 (y) and vice versa. The other optimality criteria, such as A-
and E-optimalities, do not have this invariance property. The above 
arguments also apply to the cubic model "Hovvs (x). 
2.1 D-OPTIMAL AXIAL DESIGNS FOR TIDWZ (X) AND TIDW3 (X) 
Let us consider the model 'nows (x) in equation (10). 
Let 0 < 62 < 5i < 1/ (q-1). Let ^ be a symmetric axial design with 2q 
support points, in which a measure ^\ is assigned to each x <-> (1- (q-1) 
5i,6i,...,5i) e S"-' 0 = 1,2). 
This design is saturated, in the sense that the number of support 
points in the design is equal to the number of coefficient to be 
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estimated. The coefficients Pi, Pn in T1DW2 (X) can be estimated 
completely from this design. 
A saturated design with n support points is D-optimal only if a 
measure 1/n is assigned to each support point (Silvey, 1980). 
Theorem 1: 
1. When 3 < q < 6, the saturated axial design which assigns a 
measure 1/ (2q) to each of the 2q points x <-> (1, 0,...,0) and x 
<-> (0, l/(q-l), ..., l/(q-l)) is a D-optimal saturated axial design 
ofS"-'. 
2. When q >7, the saturated axial design which assigns a measure 
(1/ 2q) to each of the 2q points, x <^ (1, 0,...,0) and x <-^  
((1- (q-1) 6i, 6i,...,5i) is a D-optimal saturated axial design on 
S''"', where 
6, =[5q- l - (9q- -10q+l ) ' ' - ] / (4q- ) . 
To prove this theorem, two propositions are used and their proof 
and given first. 
Proposition 1: When 3 < q < 6 we have Pi < P2, and when q > 7 we 
have Pi > P2. 
Proof of Proposition 1: 
Let P (si, 82) = 81'''-' 82'^ -^  (s2-8,)'^-' (82' -zcf. 
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P, = P ((-q + 1+Y) / (4q), 1) and 
P2 = P ( - l / ( q - l ) , 1) 
Y = (9q--10q+1)'^' 
It is straightforward to show that 
P, = P ( E n e J = q + l + Y 
4q , 
- M - q + l+Y 
JJ 
( ^ - q + l + Y^ '^^  1^  -
V 
4q ) 
which after simpHcation gives 
P, = ( A , - Y r ( Y - B , ) ^ - ^ (C,+Yr/(4q) 4q (12) 
Where A, = 5 q - l , B, = q - 1,C| =3q + 1 ... 
P, =P(8,sJ 
f _ j ^20-2 
v q - i y 
^T' 
( •, sy'^-'-i 
vq 
/ 1 \ 2A-
, q - i j 
(-^^(-ir(.r(.r(^_^-(.--..)= 
after simplify, we get 
p,=:qMq-2r/(q-ir> 
This proposition is true when q = 3, 4, 5, 6, 7, 8 
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For q = 3 
A, = 14, B ,=2 , C | - 10,7= (V50) 
P, = ( M - V S O ) ' (V5O-2)' (l0 + ^ /50)' I {\2f 
P - ^ 
- - r-
p ,<p , 
For q = 4 
A, = 19, B, = 3, C, = 13 
Y, = VTOS 
P,= (l9-Vr05)'(Vro'5-3y'(l3+Vr05)'/(l6)" 
P2 = 4« (2)^  / (3)'^  
P, <P2 
For q = 5 
A, = 24, B, = 4, C, = 16 
Yi = Vl76 
P, = (24-7176)'° (V176-4)' (l6 + Vl76)' /(20) 
P2 = 5'° (3)^  / (4f 
P, < P. 
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For q = 6 
A, = 29, B, = 5, C,= 19 
Y, = V265 
P, = (29-V265)" (V265-5)" (l9 + V265)V(24f 
P2 = 6'^  (4)-^  /{sT 
Pi < P2 
For q = 7 
A, = 34, B, = 6, C| = 22 
Yi = V372 
Pi = (34-V372)" (V372-6)" (22 + V372)' / ( 2 8 f 
P2 = 7'^  (5)^  / (6)^ ^ 
Pi < P2 
When q > 8, we have 
(2q-5/6)'" '<(2q)'" ' <2"^ 
= 2 (2q-5 /6) / (4q) ' >2"' / ( q - l ) ' 
= 2 ^ n 2 q - 5 / 6 f / ( 4 q r > ( 2 q - 5 / 6 ; / ( q - l f ' 
= 2^H2q-5/6r / ( 4 q r > — ' - - (14) 
(q-u 
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When q > 8, by equation (12) we have 
P , = ( A , - Y r ( T - B , r ( ( C , + Y ) V ( 4 q ) •fq 
> ( 5 q - l - ( 3 q - 5 / 3 ) r (3q-l 1 /6-(q- l ) f ' - ' 
(3q + l + 3 q - l l / 6 ) ' / (4qf 
>2^"q^^ (2q-5/6)^''-^ (69-5 /6 ) ' / (4q)'" 
> q ^ ^ ( 6 q - 5 / 6 r / ( q - i r > q M q - 2 ) V ( q - i r = P, 
This proves proposition 
Proposition 2: 
If M is a (2q) x (2q) matrix defined by 
M = 
rAI,+BJ^ C I , + D I ^ ^ 
,CI, + DJ, EI, -f FJ, , 
Where A, B, C, D, E, F are scalars, then det M 
= [(A + qB)(E + qF)-(C + qD)-](AE-C')'' 
det(M-A-I ) = 
A + B-? . B C + D 
B 
C + D 
D •C + D 
operating R2,.--,R<i -^ R2 - Ri, R3 - Ri,---,Rq - Ri 
D 
(15) 
A + B-X D •••C + D 
D E + F-?i •••F 
••E + F-? . 
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A + B--X B ... B C + D D • D 
;\,-A A--A, ... 0 -c C • ••0 
X-A 0 • ••0 -c 0 • ••0 
det(M-XI )= 
21 X-A 0 •••A-•X -c 0 •c 
C + D D ...D E + F -X F ...F 
D C+ D ...D F E + F--X •••¥ 
C C •••C + D F F •••E + F-?v 
Opera t ing Rq+2, Rq+3, •••> R2q —> Rq+2 - R q + l, Rq + 3 - Rq+h R<i+q " Rq+I 
det(M-?J^J = 
A+B-?. B B - B C + D D D D 
A,-A A-;^ 0 ••• 0 -C C O O 
X-A 0 A-X ••• 0 -C 0 C 0 
A-X -C 0 0 C 
•D E + F - ^ F F F 
•0 X-E E-?tO 0 
•0 X-E 0 E-?. 0 
X-A 0 0 
C+D D D 
- C C 0 
- C 0 C 
0 0 C ;^-E 0 0 E-X 
Operating Ci ^ C| + C2+ .... +Cq and 
Cq +1 —> Cq+ I + Cq + 2 + + C2q 
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det[M-AJ,J 
A+qB-•X B B ... B C + qD D D • D 
0 A-•X 0 • • •0 0 C 0 • ••0 
0 0 A --^•••0 0 0 C • ••0 
0 0 0 •••A- X 0 0 0 • •c 
C+qD D D •••D E + qF- X F F •F 
0 C 0 • ••0 0 E - ^ 0 • •0 
0 0 C • ••0 0 0 E-;^- •0 
0 0 0 0 0 0 0 E - ^ 
Expending by column 1, we have 
det (M-?il2q) = (A+qB - ?.)M,_ (C+qD)M2 
Where 
det(M,)= 
A-X 0 • • • 0 0 C 0 
0 A--X • ••0 0 0 C 
0 0 . ••A--X 0 0 0 
C 0 • •• 0 E + F--X F F 
0 C •• 0 0 E - F 0 
0 0 C 0 0 0 
0 
0 
c 
F 
0 
E~X 
2q- l X 2 q - l 
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Expending by the column containing E+F -X 
det(M,) = (E + q F - ? i ) 
A-;^ 0 0 c 0 0 
0 A-X 0 0 c 0 
0 0 A-X 0 0 c 
C 0 0 E--X 0 0 
0 C 0 0 E--X 0 
0 0 C 0 0 E - ^ 2q-2 X 2q 
d e t ( M , ) = ( E + qF-;V) •(A-^)ls CI, 
CL (E~X)\. 
det(Mj= 
B B • ••B C4 -qD D D 
A-X 0 •••0 0 C 0 
0 A--^•••0 0 0 C 
0 0 •••A--X 0 0 0 
C 0 • • • 0 0 E-:^ 0 
0 C •••0 0 0 E-X 
0 0 •C 0 0 0 
D 
0 
0 
c 
0 
0 
E - ^ J 2 q - U 2q-
expanding it by the column containing (C+qD) 
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d e t ( M j = (C + qD) 
'A-X 0 
0 A-:^ 
0 0 
c 0 
0 C 
0 0 
•0 C O 0 
•0 0 C O 
• A - ; v o 0 c 
•0 E - ^ O 0 
•0 0 E - ? . 0 
• c o o E-X 
det(M.) = (C + qD) "(A-^)l.s CI, 
CI. (!•: A)l. 
del [ M - ; ^ I , J - [(A I qB ?i)(l': I ql' X) (C I CID)' •(A-x)i, c i ; 
CI, (i-:-^)i, 
= [(A + qB - ?.) (E + qF - A,) - (C + qO)' J det R (2q - 2) 
Where R(2q-2) = (A-^)ls CI, 
CI3 iE-X)l, 
Following the similar steps as above, We can have 
det R (2q-2) = [(A-?.) ( E - ? . ) - C - ] det R (2q-4) 
and repeating this procedure (q-2) time we obtain 
det R (2q-2) = [ (A-;^)(E-X.)- I - f 
Hence 
det [ M - ? i l j j = [(A + qB-?i)(E + qF-;^)-(C + qD)'J 
[{A-X){E-X)-C^r 
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- [(A + qB)(E + qF) - A,(A + qB) - A.(E + qF) + ;^ - - (C + qD)' ] 
= (K - ?i (A + qB + E + qF) + ;V- ) (AE - A?. - E^ + Tc - C')"'' 
Where K = [(A + qB)(E + qF)- (C + qO)' J 
de t (M-;^ i , J = ( K - ; ^ H + ? I - ) ( ^ - - ( A + E ) A , ) + A E - C - ] ' ' - ' 
Where H=(A+qB+E+qF) 
Since det (M) is the product of all eigen values of M, therefore 
de tM=K(AE-C ' ) ' ' ' ' 
this proves proposition 2 
Proof of Theorem 1: 
Let ^ be a symmetric axial design with 2q support points, in 
which a measure i^ is assigned to each x <^ {a\, 5i,.. .,5i), where ^; > 0, 
tti = (l-(q-l) 5i (i = 1,2), 0 < 52 < 5, < 1/ (q-1)), and q ^, + q^2 = 1- Let 
Si == 1-q 5i (i = 1, 2). Then the moment matrix M(Q of the design is 
given by 
i • ' / 
'---. y\^-
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Where 
X 
a, s. 6, . .. 5, a,- 8,- 5,-'... . 5; 
5, a, 8, . .. 5, 5,^  a,' 8,' .. . . 5 -
8, s, a, . .. 5, 5,^  6- a," .. .8,= 
5, 5, 5, . .. a, 5,^  5,= 5=.. . a,' 
a. 5. 5, . ... 5, a,' 6,-' 8/ . ... 5 
5. a, 5, .. • §3 5 / a," 5 / ... 5 
5. 5. a, .. .. 5, 8.' 8r a,' . ... a 
6, 8, 8, .... a, 8," 8 / 8 / a,"- V 2 •^ '1 
there for M = X' X = 
where 
A = 4, ( a , - 8 , ) ' +^ , (a, - 8 , ) - , (16) 
B = 2(^,a,8, + ^ , a , 8,) + (q-2) (^, 8,^  + ^^83^), (17) 
C = ^,(a, +8,) (a , -8 , )^ +^, (a, + 8 , ) ( a , -d,)\ (18) 
2 . 2 2 . 2< D = ^,(a,8,-+a;8,)+^3 {a,d, +a:d,)Hq-2){tj:+^,5,'), (19) 
E = ^ , ( a ,+8 , )^ (a , -8 , )^ ^, (a^ +8,)^ (a_, -b.Y, (20) 
F = 2 ( ^ , a r 8 / + ^ , a r 8 / ) + ( q - 2 ) ( ^ , 8 ; + ^ , 8 ; ) . (21) 
From proposition (2) and equation (16)-(21) we have 
Department of Statistics & Operations Research 56 
detM(^)=[(A + qB)(E + qF)-(C + qD)-] 
( A E - C - r ' 
put the value of A, B, C, D, E, F and after simplification gives 
detM(^)=(4q^)^ ( q - i n q - 2 r pfe , ,^ 
where P (e,, £2) = c,^ "'^  ^2^"^'- (82 -Si)"""" (e." -G,")^ 
since 0 < 5, < 5, < l / ( q - l ) , we have 
-l/(q-l)<8,<82<l (22) 
from above equation, we have 0<8, - s , <1-S | , and 
(83-8,)^ < ( l - 8 , ) ' (23) 
On the other hand, the inequality 
(sr-s-)"<(l-'-6,-')= (24) 
is equivalent to (l-e^ j(l + 8," -28,")>0 
By (22), we have (l-82')>0, if 8, >0 then 
l + 8j'-28,^ = 1-8," +82' - 8,'>0, 
and if 8, <0 then I + 82" -28," > 
l + 8 3 ' - 2 / ( q - l ) ' > l - 2 / ( q - i y > 0. Hence (24) true 
equation (22) is satisfied from equation (22) to (24) true equation (22) 
is satisfied from equation (22) to (24) 
p(8,8j=8rBr(e.-B,rMB;-B0^ 
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<i''-'er={i-6,r-'(i-'-s;y = p(s„i). 
and therefore P(8|,82) is maximized, only if ET = 1 because 
ap(8,,i) 
ds 0 is shows that its local maximum is attained at 
8] = (-q+l+ Y)/ (4q) which corresponds to the 8\ given in 
6,= [5q-l-(9q^-10q + l)'"J/(4qy 
Recall that, 8i is in the range [l/(q-l), l]. Proposition 1 shows 
that the global maximum of P(8,, l) is attained at s, = - l/(q -1) when 
3 < q < 6, and at Si = (-q + 1+ y)/ (4q) when q > 7. 
This proves theorem 1 
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CHAPTER-3 
K-MODELS FOR MIXTURE EXPERIMENTS 
1. INTRODUCTION 
Models for mixtures of ingredients are usually fitted by 
Scheffe's canonical model forms. Draper and Pukelsheim (1998) 
have given mixture models based on homogeneous polynomials which 
provide an alternative representation based on the Kronecker algebra of 
vectors leading to attractive symmetries, compact notation and 
homogeneous model functions. 
This chapter deals with K-models or K-polynomials. A similar 
approach to non-mixture response surface models was used 
successfully in Draper et al. (1991), Draper and Pukelsheim (1994) 
and Draper et al. (1996) and Pukelsheim (1993). These alternative 
polynomials, namely the K-polynomials and the Scheffe's canonical 
model forms will be compared in this chapter. 
Draper and Pukelsheim (1999) have worked on Kiefer 
ordering of simplex designs for first and second-degree mixture 
models. They have discussed improvement of the given design in terms 
of increasing symmetry as well as obtaining a larger moment matrix 
under the Loewner ordering. For the first-degree mixture model, the 
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vertex points design is the unique optimal design under the Kiefer 
ordering. For the second-degree mixture models with two or three 
ingredients, complete class results relative to the Kiefer ordering are 
derived. 
2. K-POLYNOMIALS FOR MIXTURE MODELS 
Consider the mixture ingredients as a q x 1 vector x = (xi, X2,..-, 
Xq)'. The Kronecker square x (8) x consist of a q x 1 vector of the q 
cross products Xj Xj in lexicographic order with subscripts 11, 12,..., 
Iq; 21, 22,...,2q;..., ql, q2, ..., qq, 
xQ9x = (X| ,x,X2,...,X|X|j;x,X|,X2,...,x,x^..,;x^X|, 
x^x„...,xq'y (1) 
In the above equation, individual mixed second-order terms 
appear twice, for example, we have X1X2 and X2X1. 
Similarly, the Kronecker cube x <S) x <8) x is a q^  x 1 vector of all 
terms of the form XjXjXk in lexicographic order, and repeats third-order 
terms either six or three times depending on the number of different 
subscript ijk or iij. For example, 
X1X1X2 = X1X2X1 = X2X1X1 and hence xfxj appears three times 
and since 
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X1X2X3 = X1X3X2 = X2X1X3 = X2 X3 X| -- X3 Xi X2 
= X3 X2 Xi, X| X2 X3 appears six times 
It has the form 
X 0 X (8) X = (xi X| xi, xi xi X2, Xi Xi X3, ..., X] X) Xq; 
Xi X2 X|, Xi X2 X2, X| X2 X3 ..., X| X2 x^ ,; 
. i . . , Xq Xq X ) , Xq Xq X2, . . . , Xq Xq XqJ \Z) 
Scheffe's (1958) suggested the following canonical model 
forms of order one, two and three respectively for the expected 
response x] 
Tl = l P , x , (3) 
l < i£q 
^ = Z3,x, + ZP,x,x„ (4) 
I S i S q l S i < j S q 
^ = E P,x, + ZP.x.x^ 
I S i S q l s i < j S q 
+ ZYU^.>^J(^ . -XJ+ ZP,.X,X^X,. (5) 
ISi<jSq l S i < j < k < q 
Draper and Pukelsheim (1998) have suggested to replace the 
above equations (3) to (5) by the following K-models 
Ti - X' 0 = Xe,x, , (6) 
1 £ I <q 
r] = (x(8)x)'0 - le,^x,x^, (7) 
I < i . j < q 
Department of Statistics & Operations Research 61 
11 = {x®x®x)'0= SO,^,x.xx, 
since the regressors X| x, and Xj xiare identical, 0,, = 0 ji. Similarly, 0,,!, is 
assumed to be the same for all permutations of the subscripts i, j,k. 
The first-order K-model (6) and the first-order S-model 
"H ~ XPi^i ' are of the same homogeneous form in the Xi's. The 
I S i S c| 
second-order K-model from equation (7) is 
Tl = Z0„>^,'+2 i;0„x,x^, (9) 
l £ i < q I < i < j Sq 
which is fully homogenous in second-order terms, in the 
S-model (4) the x\ terms are replaced by Xi" terms and assuming that 0jj 
= Gji, the multiplicity of mixed terms Xj x, for i ?t j has been doubled. 
The homogeneous representation of K-models does not imply 
that the linear terms in equation (7), linear and quadratic terms in 
equation (8) are lost. There are q^ + 0 
V 2 J 
parameters for the both the 
second order S-model (4) and the K - m o^del (7); for third-order 
equations (5) and (8) both involve 
V 3 y 
parameters. The first-order 
part of the response surface (4) can be blended in to the second-order 
part to produce a homogeneous second- order function of form (7). 
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Rewriting Zx, = 1 as Iq'x = 1, where (Iq) = (1, ... ,1)' is the 
unity vector in R'' 
Now we have 
x 'p. l = x ' p . x' lq = (x'p)(8)(x' Iq) 
= (x®x)'(f3(8)lq) (10) 
(Key property of kronecker products) 
Similarly, the equation of third order model 
ISiSq IS i< j<q ISKjSq l < i < j < k < q 
can be converted to the homogeneous third-order form (8) by blending 
both the first and second order part in to the third order part. 
A standard method of polynomial model building not only 
involves a check on whether the current model is suitable for 
representing the data, but also involves a study of whether a lower 
order model might suffice. 
A great advantage of using S-models hierarchy is that higher 
order models include the terms of lower order models. We can reduce 
the S-models by setting certain coefficients to zero and appropriate 
hypothesis can be easily formulated. This is not so obvious for 
K-models. We will investigate the conditions required for reducing the 
order of K-models. 
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3. REDUCTION OF SECOND ORDER K-MODEL TO FIRST 
ORDER K-MODEL 
Define an excess function Exc2i (x) obtained by subtracting the 
first order model function (6) from equation (7) i.e., 
Exc2i(x) - Z^u^.^j - S^i^. 
l < i . j £ q i £ i £ q 
Multiplying equation (6) by Sxi = 1, to achieve second-order 
terms throughout. We have 
f \ 
Exc2i(x) - Z^.x.x^ - X 0,x, Z>^ 
I S I. J S i| I < 1 S l| V i s j ^ ' i J 
I S i . j S q 
Z(e.-e,)x;4- Z(2e,-e,-ejx,x^, (ii) 
I S i S q l S l < J < q 
using Gij = 0 ji, it follows that the excess will vanish identically 
on the region Z Xj =^  1 if and only if 
0 . = ^ ( e , + 0 j v i j . (12) 
Second-order k-model will reduces to a first-order k- model if 
%={(%^%) Vi^ j . (13) 
In this case when the hypothesis (13) is true, then the first-order 
parameters are obtained from the second-order parameters from 
0i = Gjj. 
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2Gij - Oj - 0j is called the coelTiclenl of binary synergism of 
Xj and Xj for the second-order K-rncdel relative to the first-order 
K-model. Fulfillment of equation (10) ensures that all coefficients of 
binar}' synergism vanish. 
4. REDUCTION OF THIRD ORDER K-MODEL TO 
SECOND ORDER K-MODEL 
The excess of a third-order K-model over a second-order 
K-model is 
EXC32(X) = X ©.^ic^iX^X,- X ©u^.^; Z ^ ^ 
IS iJ .kSq ISi . jSq V l<k<q J 
= l(0o.-ejx,x^x, 
ISi.j.kfiq 
= Z (e,„-e„)x> Z(30„-2e,^-0„)x>^ 
ISiSq lSi»jSq 
+ Z {6e,^ ,-2(e„ + e,+eJ}x,x,x,, 
l<i<j<ksq 
We use eiij = Biji - Gjii, and 91,1, = 61^ 1 = ejik = 9jki = 0kij = Okji-
It follows that the excess will vanish identically on the region 
Zxi =1 if and only if 
0,,4(0.+e.+0j ^U ,k (15) 
This condition reduces to Qu\ = On foJ" i = j ^ k, and so 
2e,j = 3 e i i j - 0 i i i (16) 
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when i = k 9^  j . After solving questions (16) for Gi, and 
substituting in equation (15), we get the appropriate hypothesis 
that a third-order K-model reduces to a second-order K-model as 
+(30. .-0.J+(30, .-0,„)} Vi,j,k. (17) 
When all three subscripts are equal, the above equation is 
an identity. There are 
v2y 
conditions when two subscripts are 
equal, in which case the above equation simplifies to 
30iij - Giii = SOiij - 0jjj V i ^ j . (18) 
There are ^q^ 
v3y 
conditions in equation (17) with three 
distinct subscripts. When equation (18) holds they simplify to 
0,.. =^{K-eJ+(30,,-0j+(30,,-0,j} Vi^j^k:^i. (19) 
If the hypothesis (17) is true, then the second-order 
parameters are obtained from the third-order parameters via 
equations (16) and (18) as 
e , = ^ ( 3 0 , - 0 , „ ) = ^ ( 3 0 , - 0 ^ ) = 0,. (20) 
0ijk--(0ij+0ik+0jk)i-'' called the coefficient of ternary synergism 
of Xi,Xj,Xk for the third-order K-model relative to the second-
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order K-model. With this terminology we observe that when 
equation (15) is satisfied, all the coefficients of ternary 
synergism vanish and the third order K-model reduce to second 
order K-model. 
5. CONNECTIONS BETWEEN SECOND-ORDER 
COEFFICIENTS IN S-MODEL AND K-MODEL 
To determine the relationships between the coefficients of 
the second-order models (4) and (7), we convert the first term in 
equation (4) to be homogenous of second order, by multiplying 
by Xi+ X2 + . . . +Xq : 
ZP x^^  =ZP,x,^+ Z(P,+P.Kx^. (21) J / I J 
The difference between equations (7) and (4) is seen to be 
Se.x.x,- SP,x,- EP„x,x, 
= Z(e„-P,)x/+ i;(2e,-p,-P,-P„)x,x^. (22) 
IS iSq l < i < j S q 
Since Sxi = 1, this difference will vanishe for all x if and 
only if 
P,=e„and|3,^ = 20,^-0„-0^. (23) 
The reduction to a first-order model take place if and only 
if all the Pij vanish. 
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6. CONNECTIONS BETWEEN THIRD-ORDER 
COEFFICIENTS IN S-MODEL AND K-MODEL 
To determine the relationships between the coefficients of 
the third-order models (5) and (8), the first two terms in equation 
(5) are converted to that of third-order, by multiplying by Xi + XT 
+ ... +Xq 
ZP,x, =EP,x;-I- Z(23,+pjx,V+ Efe+2pjx,x; 
+ l2(p.-fP^ + p,)x,x^x,, (24) 
ISi<j<k£q 
ZP,x ,x^= ZP,x,^x^-f Z P , x , x ; + l (p ,+P,4-pJx,x^x, . 
IJ 1 J ^—If^li 
lSi<jSq ISi<jSq l<i<jSq l<i<.l<ksq 
The difference between equations (8) and (5) is seen to be 
Z^ukX.XjX,-XP,x,- ZP,x,x^ 
:s i , j ,k£q ISiSq lSi<j<q 
- ZYU>^.^.I(^. - ^ J - ZPu^X.X^X, 
ISi<j£q l<l<j<k<q 
= Z(e,„-P,)x,V2;(30„^-2p,-p^-p,^-y^>;x^ 
l£ i£q l£i<jsq 
+ Z(3e,-P,-2P^-P,^+Y,)x,x; 
ISi<j<q 
+ Z K , -2P, -2P^ -2P, -p,^  -P, -p^, -p,>,x^x,.(25) 
lSi<j<kSq 
The difference vanishes for all x if and only if 
p =0 , 
K l Ml ' 
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y. = \(i?%-Q.)-(?%-Qj}^ (26) 
P,. = 69,, 4-|(e, +0, +0„ +0,, +0 ,^ +0,J-(0,„ +0, +0.J 
Scheffe's (1958) has referred to the reduced model when all 
Yij are zero as the special cubic model. 
We can reduce the last equation of equation (26) to 
h = 60^ . +(3e, -eJ+(30,, -0j+(30„, -0 , J . (27) 
Observe that equation (16) implies (18) and hence we have 
all Yij in equation (26) as zero; however the reverse implication 
does not hold. 
7. KIEFER DESIGN ORDERING 
Draper and Pukelsheim (1999) discussed the improvement of a 
given design in terms of increasing symmetry as well as obtaining a 
larger moment matrix under the Loewner ordering. The two criteria 
together constitute the Kiefer design ordering. Which can be discussed 
either in the usual Scheffe model algebra^ or in Kronecker product 
algebra. The latter reflects the symmetries of the simplex experimental 
region in a better way. For the first-degree mixture model the vertex 
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points design is the unique optimal design under the Kiefer ordering. 
For the second-degree mixture models with two or three ingredients. 
Draper and Pukelsheim (1999) drived complete class results relative 
to the Kiefer ordering. Moreover since the Kiefer ordering does not 
depend on the co-ordinate systems that is used to represent the 
regression function. S-and K-models are equivalent with reference to 
Kiefer ordering. 
8. EXCHANGEABILITY IN FIRST-DEGREE MODEL 
An experimental design x on the simplex 3 is a probability 
measure that has finite support. Where the experimental domain 3 
5 = {tG[0,ir:r,„t = l}. 
Where 
t = (ti,...,tni)', 
I'm t = ti + ... + tm is the sum of the components of the 
column vector t. i.e. the experimental domain 3 is the standard 
probability simplex in the space R"'. 
Suppose the weights Wi,...,Wi are assigned to the support points 
t|,...,ti e 3 , respectively. The experimenter is then directed to draw a 
proportion w/ of all observations under experimental conditions tj. 
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Given a permutation n of the ingredients 1,..., m, we denote the 
corresponding permutation matrix by R,t, 
R = Je ,,e' , 
:tli th 
where ej designates the i ^ EucHdean unit vector of R , with i entry 
one and zeros elsewhere. The permutation matrix R„ acts on the 
simplex 3 by usual left multiplication, 
R. 
a^ 
v^my 
I I I I I I 111 
^ t , ^ 
The action results in a permutation of the factor labels according to the 
inverse of?:. 
Let Perm(m) be the group of all m x m permutation matrices. A 
design i is said to be permutationally invariant when 
T" = T for all RG Perm(m), 
where x*^  (t) = T(R"'t) is image of x under R. A design with this 
invariance property is called an exchangeable design. It means that the 
design does not depend on how the labels 1,..., m are assigned to the 
available ingredients. This notion, of exchangeability of a design, does 
not involve the regression function. 
Department of Statistics & Operations Research 71 
If the linear model has regression function f(t), the statistical 
properties of a design i are captured by its moment matrix 
M(T) = iw/ ( t , ) f ( t , )= | , f ( t ) f ( t ) 'dT. 
J=i 
In the first-order model on the simplex, E[Y,] = t'G, the 
regression function is the identify, f(t) = t. The first-degree moment 
matrix of the design x thus is the mxm matrix M (i) = J3 tt' dx. The 
simplex restriction has an immediate effect on moment matrices, 
l ' n , M ( x ) U - t l ' m t f l ^ d x ^ l . 
Thus is, the entries of any first-degree moment matrix sum to 
one, for every design on the simplex. 
The group that acts on the experimental domain 3 induces a 
group S acting on the range of the regression function f For the first-
degree model on the simplex, the regression function is the identity 
whence the groups 0 and Perm (m) coincide, 
f (Rt) i Rt = Qt = Qf (t) for all t G 3 ^ Q = R. 
The group 0 Perm(m) acts on moment matrices by congruence, 
M |—> QMQ'. A first degree moment matrix M is said to be 
permutationally invariant invariant when 
M = RMR' for all Re Perm (m), 
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in which case we speak of an exchangeable first-degree moment 
matrix. The action of the permutation group leaves the present problem 
invariant. 
Given an arbitrary design T, we obtain an exchangeable design x 
by averaging over the permutation group, 
m ! R€Penn(ni) 
If the original design i itself is exchangeable, then no 
modification is necessary, x = x. Otherwise the average x is an 
improvement over, x, in that it exhibits more symmetiy or 
balancedness. In terms of matrix majorization (relative to the 
congruence action of the induced group 9), the moment matrix of the 
averaged design x is majorized by the moment matrix of x. 
M ( X ) ^ M { X ) . 
The terminology 'is majorized by' is standard, even though for 
design purposes the emphasis is reversed: M(x) is superior to M(x) 
since it exhibits more symmetry. As a consequence, the design x yields 
better values than x, under a large class of optimality criteria 
(Pukelsheini 1993, p. 349). 
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Symmetry and balancedness are the prime properties of good 
experimental designs, and are the first step of the Kiefer design 
ordering. The second step involves the usual Loewner matrix ordering. 
In view of the symmetrization step it suffices to search for 
improvement when the Loewner ordering is restricted only two 
exchangeable moment matrices, which is a much simpler task. 
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9. KIEFER OPTIMALITY IN THE FIRST-DEGREE 
MODEL 
The Kiefer design ordering has two steps. The first step is the 
majorization ordering of Section 8, to improve balancedness. The 
second step \yhich we consider now is an improvement relative to the 
usual Loewner matrix ordering within the class of exchangeable 
moment matrices. Consider the first-degree moment matrix of an 
exchangeable design x is the m x m matrix 
M(T) = 
y\^u i^n-"i^2; 
with identical on-diagonal entries 1^2, the pure second moments, and 
identical off-diagonal entires pin, the mixed second moments. The 
moments are the averages over the coiresponding possibly distinct 
individual moments of x. 
dx, 
^^ n = l ^nW=-= j . t . t . dT=... = |,t,„,,t,„dx= j . 
m 
I I I 
( m - l ) ,=i j.i 
dx. 
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The reduction by exchangeability drastically reduces the 
dimensionality of the problem. It leaves just two parameters, f.12 and 
|iii, irrespective of the number of ingredients, m. Furthermore, the 
simplex restriction. 
l = r,„M(f)l,„=m|i,+ m(m-l)|i,, 
permits a final reduction to the single parameter 1.I2, say. Accordingly, 
the Loewner comparison of the moment matrices of two exchangeable 
designs amounts to comparing their second moments |j.2, as follows. 
Lemma 1: Let r) and x be two exchangeable designs on the simplex. 
3 . Then we have 
M (TI) > M(x) « ^i, (71) > ^, (T). 
Proof: If M(TI) > M(T) then we get in particular 
|i2(n) = e',M (ri) e, > e,' M (xje, = ^2(T). 
Conversely, we assume that 5 = }j,2 ("H) - |.i2 (x) > 0. The simplex 
restriction yields \X\\ {r\) - \X]\ (x) = - 5/ (m-1). This gives. 
M ( T I ) - M ( T ) = - ^ 5 K , „ > 0 , 
m-1 
since the centering K,„ = 1,„ l,„r,„ is nonnegative definite. 
m 
(Pukelsheim 1993). 
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Let rii be the vertex points design assigning uniform weights to 
the vertices ei,...,em of the simplex 3, 
Ti, (e,) = ... = n , ( e j = —, 
m 
ej = i"^  Euclidean unit vector of R"'. The design r[\ is exchangeable, 
with moments 1^2 (T1I) = l/m and |.iii(iii) = 0. 
Lemma 2: Let T be an exchangeable design on the simplex 3. Then 
we have M (T), ) > M(x) 
with equality if and only if f = r]. 
Proof. From Lemma 1 we have MCrji) - M(x) = (m5/ (m-1) Km, with 
5= l/m-p,2 ("f)-
Equality holds if and only if 0 = Hn (x) = I3 tj tj dx for all i ^^^j. 
Therefore, the support points of x must be among the vertices e;. 
Because of exchangeability the design x assigns constant weight 1/m 
to each vertex, where x = r|,. 
To obtain the main result on the Kiefer design ordering in first-
degree models. We consider the concept of Matrix majorization and 
Loewner ordering together. ^ — ^ ^ 
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Theorem 1: Among all designs on the simplex 3 , the unique Kiefer 
optimal design for a first-degree model is the vertex points design r|i, 
with moment matrix M (rji) = (1/m) 1 .^ 
Proof: Let x be an arbitary design on the simplex 3 . From section 8 
and Lemma 2, we have 
M(r|,)>M(T) ^ M(T). 
This establishes Kiefer optimality of M (r|i). 
Let X is also Kiefer optimal. Then x and rii are Kiefer equivalent, 
the antisymmetry property of the Kiefer ordering ensures M( x) ^ 
M(r|i). Lemma 2 proves uniqueness and hence x = r|i. 
The theorem has a companion version for rotatable first-degree 
moment matrices when the experimental domain is the ball, see, for 
instance, Pukelsheim (1993). In both cases the Kiefer optimal moment 
matrices are multiples of the identity matrix Im, where one would speak 
of orthogonal designs. 
The Kiefer optimal design rii consists of pure 'mixtures' only, 
and is of little practical value. The reason is the poverty of the first-
degree model, not the conceptual weakness of the Kiefer ordering. 
Nevertheless, the discussion of the first-degree model proves 
instructive when we turn of higher-degree models. 
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We append some details that are specific to the first-degree 
model. On the simplex, the Cauchy inequality 1== (I'miy ^ Im' Im- t' t 
entails 1/m < t' t < 1 for all t e 3 . Hence m(m-l) i^i i==l implies 0 < m2 
1^1 < 1. Thus the ranges of the second-order moments are adjacent 
intervals, 
hi e 0, 
m 
, ^2^ 
1 1 
m m 
The inequality [in < |.i2 can also be deduced from 0 < V2 b 
(ti-t2)"dt =H2-!in. 
While there are plenty of exchangeable designs, just two of them 
suffice to generate all possible exchangeable first-degree moment 
matrices. To this end let rim be the overall centroid design, that is the 
overall centroid point of the simplex 3. 
r 1 ^ 
vni ; 
- 1 
Its moment matrix is M(ri,J = (l/m')l,„r,„ For an arbitrary 
exchangeable design x with moments }j.2 and |.LII, define 
a, =m(^2-{i,,), a,„ = m' n,,. 
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These two numbers satisfy a|>0, a,„ > 0, and ai + am == 1. 
Hence the convex combination airii + am r|m is a legitimate design and 
reproduces the given moments, 
^2(a,r|,+a,„ri,J =a, i^, (TI,)+a,„ }i,(r| J = ^3, 
|i,,(a,Ti,+ a,„ii,„) =a, f.i,, (TI,) +a,„ |.I,,(TI,„) = M,, • 
In other words, the convex combinations of the vertex points 
design r\] and of the overall centroid design r|m exhaust all possible 
exchangeable first-degree moment matrices. 
10. EXCHANGEABILITY IN SECOND-DEGREE MODELS 
The experimental domain remains the simplex 2 and hence the 
notion of exchangeability remains the same, too, as far as the designs 
themselves are concerned. Consider the second-degree model. 
The choice cf K-regression function f(t) = t ® t, proves 
convenient to determine the group S that is induced on the K-
regression range, 
f (Rt) = (Rt (g)Rt) = Q(t(8) t) =Qf (t) for all t e 3 ^ Q = R ® R. 
The induced group consists of the Kronecker squares of all 
pen-nutation matrices, 
3 = {R (g) R: R 6 Perm(m)}. 
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This is a proper subgroup of the permutation matrices on the 
space R"" where the regression function takes its values. In fact, 3 
only has order m!, while Perm (m") has order m !^. 
An arbitrary design i has second-degree K-moment matrix 
M ( T ) = J,(t®t)(t®t)'dT. 
As in the first-degree model, the simplex restriction has the effect that 
(1,..®!,,,)' M ( T ) ( I „ . ® I , „ ) = J ,(r ,„trdT = i. 
That is, the entries of any second-degree K-moment matrix sum to one. 
A second-degree K-moment matrix is said to be permutationally 
invariant when 
M = (R ® R ) M (R®Ry for all Re Perm (m), 
in which case we speak of an exchangeable second-degree K-moment 
matrix. Which depends on the various moments of order four. 
11. TWO FACTORS (KIEFER ORDERING WITH q = 2) 
For the two-ingredient model, let i be an arbitrary exchangeable 
design on 3 . Its fourth order moments are 
[x^ = Jtj* dx, (i,, = ^x] X-, dt, 1^22 = Jt| tj dx. The second-deg 
K-moment matrix is 
r e
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t , t , t, t, t 2 t , t . ^2 
t , t , V. ^^31 1^31 1^22^ 
M ( T ) = t , t , f^..l 1^22 I-I22 ^^3I 
t^t, l^.^l ^ 2 2 1-^2 f-13, 
Ui2 Vt^22 ^i31 1^31 1^4 . 
As the regression function repeats tine term tit2 as t2t|, thie K-moment 
matrix is ranl<c deficient, [{vidcnlly, a corresponding nullveclor is 
(0,1,-1,0)'. 
I'lie set ol" moments of order lour delermines all lower order 
moments. Tor instance, liie pure third moment e.xpand.s it) Dicier four by 
| ^3=l t i^ ( t i +t2)dT = | I4+^3I-
The following relations are obtained in a similar manner 
1^3 = { ^ 4 + ^ ^ 3 1 . 
1^2, = l ^ 3 > + l ^ 2 2 ; 
1-1, = |ij + \i,, =[l, + 2m, + | i , , . 
|.l,, =2 | i2 , = 2 | i „ + 2}.l,3. 
The simplex restriction yields the following: 
1 = 2^1, + 8|i„ + 6^„, 
1 = 2ji, + 6^,,, 
1 = 2|i, + 2|i,,. 
The Loewner comparison of two second-degree moment matrices can 
now be expressed in terms of moment conditions. Let 
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be the vector of moments up to order two. Because of the simplex 
restriction either one of the two second-order moments determines the 
other one. For all exchangeable designs, the first moment is constant, 
f^ i = '/^. 
Lemma 3. Let r) and x be two exchangeable designs on the simplex 3 . 
Then we have 
M(r|)>M(T) <» |I(2)(TI)= }I(„(T), n,(r|) > H , ( T ) . 
Proof. For the direct part we assume that A = M(r i ) - M ( x ) is 
nonnegative definite. Then (I2 0 I2)' A (b ® I2) = 1 - 1 = 0 forces A (I2 ®l2) = 
0, which implies M (r|) (I2 ® I2) = M ( t ) (I2 ® b)- This means |.i(2) (TI) = (.1 a) 
( t ) , since 
M (T) (L (8) 1 , ) - | , (t® l)(t(8)t)' ( l ,®lJdT - j , ( t®t )dT 
^ . ^ ( T ) ^ 
In addition, we have 0 < (ci ® ei)' A (ei ® eO = 4^ Oi) -H4(X). 
For the converse part note that, for two ingredients, equality of 
second-order moments implies equality of third-order moments. The 
fourth-order moment differences then are, using 
y = | i4(ri)- |-i4(T)>0, 
^3i(ri)- |a3i(x) = - y , 
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f i 2 2 ( T l ) - ^ 2 2 ( t ) = y. 
In terms of matrices this means 
M(TI) - M (T) = y 
-1 
1 yE > 0, 
where E = Wi2 w'i2 and Wi2 = (ei - 63) ® (ei - 63). 
We can alternatively replace the condition IU4 (ri) > |j,4 (x) by 
(^3IOI)<[X3,(T), or by 1122 (TI) ^ 1^22(1). 
The corresponding result for the S-model, can be derived by 
following a similar argument as follows. A second-degree S-moment 
matrix has the form. 
t 
M S-modcl 
I 
t. t , t , 
1^21 
1^21 
1^22 7 
The difference between the S-moment matrices of the weighted 
centroid design r| and of the given design x is. 
fo 0 0^  
0 0 0 
.0 0 K 
> 0. 
Hence Lemma 3.1 and its proof carry over with only minor 
adjustments. 
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Again the vertex points design TII and tlie overall centroid design 
ri2 play a special role, 
f\ 
= Til 
vu; 
ro 
v y 2 ^ 
2 
2J 
Their moments of order four are 1^4 (rji) = Yi and (rii) = fiji (rii) 
= 2^2 (Til) = 0 and |i4 (112) = 3^1 (112) = 1^22 (1^ 2) =1/16. The designs TI, 
and r|2 are called elementary centroid designs and are used to generate 
weighted centroid designs, in the sense of the following definition. 
Definition. For weights a i , a i > 0 with ai+ ai ^ 1 , the design r] = ai 
Til + 0C2 r|2 is called a weighted centroid design. 
The following Lemma provides a simple to established fourth-
order moment check to whether an exchangeable design is a weighted 
centroid design. 
Lemma 4. Let "^  be an exchangeable design on the simplex 3 . Then 
we have 1131 (^)> 1.I22 {^) 
With equality if and only if T is a weighted centroid design. 
Proof. On the simplex 5 , the following function is nonnegative. 
\(/(t,,t2)= t, t 2 ( t , - t 2 r 
This gives 
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| . 1 3 ( T ) - | . 1 2 2 ( T ) = ' / 2 lv | /( t , , t2)dT > 0 . 
Equality holds if and only if v|; (ti, 12) = 0 for all support points t 
= (ti, t2)' of T, which happens only for the points (1,0)', (0,1)', or 
('/2, V2)\ Because of exchangeability, T is a weighted centroid design. 
Department of Statistics & Operations Research 86 
CHAPTER - 4 
MIXTURE - AMOUNT EXPERIMENTS 
1. INTRODUCTION 
The usual definition of a mixture experiment requires that the 
response depends only on the proportions of the mixture components and not 
on the total amount of the mixture. In this chapter, we consider mixture 
experiments in which the response also depends on the total amount , and 
study the mixture-amount models appropriate for such situations. A mixture-
amount experiment is a mixture experiment that is performed at two or more 
levels of the total amount. The response is assumed to depend on the 
proportions of the various ingredients that are present in the mixture or blend 
and also on the amount of the blend. Consider following examples. 
Example 1: Photographic film coating to reduce yellowing of film, where 
the amount of coating applied is varied along with the proportions of the 
ingredients in the coating; and 
Example 2: Food flavourings, where both the amount and composition of 
two or more flavour constituents, singly and in combination, are studied to 
see how the taste of the food product changes. 
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Piepel and Cornell (1985) have considered the models for mixture 
experiments when the response depends on the total amount and have 
developed mixture - amount models appropriate for such situations. More 
over they have considered models in the component amounts and showed 
them to be reduced forms of the mixture-amount models. Designs for fitting 
mixture - amount models called mixture-amount designs, were developed by 
Piepel and Cornell (1987). They have discussed designs for mixture -
amount experiments and have discussed ways to generate complete and 
fractional designs for both unconstrained and constrained mixture-amount 
experiments. A complete MA design is formed by setting up any one of the 
many types of mixture designs (for example, a {q, m} simplex - lattice 
design, a simplex - centroid design , constrained - region design etc.) at each 
level of the total amount. The advantage of a complete MA design lies in the 
fact that the mixture designs at the different levels of total amount may or 
may not be the same (in terms of the number of points or the particular 
arrangement of points). They have specifically used the DETMAX 
programme of Mitchell (1974) to identify patterns of the D-optimal designs, 
leading to the suggestion of a sequential procedure for generating D-optimal 
designs with an increasing number of support of points and have presented a 
number of such designs for quadratic and cubic models. They have also 
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obtained some results when the design space is a polyhedron in S'^ " . The 
presented design are also applicable to mixture-process variable experiments 
involving one process variable. 
Hilgers and Bauer (1995) have considered optimal designs for 
mixture-amount experiments. Piepel (1988) has written a note on models for 
mixture-amount experiments when the total amount takes a zero value. 
These models modify those of Piepel and Cornell (1985), which are only 
appropriate when the amount takes on greater than zero values. 
Some MA experiments include "control tests" for which the total 
amount of the mixture is set to zero, Piepel (1988) refeiTed to them as MAZ 
experiments. For example, MAZ experiments include drugs (some patients 
do not receive any of the formulations being tested). Such experiments allow 
for studying how the response behaves as the amount of the mixture changes 
for zero to positive values. 
Prescott and Draper (2004) have considered mixture component-
amount designs via projections, including orthogonally blocked designs. 
For such component-amount experiments, several levels of total 
amount are needed. Two ways of obtaining suitable designs were discussed 
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by Prescott and Draper (2004), both of which use the idea of projecting 
known mixture designs in to fewer dimensions. They have obtained standard 
designs of the simplex -lattice and simplex-centroid types are projected to 
obtain sets of points at various levels of total amount for two or more 
ingredients. 
2. MODELS FOR MIXTURE-AMOUNT EXPERIMENTS 
Since the response in a typical mixture experiment does not depend on 
the total amount, the usual mixture model forms must be modified to 
incorporate amount effects for modeling data from a mixture-amount 
experiment. 
Scheffe (1963) developed models for mixture experiments with 
process variables by considering the parameters of his canonical polynomial 
mixture models as dependent on the process- variable effects. 
Let the proportion of the i'^  component in a q-component mixture be 
denoted by Xi (i = 1, 2,..., q), where 
0 < x . <1 andx|+x, + + - \= l . (1) 
Denote the total amount variable by A and the r different levels of this 
variable by Ai, A2, , Ar (r > 2). 
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To model the effects of the component proportions x, on the response 
for the fixed total amount, we may use a Scheffe canonical polynomial. We 
could also use a model with inverse terms (Draper and St. John, (1977), a 
model for additive or inactive components (Becker, 1968, 1978), a ratio 
model (Cornell (1981) and Snee (1973)), a log-ratio model (Aitchison and 
Bacon-Shone (1984), or any other mixture model based on the component 
proportions alone. Let any such model be denoted by n, • If the parameters of 
77^. depend on A, this dependence can be modeled using the standard 
polynomial form. 
P.(A)=P:+I;P,>\ (2) 
k- l 
where y9„,(^ ) denotes that the value of the parameter is considered to be a 
function of A. 
We have 
7I = P , ( A ) X , + P , ( A ) X , + P , ( A ) X , X 3 
-(pi"+P;A' +P^A^)X, +(P;+P;A' +P^AOX,+(P°,+p>' -^^],A%X, 
= P>, +B°x, +B;',X,X, + t (p^ , +PU, +^\,x,x,y\ (3) 
k = l 
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The subscript of a /? parameter in (3) refers to the components that 
are present in the respective term, whereas the superscript refers to the 
power of the A variable for that teiTn. In this mixture - amount modeh 
1. P°x,+B2X2+B°2X,x, represents the linear and nonlinear blending 
properties of the mixture components at the average level of total 
amount. 
2. (P[x, +B2X2 +B[,x,X2)A represents the linear effect of total amount 
on the linear and nonlinear blending properties of the mixture 
components, 
3. (p^x, + P2X2 + P?2^iXJA" represents the quadratic effect of total 
amount on the linear and nonlinear blending properties of the mixture 
components. 
Thus the coefficients p^ and (3l pf the terms Xj A'' and Xi Xj A'' 
(k = 1, 2) in (3) are measures of the effects of changing the amount of the 
mixture on the linear and nonlinear blending properties of the mixture 
components. 
For general q and r, a model of the form (3) is written as 
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r-l 
n=sp°x,+2:ip:x,x,+s 
i=l 1 <) k=l 
SP->:,+IIP:X,X, 
i = l 
A\ (4) 
The constant change in the magnitude of the response, (4) reduces to 
(5) 
Where the Po(=Pj' = = Pj), k=l, 2, ..., r - l , represent the Unear, 
quadratic, (r - l)th - degree effects of A on the response. 
Replacing Xq with 1 - Xi'^ i'^ i "^ ^^ ^ terms p|iXqA''(k = l,2,....,r-l)of 
(4) and simplifying. For the q = 2, r = 3 example considered earlier, (3) is 
reparameterized as 
Ti = P°x, +p°x , +p;',x,X3 + £ ( P ^ x , + P U l - x , ) + p^,x,xJA^ 
k-l 
P:X,+P°X,+P:,X,X,+X(5SX,+P^,X,X,+p:)A^ (6) 
Where 5^  = Pt"-p^andp^ = Pi(k = 1,2). In (6), 5; represents the 
difference between the linear effects of A on the linear blending properties 
of Xi and X2, and effects of A on the linear blending properties of Xi and X2. 
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If the blending properties of the mixture components are not the same 
at the different total amounts, then the mixture-amount models [such as (6)] 
help in discovering this property of the components, since the parameters in 
these models explain how the component- blending properties are affected 
by varying the total amount. If the blending properties of the components are 
not affected by changing the total amount, then reduced modeIs.[such as (5)] 
are appropriate for explaining how varying the amount affects the response 
(if at all). 
For a particular situation, several candidate mixture-amount models 
may be under consideration. A series of full versus reduced model tests may 
be performed to determine if one model is better than another, i.e. to as 
certain if one model out of the many candidates mixture amount models is 
the more appropriate. 
P* _ (SSE,,, ,-SSE,„)/(e^-e,) 
SEE,„/e, 
where efand Crare, respectively, the error degrees of freedom from the 
full and reduced models. Another approach is to fit the reparameterized form 
[e.g., (6)] of a full mixture-amount model and use variable selection 
techniques such as all-possible-subsets regression or stepwise regression. 
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An alternative approach for models based on component amounts 
involves defining the individual component amounts for each total amount A 
as ai = XiA (i =1, 2,..., q), where ai + a2+ .... + aq= A. For a whole mixture -
amount experiment the component amounts aj A (i = 1, 2,...., q) are 
mathematically independent variables (provided A is not fixed for all 
compositions) and hence standard models and analysis techniques for 
mathematically independent variables can be used to study mixture - amount 
experiments. 
Since we are concerned with the modeling aspects of mixture- amount 
experiments, let us write the first and second - degree polynomial models in 
the component amounts: 
ri = a^+Y.^,a^, (8) 
1 1 'I 
7 = ao+Z"'^ " + Z^""'+ZZ^""'"* (9) 
These types of models as component- amount models are referred 
as component-amount models. 
Department of Statistics & Operations Researcli 95 
3. COMPLETE DESIGNS FOR FITTING SCHEFFE-TYPE 
MIXTURE - AMOUNT MODELS 
Since an MA experiment is simply a series of mixture experiments 
performed at several levels of total amount, it is natural to propose as a 
complete (or full) MA design, one that results from setting up any of the 
standard mixture designs at each level of total amount. The choice of a 
particular member or members from the large family of mixture designs will 
depend on the following 
a) The form of the mixture model presumed to describe the type of 
blending among the components at the various levels of total 
amount (these model forms may or may not be the same at the 
different levels.) 
b) The form of the experimental region as defined by the constraints 
on the component proportions. For example, if the q component 
proportions are each allowed to vary between zero and one, the 
experimental region is a (q - 1) dimensional simplex. On the other 
hand, if there are additional constraints on the component 
proportions of the form Lj < x < U then the experimental region is 
a hyperpolyhedron. 
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Consider a mixture - amount experiment consisting of the blending of 
three mixture components at each of three levels of total amount. A 
complete design for fitting the special - cubic mixture model and up to a 
second degree polynomial in the amount variable A. 
II(X,A) = £ Y > , +Y.llyl^.^> + ym^i^2>^? 
i= i i < j 
J J 
132 i < i 
A' 
is the simplex-centroid design at each of the three levels of total 
amount as shown in Figure 1. 
low ^ middit ' hiflh 
Figure (1): The simplex-centroid mixture design at each of three 
levels of total amount. 
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Designs containing exactly N points and obtained using the 
D-optiniality criterion are called DN -optimal designs. 
The list of candidate points for a complete mixture-amount design 
depends on the particular form of the mixture-amount model to be fitted and 
on whether or not the component proportions are constrained. We shall 
discuss some DN-optima' (or near DN-optimal) designs that were generated 
using the DETMAX program of Mitchell (1974) for the cases where the 
entire simplex factor space is to be explored as well as for when only a 
subregion of the simplex is to be explored. Piepel and Cornell (1987) gave 
the following designs and tables. In Tables 1, 2 and 3, the following terms 
are used: 
Positions: the geometric locations of the design points at each level of 
total amount. 
Point: a specific candidate point chosen for the design. 
Full set: all candidate points included exactly once in the design. 
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Table 1 : Sequential DN - optimal Design Development Procedure foi 
theMixture-Amount Model of Eq. ri = ^|*|Y"x, + X S "/n^.^i + Y I A 
Candidate points: Simplex vertices and edge centroids at the two levels 
of A (assumed coded as -1 and + 1). There are C =q(q+l) candidate 
points. 
N Procedure" 
2 
The smallest possible DN-optimal design for this 
model contains points that cover all positions once 
with one position covered twice (once at each of the 
two levels of A). The positions covered once may be 
at either of the two levels of A. 
P+1 to C Add points to cover the remaining positions at each 
level of A (without replicating points) until a full set 
of candidate points is obtained. 
C+1 to C+P Add additional points to cover each position once. 
Note that an N = C+P design is a full set plus an N = 
p design. Hence, the procedure cycles, continuing as 
above. 
Department of Statistics & Operations Research 99 
Table 2 : Sequential DN-optimal Design Development Procedure for the 
Mixture-Amount Model of Eq. r| = X'^J^. + S Z ^//u^.^i + ZL Y!^A 
Candidate points: Simplex vertices and edge centroids at the two 
levels of A (assumed coded as -1 and + 1). There are C = q(q+l) 
candidate points. 
N Procedure" 
2 
The smallest possible DN-optimal design for this 
model contains the vertices at both levels of A 
and points that cover the edge centroid positions 
once. The edge centroids may be chosen at either 
level of amount so long as each position is 
covered. 
P+1 to C Add the remaining edge centroid points until a 
full set of candidate points is obtained. 
C+1 to C+2P Add additional points to cover each vertex 
position once. Then twice (without replicating 
among the additional points). These points serve 
as second replicates of the vertex positions at 
each level of A. 
C + 2q + 1 to C + p Add points to cover each edge centroid position 
once. Note that an N = C+p design is just a full 
set of candidate points plus an N = p design. 
Hence the procedure cycles, continuing as above. 
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Table 3 : Sequential DN - optimal Design Development Procedure for 
the Mixture - Amount Model olEq. 
Candidate points: Simplex vertices and edge centroids at the two levels of A 
(assumed coded as - I, 0, and + I). There arc C = 3q(q+l)/2 candidate points. 
N Procedure" 
2 
The smallest possible DN - optimal design for this model 
contains the vertices at all three levels of A and covers the 
edge centroid positions once. 
p+1 top + 
Add points to cover the edge centroid positions twice. Two 
edge centroids at each of the three levels of A gives the 
smallest variances for parameter estimates. 
p+ + 1 toC 
Add the remaining edge centroids to complete a full set of 
candidate points. 
C + 1 to C + 3q Add vertex points until all vertices are included again 
(replicate twice). Slightly larger determinates are obtained if 
one first cover q vertex positions once, then twice, and 
finally three times (all vertices). 
Variances of the p and P' are smaller if the vertex points 
are concentrated at A=0, while the variances of the P' are 
smaller if the vertex points are concentrated at A = - 1 and 
A = +l. 
C+3q + 1 to C+P Add points to cover the edge centroid positions once. Note 
that an N = C + P design is just a full set of candidate points 
plus an N = P design. Hence the procedure cycles. 
continuing as above. 
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When the entire simplex region is to be explored, the factor space or 
design region is said to be unconstrained. With an unconstrained region, the 
candidate points depend on the types of blending terms that are present in 
the mixture portion of the model. The following are the candidate points 
corresponding to the various blending terms. 
Model Terms Candidate Points 
l A ^ . 
(=1 
The q simplex vertices (1,0, ..., 0), ..., (0, ..., 0, 1) 
Zi^^y 
' <j 
The midpoints of the q(q-l)/2 edges. 
1 1 1 1 
^ , - , 0 , 0 , - ,^ 
2 2 2 2 
o,o, . . . ,o,- , -
2 2 
- , 0 - . 0 
2 2 
ZZZPuuXiX.x, 
i <j <k 
The face centroids 
(0.0,....0. i i i ) 
3 3 J 
fi,iio...,o' 
VJ J 3 
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4. MODELS FOR MAZ EXPERIMENTS 
Piepel and Cornell (1985) proposed that model forms for MA 
experiments be developed by writing the parameters of any mixture model 
as functions of the total amount for example the MA model formed by 
writing the parameters of a second-degree Scheffe mixture model. 
Model forms such as (4) or similar ones developed using other 
mixture models or other functions of A are not directly applicable 
experiments in which the total amount has zero as one of its values. To see 
this, note that in an MAZ experiment there is no mixture when A = 0, and 
hence the response cannot depend on the component proportions on 
substituting A = 0 into (4), however, the resulting model has a dependence 
on the X unless 
P: P°....P: P :=O 
for all 1 < i < j < q (10) 
Applying this restriction to (4) yields 
^i-PM IP^,+izp;x,x^ A^  (11) 
Where K = P : = K = ^^\ 
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MA models of the form (11) are appropriate for MA experimems that 
include tests at zero total amount since when A = 0 the expected response is 
a constant (fi^). Model form (11) is capable of providing a good fit to MA 
data in which Scheffe polynomial mixture models provide good explanation 
of component bending at each level of A > 0. 
Other appropriate MAZ model forms can be developed in a manner 
similar to that used to develop (11): 
1. Write the parameters of any mixture model as any appropriate 
function (s) of total amount. 
2. Restrict the parameters of the general MA model resulting from step 1 
in such a way as to eliminate the dependence of the response on the 
mixture proportions when A = 0. 
For example, the model form 
1 1 = P : + i p - X , + z I P : ^ ^ X [iog(a+Df (12) 
k=i i <j X. + X . I J 
is obtained by writing the parameters of a Becker H2. model (Becker 1968) 
as quadratic polynomials in log (A+1) and then applying a restriction similar 
to (2). 
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5. DESIGNS FOR COMPONENT-AMOUNT MODELS AS 
PROJECTION OF STANDARD MIXTURE DESIGNS 
Here we discuss how to construct designs tliat can be used for 
component-amount experiments. Two methods will be given. The first 
method involves the 'collapsing' or 'projection' of standard symmetric 
mixture designs via removal of one or more columns of the original design. 
The leads to a set of symmetric designs, one for each of several levels of the 
amount A. The symmetric designs occur with various multiplicities although 
not all of the multiplicities need to be performed. We indicate and ilhistralc 
how siicli choices can bo nuidc using a D-oplinial crilcrion; (lliljjers and 
Bauer (1995) and Hilgers (1999)). The second construction method also 
involves projection. However, the original designs projected are not the 
standard ones and are already orthogonally blocked (that is, block, effects for 
a second-order Scheffe model are uncorrelated with model effect). 
5.1 FORMING COMPONENT-AMOUNT DESIGNS FROM 
SIMPLEX-LATTICE DESIGNS. 
A q-ingredient simplex-lattice design, usually denoted by {q,m}, 
consists of all valid mixture combinations that can be created for q 
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ingredients from the level 0, 1/m, 2/m, ..., (m-l)/m, and m/m = 1. In general 
it has ''"*""'•'Cm design points. 
Component-amount designs in q ingredients may be obtained from the 
above standard mixture designs in q + r ingredients, by projection, i.e., by 
deletion of any r columns of the original design. For example, the simplex-
lattice design in q + r = 4 ingredients based on four levels (0, 1/3, 2/3, 1) 
listed in Table 4 and illustrated in Figure 2 has 20 runs. In this {3,4} 
simplex-lattice design, there is one run at each of the four vertices, one run 
at each of the centroids of the four faces and 12 runs in pairs on the six edges 
of the tetrahedron forming the mixtures simplex region. 
X, = 1 
^4 = 1 
X 2 = l ' ^ 
X 3 = l 
Figure 2. Simplex-Lattice Mixtures Design for q + r = 4 Ingredients. 
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Table 4. Simple-Lattice Mixture Design for q + r = 4 Ingredients. 
Run 
Number Xi X2 X3 X4 
1 1 0 0 0 
2 0 1 0 0 
3 0 0 1 0 
4 0 0 0 1 
5 1/3 1/3 1/3 0 
6 1/3 1/3 0 1/3 
7 1/3 0 1/3 1/3 
8 0 1/3 1/3 1/3 
9 1/3 2/3 0 0 
10 1/3 0 0 2/3 
11 1/3 0 0 2/3 
12 2/3 1/3 0 0 
13 2/3 0 1/3 0 
14 2/3 0 0 1/3 
15 0 1/3 2/3 0 
16 0 1/3 0 2/3 
17 0 2/3 1/3 0 
18 0 2/3 0 1/3 
19 0 0 1/3 2/3 
20 0 0 2/3 1/3 
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A component-amount design in q = 3 ingredients can be obtained 
from this simplex-lattice design by removing, for example, the column for 
X4, as shown in Table 5a. This projected design has four different levels of 
the total amount A, namely 0, 1/3, 2/3 and 1, with numbers of runs 1, 3, 6 
and 10 respectively. The design is illustrated in Figure 3. 
a, = 1 
a 2 = l 
Figure 3: Mixture Component-Amount Design for q = 3 Ingredients. 
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Table 5a. Component-Amount Mixture Design for q = 3 Ingredients. 
Run 
Number ai 32 33 A 
1 1 0 0 1 
2 0 1 0 1 
3 0 0 1 1 
4 0 0 0 0 
5 1/3 ^ 1/3 1/3 1 
6 1/3 1/3 0 2/3 
7 1/3 0 1/3 2/3 
8 0 1/3 1/3 2/3 
9 1/3 2/3 0 1 
10 1/3 0 2/3 1 
11 1/3 0 0 1/3 
12 2/3 1/3 0 1 
13 2/3 0 1/3 1 
14 2/3 0 0 2/3 
15 0 1/3 2/3 1 
16 0 1/3 0 1/3 
17 0 2/3 1/3 1 
18 0 2/3 0 2/3 
19 0 0 1/3 1/3 
20 0 0 2/3 2/3 
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To run this design, a decision must first be made about ttie maximum 
allowable amount of the total ingredients. For example, suppose the full 
amount of (nitrogen + phosphate + potassium fertilizer) was set at 600 grams 
per plot. Then, in Table 5a, run 1 would be (600, 0, 0), that is, composed or 
only the nitrogen, while run 111 would be (200, 0, 0), run 5 would be (200, 
200, 200), and so on. 
It is clear from Figure 3 that the 20 runs in the {4,3} simplex-lattice 
design have been projected into four, sets of design points in the reduced 
simplex-lattice space in the following way: 
{4,3}-> {3,3}+ {3,2}+ {3,1}+ {3,0}. 
Further projection is possible by removing additional columns. For 
example, a component-amounts mixtures design in q + 2 ingredients maybe 
obtained by deleting both the X3 and X4 columns from Table 4 to give the 
design listed in Table 5b. 
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Table 5b. Component-Amount Mixture Design for q = 2 Ingredients. 
Run 
Number ai 32 A 
1 1 0 1 
2 0 1 1 
3 0 0 0 
4 0 0 0 
5 1/3 1/3 2/3 
6 1/3 1/3 2/3 
7 1/3 0 1/3 
8 0 1/3 1/3 
9 1/3 2/3 1 
10 1/3 0 1/3 
11 1/3 0 1/3 
12 2/3 1/3 1 
13 2/3 0 2/3 
14 2/3 0 2/3 
15 0 1/3 1/3 
16 0 1/3 1/3 
17 0 2/3 2/3 
18 0 2/3 2/3 
19 0 0 0 
20 0 0 0 
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This design, illustrated in Figures 4a and 4b, has four runs at each a A 
= 0 and A = 1, and 6 runs are at each of A = 1/3 and A = 2/3, a total of 20 
runs in all, although not all replication of the individual sets of runs need be 
performed. For example, if only one replicate is performed at each location, 
a 10-points design is obtained. Conversion to a new coordinate system 
would be needed in case if we want to use standard second-order designs 
(e.g., cube + star + center points) to fit equation (2). There would be a loss of 
coverage in the mixture combinations forced by such a design. For example, 
in two components (ai, a2), such a design with points (±1,±1), (±1,0), (0, +1) 
(which is equivalent to a 32 factorial design) would have 5 levels of A (0, 
1/4 1/2, 3/4, 1) and 9 design locations, as in Figure 4c and would not cover 
the North and East extremes of the design region as does the design in 
Figure 4b. This statement holds more generally for standard response surface 
designs as well. 
n;-2/3 
ai - 1/3 
.4 »0 
(/i =• 0 
Figure (4a): Mixture Component-Amount Design for q = 2 ingredients 
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A-'O ") 
Figure (4b): Component-Amount Design in the aj, H2 Simplex (Numbers 
Represent Replicates at Given Point) 
\n 3/4 I 
*• i i > 
Figure 4c. Component-Amount Design in the a,, 82 Simplex Using a 
Cube + Star + Center Point Design with Star Distance 1 which also a 3^ 
Factorial Design. 
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Projection of the {4,3} simplex-lattice design in q + r = 4 ingredients 
to a component-amount design in q = 2 ingredients produces the following 
relationship 
{4,3} ^ {2,3} + 2 X {2,2} + 3 x {2,1} + 4 x {2,0}, 
which indicates that the projected design is made up of the stated number of 
replicates 1, 2, 3 and 4, of the smaller simplex-lattice designs {2,m}, for m = 
3, 2, 1 and 0, with corresponding mixture amounts given A = 1, 2/3, 1/3 
andO. 
Similar projected designs may be obtained from higher-order simplex-
lattice designs. For example, projecting the {5,3} simplex-lattice design by 
removing one column gives the following relationship 
{5,3}-> {4,3}+ {4,2}+ {4,1}+ {4,0}, 
while removal of two columns gives 
{5,3} -> {3,3} + 2 X {3,2} + 3 x {3,1} + 4 x {3,0}, 
and removal of three columns gives 
Department of Statistics & Operations Research 114 
{5,3} -> {2,3} + 3 x {2,2}+6 X {2,1} + 10 x {2,0} 
This final projection indicates that the component-amount design 
produced by removal of r = 3 columns of the {5,3} simplex-lattice design 
with 35 runs, is a design containing 35 design points in q + 2 ingredients 
made up of 4 runs at A = 1 placed according to the {2,3} simplex-lattice, 3 
replicates of the 3 runs in {2,2} with A = 2/3, 6 replicates of the 2 runs in 
{2,1} with A = 1/3 and 10 replicates of the single run at {2,0} with A = 0. 
Table 6 shows the component-amount designs with q = 4,3 and 2 
resulting from projection of the simplex-lattice designs {5,3} and {5,4} 
formed by removal of r = 1,2 and 3 columns respectively. 
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Table 6. Mixture Component-Amount Designs Obtained by 
Removing 1,2 or 3 Columns from the Simplex-Lattice Designs {5,3} and 
{5,4): 
Mixture 
amount 
r = l r=2 r = 3 
Simple 
Component 
Runs Replicates Simple 
Component 
Runs Replicates Simplex 
Component 
Runs Replicates 
Initial design {5,3}, n =35 design points 
A=l {4,3} 20 1 {3,3} 10 1 {2,3} 4 1 
A=2/3 {4,2} 10 ! {3,2} 6 2 {2,2} -, 3 3 
A=l/3 {4,1} 4 1 {3,1} 3 3 {2,1} 2 6 
A=0 {4,0} 1 1 {3,0} 1 4 {2,0} 1 10 
Initial design {5,4} n = 70 design points 
A=l {4,4} 35 1 {3,4} 15 1 {2,4} 5 1 
A=3/4 {4,3} 20 1 {3,3} 10 2 {2,3} 4 
A=l/2 {4,2} 10 1 {3,2} 6 T J {2,2} 3 6 
A=l/4 {4,1} 4 1 {3,1} 3 4 {2,1} 2 10 
A=0 {4,0} 1 1 {3,0} 1 5 {2,0} 1 15 
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5.2 GENERALIZATION TO PROJECTION OF A {q + R, M) 
SIMPLEX-LATTICE DESIGN 
This method generalizes for {q + r, m} simplex lattice designs as 
follows. The number of design points in these simplex-lattice designs is 
(q + r+m-l)!/{m!(q+r-l)!} 
Removal or r columns of the {q + r ,m} simplex-lattice mixture design 
generates a component-amount design with q ingredients consisting of '^ '^ ' 
'Ck replicates of a {q, m - k} simplex-lattice design at the mixture 
amounts A = (m - k)/ m for k = 0,1, ,m. The relationship between 
the initial simplex-lattice mixtures design and the numbers of replicates of 
the simplex-lattice elements of the mixtures component-amount design is 
{q + r, m} -> {q,m} + 'C, {q, m - 1} 
+ ^"'C2{q,m-2}+... 
+ ^"'- 'Ck{q,m-k}+... 
+ ^"'^-'C,{q.O}. 
This relationship forms an equation for the number of design points in 
the initial simplex-lattice design and the numbers of replicates of the design 
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points in the smaller simplex-lattice designs making up the projected 
mixtures component-amount design. 
In any practical application of a mixtures component-amount design, a 
decision must be made as to how many replicates of the component parts of 
the projected design should be used. One way to make such decision is to 
evaluate D-criterion |X-X|/ n*", and to select the 'D-optimal' combination of 
replicates that maximized it. For example, for the initial design {5,3} in 
Table 6, with r = 3, and for one replicate of {2,3}, the D-optimal design in 
[1,1,1,2] with 11 points, where this notation indicates one replicate of {2,3}, 
one replicate of {2,2}, one replicate of {2,1} and two replicates of the 
placebo {2,0}. For two replicates of {2,3}, the D-optimal choice is [2,1,2,3] 
with 18 points, and for three replicates of {2,3} it is {3,1,3,4] with 25 points. 
5.3 FORMING COMPONENT-AMOUNT DESIGNS FROM 
SIMPLEX-CENTROID DESIGNS 
A q-ingredient simplex-centroid design consists of all vertices of the 
standard mixtures space plus all centroids obtained by taking these vertices 
in pairs, threes,..., qs. It has ''Ci + ''C2+...+ '^Cq=2''-1 design points in all, 
where ''Cr is the number of ways r items can be selected from q items when 
order of selection is not relevant. Suppose we project this down to (q - 1) 
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dimensions, dropping any column. We obtain a component-amount design 
with (q+1) different levels of amount A, with characteristic shown in 
Table 7. 
Table 7. Structure of the Component-Amount Design with (q+1) 
Different Level of Amount A. 
Amount level 
A 
Type of point structure in 
reduced (q-1) space 
No. of design points 
1 the ( q - 1 )-dimensional simplex-
centroid design 
2"-'-l 
( q - l ) / q the ( q - 1 )-dimensional centroids fq-0 
= 1 
(q-2)/(q-l) all( q - 2 )-dimensional centroids ^q-n 
(q-3)/(q-2) all( q - 3 )-dimensional centroids 
. 2 , 
(q-l)/(q-r+l) all( q - r )-dimensional centroids 
(midpoints of edges when r = q-2) rq-0 
. * • • (as far as r = q - 1 , given below) 
1/2 all 1-dimensional centroids (vertices) ^q-r 
vq-2. 
0 origin point, for base level of 
response 
1 
For example, for q = 4 with projection to 3 dimensions, we obtain, 
using the same order as above, a full seven poirit simplex-centroid in three 
mixture ingredients, namely (1,0,0), (0,1,0), (0,0,1) (1/2, 1/2, 0), (1/2, 0, 
1/2), (0, 1/2, 1/2), (1/3, 1/3, 1/3) with A = I; the centroid point (1/4, 1/4, 1/4) 
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with A = 3/4; the three two-ingredient centroids at (1/3, 1/3, 0), (1/3, 0, 1/3), 
(0, 1/3, 1/3), which have A = 2/3; the three vertices (1/2, 0, 0), (0, 1/2, 0), 
(0,0, 1/2), with A = 1/2; and the origin (0,0,0), with A = 0. This design lias 
15 points at five levels of A. Similarly, for q = 5 with projection to 4 
dimensions, we obtains a full simplex-ccntroid in four mixture ingredients 
(1,0,0,0), etc, with A = 1; the centroid point (1/5, 1/5, 1/5, 1/5) with A = 4/5; 
the for three-ingredient centroids at (1/4, 1/4, 1/4, 0), (1/4, 1/4, 0, 1/4), (1/4, 
0, 1/4, 1/4), (0, 1/4, 1/4, 1/4), with A = 3/4; the six two-ingredient centroids 
with points (1/3, 1/3, 0, 0,), (1/3, 0, 1/3, 0), (1/3, 0, 0, 1/3), (0, 1/3, 1/3, 0), 
(0, 1/3, 0, 1/3), (0, 0, 1/3, 1/3), which have A = 2/3; the four vertices (1/2, 0, 
0, 0), (0, 1/2, 0, 0), (0, 0, 1/2, 0), (0, 0, 0, 1/2) with A = 1/2; and the null 
point (0, 0, 0, 0), with A = 0. This design has 31 points at six levels of A. 
In projection to lower dimensions, we obtain some repeated subsets of 
points. For example: for q = 5 with projection to 3 dimensions, we obtains : 
a full simplex-centroid in three mixture ingredients namely (1,0, 0), (0, 1, 
0), (0, 0, 1) (1/2, 1/2, 0), (1/2, 0 1/2), (0, 1/2, 1/2), (1/3, 1/3, 1/3) with 7 
points and A = 1; replicated (2) centroid points (1/4, 1/4, 1/4), each with A = 
3/4, 2 points; two two-ingredient centroids at (1/3, 1/3, 0), (1/3, 0, 1/3), 
(0, 1/3, 1/3), which each have A = 2/3 and 6 points; one centoird point 
(1/5, 1/5, 1/5), with A = 3/5; two sets of the three vertices (1/2, 0, 0), 
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(0, 1/2, 0), (0, 0, 1/2), with 6 points and A = 1/2; a set of three points 
(1/4, 1/4, 0), (1/4, 0, 1/4), (0, 1/4, 1/4), with A = 1/2; vertices (1/3, 0, 0), 
(0, 1/3, 0), (0, 0, 1/3), wi^h A = 1/3; and the origin (0, 0, 0), with A = 0, three 
times over. We have 31 points at eight levels of A in this design. Compared 
with the first example projected from q = 4, we have a additional 16 design 
points, but also have 7 levels of A instead of 5, with A = 3/5 (one point) and 
1/3 (3 points) added. At other levels in this comparison there are now some 
repeated points. There are clearly numerous available possibilities for these 
projection types. Again, the |X'X|/n'' criterion can be used to choose among 
competing possibilities for a specific situation. 
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