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Abstract 
A New Approach to the Design of Adaptive 
MIMO Wireless Communication Systems 
Mabruk Gheryani, PhD 
Concordia University, 2009 
Since the capabilities of MIMO systems were discovered, much research effort 
has been invested in this field. However, in most applications, the channel state 
information (CSI) is assumed to be known to the receiver only. To further improve 
the performance, the transmission rate will adapt to the levels of CSI fed back from 
the receiver. 
The capacity and performance of linear dispersion code (LDC) are studied. An 
analytical expression of the ergodic capacity and a tight upper bound of the pairwise 
error probability of full-rate LDC are derived. The tight upper bound demonstrates 
the relationship between the pairwise error probability, the constellation size and the 
space-time (ST) symbol rate, which will be a guideline for the adaptation. 
The probability density function of the signal-to-interference-noise ratio (SINR) 
of a MIMO transceiver using LDC and linear minimum-mean-square-error (MMSE) 
receiver is then derived, over a Rayleigh fading channel. With these theoretical re-
sults as a guideline, we study the design of adaptive systems with discrete selection 
modes. An adaptive algorithm for the selection-mode adaptation is proposed. Based 
on the proposed algorithm, two adaptation techniques are presented, using constella-
tion size and ST symbol rate, respectively. To improve the average transmission rate, 
iii 
a new adaptation design is developed, which is based on joint constellation size and 
ST symbol rate adaptation. 
Next, we propose a novel scheme called "beam-nulling" for MIMO adaptation. 
In the beam-nulling scheme, the eigenvector of the weakest subchannel is fed back and 
then signals are sent over a generated subspace orthogonal to the weakest subchannel. 
Theoretical analysis and numerical results show that the capacity of beam-nulling is 
close to the optimal water-filling scheme at medium SNR. Additionally, the SINR 
of an MMSE receiver is derived for beam-nulling, followed by a presentation of the 
associated numerical average bit-error rate (BER) of beam-nulling. 
Finally, to further improve the performance, beam-nulling is concatenated with 
LDC. Simulation results show that the concatenated beam-nulling schemes outper-
form the beamforming scheme at higher rate. Additionally, the existing beamforming 
and new proposed beam-nulling schemes can be extended if more than one eigenvec-
tor is available at the transmitter. Theoretical analysis and simulation results are 
also provided to evaluate the new extended schemes. 
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Today, wireless systems support not only voice communications but also other types of 
services, such as facsimile, file transfer, email and video communications. Accordingly, 
the demand for bandwidth efficiency in wireless communications has experienced 
unprecedented growth. With this growth, the radio spectrum has been recognized as 
one of the very precious resources of nature. However, due to battery life and device 
size, the power available for wireless communications is limited. The radio spectrum 
deserves to be further explored, along with the power constrains. 
Recently, one significant advance in wireless communications is the so-called 
multiple-input-multiple-output (MIMO) technology [1][2]. It makes use of multiple 
transmit and receive antennas to improve data rate and performance over fading 
channels. Since the advent of MIMO technology, tremendous research and develop-
ment efforts in academia and industry have been undertaken, and this investment is 
ever increasing. To date, MIMO technology has been widely used in modern wireless 
communication systems, such as WLAN and 3G cellular systems, and is recognized as 
the most important enabling technology for future wireless communication systems. 
Information theory has demonstrated that a significant gain in capacity over fading 
channels can be obtained in MIMO systems [1][2]. Furthermore, the use of multiple 
antennas increases the diversity and thus combats fading [3]-[5]. 
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To achieve the promised theoretical capacity and diversity, one of the promising 
techniques is adaptation. The adaptive technique was first proposed for single-input-
single-output (SISO) systems to maximize the average spectral efficiency in an ever-
fluctuating channel [6]-[10]. Recently, it was recognized that the adaptive technique 
can also be applied in MIMO wireless systems [11]-[16]. 
1.1 Literature Survey and Motivation 
Since the capabilities of MIMO systems was discovered, much research effort has been 
invested in this field [1][2]. To exploit their significant capacity and diversity, space-
time (ST) codes are the most promising technique. In most applications, the CSI 
[11] is assumed to be known or can be estimated at the receiver but unknown to the 
transmitter. 
To combat channel quality variation and thus further improve system perfor-
mance such as power efficiency, error rate and average data rate, adaptive transmission 
can be applied. In this method, a feedback channel is utilized to provide CSI from the 
receiver to the transmitter. According to the CSI feedback, the transmitter will ad-
just transmission parameters, such as power allocation, modulation, and coding rate. 
This adjustment is conditioned by the fact that the channel keeps relatively constant 
until the transmitter receives the CSI and then transmits the next data block accord-
ingly. Adaptation algorithms can be classified into two categories: One approach is 
designed with a power constraint to optimize the throughput while maintaining a tar-
get bit error rate (BER); the other approach focuses on optimizing the performance, 
i.e., BER, with a constant throughput. The potential of adaptation transmission was 
recognized much earlier by Cavers [6], but, probably due to hardware constraints, 
lack of accurate channel estimation and unavailability of feedback, it received little 
interest at that time. Recently, the advent of high-speed devices and the possibility 
of transceiver reconfiguration contribute to a renewed interest in adaptive techniques 
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[17][18]. 
The concept of adaptation transmission can also be applied to MIMO systems. 
The ideal scenario is that the transmitter has full knowledge of the channel state 
information (CSI) fed back from the receiver while the CSI is assumed to be constant 
before the transmitter sends signals to the receiver. With a perfect CSI feedback [11], 
the original MIMO channel is converted to multiple uncoupled single-input-single-
output (SISO) channels via singular value decomposition (SVD). In other words, 
the original MIMO channel can be decomposed into several orthogonal "spatial sub-
channels" with various propagation gains. To optimize the system throughput, the 
so-called water-filling (WF) principle is performed on the multiple SISO channels. 
Numerous schemes have been proposed based on this optimal solution. For exam-
ple, over time-invariant MIMO channels, it is known that the optimal performance 
(ergodic capacity) is attained by power water-filling across channel eigenvalues with 
the total power constraint [1]. Also, for time-varying MIMO channels, the optimal 
performance is obtained through power water-filling over both space and time do-
mains with the average power constraint [19]. The space-time WF-based scheme 
and the spatial WF-based scheme for MIMO fading channels were compared in [20]. 
The comparison shows that for Rayleigh channels without shadowing, the space-time 
WF-based scheme gains little in capacity over the spatial WF-based scheme. How-
ever, for Rayleigh channels with shadowing, space-time WF-based schemes achieve 
higher spectral efficiency per antenna over spatial WF-based schemes. A WF-based 
scheme using imperfect CSI in MIMO systems was studied in [21]. In [22], a so-called 
QoS-based WF was proposed to solve the power allocation problem for a given fixed 
bit error rate threshold. However, these approaches often suffer from the following 
disadvantages: the feedback bandwidth for the full CSI grows with respect to the 
number of transmit and receive antennas, and the performance is often very sensitive 
to channel estimation errors. 
To mitigate these disadvantages, various beamforming techniques for MIMO 
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channels are also investigated intensively. Beamforming is a linear signal processing 
technique that controls the complex weights of the transmit and receive antennas 
jointly, in order to optimize the signal-to-noise ratio (SNR) in one direction [16] [23]. 
In other words, beamforming can increase the sensitivity in the direction of desired 
signals but decrease the sensitivity in the direction of interfering signals. In an adap-
tive beamforming scheme, complex weights of the transmit antennas are fed back 
from the receiver. For example, an optimal eigen-beamforming STBC scheme based 
on channel mean feedback was proposed in [16]. The eigen-beamforming scheme only 
allocates power to the strongest spatial subchannel but can achieve full diversity and 
high SNR. In practice, the eigen-beamforming scheme has to cooperate with the other 
adaptive parameters to improve performance or/and data rate, such as constellation 
and coding rate. A MIMO system based on transmit beamforming and adaptive 
modulation was proposed in [24], where the transmit power, the signal constella-
tion, the beamforming direction, and the feedback strategy were considered jointly. 
The analysis of MIMO beamforming systems with quantized CSI for uncorrelated 
Rayleigh fading channels was provided in [25]. The conventional beamforming is op-
timal in terms of maximizing the SNR at the receiver. However, it is sub-optimal 
from a MIMO capacity point of view, since only one data stream, instead of parallel 
streams, is transmitted through the MIMO channel [26]. The above schemes often 
require near-perfect CSI feedback for optimal adaptation. 
In practice, the channel estimation may exhibit some inaccuracy depending on 
the estimation method. The receiver requires time to process the channel estimate. 
The feedback is subject to some transmission delay. The transmitter needs some time 
to choose the best code. And there are also possible errors in the feedback channel. 
All these factors make the CSI at the transmitter inaccurate. In these cases, adaptive 
schemes with a set of discrete transmission modes are often more preferable. We can 
call these "selection-mode" adaptations. At the receiver, the channel is measured 
and then one transmission mode with the highest transmission rate is chosen, which 
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also meets the BER requirement. The optimal mode is fed back to the transmitter. 
Hence, the selection-mode scheme can save more feedback bandwidth. 
For the MIMO communication system, the structures of most existing ST cod-
ing designs mainly fall into two categories, either trellis structure or linear structure. 
ST codes with trellis structure, such as space-time trellis codes (STTCs) [4] and 
space-time turbo trellis codes (ST Turbo TCs) [27]-[29], can achieve full diversity 
and large coding gain. However, their computational complexity grows exponentially 
with respect to the numbers of states and transmit antennas. They are often de-
signed by hand and the trellis structure is not flexible for rate adaptation. ST codes 
with linear structure can also be referred to as linear dispersion codes (LDCs), such as 
space-time block codes (STBCs)[5][30], various Bell-labs layered space-time (BLAST) 
architectures [31]-[33] and other high-rate LDCs such as [34]-[37]. The LDC breaks 
the data stream into sub-streams, each sub-stream is dispersed over space and time 
and then the sub-streams are combined linearly at the transmit antennas. STBCs 
and BLAST schemes are geared to error performance and high rate, respectively. A 
common drawback is that they are not flexible in a rate-versus-performance tradeoff 
[38]. For high-rate LDCs, the mutual information between transmitted and received 
signals is optimized. Although any structure of ST codes can be a potential candi-
date for the inner ST modulation, a particularly desirable choice is linear dispersion 
codes (LDCs) instead of ST codes with trellis structure. Because LDCs are linear, 
many existing block codes are subsumed as its special cases, and they are flexible 
with relatively low complexity. 
In this section, we have reviewed various adaptive techniques for different levels 
of CSI, such as WF-based, beamforming and selection-mode schemes. Also, we have 
reviewed current ST coding designs, such as STTCs, ST Turbo TCs, STBCs, BLAST 
schemes, and LDCs. The literature survey indicates that studying the design of 
adaptive space-time schemes over the MIMO wireless channel for various levels of 
CSI would be the most productive effort. 
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In this thesis, we are motivated to develop new adaptive space-time schemes 
over the MIMO wireless channel for various levels of channel state information (CSI) 
at the transmitter. In this context, the CSI consists of estimating of MIMO channel 
matrix coefficients and the signal-to-noise ratio (SNR). The level of CSI at the trans-
mitter will depend on the bandwidth of error-free feedback channel. For example, if 
the bandwidth is very limited, only the SNR can be fed back. If the bandwidth is 
sufficiently large, perfect CSI can be obtained at the transmitter. 
1.2 Problem Statement and Objectives 
First, we consider the imperfect CSI scenario, i.e., the selection-mode adaptation. 
In this case, several discrete parameters are available for linear ST adaptation, such 
as active transmit antennas and constellation size (i.e., bit-loading). For example, 
adaptive modulation with antenna selection combined with STBC was discussed in 
[39]- [41]. The advantage of this scheme using STBC is to simplify the design of an 
adaptive modulation system. The disadvantage of this scheme is that it is not flexible 
for different rates, which is the key requirement in the future wireless communications. 
For these conventional schemes with STBC, the most convenient adaptive parameter 
is constellation size. However, the gaps between the available transmission rates are 
often very large due to the use of discrete constellations [24]. Since the high-rate 
LDC is applied as linear ST modulation, it makes the ST symbol rate available for 
adaptation, together with the constellation size, this means there are more available 
transmission modes and hence the average transmission rate is improved. There is 
no literature available to predict the relationship between the ST symbol rate, the 
constellation size, and the error probability. The development of this relationship is 
essential, as it will be a guideline for our design. 
Note that the selection-mode adaptation only requires the selected mode to 
be fed back. In reality, if more information can be fed back, one or more spatial 
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subchannels can be available at the transmitter. In this case, various beamforming 
schemes can be considered for adaptation. The conventional beamforming scheme 
is optimal in terms of maximizing the SNR at the receiver. However, it is sub-
optimal from a MIMO capacity point of view, since only one data stream, instead of 
parallel streams, is transmitted through the MIMO channel [26]. Therefore, schemes 
possessing higher capacity and better error performance but with limited feedback 
bandwidth should be investigated. 
1.3 Outline of the Thesis Work 
This thesis consists of seven chapters. 
Chapter 2 introduces the research backgrounds and concepts on adaptive MIMO 
system, including MIMO channel models, performance measures and tradeoffs, lin-
ear dispersion codes (LDCs), adaptive modulation and coding, and power allocation 
among spatial subchannels. 
The capacity and the error performance of linear dispersion codes are studied 
in chapter 3. First, an analytical formula of the ergodic capacity is derived for the 
full-rate linear dispersion code. Next, an exact tight upper bound of the pairwise 
error probability at high SNR is studied for the linear dispersion code. Further, a 
tight bound for high signal-to-noise ratio is derived to show the relationships between 
the error probability and the constellation size and the space-time symbol rate. The 
theoretical results are verified by comparison with simulation results. The study 
provides a guideline for adaptation. 
In chapter 4, we study the probability density function of the signal-to-interference-
noise ratio for a MIMO transceiver using a linear dispersion code and linear minimum-
mean-square-error receiver over a Rayleigh fading channel. With the statistics as a 
guideline, we study the design of an adaptive selection-mode transceiver. Two adap-
tation techniques are studied, using constellation size and the space-time symbol rate, 
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respectively. To improve the average transmission rate, a new adaptation design is 
proposed, in which the constellation and the space-time symbol rate are considered 
jointly. As a result, more transmission rates are available, and the gaps between the 
transmission rates are reduced and hence the average transmission rate is improved. 
Theoretical analysis and simulation results are provided to verify the new design. 
In chapter 5, we propose a novel scheme called "beam-nulling" using the same 
feedback bandwidth as beamforming. The capacity of beam-nulling is compared with 
the equal power, beamforming and optimal water-filling techniques, using theoretical 
analysis and numerical results. In the case when there is enough bandwidth to feed 
back more than one eigenvector to the transmitter, extended schemes called multi-
dimensional beamforming and multi-dimensional beam-nulling are proposed and eval-
uated. The results show that the capacity of beam-nulling is close to that of optimal 
water-filling at medium SNR. 
In chapter 6, the average bit-error rates of ID beamforming and ID beam-
nulling with MMSE receivers are evaluated numerically and verified by simulation 
results. At the same data rate, ID beamforming and ID beam-nulling are compared 
in terms of bit-error rate. To achieve better performance, ID beam-nulling can be 
concatenated with a linear dispersion code. Similarly, both MD beamforming and 
MD beam-nulling can be concatenated with LDC and STBC. Simulation results are 
provided for the evaluation of concatenated schemes. The results show that if the 
data rate is low, beam-nulling with linear dispersion code can approach beamforming 
at high SNR. If the data rate is high, beam-nulling outperforms beamforming, even 
with a suboptimal MMSE receiver. 
Finally, in chapter 7, we summarize the conclusions of this thesis and identify 
some future work areas. 
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1.4 Contributions 
The main contribution of chapter 3 is the study of the error performance and capacity 
of linear dispersion codes. First, the ergodic capacity of full-rate linear dispersion 
code in frequency-flat Rayleigh fading environments is derived in terms of signal-to-
noise ratio and multiple antenna dimensions. Next, an upper bound of average error 
probability for full-rate linear dispersion code is derived. Based on the bound, a 
tight upper bound of average error probability at high signal-to-noise ratio is further 
derived to show the diversity advantage of linear dispersion codes and demonstrate 
the relationship of error probability to constellation size and space-time symbol rate. 
This study will be useful in the design and study of linear dispersion codes. The 
relevant contributions of this study are published in [58], and [59]. 
The main contribution of chapter 4 is the proposal of a new adaptation scheme 
for MIMO systems using linear dispersion codes. The statistics of signal-to-interference-
noise for a MIMO transceiver using linear dispersion code and a linear minimum-
mean-square-error (MMSE) receiver over a Rayleigh fading channel are studied. The 
associated probability density function of the signal-to-interference-noise is derived 
and verified. The average BER over MIMO fading channel for a given constellation 
using the MMSE receiver is calculated numerically. The numerical and simulation 
results match very well. With the statistics as a guideline, we study a new aspect 
of selection-mode adaptation using a linear dispersion code. A new adaptive param-
eter, called the space-time symbol rate, can be applied thanks to the use of linear 
dispersion code. An adaptive algorithm for the selection-mode adaptation is pro-
posed. Based on the proposed algorithm, two adaptive techniques are studied, which 
use constellation size and space-time symbol rate, respectively. If constellation size 
and the space-time symbol rate are considered jointly, more selection modes can be 
available, and theoretical analysis demonstrates that the average transmission rate of 
selection-mode adaptation can be improved. Simulation results are provided to show 
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the benefits of our new design. The relevant contributions of this study are published 
in [60], [61], and [62]. 
The main contribution of Chapter 5 is the proposal of a novel scheme called 
"beam-nulling". Unlike the eigen-beamforming scheme in which only the best spatial 
subchannel is considered, only the worst spatial subchannel is discarded in beam-
nulling. Hence, the loss of channel capacity can be reduced compared to the optimal 
water-filling scheme. The existing beamforming and new proposed beam-nulling can 
be extended if more than one eigenvector is available at the transmitter. The new 
extended schemes are called MD beamforming and MD beam-nulling. Additionally, 
the capacities of water-filling, equal power, beamforming and beam-nulling are com-
pared through theoretical analysis and numerical results. It is shown that at medium 
signal-to-noise ratio, beam-nulling comes close to the optimal water-filling capacity. 
The relevant contributions of this study are published in [63], [64], [65], and [67]. 
The main contribution of Chapter 6 is the study of the performance of the 
beam-nulling and the extended MD beamforming and MD beam-nulling. Based on 
the derived signal-to-interference-plus-noise ratio of a minimum-mean-square-error 
receiver, an average bit-error rate for beam-nulling is given and verified by numeri-
cal and simulation results. Simulation results are provided to compare beam-nulling 
with beamforming at the same data rate. To further improve performance and keep 
within reasonable complexity, beam-nulling is concatenated with linear dispersion 
code. Simulation results are also provided to evaluate the concatenated scheme. Sim-
ilarly, both multi-dimensional schemes can be concatenated with a linear dispersion 
code or a space-time block code. It is shown that the multi-dimensional scheme with 
linear dispersion code can significantly outperform the multi-dimensional scheme with 
space-time block code when the data rate is high. The relevant contributions of this 




Certain background concepts and terminologies pertaining to adaptive MIMO sys-
tems are presented. The content in this chapter provides the foundation for the 
development of subsequent chapters. 
2.1 MIMO Channel Model 
In wireless communications, the surrounding static and moving objects such as build-
ings, trees and vehicles act as reflectors so that multiple reflected waves of the trans-
mitted signals arrive at the receive antennas from different directions and with dif-
ferent propagation delays. When these signals are collected at the receiver, they may 
add constructively or destructively depending on the random phases of the signals 
arriving at the receiver. The amplitudes and phases of the combined multiple signals 
vary with the relative movement of the surrounding objects in the wireless channel. 
The resultant fluctuation is known as fading [57]. 
Fading, can be categorized as flat fading, also known as frequency non-selective 
fading, and frequency selective fading. In a flat fading channel, the transmitted sig-
nal bandwidth is smaller than the coherence bandwidth of the channel. Hence, all 
frequency components in the transmitted signal are subjected to the same fading at-
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tenuation. In a frequency selective fading channel, the transmitted signal bandwidth 
is larger than the coherence bandwidth of the channel, and so different frequency 
components in the transmitted signal experience different fading attenuation. As a 
result, the spectrum of the received signal differs from that of the transmitted signal. 
This process is called distortion. 
Fading can also be classified as fast fading or slow fading, depending on how 
rapidly the channel changes compared to the symbol duration. If the channel can be 
deemed constant over a large number of symbols, the channel is said to be a slow 
fading channel; otherwise it is a fast fading channel [52]. 
In wireless communications, the envelope of the received signal can be de-
scribed by Rayleigh or Ricean distributions. In no line-of-sight propagation, Rayleigh 
distribution is applied and the fading is called Rayleigh fading. Since there is a dom-
inant non-fading component in line-of-sight propagation, Ricean distribution is often 
used to model the envelope of the received signal, which is known as Ricean fading. 
In this study, the channel is assumed to be a Rayleigh flat fading channel 
with Nt transmit and Nr (Nr > Nt) receive antennas. Let's denote the complex 
gain from transmit antenna n to receiver antenna m by hmn and collect them to 
form an NT x Nt channel matrix H = [hmn]. The channel is known perfectly at the 
receiver but is partially informed to the transmitter. The entries in H are assumed 
to be independently identically distributed (i.i.d.) symmetrical complex Gaussian 
random variables with zero mean and unit variance. The MIMO channel is shown in 
Figure 2.1. 
The singular-value decomposition of H can be written as 
H = U A V " (2.1) 
where U is an Nr x Nr unitary matrix, A is an Nr x Nt matrix with singular values {A,} 
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Figure 2.1: MIMO channel model. 
convenience, we assume Ai > A2.. . > A/v(, U = [111U2 .. • u/vr] and V = [V1V2 . . . vjvj. 
{UJ} and {VJ} are column vectors. We assume that the rank of H is f (r < Nt). That 
is, the number of non-zero singular values is r. 
From (2.1), the original channel can be considered as consisting of r uncoupled 
parallel subchannels. Each subchannel corresponds to a singular value of H. In the 
following context, the subchannel is also referred to as a "spatial subchannel". For 
instance, one spatial subchannel corresponds to Xit u^ and Vj. 
When the MIMO channel H = [hmn] is known perfectly to the receiver but 
unknown to the transmitter, the ergodic capacity of such a MIMO channel is given 
by [i][2] 
/ p\ r p . . 1 
(2.2) C\^\=E 
<x 
logdet(I;v( + - — H H " ) 
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2.2 Performance Measures and Their Tradeoffs 
From (2.2), at high signal-to-noise ratio (SNR), the ergodic capacity becomes [38] 
p \ / p \ max(iVt,jVr) 
C — = m i n ( ^ ( p \ max^vt,;vr) 
— + £ E(logXl) + o(l) (2.3) 
a
2 
where xli IS chi-square distributed with 1% degrees of freedom. From (2.3), we observe 
that at high SNR, a MIMO channel can offer min(iVt, Nr) times of capacity compared 
to a single-antenna channel. In addition, multiple antennas can also be used to im-
prove communication reliability. A "good" MIMO transmission scheme must exploit 
the available temporal and spatial resources as much as possible and provide a flexible 
tradeoff between the reliability and the data rate. 
2.2.1 Tradeoff Between Diversity and Multiplexing Gain 
The increase of the data rate in a MIMO transmission scheme can be characterized 
by multiplexing gain. A MIMO transmission scheme is said to achieve a multiplexing 
gain r if, at high SNR p, its transmission rate is R « r logp, which is r times the 
capacity of a single-input single-output channel with the same SNR p. 
The improvement in reliability of a MIMO transmission scheme is often char-
acterized by diversity gain. There are two definitions for diversity gain. 
Zheng's spatial diversity is defined as the exponent of the error performance 
of a scheme when the data rate is fixed against the channel capacity [38]. Denote 
Pe(p) as the error probability with respect to the SNR p of a scheme whose data 
rate is R = r logp. Then Zheng's spatial diversity can be found in the asymptotic 
behavior, i.e., 
lim ^ ^
 = _ d ( r ) ( 2 . 4 ) 
p^oo log p 
where d(r) is the diversity order. 
Tarokh's diversity is the more widely used definition, it is the exponent of 
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the error performance of a scheme when the data rate is constant [4]. 
The first definition is useful when discussing the tradeoff between data rate 
and reliability; whereas the second definition is useful when discussing the error per-
formance of a scheme with a fixed data rate. 
It was shown in [38] that there is a fundamental tradeoff between how much 
of the multiplexing gain and Zheng's diversity gain can be achieved simultaneously. 
Specifically, a MIMO system with Nt transmit and Nr receive antennas can provide 
the maximum diversity gain dmax = NtNr or the maximum spatial multiplexing gain 
fmax = min(iVt, Nr) but not both at the same time. Therefore, in designing a MIMO 
transmission scheme, flexible tradeoff is particularly important for multi-rate wireless 
communications. 
2.2.2 Error Performance and Design Criteria for Fixed Data 
Rate 
Pairwise error probability is often used to analyze the error performance of a MIMO 
transmission scheme with a given data rate. The pairwise error probability between 
a codeword pair (X, X) is the probability that a decoder decides in favor of X when 
in fact X is transmitted [4]. 
Let Xi(n) be the symbol to be transmitted at time n over transmit antenna i, 
and collect a block of transmitted symbols (a codeword) as 
' x i ( l ) xi(2) 
*2(1) x2(2) 
v xNt(l) xNl{2) 






in the case of Rayleigh fading, is given by [4] 
Pr(X,X)< [Yl—^— (2.6) 
where i?s is the average symbol energy, 7V0 is the noise power spectral density, and Aj 
is the i-th non-zero eigenvalue of matrix A = (X — X)(X — X.)H. At high SNR, the 
above upper bound can be simplified as 
/ r \~Nr / E \ ~rNr 
P,(x,x)<(riA.) ( ^ ) (a.7) 
where r is the rank of matrix A. The pairwise error probability decreases exponen-
tially as SNR increases as shown in (2.7). The exponent rNr in the error probability 
of (2.7) determines the slope of the error probability curve as SNR increases and is 
called Tarokh's diversity gain. It can also be observed that a coding gain of ( fl A, 
is achieved. 
Based on the above observations, two design criteria were obtained by Tarokh 
et al. in [4]: 
The Rank Criterion: In order to achieve the maximum diversity NtNr, the 
difference matrix (X — X) has to be full rank for all pairs of X and X. If (X — X) 
has minimum rank r over the set of two pairs of distinct codewords, then a diversity 
of rNr is achieved. 
The Determinant Criterion: Suppose that a diversity gain of rNr is our 
target, then the design goal is making the minimum product ( i l Aj J as large as 
possible over all pairs of distinct codewords X and X. If a diversity gain of A (^A r^ is 
r 
the design target, then the minimum product fl K must be maximized over all pairs 
t= i 
r 
of distinct codewords. Note that the coding gain \\ K is the absolute value of the 
i = l 
sum of the determinants of all r x r principal co-factors of A taken over all pairs of 
codewords X and X. 
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2.3 Linear Dispersion Code 
Since the discovery of the significant gain in capacity of MIMO channels [1] [2], tremen-
dous research and development efforts have been invested in MIMO technology, and 
numerous MIMO transmission schemes have been developed. Early examples in-
clude space-time trellis codes (STTC) [4] and space-time block codes (STBC) [5] [30] 
designed to improve error performance, and spatial multiplexing schemes such as 
Bell-labs layered space-time (BLAST) schemes [31]-[33] aiming at achieving higher 
data rates. 
At very high data rates and with a large number of antennas, many of the 
current space-time codes, such as STTCs [4] and STBCs [5] [30] suffer from complexity 
or performance difficulties. For instance, the number of states in the trellis codes of 
[4] grows exponentially with either the rate or the number of transmit antennas. The 
block codes of [5] [30] suffer from rate and error performance loss as the number of 
antennas grows. The BLAST schemes only consider the high data rate and thus 
the performance is unsatisfactory. A common drawback of early MIMO transmission 
schemes is that they are not flexible as far as the rate-performance tradeoff. As such, 
many linear dispersion (LD) codes are proposed [34]-[36], which have many of the 
coding and diversity advantages associated with simple decoding and flexible linear 
structure. We briefly describe the general structure of the LDC introduced by the 
pioneering paper of Hassibi et al.[34]. 
2.3.1 Coding 
We assume that the LDC breaks the data stream into L sub-streams and XI,X2,...,XL 
are the complex symbols taken from a finite alphabet, such as 2r'-PSK or 2??-QAM. 
with no loss of generality, x\, x%, • • •, XL are assumed to be uncorrelated and to have 
zero mean and unit variance. Suppose that there are Nt transmit and Nr receive 
antennas, and an interval of T symbols are available while the channel is constant 
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and known to the receiver. The transmitted signal can be written as [34] 
L L 
X = ^ M ^ + ^ N ^ (2.8) 
i = l i = l 
where Mj, Nj are fixed Nt x T dispersion matrices for the i-th symbol. The LDC is 
defined by the set of dispersion matrices {Mj, Nj}, whereas each individual codeword 
is determined by the choice of complex symbols x\, X2, • • •, XL-
The choices for the dispersion matrices Mj, Nj, T and L are critical factors 
in designing LDCs. To choose the {Mj,Nj} we propose to optimize a nonlinear 
information-theoretic criterion. The mutual information between the transmitted 
signals {xi,x*} and the received signal is maximized. 
We decompose Xi into its real and imaginary parts, 
Xi = (Xi + jPi, i = l, ,L 
and write 
i 
X = £ ( a j A j + jPiBi) (2.9) 
j = i 
where Aj = Mj + Nj and Bj = Mj — Nj. The dispersion matrices Aj, Bj also 
specify the code. 
2.3.2 Decoding 
The received data block can generally be expressed with 
Y = , & X + Z = j£rH'E((xiAi + j0iBi) + Z (2.10) 
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We decompose the the matrices in (2.10) into their real and imaginary parts to obtain 
Yfi + jY7 = J^- X>i(AHi i + JA/,0 + j/9i(Bflii + jB/,0] * (H« + jH/) + Zfi + jZ7 
where H# = 5R(H) and H/ = 3 (H) . We denote the columns of YR, YJ,HR,HI, ZR, 
and Z/ by yRin,yi,n,bRtn,bItn,vRtn, and -u/,„, respectively, and define 
Ar = flr = 
B/ , i —B/ j j 
b„ 
where n = l,...,Nr. We then gather the equations in Y# and Yj to form the single 









Aib N r fi^ /vr 
ALbi BLbi 
AiLbNr fiLbivr 
We now have a linear relation between the input and output vectors x and y given 
by 
where the equivalent channel H is known to the receiver because the original channel 
H and the dispersion matrices Aj and Bi are also known to the receiver. 
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The key to the LDC design is that the basis matrices are chosen such that 
the resulting codes maximize the ergodic capacity of the equivalent MIMO system 
[35]. However, the LDCs proposed in [34] only optimize the ergodic capacity; thus, 
corresponding good error probability performance is not explicitly guaranteed [1]. 
More recent research [33] [36] [42] in the design of linear dispersion codes based 
on number theory has shown that it is possible to provide full rate and full diversity 
without information loss, that is, the ergodic capacity of a linear dispersion coded 
MIMO channel can be equal to that of its original MIMO channel. 
2.4 Adaptive Modulation and Coding 
To combat channel quality variation and thus further improve system performance, 
such as the power consumption, error rate and average throughput, adaptive con-
stellation and coding can be applied. Adaptive transmission was first investigated in 
the late sixties and early seventies [6]. The basic tactic is to estimate the channel 
at the receiver and feed it back to the transmitter, and then a suitable modulation 
and coding will be selected to adapt relatively to the channel characteristics as shown 
in Figure 2.2. Transmission schemes that do not adapt to fading conditions require 
a fixed link margin to maintain acceptable performance when the channel quality is 
poor. For example, Rayleigh fading can cause a signal power loss of up to 30dB, and 
so to maintain reasonable performance, a 30 dB margin has to be satisfied. Adapting 
to the channel fading can increase average throughput, reduce the required transmit 
power, or reduce the average probability of bit error by taking advantage of favor-
able channel conditions to send at higher transmission rates or lower power and by 
reducing the data rate or increasing power as the channel degrades. 
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Figure 2.2: Adaptive modulation and coding system. 
2.5 Power Allocation among Spatial Subchannels 
We assume that the total transmitted power is constrained to P. Given this power 
constraint, different power allocation among spatial subchannels can affect the chan-
nel capacity tremendously. In the following context, depending on the power alloca-
tion among spatial subchannels, several popular schemes are presented. 
2.5.1 Equal Power 
If the transmitter has no knowledge about the channel, the most judicious strategy 
is to allocate the power to each transmit antenna equally. In this case, the received 
signals can be written as 
Hx + z (2.12) 
The associated instantaneous channel capacity with respect to H can be written as 
[1] 
E± t p \ 
(2.13) 
Nt /  \ 
c
^S l o g( 1 +^iA ?) 
The numerical results of ergodic (average) channel capacity for 2 x 2, 3 x 3 and 






Figure 2.3: Capacity for equal power allocation. 
2.5.2 Water-Filling 
If the transmitter has full knowledge about the channel, the most judicious strategy 
is to allocate the power to each spatial subchannel by the water-filling principle [1]. 
This allocates more power when a spatial subchannel has larger gain (i.e. {Xi}) and 
less when a subchannel gets worse. With V at the transmitter and U at the receiver, 
the original MIMO channel is converted to r uncoupled parallel SISO channels. The 
WF scheme is shown in Figure 2.4. 
For spatial subchannel i,\/i = 1,2,.., ,r, the received signal is 
V% = \JPi\xi + Zi (2.14) 
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Figure 2.4: Water-filling scheme. 
Following the method of Lagrange multipliers, the optimal Pi can be found as [1] 
P, = ™\~af,0)^ = lA--..r (2.15) 
where L is the Lagrange multiplier. The instantaneous channel capacity for this 
spatial subchannel is 
a ui/,i log 1 + -i^ 
at 
(2.16) 
The total channel capacity with respect to H is then 
Cwf — 2-_, CW,i (2.17) 
The WF scheme maximizes the channel capacity by controlling the power 
allocation over spatial subchannels. Since Ai > A 2 . . . > Ar, we have P\ > P2 . •. > Pr 
and Cwfti > Cwft2 • • > Cwfir- In practice, if each spatial subchannel requires the 
same error rate performance, the spatial subchannel with a larger gain (i.e. y/P~i\) 
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can have a higher rate; while if each spatial subchannel has the same rate, the one with 
the larger gain will have better performance. The application of these two approaches 
will depend on the type of service. For example, important data mandate high quality 
but the voice transmission can tolerate low quality. 
The numerical results of ergodic (average) channel capacity for 2 x 2, 3 x 3 and 







Figure 2.5: Capacity for water-filling. 
In the WF scheme, the feedback bandwidth for the perfect CSI grows with 
respect to the number of transmit and receive antennas. In practice, the bandwidth 




To save feedback bandwidth, beamforming can be considered. Beamforming is a linear 
signal processing technique that jointly controls the complex weights of the transmit 
and receive antennas to optimize the signal-to-noise ratio (SNR) in one direction 
[16][23]. For the MIMO model, optimal beamforming is called "eigen-beamforming". 
In the following context, this optimal solution is referred to as beamforming. 
In this scheme, the eigenvector associated with the maximum singular value Ai 
from the transmitter side, i.e., v i , is fed back to the transmitter as the transmission 
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Figure 2.6: Eigen-beamforming scheme. 
We assume that one symbol, say Xi, is transmitted. At the receiver, the 
received vector can be written as 
yi = VFHvjo;! + zi (2.18) 
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where z\ is the additive white Gaussian noise vector with i.i.d. symmetrical complex 
Gaussian elements of zero mean and variance a2z. 
The eigenvector associated with the maximum singular value from the receiver 
side, i.e., Ui, is applied as the receiver beamformer. Then we have 
V\ = u ?
 y i = y/PXlXl + ~zx (2.19) 
where z\ is the Gaussian noise vector with zero mean and variance o\. As can be 
seen from (2.19), only the spatial subchannel associated with the maximum singular 
value Ai is applied. 
The associated instantaneous channel capacity with respect to H can be writ-
ten as 
Cbf = log (l + ~ \ \ \ (2.20) 
The numerical results of the ergodic (average) channel capacity for 2 x 2, 3 x 3 and 
4 x 4 Rayleigh flat fading channels are shown in Figure 2.7. 
The eigen-beamforming scheme can save feedback bandwidth and is optimized 
in terms of SNR [23]. However, since only one spatial subchannel is considered, 
this scheme suffers from loss of channel capacity [26], especially when the number 
of antennas grows. Also, as can be seen from Figure 2.7, the capacity gap between 
different numbers of antennas is nearly the same for all of the SNR region. 
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Figure 2.7: Capacity for eigen-beamforming. 
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Chapter 3 
Theoretical Analysis of Full Rate 
Linear Dispersion Codes 
3.1 Introduction 
Although any space-time code can be a potential candidate for adaptation, the LDC 
is a particular desirable choice. This is because it subsumes many existing block 
codes [5][30] and layered schemes [31]-[33] as its special cases, allows the inclusion of 
suboptimal linear receivers with greatly reduced complexity, and provides a flexible 
rate-versus-performance tradeoff [34]. Hence, we focus on adaptive design of the LDC 
in our research. However, error probability analysis of LDCs, which is important for 
adaptation design, is scarce in the current literatures. For example, in [34], an upper 
bound of average pairwise error probability is derived but it is still a function of 
random matrices. The capacity and pairwise error probability of LDCs have been 
derived, but only in terms of random eigenvalues, such as in [35] [37]. Based on these 
results, we pursue the analysis of the capacity and error performance of LDCs further. 
We present our system model below. Based on the system mode, an analyt-
ical formula of the capacity and a tight upper bound at high signal-to-noise ratio 







Figure 3.1: LDC system block diagram. 
Simulation results are provided to verify the theoretical analysis. 
3.2 System Model 
In this study, a block fading channel model is assumed, whereby the channel stays 
constant throughout one modulation block but may change from block to block. 
Furthermore, the channel is assumed to be a Rayleigh flat fading channel with Nt 
transmit and iVr receive antennas. Let's denote the complex gain from transmit 
antenna j to receiver antenna i by h^ and collect the gains to form an Nr x Nt channel 
matrix H = [hij], known perfectly to the receiver but unknown to the transmitter. 
The entries in H are assumed to be independently identically distributed (i.i.d.) 
symmetrical complex Gaussian random variables with zero mean and unit variance. 
The LDC system is shown in Fig. 3.1. 
In this system, information bits are first mapped into symbols. The symbol 
stream is then parsed into blocks of length L. The symbol vector associated with 
one modulation block is denoted by x = [x\,X2, • • • ,XL]T with Xi E fl = {Qm\m = 
0 , 1 , . . .,2*2 — 1,Q > 1}, which indicates a complex constellation of size 2^, such as 
2 « - l 
2^-QAM. The average symbol energy is assumed to be 1, i.e., 4j- S |Om |2 = 1- Each 
ro=0 
symbol in the block will be mapped by the ST modulator to a dispersion matrix of 
size Nt x T. The dispersion matrices are then combined linearly and transmitted 
, " \Ant-Nr 







over the Nt transmit antennas over T channel uses. An Nt x T codeword matrix is 
constructed as [34] 
X ^ M t e + X ^ x * (3.1) 
i = i t= i 
where Mj and Nj are the dispersion matrices for the i-th symbol. For simplicity, the 
following model will be considered in this study 
X = Y/Mixi (3.2) 
The ST modulator is defined by its L Nt x T dispersion matrices, i.e., Mj = 
fail, Qi2) • • •, CUT], Vi = 1, 2 , . . . , L. qtj is the j - t h column vector of Mj. The results 
thus obtained can be extended to the model in (3.1). With a 2Q-ary constellation, 
the data rate of the space-time modulator per channel use in bits is 
R = Q-L/T (3.3) 
The ST symbol rate L/T and constellation size Q can be adjusted to meet different 
requirements on data rate and error performance. The space-time mapping schemes 
used in existing layered space-time architectures, e.g., in [31] and [33], are also linear 
dispersion modulations. The linear dispersion modulation subsumes existing layered 
space-time schemes as special cases. At the receiver, the received signals associated 
with one modulation block can be written as 
Y = A H X + Z = J~n jh MiXl + Z (3.4) 
V Mt V "t
 i=i 
where Y is a complex matrix of size Nr x T whose (m,n)-th entry is the received 
signal at a receive antenna m, time instant n, Z is the additive white Gaussian noise 
(AWGN) matrix with i.i.d. symmetrical complex Gaussian elements of zero mean and 
variance o2z, and P is the average energy per channel use at each receive antenna. It is 
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often desirable to write the matrix input-output relationship in (3.4) in an equivalent 
vector notation. Let vec() be the operator that forms a column vector by stacking 
the columns of a matrix, and define y = vec(Y), z = vec(Z), and rrij = vec(Mj), 
then (3.4) can be rewritten as 
y = | ^ H G x + z = , £ H X + z (3.5) 
V j * t V ^t 
where H = IT <8> H with <g> as the Kronecker product operator, IT is T x T identity 
matrix and G = [mi ,m 2 , . . . , m^]. In the following context, G will be referred to as 
the modulation matrix. Since the average energy of the signal per channel used at a 
receive antenna is assumed to be P, we have tr(GGw) = NtT. 
3.3 Capacity Analysis 
Under the assumption of i.i.d. Gaussian inputs, the associated ergodic channel ca-
pacity with respect to H is given in [1] as follows: 
C = max l £ H { l o g d e t ( l W r r + - ^ H G G / / H / / U 
tr(GGH)<NtTT { \ NtG2z J) 
max ^ £ H | l o g d e t ( I L + - ^ H / / G " G H ) l (3.6) 
Let R t is the matrix consisting of rows and columns (t — l)Nt + 1 to tNt of 
GGW, i.e., Rt is the i-th diagonal block of size Nt x Nt of GG^, then we have 
C<-E„Uop ^£H{log UdetU^ + ^HRtHA | (3.7) 
The equality in (3.7) holds on when GG H = diag[Ri, R2 , . . •, Rr], i.e., GG77 is block 
31 
diagonal. In this case, we can further write 
C < -En {log H d e t ( u + i 4 F i 2 H H / / (3.8) 
where Ft2 = tr(R4)/./Vt. Note that to ensure that P is the average energy per channel 
T 
use at each receive antenna, one needs to have tr(GG / /) = L. Hence, Yl Ft2 = 
t=i 
T 
J2 tr(Ri)/Ari = L/Nt. From (3.8), it can be checked that F is maximized only when 
Ft2 = jpf and L — NtT for any t = 1,2,... ,T. Apparently, this is possible only if 
G G " = I NtT (3.9) 
is satisfied. 
We consider only a full-rate LDC that is L = NtT. Then, we have 
C = | F H {logdet (lNtT + 7H H " ) } (3.10) 
where E{ } is the expectation over the channel matrix H and 7 = jf-5, with 
det (lNtT + 7HHH ) = det ( lT ® INt + IT ® jHHH) 
= [ d e t ^ + ^ H H 7 7 ) ] 7 
= [det( lyv t+7HHH)]T . 
(3.11) 
Equation (3.10) can be written as 
C = ^EH {log [det (l„ t + 7HHW ) ]TJ (3.12) 
We can define 
W 
n
HH Nr > Nt 
(3.13) 
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where n = max(A^r, Nt), and m = mm(Nr, Nt). W is a m x m random non-negative 
definite matrix and thus has non-negative eigenvalues. The distribution law of W 
is called the Wishart distribution with parameters m and n [1][44]. Let {Aj,Vi = 
0 , . . . ,m — 1} be eigenvalues of W and define A := [A0 , . . . , Am_i]T . Equation (3.12) 
can then be written as 






7 7 1 — 1 
£ 
i=0 
C = £?A X)log(l + 7Ai) (3.15) 
The ith unordered eigenvalues have probability density function(PDF) f\(\), 
given in [1][43][45] as 




$ f c + i(A) = 
k\ 
Lnk-m{\) k = 0,...m-l (k + n — m)! / 
and Lj?_rn(A) is the associated Laguere polynomial of order k, defined as [46] 
£rm(A) = E (-i) 
c=0 
k + n — m 
k — c 
A^  
Equation (3.16) can be written as 
hw^i^j^^i^wr (3.17) 
33 
Substituting (3.17) into (3.15), we have 
m— 1 /•oo '"x h\ 
C-f
 loi(l + ,X)]j:w—-^[Lr-(X)?dX t^a (fc + n - m ) ! (3.18) 
Next, we define 
Kl(k) k\ T(k + n {k + n-m)\ 22kk\ 
K2(i) = - (2i)\(2k - 2i)\ 
K3(d) = 
[(k-i)\]2T(k + n) 
(_2)d I 2k + 2n-2m 
d\ 
\ 2k-d J 
where n = n — m + 1. 
Next, we can write (3.18) as 
(3.19) 
m— 1 k Ik 
c= Y,K1(k)Y,K2(S)Z)K2>(d) x I 
&=0 i-0 d=Q 
(3.20) 
where / is the integration part, defined as 
1 r°° 
J = — - / In (1 + 7A) exp(-A)An"m+dcU 
In 2 Jo 
(3.21) 
Using the integration by parts, equation (3.21) can be written as 
j _ (m - 1)! ' m —1 , /.m \ m —i 
In 2 ?/ i» 7 
L = 0 
e ^ dA + 
+ A 
{m - 1)! 
In 2 x 7 
/ re 
e ^ l n ( l + A)dA (3.22) 
where m —n — m + d+1. We compute the above integration using [46]. 
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/ Trdx = 




/ e'"* ln(x + /?)dx = -[ln(/3) - ^Ei(-n/3)] 
Jo n 
where Ei(.) is the exponential-integral function, v = m — i , ^ = ^, and /? = 1. 
Then (3.22) can be written as 
In 2 
y^ (—i)(m _i _ 1 ) ^ _ 1 ) — i 
W = o / 
/ ' 
+ ^ ^ x rf (-if-"'-*' (k' - l)!7fc'j (3.23) 
Substituting (3.23) into (3.20), we have 
C= £*!(*) S>2(0S>3(d)x(m' 1 ) ! ^ V ^ ( r l ) x In 2 fe=0 t=0 d=0 
' m - 1 
\ ^ ( _ n ( ™ - » - 1 ) ;y(»-1) _ 1 
\ i ' = 0 / 
+ ^ 2 ^ X t ? (-1)m'_fc'"t' ik' - mA • (3-24) 
We compare the derived exact ergodic capacity with Monte Carlo results for various 
numbers of transmit and receive antennas, as a function of the average SNR. In 
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0 5 10 15 20 25 
SNR (dB) 
Figure 3.2: Numerical result and the associated exact capacity SNR. 
Fig. 3.2, the numerical results and the associated theoretical exact ergodic capacity are 
compared. "Num" denotes the numerical results and "Exact" indicates a theoretical 
result. As can be seen from the figure, the exact analytical expression fits well with 
the numerical results. 
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3.4 Performance Analysis 
We study the performance of LDCs based on the system model given in (3.5). Using 
maximum likelihood (ML) detection, the pairwise error probability conditioned on H 
is given by 
Pe(x - x ' |H) 
=
 P(W y ~ \fwtKx' | |<| | y - V ^ H x || |x sent) (3.25) 
To find the upper bound of the above error probability we can start from the result 
in [34]. Hassibi et al[34] first derived an upper bound of the average pairwise error 
probability conditioned on H. Applying a union bound to this average pairwise prob-
ability error yields an upper bound on the error probability of a signal constellation 
conditional on H. The upper bound of the average error probability in (3.25) was 
found in [34] as 
Pe < 2 ^ - 1 £ { [ d e t ( l 2 M T + 7 H H ^ ) ] " 1 / 2 } (3.26) 
Following a procedure similar to that in Section 3.3, equation (3.26) can be 
written as 
Pe < 2RT'lE { [det (lNt + 7 H H W ) ] ~ T } (3.27) 
With the definition of the (3.13) in Section 3.3, equation (3.27) can be written 
as 
R < 2RT-lE 
m - l - i - 7 " 
(3.28) I l ( 1 + 7Al) 
,i=0 
We can write (3.28) in terms of the eigenvalues of W as 
/
(m) m _ 1 
J ] (1 + i\iTT Px (A) d(m)A (3.29) 
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poo />oo 
where ym] := ... / , Sm^x := dx0 ... dxm-i and Jo Jo 
PA(A) = (m\Km,n)-1He-x*\rmU(\i-\jy 
1 m—\ 
=0 = - I d e t
2
^ - ) ] " 1 ' (3.30) 
is the joint density function of the unordered eigenvalues [1][4'3][45], where 
K • = 
m—1 
ml f ] T(m - i + ! ) r ( n - « + 1) 
i=0 
is a normalizing factor 'and 
4(A) := (i + n — m) 
n — m \ 
U>-m{\)X^e-t 
in which i = 0 , . . . , m — 1, and L™ m(A) is the associated Laguere polynomial of order 
i, defined as [46] 
Tn—m __ A \—(n—m) —\\n—m+i 
i
 i\ d\i 
We can define 
m— 1 
/ ( A ) = n ( l + 7 A , r PA(A) 
i=0 
so that, substituting (3.30) into (3.31), we have 
(3.31) 
m—1 
/(A) = £ II(*i " A^)2 I I e-A 'Arm (1 + 7AO - T 












IIe-A iArm(l + 7Ai)-
. t=0 
= Kl det 
9o(A0) 5o(Am- i) 
= Kdee^X^zl 
fl'm-l(Ao) ••• 5m- l (A m - l ) 
(3.32) 
where K" = (m!.ftrmin) l and 
fc(A) = [e-AA"-m(l + 7 A ) - T ] ' y 
Lemma 1: Let {<?i(x), Vi = 0,. . . , m — 1} be TO functions for which the following 
integrals exist. That is, these integrals decay sufficiently fast at infinity. It holds that 
/
(m) 
det2[9i(Xj)]^d^x = TOldetlA^o1 (3.33) 
where Dtj = /0°° gi(x)gj{x)dx. 
Proof: See Gram's result stated in Chapter 5 and Appendix A. 12 of [47]. 
Substituting (3.32) into (3.29), we have 
P e<2^- 1x/ ( m )det 2 [ 5 l (A,)] -Z 0 1dMA (3.34) 
Using Lemma 1, we have 
Pe< 2RT-lKm\ d e t ^ Z o 1 (3.35) 
where 




which can be written as 
dij = TT / {u + X)~T \n~m+i+je~xd\ (3.37) 
Jo 
where u — 7_ 1 . To compute the above integration, we make use of the result 
in [46], 
/•oo 
/ xl/{x + u)~IMexp(~Px)dx Jo 
= p^-1u=J^T(u + 1) exp ^~] Wp,s ( r 1 ) 
where WPtS( ) is the Whittaker function defined by Gradshteyn and Ryzhik in [46] 
as follows. 
W
"<°W = r(*~-2Zl ^ ' f°°rP-V2+S(1 + - r 1 / 2 + 8 e-*d< (3.38) 
Then (3.37) can be written as 
dij = tf)m~n~l~i~T e-2 r(i + j + n)Wp,„ (7-1) (3.39) 
where p = -i-±^R, s = l+J+n~2m+1
 a n d n' = n - m + 1. The above upper bound 
probability of error does not show the diversity advantage that is an important mea-
sure of code performance. We examine the performance at high SNR instead. The 
equation(3.36) can be approximated as 




rr(n -m + i + j-T) (3.40) 
Substituting (3.40) into (3.35), we get the upper bound at high SNR as 





where p = ^2 is the SNR and 
m—1 
C = Km\ H T{n - m + i - T). 
We compare the derived upper bound at high SNR with the error probability 
for symbols drawn from a finite alphabet, such as PSK and QAM constellations. The 
simulation results match well with the theoretical results. A full-rate full-diversity 
scheme [42] was considered in the simulation. Nt = Nr = T = 2, where QPSK 
and 16QAM constellations were assumed. At the receiver, the optimal maximum-
likelihood (ML) detector was applied. 
High SNR Upper bound for QPSK&16QAM ML LD 2TX & 2RX 
CD 
a. 
Figure 3.3: Simulation result and the associated upper bound at high SNR. 
In Fig. 3.3, the simulation results and the associated theoretical upper bounds 
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derived at high SNR are compared. "Sim" denotes the simulation results and "UP 
BOUND" denotes theoretical results. As can be seen from the figure, the upper 
bound fits well with the simulation results using the optimal receiver. Note that the 
simulation results and the associated theoretical upper bound have the same slopes 
at high SNR. 
3.5 Conclusions 
In this study, first an analytical formula of the ergodic capacity was derived for the 
full-rate linear dispersion code. The ergodic capacity was given in terms of signal-
to-noise ratio and multiple antenna dimension. An exact upper bound of pairwise 
error probability was derived next. Based on this bound, a tight upper bound of 
error probability at high signal-to-noise ratio is further derived to show the diversity 
advantage of linear dispersion codes. The tight bound demonstrates the relationship 
of error probability to constellation size and to the space-time symbol rate. All of the 
theoretical results have been verified by simulation results. 
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Chapter 4 
New Adaptive M I M O System 
using Full Ra te Linear Dispersion 
Code with Selection Modes 
4.1 Introduction 
The error probability of a full-rate full-diversity(FDFR) LDC is a function of its ST 
symbol rate and constellation size, as stated earlier. With this information, we can 
maximize the transmission rate by adjusting the ST symbol rate and constellation 
size jointly while maintaining the target QoS as described in this chapter. 
For the aforementioned reasons, we study the selection-mode adaptive system 
in this chapter. With the upper bound of pairwise error probability obtained in the 
previous chapter as a guideline, we design an adaptive MIMO system with discrete 
selection modes. The associated MIMO transceiver uses an LDC as the ST modulator 
and the minimum mean square error (MMSE) detector at the receiver, for simplicity. 
As mentioned before, the new design adds an adaptive parameter to the existing 
adaptive system, referred to as the ST symbol rate. Since the FRFD LDC takes into 
account both rate and performance, this modification is appropriate to our study. As 
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can be seen from the following discussions, by adding the ST symbol rate together 
with constellation size, the overall throughput of the system is increased. 
4.2 Adaptive System Model using LDC 
In this study, during one ST modulation block, the channel is assumed to be the 
same as it was estimated at the receiver. Furthermore, the channel is assumed to 
be a Rayleigh flat fading channel with Nt transmit and Nr receive antennas. We 
denote the complex gain from transmit antenna n to receiver antenna m by hmn, and 
collect them to form an Nr x Nt channel matrix H = [frmn], known perfectly to the 
receiver. The entries in H are assumed to be independently identically distributed 




































Figure 4.1: Selection-mode adaptive system block diagram. 
The selection-mode adaptive system is depicted in Fig. 4.1. In this system, the 
information bits are first mapped into symbols. The symbol stream is then parsed 
into blocks of length L. The symbol vector associated with one modulation block is 
denoted by x = [xi,x2,... ,XL]T with x; 6 Q, = {Qm\m = 0 , 1 , . . . ,2V — 1,77 > 1}, i.e., 
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a complex constellation of size 27?, such as 2'7-QAM. The average symbol energy is 
assumed to be 1, or, ^ £) \^m\ = 1- Each block of symbols will be mapped by the 
m=0 
ST modulator to a dispersion matrix of size Nt x T and then transmitted from the 
Nt transmit antennas over T channel uses. The following model will be considered in 
this study: 
X = £ M ^ (4-1) 
i = l 
where Mi is defined by its L Nt x T dispersion matrices M, = [ m ^ m ^ , • • • , m ^ ] -
The results thus obtained can be extended to the model in [34]. With a constellation 
of size 2V, the data rate of the space-time modulator in bits per channel used is 
Rm = r, • L/T (4.2) 
Hence, one can adjust ST symbol rate L/T and constellation size r\ according to the 
feedback from the receiver. 
At the receiver, the received signals associated with one modulation block can 
be written as 
L 
Y = H X + Z - H ^ M , i , + Z (4.3) 
where Y is a complex matrix of size NrxT whose (m, n)-th entry is the received signal 
at receive antenna m and time instant n, Z is the additive white Gaussian noise matrix 
with i.i.d. symmetrical complex Gaussian elements of zero mean and variance a2z. It is 
often desirable to write the matrix input-output relationship in (4.3) in an equivalent 
vector notation. Let vec() be the operator that forms a column vector by stacking the 
columns of a matrix and define y = vec(Y), z = vec(Z), and rrij = vec(Mj). Then 
(3.4) can be rewritten as 
_ L 
y = H G x + z = H x + z = £3 Kxi + z (4.4) 
i = i 
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where H = IT ® H with <g> as the Kronecker product operator, G = [mi, 1112,..., mi] 
will be referred to as the modulation matrix, and h^ is the i-th column of H. In our 
design, a full-rate full-diversity (FRFD) LDC is applied. However, the ST symbol 
rate LjT and constellation size 77 will adapt to the channel. 
To achieve a full rate, the following conditions should be satisfied: 
L = NtT (4.5) 
G G f l = I (4.6) 
that is, 
r
 1 vi = j 
t r ace(MfM j ) 
0 otherwise 
(4.7) 
Furthermore, to achieve full diversity, we shall maximize the outage probability 
-Pr(||hi||2 > e), and so the following lemma is introduced [40]. 
Lemma 1: Consider Vi, ,V1 < i < n, i.i.d. Gamma random variables with 
density p(x) = e~0xxa-l(3a/T(a). Let £ = [ 6 , & , . . . , ! „ ] with & for all i. b = 
YH=\ £ivi- Pr(b > t) is Schur-convex in £ for 
t > ( ^ + 1)(6+6 + ---+|n) (4 g) 
Noting that hi = Hnij , we have 
Nr 
llhif = £ h ^ M , M f h m (4.9) 
where h m is the m-th column vector of H H . The following decomposition is assumed 
M i M f = U D U W . (4.10) 
where D = diag[dn], Vn = 1, 2,..., Nt. According to Lemma 5 in [1], since U^hm has 
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For the power constraint, we have £) dn = 1. With no loss of generality, we can 
7 1 = 1 
assume d\ > d2 > . . . > dNt > 0. 
Nr 
Using Lemma 1, since the random variable £ |/imn| m (4-H) is identically 
m = l 
chi-square distributed with 2A r^ degrees of freedom, we know that the outage prob-
ability P r( | |hj | |2 > e) is maximized if all the eigenvalues of MjMf7 are equal. Since 
tr(M ? :Mf) = 1, it is implied that dt = l/-/Vt)Vl < i < Nt. As a result, for each i, 
| |hj| |2 has the same value. 
In our design, the dispersion matrices are given by 
M{fc_i)JVt+i = d i a g l f f c l P - ^ (4.12) 
for k = 1, 2 , . . . , Nt and i = 1, 2 , . . . , Nt. P is the permutation matrix of size Nt and 
is given by 
P = 
Olx(JVt-l) 1 (4.13) 
y IjVt-l 0(jVt-l)xl J 
where ffc denotes the fc-th column vector of F. F = [fmn] is a Fast Fourier Transform 
(FFT) matrix and fmn is calculated by 
fmn = - 1 = exp(-27rj(m - l)(n - 1)/Nt) (4.14) 
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4.3 The Statistics of SINR with the MMSE Re-
ceiver 
Since the LDC is linear, an MMSE detector can be applied as a suboptimal receiver 
thanks to its simplicity and good performance [48]. The main goal of this section is 
to study the error-rate probability and the SINR statistics for LDCs [34]-[42] using a 
linear MMSE receiver over a Rayleigh fading channel. 
We consider a general system model as shown in Section 3.2. In our study, 
Nr > Nt is assumed. Without loss of generality, we can consider the detection of one 
symbol £j. Equation (4.4) can also be written as 
y = hiXi + H/X/ + z (4.15) 
where x/ represents the rest of the symbols and H/ = [hi,.., hj_i, h i + i , . . . , hL] is the 
matrix obtained by removing the i-th column from H. 
A linear MMSE receiver is applied and the corresponding normalized output 
is given by 
Xi = w?y = Xi + %. (4.16) 
where Zi is the zero-mean noise term, which is approximated to be Gaussian [49]. The 
corresponding w, can be found as[50] 
w, = :A—^ W (4'17) 
hf^hf+R;) h4 
where Rr = H / H ^ + c?L Note that the scaling factor . „ . . _ /—r=r-r- in the coef-
1
 > l & hf(hihf+R/) \ t 
ficient vector of the MMSE receiver w; is added to ensure an unbiased detection, as 
indicated by (4.16). The variance of the noise term z^ can be found from (4.16) and 
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(4.17), which is 
a] = w f R/Wi (4.18) 
Substituting the coefficient vector for the MMSE receiver in (4.17) into (4.18), the 
variance can be written as 
°\ = - „ 1 i~ (4-19) 
Then, the SINR of the MMSE associated with x{ is 1/af. 
7 l = i = h f R J 1 ^ (4.20) 
the closed-form BER for a channel model with Gaussian noise as (4.16) can be found 
in [52]. The average BER over a MIMO fading channel for a given constellation can 
be found as follows. 
f l _ ]
 (4.21) BERav = Elt \ £ BER(7i) 
In our LDC design, we have 
hf h, = £ hf MM? hm (4.22) 
m = l 
Since Mj is symmetric in our LDC design and ||hi||2 has the same value for each i, 
as shown in the previous section, all of the symbols have the same SINR, and thus 
7i — 72 = • • • = 1L = 7- Equation (4.21) can be written as 
BERaV = J S£fl(7)Pr(7)rf7 (4.23) 
__ z,-i 
By using singular value decomposition (SVD), we have H / H f = J2 XjUjuf 
i=i 
where u i , . . . , u^_! are orthogonal vectors and {Aj, Vi = 1 , . . . , L — 1} are eigenvalues 
of H / H f . We assume Xx > ... > Ar > Ar+i = . . . = Ai,_j = 0 and that r has the 
49 
rank of H/Hj?. Equation (4.20) can be written as 




5 A, + a\ 3 = 
r \£H„.\2 L - l | u / / „ . | 2 
Since the elements in hi are i.i.d. Gaussian distributed, the complex random variables 
h f u i , . . . , h ^ u ^ - i , conditioned on u i , . . . , UL_I , are also i.i.d. Gaussian distributed. 
Therefore, from (4.24) the probability density function (PDF) of 7 can be found 
using the moment generating function (MGF), following the procedure in Chapter 11 
of [53]. First, we find the conditional (on the eigenvalues) MGF of 7 as 
M7/A (S) = [M7 (7S)]L-i-r n M7 ( ( ^ r h y ) (4-25) 
where 7 = l/cr2z. Following the procedure in [1], we can write (4.25) as 
M7 /A (5) - [M7 ( 7 s ) ] i " 1 - r M^mTT) (4.26) 
Further, 
M7/A (5) = _ .L_!_ r X j — y (4.27) 
and so we can find the probability density function (PDF) of 7 conditionally on A by 
using the inverse Laplace transform for (4.27) as [51] 
^r/A(7) = ^ r T y ( 7 ) L - 2 e x p ( - ^ ) x 
(1 + y\)\ FX{L - 1 - r, L - 1, A7) exp(-A 7 ) (4.28) 
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where iF\(.,.,.) is Rummer's confluent hyper geometric function [46] defined as 
.*<-»•*> = ? U S 
where (*)n = ^ . 
We can define 
Then, equation (4.28) can be written as 
^ A ( 7 ) = ^ f : ( L " 1 " r ) w x 
n V In 
^ A " ( l + 7A) rexp(-A 7) (4.29) 
Now, we find the PDF of 7 as follows: 
coo 
M-y) = / ^ / A ( 7 ) / A ( A ) d\ (4.30) 
J U 
where /A(A) is the PDF of unordered A*, which is given in [1] as 
fx(X) = - £ ^ ( A ) ^ ^ 1 - " exp(-A), (4.31) 
r
 i = i 
where 
^ • W = ( ( t + L-l-r)l)'L>"^> 
k = 0,...r- 1, 
and in which L£~1-r(A) is the associated Laguere polynomial of order k [46]. Equation 
(4.31) can be written as 






k\ F(k + n) 
(k + L-l-r)\ 22kk\ 
(2i)\{2k - 2i)\ 
i\[{k-i)\}2T(k + n') 




where n = L — r. Then, we can write (4.30) as 
IS i—1 k 2k „, 
Ml) = - 1 E Kl{k) £ K2(i) E *m / 
' fc=0 i=0 d=0 JO 
(l+jxyx r xL-l-r+d 
iF\{L — 1 — r, L — 1, A7) exp(—^X)d\ (4.33) 
The term (1 + 7A)r can be written as 
(l + 7A)r = 7 r E 
n=0 
(
 r \ 
-v-rXv 
W 
Then, equation (4.33) can be written as 
K Y 
r 





r - 1 /-c 
A L—l—T+d+v+n exp(—7A) dX (4.34) 
with 







The general form of the integration of equation (4.34) can be found in [46] 
where 
/ x@ exp(-^x)dx = Olfj,-®-1 
Jo 
Q = L-l~r + d + v + n. 
Then, equation (4.34) can be written as 
Pr(7) = ^ £ 
and further, 
r - 1 







—L+r—d—v—n (L-l-r + d + v + n)\ , 
2fc 




7"d Yl K{v)j~v J2 K(n)(L - l - r + d + v + n)\ 
v=0 n 
K{v,d) = {L-l-r + d + v)\x 
F(L-r + d + v)T(d + v - r + 1) 
r(d + v + l)T(L + d + v) K(v) 
K(v) = [ v j 
(4.36) 
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Then, equation (4.36) can be written as 
K V~ L r _ 1 k 
Fr(7) = - ^ — ^Kl(k)^K2(i)x 
r




This is the PDF of the SINR for our system over Rayleigh fading channels. 
We verify our derivation by simulation. In the simulation, values of Nt = Nr = 
T = 2 and Nt = Nr = T — 4 were assumed. In Fig. 4.2 and 4.3, the theoretical 
PDFs of the SINR in (4.37) and results by Monte Carlo simulation were compared 
for 2 x 2 and 4 x 4 channels, respectively, at Pja\ — 20dB. Simulation results match 
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Figure 4.2: Comparison between the theoretical PDF of SINR and Monte Carlo 
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Figure 4.3: Comparison between the theoretical PDF of SINR and Monte Carlo 
simulation when Nr = Nt = 4 at P/a2z = 20dB 
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The closed-form formula for the average BER in (4.23) is difficult to determine. 
For example, the BERav for 2?7-PSK can be written as 
BERav = ^ J Q ( J ^ sin(^)) Prist) d1 (4.38) 
and for rectangular 27?-QAM can be written as 
BERav = i | Q U^—ij Pr(7) *y, (4.39) 
where Q(-) denotes the Gaussian-Q function. Here, the above average BER is cal-
culated numerically. In Fig. 4.4, numerical and simulation results are compared for 
8PSK over 3 x 3 , and for 4PSK over 4 x 4 fading channels, respectively. As can 
be seen, the numerical and simulation results match very well. Additionally, these 
results can be used to evaluate the adaptive system as long as the ST symbol rate 
does not change and the constellation size is adaptive only. In fact, we will use these 
performance results in Section 4.4 and 4.5 to confirm the simulation results. 
4.4 Design of Adaptive Transceiver 
The general idea of selection-mode adaptation is to maximize the average transmission 
rate by choosing a proper transmission mode from a set of available modes. Based 
on the particular strategy, the transmitter is informed by the receiver to increase 
or decrease the transmission rate depending on the channel condition, i.e., CSI. For 
selection-mode adaptation, the signal-to-noise ratio (SNR) will be considered as a 
proper metric. In summary, if the SNR at the receiver improves due to a "good" 
channel condition, the transmitter can increase the rate using the same power and 
the target BER can be satisfied. Otherwise, if the SNR worsens due to a "bad" 



























(b) 4 x 4 , 4PSK 
ure 4.4: Numerical and simulation results for LDC with MMSE receiver 
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The corresponding adaptive algorithm is proposed as follows. 
1. Find the SNR, say j 0 , at the receiver; 
2. Find the BERs of each mode at the obtained SNR 70 from BER curves, deter-
mined by experimentation; 
3. Select a proper transmission mode with the maximum rate while satisfying the 
target BER; and 
4. Feed back the selected mode to the transmitter. 




{e..vK...,Jv} i2e-' ( 4 4 0 ) 
subject to 
BERQn{lo) < BERtarget, (4.41) 
where {0n ,Vn = 1,2, . . . , iV} is the set of transmission modes, RQH is the rate of 
transmission mode 0 n , BERQn(ry0) is the BER of transmission mode 0 n at SNR j 0 
and BERtarget is the target BER. Without loss of generality, we can assume RQX < 
RQ2 < ... < RQN. Qopt is the optimal transmission mode at SNR 7„. 
Below, we consider the average transmission rate using the proposed adaptive 
algorithm. Let 7en denote the minimum SNR satisfying the following condition: 
7 9 n = argmm[BERe n ( l ) < BERtaTget)). (4.42) 
That is, for the SNR region 7en < 7 < 7en + 1 , the transmission rate RQU (i.e., the 
transmission mode 0 n ) should be selected while the target BER is satisfied. 
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Then, the average transmission rate is 
R = Z Ren rn+l Pr(l)dj (4.43) 
where pr(7) is the probability density function (PDF) of the SNR 7 and 7eN + 1 = 00. 
Maximization of the average transmission rate R can be solved using Lagrange multi-
pliers. However, due to the structure of both the objective function and the inequality 
constraint, an analytical solution is extremely difficult to find. Therefore, we will find 
the SNR region corresponding to each transmission mode by measurement. 
In our simulations, we assume that Nt — Nr = 4, using the dispersion matrices 
defined in (4.12), and the MMSE receiver is applied. First, we perform constellation 
adaptation along with a fixed ST symbol rate. Next, we perform the ST symbol 
rate adaptation along with a fixed constellation. Finally, we will consider these two 
parameters jointly, to maximize the average transmission rate while maintaining the 
target BER, which is equal to 10~3 in our design examples. Even if the BER curves 
intersect with each other, the tables thus obtained will tell the system to use the 
optimal transmission mode, which should satisfy the target BER. 
4.4.1 Adaptat ion using Variable Constellations 
Although the system design for continuous-rate scenarios provides intuitive and use-
ful guidelines[24], the associated constellation-mapper requires high implementation 
complexity. In practice, discrete constellations are preferable. That is, r\ only takes 
an integer number, such as r\ — 1,2,3, For a given adaptive system, we can 
adjust the constellation to maximize the transmission rate while keeping the target 
BER satisfied. The proposed adaptive algorithm is applied to the case. Here, we 
only consider BPSK {r\ = 1), QPSK (77 = 2), 8PSK (77 = 3) and 16QAM (7/ = 4) as 
examples, which can be written as, 9 „ G {BPSK,QPSK,8PSK, 16QAM}, with a 
fixed ST symbol rate. The optimal transmission mode is selected by the proposed 
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adaptive algorithm, i.e., by equation (4.40) and (4.41). Simulation results are shown 
in Figure 4.5 - 4.8, where each figure has its own ST symbol rate. We summarize 
our simulation results in Table 4.1. In the following context, 7^ denotes the SNR 




Figure 4.5: Adaptive constellation size when ST symbol rate=l 
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Figure 4.6: Adaptive constellation size when ST symbol rate=2 
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Figure 4.8: Adaptive constellation size when ST symbol rate=4 
We can find the SNR region for each constellation by a curve-fitting technique 
or simply by reading the SNR points corresponding to a target BER. The BER versus 
SNR relationship can be approximated by the following expression: 
BER = aRmiVexp(-bRmtriSNR), (4.44) 
where Rm and 77 are the ST symbol rate and the constellation size, respectively, and 
afim)l) and bRm>v are constants which can be found by a curve-fitting technique.We 
summarize our simulation results in Table 4.1. In the following context, jj denotes 
the SNR associated with the transmission mode with a 2V constellation and an ST 
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symbol rate of ^ . 



































































































7 < -0.6309 
-0.6309 < 7J < -0.1893 
-0.1893 <722 < 3.384 
3.384 < 7] < 11.7479 
7! > 11.7479 
'v 
7 < 0.8385 
0.8385 < jf < 1.4058 
1.4058 < i22 < 5.3886 
5.3886 < j'i < 15.4452 
742 > 15.4452 
7 3 in 
7 < 3.1014 
3.1014 <jf< 4.4833 
4.4833 < 7 | < 8.9696 
8.9696 < 7a < 26.5898 
7f > 26.5898 
7 4 
7 < 8.1509 
8.1509 < T ? < 14.2812 
14.2812 <
 7 | < 24.2533 
24.2533 < 7 | < 30.8208 
72 > 30.8208 
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4.4.2 Adaptat ion using Variable ST Symbol Rate 
In other existing schemes, only the orthogonal designs, such as Alamouti scheme, are 
applied as the ST modulation. In this case, the most convenient adaptive parameter 
is the constellation size. For our adaptive scheme, the application of LDC makes 
another adaptive parameter available, i.e., ST symbol rate. In this subsection, we fix 
the constellation size but adjust the ST symbol rate for adaptation. One advantage of 
using ST symbol rate is that it is easier to change ST symbol rate than constellation 
size for adaptation purpose, as can be seen in Figure 4.1. The proposed adaptive 
algorithm described by (4.40) and (4.41) can be applied to ST symbol rate adaptation. 
Observe that this system, with 4 transmit antennas, can have 16 choices of 
ST symbol rates, i.e., ( | <— • • • —> ^ ) - For convenience and less complexity, we use 
4 choices, i.e., | = 1,2,3,4, or 0 n e { | = 1, | = 2, | = 3, ~ = 4}, with a fixed 
constellation. In the following context, the integer of ^ is referred as "layer".The 
simulation results are shown in Figure 4.9 - Figure 4.12, where each figure has its own 
constellation. We summarize these results in Table 4.2. 
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BER BPSK 4X4 
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Figure 4.10: Adaptive ST symbol rate when constellation size is QPSK 
68 
BER8PSK 4x4 
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Figure 4.12: Adaptive ST symbol rate when constellation size is 16QAM. 
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We summarize these results in Table 4.2. 


































































































7 < -0.6309 
-0.6309 < j \ < 0.8385 
0.8385 < jf < 3.1014 
3.1014 < 7? < 8.1509 
7? > 8.1509 
1\ 
7 < -0.1893 
-0.1893 < 721 < 1.4058 
1.4058 < 722 < 4.4833 
4.4833 <ii< 14.2812 
7^ > 14.2812 
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7 < 3.384 
3.384 < jl < 5.3886 
5.3886 < j'i < 8.9696 
8.9696 < 7 | < 24.2533 
7 | > 24.2533 
7^ 
7 < 11.7479 
11.7479 < 7] < 15.4452 
15.4452 < H < 26.5898 
26.5898 < 7 | < 30.8208 
H > 30.8208 
4.5 Joint Adaptive Technique 
As shown in the previous two subsections, either constellation adaptation or ST sym-
bol rate adaptation can increase the average transmission rate while the given BER 
is satisfied compared to non-adaptive schemes. However, we can further improve the 
average transmission rate by applying a joint adaptation. The joint adaptation is 
performed by choosing the best match of constellation size and ST symbol rate. The 
available transmission modes are increased. That is, 
0 n G {{BPSK,± = 1), . . . . (BPSK,± = 4), 
(QPSK,± = 1), . . . , (QPSK,± = 4), 
(8PSK,± = l), . . . , ( 8 P S # , £ = 4 ) , 
{16QAM,^ = 1), . . . , (16QAM,£ = 4)} 
We can further reduce the gap between the selection modes by adding more choices 
of transmission rates. For the target BER, a scheme with the joint adaptation can 
improve the average transmission rate significantly, compared to the two techniques 
in the previous subsections. The simulation results are shown in Figure 4.13. 
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BER BPSK.QPSK,8PSK,16QAM and 1,2,3,4 ST symbol rate for uncoded LDC with MMSE IC 
15 20 
SNR(dB) 
Figure 4.13: Joint adaptation of ST symbol rate and constellation size 
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We note from Figure 4.13 that we can reduce the gap between the selection 
modes further by adding more choices of the transmission rates. We conclude the 
result in Table 4.3, where 7^ is the minimum SNR for the given transmission mode. 






































7 < -0.6309 
-0.6309 < 7} < -0.1893 
-0.1893 <7Jf < 1.4058 
1.4058 < 722 < 4.4833 
4.4833 <
 7 | < 8.9696 
8.9696 <
 7 | < 24.2533 
24.2533 < 7! < 30.8208 
H > 30.8208 
From the simulation results, we have the following observations: 
• If the ST symbol rate is reduced, interference will be also reduced. As a result, 
the slope of the associated BER curve becomes steeper, which suggests a larger 
diversity; 
• If the constellation size is reduced, the BER curve will shift to the left with a 
similar slope, which suggests that the diversity remains the same but the coding 
gain is improved. 
There is a tradeoff between diversity gain and multiplexing gain [38]. However, this 
tradeoff cannot provide insight for an adaptive system with discrete constellations. 
From the above observations, we find that we can improve data rate by using the two 
adaptive parameters jointly. Specifically, in some cases, we can adjust the constella-
tion size to improve rate and performance; while in the other cases, we will adjust 
the ST symbol rate, i.e., multiplexing gain, for adaptation. To proceed, we have the 
following proposition. 
Proposition 1: The average transmission rate in the adaptive selection-mode 
system can be improved by adding more possible transmission modes, providing a 
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higher data rate than the corresponding original mode at the same SNR region. 
Proof: Let us define the SNR regions of our adaptive system using one set of 
selection modes, as follows: 
J?i —> 7^  < 7 < 7J+I associated with ——> Ri 
If we add more possible selection modes, the SNR regions will be changed: 
Ki —> 7J < 7 < 7 i associated with —• i?j 
^ —• 74 < 7 < 7J + I associated with —• i?. 
We assume i?, > i?i for any i. The total average rate for an original scheme can be 
written as 
R = ^iRl r+1Pr(l)dj 
i Jn 
The total average rate when for a scheme has more transmission modes can be 
written as 
It is obvious that 
A> R. 
In Fig. 4.14, we compare the average spectral efficiency (ASE) for the three 
adaptive techniques. As can be seen from Fig. 4.14, the ASE of the joint adaptive 
scheme significantly outperforms the other two schemes from OdB to 25dB. At high 
SNR (larger than 25 dB), the three schemes exhibit the same performance. As pre-
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Figure 4.14: Average spectral efficiency comparison for the three adaptive schemes. 
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4.6 Conclusions 
In this chapter, the statistics of the signal-to-interference-noise ratio were studied for 
linear dispersion codes with linear minimum-mean-square-error receivers. The associ-
ated probability density function of the signal-to-interference-noise was derived. The 
average bit-error rate for linear dispersion code with linear minimum-mean-square-
error was found numerically. The simulation and numerical results are provided to 
verify our analysis. With these results as guidelines, we proposed a novel adaptive 
design with discrete selection modes, in which the linear dispersion code is applied. 
With application of the linear dispersion code the space-time symbol rate is available 
for adaptation. An adaptive algorithm is proposed for selection-mode adaptation. 
Based on the proposed algorithm, two adaptation techniques using constellation size 
and space-time symbol rate are studied, respectively. With joint adaptation of space-
time symbol rate and constellation size, more transmission modes can be provided to 
reduce the rate gap among transmission modes. Theoretical analysis shows that the 
average transmission rate can be further improved with more available transmission 
modes. Additionally, by using the space-time symbol rate of the linear dispersion 
code, this adaptive design can be simplified and various levels of diversity and mul-
tiplexing gain can be provided. Simulation results were provided to demonstrate the 
merits of joint adaptation of constellation size and the space-time symbol rate. 
77 
Chapter 5 
New Power Allocation Strategy 
among MIMO Spatial Subchannels 
- Beam-Nulling 
5.1 Introduction 
In the previous chapter, we presented and studied a new selection-mode adaptation 
scheme. When more feedback bandwidth is available, various beamforming schemes 
can be considered, as mentioned in Chapter 1. Based on the current beamforming 
schemes, we propose a new beamforming-like technique called minimum eigenvector 
"beam-nulling" (BN). This scheme uses the same feedback bandwidth as beamforming 
only one eigenvector is fed back to the transmitter. But, unlike beamforming, which 
uses the strongest spatial subchannel, the beam-nulling transmitter is informed which 
is the weakest subchannel and then sends signals over the spatial subspace orthogo-
nal to the weakest subchannel. Note that the transmission power will be distributed 
equally among the other spatial subchannels except the weakest subchannel. Both 
transmitter and receiver should know how to generate spatial subspace by the same 
method. Hence, the loss of channel capacity associated with the optimal water-filling 
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scheme can be reduced. Although the transmitted symbols are "precoded" according 
to the feedback, beam-nulling is different from the other existing precoding schemes 
with limited feedback channel, which are independent of the instantaneous chan-
nel but the optimal precode depends on the instantaneous channel [54]-[56]. In this 
scheme, power is only allocated to the other good spatial subchannels, i.e., the orthog-
onal subspace. Compared to the beamforming scheme, this technique outperforms 
significantly in terms of channel capacity at medium and high SNR. Additionally, if 
more than one eigenvector, e.g. k eigenvectors, can be available at the transmitter, 
both the beamforming scheme and the proposed beam-nulling scheme can be further 
extended. The extended schemes will implement or discard k spatial subchannels and 
are referred to as "multi-dimensional" (MD) beamforming and MD beam-nulling, re-
spectively. 
5.2 Beam-Nulling 
A new beamforming-like scheme called "beam-nulling" (BN) is proposed. This scheme 
uses the same feedback bandwidth as beamforming, so that only one eigenvector is 
fed back to the transmitter. Unlike the eigen-beamforming scheme in which only the 
best spatial subchannel is considered, in the beam-nulling scheme, only the worst 
spatial subchannel is discarded. Hence, the loss of channel capacity as compared 
to the optimal water-filling scheme can be reduced significantly. The beam-nulling 
scheme is shown in Figure 5.1. 
We describe the beam-nulling scheme using the channel model in Chapter 2 
as our base. In this scheme, the eigenvector associated with the minimum singular 
value from the transmitter side, i.e., v/vt (refer to equation (2.1)), is fed back to the 



















Figure 5.1: Beam-nulling scheme. 






$>H -VNt =0(Nt-l)xl (5.1) 
The Nt x (Nt — 1) matrix $ = [gi g2 • • • gjvt-i] spans the subspace. Note that the 
rule to construct the subspace <I> should also be known to the receiver. 
An example that shows how to construct the orthogonal subspace follows. We 
construct an JVt x Nt matrix 
A = [VjVt I'] (5.2) 
where the column vectors of I' are independent of v^ ( , and I' is known to both 
transmitter and receiver. In the next chapter, the design of the "seed" I' in terms 
of performance will be discussed. As can be seen in the following discussion, the 
selection of the seed I' does not affect the capacity. Here, as an example, we select 
I ' = [l(Nt-l)x(Nt-l) 0(iVt-l)xlJ • 
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Applying QR decomposition to A, we have 
A = [VjVf $ ] R (5.3) 
=Q 
where Q is a unitary matrix with the first column as v/v(, and R is an upper triangular 
matrix with the (l , l )- th entry equal to 1. $ is a subspace orthogonal to v# t . 
At the transmitter, Nt — 1 symbols denoted as x ' are transmitted only over the 
orthogonal subspace <I>. The received signals at the receiver can be written as 
P 
Nt-1 
H * x ' + z' (5.4) 
where z' is an additive white Gaussian noise vector with i.i.d. symmetrical complex 
Gaussian elements of zero mean and variance o\. 
Substituting (2.1) into (5.4) and multiplying y' by U H , we have 
y Nt-1 
A 
\ ° T J 
x' + z (5.5) 
where z is an additive white Gaussian noise vector with i.i.d. symmetrical complex 
Gaussian elements of zero mean and variance a\. With the condition in (5.1), 






v f g i 
v f g i 
Vfg2 vfgN t - i 
y v W t - l g l ^Nt-lSNt-1 J 
(5.7) 
in which B is an (Nt — 1) x (Nt — 1) unitary matrix. As can be seen from (5.5), the 
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available spatial channels are Nt — 1. Since the weakest spatial subchannel is "nulled" 
in this scheme, power can be allocated equally among the remaining "better" Nt — 1 
subchannels. Equation (5.5) can be rewritten as 
P 
Nt-l 
A'Bx' + z' (5.8) 
where y' and z' are column vectors with the first (Nr — 1) elements of y and z, 
respectively, and A' = d i a g f A j ^ , . • . , A(jvt-i)]- From (5.8), the associated instanta-
neous channel capacity with respect to H can be found as 
Nt-l ( p \ Cta
 " £ log I1 + (^TRA0 (5.9) 
The numerical results of ergodic (average) channel capacity for 2 x 2, 3 x 3 and 4 x 4 





Figure 5.2: Capacity for beam-nulling. 
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The beam-nulling scheme only needs one eigenvector to be fed back. In addi-
tion, since only the worst spatial subchannel is discarded, this scheme can increase 
channel capacity significantly, compared to the conventional beamforming scheme. 
5.3 Capacity Comparisons among Four Strategies 
In this section, we compare the new proposed beam-nulling scheme with three other 
schemes and evaluate their respective capacities. Water-filling is the optimal solution 
among the four schemes for any SNR. 
Let Ceq, Cbf, and Ctn denote the ergodic channel capacities of equal power, 
beamforming and beam-nulling, respectively. That is, 
Ceq = E{Ceq) (5.10) 
Cbf = E(Cbf) (5.11) 
Cbn = E(Cbn) (5-12) 
where E() denotes the expectation with respect to H. Let p = Pjo\ denote the SNR. 
Differentiating the above ergodic capacities with respect to p, we have 
d0
'° = B(z-h^) (5.13) 'eq dp ~l^+f, 
^ = Ef-Lr) (5.14) 
The differential will also be referred to as "slope". The second order differentials are 
83 






Nt i ' 
\ 






i = i 
V 




As can be seen, the above ergodic capacities are concave and monotonically increasing 
with respect to p. With the fact that Aj > A2 . .. > X^t, it can be readily verified that 
the slopes of the ergodic capacities associated with equal power and beam-nulling are 










Nt-1\ dCbn Nt-1 




For the case of Nt = 2, beamforming and beam-nulling have the same capacity 
for any SNR p, as can be seen from the equations of capacity and slope. If p —> 0, 
equivalently at low SNR, it can be easily found that 





dp dp dp 
p->0 (5.21) 
And, if p —-> oo, equivalently at high SNR, it can be easily found that 
dCPn .. dCh, dCh 'eg ^ "^bn ^ u^bf
dp ~ dp ~ dp " OO (5.22) 
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Note that Cb/ = Cbn — Ceq = 0 when p = 0 or minus infinity in dB. Hence, at 
medium SNR, the beam-nulling scheme has the largest value. In other words, among 
equal power, beamforming and beam-nulling, beamforming has the largest capacity 
at low SNR; for high SNR, equal power has the largest capacity; and for medium 
SNR, beam-nulling has the largest capacity. Numerical results will be provided to 
demonstrate our analysis. 
The capacities of water-filling, beamforming, beam-nulling and equal power 
are compared over 2 x 2 , 3 x 3 , 4 x 4 and 5 x 5 Rayleigh fading channels, respectively, 
in Figures 5.3 to 5.6. Note that since SNR is measured in dB, the curves become 
convex. In these figures, "EQ" stands for equal power, "WF" represents water-filling, 
"BF" stands for beamforming and "BN" stands for beam-nulling. In the figures with 
subfigures, subfigure (a) is for all the SNR regions , subfigure (b) shows an SNR 
region from low to medium, and subfigure (c) refers to a region with medium to high 
SNR. Note that for a 2 x 2 channel, beamforming and beam-nulling have the same 
capacity. 
As can be seen from these figures, water-filling has the best capacity at any 
SNR region. The other schemes perform differently at different SNR regions and 
these situations are discussed in the following subsections. 
5.3.1 Capacity Comparisons at Low SNR 
At low SNR, the beamforming technique is the closest to the optimal scheme, water-
filling. A low SNR region is considered to be below 3 dB for a 3 x 3 fading channel, 
below 3.2 dB for a 4 x 4 fading channel, and the SNR region below 3.5 dB with a 
5 x 5 fading channel. At low SNR, the water-filling scheme can only allocate power 
to one or two spatial subchannels. If only one spatial subchannel can be used, then 
beamforming is just as optimal as water-filling, which can be seen from the capacity 
of the 2 x 2 fading channel in Figure 5.3. 
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2x2 
1 1 r 
0 5 10 15 20 25 
SNR (dB) 
Figure 5.3: 2 x 2 Rayleigh fading channel. 
5.3.2 Capacity Comparisons at Medium SNR 
At medium SNR, the proposed beam-nulling scheme is the closest to the optimal 
water-filling scheme. Medium SNR regions have from 3 dB to 16 dB for 3 x 3 fading 
channels, from 3.2 dB to 20.5 dB for 4 x 4 fading channels, and from 3.5 dB to 23.5 
dB for 5 x 5 fading channels. The beam-nulling scheme only discards the weakest 
spatial subchannel and allocates power to the other spatial subchannels. As can be 
seen from the numerical results, the beam-nulling scheme performs better than the 
other schemes in this case. 
5.3.3 Capacity Comparisons at High SNR 
At high SNR, the equal power scheme is the closest to the optimal water-filling scheme. 
High SNR regions are defined as over 16 dB for a 3 x 3 fading channel, over 20.5 dB 
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Figure 5.6: 5 x 5 Rayleigh fading channel. 
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from the figures, at high SNR, the equal power scheme's will converge to that of the 
water-filling scheme. 
In summary, the application of the above four schemes depends on the SNR re-
gion and the availability of CSI. At medium SNR, the proposed beam-nulling scheme 
can achieve larger capacity than a beamforming scheme with the same feedback band-
width. 
5.4 Extended Adaptive Frameworks 
For the beamforming and beam-nulling schemes, only one eigenvector has been fed 
back to the transmitter. If more feedback bandwidth is available, e.g. k eigenvectors 
can be sent to the transmitter for adaptation, and we can extend our frameworks. 
The extended frameworks will be called multi-dimensional (MD) beamforming and 
MD beam-nulling. The original schemes can be referred to as ID beamforming and 
ID beam-nulling. To save bandwidth, k < [^J should be satisfied, where |_-J denotes 
rounding towards minus infinity. In other words, the extended frameworks determine 
whether the strongest or the weakest k spatial subchannels will be fed back according 
to the channel conditions. For example, at low SNRs, k strongest spatial subchannels 
will be fed back. At medium SNRs, k weakest spatial subchannels will be fed back. 
5.4.1 MD Beamforming 
For MD beamforming, we assume that k symbols, say x/c = [x1 ,X2,. . . , Xk]T, are 
transmitted. At the receiver, the received vector can be written as 
fp 
yk = \— H[vi . . . vfc]xfc + zfc (5.23) 
where z^ is the additive white Gaussian noise vector with i.i.d. symmetrical complex 
Gaussian elements of zero mean and variance a\. 
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The eigenvectors associated with the k maximum singular values from the 
receiver side, i.e., [uiu2 . . . Uk]H, are multiplied by the received vector yfc; 
yk = [ u iu 2 . . . ufc]Hyfc (5.24) 
If we assume yfc = [y1} y2,..., yk}T', we have 
[p 
Vi = \\-j-Kxi + Zi,Vi = l,2,...,k (5.25) 
where ii is Gaussian with zero mean and variance a\. After the multiplication of 
[111U2... Uk]H at the MD beamforming receiver, the original MIMO channels are 
converted to k parallel SISO subchannels. 
Consequently, the associated instantaneous channel capacity with respect to 
H can be found as 
Let Cktbf denote the ergodic channel capacity of fc-D beamforming. That is, 
Ck,bf = E{Ck>bf) (5.27) 
where E() denotes expectation with respect to H. Let p = Pja\ denote the SNR. 
It can be readily verified that the capacity of MD beamforming is also concave and 
monotonically increasing with respect to the SNR p. Differentiating the above ergodic 
capacity with respect to p, we have 
dCkM
 E(±') (5.28) dP VtiP + x 
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If p —* 0, equivalently at low SNRs, it can be easily found that 
^%^>^Kp-0 (5.29) 
op op 
If p —> oo, equivalently at high SNRs, it can be easily found that 
Note that Cfc,6/ — 0 for any k when p = 0 or minus infinity in dB. Hence, at low SNRs, 
the capacity of the k-D beamforming scheme is worse than the (k — 1)-D beamforming 
scheme, while at high SNRs, the capacity of the k-D beamforming scheme is better 
than the (k — 1)-D beamforming scheme because of the cost in terms of feedback 
bandwidth. 
For example, in Figure 5.7, the capacities of ID beam-forming and 2D beam-
forming schemes are compared with WF and equal power schemes over 5 x 5 Rayleigh 
fading channels at different SNR regions. It can be imagined that at very low SNRs, 
only one spatial subchannel can be allocated with power for a WF scheme. In this 
case, the lD-beamforming scheme is equivalent to the WF scheme, which is opti-
mal. As can be seen from the figure, at medium and high SNR, the 2D-beamforming 
scheme outperforms lD-beamforming in terms of capacity with the expense of feed-
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Figure 5.7: MD beamforming over 5 x 5 Rayleigh fading channel. 
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5.4.2 MD Beam-nulling 
For MD beam-nulling, similar to lD-beam-nulling, by a certain rule, a subspace 
orthogonal to the k weakest spatial channel is constructed. That is, the following 
condition should be satisfied. 
vtf $(fc) = oT^n = Nt-k + l,...,Nt. (5.31) 
The Nt x (Nt — k) matrix "J?^ = [gig2 • • • gjvt-/c] spans the (Nt — /c)-dimensional 
subspace. 
At the transmitter, Nt — k symbols denoted as x ^ are transmitted only over 
the orthogonal subspace $(fc). The received signals at the receiver can be written as 
y(fe) =
 \ / ]v~IH* ( f c ) x ( f e ) + ^ ^ ( 5 '3 2 ) 
where z^ is an additive white Gaussian noise vector with i.i.d. symmetrical com-
plex Gaussian elements of zero mean and variance a\. From (5.32), the associated 
instantaneous channel capacity with respect to H can be found as 
Nt-k / p \ 
C
' "
) = £ l 0 T + (^KA?) (533) 
Let C^J denote the ergodic channel capacity of k-D beam-nulling. That is, 
Cff = E(CJS) (5.34) 
where E{) denotes expectation with respect to H. It is easily verified that the capacity 
of MD beam-nulling is also concave and monotonically increasing with respect to SNR 
p. Let p = Pja\ denote the SNR. Differentiating the above ergodic capacity with 
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respect to p, we have 
dCE) „ (N4^k 1 t-E{^7^) (535) 
If p —> 0, equivalently at low SNRs, it can be easily found that 
If p —> co, equivalently at a high SNR, it can be easily found that 
^ — > ^ _ , p - , o o (5.37) 
Note that Cfc^ n = 0 for any /c when p = 0 or minus infinity in dB. Hence, at low SNRs, 
the capacity of the k-D beam-nulling scheme is better than the (k — 1)-D beam-nulling 
scheme, at the cost of feedback bandwidth while at high SNRs, the capacity of the 
k-D beam-nulling scheme is worse than the (k — 1)-D beam-nulling scheme. 
For example, in Figure 5.8, capacities of lD-beam-nulling and 2D-beam-nulling 
schemes are compared with WF and equal power schemes over 5 x 5 Rayleigh fading 
channels at different SNR regions. At relatively low SNRs, i.e., less than 13dB, the 2D-
beam-nulling scheme outperforms the lD-beam-nulling scheme in terms of capacity 
with a cost in feedback bandwidth. At relatively high SNRs, i.e., more than 13dB, 
the lD-beam-nulling scheme, outperforms the 2D-beam-nulling scheme as predicted. 
5.4.3 Capacity Comparison 
Over 5 x 5 Rayleigh fading channels, the MD schemes are compared with WF and 
equal power schemes as shown in Figure 5.9. It can be readily verified that, at 
relatively low SNRs, MD beamforming schemes are better than MD beam-nulling 
schemes; while at relatively high SNRs, the opposite holds true. Specifically, at very 
low SNR, i.e. less than OdB, the ID beamforming scheme outperforms the other MD 
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Figure 5.9: Comparison over 5 x 5 Rayleigh fading channel. 
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the 2D beamforming scheme outperforms the other MD schemes. At the SNR region 
between 5.5dB and 12.7dB, the 2D beam-nulling scheme outperforms the other MD 
schemes. At the SNR region between 12.7dB and 23dB, the ID beam-nulling scheme 
outperforms the other MD schemes. Again, when SNR is more than 23dB, the equal 
power scheme outperforms the other suboptimal schemes. 
5.5 Conclusions 
Via singular-value decomposition, the original MIMO channel is converted to uncor-
rected spatial subchannels. Based on the concept of spatial subchannels, we studied 
various power allocation strategies for various channel state information scenarios, 
such as equal power, water-filling, and beamforming. Inspired by the beamforming 
scheme, we proposed a novel scheme called "beam-nulling". The new scheme exploits 
all spatial subchannels except the weakest one and thus achieves a significantly high 
capacity that is close to the optimal water-filling scheme at medium signal-to-noise 
ratio. Additionally, the capacities of equal power, beamforming and beam-nulling 
were compared via theoretical analysis, and then numerical results of these three 
schemes are also compared with the optimal water-filling scheme. The comparison 
showed that at low signal-to-noise ratio, beamforming is the closest to the optimal 
water-filling results, at medium signal-to-noise ratio, beam-nulling is the closest to 
the optimal solution, and at high signal-to-noise ratio, equal power is the closest to 
the optimal solution. If more than one eigenvector can be fed back to the transmit-
ter, new extended schemes based on beamforming and the proposed beam-nulling are 
proposed. The new schemes are called multi-dimensional beamforming and multi-
dimensional beam-nulling. The theoretical analysis and numeric results in terms of 
capacity are provided in order to evaluate the new extended schemes. 
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Chapter 6 
Performance of New Power 
Allocation Scheme Beam-Nulling 
6.1 Introduction 
In the previous chapter, using the concept of spatial subchannels, we studied various 
power allocation strategies for certain CSI scenarios; equal power, water-filling, beam-
forming. Inspired by the beamforming scheme, a new scheme called beam-nulling is 
proposed. Unlike beamforming, which uses the strongest spatial subchannel, the 
beam-nulling transmitter is informed as to which is the weakest subchannel and then 
sends signals over the spatial subspace orthogonal to that the weakest subchannel. 
Both transmitter and receiver know how to generate the spatial subspace by the same 
method. In this scheme, power is only allocated to the other good spatial subchan-
nels, i.e., the orthogonal subspace. The theoretical analysis and numeric results show 
that the beam-nulling scheme is the best suboptimal option at medium SNR. Beam-
forming and the new proposed beam-nulling schemes can be extended if more than 
one eigenvector is available at the transmitter. The new extended schemes are called 
multi-dimensional (MD) beamforming and MD beam-nulling. The existing beam-
forming and the proposed beam-nulling schemes will be referred to as ID schemes. 
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In practice, the application of multi-dimensional schemes will depend on the 
SNR region and the availability of feedback bandwidth. The MD beamforming scheme 
can be viewed as a set of interference-free multiple subchannels, while the MD beam-
nulling scheme can be viewed as a reduced "MIMO" channel without the weakest 
eigenvalues. In this chapter, we first study the performance of ID schemes, i.e., ID 
beamforming and ID beam-nulling, when they are stand-alone. To achieve better 
performance, the proposed schemes, both MD beamforming and MD beam-nulling, 
can concatenate with the other schemes, such as STTC, STBC, LDC, etc. For sim-
plicity and flexibility, linear structure of space-time coding is preferable, and so we 
propose to concatenate the MD schemes with LDC and STBC. The performances of 
MD schemes concatenated with LDC and with STBC are compared in terms of BER 
when the data rate is the same. 
6.2 Performance of ID Beamforming and ID Beam-
nulling 
6.2.1 Performance of ID Beamforming 
We assume one symbol, say x\, is transmitted. At the receiver, the received vector 
can be written as 
y i = VPHvlXl + Z l (6.1) 
where Zj is the additive white Gaussian noise vector with i.i.d. symmetrical complex 
Gaussian elements of zero mean and variance a\. The eigenvector associated with 
the maximum singular value from the receiver side, ui, is applied as the receiver 
beamformer. Then we have 









Figure 6.1: ID beamforming scheme. 
where z\ is Gaussian with zero mean and variance a\. 
For beamforming, the error probability can be found as follows. From equation 
(6.2), the SNR of the beamforming scheme for one channel realization is 
Ibf = 
PA2 (6.3) 
where \max = Ai is the maximum singular-value of channel matrix H. The error 
probability for each constellation over a white Gaussian channel can be found in [52]. 
The average error probability over a fading channel can then be found by taking the 
expectation over Amax. For example, if the constellation is BPSK, the average error 
probability can be written as 




where p\max{) is the PDF of A^  
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Figure 6.2: ID beam-nulling scheme. 
At the transmitter, Nt — 1 symbols denoted as x' are transmitted only over the 
orthogonal subspace <fr. The received signals at the receiver can be written as 
y = Nt-1 
= Hx' + z' 
H $ x ' + z' 
(6.5) 
where z' is an additive white Gaussian noise vector with i.i.d. symmetrical complex 
Gaussian elements of zero mean and variance a\ and H = W ^ j H $ . 
For ID beam-nulling, the error probability can be found as follows. From 
equation (6.5), the ML solution is 
x M L = argmin| |y ' - H x M|2 (6.6) 
The closed-form formula for error probability is clearly difficult to find. Other subop-
timal receivers can also be implemented. The MMSE detector is especially popular 
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because of its low complexity and good performance. In the following context, the 
BER of the MMSE detector is analyzed for a ID beam-nulling scheme. 
Equation (6.5) can also be written as 
y' = hiXi + J2 hjXj + z' (6.7) 
where Xj is the i-th element of x ' and hj is the i-th column of H. 
Without loss of generality, we consider the detection of one symbol, say xt. We 
collect the rest of the symbols into a column vector x/ and denote 
H/ = [hi,.., hj_i, h i + i , . . . , hjvt-i] as the matrix obtained by removing the z-th column 
from H. 
A linear MMSE detector [48] [49] is applied and the corresponding output is 
given by 
Xi = w f y = xt + Zi. (6.8) 
where zt is the zero mean noise, and can be approximated to be Gaussian [49]. The 
corresponding Wj can be found as 
w, = ^ r 1 ^ ^ T V (6.9) 
h f ^ h f + R/) ^ 




 hf(hihf+R/) Xhi 
ficient vector of the MMSE detector Wj is added to ensure an unbiased detection as 
indicated by (6.8). The variance of the noise term Zi can be found from (6.8) and 
(6.9) as 
al = w f R / W i (6.10) 
Substituting the coefficient vector for the MMSE detector in (6.9) into (6.10), the 
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variance can be written as 
* ? = hfRj'h (6.11) 
Then, the SINR of MMSE associated with x{ is I/a, A-2 
7i = - - = h f R F ' h i 
erf 
(6.12) 
Closed-form BER for a channel mode such as (6.8) can be found in [52]. The 
average BER over a MIMO fading channel for a given constellation can be found for 
ID beam-nulling as follows: 
BERav — Eli 
1 
N, 
— £flJ5fl(7 i) (6.13) 
The closed-form formula for the average BER in (6.13) depends on the distri-
bution of 7i, which is difficult to find. Here, the above average BER is calculated 
numerically. For example, the average BER for 2r'-PSK is 
BERav = -E^ i Nt ^TE^(v/2^sin(J) (6.14) 
and the average BER for rectangular 2'7-QAM is 
BERav = Eyi Nt - lYn 
3?? ii 
2-n - 1 
(6.15) 
where Q(-) denotes the Gaussian Q-function. 
In Figure 6.3, numerical and simulation results are compared for 8PSK over a 
3 x 3 fading channel and for QPSK over a 4 x 4 fading channel, respectively. As can 
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Figure 6.3: Numerical and simulation results for beam-nulling scheme. 
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6.2.3 Design of Subspaces Orthogonal to the Weakest Sub-
channel 
The number of subspaces orthogonal to the weakest subchannel, i.e., satisfying $H\Nt = 
0, can be infinite. If QR decomposition is applied to find the optimal subspace, or 
<I>, the optimization problem is to find the optimal seed I' as defined in (5.2). After 
QR decomposition is applied to the matrix [VJV( I'], as shown in (5.3), the orthogonal 
subspace $ will be the matrix containing all the column vectors of the unitary matrix 
Q except for the vector v# t . Then, the optimization problem is given as: 
I'opt = argmax min {(x, - x3)HEH [#([v* t(H) I ' ] )"H"H<f>(K e(H) I'])] (x, - X j )} 
(6.16) 
subject to power constraint 
tr(#([vA,((H) I'}f*([vNt(K) I'])) < P. 
Since the above minimum distance depends on the constellation as well as on the 
channel realization, it is difficult to derive a closed-form solution. Additionally, sim-
ulation results in Figure 6.4 show that even we use different ways to generate our 
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Figure 6.4: Different designs of <& 
6.2.4 Performance Comparison between ID Beamforming and 
ID Beam-nulling 
In Figures 6.5 and 6.6, simulation results are compared for various data rates R over 
3x3 and 4x4 fading channels, respectively. The ID beamforming scheme is equivalent 
to an SISO channel using a maximum ratio combining (MRC) receiver [54]. For the 
ID beam-nulling scheme, both the optimal ML receiver and the suboptimal MMSE 
receiver are used. 
For a 3 x 3 fading channel with R = 2, the ID beamforming scheme outperforms 
the ID beam-nulling scheme significantly, for all SNR regions. The same observation 
can be noted for a 4 x 4 fading channel with R = 3. For 3 x 3 fading channels with R = 
4 and R = 6, the ID beam-nulling scheme outperforms the ID beamforming scheme 
at low and medium SNR regions, even if the suboptimal MMSE is used. However, at 
high SNR, the ID beamforming scheme begins to outperform the ID beam-nulling 
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Figure 6.6: Comparison over 4 x 4 Rayleigh fading channel. 
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scheme. The same observation can be noted for a 4 x 4 fading channel with R — 6. In 
Figure 6.5 (c), bit error rate of equal power (EQ) scheme is also presented. As can be 
seen, both beamforming and beam-nulling outperform equal power significantly. For 
example, at bit error rate of 10~3, beam-nulling and beamforming outperform equal 
power about 13 dB and 12 dB, respectively. 
In summary, with a low data rate is low, i.e., a small constellation size, ID 
beamforming outperforms ID beam-nulling. If the data rate is high, i.e., the constel-
lation size is high, ID beam-nulling outperforms ID beamforming at low and medium 
SNR, but at high SNR the reverse holds true. Also, as can be seen in these figures, 
at a high data rate, the beam-nulling scheme outperforms the beamforming scheme, 
even with a suboptimal MMSE receiver. 
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6.2.5 Concatenation of ID Beam-nulling and LDC 
To further improve the performance of ID beam-nulling with tractable complexity, 
we propose to concatenate ID beam-nulling with a linear dispersion code. In order to 
meet error-rate requirements, multiple levels of error protection can be implemented. 
In this study, we focus on the space-time coding domain. The concatenated scheme 





Figure 6.7: ID beam-nulling concatenated with LDC scheme. 
In this system, the information bits are first mapped into symbols. The symbol 
stream is then parsed into blocks of length L = (Nt — \)T. The symbol vector 
associated with one modulation block is denoted by x = [xx,x2, • • • ,XL]T with Xi G 
Q, = {flm\m = 0 , 1 , . . . , 271 — 1, r] > 1}, i.e., a complex constellation of size 271, such as 
2r/-QAM). The average symbol energy is assumed to be 1, so that ^ J2 \£lm\2 = 1. 
m = 0 
Each symbol in a block will be mapped by the ST modulator to a dispersion matrix 
of size Nt x T (i.e., Mj) and then combined linearly to form (Nt — 1) data streams 
over T channel uses. The output (Nt — 1) data streams are transmitted only over 
the subspace $ that is orthogonal to the weakest spatial channel. The generation of 
the orthogonal subspace $ is described in section 5.2. The received signals at the 
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receiver can be written as 
y =
 V^~TH*?M^ + z (6'17) 
where z is an additive white Gaussian noise vector with i.i.d. symmetrical complex 
Gaussian elements of zero mean and variance a\. 
Note that the traditional beamforming scheme cannot work with space-time 
coding since it can be viewed as an SISO channel. We will compare the concatenated 
scheme with the original ID schemes at the same data rate. 
6.2.6 Performance of ID Beam-nulling with LDC 
In Figure 6.8 and 6.9, simulation results are compared for various data rates R, over 
3 x 3 and 4 x 4 fading channels, respectively. The optimal ML receiver and the 
suboptimal MMSE receiver are used for beam-nulling with and without LDC. In 
these figures, "BL" denotes ID beam-nulling with LDC. 
As can be seen, ID beam-nulling with LDC outperforms ID beam-nulling 
without LDC using the same receiver. The performance of ID beam-nulling with 
LDC using an MMSE receiver is close to that of ID beam-nulling without LDC using 
the optimal ML receiver. 
For 3 x 3 fading channels with R — 2, ID beamforming has the best perfor-
mance, but at high SNR, the performance of ID beam-nulling with LDC comes close 
to that of ID beamforming. For 3 x 3 fading channels with R = 4 and R = 6, ID beam-
nulling with LDC outperforms ID beamforming at low and medium SNR region, even 
when the suboptimal MMSE receiver is used. At high SNR, only ID beam-nulling 
with LDC using the optimal ML receiver can outperform ID beamforming. 
For 4 x 4 fading channels with R = 3, ID beam-nulling with LDC can outper-
form the ID beamforming if the optimal ML receiver is used. For 4 x 4 fading channels 
with R = 6, ID beam-nulling with LDC can outperform the ID beamforming even 
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with the suboptimal MMSE receiver. 
In summary, if the data rate is low, i.e., the constellation size is low, the 
performance of ID beam-nulling with LDC can approach that of ID beamforming at 
high SNR. If the data rate is high, i.e., the constellation size is high, ID beam-nulling 
with LDC outperforms ID beamforming at low and medium SNR, even when the 
suboptimal MMSE receiver is used. 
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Figure 6.8: Comparison over 3 x 3 Rayleigh fading channel. 
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4x4: R=3 
(b) R = 6 
Figure 6.9: Comparison over 4 x 4 Rayleigh fading channel. 
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6.3 MD Schemes Concatenated with Linear Space-
Time Code 
As mentioned in the last chapter, if k > 1 eigenvectors can be sent to the transmitter 
for adaptation, multi-dimensional (MD) beamforming and MD beam-nulling can be 
applied. These MD schemes make k or Nt — k spatial subchannels available. As a 
result, they can be concatenated with space-time schemes to improve performance. 
For the aforementioned reasons, space-time codes with linear structure, such as high-
rate LDCs [34] and STBCs [5][30] (Orthogonal design), are preferable. It is worth 
of noting that the 2D beamforming scheme in [16] is simply a special case of MD 
beamforming. In this section, as shown in Figure 6.10 and in Figure 6.11, we propose 
to concatenate an MD scheme with an LDC or an STBC. Note that in these figures 











Figure 6.10: Concatenated MD beamforming scheme. 
Over a 5 x 5 fading channel, concatenated MD schemes are compared at various 
data rates. In the simulation, two eigenvectors can be fed back to the transmitter. 
For an MD scheme with LDC, a suboptimal linear MMSE receiver is applied. Since 




Figure 6.11: Concatenated MD beam-nulling scheme. 
optimal. 
In Figure 6.12 and Figure 6.14, MD beamforming schemes with STBC are 
compared with MD beamforming schemes with LDC in terms of BER when data rates 
are R = 2 and R = 6 per channel used. From these figures, it is clear that at high data 
rates, MD beamforming with LDC significantly outperforms MD beamforming with 
STBC even when a suboptimal MMSE receiver is applied. Specifically, when BER is 
10~5, the coding gain is 4dB. At a low data rate, MD beamforming with LDC performs 
slightly worse than MD beamforming with STBC, since the suboptimal receiver is 









Figure 6.12: BER of concatenated MD beamforming when R — 2. 
In Figure 6.13 and Figure 6.14, MD beam-nulling schemes with STBC are 
compared with MD beam-nulling schemes with LDC in terms of BER when the data 
rates are R = 3 and R = 6 per channel used. From these figures, it can be seen that 
at a high data rate, MD beam-nulling with LDC significantly outperforms MD beam-
nulling with STBC even if a suboptimal MMSE receiver is applied. Specifically, when 
BER is 10~5, the coding gain is about 6.8dB. At a low data rate, MD beam-nulling 
with LDC performs slightly worse than MD beam-nulling with STBC due to the 
suboptimal receiver. Specifically, when BER is 10~5, the coding gain is approximately 
1.5dB. 
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Figure 6.13: BER of concatenated MD beam-nulling when R = 3. 
In Figure 6.14, four schemes are compared when the data rate is R — 6 per 
channel used. As shown in the figure, MD beam-nulling with LDC has the best BER 
performance even when a suboptimal MMSE receiver is used. In summary, an MD 
scheme with LDC outperforms an MD scheme with STBC, especially when the data 
rate is high. At low data rate, the performance will depend on the receiver. At high 
data rate, MD beam-nulling with LDC performs the best among the four schemes. 
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5x5:k=2,R=6 
Figure 6.14: BER comparison of concatenated MD schemes when R = 6. 
6.4 Conclusions 
Average bit-error rates of stand-alone ID beamforming and stand-alone ID beam-
nulling with MMSE receivers are given numerically and verified by simulation results. 
At the same data rate, ID beamforming and ID beam-nulling are compared in terms 
of bit-error rate. It is shown that at a low data rate, ID beamforming outperforms 
ID beam-nulling, while at a high rate, ID beam-nulling outperforms ID beamforming 
significantly, even when a suboptimal MMSE receiver is applied. To achieve better 
performance, ID beam-nulling can be concatenated with a linear dispersion code. 
It is shown that even when a suboptimal MMSE receiver is applied, at low data 
rate, the performance of ID beam-nulling can approach that of ID beamforming at 
high SNR, while at a high data rate, ID beam-nulling with linear dispersion code 
outperforms ID beamforming at low and medium SNR. For simplicity and flexibility, 
both MD beamforming and MD beam-nulling can be concatenated with LDC and 
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STBC. Simulation results show that the MD scheme with LDC can significantly 
outperform the MD scheme with STBC when the data rate is high. Additionally, at 
a high data rate, MD beam-nulling with LDC outperforms MD beamforming with 
LDC, MD beamforming with STBC, and MD beam-nulling with STBC. 
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Chapter 7 
Conclusions and Future Works 
7.1 Conclusions 
The accomplished work and the major contributions in this thesis are briefly summa-
rized in the following subsections. 
7.1.1 Theoretical Analysis of LDC 
For simplicity, flexibility and performance, linear dispersion code is applied in the 
MIMO adaptation. To better analyze linear dispersion code, an ergodic capacity over 
Rayleigh fading channels was derived, as well as a tight upper bound of the pairwise 
error probability at high signal-to-noise ratio, in order to show the error probability 
versus the constellation size and the space-time symbol rate. Simulation results were 
provided to verify the theoretical results. These results will be aid in the design of 
linear dispersion code. 
7.1.2 New Adaptive MIMO System 
The statistics of the signal-to-interference-noise ratios were studied for the adaptive 
system with linear dispersion code and linear minimum-mean-square-error receiver. 
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The associated probability density function of the signal-to-interference-noise was de-
rived. With these theoretical results as guidelines, an adaptive algorithm for the 
selection-mode adaptation was proposed. Based on the proposed algorithm, we have 
introduced three novel adaptation techniques for the adaptive system with linear dis-
persion code and linear minimum-mean-square-error receiver. The first technique is 
an extension of a commonly used adaptation technique based on linear dispersion 
code. We have identified the signal-to-noise ratio regions for which specific constella-
tions can be applied. This technique is called as "adaptive constellation". The second 
new technique applies a new adaptive parameter, called the space-time symbol rate, 
which uses linear dispersion code. To further improve the average transmission rate, 
we introduced a novel adaptive procedure which takes advantage of both adaptive 
techniques. This third technique is called as "joint adaptation". In this design, more 
transmission rates can be selected and thus the average throughput can be improved. 
Theoretical analysis and simulation results are provided to show the advantages of 
our new design. 
7.1.3 Capacity of Beam-Nulling and Extended Multi- Di-
mensional Frameworks 
Inspired by various power allocation strategies over spatial subchannels, we proposed 
a novel scheme called "beam-nulling". Using the same feedback bandwidth as beam-
forming, the new scheme discards the worst spatial subchannel and then sends signals 
over a subspace orthogonal to that worst subchannel. The subspace can be generated 
by a certain rule known to both transmitter and receiver. Since only the weakest 
spatial subchannel is nulled, the proposed scheme can achieve significantly higher 
capacity. The capacity of existing schemes and this proposed scheme were compared 
through theoretical analysis and numerical results. The comparison showed that, 
among equal power, beamforming and beam-nulling, equal power has the largest 
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capacity at high SNR, beamforming has the largest capacity at low SNR, and beam-
nulling has the largest capacity at medium SNR. If more than one eigenvector can be 
fed back to the transmitter, new extended schemes based on beamforming and the 
proposed beam-nulling were presented. The new schemes are called multi-dimensional 
beamforming and multi-dimensional beam-nulling, respectively. The theoretical anal-
ysis and numeric results in terms of capacity were also provided to evaluate the new 
extended schemes. 
7.1.4 Performance of Beam-Nulling and Extended Multi- Di-
mensional Frameworks 
Stand-alone ID beamforming and stand-alone ID beam-nulling systems with MMSE 
receivers were compared numerically in terms of bit-error rates. We show that at low 
data rate, ID beamforming outperforms ID beam-nulling while at a high data rate, 
ID beam-nulling significantly outperforms ID beamforming, even when a suboptimal 
MMSE receiver is applied. To further improve performance, ID beam-nulling was 
concatenated with a linear dispersion code. It is shown that even when a suboptimal 
MMSE receiver is applied, at low data rate, the performance of ID beam-nulling 
can be close to that of ID beamforming at high SNR, while at a high data rate, 
ID beam-nulling with linear dispersion code outperforms ID beamforming at low 
and medium SNR. For performance and flexibility, both MD beamforming and MD 
beam-nulling were concatenated with LDC and with STBC, respectively. Simulation 
results show that the MD scheme with LDC can outperform the MD scheme with 
STBC significantly when the data rate is high. Moreover, it is shown that at high 
data rate, MD beam-nulling with LDC outperforms MD beamforming with LDC, MD 
beamforming with STBC and MD beam-nulling with STBC. 
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7.2 Future Works 
Based on our study of MIMO adaptation, four research topics can be identified. 
• Our results were developed on the assumption that the channel is spatially 
uncorrelated. However, in practice, that assumptions cannot be satisfied all the 
time. Future research could extend this study to spatially correlated channels. 
• The feedback channel may introduce delays or errors to the CSI, and therefore 
an unreliable copy of the CSI maybe present at the transmitter. How to deal 
with unreliable CSI caused by delays or errors in the feedback channel is an 
interesting and important issue which should be investigated. 
• In this thesis, we propose a scheme called "beam-nulling" for MIMO adapta-
tion. In the beam-nulling scheme, the eigenvector of the weakest subchannel is 
fed back and then signals are sent over a generated subspace orthogonal to the 
weakest subchannel. The eigenvector of the weakest subchannel is often quan-
tized. An interesting topic is then how to most efficiently quantize the feedback 
data, a problem related to vector quantization. 
• In the practical system, the idea behind concatenated coding schemes has been 
applied to MIMO communications. By combining two or more relatively simple 
constituent codes, a concatenated coding scheme can achieve large coding gain 
with only moderately complex decoding. Optimization of an overall concate-
nated adaptive MIMO system would present clear advantages. 
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