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Abstract
Gaussian Process (GP) regression is a flexible non-parametric approach to approximate complex models. In many cases, these
models correspond to processes with bounded physical properties. Standard GP regression typically results in a proxy model
which is unbounded for all temporal or spacial points, and thus leaves the possibility of taking on infeasible values. We propose
an approach to enforce the physical constraints in a probabilistic way under the GP regression framework. In addition, this new
approach reduces the variance in the resulting GP model.
Keywords: Gaussian Process Regression, Constrained Optimization
1. Introduction
In many applications, evaluating a computational model can
require significant computational resources and time. One ap-
proach to address this problem is to build a surrogate model
with statistical emulators such as Gaussian Processes (GP) re-
gression [16]. We aim to design surrogate models that have low
approximation error, and satisfy meaningful bounds on some
physical properties. However, no such information is encoded
in the standard GP regression method. Therefore, it can pro-
duce infeasible predictions.
Incorporating physical information in GP has been explored
in many works of literature. For example, it is demonstrated
in [17] that the mean prediction of a GP model satisfies a set
of linear equality constraints provided the training data satisfy
these constraints. A similar result holds for quadratic equality
constraints under a transformation of the parameterization. Al-
ternatively, linear equality constraints can be enforced by mod-
eling the process as a transformation of an underlying function
and imposing the constraints on that transformation [7]. More-
over, physical information in the form of differential operators
can be incorporated in GP models [19, 12, 22, 21].
Incorporating inequality constraints in a GP is more diffi-
cult, as the underlying process conditional on the constraints
is no longer a GP [9]. To address this problem, several differ-
ent approaches have been explored. The approach in [1] en-
forces inequality constraints at several locations and draws ap-
proximate samples from the predictive distribution with a data
augmentation approach. Linear inequality functional (such as
monotonicity) are enforced via virtual observations at several
location within [20, 2, 5, 15, 4]. In [2], it is shown that when
linear inequality constraints are applied to a finite set of points
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in the domain, the process conditional on the constraints is a
compound GP with a truncated Gaussian mean. In [9, 8, 10],
linear inequality constraints are enforced on the entire domain
instead of a finite set of points by making a finite-dimensional
approximation of the GP and enforcing the constraints through
the choice of the associated approximation coefficients.
In this work, we focus on enforcing non-negativity in the GP
model. This is a requirement for many physical properties, e.g.,
elastic modulus, viscosity, density, and temperature. We pro-
pose to impose this inequality constraint with high probability
via selecting a set of constraint points in the domain and im-
posing the non-negativity on the posterior GP at these points.
In addition to enforcing non-negativity, this approach improves
accuracy and reduces uncertainty in the resulting GP model.
The paper is organized as follows. We review the standard
GP regression framework in Section 2, present our novel ap-
proach to enforce non-negativity in GP regression in Section 3,
and provide numerical examples in Section 4.
2. Gaussian Process Regression
We introduce the framework for GP regression based on the
descriptions in [13]. Assume we have y = (y(1), y(2), ..., y(N))T as
the values of the target function, where y(i) ∈ R are observations
at locations X = {x(i)}N
i=1
where x(i) are d-dimensional vectors in
the domain D ⊆ Rd. We aim to use a GP Y(·, ·) : D × Ω → R
to approximate the underlying target function. Typically, Y(x)
is denoted as
Y(x) ∼ GP(µ(x),K(x, x′)), (1)
where µ(·) : D → R andK(·, ·) : D×D → R are the associated
mean function and covariance function, i.e
µ(x) = E(Y(x)), (2)
K(x, x′) = E(Y(x) − µ(x))(Y(x′) − µ(x′)). (3)
1
2A widely used kernel is the standard squared exponential co-
variance kernel with an additive independent identically dis-
tributed Gaussian noise term ǫ with variance σ2n:
K(x, x′) = σ2 exp
−|x − x
′|2
2
2l2
 + σ2nδx,x′ . (4)
where δx,x′ is a Kronecker delta fuction, l is the length-scale,
and σ2 is the signal variance. In general, by assuming zero
mean function µ(x) ≡ 0, we use θ = (σ, l, σn) to denote the
hyperparameters, and they are determined based on the training
data.
Define K = [K(x(i), x( j))]i j, µ = (µ(x
(1)), ..., µ(x(N)))T , and
k(x′) = [K(x(i), x′)]i − σ
2
nδx(i),x′ . The posterior predictive distri-
bution of the output y∗ given the training set is Y(x∗)|x∗, y,X ∼
N(y∗(x∗), s2(x∗)), where
y∗(x∗) = µ(x∗) + k(x∗)TK−1(y − µ), (5)
s2(x∗) = σ2(x∗) − k(x∗)TK−1k(x∗). (6)
One approach to determine the hyperparameters θ is to mini-
mize the negative marginal log-likelihood [13]:
− log(p(y|X, θ)) =
1
2
[
(y − µ)TK−1(y − µ) + log |K| + N log(2π)
]
.
(7)
3. Gaussian Process with Constraint
In particular, we enforce the non-negativity in the quantity
of interest. We minimize the negative marginal log-likelihood
function in Eq. (7) while requiring that the probability of vio-
lating the constraints is small. More specifically, for 0 < η ≪ 1,
we impose the following constraint:
P
(
(Y(x)|x, y,X) < 0
)
≤ η for all x ∈ D. (8)
This differs from other methods in the literature, which enforce
the constraint via truncated Gaussian assumption [9], or use a
bounded likelihood function and perform inference based on
the Laplace approximation and expectation propagation [6]. In
contrast, our method retains the Gaussian posterior of standard
GP regression, and only requires a slight modification of the ex-
isting cost function. As Y(x)|x, y,X follows a Gaussian distri-
bution, this constraint can be rewritten in terms of the posterior
mean y∗ and posterior standard deviation s:
y∗(x) + Φ−1(η)s(x) ≥ 0 for all x ∈ D, (9)
where Φ−1 is the inverse cumulative density function (CDF) of
a standard Gaussian random variable. In this work, we set η =
2.2% for demonstration purpose, and consequently Φ−1(η) =
−2, i.e., two standard deviations below the mean is still non-
negative. Therefore, we minimize the negative log-likelihood
cost function subject to constraints on the posterior mean and
standard deviation:
argmin
θ
− log(p(y|X, θ)) (10)
s.t. y∗(x) − 2s(x) ≥ 0 for all x ∈ D. (11)
We note that (11) is a functional constraint and thus can be
difficult to enforce. Instead, we enforce (11) on a set of con-
straint points Xc = {x
(i)
c }
m
i=1
. Of note, these constraint points
play similar roles as the aforementioned virtual observations
[20, 2, 5, 15, 4].
Meanwhile, in practice, a heuristic on the distance of the pos-
terior mean of the GP from the training data is applied to sta-
bilize the optimization algorithm, as such to guarantee that it
results in a model that fits measurement data. Subsequently, to
obtain the constrained GP, we solve the following constrained
minimization problem:
argmin
θ
− log(p(y|X, θ)) (12)
s.t. 0 ≤ y∗(x(i)c ) − 2s(x
(i)
c ), for all i = 1, ...,m. (13)
0 ≤ ǫ − |y( j) − y∗(x( j))|, for all j = 1, ..., n. (14)
where ǫ > 0 is chosen to be sufficiently small. In the this paper,
we set ǫ = 0.03. The last constraint is chosen so that the given
solution fits the data sufficiently well.
We remarked that compared with unconstrained optimiza-
tion, constrained optimization is in general more computation-
ally expensive [3]. However, if non-negativity approximation of
the target function is crucial for the underlying applications, one
may weigh less on the efficiency in order to get more reliable
and feasible approximation within the computational budget.
4. Numerical Examples
In this section, we present numerical examples to illustrate
the effectiveness of our method. We measure the relative l2
error between the posterior mean y∗ and the true value of the
target function f (x) over a set of test points XT = {x
(i)
T
}
NT
i=1
:
E =
√∑NT
i=1
(
y∗(x
(i)
T
) − f (x
(i)
T
)
)2
∑T
i=1 f (x
(i)
T
)2
. (15)
For the examples below, we use NT = 1000 equidistant test
points over the domain D. We use the standard squared ex-
ponential covariance kernel as well as a zero prior mean func-
tion µ(x) = 0. We solve the unconstrained log-likelihood mini-
mization problem in MATLAB using the GPML package [14].
For the constrained optimization, we use the fmincon from the
MATLAB Optimization Toolbox based on the built-in interior-
point algorithm [11].
Remark 4.1. If the method results in convergence to an infea-
sible solution, the optimization is performed again with another
random initial guess (with astandard Gaussian noise added
to the base initial condition - θ0 = (log(l), log(σ), log(σn)) =
(−3,−3,−10).
34.1. Example 1
Consider the following function:
f (x) =
1
1 + (10x)4
+
1
2
e−100(x−
1
2
)2 , x ∈ [0, 1].
For our tests on this example, the training point set is
{x(i)}7i=1 =
{ j − 1
5
+ ǫ j
}6
j=1
∪
{1
2
}
,
where ǫ j ∼ N(0, 0.03
2) for j = 2, 3, 4, 5 and ǫ1 = ǫ6 = 0.
We chose m = 30 equidistant points over the domain as our
constraint points.
Figure 1 (a) shows the posterior mean of the unconstrained
GP with 95% confidence interval. It can be seen that on
[0.65, 0.85], the posterior mean violates the non-negativity
bounds with a large variance. In contrast, the posterior mean
of the constrained GP in these regions no longer violates the
constraints, as shown in Figure 1 (b). Besides, the confidence
interval is reduced dramatically after the non-negativity con-
straint is imposed.
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Figure 1: The posterior mean and the corresponding 95% confidence interval
of the GP models in example 1. (a) Unconstrained GP. (b) Constrained GP.
To illustrate the robustness of the algorithm, we repeat the
same experiment on 100 different training data sets as in [4].
Figure 2 (a) illustrates the distribution of the relative l2 error
over the 100 trials. It is clear that incorporating the constraint
tends to result in a lower relative error in the posterior mean sta-
tistically. Figure 2 (b) compares the percentage of the posterior
mean over the test points that violate non-negativity constraint
over the 100 trails. There is a large portion of the posterior mean
by the unconstrained GP that violates the non-negativity, while
the constrained GP preserves the non-negativity very well.
4.2. Example 2
Consider the following function:
f (x) =
1
100
+
5
8
(2x − 1)4
(
(2x − 1)2 + 4 sin(5πx)2
)
, x ∈ [0, 1].
We train our constrained and unconstrained GP models over 14
training points at locations:
{x(i)}14i=1 =
{ j − 1
11
+ ǫ j
}12
j=1
∪ {.075, .925},
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Figure 2: (a) The normalized histogram associated with the l2 relative error be-
tween the GP mean and the true function over the test set based on 100 different
training sets. (b) The normalized histogram associated with the percentage of
the posterior mean over test points that violate the non-negativity constraint.
where ǫ j ∼ N(0, 0.03
2) for j = 2, ..., 11 and ǫ1 = ǫ12 = 0. We
choose m = 31 equidistant points in the domain as our con-
straint points.
Figure 3 (a) shows a 95% confidence interval around the pos-
terior mean of the unconstrained GP. Notice that the posterior
mean is less than zero near neighborhoods of 0.8. In contrast,
the constrained GP doesn’t violate the constraints as shown in
Figure 3 (b). The confidence interval of the posterior mean is
also much narrower, which illustrates the advantage of incorpo-
rating the constraints.
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Figure 3: The posterior mean and the corresponding 95% confidence interval
of the GP models in example 2. (a) Unconstrained GP. (b) Constrained GP.
Again, to show the robustness of the algorithm, we repeat the
same experiment on 100 trials. Figure 4 (a) shows the relative l2
error over 100 trials. The constrained GP has a histogram more
heavily weighted towards lower relative error in the posterior
mean, compared to the unconstrained GP. Figure 4 (b) shows
that the posterior mean of the unconstrained GP violates the
non-negativity condition more frequently.
4.3. Example 3
The Korteweg-de Vries (KdV) [18] equation can be used to
describe the evolution of solitons, which are characterized by
the following properties: 1) invariant shape; 2) approaches a
constant as t → ∞; 3) strong interactions with other solitons.
We consider the KdV equation in the following form
ut(x, t) − 6u(x, t)ux(x, t) + uxxx(x, t) = 0.
Under several assumptions on the form of u, an analytic solu-
tion can be found. For the case of two solitons, a (normalised)
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Figure 4: (a)The normalized histogram associated with the l2 relative error be-
tween the GP mean and the true function over the test set based on 100 different
training sets. (b) The normalized histogram associated with the percentage of
the posterior mean over test points which violate the non-negativity constraint.
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Figure 5: The posterior mean and the corresponding 95% confidence interval
of GP models approximating the two-soliton interacting system at t = −1 for a
set training data set. (a) Unconstrained GP. (b) Constrained GP.
solution can be found in [18]:
u(x, t) =
12(3 + 4 cosh(2x − 8t) + cosh(4x − 64t))
8[3 cosh(x − 28t) + cosh(3x − 36t))]2
. (16)
For this equation, u(x, t) > 0 for all x, t ∈ R, we aim to
approximate u(x,−1) using GP.
We train our constrained and unconstrained GP model based
on 13 training points at locations:
{x(i)}13i=1 =
{
− 10 + 15
j − 1
10
+ ǫ j
}11
j=1
∪ {−1.4,−8.4},
where ǫ j ∼ N(0, 0.3
2) for j = 2, ..., 10 and ǫ1 = ǫ11 = 0.
We choose m = 40 equidistant points in the domain as our
constraint points.
As can be seen in Fig 5, the unconstrained GP violates non-
negativity around x = −7, which is avoided in the constrained
GP. More importantly, the confidence interval of the resulting
GP is dramatically reduced by imposing non-negativity con-
straint. In addition, Fig. 6 (a) shows that the relative error is
significantly reduced when we incorporate the non-negativity
information. Of note, in this case, because the majority of the
test points are near zero, the relative error is much more sensi-
tive to approximation errors in these regions. Fig. 6 (b) illus-
trates that the constrained GP preserves the non-negativity with
very high probability while the unconstrained GP violates the
non-negativity much more frequently.
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Figure 6: (a) The normalized histogram associated with the l2 relative error be-
tween the GP mean and the true function over the test set based on 100 different
training sets. (b) The normalized histogram associated with the percentage of
the posterior mean over test points that violate the non-negativity constraint.
5. Summary
In this paper, we propose a novel method to enforce the non-
negativity constraints on the GP in the probabilistic sense. This
approach not only reduces the difference between the posterior
mean and the ground truth, but significantly lowers the vari-
ance, i.e., narrows the confidence interval, in the resulting GP
model because the non-negativity information is incorporated.
While this paper covers only the non-negativity bound, other
inequality constraints can be enforced in a similar manner.
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