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Abstract
In this article we develop a theory of exact linear penalty functions that
generalizes and unifies most of the results on exact penalization existing in
the literature. We discuss several approaches to the study of both locally
and globally exact linear penalty functions, and obtain various necessary
and sufficient conditions for the exactness of a linear penalty function. We
pay more attention than usual to necessary conditions that allows us to
deeper understand the exact penalty technique.
1 Introduction
Starting with the pioneering works by Eremin [20] and Zangwill [58], the
method of exact linear penalty functions has been advanced by many researchers
(see [1,5,8,12,14–19,22,27,39,47–50,55,59] and references therein), and became
a standard tool of constrained optimization. Innumerable applications, both
theoretical and practical, of this method to constrained extremum problems
of almost all imaginable types proved the efficiency of the exact penalization
technique, and cannot be reviewed even in the scope of a book. We mention
here only the fact that exact penalty functions can be used to obtain both
well-known and new optimality conditions for various constrained optimization
problems [8, 22, 41, 42]
In most of the articles devoted to the theory of exact linear penalty func-
tions and its applications, a penalty function is constructed and studied only for
particular classes of optimization problems (or only a particular class of penalty
functions, such as penalty functions that include constraints via a distance func-
tion, is considered), and its analysis is often based on the use of peculiarities of
a specific setting. Thus, similar in nature results on exact penalty functions are
proved many times in different settings. The other feature of the works on exact
linear penalty functions is an almost complete lack of necessary conditions for
exact penalization (apart from a characterization of exactness via the calmness
of a perturbed problem [7]), which are very important for deeper understanding
of the method of exact penalty functions.
The main goal of this article is to develop a theory of exact linear penalty
functions that can unify and generalize numerous results on exactness of linear
penalty functions scattered in the literature. Furthemore, we aimed to deepen
the understanding of the mechanics of exact penalization by paying more atten-
tion, than usual, to necessary conditions. This approach allowed us to obtain
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not only necessary conditions for exact penalization but also some interesting
new necessary and sufficient conditions that provide a complete characterization
of the exactness of a linear penalty function.
A natural formulation of the general problem that is studied within the
theory of exact linear penalty functions, and that we adopt in this article, is as
follows. For the given constrained optimization problem
min f(x) subject to x ∈M, x ∈ A, (P)
and the corresponding penalized problem
minFλ(x) subject to x ∈ A,
study a relation between locally/globally optimal solutions of the initial problem
(P), and locally/globally optimal solutions of the penalized problem (which
might not belong to the set of feasible points of the problem (P)). Here M and
A are nonempty subsets of a topological space X , f : X → R ∪ {+∞} and
Fλ(x) = f(x) + λϕ(x), λ ≥ 0,
where ϕ : X → [0,+∞) is the penalty term, i.e. ϕ is a given function such that
M = {x ∈ X | ϕ(x) = 0}. Note that only a part of the constraints (namely,
x ∈ M) is penalized, and no assumptions are made on the penalty term ϕ(x).
Moreover, the fact that the objective function f can take infinite values allows
one to include the results on exact penalty functions with barrier terms (see,
for instance, [17]) into the general theory. Thus, the formulation of the problem
that we use is general enough to include most of the results on exact linear
penalty functions into the general theory.
The paper is organized as follows. Section 2 is devoted to the study of “local”
exactness of penalty functions. It includes a theorem on necessary and sufficient
conditions for a penalty function to be exact at a given locally optimal solution of
the initial problem (Theorem 2.3), as well as two general techniques for obtaining
sufficient (or necessary) conditions for local exact penalization. Both of these
techniques (error bounds and calmness of a perturbed problem) are well-known,
and our exposition of this subject is a straightforward generalization of many
existing results. Various new necessary and sufficient conditions for a penalty
function to be globally exact under different assumptions on the domain of the
penalty function are studied in Section 3. This section also contains a description
of several general approaches to the study of globally exact penalty functions.
Some general results on a very important from a practical point of view problem
of points of local minimum of a penalty function that do not belong to the set
of feasible points of the initial problem are briefly discussed in Section 4.
Note that although many results presented in this paper are a direct general-
ization of existing results on exact linear penalty functions, some concepts (such
as nondegeneracy of a penalty function) and results (such as Theorems 3.7, 3.10,
3.17 and 3.18, and Lemma 3.15) are completely new.
2 Local Theory of Exact Penalty Functions
In this section, we discuss a relation between locally optimal solution of a con-
strained optimization problem and local minimizers of a penalty function for
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this problem. If a locally optimal solution of the problem is a also a point of
local minimum of a penalty function, then the penalty function is said to be
exact at this point. We study necessary and sufficient conditions for a penalty
function to be exact at a locally optimal solution of a constrained optimization
problem, and present two general techniques for obtaining upper estimates of
the least exact penalty parameter. The first one is based on local error bounds,
while the second technique is based on the concept of calmness of a perturbed
optimization problem.
2.1 Exactness of Penalty Functions
From this point onwards, let X be a topological space, M , A ⊂ X be nonempty
sets, and f : X → R ∪ {+∞} be a given function. Throughout the paper we
study the following constrained optimization problem
min f(x) subject to x ∈M, x ∈ A. (P)
Denote by Ω = M ∩ A the set of feasible points of this problem, and by f∗ =
infx∈Ω f(x) the optimal value of the problem (P).
Remark 1. Hereafter, we suppose that the restriction of f on Ω is a proper
function, i.e. there exists x ∈ Ω such that f(x) < +∞. We also implicitly
suppose that if x∗ ∈ Ω is a locally optimal solution of the problem (P), then
f(x∗) < +∞.
Let ϕ : X → R+ = [0,+∞) be a given nonnegative function such that
M = {x ∈ X | ϕ(x) = 0}.
Some examples of such functions ϕ are given further in the text. For any λ ≥ 0
define the function
Fλ(x) = f(x) + λϕ(x), ∀x ∈ X,
that is called a (linear) penalty function for the problem (P). Note that for any
x ∈ X the penalty function Fλ is nondecreasing in λ.
Remark 2. To simplify the exposition of the subject, we suppose that the penalty
term ϕ, unlike the objective function f , takes only finite values; however, this
assumption is not restrictive. Indeed, if ϕ(x) = +∞ for some x /∈ Ω, then one
can redefine f and ϕ, so that f(x) = +∞ and ϕ(x) < +∞ for these x /∈ Ω,
without changing optimal solution of the problem (P), and the penalty function.
Alongside the problem (P), we consider the following penalized problem
minFλ(x) subject to x ∈ A.
It is easy to see that if x∗ ∈ Ω is a locally optimal solution of the above problem,
then x∗ is a locally optimal solution of the problem (P). However, the converse
statement is not true in the general case, unless x∗ belongs to the interior intΩ
of the set of feasible points Ω.
Definition 1. Let x∗ be a locally optimal solution of the problem (P). The
penalty function Fλ is said to be (locally)exact (or to have the exact penalty
property) at the point x∗, if there exists λ∗ ≥ 0 such that x∗ is a point of local
minimum of Fλ∗ on the set A.
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From the fact that the penalty function is nondecreasing in λ it follows that
if Fλ is exact at a point x
∗, then for any µ ≥ λ∗ the point x∗ is a local minimizer
of Fµ on A, where λ
∗ ≥ 0 is from the definition of the exact penalty property.
Denote the greatest lower bound of all such λ∗ ≥ 0 by λ∗(x∗, f, ϕ) or simply by
λ∗(x∗), if the functions f and ϕ are fixed. The quantity λ∗(x∗, f, ϕ) is called the
least exact penalty parameter (of the penalty function Fλ) at the point x
∗.
It is obvious that for any λ > λ∗(x∗) the point x∗ is a local minimizer of the
penalty function Fλ on A, and for all λ ∈ [0, λ∗(x∗)) the point x∗ is not a local
minimizer of Fλ on A.
Let us mention here two simple yet useful properties of penalty functions.
For the sake of completeness we provide proofs of these results.
Proposition 2.1. Let the penalty function Fλ be exact at a locally optimal
solution x∗ of the problem (P). Then for any λ0 > λ∗(x∗) there exists a neigh-
bourhood U of x∗ such that
Fλ(x) ≥ Fλ(x
∗) ∀x ∈ U ∩ A ∀λ ≥ λ0,
i.e. the neighbourhood U does not depend on λ ≥ λ0.
Proof. Choose an arbitrary λ0 > λ
∗(x∗). By the definition of the least exact
penalty parameter λ∗(x∗), the point x∗ is a local minimizer of Fλ0 on the set A.
Consequently, there exists a neighbourhood U of x∗ such that Fλ0(x
∗) ≤ Fλ0(x)
for all x ∈ U ∩ A. Then taking into account the facts that Fλ is nondecreasing
in λ, and Fλ(x
∗) = f(x∗) for all λ ≥ 0 one obtains the desired result.
Proposition 2.2. Let x∗ be a locally optimal solution of the problem (P), and
ψ : X → R+ be a function such that M = {x ∈ X | ψ(x) = 0} and ψ ≤ ϕ in a
neighbourhood of x∗. If the penalty function Φλ = f + λψ is exact at x
∗, then
the penalty function Fλ is also exact at this point and
λ∗(x∗, f, ψ) ≥ λ∗(x∗, f, ϕ).
Proof. Let λ0 > λ
∗(x∗, f, ψ) be arbitrary, and U ⊂ X be a neighbourhood
of x∗ such that ψ(x) ≤ ϕ(x) for all x ∈ U . By the definition of λ∗(x∗, f, ψ)
there exists a neighbourhood V ⊂ U of x∗ such that Φλ0(x) ≥ Φλ0(x
∗) for all
x ∈ V ∩A. Then applying the estimate ψ ≤ ϕ, and taking into account the fact
that Φλ0(x
∗) = Fλ0(x
∗) = f(x∗) one obtains that
Fλ0(x) ≥ Φλ0(x) ≥ Fλ0 (x
∗) ∀x ∈ V ∩ A.
Therefore the penalty function Fλ is exact and λ
∗(x∗, f, ϕ) ≤ λ0, which obvi-
ously implies that λ∗(x∗, f, ψ) ≥ λ∗(x∗, f, ϕ).
The proposition above can be reformulated as follows. If the penalty function
Φλ = f + λψ, where ψ is some local lower estimate of the function ϕ, is exact
at a point x∗, then Fλ is also exact at this point, and the least exact penalty
parameter of Fλ at x
∗ is not greater than the least exact penalty parameter of
Φλ at this point.
Remark 3 (Nonsmoothness of Exact Penalty Functions). Let X be a normed
space. Note than if Fλ is exact at a locally optimal solution x
∗ of the problem
(P), then, in the general case, the function ϕ must be nonsmooth at x∗. In other
words, if ϕ is smooth, then Fλ is not exact in the general case.
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Indeed, let ϕ be smooth at x∗, and suppose for the sake of simplicity that
A = X . Observe that x∗ is a point of global minimum of ϕ by virtue of the facts
that ϕ is non-negative, and ϕ(x∗) = 0. Therefore ϕ′(x∗) = 0, where ϕ′(x∗) is a
Gaˆteaux (or Fre´chet) derivative of ϕ at x∗.
The penalty function Fλ is exact at x
∗ or, equivalently, x∗ is a point of local
minimum of Fλ for any sufficiently large λ ≥ 0. Therefore x∗ must satisfy a first
order necessary optimality condition for Fλ for any λ ≥ 0 large enough. Hence,
with the use of the fact that ϕ′(x∗) = 0, and ϕ is smooth (i.e. its derivative
is continuous), one can show that x∗ must also satisfy the same first order
necessary optimality condition for the function f , which is usually not the case
because x∗ is a locally optimal solution of a constrained optimization problem.
Thus, nonsmoothness of ϕ must occur, when x∗ is a locally optimal solution
of the constrained problem (P), while is not a point of unconstrained local
minimum of f , what happens quite often.
2.2 Necessary and Sufficient Condition for Local Exact
Penalization
Let x∗ be a locally optimal solution of the problem (P). Intuitively, for the point
x∗ to be a local minimizer of the penalty function Fλ on A it is necessary that
the rate of increase of the function ϕ outside the set M = {x ∈ X | ϕ(x) = 0}
near x∗ is “greater” than the rate of decrease of the function f outside M near
x∗. In order to clarify this idea we introduce the following quantity. For any
x ∈M set
λ(x, f, ϕ) = lim sup
y→x,y∈A\M
f(x)− f(y)
ϕ(y)− ϕ(x)
.
If x is not a limit point of A \M , then λ(x, f, ϕ) = −∞ by definition. In the
case when f and ϕ are fixed we write λ(x) instead of λ(x, f, ϕ).
The quantity λ(x) characterizes the rate of decrease of the function f on
the set A \ M near a point x ∈ M with respect to the rate of increase of
the function ϕ on A \M near x. The following theorem gives a necessary and
sufficient condition for a penalty function to be locally exact in terms of λ(x).
Theorem 2.3. Let x∗ be a locally optimal solution of the problem (P). For the
penalty function Fλ = f + λϕ to be exact at the point x
∗ it is necessary and
sufficient that λ(x∗) < +∞. Furthermore, if Fλ is exact at the point x∗, then
λ∗(x∗) = max{λ(x∗), 0}.
Proof. It is easy to see that if x∗ is not a limit point of A \M , then Fλ is exact
at x∗ and λ∗(x∗) = 0. Therefore we can suppose that x∗ is a limit point of the
set A \M .
Necessity. Fix λ > λ∗(x∗). By the definition of the least exact penalty pa-
rameter λ∗(x∗) there exists a neighbourhood U of x∗ such that
f(x∗) + λϕ(x∗) = Fλ(x
∗) ≤ Fλ(y) = f(y) + λϕ(y) ∀y ∈ U ∩ A,
which yields
f(x∗)− f(y)
ϕ(y)− ϕ(x∗)
≤ λ ∀y ∈ U ∩ (A \M)
(note that ϕ(x∗) = 0, since x∗ ∈M). Therefore λ(x∗) ≤ λ < +∞, and λ(x∗) ≤
λ∗(x∗).
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Sufficiency. Fix an arbitrary λ > max{0, λ(x∗)}. Then there exists a neigh-
bourhood U of the point x∗ such that
f(x∗)− f(y)
ϕ(y)− ϕ(x∗)
≤ λ ∀x ∈ U ∩ (A \M)
or, equivalently,
f(x∗) + λϕ(x∗) = Fλ(x
∗) ≤ Fλ(y) = f(y) + λϕ(y) ∀y ∈ U ∩ (A \M). (1)
Since x∗ is a locally optimal solution of the problem (P), there exists a neigh-
bourhood V of x∗ such that
f(x∗) ≤ f(y) ∀y ∈ V ∩ Ω = V ∩ (A ∩M). (2)
Define U0 = U ∩ V . The set U0 is a neighbourhood of x∗. Taking into account
(1), (2), and the fact that ϕ(x) = 0 for any x ∈M one gets that Fλ(x∗) ≤ Fλ(y)
for all y ∈ U0 ∩A. Therefore x∗ is a point of local minimum of Fλ on A, and Fλ
is exact at this point.
Note that from the proof of “sufficiency” part of the theorem it follows that
λ∗(x∗) ≤ max{0, λ(x∗)}. Let us show that the equality λ∗(x∗) = max{λ(x∗), 0}
holds true. Indeed, if λ(x∗) ≤ 0, then from the proof of the sufficiency part of
the theorem it follows that for any λ > 0 the point x∗ is a local minimizer of
Fλ on A, which yields the equality λ
∗(x∗) = 0.
Let now λ(x∗) > 0, and fix an arbitrary λ ∈ (0, λ(x∗)). Then by the definition
of limit superior one gets that for any neighbourhood U of x∗ there exists
y ∈ U ∩ (A \M) such that
f(x∗)− f(y)
ϕ(y)− ϕ(x∗)
> λ,
which implies that Fλ(x
∗) > Fλ(y). Hence x
∗ is not a point of local minimum
of Fλ on A, and λ
∗(x∗) ≥ λ for any λ ∈ (0, λ(x∗)). Thus, λ∗(x∗) = λ(x∗), and
the proof is complete.
2.3 Error Bounds and Local Exact Penalization
Theorem 2.3 provides a complete characterization of the exact penalty property
in terms of the quantity λ(x, f, ϕ); however, a direct computation of λ(x, f, ϕ)
is very difficult in nontrivial cases. In this subsection, we discuss a general tech-
nique for obtaining upper estimates of λ(x, f, ϕ) via error bounds, i.e. local
estimates of the functions f and ϕ based on the distance function d(x,Ω). This
technique allows one to obtains many well–known results on exact penalty func-
tions as simple corollaries to Theorem 2.3.
Let (X, d) be a metric space. For any nonempty set C ⊂ X and for all x ∈ X
denote by d(x,C) = infy∈C d(x, y) the distance between x and C. Denote by
B(x, r) = {y ∈ X | d(x, y) ≤ r} the closed ball with centre x and radius r > 0,
and by U(x, r) = {y ∈ X | d(x, y) < r} the open ball with the same centre and
radius.
Theorem 2.4. Let (X, d) be a metric space, and x∗ be a locally optimal solution
of the problem (P). Suppose that there exist r > 0 and functions ω, η : R+ → R+
satisfying the following conditions:
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1. ω(0) = 0, η(0) = 0 and η(t) > 0 for all t > 0;
2. f(y) ≥ f(x∗)− ω(d(y,Ω)) for any y ∈ B(x∗, r) ∩ (A \M);
3. ϕ(x) ≥ η(d(x,Ω)) for any x ∈ B(x∗, r) ∩ A;
4. lim supt→+0
ω(t)
η(t) =: σ < +∞.
Then the penalty function Fλ is exact at x
∗, and λ∗(x∗) ≤ σ.
Proof. From the assumptions of the theorem it follows that for any y ∈
B(x∗, r) ∩ (A \M) such that d(y,Ω) > 0 one has
f(x∗)− f(y)
ϕ(y)− ϕ(x∗)
≤
ω(d(y,Ω))
η(d(y,Ω))
. (3)
On the other hand, if y ∈ B(x∗, r)∩(A\M) and d(y,Ω) = 0, then f(x∗)−f(y) ≤
ω(d(y,Ω)) = ω(0) = 0. Thus,
λ(x∗) = lim sup
y→x∗,y∈A\M
f(x∗)− f(y)
ϕ(y)− ϕ(x∗)
≤ lim sup
y→x∗,y∈A\M
h(y),
where h(y) = ω(d(y,Ω))/η(d(y,Ω)), if d(y,Ω) > 0, and h(y) = 0, otherwise.
Hence, as it is easy, one has
λ(x∗) ≤ lim sup
y→x,y∈A\M
h(y) ≤ lim sup
t→+0
ω(t)
η(t)
= σ.
It remains to apply Theorem 2.3.
Remark 4. (i) Note that assumption 3 in the theorem above is an assumption on
the existence of a local nonlinear error bound for the penalty term ϕ. Therefore
Theorem 2.4 establishes a connection between Theorem 2.3 and many classical
results on exact penalty functions well–known in the literature. In particular, it
allows one to use various results on error bounds [4, 6, 43, 44, 46, 54, 61], metric
regularity and metric subregularity [2, 28, 31, 34], as well as results on subana-
lyticity of functions and sets (see, for instance, [11,35,37,38]) in order to verify
the exactness of linear penalty functions.
(ii) One can obtain a similar result on the local exactness of the penalty function
Fλ under slightly different assumptions. Namely, let, for the sake of simplicity,
A = X , Y be a normed space, F : X → Y be a given mapping, and Ω = M =
{x ∈ X | F (x) = 0}. Then instead of utilizing error bounds one can directly
suppose that in a neighbourhood of a given locally optimal solution x∗ the
following inequalities hold true:
f(x) ≥ f(x∗)− ω(‖F (x)‖), ϕ(x) ≥ η(‖F (x)‖).
With the use of these inequalities one can easily prove the similar estimate
λ∗(x∗) ≤ lim supt→+0 ω(t)/η(t). See [22, 26, 52] for the applications of this ap-
proach to some particular problems.
(iii) It is worth mentioning that the new class of smooth exact penalty func-
tions [26,52] that attracted a lot of attention of researchers recently, and found
applications in various fields of optimization and optimal control [29,33,36], can
be also studied by the methods developed in the present article. In particular,
one can strengthen existing results on the local exactness of penalty functions
from this class with the use of Theorem 2.4.
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Let us show that the theorem above cannot be significantly sharpened. It is
clear that if a locally optimal solution x∗ ∈ Ω of the problem (P) is a point of
local minimum of the function f , then for any nonnegative function ϕ such that
M = {x ∈ X | ϕ(x) = 0} the penalty function Fλ is exact at x∗. Therefore, in
order to prove that the conditions of Theorem 2.4 are nearly optimal one should
study whether the penalty function Fλ is exact at a given point for some classes
of functions f and ϕ.
Proposition 2.5. Let (X, d) be a metric space, Ω be a closed set, and x∗ be a
locally optimal solution of the problem (P). Suppose also that η : R+ → R+ is
a function such that η(t) = 0 iff t = 0. If for any nonnegative function ϕ such
that
1. M = {x ∈ X | ϕ(x) = 0},
2. for some r > 0 one has ϕ(x) ≥ η(d(x,Ω)) for all x ∈ B(x∗, r) ∩ A
the penalty function Fλ = f + λϕ is exact at x
∗, then
f(y) ≥ f(x∗)− Lη(d(y,Ω)) ∀y ∈ B(x∗, r) ∩ (A \M) (4)
for some L > 0 and r > 0.
Proof. Set ϕ(·) = η(d(·,Ω)). From the fact that the penalty function Fλ is exact
at x∗, and Theorem 2.3 it follows that for any L > max{λ(x∗), 0} there exists
r > 0 such that
f(x∗)− f(y)
ϕ(y)− ϕ(x∗)
≤ L ∀y ∈ B(x∗, r) ∩ (A \M),
which implies inequality (4).
Proposition 2.6. Let (X, d) be a metric space, x∗ ∈ Ω, and ω : R+ → R+ be a
given function such that ω(0) = 0. If for any function f : X → R ∪ {+∞} such
that
1. x∗ is a point of local minimum of f on Ω,
2. f(y) ≥ f(x∗)− ω(d(y,Ω)) for all y ∈ B(x∗, r) ∩ (A \M) for some r > 0
the penalty function Fλ = f + λϕ is exact at x
∗, then
ϕ(x) ≥ aω(d(x,Ω)) ∀x ∈ B(x∗, r) ∩ A
for some a > 0 and r > 0.
Proof. Define f(·) = −ω(d(·,Ω)). Then x∗ is a point of global minimum of f
on Ω due to the fact that f(x) = 0 for any x ∈ Ω. Applying the fact that
the penalty function Fλ is exact at x
∗, and Theorem 2.3 one gets that for any
L > max{λ(x∗), 0} there exists r > 0 such that
f(x∗)− f(y)
ϕ(y)− ϕ(x∗)
≤ L ∀y ∈ B(x∗, r) ∩ (A \M).
Consequently,
ϕ(x) ≥
1
L
ω(d(x,Ω)) ∀x ∈ B(x∗, r) ∩ (A \M).
It remains to define a = 1/L, and note that if x ∈ B(x∗, r) ∩ (A ∩M), then
x ∈ Ω and ϕ(x) = 0 = ω(0) = ω(d(x,Ω)).
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In the propositions above the function f is assumed to satisfy the inequality
f(y) ≥ f(x∗)− ω(d(y,Ω)) ∀y ∈ B(x∗, r) ∩ (A \M)
for a nonnegative function ω. Let us show that this inequality follows from some
more widely used conditions, namely Lipschitz and Ho¨lder continuity.
Proposition 2.7. Let (X, d) be a metric space, and x∗ be a locally optimal
solution of the problem (P). Suppose that there exist r > 0, and a continuous
from the right function ω : R+ → R+ such that
f(x)− f(y) ≤ ω(d(x, y)) ∀x ∈ B(x∗, r) ∩Ω ∀y ∈ B(x∗, r) ∩ (A \M).
Then there exists δ > 0 such that
f(y) ≥ f(x∗)− ω(d(y,Ω)) ∀y ∈ B(x∗, δ) ∩ (A \M).
Proof. By the definition of locally optimal solution there exists r0 > 0 such that
f(x) ≥ f(x∗) ∀x ∈ B(x∗, r0) ∩ Ω = B(x
∗, r0) ∩ (M ∩ A).
Denote δ = min{r, r0}/2, and fix an arbitrary y ∈ B(x∗, δ) ∩ (A \ M). By
definition there exists a sequence {xn} ⊂ Ω such that for all n ∈ N
d(y, xn) −−−−→
n→∞
d(y,Ω), d(y, xn) ≤ d(y, x
∗) ≤
r0
2
, d(y, xn) ≥ d(y, xn+1).
(5)
Therefore
d(x∗, xn) ≤ d(x
∗, y) + d(y, xn) ≤
r0
2
+
r0
2
= r0.
Thus, {xn} ⊂ B(x∗, r0) ∩ Ω, which implies that f(x∗) ≤ f(xn) for all n ∈ N.
Hence for any n ∈ N one has
f(x∗)− f(y) = f(x∗)− f(xn) + f(xn)− f(y) ≤ f(xn)− f(y) ≤ ω(d(xn, y)).
Taking into account (5), and passing to the limit as n→∞ one gets the desired
result.
Corollary 2.8. Let (X, d) be a metric space, and x∗ be a locally optimal solution
of the problem (P). Suppose that f is Ho¨lder continuous with exponent α > 0
in a neighbourhood of x∗. Then there exist C > 0 and δ > 0 such that
f(y) ≥ f(x∗)− C(d(y,Ω))α ∀y ∈ B(x∗, δ) ∩ (A \M).
As another simple corollary to Theorem 2.4, and Propositions 2.6 and 2.7
one gets the following result.
Corollary 2.9. Let (X, d) be a metric space, and x∗ be a locally optimal solution
of the problem (P). Then the penalty function Fλ = f + λϕ is exact at x∗ for
any function f that is Ho¨lder continuous with exponent α ∈ (0, 1] near x∗ if and
only if there exist r > 0 and a > 0 such that
ϕ(x) ≥ a(d(x,Ω))α ∀x ∈ B(x∗, r) ∩ A.
Let us mention some other necessary conditions for a penalty function to be
locally exact that can be directly deduced from Theorem 2.3.
9
Proposition 2.10. Let (X, d) be a metric space, x∗ be a locally optimal solution
of the problem (P), and Fλ be exact at x∗. Suppose that there exist r > 0, and
a function ω : R+ → R+ such that
ϕ(x)− ϕ(x∗) ≤ ω(d(x, x∗)) ∀x ∈ B(x∗, r).
Then there exist δ > 0 and L > 0 such that
f(x)− f(x∗) ≥ −Lω(d(x, x∗)) ∀x ∈ B(x∗, δ) ∩ (A \M).
In particular, in the case ω(t) ≡ t one has that the Lipschitz continuity of ϕ
near x∗ implies the calmness from below of f at x∗.
Proposition 2.11. Let (X, d) be a metric space, and x∗ be a locally optimal
solution of the problem (P). Suppose that there exist r > 0, and a function
ω : R+ → R+ such that
f(x) ≤ f(x∗)− ω(d(x, x∗)) ∀x ∈ B(x∗, r) ∩ (A \M).
Then for Fλ to be exact at x
∗ it is necessary that there exist δ > 0 and a > 0
such that
ϕ(x) − ϕ(x∗) ≥ aω(d(x, x∗)) ∀x ∈ B(x∗, δ) ∩ (A \M).
In the end of this subsection, we consider one simple example that illustrates
the main results discussed above.
Example 1. Let X = A = R, and M = Ω = (−∞, 0]. Define
f(x) =
{
−x, if x ≤ 0,
−(x+ 1)2 + 1, if x > 0,
and set ϕ(x) = max{0, x}. Obviously, x∗ = 0 is a point of global minimum of f
on Ω. Note also that both function f and ϕ are locally Lipschitz continuous.
It is clear that ϕ(x) = d(x,Ω), and that for any r > 0 the function f is
Lipschitz continuous on (−r, r) with a Lipschitz constant L = 2(r+1). Therefore
by Proposition 2.7 and Theorem 2.4 the penalty function Fλ is exact at the point
x∗ = 0, and λ(x∗) ≤ 2(r + 1) for any r > 0, which implies λ(x∗) ≤ 2. A direct
computation shows that λ(x∗) = 2. Hence the least exact penalty parameter
λ∗(x∗) at the point x∗ = 0 equals 2.
Note that F2(x) = −x2 for any x ≥ 0. Therefore x∗ = 0 is not a point local
minimum of Fλ with λ = 2.
Remark 5. The example above demonstrates that, in the general case, a locally
optimal solution of the problem (P) is not necessarily a point of local minimum
of the penalty function Fλ on the set A when λ = λ
∗(x∗).
2.4 Problem Calmness and Local Exact Penalization
A different approach to the study of local exactness is based on an analysis
of an optimization problem behaviour under perturbations of constraints. This
approach allows one to avoid any direct usage of error bounds and Lipschitz-like
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behaviour of the objective function and, thus, can be applied to a broader class of
optimization problems than the technique discussed in the previous subsection.
The approach discussed in this subsection was originally proposed by Rock-
afellar and Clarke [9], and later on was developed by many different authors
[7,10,24,56,60] (see also [23,45,53]). Our exposition of the subject is a straight-
forward generalization of the ideas developed in [51], where the optimization
problem calmness under nonlinear perturbations was studied. Note that the re-
sults of this subsection also generalize the concept of lower order calmness that
was studied in [3].
Consider the perturbed family of constrained optimization problems
min f(x) subject to x ∈M(p), x ∈ A, (Pp)
where M : P ⇒ X is a given set–valued mapping, (P, d) is a metric space of
perturbation parameters, and M(p∗) =M for some p∗ ∈ P . Thus, the problem
(Pp) coincides with the problem (P) when p = p
∗. Denote by Ω(p) =M(p)∩A
the set of feasible points of the problem (Pp). Recall that Ω−1 : X → P with
Ω−1(x) = {p ∈ P | x ∈ Ω(p)} for any x ∈ X is the inverse multifunction to Ω.
Definition 2. Let x∗ be a locally optimal solution of the problem (P), and
ω : R+ → R+ be a given function. The problem (Pp∗) is called ω-calm at x∗ if
there exist r > 0, a > 0, and a neighbourhood U of x∗ such that
f(x) ≥ f(x∗)− aω(d(p, p∗)) ∀x ∈ U ∩ Ω(p) ∀p ∈ B(p∗, r).
Utilizing the notion of ω-calmness we can give a sufficient condition for the
penalty function Fλ to be exact at a locally optimal solution of the problem
(P). We use general Theorem 2.3 in order to obtain this result.
Theorem 2.12. Let X be a topological space, x∗ be a locally optimal solution
of the problem (P), ω, η : R+ → R+ be given functions such that η(t) = 0 iff
t = 0, and η is strictly increasing and continuous from the right. Suppose that
1. f is lower semicontinuous (l.s.c.) at x∗;
2. the problem (Pp∗) is ω-calm at x∗;
3. ϕ(x) ≥ η(d(p∗,Ω−1(x))) for any x ∈ V , where V is a neighbourhood of
x∗;
4. lim supt→+0
ω(t)
η(t) =: σ < +∞.
Then the penalty function Fλ is exact at x
∗ and λ∗(x∗) ≤ aσ, where a > 0 is
from the definition of ω-calmness.
Proof. Let us verify that λ(x∗) ≤ aσ. Then applying Theorem 2.3 one gets the
desired result. Let us also note that one can obviously suppose that x∗ is a limit
point of the set A \M .
Fix an arbitrary ε > 0, and choose a net {xγ} ⊂ A\M , γ ∈ Γ, converging to
x∗. By the definition of ω-calmness there exist r > 0, a > 0, and a neighbourhood
U of x∗ such that
f(x) ≥ f(x∗)− aω(d(p, p∗)) ∀x ∈ U ∩ Ω(p) ∀p ∈ B(p∗, r),
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while by the definition of limit superior there exists t0 > 0 such that ω(t)/η(t) <
σ + ε for any t ∈ (0, t0). Define the set
Γ1 =
{
γ ∈ Γ | ϕ(xγ) ≥ min{η(r), η(t0)}
}
,
and denote Γ2 = Γ \ Γ1.
The function f is l.s.c. at x∗. Therefore there exists γ1 ∈ Γ such that
f(xγ) ≥ f(x
∗)− εmin{η(r), η(t0)} ∀γ ≥ γ1.
Hence for any γ ∈ Γ1 such that γ ≥ γ1 (note that there might be no such γ)
one has
f(x∗)− f(xγ)
ϕ(xγ)− ϕ(x∗)
≤
εmin{η(r), η(t0)}
min{η(r), η(t0)}
= ε. (6)
From the fact that the net {xγ}, γ ∈ Γ, converges to x∗ it follows that there
exists γ2 ∈ Γ such that xγ ∈ U∩V for any γ ≥ γ2, where U is from the definition
of ω-calmness, and V is from the third condition of the theorem. Hence for any
γ ∈ Γ2 such that γ ≥ γ2 one has
η
(
d(p∗,Ω−1(xγ))
)
≤ ϕ(xγ) < min{η(r), η(t0)}, (7)
which implies d(p∗,Ω−1(xγ)) < min{r, t0}, since η is strictly increasing.
Fix an arbitrary γ ∈ Γ2 such that γ ≥ γ2, and denote τ = d(p∗,Ω−1(xγ)).
Observe that ϕ(xγ) > 0 and p
∗ /∈ Ω−1(xγ) for any γ ∈ Γ due to the fact that
xγ ∈ A\M by definition. Applying the continuity from the right of the function
η one obtains that there exists ∆τ > 0 such that
η(τ) ≥ η(t)− εϕ(xγ) ∀t ∈ [τ, τ +∆τ).
Hence and from (7) it follows that
η(t) ≤ (1 + ε)ϕ(xγ) ∀t ∈ [τ, τ +∆τ).
Recall that τ = d(p∗,Ω−1(xγ)) < min{r, t0}. Therefore there exists pγ ∈
Ω−1(xγ) such that τ ≤ d(p∗, pγ) < min{r, t0, τ +∆τ}, which yields
η(d(p∗, pγ)) ≤ (1 + ε)ϕ(xγ), d(p
∗, pγ) < min{r, t0} (8)
for any γ ∈ Γ2 such that γ ≥ γ2. As it was noted above, p∗ /∈ Ω−1(xγ). Con-
sequently, d(p∗, pγ) > 0 due to the fact that pγ ∈ Ω−1(xγ). Therefore applying
(8) and ω-calmness of the problem (Pp∗) one gets that for any γ ∈ Γ2 such that
γ ≥ γ2
f(x∗)− f(xγ)
ϕ(xγ)− ϕ(x∗)
≤
a(1 + ε)ω(d(p∗, pγ))
η(d(p∗, pγ))
≤ a(1 + ε)(σ + ε) (9)
by the fact that d(p∗, pγ) < min{r, t0} and the choice of t0.
By the definition of net there exists γ0 ∈ Γ such that γ0 ≥ γ1 and γ0 ≥ γ2.
Taking into account (6) and (9) one gets that for any γ ∈ Γ such that γ ≥ γ0
f(x∗)− f(xγ)
ϕ(xγ)− ϕ(x∗)
≤ max
{
ε, a(1 + ε)(σ + ε)
}
,
which implies
lim sup
γ∈Γ
f(x∗)− f(xγ)
ϕ(xγ)− ϕ(x∗)
≤ aσ.
Hence λ(x∗) ≤ aσ, since the net {xγ} ⊂ A\M , γ ∈ Γ, was chosen arbitrarily.
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Let us show that Theorem 2.12 is, in essence, a parametric counterpart of
Theorem 2.4 in which the direct estimates of the form
ϕ(x) ≥ η(d(x,Ω)), f(x) ≥ f(x∗)− ω(d(x,Ω))
are replaced by the indirect estimates (i.e. the estimates obtained via perturba-
tion)
ϕ(x) ≥ η(d(p∗,Ω−1(x)), f(x) ≥ f(x∗)− ω(d(p∗,Ω−1(x)),
that might exist in a more general case. The theorem below provides an equiv-
alent formulation of the ω-calmness of a perturbed optimization problem, and
contains some existing results (see [3, 7]) as simple particular cases.
Theorem 2.13. Let x∗ be a locally optimal solution of the problem (P), and
ω : R+ → R+ be a strictly increasing and continuous from the right function
such that ω(0) = 0. Suppose also that f is l.s.c. at x∗. Then the problem (Pp∗)
is ω-calm at x∗ if and only if there exists a neighbourhood U of x∗ such that
f(x) ≥ f(x∗)− aω(d(p∗,Ω−1(x))) ∀x ∈ U, (10)
where a > 0 is from the definition of the ω-calmness of the problem (Pp∗) at x∗.
Proof. Let there exist a neighbourhood U of x∗ such (10) holds true. Then for
any p ∈ P and x ∈ U ∩ Ω(p) one has
f(x) ≥ f(x∗)− aω(d(p∗,Ω−1(x))) ≥ f(x∗)− aω(d(p∗, p))
due to the facts that the function ω is strictly increasing, and x ∈ Ω(p) iff
p ∈ Ω−1(x). Thus, the problem (Pp∗) is ω-calm at x
∗ with r = +∞.
Suppose now that the problem (Pp∗) is ω-calm at x∗. Then there exist r > 0,
a > 0, and a neighbourhood U of x∗ such that
f(x) ≥ f(x∗)− aω(d(p, p∗)) ∀x ∈ U ∩ Ω(p) ∀p ∈ B(p∗, r). (11)
Choose a decreasing sequence {εn} such that εn > 0 for any n ∈ N, and εn → 0
as n → ∞. Applying the lower semicontinuity of the function f at x∗ one
obtains that for any n ∈ N there exists a neighbourhood Un of x
∗ such that
f(x) ≥ f(x∗)− εn for all x ∈ Un.
Arguing by reductio ad absurdum, suppose that (10) does not hold true.
Then, in particular, for any n ∈ N there exists xn ∈ Un ∩ U such that
f(xn) < f(x
∗)− aω(d(p∗,Ω−1(xn)) (12)
Note that for all n ∈ N one has f(xn) ≥ f(x∗) − εn by the definition
of Un. Therefore ω(d(p
∗,Ω−1(xn)) < εn/a for any n ∈ N, which implies
that d(p∗,Ω−1(xn)) → 0 as n → ∞ due to the fact that the function ω is
strictly increasing, and ω(0) = 0. Hence for any sufficiently large n one has
d(p∗,Ω−1(xn)) < r/2. Consequently, applying (12) and the continuity from
the right of the function ω one gets that for any n large enough there exists
pn ∈ Ω−1(xn) such that d(p∗,Ω−1(xn)) ≤ d(p∗, pn) < r and
f(xn) < f(x
∗)− aω(d(p∗, pn)),
which contradicts (11) by virtue of the facts that xn ∈ U by construction, and
pn ∈ Ω−1(xn) iff xn ∈ Ω(pn).
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Imposing different assumptions on the penalty term ϕ than in Theorem 2.12
one can prove that the ω-calmness of the problem (Pp∗) is also necessary for the
penalty function to be exact at a locally optimal solution of this problem.
Proposition 2.14. Let X be a topological space, and x∗ be a locally optimal
solution of the problem (P). Suppose that there exist r > 0, a neighbourhood U
of x∗, and a function η : R+ → R+ such that
ϕ(x) ≤ η(d(p, p∗)) ∀x ∈ U ∩ Ω(p) ∀p ∈ B(p∗, r).
If the penalty function Fλ is exact at x
∗, then the problem (Pp∗) is ω-calm at
x∗ for any function ω such that ω(·) ≥ η(·).
Proof. Let Fλ be exact at x
∗. Fix an arbitrary λ > λ∗(x∗). Then there exists a
neighbourhood V of x∗ such that
f(x) + λϕ(x) = Fλ(x) ≥ Fλ(x
∗) = f(x∗) ∀x ∈ V ∩ A.
Therefore
f(x)− f(x∗) ≥ −λϕ(x) ≥ −λη(d(p, p∗)) ∀x ∈ U0 ∩ Ω(p) ∀p ∈ B(p
∗, r),
where U0 = U ∩ V . Thus, the problem (Pp∗) is ω-calm at x∗ for any function ω
such that ω(·) ≥ η(·).
Remark 6. Let f be l.s.c., Y be a normed space, P = Y , and
Ω = {x ∈ X | 0 ∈ Φ(x)}, Ω(p) = {x ∈ X | 0 ∈ Φ(x)− p},
where Φ: X ⇒ Y is a set-valued mapping with closed values (cf. [51], Corol-
lary 3.1). Define ϕ(x) = d(0,Φ(x)) and p∗ = 0. Then Ω−1(x) = Φ(x), and, as it
is easy to verify, one has
ϕ(x) = d(p∗,Ω−1(x)) ∀x ∈ X, ϕ(x) ≤ d(p, p∗) ∀x ∈ Ω(p) ∀p ∈ P.
Therefore by Theorem 2.12 and the proposition above the penalty function Fλ is
exact at a locally optimal solution of the problem (P) if and only if the problem
(Pp∗) is calm (i.e. ω-calm for ω(t) ≡ t) at this point. Roughly speaking, if a
perturbation of a problem is “linear”, then the calmness of this problem at a
given point is equivalent to the exactness of the penalty function at this point.
Remark 7. Note that the problem (P) is equivalent to the problem
min f(x) subject to ϕ(x) ≤ 0, x ∈ A.
Hence one can consider the following perturbation of the initial problem
min f(x) subject to ϕ(x) ≤ p, x ∈ A, (13)
where p ≥ 0 and p∗ = 0. Therefore, as it is easy to see, if f is l.s.c., then the
penalty function Fλ is exact at a locally optimal solution x
∗ of the problem (P)
iff the problem (13) with p = 0 is calm at x∗. Note also that the inequality
constraint ϕ(x) ≤ p can be replaced with the equality constraint ϕ(x) = p for
p ≥ 0.
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3 Global Theory of Exact Penalty Functions
In this section, we study (globally) exact penalty functions. A penalty function
is called (globally) exact if any point of global minimum of this function is also
a globally optimal solution of the initial constrained optimization problem. We
discuss several approaches to the study of global exactness of penalty functions,
and obtain some necessary and sufficient conditions for a penalty function to be
exact under different assumptions on the space X , and the functions f and ϕ.
Throughout this section, we assume that there exists a globally optimal
solution of the problem (P), i.e. that f attains a global minimum on Ω.
3.1 Some Properties of Penalty Functions
In this subsection, we discuss some properties of global minimizers of penalty
functions. Most of these properties are well-known.
For the sake of convenience define a set-valued mapping G : R+ ⇒ A, where
G(λ) = argminx∈A Fλ(x), ∀λ ≥ 0,
i.e. G(λ) is the set of all global minimizers of Fλ on the set A. By definition, if
for some λ ≥ 0 the penalty function Fλ does not attain a global minimum on
the set A, then G(λ) = ∅. Recall that domG = {λ ≥ 0 | G(λ) 6= ∅}.
Proposition 3.1. [14] For any µ > λ ≥ 0 such that µ, λ ∈ domG, and for all
xλ ∈ G(λ), xµ ∈ G(µ) the following hold:
1. f(xµ) ≥ f(xλ) and ϕ(xµ) ≤ ϕ(xλ);
2. if ϕ(xλ) = 0, then ϕ(xµ) = 0, and xλ (as well as xµ) is a globally optimal
solution of the problem (P).
Proposition 3.2. Let µ > λ ≥ 0 be such that µ, λ ∈ domG, and let xλ ∈ G(λ)
and xµ ∈ G(µ). Suppose that Fλ(xλ) = Fµ(xµ). Then for all ν > λ one has
G(ν) := argminx∈A Fν(x) = argminx∈Ω f(x) (14)
or, equivalently, the sets of globally optimal solutions of the problem (P), and
of the problem
minFν(x) subject to x ∈ A
coincide.
Proof. Let us show, at first, that ϕ(xµ) = 0. Indeed, arguing by reductio ad
absurdum, suppose that ϕ(xµ) > 0. Then
Fµ(xµ) = f(xµ) + µϕ(xµ) = Fλ(xµ) + (µ− λ)ϕ(xµ) > Fλ(xµ),
since µ > λ, and ϕ(xµ) > 0. Consequently,
Fµ(xµ) > Fλ(xµ) ≥ Fλ(xλ)
by the definition of xλ, which contradicts the assumptions. Thus, ϕ(xµ) = 0.
Fix an arbitrary ν > λ. Taking into account the fact that ϕ(xµ) = 0 one
obtains that
Fλ(xλ) = Fµ(xµ) = f(xµ) = f
∗ := min
x∈Ω
f(x).
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Applying the fact that Fλ is nondecreasing with respect to λ one gets that
Fλ(xλ) = min
x∈A
Fλ(x) ≤ inf
x∈A
Fν(x) ≤ inf
x∈Ω
Fν(x) = min
x∈Ω
f(x),
which yields
inf
x∈A
Fν(x) = Fλ(xλ) = f
∗.
Consequently, any globally optimal solution of the problem (P) is a point
of global minimum of Fν on the set A or, equivalently, ν ∈ domG and
argminx∈Ω f(x) ⊆ G(ν). On the other hand, if xν ∈ G(ν), then arguing in
the same way as in the case of xµ one can check that ϕ(xν ) = 0, which implies
the desired result.
Corollary 3.3. Suppose that there exists λ > 0 such that
inf
x∈A
Fλ(x) = min
x∈Ω
f(x) =: f∗
(in particular, one can suppose that there exists xλ ∈ G(λ) such that ϕ(xλ) = 0).
Then for any µ > λ one has G(µ) = argminx∈Ω f(x).
Proposition 3.2 and the corollary above motivate us to introduce the defini-
tion of exact penalty function.
Definition 3. The penalty function Fλ = f+λϕ is called exact (for the problem
(P)) if there exists λ0 ≥ 0 such that for any λ > λ0 the set of global minimizers
of Fλ on A coincides with the set of globally optimal solutions of the problem
(P). The greatest lower bound of all such λ0 ≥ 0 is referred to as the least exact
penalty parameter of the penalty function Fλ, and is denoted by λ
∗(f, ϕ).
Remark 8. Note that from Corollary 3.3 it follows that the penalty function Fλ is
exact iff the equality infx∈A Fλ(x) = f
∗ holds true for some λ ≥ 0. Furthermore,
the greatest lower bound of all such λ coincides with λ∗(f, ϕ).
It is easy to verify that the proposition below, that describes another ap-
proach to the definition of exact penalty function, holds true.
Proposition 3.4. Let the penalty function Fλ be exact. Then
λ∗(f, ϕ) = sup
x∈A\Ω
f∗ − f(x)
ϕ(x)
. (15)
Moreover, the penalty function Fλ is exact if and only if the supremum on the
right-hand side of (15) is finite.
Remark 9. Unlike the case of local exactness (cf. Remark 5 above), any globally
optimal solution of the problem (P) is a point of global minimum of the penalty
function Fλ on the set A when λ = λ
∗(f, ϕ). However, in the general case, the
equality (14) holds true only if λ > λ∗(f, ϕ).
Let us also mention here one well-known property of penalty functions that
will be used in the following sections.
Proposition 3.5. Let there exist λ0 ≥ 0 such that for any λ ≥ λ0 the penalty
function Fλ attains a global minimum on the set A, i.e. [λ0,+∞) ⊂ domG.
Then for any selection x(·) of the set–valued mapping G(·) one has
ϕ(x(λ)) → 0 as λ→∞. (16)
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Proof. Arguing by reductio ad absurdum, suppose that (16) does not hold true.
Then there exist a selection x(·) of G(·), m > 0, and an increasing sequence
{λn} such that λn →∞ and ϕ(x(λn)) ≥ m as n→∞. From the first statement
of Proposition 3.1 it follows that f(x(λn)) ≥ f(x(λ1)) for all n ∈ N. Therefore
Fλn(x(λn)) = f(x(λn)) + λnϕ(x(λn)) ≥ f(x(λ1)) + λnm,
which implies that
Fλn(x(λn))→∞ as n→∞, (17)
since λn →∞ as n→∞. On the other hand, for any y ∈ Ω such that f(y) < +∞
one has
Fλn(x(λn)) ≤ Fλn(y) = f(y) < +∞ ∀n ∈ N,
which contradicts (17).
3.2 Necessary and Sufficient Conditions for Exact Penal-
ization: Specific Cases
We start with the convex case. Taking into account the fact that any local
minimum of a convex function is a global one we obtain that in the convex case
the penalty function Fλ is exact iff it is exact at one of globally optimal solutions
of the initial problem.
Proposition 3.6. Let X be a topological vector space, M,A ⊂ X be convex
sets, and the functions f and ϕ be convex on the set A. Then for the penalty
function Fλ to be exact it is necessary and sufficient that there exists a globally
optimal solution x∗ of the problem (P) such that Fλ is exact at x∗. Moreover, if
Fλ is exact, then λ
∗(f, ϕ) = λ∗(x∗) for any globally optimal solution x∗ of the
problem (P).
Remark. In the convex case one can utilize the well-known optimality condition
0 ∈ ∂Fλ(x∗) in order to prove the exactness of the penalty function Fλ. Namely,
it is easy to check that in the convex case the penalty function Fλ is exact iff
there exist a globally optimal solution x∗ of the problem (P) and λ ≥ 0 such
that 0 ∈ ∂Fλ(x∗). Furthermore, the greatest lower bound of all such λ ≥ 0
coincides with the least exact penalty parameter λ∗(f, ϕ). Note also that the
existence of such λ usually follows from the existence of a Lagrange multiplier
corresponding to a globally optimal solution of the problem (P). In particular,
one can verify that the validity of Slater’s condition for the problem
min f(x) subject to gi(x) ≤ 0, i ∈ I = {1, . . . ,m}, x ∈ A, (18)
where the functions f and gi, i ∈ I, and the set A are convex, implies that the
penalty functions
Fλ(x) = f(x)+λ
m∑
i=1
max{0, gi(x)}, Hλ(x) = f(x)+λmax{0, g1(x), . . . , gm(x)}
are exact. Furthermore, in this case one can easily estimate the least exact
penalty parameter λ∗(f, ϕ) via Lagrange multipliers corresponding to optimal
solutions of the problem (18) (cf. [5]). Let us also note that somewhat similar
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results on the exactness of penalty functions can be obtained for some DC
optimization problems with inequality constraints [32].
In the general case, it is clear that if the penalty function Fλ is exact, then
it is exact at every globally optimal solution of the problem (P), and
λ∗(x∗) ≤ λ∗(f, ϕ) ∀x∗ ∈ argminx∈Ω f(x).
This condition becomes sufficient in the case when the set A is compact.
Theorem 3.7. Let X be a topological space, A ⊂ X be a compact set, and let
the functions f and ϕ be l.s.c. on A. Then the penalty function Fλ is exact if
and only if it is exact at every globally optimal solution of the problem (P).
Proof. Suppose that Fλ is exact at every globally optimal solution of the prob-
lem (P). Taking into account the facts that A is compact, and the functions f
and ϕ are l.s.c. one obtains that for any λ ≥ 0 the penalty function Fλ attains
a global minimum on A, i.e. domG = R+.
Choose a selection x(·) of the set-valued mapping G(·). One can consider
x(·) as a net {xλ}, λ ∈ Λ = R+, in A, where xλ = x(λ). The set A is compact.
Therefore there exists a subnet yγ , γ ∈ Γ of the net {xλ} that converges to
some x∗ ∈ A (see, e.g., [30], Theorem 5.2). By Proposition 3.5 the net {ϕ(xλ)},
λ ∈ Λ converges to zero; hence, its subnet {ϕ(yγ)}, γ ∈ Γ also converges to
zero. Thus, taking into account the lower semicontinuity of ϕ on A one gets
that ϕ(x∗) = 0 or, equivalently, x∗ ∈ M , since M = {x ∈ X | ϕ(x) = 0}.
Consequently, x∗ ∈ Ω =M ∩A.
Let us show that x∗ is a globally optimal solution of the problem (P). Indeed,
from the facts that yγ is a point of global minimum of Fλ on A for some λ ≥ 0,
and the function ϕ is nonnegative it follows that f(yγ) ≤ f∗ for any γ ∈ Γ.
Therefore, applying the lower semicontinuity of f on A one gets
f(x∗) ≤ lim f(yγ) ≤ f
∗,
which yields f(x∗) = f∗ by the fact that x∗ ∈ Ω. Thus, x∗ is a globally optimal
solution of the problem (P), and Fλ is exact at x∗.
Fix an arbitrary λ0 > λ
∗(x∗). Then by Proposition 2.1 there exists a neigh-
bourhood U of the point x∗ such that
Fλ(x
∗) ≤ Fλ(x) ∀x ∈ U ∩ A ∀λ ≥ λ0.
From the fact that the net {yγ} converges to x∗ it follows that there exists
γ0 ∈ Γ such that yγ ∈ U for any γ ≥ γ0, γ ∈ Γ. Therefore for any λ ≥ λ0 the
following inequality holds true:
Fλ(x
∗) ≤ Fλ(yγ) ∀γ ≥ γ0.
By the definition of subnet there exists a function h : Γ→ Λ that is monotone,
cofinal (i.e. for any λ ∈ Λ there exists γ ∈ Γ for which h(γ) ≥ λ) and such that
yγ = xh(γ) for all γ ∈ Γ. Hence there exists γ1 ∈ Γ such that h(γ1) ≥ λ0, since
h is cofinal. Let γ∗ be an upper bound of the pair {γ0, γ1}. Then
Fh(γ)(x
∗) ≤ Fh(γ)(yγ) = Fh(γ)(xh(γ)) ∀γ ≥ γ
∗,
which implies that x∗ ∈ Ω is a point of global minimum of the function Fh(γ) for
any γ ≥ γ∗. Consequently, the penalty function Fλ is exact by Corollary 3.3.
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However, if the set A is not compact, then the exactness of the penalty
function Fλ at every globally optimal solution of the problem (P) is not sufficient
for Fλ to be an exact penalty function even in the one-dimensional case.
Example 2. Let X = A = R, and M = Ω = (−∞, 0]. Set f(x) = −x, when
x ≤ 1. Define f(x) = −1/n, when x ∈ ((n− 1)2 + 1, n2], and
f(x) = −
1
n− 1
+
(
1
n− 1
−
1
n
)(
x− (n− 1)2
)
,
when x ∈ ((n − 1)2, (n − 1)2 + 1] for any n ∈ N such that n ≥ 2. Thus, the
function f is constant on the intervals ((n− 1)2 + 1, n2] (namely, f(x) = −1/n
on these intervals), and these “steps” are connected by linear functions in such
a way that f is a continuous piecewise linear function.
Define
ϕ(x) =


0, if x ∈ (−∞, 0],
x, if x ∈ (0, 1],
1/x, if x ∈ [1,+∞).
Note that both functions f and ϕ are Lipschitz continuous on R with a Lipschitz
constant L = 1.
The only globally optimal solution of the problem (P) is the point x∗ = 0.
A direct computation shows that λ(0) = 1. Hence, as it is natural to expect,
the penalty function Fλ is exact at the point 0, and the least exact penalty
parameter at this point equals 1.
Let us compute a global minimum of the function Fλ. Fix λ = k ∈ N with
k ≥ 2. At first, note that f(x) = −ϕ(x) for all x ∈ [0, 1], while f(x) ≥ −1 and
ϕ(x) ≥ 1/2 for any x ∈ [1, 2], which implies
Fk(x) ≥ F2(x) ≥ 0 ∀x ≤ 2. (19)
Observe that f(x) ≥ −1/n for any x ∈ [(n− 1)2 + 1, n2 + 1] and n ≥ 2, and
1
n
≤
k
x
∀x ∈ [(n− 1)2 + 1, n2 + 1] ∀n ∈ {2, . . . , k − 1}.
Therefore for any n ∈ {2, . . . , k − 1} one has
Fk(x) = f(x) +
k
x
≥ −
1
n
+
k
x
≥ 0 ∀x ∈ [(n− 1)2 + 1, n2 + 1]. (20)
On the other hand, if x ∈ [(k − 1)2 + 1, k2], then
Fk(x) = −
1
k
+
k
x
≥ −
1
k
+
k
k2
= 0. (21)
Combining (19)–(21) one obtains that
Fk(x) = f(x) + kϕ(x) ≥ 0 ∀x ∈ (−∞, k
2].
It is easy to check that for any n ∈ N, n > k ≥ 2 one has
(Fk)
′(x) = f ′(x) + kϕ′(x) =
1
n(n− 1)
−
k
x2
> 0 ∀x ∈
(
(n− 1)2, (n− 1)2 + 1
)
,
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and (Fk)
′(x) = −k/x2 < 0 for all x ∈ ((n− 1)2 + 1, n2). Hence the function Fk
strictly increases on ((n−1)2, (n−1)2+1), and strictly decreases on the segment
((n−1)2+1, n2), when n > k. Therefore the penalty function Fk attains a global
minimum on the segment [(n− 1)2, n2] at one of the endpoints of this segment
for any n > k. Consequently, taking into account the fact that
Fk(n
2) = −
1
n
+
k
n2
=
k − n
n2
, min
n∈N
k − n
n2
= −
1
2k
+
k
(2k)2
= −
1
4k
< 0,
one obtains that the penalty function Fk has the unique point of global minimum
xk = 4k
2, if k ≥ 2. Thus, Fλ is not an exact penalty function.
Note that in this example xk →∞ as k→∞, i.e. a point of global minimum
of Fλ tends to infinity as λ→∞ or, in other words, there is no bounded selection
of the set–valued mapping G(·).
Remark 10. The example above disproves Theorem 3.4.2 from [14].
3.3 Non-degeneracy of a Penalty Function
Example 2 motivates us to give the definition of a non-degenerate penalty func-
tion.
Definition 4. Let X be a normed space. The penalty function Fλ = f + λϕ is
said to be non-degenerate, if there exists λ0 ≥ 0 such that for any λ ≥ λ0 the
penalty function Fλ attains a global minimum on the set A, and there exists a
selection x(·) of the set-valued mapping G(·) such that the set {x(λ) | λ ≥ λ0}
is bounded.
Roughly speaking, the non-degeneracy condition means that for any suffi-
ciently large λ ≥ 0 the penalty function Fλ attains a global minimum on the set
A, and its global minimizers on A do not escape to infinity as λ→ +∞.
Remark 11. The definition of non-degeneracy can be easily transformed to the
case when X is a topological vector space or a metric space. In the latter case,
one must assume that the set {x(λ) | λ ≥ λ0} has finite diameter. One can refor-
mulate main results about the non-degeneracy of a penalty function discussed
below to these more general cases.
It is obvious that if the set A is bounded, and Fλ attains a global minimum
on A for all sufficiently large λ ≥ 0, then Fλ is non-degenerate. Let us describe
some other simple sufficient conditions for non-degeneracy in the case when the
set A is unbounded. These conditions are based either on a nonlocal error bound
for the penalty term ϕ or on the boundedness of some sublevel sets.
Proposition 3.8. Let X be a normed space, and let there exist λ0 ≥ 0 such
that for any λ ≥ λ0 the penalty function Fλ attains a global minimum on the
set A. Suppose that the set Ω is bounded and there exist δ > 0, and a strictly
increasing function η : R+ → R+ such that η(0) = 0 and
ϕ(x) ≥ η(d(x,Ω)) ∀x ∈ Ωδ = {x ∈ A | ϕ(x) < δ}.
Then Fλ is non-degenerate.
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Proof. By virtue of Proposition 3.5, for any selection x(·) of the set-valued
mapping G(·), one has ϕ(x(λ)) → 0 as λ→∞. Hence there exists λ1 ≥ λ0 such
that
η(d(x(λ),Ω)) ≤ ϕ(x(λ)) < min{δ, η(1)} ∀λ ≥ λ1.
Consequently, d(x(λ),Ω) < 1 for all λ > λ1 by virtue of the fact that η is a
strictly increasing function. Therefore taking into account the boundedness of
Ω one obtains that
‖x(λ)‖ ≤ sup
x∈Ω
‖x‖+ 1 < +∞ ∀λ ≥ λ1.
Thus, Fλ is non-degenerate.
Recall that a function g : X → R ∪ {+∞} defined on a normed space X is
called coercive with respect to the set A, if g(x) → ∞ as ‖x‖ → ∞ such that
x ∈ A. It is easy to check that the following proposition holds true.
Proposition 3.9. Let X be a normed space, and let there exist λ0 ≥ 0 such
that for any λ ≥ λ0 the penalty function Fλ attains a global minimum on the
set A. Suppose that one of the following conditions is satisfied:
1. the set {x ∈ A | Fµ(x) < f
∗} is bounded for some µ ≥ 0;
2. the set Ωδ = {x ∈ A | ϕ(x) < δ} is bounded for some δ > 0
(in particular, one can suppose that one of the functions f , ϕ or Fµ for some
µ > 0 is coercive with respect to the set A). Then Fλ is non-degenerate.
3.4 Exact Penalization in the Finite Dimensional Case
In the finite dimensional case, the non-degeneracy of the penalty function along
with the exactness of Fλ at every globally optimal solution of the initial problem
is necessary and sufficient for Fλ to be exact. The proof of this results, in essence,
repeats the proof of Theorem 3.7.
Theorem 3.10. Let X be a finite dimensional normed space, A ⊂ X be a closed
set, and let the functions f and ϕ be l.s.c. on A. Then the penalty function Fλ
is exact if and only if the following two conditions are satisfied:
1. Fλ is non-degenerate;
2. Fλ is exact at every globally optimal solution x
∗ of the problem (P).
Proof. Necessity. From the definition of global exactness it is obviously follows
that the penalty function Fλ is exact at every globally optimal solution x
∗ of
the problem (P).
Fix a selection x(·) of G(·), and a globally optimal solution x∗ of the problem
(P). From the exactness of the penalty function it follows that for any λ ≥
λ∗(f, ϕ) the point x∗ is a global minimizer of Fλ on A. Define
x0(λ) =
{
x(λ), if λ ∈ [0, λ∗(f, ϕ)) ∩ domG,
x∗, if λ ≥ λ∗(f, ϕ).
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Then x0(·) is a selection of G(·), and the set {x0(λ) | λ ≥ λ0} with λ0 = λ∗(f, ϕ)
is bounded. Hence Fλ is non-degenerate.
Sufficiency. By the definition of non-degeneracy there exist λ0 ≥ 0 and a
selection x(·) of the set-valued mapping G(·) such that the set {x(λ) | λ ≥ λ0} is
bounded. Choose an increasing sequence {λn} such that λn →∞ as n→∞ and
λn ≥ λ0 for all n. The corresponding sequence of global minimizers {x(λn)} ⊂
A is bounded. Then by virtue of the fact that the normed space X is finite
dimensional there exists a subsequence of the sequence {x(λn)} converging to
some x∗. Without loss of generality one can suppose that the sequence {x(λn)}
itself converges to x∗. Moreover, x∗ ∈ A due to the fact that the set A is closed.
By Proposition 3.5 one has ϕ(x(λn)) → 0 as n → ∞. Therefore ϕ(x
∗) = 0,
since ϕ is l.s.c.. Hence x∗ ∈M , which implies x∗ ∈ Ω =M ∩ A.
Let us check that x∗ is a globally optimal solution of the problem (P). Indeed,
from the facts that x(λn) is a point of global minimum of Fλn on A, and the
function ϕ is nonnegative it follows that f(x(λn)) ≤ f∗ for all n ∈ N. Therefore
taking into account the fact that f is l.s.c. one gets that
f(x∗) ≤ lim
n→∞
f(x(λn)) ≤ f
∗.
Hence x∗ is a globally optimal solution of the problem (P). Consequently, Fλ is
exact at x∗.
Fix an arbitrary µ > λ∗(x∗). Then by Proposition 2.1 there exists r > 0
such that for any λ ≥ µ one has
Fλ(x
∗) ≤ Fλ(x) ∀x ∈ B(x
∗, r) ∩ A.
Applying the fact that the sequence {x(λn)} converges to x∗ one gets that there
exists n0 ∈ N such that x(λn) ∈ B(x∗, r) for any n ≥ n0. Therefore
Fλ(x
∗) ≤ Fλ(x(λn)) ∀n ≥ n0 ∀λ ≥ µ.
Since λn →∞ as n→∞, there exists n1 ∈ N such that for any n ≥ n1 one has
λn ≥ µ. Hence
Fλn(x
∗) ≤ Fλn(x(λn)) ∀n ≥ max{n0, n1},
which implies that x∗ ∈ Ω is a point of global minimum of the penalty function
Fλn for any sufficiently large n. Consequently, Fλ is an exact penalty function
by Corollary 3.3.
Remark 12. One can verify that the theorem above holds true in the case when
X is a Montel space or a metric space such that any subset K of X having finite
diameter is relatively compact. Moreover, one can easily extend the previous
theorem to the general case when X is a topological space. Namely, one must
replace the non-degeneracy assumption of the theorem with the assumptions
that there exists λ0 ≥ 0 such that Fλ attains a global minimum on A for any
λ ≥ λ0, and there exists a selection x(·) of the multifunction G(·) such that the
set {x(λ) | λ ≥ λ0} is relatively compact. However, this result is of theoretical
value only, since, unlike the non-degeneracy condition in the finite dimensional
case, the assumption that the set {x(λ) | λ ≥ λ0} is relatively compact is
extremely hard to verify.
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3.5 Exact Penalization in Normed Spaces
Our aim, now, is to show that Theorem 3.10 holds true only in the finite di-
mensional case, and to understand additional assumptions that must be made
in order to obtain a similar result in the case when X is an infinite dimensional
normed space.
Recall that ℓ2 is a linear space of all sequences x = {xn}n∈N ⊂ R such that∑∞
n=1 |xn|
2 < +∞ endowed with the norm
‖x‖ =
( ∞∑
n=1
|xn|
2
) 1
2
.
In the examples below, X = A = ℓ2.
Example 3. Let Ω = {0}. Set
ϕ(x) =
∞∑
n=1
1
n2
|xn| ∀x ∈ ℓ2.
The function ϕ is non-negative, continuous, positively homogeneous, convex and
such that ϕ(x) = 0 iff x = 0.
For any n ∈ N define a function sn : ℓ2 → R such that sn(x) = min{xn, 2},
if xn ≥ 1, and sn(x) = 0 otherwise. It is easy to see that sn is upper semicon-
tinuous. Define
f(x) = min
n∈N
(
−
1
n
sn(x)
)
(the minimum on the right-hand side is attained, since for any x ∈ ℓ2 there
exists n0 ∈ N such that sn(x) = 0 for all n ≥ n0). One can verify that f is l.s.c.
on ℓ2. Note that f(x) = 0 for all x in the open ball U(0, 1). Hence, obviously,
λ(0) = 0, and the penalty function Fλ is exact at the origin.
Fix an arbitrary m ∈ N. Observe that for any λ ∈ [m− 1,m) and x ∈ ℓ2 one
has
−
1
n
sn(x) +
λ
n2
|xn| ≥ 0 ∀n < m,
and (
λ
n2
−
1
n
)
< 0, −
1
n
sn(x) +
λ
n2
|xn| ≥
(
λ
n2
−
1
n
)
2 ∀n ≥ m.
Moreover, the latter inequality turns into an equality for any x ∈ ℓ2 such that
xn = 2. Therefore
inf
x∈ℓ2
Fλ(x) = min
n∈N
min
x∈ℓ2
(
−
1
n
sn(x) + λϕ(x)
)
= min
n∈N
(
2λ
n2
−
2
n
)
< 0 ∀λ > 0,
and the infimum on the left-hand side is attained at a point xλ, where (xλ)n = 2,
(xλ)n = 0, if n 6= n, and n ∈ N is such that
min
n∈N
(
2λ
n2
−
2
n
)
=
2λ
n2
−
2
n
.
Note that ‖xλ‖ = 2. Thus, Fλ is non-degenerate, but it is not an exact penalty
function.
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In the previous example, one has d(xλ,Ω) = 2 for all xλ ∈ G(λ) and for
any λ > 0. This example motivates us to give the following definition of strong
non-degeneracy.
Definition 5. Let X be a normed space. The penalty function Fλ is referred
to as strongly non-degenerate, if there exists a selection x(·) of the mapping
G(·) such that the set {x(λ) | λ ≥ λ0} is bounded for some λ0 ≥ 0, and
lim infλ→∞ d(x(λ),Ω) = 0.
As the following example shows, even the strong non-degeneracy of the penal-
ty function Fλ along with its exactness at every globally optimal solution of the
initial problem is not sufficient for Fλ to be exact.
Example 4. Let Ω = B(0, 1), and
ϕ(x) = max{‖x‖ − 1, 0}.
Note that ϕ is a continuous convex function and ϕ(x) = d(x,Ω).
For any n ∈ N define sn(x) = min{0,max{−n(xn − 1),−1/n}}. It is clear
that sn is Lipschitz continuous on ℓ2. Note also that sn(x) = 0 iff xn ≤ 1. Set
f(x) = min
n∈N
sn(x) ∀x ∈ ℓ2.
It is easy to verify that the function f is locally Lipschitz continuous.
For all x ∈ Ω one has f(x) = 0. Thus, every x ∈ Ω is a point of global
minimum of f on Ω. If x ∈ Ω and xn < 1 for all n ∈ N, then f(·) = 0 in
a sufficiently small neighbourhood of x. Hence, for any such x ∈ Ω one has
λ(x) = 0. On the other hand, if x ∈ Ω and for some n ∈ N one has xn = 1, then
xm = 0 for any m 6= n and f(·) = sn(·) in a neighbourhood of x. Therefore,
as it is easy to check, λ(x) = n for any such x ∈ Ω. Thus, the penalty function
Fλ = f + λϕ is exact at every globally optimal solution of the problem (P).
Let us find a global minimum of Fλ. For any n ∈ N and λ ∈ (0, n) one has
min
x∈ℓ2
(sn(x) + λϕ(x)) = −
1
n
+
λ
n2
,
and the minimum on the left-hand side is attained at the unique point x(n),
where x
(n)
n = 1 + 1/n2 and x
(n)
m = 0 for any m 6= n. Note also that sn(x) +
λϕ(x) ≥ 0 for any x ∈ ℓ2, if λ ≥ n. Consequently, for any λ > 0 one has
min
x∈ℓ2
Fλ(x) = min
n∈N
min
x∈ℓ2
(sn(x) + λϕ(x)) = min
n∈N,n≥λ
(
−
1
n
+
λ
n2
)
< 0,
and the minimum on the left-hand side is attained at the point xλ = x
(n) for
some n ∈ N with n ≥ λ. Hence for any λ ≥ 0 there exists x(λ) ∈ G(λ) such that
‖x(λ)‖ ≤ 1 +
1
λ2
, d(x(λ),Ω) ≤
1
λ2
∀λ > 0.
Thus, Fλ is strongly non-degenerate, but it is not exact.
In the previous example one has supx∗∈Ω λ(x
∗) = +∞, i.e. the least exact
penalty parameters at globally optimal solutions of the problem (P) are un-
bounded from above. However, the boundedness from above of “local” exact
penalty parameters is also insufficient for the exactness of a penalty function.
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Example 5. Let Ω and ϕ be as in the previous example. For any n ∈ N and
x ∈ ℓ2 define
sn(x) =
{
max{0, (2xn − 1)/n}, if xn ≤ 1,
max{−n(xn − 1) + 1/n,−1/n}, if xn ≥ 1
Note that sn is Lipschitz continuous on ℓ2, sn(x) = 1/n, if xn = 1, and sn(x) = 0
for any x ∈ ℓ2 such that xn ≤ 1/2. Set
f(x) = min
n∈N
sn(x) ∀x ∈ ℓ2.
One can verify that f is locally Lipschitz continuous.
It is easy to check that x∗ ∈ Ω is a point of global minimum of f on Ω iff
x∗n ≤ 1/2 for any n ∈ N. Moreover, for any such x
∗ one has λ(x∗) = 0, since x∗
is also a point of local minimum of the function f . Thus, the least exact penalty
parameters at globally optimal solutions of the problem (P) are bounded from
above
Arguing in the same way as in Example 4 one can easily show that
min
x∈ℓ2
Fλ(x) = min
n∈N,n≥2λ
(
−
1
n
+
2λ
n2
)
< 0,
and the minimum on the left-hand side is attained at the point xλ, where
(xλ)n = 1 + 2/n
2, (xλ)m = 0, if m 6= n for some n ∈ N with n ≥ 2λ. Thus, Fλ
is strongly non-degenerate, but not exact.
Note that in this example, the function f is not Lipschitz continuous in a
neighbourhood of the set Ω of the form {x ∈ ℓ2 | d(x,Ω) < r} for any r > 0.
Remark 13. Combining the ideas of Examples 3–5 one can give an example of
the penalty function that is not exact due to the fact that the uniform lower
estimate ϕ(x) ≥ ad(x,Ω) in a neighbourhood of Ω does not hold true for any
a > 0.
The examples discussed above allow us to formulate necessary and sufficient
conditions for a penalty function to be exact in the case when X is an infinite
dimensional normed space.
Theorem 3.11. Let X be a normed space. Then the penalty function Fλ is
exact if and only if the following two conditions are satisfied:
1. Fλ is strongly non-degenerate;
2. for any R > 0 there exist λ∗ ≥ 0 and r > 0 such that
f∗ − f(y)
ϕ(y)
≤ λ∗ ∀y ∈
{
x ∈ (A ∩B(0, R)) \ Ω
∣∣ d(x,Ω) < r},
where, as above, f∗ = infx∈Ω f(x).
Proof. Necessity. Suppose that Fλ is an exact penalty function. Then by Propo-
sition 3.4 one has
f∗ − f(y)
ϕ(y)
≤ λ∗(f, ϕ) ∀y ∈ A \ Ω.
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Hence condition 2 is satisfied. The fact that the first condition holds true follows
directly from the definition of exact penalty function.
Sufficiency. Let x(·) be a selection of the mapping G(·) such that the set
{x(λ) | λ ≥ λ0} is bounded for some λ0 ≥ 0, and lim infλ→∞ d(x(λ),Ω) = 0
that exists due to the strong non-degeneracy of Fλ. Then there exist R > 0 and
an increasing unbounded sequence {λn} such that
d(x(λn),Ω) −−−−→
n→∞
0, x(λn) ∈ A ∩B(0, R) ∀n ∈ N.
From condition 2 it follows that there exist λ∗ ≥ 0 and r > 0 such that for any
λ ≥ λ∗ one has
f(x∗) = Fλ(x
∗) ≤ Fλ(y) ∀y ∈
{
x ∈ (A ∩B(0, R)) \ Ω
∣∣ d(x,Ω) < r},
where x∗ is a globally optimal solution of the problem (P). Consequently, for
sufficiently large n ∈ N one has
Fλn(x
∗) ≤ Fλn(x(λn)).
Taking into account the fact that x(λn) is a point of global minimum of Fλn on
A one gets that x∗ ∈ Ω is a point of global minimum of Fλn on A for n large
enough. It remains to apply corollary 3.3.
One can use a similar technique to the one proposed in subsection 2.3 in order
to simplify verification of condition 2 in Theorem 3.11. Namely, this technique
utilizes a nonlocal error bound for the penalty term ϕ.
Proposition 3.12. Let X be a normed space. Suppose that for any R > 0 there
exist r > 0, and functions ω, η : R+ → R+ such that
1. ω(0) = 0, η(0) = 0 and η(t) > 0 for any t > 0;
2. f(y) ≥ f∗−ω(d(y,Ω)) for any y ∈ (A∩B(0, R))\Ω such that d(x,Ω) < r;
3. ϕ(x) ≥ η(d(x,Ω)) for any x ∈ A ∩B(0, R) such that d(x,Ω) < r;
4. lim supt→+0
ω(t)
η(t) =: σ < +∞.
Then for any R > 0 and ε > 0 there exists λ∗ < σ + ε and r > 0 such that
f∗ − f(y)
ϕ(y)
≤ λ∗ ∀y ∈
{
x ∈ (A ∩B(0, R)) \ Ω
∣∣ d(x,Ω) < r}.
Proposition 3.13. Let X be a normed space. Suppose that for any bounded set
C ⊂ X there exists a continuous function ω : R+ → R+ such that
|f(x)− f(y)| < ω(‖x− y‖) ∀x, y ∈ C (22)
Then for any R > 0 and r > 0 there exists a function ω : R+ → R+ such that
f(y) ≥ f∗ − ω(d(y,Ω)) ∀y ∈ {z ∈ B(0, R) \ Ω | d(z,Ω) < r}.
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Proof. Fix arbitrary R > 0 and r > 0, and denote U = {z ∈ B(0, R) \ Ω |
d(z,Ω) < r}. Suppose that the set U is not empty. Define the bounded set
C = {z ∈ X | d(z, U) ≤ r}. By the assumption of the proposition, there exists
a continuous function ω : R+ → R+ such that (22) holds true.
Choose an arbitrary y ∈ U . Then d(y,Ω) < r. By definition there exists a
sequence {xn} ⊂ Ω such that ‖y − xn‖ → d(y,Ω) as n → ∞ and ‖y − xn‖ ≤ r
for any n ∈ N. Therefore {xn} ⊂ C.
From the fact that {xn} ⊂ Ω it follows that f(xn) ≥ f∗ for any n ∈ N.
Hence taking into account condition (22) one gets that for any n ∈ N
f∗ − f(y) = f∗ − f(xn) + f(xn)− f(y) ≤ f(xn)− f(y) ≤ ω(‖xn − y‖).
Passing to the limit as n → ∞, and applying the continuity of the function ω
one obtains the desired result.
Let us mention one simple sufficient condition for Fλ to be strongly non-
degenerate that also relies on a nonlocal error bound for the function ϕ.
Proposition 3.14. Let X be a normed space, and the penalty function Fλ be
non-degenerate. Suppose that for any R > 0 there exist δ > 0 and a strictly
increasing function η : R+ → R+ such that η(0) = 0 and
ϕ(x) ≥ η(d(x,Ω)) ∀x ∈
{
y ∈ A ∩B(0, R) | ϕ(x) < δ
}
. (23)
Then Fλ is strongly non-degenerate.
Proof. By the definition of non-degeneracy there exists a selection x(·) of the
set-valued mapping G(·) such that the set {x(λ) | λ ≥ λ0} is bounded for
sufficiently large λ0 ≥ 0, which means that one can choose R > 0 such that
‖x(λ)‖ ≤ R for any λ ≥ λ0. Hence by the assumption of the proposition there
exist δ > 0, and a strictly increasing function η : R+ → R+ depending on the
chosen R > 0 and satisfying (23).
Applying Proposition 3.5 one gets that ϕ(x(λ)) → 0 as λ → ∞, and there
exists λ1 ≥ 0 such that ϕ(x(λ)) < δ for any λ ≥ λ1. Therefore taking into
account (23) one has
η(d(x(λ),Ω)) ≤ ϕ(x(λ)) ∀λ ≥ max{λ0, λ1}.
Hence η(d(x(λ),Ω)) → 0 as λ → ∞. Taking into account the facts that η is
strictly increasing and η(0) = 0 it is easy to check that d(x(λ),Ω) → 0 as
λ→∞. Thus, Fλ is strongly non-degenerate.
3.6 Necessary and Sufficient Conditions for Exact Penal-
ization: General Case
Theorem 3.11 gives necessary and sufficient conditions for the penalty function
Fλ to be exact in the case when X is a normed space. However, the assumptions
of this theorem are hard to verify. In this subsection, we discuss some other
general necessary and sufficient conditions for the penalty function Fλ to be
exact that do not rely on the (strong) non-degeneracy of Fλ.
Suppose that there exists λ0 ≥ 0 such that for any λ ≥ λ0 the penalty
function Fλ attains a global minimum on the set A. Then by Proposition 3.5 for
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any selection x(·) of the mapping G(·) one has ϕ(x(λ)) → 0 as λ → ∞. Hence
for any δ > 0 one gets that ϕ(x(λ)) < δ for any sufficiently large λ. Therefore,
for the penalty function Fλ to be exact it is necessary and sufficient that Fλ is
an exact penalty function for the problem
min f(x) subject to x ∈M, x ∈ Ωδ
for some δ > 0, i.e. the set A can be replaced by the “smaller” set Ωδ. Here
Ωδ = {x ∈ A | ϕ(x) < δ}. However, this result can be significantly sharpened,
since one can replace the assumption that Fλ attains a global minimum with
the assumption that Fλ is merely bounded below. In order to give a convenient
formulation of this result we need an auxiliary definition of exactness of a penalty
function on a set.
Definition 6. Let C ⊂ A be a nonempty set. The penalty function Fλ is said
to be exact on the set C, if there exists λ∗ ≥ 0 such that for any λ ≥ λ∗ one
has Fλ(x) ≥ f∗ for any x ∈ C. The greatest lower bound of all such λ∗ is called
the least exact penalty parameter of Fλ on C, and is denoted by λ
∗(C, f, ϕ) or
simply by λ∗(C), if f and ϕ are fixed.
Remark 14. It is easy to check that if Fλ is exact on a set C ⊂ A, then
λ∗(C) = sup
y∈C\Ω
f∗ − f(y)
ϕ(y)
< +∞.
Furthermore, the penalty function Fλ is exact on the set C iff the supremum on
the right-hand side is finite. Note also that λ∗(A) = λ∗(f, ϕ).
Lemma 3.15 (on exactness of a penalty function). Let X be a topological space.
The penalty function Fλ is exact if and only if the following two conditions are
satisfied:
1. Fµ is bounded below on A for some µ ≥ 0;
2. the penalty function Fλ is exact on Ωδ for some δ > 0.
Moreover, one has
λ∗(f, ϕ) ≤ max
{
λ∗(Ωδ), µ+
f∗ − c
δ
}
, (24)
where c = infx∈A Fµ(x).
Proof. Let us prove the “only if” part of the theorem. The validity of the “if”
part follows directly from definitions.
Note that c = infx∈A Fµ(x) > −∞ due to the fact that Fµ is bounded below
on A. Consequently, for any x ∈ A \ Ωδ one has
Fλ(x) = Fµ(x) + (λ− µ)ϕ(x) ≥ c+ (λ− µ)δ ≥ f
∗ ∀λ ≥ ν,
where ν = µ+ (f∗ − c)/δ. Observe that from the fact that the penalty function
Fλ is exact on Ωδ it follows that
Fλ(x) ≥ f
∗ ∀λ ≥ λ∗(Ωδ) ∀x ∈ Ωδ.
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Therefore for any x ∈ A \ Ω one has
Fλ(x) ≥ f
∗ ∀λ ≥ max
{
λ∗(Ωδ), µ+
f∗ − c
δ
}
,
which implies that Fλ is an exact penalty function, and the inequality (24) holds
true.
One can easily obtain sufficient conditions for Fλ to be exact on Ωδ similar
to the ones stated in Proposition 3.12.
Proposition 3.16. Let (X, d) be a metric space. Suppose that there exist δ > 0
and functions ω, η : R+ → R+ such that
1. ω(0) = 0, η(0) = 0 and η(t) > 0 for any t > 0;
2. f(x) ≥ f∗ − ω(d(x,Ω)) for any x ∈ Ωδ \ Ω;
3. ϕ(x) ≥ η(d(x,Ω)) for any x ∈ Ωδ;
4. sup{ω(t)/η(t) | t ∈ R+, η(t) < δ} =: σ < +∞.
Then Fλ is exact on Ωδ and λ
∗(Ωδ) ≤ σ.
Remark 15. (i) Note that the above proposition along with the lemma on the
exactness of a penalty function significantly sharpens some results on exact
penalization from [14] (in particular, Theorem 3.4.1), since it allows one to
avoid any assumptions on the existence of a point of global minimum of the
penalty function.
(ii) If X is a normed space and the set {x ∈ A | Fµ(x) < f
∗} is bounded for some
µ ≥ 0, then the assumption that Fλ is exact on Ωδ for some δ > 0 in the lemma
on exactness of a penalty function can be replaced by the weaker assumption
that for any R > 0 the penalty function Fλ is exact on the set Ωδ ∩ B(0, R).
Moreover, one can also modify the previous proposition accordingly in order to
obtain simple sufficient condition for Fλ to be exact on Ωδ ∩ B(0, R) for any
R > 0.
As an important corollary to the lemma on exactness of a penalty function,
one can obtain necessary and sufficient conditions for exact penalization in the
finite dimensional case different from the ones stated in Theorem 3.10. The main
difference of these conditions is that one does not suppose that the penalty
function Fλ attains a global minimum for sufficiently large λ ≥ 0, which makes
it easier to verify these conditions.
Theorem 3.17. Let X be a finite dimensional normed space, A be a closed set,
ϕ be l.s.c. on A, and f be l.s.c. on Ω. Suppose also that one of the following
conditions is satisfied:
1. the set {x ∈ A | Fµ(x) < f∗} is bounded for some µ ≥ 0;
2. the set Ωδ is bounded for some δ > 0.
Then for the penalty function Fλ to be exact it is necessary and sufficient that
Fλ is exact at every globally optimal solution of the problem (P), and Fλ0 is
bounded below on A for some λ0 ≥ 0.
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Proof. Necessity. The validity of the assertion follows directly from definitions.
Sufficiency. Let us show that Fλ is exact on Ωδ for sufficiently small δ > 0.
Then by the lemma on exactness of a penalty function one concludes that Fλ is
exact.
It is easy to check that if the set Ωδ is bounded for some δ > 0, and Fλ0
is bounded below on A, then the set {x ∈ A | Fµ(x) < f∗} is bounded for
sufficiently large µ ≥ 0. Thus, one can suppose that condition 1 holds true.
Therefore there exists R > 0 such that for any λ ≥ µ one has
Fλ(x) ≥ f
∗ ∀x ∈ X : ‖x‖ > R, (25)
i.e. the penalty function Fλ is exact outside the ball B(0, R).
Denote by Ω∗ the set of all points of global minimum of f on Ω that belong
to B(0, R). Observe that Ω is closed by virtue of the facts that ϕ is non-negative
and l.s.c. on A, Ω = {x ∈ A | ϕ(x) = 0}, and A is closed. Hence applying the
lower semicontinuity of f on Ω, and the fact that Ω∗ ⊂ Ω ∩ B(0, R) one gets
that Ω∗ is a compact set (recall that X is a finite dimensional normed space).
Let us show that there exist ν ≥ 0 and r0 > 0 such that
Fλ(x) ≥ f
∗ ∀x ∈
⋃
x∗∈Ω∗
(
U(x∗, r0) ∩ A
)
∀λ ≥ ν, (26)
i.e. that Fλ is exact in a neighbourhood of all globally optimal solutions of the
problem (P) belonging to the ball B(0, R).
Indeed, by the assumptions of the theorem the penalty function Fλ is exact
at every globally optimal solution of the problem (P). Therefore for any x∗ ∈ Ω∗
there exist λ(x∗) ≥ 0 and r(x∗) > 0 such that
Fλ(x) ≥ Fλ(x
∗) = f∗ ∀x ∈ U
(
x∗, r(x∗)
)
∩ A ∀λ ≥ λ(x∗). (27)
Taking into account the compactness of Ω∗ one gets that there exist x∗1, . . . , x
∗
m ∈
Ω∗ such that
Ω∗ ⊂
m⋃
k=1
U
(
x∗k, r(x
∗
k)/2
)
.
Denote
ν = max
k∈{1,...,m}
λ(x∗k), r0 = min
k∈{1,...,m}
r(x∗k).
Let x ∈ U(x∗, r0) ∩ A for some x∗ ∈ Ω∗. Then there exists k ∈ {1, . . . ,m} such
that x∗ ∈ U(x∗k, r(x
∗
k)/2)∩A. Therefore x ∈ U(x
∗
k, r(x
∗
k))∩A, and applying (27)
one obtains that
Fλ(x) ≥ Fλ(x
∗
k) ≥ f
∗ ∀λ ≥ ν,
i.e. (26) holds true.
Denote
U =
⋃
x∗∈Ω∗
(
U(x∗, r0) ∩ A
)
, C = (Ω \ U) ∩B(0, R). (28)
Let x ∈ C. Then f(x) > f∗, and taking into account the lower semicontinuity
of f on Ω one gets that there exists h(x) > 0 such that f(y) > f∗ for all
y ∈ U(x, h(x)). Denote
V =
⋃
x∈C
(
U(x, h(x)) ∩ A
)
.
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Note that for any x ∈ V one has f(x) > f∗, which yields
Fλ(x) ≥ f(x) > f
∗ ∀x ∈ V ∀λ ≥ 0, (29)
i.e. Fλ is exact on V and λ
∗(V ) = 0.
The sets U and V are obviously open in A (here and below we suppose that
the set A is endowed with the induced metric). Therefore the set
K = (A ∩B(0, R)) \ (U ∪ V )
is closed in A, which implies that K is closed in X , since A is closed. Con-
sequently, K is compact. Furthermore, by the definition of U and V one has
Ω ∩ B(0, R) ⊂ U ∪ V , i.e. the sets K and Ω are disjoint. Hence for any x ∈ K
one has ϕ(x) > 0, which, with the use of the compactness of K, implies
that there exists δ > 0 such that ϕ(x) ≥ δ for any x ∈ K or, equivalently,
Ωδ ∩B(0, R) ⊂ U ∪ V . Therefore, combining (25), (26), (28), and (29) one gets
that
Fλ(x) ≥ f
∗ ∀x ∈ Ωδ ∀λ ≥ max{µ, ν},
i.e. Fλ is exact on Ωδ.
Remark 16. A vague prototype of Theorem 3.17 appeared in [55], Corollary 2.3.
Arguing in a similar way to the proof of the theorem above one can verify
that the following result on the exactness of the penalty function Fλ on bounded
sets holds true.
Theorem 3.18. Let X be a finite dimensional normed space, the functions f
and ϕ be l.s.c. on A, and A be closed. Then the penalty function Fλ is exact
on any bounded set C ⊂ A if and only if Fλ is exact at every globally optimal
solution of the problem (P).
3.7 The Palais–Smale Condition
An interesting approach to the study of exact penalization based on the use of
the Palais–Smale condition [40] was proposed in the works of Zaslavski (see [59]
and the references therein). In this subsection, we generalize this approach to
our setting in order to obtain another general method for the study of exact
penalization. Furthermore, this generalization allows us to significantly sharpen
some results from [59], in particular Theorems 2.3–2.5.
In this subsection, we assume that (X, d) is a metric space. In order to
introduce a generalized Palais–Smale condition we need to recall the definition
of the rate of steepest descent of a function defined on a metric space (see, for
instance, [13, 14]). The following definition is a simple modification of the one
given in [13] that is more suitable for our purposes.
Definition 7. Let g : X → R ∪ {+∞} ∪ {−∞}, and x ∈ A be such that
|g(x)| < +∞. The quantity
g↓A(x) = lim inf
y→x,y∈A
g(y)− g(x)
d(y, x)
is called the rate of steepest descent of the function g on the set A at the point
x. If A = X , then the value g↓(x) = g↓X(x) is referred to as the rate of steepest
descent of g at x.
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Remark 17. Note an obvious connection between rate of steepest descent and the
much more wide-spread in the literature on nonsmooth analysis and variational
analysis tool, namely, strong slope (see, for instance, [2, 28]). Recall that the
quantity
|∇|g(x) = lim sup
y→x
(g(x)− g(y))+
d(x, y)
is called the strong slope of g at x. Here t+ = max{t, 0}.
It is easy to see that |∇|g(x) > 0 iff g↓(x) < 0, and in the case |∇|g(x) > 0 the
equality |∇|g(x) = −g↓(x) holds true. Therefore almost any result using strong
slope can be easily reformulated in terms of rate of steepest descent; however,
the converse statement is not true. Indeed, by definition one has |∇|g(·) ≥ 0 for
any function g. On the other hand, the rate of steepest descent g↓(x) can be
greater than zero. Thus, the rate of steepest descent carries more information
about function’s behaviour in some cases.
We need the following approximate Fermat’s rule in terms of rate of steepest
descent that is a simple corollary to the Ekeland variational principle (cf. [2,51]).
Lemma 3.19 (Approximate Fermat’s rule). Let (X, d) be a complete metric
space, and let a function g : X → R ∪ {+∞} be proper, l.s.c., and bounded
below. Let also ε > 0 and xε be such that
g(xε) ≤ inf
x∈X
g(x) + ε.
Then for any r > 0 there exists y ∈ X such that g(y) ≤ g(xε), d(y, xε) ≤ r and
g↓(y) ≥ −ε/r.
Now we are ready to give the definition of generalized Palais–Smale condi-
tion. Since we shall apply this condition to the function ϕ, we formulate this
condition in a very specific case. However, it is worth mentioning that our defi-
nition is weaker than the traditional one even in the case when X is a normed
space, and the function ϕ is continuously Fre´chet differentiable.
Definition 8. The function ϕ is said to satisfy the generalized Palais–Smale
condition on the set A, if any sequence {xn} ⊂ A \ Ω such that
lim inf
n→∞
ϕ(xn) = 0, lim inf
n→∞
ϕ↓A(xn) ≥ 0
has a convergent subsequence.
The following result on exact penalization in the case when ϕ satisfies the
generalized Palais–Smale condition holds true.
Theorem 3.20. Let (X, d) be a complete metric space, A be a closed set, and
the functions f and ϕ be l.s.c. on A. Suppose also that
1. f is Lipschitz continuous on Ωδ \ Ω for some δ > 0;
2. ϕ satisfies the generalized Palais–Smale condition.
Then the penalty function Fλ is exact if and only if Fλ is exact at every globally
optimal solution of the problem (P), and Fµ is bounded below on A for some
µ > 0.
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Proof. Let Fµ be bounded below on A for some µ > 0, and Fλ be exact at every
globally optimal solution of the problem (P). Arguing by reductio ad absurdum,
suppose that the penalty function Fλ is not exact. Then for any λ > 0 one has
infx∈A Fλ(x) < f
∗.
Choose a strictly decreasing sequence {δn} ⊂ (0, δ) such that δn → 0 as
n→∞. For any n ∈ N and x ∈ A \ Ωδn one has
Fλ(x) = Fµ(x) + (λ− µ)ϕ(x) ≥ c+ (λ− µ)δn ≥ f
∗ ∀λ ≥ µ+
f∗ − c
δn
, (30)
where c = infx∈A Fµ(x). Hence for any n ∈ N there exists xn ∈ Ωδn such that
Fλn(xn) < f
∗, where λn = µ+(f
∗−c)/δn. Applying approximate Fermat’s rule
with r = ε = Fλn(xn) − infx∈A Fλn(x) one gets that for all n ∈ N there exists
yn ∈ A such that
Fλn(yn) ≤ Fλn(xn) < f
∗, (Fλn)
↓
A(yn) ≥ −1 ∀n ∈ N. (31)
Observe that by (30) one has yn ∈ Ωδn \ Ω or, equivalently, 0 < ϕ(yn) < δn,
which implies that ϕ(yn)→ 0 as n→∞.
Consider the sequence {ϕ↓A(yn)}. At first, suppose that lim infn→∞ ϕ
↓
A(yn) ≤
−a < 0 for some a > 0. Then there exists a subsequence which we denote again
by {yn} such that ϕ
↓
A(yn) ≤ −2a/3 for all n. By the definition of rate of steepest
descent, for any n ∈ N there exists a sequence {z
(n)
s } ⊂ A, s ∈ N such that
z
(n)
s → yn as s→∞ and
ϕ(z(n)s )− ϕ(yn) ≤ −
a
2
d(z(n)s , yn) ∀s ∈ N.
Moreover, without loss of generality one can suppose that ϕ(z
(n)
s ) > 0 for any
s ∈ N due to the facts that ϕ is l.s.c. on A, and ϕ(yn) > 0. Hence z
(n)
s ∈ Ωδn \Ω
for all s ∈ N. Consequently, employing the Lipschitz continuity of f on Ωδ \ Ω
one gets that there exists L > 0 such that for any s ∈ N
Fλn(z
(n)
s )− Fλn(yn) = f(z
(n)
s )− f(yn) + λn(ϕ(z
(n)
s )− ϕ(yn))
≤
(
L−
a
2
λn
)
d(z(n)s , yn),
which yields (Fλn)
↓
A(yn) ≤ L − aλn/2. Taking into account the fact that the
sequence {δn} converges to zero one obtains that for sufficiently large n ∈ N one
has
λn = µ+
f∗ − c
δn
>
2L+ 2
a
.
Therefore, for all n large enough one has (Fλn)
↓
A(yn) < −1, which contradicts
(31). Thus, lim infn→∞ ϕ
↓
A(yn) ≥ 0 and ϕ(yn) → 0 as n → ∞. Hence applying
the generalized Palais–Smale condition one gets that there exists a subsequence
{ynk} converging to some y0 ∈ A (recall that A is closed). Taking into account
the lower semicontinuity of ϕ one gets that ϕ(y0) = 0, which implies y0 ∈ Ω.
Note that for any k ∈ N one has f(ynk) < f
∗, since Fλ(x) = f(x) for any
λ ≥ 0 and x ∈ Ω. Consequently, applying the lower semicontinuity of f and the
fact that f∗ = minx∈Ω f(x) one gets that y0 is a globally optimal solution of
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the problem (P), and Fλ is exact at y0. Hence there exists λ0 > 0 and r > 0
such that
Fλ(x) ≥ Fλ(y0) = f
∗ ∀x ∈ A ∩B(y0, r) ∀λ ≥ λ0.
Note that for any sufficiently large k one has ynk ∈ A ∩B(y0, r) and λnk ≥ λ0.
Therefore one has
Fλn
k
(ynk) ≥ f
∗,
which contradicts the definition of ynk . Thus, the penalty function Fλ is exact.
The validity of the converse statement follows directly from definitions.
In the case when X is a normed space one can prove a slightly stronger
version of the theorem above. Namely, let us say that a function ϕ : X → R+
satisfy the generalized Palais–Smale condition on bounded subsets of the set A,
if any bounded sequence {xn} ⊂ A \ Ω such that
lim inf
n→∞
ϕ(xn) = 0, lim inf
n→∞
ϕ↓A(xn) ≥ 0
has a convergent subsequence. Arguing in a similar way to the proof of Theo-
rem 3.20 one can easily verify that the following result holds true.
Theorem 3.21. Let X be a Banach space, A be a closed set, and the functions
f and ϕ be l.s.c. on A. Suppose that f is Lipschitz continuous on any bounded
subset of Ωδ \ Ω for some δ > 0, and ϕ satisfy the generalized Palais–Smale
condition on bounded subsets of the set A. Suppose also that one of the following
conditions is satisfied:
1. the set {x ∈ A | Fµ(x) < f∗} is bounded for some µ > 0;
2. the set Ωξ is bounded for some ξ > 0.
Then the penalty function Fλ is exact if and only if Fλ is exact at every globally
optimal solution of the problem (P), and Fν is bounded below on A for some
ν > 0.
3.8 The Optimal Value Function of a Perturbed Problem
and Exact Penalization
As in the case of local exactness, the global exactness of a penalty function can
be studied via an analysis of a perturbed optimization problem. This analysis
is based on the study of behaviour of the optimal value function of a perturbed
problem. Thus, the main results of this subsection underline the importance
of parametric optimization for the study of constrained optimization problems
and, in particular, exact penalty functions.
Note that the results of this subsection sharpen some results from [3] and
some results on linear penalty functions from [25].
Following the ideas of subsection 2.4, consider the perturbed family of con-
strained optimization problems
min f(x) subject to x ∈M(p), x ∈ A, (Pp)
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where M : P ⇒ X is a set–valued mapping, (P, d) is a metric space of perturba-
tion parameters, andM(p∗) =M for some p∗ ∈ P . Recall that Ω(p) =M(p)∩A
for any p ∈ P , and Ω−1(x) = {p ∈ P | x ∈ Ω(p)} for any x ∈ X .
Denote by h(p) = infx∈Ω(p) f(x) for any p ∈ P the optimal value function
(or the perturbation function) of the perturbed problem (Pp).
Definition 9. Let ω : R+ → R+ be a given function. The optimal value function
h is called ω-calm from below at the point p∗, if there exist r > 0 and L > 0
such that
h(p)− h(p∗) ≥ −Lω(d(p, p∗)) ∀p ∈ B(p∗, r).
Necessary and sufficient conditions for the penalty function Fλ to be exact
can be expressed in terms of the calmness from below of the optimal value
function h(p).
Theorem 3.22. Let X be a topological space, and ω : R+ → R+ be a continuous
from the right function. Suppose that the following conditions are satisfied:
1. the penalty function Fµ is bounded below on A for some µ > 0;
2. the optimal value function h is ω-calm from below at p∗, i.e. there exist
r1 > 0 and L > 0 such that
h(p)− h(p∗) ≥ −Lω(d(p, p∗)) ∀p ∈ B(p∗, r1);
3. there exist δ > 0, r2 ∈ (0, r1] and a > 0 such that
Ωδ ⊂
⋃
p∈U(p∗,r2)
Ω(p), (32)
and
ϕ(x) ≥ aω(d(p∗,Ω−1(x))) ∀x ∈ Ω(p) ∀p ∈ U(p∗, r2).
Then the penalty function Fλ is exact, and
λ∗(f, ϕ) ≤ max
{
L
a
, µ+
f∗ − c
δ
}
,
where c = infx∈A Fµ(x).
Proof. Let us show that Fλ is exact on Ωδ and λ
∗(Ωδ) ≤ L/a, where δ > 0 is
such that (32) holds true. Then applying the lemma on exactness of a penalty
function one gets the desired result.
Clearly, h(p∗) = f∗, since M(p∗) =M . Applying the ω-calmness from below
of the function h one obtains that
f(x)− f∗ ≥ h(p)− h(p∗) ≥ −Lω(d(p, p∗)) ∀x ∈ Ω(p) ∀p ∈ B(p∗, r1). (33)
Fix an arbitrary x ∈ Ωδ. If x ∈ Ω, then Fλ(x) = f(x) ≥ f∗ for any λ ≥ 0 by the
definition of f∗. Hence one can suppose that x /∈ Ω or, equivalently, ϕ(x) > 0.
By condition 3, there exists p ∈ U(p∗, r2) such that x ∈ Ω(p), and ϕ(x) ≥
aω(d(p∗,Ω−1(x))). Hence d(p∗,Ω−1(x)) < r2. Due to the continuity from the
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right of the function ω, and the fact that ϕ(x) > 0 for any a0 ∈ (0, a) there
exists p0 ∈ Ω−1(x) such that d(p0, p∗) < r2, and
1
a0
ϕ(x) ≥ ω(d(p0, p
∗)).
Note that x ∈ Ω(p0), since p0 ∈ Ω−1(x). Hence with the use of (33), and the
fact that r2 ≤ r1 one gets that
f(x)− f∗ ≥ −Lω(d(p0, p
∗)) ≥ −
L
a0
ϕ(x),
which implies that Fλ(x) ≥ f∗ for all λ ≥ L/a0. Consequently, taking into
account the facts that a0 ∈ (0, a), and x ∈ Ωδ were chosen arbitrary we arrive
at the required result.
Theorem 3.23. Let X be a topological space, and ω : R+ → R+ be a given
function. Suppose that there exist a > 0 and r > 0 such that
ϕ(x) ≤ aω(d(p, p∗)) ∀x ∈ Ω(p) ∀p ∈ B(p∗, r). (34)
Then for the penalty function Fλ to be exact it is necessary that the optimal
value function h is ω-calm from below at p∗.
Proof. Let Fλ be an exact penalty function. Then there exists λ ≥ 0 such that
Fλ(x) ≥ f
∗ ∀x ∈ A.
Applying (34) and the fact that f∗ = h(p∗) one gets that for any p ∈ B(p∗, r)
f(x)− h(p∗) = f(x)− f∗ ≥ −λϕ(x) ≥ −λaω(d(p, p∗)) ∀x ∈ Ω(p).
Taking the infimum over all x ∈ Ω(p) one has
h(p)− h(p∗) ≥ −λaω(d(p, p∗)) ∀p ∈ B(p∗, r),
i.e. h is ω-calm at p∗.
Remark 18. Let, as in Remark 6, Y be a normed space, P = Y , and
Ω = {x ∈ X | 0 ∈ Φ(x)}, Ω(p) = {x ∈ X | 0 ∈ Φ(x)− p},
where Φ: X ⇒ Y is a set-valued mapping with closed values. Define p∗ = 0,
and ϕ(x) = d(0,Φ(x)). Then Ω−1(x) = Φ(x), and, as it is easy to verify, one
has
ϕ(x) = d(p∗,Ω−1(x)) ∀x ∈ X, ϕ(x) ≤ d(p, p∗) ∀x ∈ Ω(p) ∀p ∈ P.
Furthermore, for any δ > 0 one has
Ωδ =
⋃
p∈U(0,δ)
Ω(p).
Therefore by the theorems above the penalty function Fλ is exact if and only if
the optimal value function is calm from below at the origin, and Fµ is bounded
below on A for some µ > 0. Thus, if a perturbation of a problem is “linear”,
then the calmness from below of the optimal value function of this problem is,
in essence, equivalent to the exactness of the linear penalty function for this
problem.
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Utilizing the same ideas as in Remark 7 one can give another characterization
of exact penalty functions.
Theorem 3.24. Let X be a topological space. For any p ≥ 0 define the function
h(p) = inf{f(x) | x ∈ A : ϕ(x) ≤ p}.
Then for the penalty function Fλ to be exact it is necessary and sufficient that
Fµ is bounded from below on A for some µ > 0, and h is calm from below at the
origin, i.e.
lim inf
p→+0
h(p)− h(0)
p
> −∞.
Let us study a connection between the ω-calmness from below of the optimal
value function, and the ω-calmness of the problem (Pp∗) at its globally optimal
solutions.
It is easy to check that the following result holds true.
Proposition 3.25. Let X be a topological space, ω : R+ → R+ be a given
function, and x∗ ∈ Ω be a globally optimal solution of the problem (Pp∗). If the
optimal value function h is ω-calm from below at p∗, then the problem (Pp∗) is
ω-calm at x∗.
In some particular cases, the converse statement is also true. The proposition
below is a simple generalization of Theorem 2.5 from [3].
Proposition 3.26. Let A be a compact set, f and ϕ be l.s.c. on A, and ω : R+ →
R+ be a strictly increasing and continuous from the right function such that
ω(0) = 0, ω(t) > 0 for any t > 0. Suppose that for any globally optimal solution
x∗ of the problem (Pp∗) there exist a(x∗) > 0 and a neighbourhood V (x∗) of x∗
such that
ϕ(x) ≥ a(x∗)ω(d(p∗,Ω−1(x))) ∀x ∈ V (x∗). (35)
Suppose also that there exist a > 0 and r > 0 such that
ϕ(x) ≤ aω(d(p, p∗)) ∀x ∈ Ω(p) ∀p ∈ B(p∗, r). (36)
Then the optimal value function h is ω-calm from below at p∗ if and only if the
problem (Pp∗) is ω-calm at each of its globally optimal solutions.
Proof. Let the problem (Pp∗) be ω-calm at each of its globally optimal solutions.
Then with the use of the sufficient conditions for the penalty function to be exact
at an optimal solution of the problem (Pp∗) in terms of the ω-calmness of this
problem (Theorem 2.12) one gets that Fλ is exact at every globally optimal
solution of the problem (Pp∗). Hence by Theorem 3.7 the penalty function Fλ
is exact. Then applying Theorem 3.23 one gets that the optimal value function
h is ω-calm from below at p∗. Thus, the proof is complete.
Remark 19. (i) Note that for any p ∈ P and x ∈ Ω(p) the inequality
d(p∗,Ω−1(x)) ≤ d(p, p∗) holds true. Therefore conditions (35) and (36) in the
proposition above are consistent. In particular, if the penalty term ϕ has the
same form as in Remarks 6 and 18, then conditions (35) and (36) are satisifed
with a(x∗) = a = 1.
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(ii) In the above proposition, the assumption that A is compact can be replaced
by the assumptions that X is a finite dimensional normed space, and the set
{x ∈ A | Fµ(x) < f
∗} is bounded for some µ > 0. Indeed, one should simply
use Theorem 3.17 instead of Theorem 3.7.
(iii) Proposition 3.26 can be proved under different assumptions. Namely, let
A be a compact set, f and ϕ be l.s.c. on A, and ω : R+ → R+ be a given
function. Suppose that for any x ∈ A \ Ω there exist L(x) > 0, r(x) > 0 and a
neighbourhood V (x) of x such that
ϕ(y) ≤ L(x)ω(d(p, p∗)) ∀y ∈ V (x) ∩ Ω(p) ∀p ∈ B(p∗, r(x)).
Then arguing in a similar way to the proof of Theorem 2.5 from [3] one can
verify that the optimal value function h is ω-calm from below at p∗ if and only
if the problem (Pp∗) is ω-calm at every of its globally optimal solutions. We
leave the proof of this result to the interested reader.
4 Local Minima of Penalty Functions
The main goal of the exact penalty method is to solve a constrained optimiza-
tion problem by constructing an unconstrained optimization problem that has
the same globally optimal solutions as the original problem. However, usually,
optimization algorithms can find only points of local minimum (or even on-
ly stationary points) of a nonconvex function. Therefore, from the practical
point of view, it is important to find conditions under which there are no local
minimizers (stationary points) of a penalty function outside the set of feasible
points. These conditions ensure that an optimization algorithm, when applied
to a penalty function, indeed, finds a point of local minimum (or at least a
stationary point) of the initial problem. Some of such conditions were studied
in [14,17–19,57]. It is worth mentioning that any condition of this type is usually
very restrictive, since it normally consists of the assumption that some sort of
a constraint qualification holds at every infeasible point.
Let (X, d) be a metric space. In this section, we present some simple sufficient
conditions ensuring that there are no stationary points of the penalty function
Fλ outside the set of feasible points Ω. To this end, recall that if x ∈ X is a
point of local minimum of Fλ, then F
↓
λ (x) ≥ 0. Therefore any point x ∈ X
such that F ↓λ (x) ≥ 0 is called an inf-stationary point (or a lower semistationary
point, see [21]) of Fλ.
Remark 20. It is easy to see that if Fλ is the standard ℓ1 penalty function for
a nonlinear programming problem, then the inequality F ↓λ (x) ≥ 0 holds true iff
the Karush–Kuhn–Tucker conditions hold at the point x.
The main result that we present here is rather restrictive, but it is a typical
example of the conditions that ensure that there are no inf-stationary points of
the penalty function Fλ outside Ω.
Proposition 4.1. Let f be Lipschitz continuous on A\Ω with Lipschitz constant
L ≥ 0, and ϕ be l.s.c. on A. Suppose also that there exists a > 0 such that
ϕ↓A(x) ≤ −a for any x ∈ A \ Ω. If x ∈ A is an inf-stationary point of Fλ and
λ > L/a, then x ∈ Ω. In other words, there are no inf-stationary points of Fλ
outside Ω for any λ > L/a.
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Proof. Let x ∈ A \ Ω, and a ∈ (0, a) be arbitrary. Then ϕ↓A(x) ≤ −a, and
by the definition of rate of steepest descent there exists a sequence {xn} ⊂ A
converging to x such that
ϕ(xn)− ϕ(x) ≤ −ad(xn, x) ∀n ∈ N. (37)
Moreover, taking into account the facts that ϕ(x) > 0, and ϕ is l.s.c. on A one
can suppose that ϕ(xn) > 0 or, equivalently, xn ∈ A\Ω for all n ∈ N. Therefore
applying the Lipschitz continuity of f on A \ Ω and (37) one gets
Fλ(xn)− Fλ(x) ≤ (L− aλ)d(xn, x) ∀n ∈ N,
which yeilds F ↓λ (x) ≤ L−aλ. Consequently, for any λ > L/a one has F
↓
λ (x) < 0,
which implies the desired result due to the fact that a ∈ (0, a) was chosen
arbitrary.
In the case when X is a finite dimensional normed space, one can give a little
more convenient for applications formulation of the proposition above, since in
this formulation the inequality ϕ↓(x) ≤ −a is supposed to hold only locally.
Denote by intΩ the interior of the set Ω.
Corollary 4.2. Let X be a finite dimensional normed space, A be a closed set,
Q ⊂ A be a given set, ϕ be l.s.c. on A, and f be Lipschitz continuous on any
bounded subset of A \ intΩ. Suppose also that for any x ∈ A \ (intΩ ∪Q) there
exist r > 0 and a > 0 such that ϕ↓A(y) ≤ −a for any y ∈ B(x, r) ∩ (A \ Ω).
Then for any bounded subset C of the set A and for any open set U such that
Q ⊂ U there exists λ0 ≥ 0 such that if x ∈ C is an inf-stationary point of Fλ
and λ ≥ λ0, then x ∈ Ω ∪ U .
Proof. Let C ⊂ A be a bounded set, and U be an open set such that Q ⊂ U .
Then there exists R > 0 such that C ⊂ A ∩ B(0, R). Recall that X is a finite
dimensional space. Therefore the set
K = (A ∩B(0, R)) \ (intΩ ∪ U)
is compact. Applying the compactness of the set K, and the assumptions on the
function ϕ one can easily verify that there exists a > 0 such that ϕ↓A(x) ≤ −a
for any x ∈ (A ∩ B(0, R)) \ (Ω ∪ U). Then a fortiori ϕ↓A(x) ≤ −a for any
x ∈ C \ (Ω ∪ U). Hence repeating the proof of Proposition 4.1 one gets the
required result.
Remark 21. Let us explain the meaning of the corollary above in the case of the
classical mathematical programming problem. Let Fλ be the ℓ1 penalty function
for the nonlinear programming problem
min f(x) subject to hi(x) = 0, gj(x) ≤ 0, i ∈ I, j ∈ J,
i.e. ϕ(x) =
∑n
i=1 |hi(x)| +
∑m
j=1max{gj(x), 0}. Here I = {1, . . . , n}, J =
{1, . . . ,m}, and all functions f , hi and gj are continuously differentiable on R
d.
Then one can show that if the Mangasarian–Fromowitz constraint qualification
(MFCQ) is satisfied at a point x /∈ Ω, then ϕ↓(x) < 0. Moreover, from [22],
Theorem 2.2 (see also [18], Lemma 3.1) it follows that in this case there exist
a > 0 and a neighbourhood V of x such that ϕ↓(y) ≤ −a for all y ∈ V \ Ω.
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Denote by Q the set of all those x at which MFCQ does not hold true. Then
by the corollary above for any bounded subset C, and for any open set U such
that Q ⊂ U there exists λ0 ≥ 0 such that if x ∈ C is an inf-stationary point
of Fλ, and λ ≥ λ0, then either ϕ(x) = 0 or x ∈ U . In other words, if x is an
inf-stationary point of the penalty function Fλ for some sufficiently large λ ≥ 0,
then either x is feasible or x belongs to an arbitrary small neighbourhood of a
point at which MFCQ is not satisfied.
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