This paper proposes reversible data hiding using minimum/maximum preserved overflow/underflow avoidance (MMPOUA). The proposed MMPOUA algorithm consists of three main steps. These steps include the minimum (or maximum) pixel fixing, pixel squeezing, and pixel isolation. The aims of pixel fixing are to keep the minimum (or maximum) pixel of a host block unchanged and prevent the occurrence of overflow/underflow. Both the pixel squeezing and pixel isolation supply hiding storage while keeping the amount of distortion low. The proposed method can avoid (or significantly reduce) the overhead bits used to overcome overflow/underflow issues. At an embedding rate of 0.15 bpp, the proposed algorithm can achieve a PSNR value of 48.52 dB, which outperforms several existing reversible data hiding schemes. Furthermore, the algorithm performed well in a variety of images, including those in which other algorithms had difficulty obtaining good hiding storage with high perceived quality.
I. Introduction
With the proliferation of high-speed networks and highcapacity digital recording devices, individuals (and organizations) can now conveniently and economically exchange information over the Internet. Keeping data free from being tampered with or eavesdropped on and preventing malicious intervention in electronic communication have become important issues. In addition to encryption/decryption systems, data hiding can assist in solving these problems. Key data hiding applications include proof of ownership, authentication, and covert message transfer. Data hiding can be generally divided into two categories: steganography and watermarking [1] , [2] . In steganography [3] , [4] , the hidden message is often unrelated to the host media; however, the embedding capacity and resulting perceived quality are the primary aims of the authors. In watermarking [5] , [6] , the embedded message is related to the media and conveys additional information about the media. Robustness is the key feature of watermarking schemes.
The data hiding techniques mentioned above are irreversible. As host media, such as medical and military images, geographic systems, and satellite resources are often very valuable, sustaining the host media following data extraction is imperative. Several researchers [7] - [23] have recently introduced lossless data hiding for this purpose. Five classifications of these methods are examined in the following subsections.
Difference Expansion Techniques
Tian [7] used a difference expansion (DE) technique to derive high capacity, low-distortion reversible data hiding. This technique divided the image into pairs of pixels, and a secret message was embedded into the difference between the pixels of each pair that was not expected to cause overflow/underflow. Simulation showed that the payload size and the perceived quality of the marked images generated by the technique were optimal results among existing research at that time. In single pass embedding, the optimal payload of this technique was 0.5 bits per pixel (bpp). Alattar [8] used DE with vectors instead of pixel pairs to extend and improve the performance of Tian's algorithm. In a single pass, Alattar's algorithm could embed several bits into every vector. Applications of this algorithm could recursively occur across both grayscale and color images. Weng and others [9] suggested an algorithm for lossless data hiding based on the invariability of the sum of pixel pairs and pair-wise difference adjustment (PDA). Higher peak-signal-tonoise ratio (PSNR) can be achieved by making smaller modifications to pixel pairs. In addition, PDA was proposed to significantly reduce the overhead size. To increase hiding capacity, Hu and others [10] proposed a variant DE-based technique that improved the compressibility of the location map. Compared to conventional DE-based schemes, their technique provided increased embedding storage and performed well with a variety of image types.
Histogram-Based Schemes
Ni and others [11] utilized the zero or minimum points of the histogram of an image and slightly modified the pixel values to embed data bits into the images without any loss. The PSNR generated by their method exceeded 48 dB. Lin and others [12] proposed a multilayer scheme for reversible data hiding based on modification of the difference histogram. By combining the peak point of a difference image concept with a multilevel hiding strategy, the scheme maintained high capacity while keeping distortion low. In first-level embedding, the low bound of PSNR reached 42.69 dB. Tai and others [13] used the histogram modification technique with a binary tree structure. In addition, a histogram shifting technique was explored to prevent overflow/underflow. By using the difference between adjacent pixels rather than a single pixel, their algorithm operated at high capacity while maintaining low distortion. Based on modification of the difference histogram between subsampled images, Kim and others [14] developed an efficient lossless data hiding algorithm. The algorithm shifted the difference histogram and then embedded data bits into the modified pixel values. The algorithm prevented any overflow/underflow issues and did not require overhead information during data extraction. Such algorithms normally reach a payload size of 1.0 bpp. By using the interleaving maximum/minimum difference histogram with the shifting technique, Yang and others [15] achieved a high-capacity reversible data hiding method. Owing to the interchangeable use of max-difference and min-difference, the distortion can be significantly reduced. Simulation indicated that the optimal embedding rate provided by the method was 1.120 bpp, with a PSNR value of approximately 30 dB.
Prediction-Based Methods
Based on prediction-error expansion and the histogram shifting technique, Thodi and Rodriguez [16] presented an effective and reversible method of data hiding. Simulation showed that prediction-error expansion doubled the maximum embedding capacity as compared to difference expansion.. The perceived quality of the marked images was good at a moderate embedding capacity. Tsai and others [17] presented a lossless data hiding approach using predicted coding and histogram shifting. The prediction technique first explored the similarities of neighboring pixels in the image, after which the residual histogram of the predicted errors of the host image hid the data bits. Compared to a conventional histogram-based method, the resulting PSNR improved by approximately 1.5 dB when embedding the same amount of data bits. Yang and others [18] suggested a reversible data hiding method by using interleaving prediction. All predictive values were transformed into histogram to generate high peak values and improve hiding capacity. For single-layer embedding, the average PSNR of the marked images was larger than 48 dB. Lee and others [19] developed an adaptive reversible data hiding approach based on the prediction of difference expansion. Simulation demonstrated that a high perceived quality of the marked image can be achieved by the approach. Moreover, the location map was not required during data extraction.
Robustness-Oriented Approaches
Ni and others [20] developed a robust lossless data hiding technique based on the patchwork theory, the distribution features of pixel groups, error codes, and the permutation scheme. Although the payload size of the technique did not exceed 1,024 bits, the marked images generated by the technique contained no salt-and-pepper noise and the resulting PSNR exceeded 38 dB. Additionally, the marked images were robust to JPEG/JPEG2000 compression. By shifting the mathematical difference values of a block, Zeng and others [21] designed a lossless and robust data hiding method. The data bits were embedded into blocks by shifting mathematical difference values. Due to the separation of the bit-0-zone and the bit-1-zone, as well as the particularity of mathematical difference, the method was tolerant of non-malicious JPEG compression to some extent. The resulting images, as compared to the images produced by the technique of Ni and others [20] , showed that the method of Zeng and others [21] increased embedding capacity but at the sacrifice of bit error rate and perceived quality.
Human Visual System
By considering the human visual system (HVS), Awrangjeb and Kankanhalli [22] , [23] presented a novel reversible data hiding algorithm. Because the message was embedded into the host image with consideration of the HVS, the resulting marked images contained no perceptible artifacts. Experiments confirmed that the algorithm provided a higher payload size than other techniques at the time.
The majority of the above methods share the potential problem of overflow/underflow. Namely, these methods require a large amount of overhead bits to deal with overflow/underflow during bit embedding. This paper proposes a reversible data hiding technique based on the minimum/maximum preserved overflow/underflow avoidance (MMPOUA) algorithm, which can effectively overcome the overflow/underflow issue. In addition, the proposed method provides high capacity while maintaining low distortion.
The rest of the paper is organized as follows. Section II describes the proposed method, including the minimum preserved algorithm, the maximum preserved algorithm, prevention of overflow/underflow, and analysis of overhead. Section III presents the simulation results and the comparisons of performance. Section IV provides the conclusion.
II. Proposed Method
The proposed MMPOUA method consists primarily of the minimum preserved and maximum preserved algorithms. Normally, the minimum preserved algorithm embeds a secret message into a host image. However, the maximum preserved algorithm replaces the minimum preserved algorithm under either of the following conditions: (i) the minimum preserved algorithm is incapable of conducting reversible data hiding on a certain image or (ii) the payload size generated by the minimum preserved algorithm using the integer k with a value of 2 is less than that generated using the integer k with a value of 1. The following sections provide the specifics of the proposed method.
Minimum Preserved Algorithm
As described in the abstract, the minimum preserved algorithm consists of three major steps: minimum pixel fixing, pixel squeezing, and pixel isolation. The first step determines the minimum value of a host block and subtracts the rest of the pixels from the minimum one. The second step shifts the pixels to a new value when their value is larger than γ. Finally, to maintain low distortion, a reduced pixel (and a shifted pixel) becomes "isolated" when its value is greater than or equal to β.
This means that the data bits cannot hide within the isolated pixels. Modulo-2 k substitution is then used to embed data bits into the "qualified" pixels. Both β and γ are control parameters.
The following paragraphs summarize the idea behind the encoder for the minimum preserved algorithm. Let
be the j-th non-overlapping block with a size of n×n that the algorithm divides from a host image. Also, let
be the minimum pixel in a host block. This study used
= − to measure the reduced pixels in the block. The algorithm then performs both pixel squeezing and pixel isolation using It is necessary to use a bitmap here to flag whether or not a pixel of the block undergoes adjustment. To maintain low levels of distortion, the isolation process subsequently conducts to ˆi j p and ij p , in accordance with the following rule:
. This means that the isolated pixels ij p do not carry the data bits. After adjustments to the data bits b s , they are ready for embedding into the adjusted blocks. The reduced (or shifted) pixels c r , which satisfy c . To form a hidden block, min p is added to r c and ij p , respectively. This procedure is repeated until all data bits have been processed.
Maximum Preserved Algorithm
The process of data embedding for the maximum preserved algorithm is similar to that of the minimum preserved algorithm. The following paragraphs summarize the major steps of the encoder part of the maximum preserved algorithm. Let
be the maximum pixel of a host block. The reduced pixels of the j-th block are computed by Figures 1 and 2 depict two examples of bit embedding using the minimum preserved approach and the maximum preserved approach, respectively. The k used here is 1. Both control parameters β and γ are set to 5 and 3, respectively. Figure 1(a) illustrates a host block. Figure 1(b) shows a reduced block introduced by subtracting each pixel in Fig. 1(a) from the minimum 52 of the block. A rectangle marks the squeezed coefficients in Fig. 1(c) . Figure 1(d) shows that a pixel becomes "isolated" if it is greater than 5. Note that a gray highlighted number denotes an isolated pixel. Figure 1(e) shows a hidden block. Finally, Fig. 1(f) shows the formation of the marked block achieved by adding the minimum to all of the pixels, except the minimum pixel in Fig. 1(e) . The mean square error (MSE) computed from Figs. 1(a) and 1(f) was 5.11. Figure 2 shows another example of bit embedding using Fig. 2 (f) was 2.00. A similar reverse process can present the steps of the decoding parts of the minimum preserved and maximum preserved algorithms. Figure 3 summarizes only the encoding and decoding parts of the minimum preserved algorithm.
Prevention of Overflow/Underflow and Overhead Analysis
Normally, when an integer k is set at 1, that is, when modulo-2 substitution is employed in the minimum (or maximum) preserved algorithm, the proposed method can achieve reversible data hiding without any occurrence of overflow/underflow. However, if there is a pixel in a block with a value equal to 255 or 0, overflow/underflow can occur during bit embedding. To overcome this issue, two thresholds, 1 φ and 2 , φ were used in the minimum and maximum preserved algorithms. This means that if a pixel in a block has a value greater than 1 φ , then the minimum preserved algorithm will skip the block. A skipped block does not hide data bits. Extra overhead is necessary to record the index of the skipped block in a host image. Conversely, if a pixel in a block has a value less than 2 φ , then the maximum preserved algorithm will skip the block.
In the proposed method, the overhead information used in the process of pixel squeezing without using the block-skipped policy was 2 
M
N n MN n n
bits. However, if the block skipped policy is applied, the extra overhead is B S ×N b bits, where B S and N b denote the number of skipped blocks and number of bits, respectively, used to record the index of a skipped block in a host image. It is obvious that
Namely, B S with a 15-bit length is sufficient to record the index of a skipped block with a size of n n × . As a result, the total overhead of the bit was ( ) 
bits. To further increase data security and help the receiver to extract the hidden message, the overhead information can be losslessly compressed by using either the run-length coding algorithm or JBIG2 [24] . The resulting bit stream can then sent by an out-of-band transmission to the receiver. Figure 4 displays several 512×512 grayscale images used in this experiment as the host images. This study used a quarter of the host image Lena as test data. The size of the block was 3×3. To achieve a higher PSNR value, an integer k was set to 1. However, to achieve a higher hiding rate, for example, above 0.80 bpp, k can be set to 2. Figure 5 illustrates the relationship between the PSNR and the payload size for these images. This figure also shows that the hiding rate for all images, except Baboon, exceeded 0.80 bpp. More importantly, the hiding rate for images Lena, Jet, Peppers, and Tiffany could reach 1.32 bpp with a PSNR value of 28.30 dB. Note that the relation between both parameters is 0
III. Experimental Results
. Figure 6 indicates that the payload size varied according to different combinations of these two parameters in the images Lena and Baboon. The experiment shows that when γ is fixed, the payload size gradually grows as β increases. Note that the proposed method can achieve enhanced hiding performance if the combination of β and γ is β = γ -1. Table 1 lists the PSNR and payload size resulting from using the proposed method with a variety of combinations of β and γ. The average of the maximum PSNR for each image was 59.94 dB with a payload of 7,331 bits; whereas, an average payload size is 191,787 bits with a PSNR value of 33.55 dB. Moreover, the proposed method obtained a higher hiding rate by using k=2, as Table 2 shows. To avoid the occurrence of overflow/underflow, this method skipped a few of host blocks in images, such as Sailboat, Man, and Fishingboat. The N/A in Table 2 implies that the performance of a combination of parameters β and γ, with integer k=2, did not exceeded the performance of these parameters with k=1 in the test image. Figure 7 depicts the marked images generated 
by the proposed method. It can be seen that the perceived quality of these images were acceptable. Their average PSNR and payload was 29.50 dB and 0.85 bpp, respectively.
This study compared two graceful algorithms, the scheme of Tai and others [13] and the approach of Kim and others [14] , with our method. Figure 8 shows performance comparisons between these methods in several images. Figures 8(a) and (b) show that the proposed method displays the best performance in terms of PSNR value and payload size. In Fig. 8(c) , the scheme of Tai and others [13] generated a payload size above 0.6 bpp, which was better than that generated by the other two methods using the Baboon image. However, the proposed method showed optimal PSNR and a payload size below 0.6 bpp. Figure 8(d) illustrates a similar comparison. Notice that the proposed method could achieve a maximum PSNR with a value exceeding 59 dB, whereas the maximum PSNR for the other two techniques was less than 49 dB.
We also compare our method with three other elegant lossless data hiding methods. Table 3 shows the performance comparison between Awrangjeb and Kankanhalli's algorithm Table 1 . PSNR/payload (dB/bits) generated by using proposed method with various combination of parameters in several images. [22], [23] and the proposed method. It is obvious that the PSNR of the proposed method outperformed that of Awrangjeb and Kankanhalli's algorithm [22] . At a PSNR value of approximately 38 dB, the payload size generated by the proposed method was seven times larger than that generated by Awrangjeb and Kankanhalli's algorithm. Similarly, the hiding capacity generated by our method was approximately two times that of Awrangjeb and Kankanhalli's algorithm [23] . The PSNR of the proposed method was also superior. Secondly, although the embedding rate generated by Yang and others' scheme [15] , 1.120 bpp with a PSNR value of approximately 30 dB, was slightly higher than that of the proposed method (0.965 bpp/29.77 dB), the PSNR of the proposed method was better than that of Yang and others' method when the embedding rate was below 0.5 bpp. For example, the PSNR of the proposed method was 47.25 dB at an embedding rate of 0.279 bpp, while the PSNR of Yang and others' approach was 45.93 dB but at an embedding rate of 0.235 bpp. Moreover, to achieve reversible data hiding with the optimal bit rate of 1.120 bpp, the method of Yang and others must be performed recursively 26 times (with regard to bit embedding and extraction procedures). By contrast, the proposed method requires only a single pass of data embedment and extraction to achieve a similar objective. Therefore, it is not feasible to employ Yang and others' scheme [15] in real-time applications such as lossless data hiding using audio or video as the host media.
IV. Conclusion
This paper proposed a lossless data hiding method based on the MMPOUA algorithm. The first step of the MMPOUA algorithm keeps the minimum pixel (or maximum) of a host block unchanged. The remaining pixels in the block were then subtracted from the minimum (or maximum) pixel. Following pixel squeezing and isolation, data bits were embedded in the reduced (or shifted) block. The proposed method can avoid (or significantly reduce) the use of overhead bits to solve overflow/underflow issues. Experimental results confirmed that the proposed method generated good hiding capacity with high perceived quality, especially at a moderate rate of embedding.
