Abstract-Adaptive efficient mechanism eliminates varying environmental noise embedded in speech signals, since the eigenvalue spread has a great influence on the convergence behavior of adaptive algorithms. The inefficient least mean square (LMS) algorithm for ill-conditioned signals, with high eigenvalue spread in the autocorrelation matrix, hence slow convergence and degraded signal quality are observed. Meanwhile, the Recursive Least Squares (RLS) solved this problem at the expense of high computational power. For these purposes, adaptive filtering offers a viable alternative to be used in various noise cancellation applications. In this paper, adaptive set-membership filtering based on a combination of a selective adaptive line enhancer with optimized set-membership filtering approach for single input noise cancellation system was proposed. The adaptive selection from a set of multiple adaptive algorithms to operate according to the characteristics of noise signals. The simulation results showed the capability of proposed algorithm to eliminate different types of environmental noise with fast convergence, reduction in computational complexity and improvement in signal-to-noise ratio when compared with an equivalent system using a single adaptive algorithm. The computational complexity of the proposed approach showed reduction of nearly 90% compared to the RLS and converged in about 6.25 msec.
INTRODUCTION
Passive techniques of noise cancellation are expensive and have proven to be effective only for certain levels of noise within a limited range of frequencies [1] . In this context, noise cancellation using adaptive filters has become a viable option for many noise cancellation applications used in modern technologies. This technique offers a lower costs and more practical means of achieving the required suppression of noise than the passive methods. An adaptive algorithm is used to control the coefficients of a digital filter. The aim here is to remove or suppress noise from a speech signal captured by sound sensors and enhance the speech signal at the system output.
A certain configuration of adaptive filtering that is used for eliminating noise in speech is called Adaptive Noise Canceller (ANC). This configuration has been used widely with the Least Mean Square (LMS) as the controlling algorithm [2] . Two or more sensors are located in the vicinity of a noisy area to acquire a reference signal such as a microphone, is placed in a place where the target signal can be detected strongly. These signals are implemented in various applications such as telecommunications, biomedical, and machineries [3] [4] [5] .
Another structure that can be used to eliminate interference from targeted signal is Adaptive Line Enhancer (ALE) [6] . The ALE works similar to the ANC but uses a single input to capture the corrupted signal and a series of delay that yields a maximum cross-correlation between the adaptive filter output signal and the noise in noisy input signal. Then, the adaptive filter selects an appropriate algorithm based on the calculation of eigenvalue spread in the noisy target signal. The objective is for the identification of the changes in the noisy signal, and applying a suitable adaptive algorithm accordingly, in such a way as to improve noise cancelling performance and to reduce computational power.
Researchers have been focusing on interference cancellation with the objective of obtaining accuracy in signals of interest. Adaptive filtering method can be applied without having knowledge about the signal characteristics in advance [7] , [8] . In this technique, an algorithm is used to adjust the coefficients of a digital filter automatically, based on the input signal captured by the input sensor. For the structure of adaptive filter, the finite impulse response and infinite impulse response digital filters are common either with direct or lattice forms [9] . Meanwhile, in order to control the coefficients of the filter, adaptive algorithms such as the Normalized LMS, the Recursive Least Square (RLS) and the Affine Projection (AP) algorithms are usually employed. Variants of these algorithms have been used to improve the filter performances as alternatives to the LMS algorithm. Furthermore, there have been studies discussing the use of multiple components of adaptive filters, but they use a single controlling algorithm for adaptation process [10] [11] [12] . The original SM-AP has been introduced in [13] . The concept of which was derived from the set-membership identification [14] , has advantages of increasing the convergence speed by reusing the data as well as reducing the computational complexity by updating the filter coefficients with a specific criterion [15] , [16] . Versions of the set-membership affine projection were also introduced in several literatures [17] [18] [19] . However, many approaches have been addressed using various adaptive filters and algorithms but still none have discussed how to employ multiple algorithms in a system to eliminate noise from a signal of Adaptive Line Enhancer with Selectable Algorithms based on Noise Eigenvalue Spread interest, which may have changing characteristics. In addition, mostly existing literatures involved complicated processes and are impractical for real-time based application.
This paper focus on identification of the changes in the noisy signal, and applying a suitable adaptive algorithm according to noise characteristics, in such a way to improve noise cancelling and speech enhancement performances by fast convergence rates, reduced computational power and improved signal-to-noise ratio. This system is optimized in this study by selecting an appropriate algorithm based on the calculation of eigenvalue spread in the noisy target signal.
II. ADAPTIVE LINE ENHANCEMENT
An adaptive line enhancer is a digital structure that is known for its capability in separating a low-level sinusoidal signal from broadband noise [20] . Fig. 1 shows the basic diagram of ALE using direct form of a finite impulse response (FIR) filter structure. As it can be seen from this basic diagram, the noisy input signal x(n) is delayed using the delay units z−∆ to produce x(n−∆) as an input signal to the adaptive FIR filter. The parameter ∆, which is called as prediction distance and measured in unit of the sampling period, works as eliminator of the correlation between noise in the input signal x(n) and noise in the delayed x(n−∆).
The performance of ALEs is mainly affected by certain parameters, namely the prediction distance ∆, the convergent parameter or step size of the adaptive algorithm and the adaptive filter realization. The value of ∆ has to be set appropriately in order to de-correlate the noise components in the input signal and in the delayed signal while leaving the signal of interest correlated. The study in [21] discussed the optimal value for the delay ∆. Meanwhile, the step size, which is commonly denoted by , is a parameter in the adaptive algorithm that affects the convergence behavior of the adaptive filter. Adaptive algorithms such as the LMS and the Affine Projection utilize the step size to control the convergence speed as well as the stability. The convergence speed is usually proportional to the value of step size, where slower convergence speed is caused by a smaller value of step size and vice versa. However, there are some restrictions on the value of the step-size.
Step-sizes exceeding some limits can cause instability of the algorithm, as it is the case in the LMS algorithm. Therefore, instead of using a fixed value, the step size can be modified to be time-varying, known as variable step size, in order to find its optimal value [10] .
In the following section, a smart method of noise cancellation is proposed to overcome the aforementioned problems. The method uses a selectable algorithm which named as Selectable Line Enhancer (SLE) to overcome problems with existing methods.
III. PROPOSED METHODOLOGY

A. Selectable Line Enhancer
The methodology discussed here is similar to [22] but using different filtering system. In [22] , the conventional noise canceller with two-input sensor was used with selection of NLMS, AP and modified SM-AP. In this paper, the similar approach is used but in the algorithm selection, the conventional LMS, AP and modified SM-AP are used with longer speech signal and real life noise signals. The structure of ALE in Fig. 1 is optimized by using selectable algorithms to update the coefficients of the adaptive filter. The optimized ALE is shown in Fig. 2 and named as Selectable Line Enhancer (SLE).
B. Selectable Algorithms
A flow chart of the selectable algorithm is shown in Fig. 3 . The SLE is simulated and tested to evaluate the performance of the selectable algorithm under real-life environmental conditions using ALE structure. The experiment is based on using real life speech and noise signals, fed to the input of the proposed SLE.
The SLE selects an adaptive algorithm intelligently based on calculation of eigenvalue spread to apply an appropriate algorithm according to the characteristics of noise. In applications such as speech communications, it is hard to eliminate noise with varying characteristics from corrupted speech signal using conventional methods, which usually relies on using a certain algorithm in noise cancellation processes. By measuring the eigenvalue spread of segments of a noisy speech signal, a flag is set to activate an appropriate algorithm intelligently to cope with changing noise characteristics.
The eigenvalue spread can be calculated from the autocorrelation matrix of the input signal x(n), denoted by R. The autocorrelation matrix R is defined from the expectation of input signals product as illustrated in the equation below,
Here, x H (n) is the Hermitian transposition of the input signal matrix x(n). The eigenvalues spread is determined from the ratio of the maximum to the minimum eigenvalues of the matrix R. The eigenvalues are denoted by λ j . The characteristic equation of R is determined as follows, where I is an identity matrix, and λ j is given by following diagonal matrix, 
Using the measurement of s(R), the selection mechanism is set for cancelling different types of noise in the noisy speech signal. In the proposed algorithm, the calculation of inverse of R is not required, since we are not using a recursive algorithm such as the RLS algorithm which does need calculating the inverse of R.
The selection procedure is described as follows.
The SLE selects an adaptive algorithm intelligently based on a flag setting to apply an appropriate algorithm according to the characteristics of noise based on following cases, Case 1: The LMS is assigned when the noisy signal has low eigenvalue spread, which regarded as the best case, efficiently works with white noise. Case 2: The DSM-AP algorithm is applied to the noisy input signal that has high eigenvalue spread, which is ill conditioned signals, which is considered as the worst case.
The AP algorithm is assigned between these two cases such that the projection order would not cross some predefine value.
In the Fig. 3 , the predefine value 1 is set to 3 to represent low eigenvalue spread and the predefine value 2 is set to 10 to represent high eigenvalue spread. These values are chosen based on relationship between convergence and eigenvalue spread. The range of eigenvalue spread starts from 1, which indicates the best condition signal. Meanwhile, large eigenvalue spread resulted from ill-conditioned signal causes the convergence to degrade [7] . According to work done in [23] , the value 10 was used to indicate large eigenvalue spread whereby [8] used 20 and 80 to observe the performance of their work when different eigenvalue spread were used.
C. Performance Investigation
The target signal used in this work is a female voice with English utterance "one two three", sampled at 16 kHz. This sample speech signal was subjected to several types of background noises such as white noise, car noise, and voice babble. These noise signals are taken from NOISEX-92 standard database [24] . These noise signals are sampled at 16 kHz and concatenated to produce a noise with variable characteristics called variable noise. The waveforms of clean and noisy speech signals are shown in Fig. 4 . The eigenvalue spread of the input noise signals used in this simulation, are calculated using 128 data samples per frame, with 60 frames for every noise signal. The calculation of the eigenvalue spread is repeated to observe the changes in the noise signals and the value for each type of noise is displayed in Table 1 .
To judge the performance of the proposed SLE, a comparison is made with solo algorithm ALEs. The solo algorithm systems used in the comparison are simulated and tested under the same conditions. These algorithms are the LMS, the SM-AP and the AP. The comparison with the AP is sought to give a fair judgment with recently devised adaptive algorithms [25] .
Different levels of signal-to-noise ratios (SNR) were used to observe the performance of the proposed approach. The output SNR of the SLE is calculated as power ratio of processed speech and noise left in the processed signal. 
D. Subjective Listening Test
The performances of the proposed approaches have been evaluated objectively in previous section. However, there is a need to examine how the proposed approaches performed in the perception of listeners regarding the output of the proposed works. Therefore, subjective listening test is conducted to evaluate the quality of filtered speech signals using a recommended standard measure by International Telecommunication Union (ITU) called the ITU-T Recommendation P.85 Mean Opinion Score (MOS). The MOS scale used in this thesis is based on the document of the ITU-T (formerly CCITT) Recommendation P.85 for the subjective performance of speech from voice output devices. The wording of the questions and the scaling grades used in this study are referred to this document and modified based on the study by [26] . The MOS can be used to compare several systems by voice output devices. This method consists of seven questions with 5-point scales that assess overall sound quality, listening effort, comprehension problems, articulation, pronunciation, speaking rate and pleasantness.
Total of 30 respondents with audiologically normal hearing took this test. The answers are translated to a numeric range 1 to 5 with the highest number indicates the most positive answer. Then, the average score and the standard deviation of every question are analyzed.
IV. RESULTS AND DISCUSSION
The discussion of the results begins with performance evaluation of proposed mechanism using mean square error (MSE) plots as shown in Fig. 5 . These figures show the convergence performances under white, car and variable noise signals using proposed method compared to other single algorithms.
The processed speech interfered by white noise using the SLE structure and single algorithm based ALE are illustrated in Fig. 6 when the input SNR was fixed at -15 dB. This SNR input is used for performance evaluation because it showed comparable results among all algorithms in all cases. From these figures, it is clear that the noise is efficiently eliminated in the corrupted speech signal and cleaner speech signal is produced using SLE structure compared with single algorithm based ALE.
For each case of background noise, different levels of signal-to-noise ratios (SNR) were used at the primary input of the proposed SLE in order to observe the improvement in performance. The SNR observation results for all background noise types are concluded in a graph as shown in Fig. 7 . From this figure, it can be seen that the SNR of the proposed SLE system have shown tremendous improvement at the output under various types of noise that can possibly corrupt speech communications. This can be interpreted as a great capability to remove noise which is hard to remove using the conventional techniques.
Comparison of SNR performance of the proposed method with solo algorithms for all background noise cases is given in Table 2 when the input SNR is fixed at -15 dB. It can be seen from this table, that the SNR of the SLE method has higher values at output of the system compared to conventional ALE structures that are based on solo algorithms. The improvement margin is appreciably large under all circumstances.
The computational advantage of the proposed SLE is explained in Table 3 . The table shows the computational complexity of the SLE compared to other conventional single algorithm ALEs. The calculations are based on the number of multiplications per unit sample. These calculations are made using parameters used in the SLE experiments, namely filter length N = 32 and projection order for AP, M = 4. The same values were used with solo algorithm systems to obtain a fair judgment. For the worst case, the computational power of the SLE approach was one third of that of the AP. In the remaining time, the SLE algorithm performs approximately similar to LMS. In addition, since we have 7680 operations according to Table 1 , for 128 samples in each frame, the number of operations due to would be 7680/128, which equals to 60 operations per unit sample. This number is added to obtain total operations per unit sample for SLE in Table 3 . From this table, it is clear that the proposed SLE system proposed in this paper has nearly 90% reduction in computational complexity compared to that of the RLS, which is normally used to remove irregular, ill-condition noise from corrupted voice signals, at the expense of a large waste of computational power, normally proportional to the square of the filter order.
From Fig. 5 , it is evident that the SLE algorithm converges in about 1000 iterations, taking into account 16 kHz sampling frequency, this will take about 6.25 msec. which is suitable for real time audio applications, the distortion at the beginning of the process can hardly be felt by human ear. Subjective tests proved validity of the method. The complexity reduction can be very useful for power saving and long-time operations in environments where the noise characteristics are continuously changing with time. Table 4 shows the MOS results from the subjective listening test. From this table, the subjective tests obtained high average score for most items where the respondents gave high scores in overall impression of the output signal based on SLE method. From these results, it is showed that the proposed method performs better in terms of MOS value. 
CONCLUSION
The paper has presented an improved version of a single input sensor noise cancellation system called Selectable Line Enhancer (SLE). This system utilizes a smart selection technique based on calculation of eigenvalue spread of noise signal. This method has an advantage where it can be implemented to eliminate noise in corrupted speech signal in a particular system without changing different algorithms, even when the source of the noise is unknown. Results showed an overall better performance in convergence compared with an equivalent ALE structure based on the same scheme and showed higher SNR performance than that of the ALE. The computational complexity of the proposed approach showed reduction of nearly 90% compared to the RLS and converged in about 6.25 msec. This reduction can be very useful in power saving and long-time operations where the noise characteristics are changing with time. The proposed SLE obtained high average score MOS value in subjective tests that proved the acceptance of the output quality among listeners. The SLE could be very useful for real-time applications in improving speech intelligibility such as hearing aids, mobile telecommunications, hand-free audio devices, biomedical, and many others.
