High dimensionality is a well-known problem that has a huge number of highlights in the data, yet none is helpful for a particular data mining task undertaking, for example, classification and grouping. Therefore, selection of features is used frequently to reduce the data set dimensionality. Feature selection is a multi-target errand, which diminishes dataset dimensionality, decreases the running time, and furthermore enhances the expected precision. In the study, our goal is to diminish the quantity of features of electroencephalography data for eye state classification and achieve the same or even better classification accuracy with the least number of features. We propose a genetic algorithm-based feature selection technique with the KNN classifier. The accuracy is improved with the selected feature subset using the proposed technique as compared to the full feature set. Results prove that the classification precision of the proposed strategy is enhanced by 3 % on average when contrasted with the accuracy without feature selection.
I. INTRODUCTION
In the revolutionary advancement era, there are many technology resources that help develop wearable devices, which are capable of safe use and improve people's life, especially of those suffering from different types of motor impairment. The emergence of these technologies with Internet of Things (IOT) can bring evolution in applications of public safety and mobile health. These applications open doors for universal ongoing testing by utilising distinctive data types, for example, Electrocardiography (ECG), Electroencephalography (EEG).
EEG is one of the most popular methods for capturing the brain waves and analysing the neurological aspects. Eighty years ago, EEG was developed by a European scientist [1] , [2] . In the past, some eye tracking systems have developed through image processing techniques, which utilise eye-blink pattern, but in some applications, such as drowsiness detection, the method of eye blink pattern is not sufficient because these methods concentrate just on eye shut state, they cannot be connected to identifying sluggishness with open eyes. Due to less accuracy, the EEG based tracking system is needed [3] . Apart from the conventional use of clinical diagnosis, EEG signals are applicable in many other applications, such as computer games [4] , emotion tracking [1] , and stress feature identification [5] . Growing number of researchers are using EEG in the Brain-Computer Interface (BCI) [6] . The eye-tracking systems can also be used for stress feature identification [2] , infant sleep-wake state * Corresponding author's e-mail: tariq.ali@uaar.edu.pk identification [7] , drowsiness detection [8] , Attention Deficit Hyperactivity Disorder (ADHD) patients [10] and epileptic seizure detection [9] .
New research perspectives have opened due to the accessibility of economic wireless EEG devices spanning from clinical assessment of daily life activities and public safety. Wireless headsets are easy and compact to be worn during different activities. On the other hand, the ongoing intermingling of advances in wearable sensor technologies, consumer electronics, and universal figuring has prompted the requirement for gauges to deal with intercommunication among these applications and gadgets. Dealing with the physical integration of everyday objects and their unique capabilities on the Internet, Internet of Things (IoT) tackles some of these challenges. However, for excessive use of these devices on a commercial level, there should be affordable devices with reasonable accuracy. Therefore, in the paper, we focus on reducing the number of sensors of EEG devices so that combined IoMT and EEG signals give more accurate and efficient results.
II. RELATED WORK
Authors prepared a data set that is available at UCI repository and is used as a benchmark dataset by many researchers [11] . In the paper, an eye state (open or closed) predictor by using brain waves was measured by EEG. Forty-two classifiers were tested in the study and K* (K star) was considered as the best classifier with an accuracy rate of 97 %. A large number of features may reduce the overall performance. Reference [12] proposed a technique using one-channel EEG data for the detection of open and close eye state. They claimed that devices with multiple channels produced more accurate results but some operations seemed to be more time consuming and complex, such as embedding EEG device on the subject's head and selection of features. Therefore, a device with the least number of channels is needed. In this experiment, accuracy was not as high as compared to multichannel devices, but it was costeffective and easily adapted for medical and individual use.
Another paper presented a method for eye state prediction with the algorithm C4.5 decision tree [13] . The main focus was on feature selection. Maximum classification accuracy in the paper was 91.6 % that was achieved with 13 most dominating attributes instead of 14 attributes. Reference [14] presented a method to improve the EEG, eye state data classification accuracy with the ranked order feature subsets. The effect of rank order features on the accuracy of classification was analysed by applying k star classifier for original EEG data set in WEKA. Six algorithms were used for feature ordering. For unordered data set accuracy was 95.01 % and for ordered data set features accuracy was 95.09 %. A feature could be characterised as an individual quantifiable property of the procedure being watched, any machine learning algorithm could perform classification utilising an arrangement of features. In machine learning and pattern recognition, better understanding of data, reduction of computation time, and improvement of prediction accuracy are possible by the process of feature selection or feature reduction. It is a process of identifying and selecting the most relevant or most useful features of data that contribute more to the accuracy of the model. An imperative issue in the feature selection is the advancement of a strategy, which can choose amazing feature subsets and wipe out both repetitive and irrelevant features from the dataset. Methods used for feature selection are Filter method, Wrapper method and embedded method [15] . Recently, for optimal feature subset selection, wrapper methodbased feature selection techniques have been showing better results to solve a feature selection problem. Among these, Genetic Algorithm (GA) is a promising way to deal with the combinational optimisation problem and it is extensively used in feature selection.
Authors proposed an automated feature selection method for BCI data [17] . The results of the paper showed that classification accuracy was improved by 0.9 % after feature selection as compared to the accuracy without feature selection. Reference [18] displayed a feature subset selection technique dependent on genetic algorithms for cancer dataset. The consequences of this investigation demonstrated that the proposed strategy gave preferred execution over the execution of the full feature set. Reference [9] proposed a GA based technique for feature selection of PVC arrhythmia dataset. The objective of the proposed technique was to select the optimal feature subset. Support Vector Machine (SVM), neural networks and k-Nearest Neighbor (KNN) algorithm were used for classification. The results showed that the proposed method gave better results than previously proposed techniques. This system obtained an accuracy of 99.69 %. Reference [20] proposed a genetic algorithm-based method for optimal feature subset selection for the efficient classification of Event-Related Potentials (ERPs). The proposed GA based technique selected 8 features out of 47 and achieved an accuracy of 93.8 %. From the literature review above, it is concluded that there should be an eye tracking system with the least number of attributes, which gives better classification accuracy than existing techniques. GA is the best method for selection of an optimal feature set. Therefore, we propose a GA based technique for feature subset selection. KNN classifier is used to assess the centrality of each chosen subset of features.
III. THE PROPOSED MODEL
A Feature Subset (FS) selection or simply feature selection technique is an operator, for example, FS from a k-dimensional input feature space to l-dimensional output feature space like,
where k, l ∈ Z + and k ≥ l. R rxk are any matrix or database that has the original feature set with "r" observations or instances and R txl contains the selected feature set with "r" instances. Feature selection can be described as a multi-objective technique that has two objectives; one is minimisation of the number of attributes and other is improvement of the classification accuracy. In the proposed technique, GA is used for finding of an optimal feature subset. The wrapper-based methods primarily use population-based selection of feature subset where a learning algorithm is employed to evaluate the worth of selected subsets of features [21] . The objective of the research is to select the optimal number of features in EEG eye state dataset. We have used different existing feature selection techniques and then proposed a GA based feature selection method. As many existing techniques for eye state classification have good accuracy, but all of these use a very large feature set. In the present study, we have selected an optimal feature subset without compromising on the classification accuracy. Feature selection helps obtain a better predictive and less computationally intensive classification model by limiting the number of input features to a classifier. We have applied different existing feature selection methods and also proposed a GA based technique for EEG eye state data. Our proposed methodology combines GA and KNN for optimal feature subset selection. The proposed system consists of the following steps, as shown in Fig. 1 .
Step 1: Data Set
In the research, we have used two datasets for eye state classification obtained from the UCI repository. The first data set was prepared by [11] and used as benchmark data in the existing literature. This data set consists of 14 977 instances, where 55.12 % (8255) of instances represent the eye open, and 44.88 % (6722) represent the closed eye state. The measurement duration was 117 seconds and the sampling frequency was 128 Hz during which the participants close/open their eyes at their own will. There are total 15 attributes for each instance, 14 of them represent the electrode values and 1 attribute represents the state of the eye. To be able to analyse the temporal dependencies, the instances are stored in chronological order in the corpus. The output "1" represents the eye-closed state and "0"the eye-open state [14] . The second dataset is prepared by [22] ; in this dataset "1" represents the eye-closed state and "0" represents the eye open state. This dataset is for epileptic seizure recognition and contains 5 classes and 11 500 instances; we extracted only eye state data. There are total 4600 instances of eye state, where 50.1 % (2301) instances corresponds to the eye-closed state and 49.9 % (2300) correspond to the open eye state. Of the total 179 attributes in this dataset, 178 represent the electrode values and 1 represents the state of the eye. The description of datasets is given in Table I . Step 2: Pre-Processing During the pre-processing step, missing values are handled using the "Remove with Values" method in Weka tool. It removes instances that contain missing values.
Step 3: Classification
During the third step, classification of data without feature subset selection is performed. For this experiment, dataset1 contains 14 features and dataset2 contains 178 features. The classification step is repeated again after performing feature selection. Although there are many reliable classifiers, such as Bayesian, SVM and ANN, we prefer a KNN classifier. KNN is a very simple, highly effective and efficient classifier introduced by Fix and Hodges in 1951. It is a conventional classification algorithm, where classification is performed on the basis of the nearest neighbour class [23] . The KNN algorithm is an instance based classifier. It is a very convenient algorithm, which stores all the available instances and classifies a new arrived instance by measuring the similarity between them (e.g., using a distance function). In the proposed approach for classification, we use the KNN algorithm. KNN is also known as a lazy learner, such classifiers are the best approach for a dataset like EEG, because these classifiers best perform on data with a fewer number of attributes and larger instances. Even being simple and easy, this algorithm can give much better results than other classifiers. There are many distance functions, such as Cosine Eq. 2, Euclidean distance Eq. 3, Manhattan distance Eq. 4, Minkowsky Eq. 5, Standardised Distance and Chi-square etc. [24] . 
Step 4: Feature Selection For feature selection, five different types of FS techniques that are available in WEKA are applied and one GA based technique is proposed. GA is one of the best optimisation problem-solving methods. It is a useful tool for feature reduction, especially for high dimensional data. GA uses a heuristic search technique, it selects random chromosomes and at each step tries to select the best individuals. These chromosomes then undergo mutation and crossover process to create a succeeding generation. This procedure continues till an optimal subset of features is formed [26] . Criteria to stop the GA, chromosome encoding, selection mechanisms, fitness evaluation and genetic operators are the five important issues in GA. Figure 2 shows the proposed genetic algorithm for feature selection. 
A. GA Search Space
Genetic Algorithm works on binary search space (0 or 1) as a chromosome. First, initial population is produced, which is usually random and evaluated using a fitness function. In case of chromosomes which are binary, we use 1 for selected feature and 0 for not selected feature. Figure 3 shows features indexed using 1's, ranked chromosomes are selected for next generation. 
B. Initial Population
After encoding the initial population is defined. For the present study, the initial population (stating population 0) is a matrix of chromosome length and population size that consists of only irregular binary (i.e., 0 or 1) digits. Size of population represents the number of individuals (chromosomes) in initial population. Each chromosome is shown in Fig. 4 . To make it sure that each population chromosome spans the search space, the population size must be equal to at least the value of chromosome length. 
C. Fitness Function
In the proposed algorithm, the fitness of every chromosome of the current population is checked using KNN-based classifier error rate. The k-nearest neighbours algorithm works on the base of the shortest distance between a training set and a test set. Euclidean distance is computed between test data xtest and the training sets xi and then the shortest distance (closest point) is found from a training set to a test set as given in Eq. 6.
Fitness function is applied to population in order to evaluate the results, and, on the basis of fitness function, fitness of population is ranked. Those lower in rank have more chance to go to next generation. Iterations are run in order to reduce the error rate and pick the individual with a lower rank value. The fitness of each individual is calculated using Eq. 7.
  (7) where αthe classification error based on k-nearest neighbours Algorithm;
Nfthe number of the selected features.
D. Phenomena for the Creation of New Child
After fitness evaluation, new population is formed from three different children. Crossover and mutation are used in order to create new population.
Elite Children
These children are the individuals with the best fitness values and are pushed automatically into the next generation. The proposed method selects the top two best chromosomes and pushes them to the next generation automatically.
Crossover Children
In GA, the crossover operator combines two chromosomes to form a new child (chromosome) for the next generations. In crossover, two individuals (chromosomes) are needed and these are taken from the tournament selection. In the present study, the arithmetic type crossover function is used, the probability of crossover children is 0.8 and XOR operation is performed on two parent chromosomes (because they are binary strings) to create a child for the next generation as shown in Fig. 5 . The XOR operation is given in Eq. 8.
where P1the chromosome used as the first parent in the crossover operation; ⊕the XOR operation that operates on binary values; P2the chromosome used as the second parent in the crossover operation. 
Mutation Children
Mutation operator in GA just alters one or more gene values in a chromosome from its initial state to create a child for the next generation. In mutation, the solution may change entirely from the previous solution. Mutation is used in different forms, like inversion mutation, uniform mutation, swap mutation, insert mutation etc. [27] . In our experiments, we use uniform mutation, where a set of random numbers (RD) is generated for uniform distribution. Position of each gene bit is attached with a random number in a chromosome. Then, the chromosomes are checked from left side to right side. For each bit, mutation probability (mp) is compared with the value of each RD. If the RD at position 'i' is less than pm, then gene (a bit) at position 'i' is spun (0 to 1, 1 to 0). Otherwise, the gene is left the same. It is shown in Fig. 6 . 
E. Termination
Once the GA reaches the optimal solution, it stops. Termination conditions are as follows:
• For X iterations, GA shows no progress;
• Reaches an absolute number of generations;
• Value of objective function reaches a certain predefined value.
Usually, the GA checks difference in values of fitness of generations. If the difference in average of hundred generations is equal or less than 0.000001, the GA terminates.
IV. RESULTS AND DISCUSSION
The proposed feature selection approach is evaluated using two different datasets taken from the UCI repository. The proposed technique is implemented in MATLAB2016a. The experiments were conducted on HP (Core i5-7200U CPU @ 2.50 GHz, 4 GB RAM) running Windows 10, 64-bit. A cross validation (10 fold) method is used to evaluate the results. In this cross-validation, the datasets are divided into ten equal sized. Each subset is used for testing and rest of subsets is used for training. We have tested 60 different classifiers and selected ensemble subspace KNN because it gives higher accuracy. Table II shows the average accuracy of 15 different classifiers. Accuracy is defined as the number of properly classified instances divided by a number of total testing instances. Accuracy can also be calculated as in Eq. 9 [29] .
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The average accuracy is calculated using Eq. 10. After performing classification on a full feature set, we have used different feature selection techniques available in WEKA tool shown in Table III and also proposed a GA based feature selection technique. Parameter setting for GA is shown in Table IV .
Applied Computer Systems ________________________________________________________________________________________________ 2019/24 Optimal feature subset is selected using our technique and on this reduced feature subset the classification accuracy is calculated. The proposed algorithm accuracy has been compared with the feature selection techniques in WEKA. The proposed algorithm has achieved better performance on both datasets. Table V demonstrates the accuracy values of (a)without feature subset selection; (b)after feature subset selection using WEKA tool and (c)feature subset selection using genetic search against each dataset.
The experimental results show that the proposed GA based feature selection technique gives better accuracy as compared to the accuracy computed without feature subset selection. We have compared the accuracy results obtained from our proposed FS technique with the accuracy of different feature subsets selected from other methods available in WEKA tool and it has been observed that the proposed technique gives the optimal feature subset. In addition to accuracy, a number of features are also reduced. Figure 7 shows the total number of features in each dataset and the number of features reduced after the experimentation. In both cases, the proposed GA based technique performance was better. However, the proposed technique shows more promising results than other techniques. Comparison of the proposed technique with existing methods shows that it gives better results in terms of classification accuracy with the reduced number of features. In 2013, Rosler and Suendermann classified the same data set with an accuracy of 97 % but used complete data set without feature reduction. In [28] , the number of sensors was reduced up to 10 but accuracy decreased to 83.5 %. However, the proposed technique classifies the same dataset with an accuracy of 97.2 % using only 11 sensors.
V. CONCLUSION
In the paper, for searching and selecting the most optimal attribute set from the original set of attributes, we have proposed the GA based technique, and KNN is used for fitness evaluation. Experiments are performed on standard datasets to demonstrate the proposed algorithm, which reduces the dataset dimensionality and increases the prediction accuracy by choosing significant attributes from the dataset and better accuracy is achieved on both datasets. We have compared the accuracy results obtained from the proposed FS technique with the accuracy of different feature subsets selected from other methods available in the WEKA tool. We have also compared accuracy results before applying feature selection and accuracy results after applying feature selection. The experimental results have shown that the proposed technique finds the most optimal feature sets that improve the predictive accuracy of the model.
