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Abstract
We show that the simultaneous existence of a single locally surjective graph homomorphism between a
graph G and a connected and finite graph H together with some locally injective homomorphism between
the same pair of graphs assures that both homomorphisms are locally bijective.
We give a short proof of this assertion which unifies previously known partial results of this form. We
utilize the notion of universal cover, and relate its properties to the notion of degree refinement, which was
used as a principal tool in other works.
c© 2006 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider so called locally constrained graph homomorphisms. For graphs G
and H a (graph) homomorphism is a vertex mapping f : VG → VH satisfying the property that
( f (u), f (v)) is an edge of H whenever vertices u and v are adjacent in G.
In addition, we consider three types of “local” restrictions. We may request that for every
vertex u of G the set of its neighbors NG (u) is mapped
• bijectively onto NH ( f (u)); then the mapping f is called locally bijective; or
E-mail addresses: fiala@kam.mff.cuni.cz (J. Fiala), jana@kam.mff.cuni.cz (J. Maxova´).
1 Tel.: +420 221914322; fax: +420 257531014.
2 Supported by the Ministry of Education of the Czech Republic as project LN00A056.
0195-6698/$ - see front matter c© 2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ejc.2006.06.003
1112 J. Fiala, J. Maxova´ / European Journal of Combinatorics 27 (2006) 1111–1116
• injectively into NH ( f (u)); then we say that f is locally injective; or
• surjectively onto NH ( f (u)); then f is locally surjective.3
(The symbol NH ( f (u)) denotes the set of neighbors of f (u) in the graph H .)
These three sorts of mappings have interesting theoretical and practical aspects. Locally
bijective homomorphisms were first considered in algebraic graph theory [3]. As special cases
of covering spaces from algebraic topology [14], graphs constructed with help of local bijections
are used in many applications in topological graph theory [9].
Locally injective homomorphisms were applied in a hardness proof for the existence of
distance constrained labelings of graphs [8], a notion stemming from a highly practical problem
of interference-free frequency assignment for wireless networks.
Locally surjective mappings were introduced by Everett and Borgatti [6], who called them
role colorings. They originated in the theory of social behavior. The graph H , i.e. the role
graph, models roles and their relationships, and we ask whether roles (i.e. the vertices of the role
graph) can be assigned to individuals of a given society such that the relationships are preserved:
Each person playing a particular role has among its neighbors exactly all necessary roles as are
prescribed by the model.
Computational applications of local bijections include works by Angluin [2] who studied
“local knowledge” in distributed computing environments, and by Courcelle and Me´tivier
[5] who showed that nontrivial minor-closed graph classes cannot be recognized by local
computations.
Bodlaender [4] asked what is the computational complexity of the decision problem
H -COVER, which decides whether a given input graph G allows a locally bijective
homomorphism to H . Here H is considered a fixed parameter of the problem. Similarly
the problem H -PCOVER (resp. H -RA) asks if G allows a locally injective (resp. surjective)
mapping to H . Abello et al. [1] showed that there are both polynomial-time solvable (easy)
and NP-complete (difficult) versions of this problem depending on the parameter graph H . The
complexity of the H -COVER problem was further studied in [10,11]. Several infinite classes of
both polynomial and NP-complete instances were recognized; however, currently there is no
plausible conjecture concerning a good characterization of graphs H , for which the H -COVER
problem is polynomially solvable (assuming, of course, P = NP).
At this point we would like to highlight two structural theorems that provide an important tool
for proving an NP-hardness reduction from the H -COVER problem to the H -PCOVER and the
H -RA problems.
Theorem 1 ([7]). Let G be a finite graph and let H be a finite connected graph. Suppose there is
a locally bijective homomorphism from G to H . Then any locally injective homomorphism from
G to H is locally bijective.
Theorem 2 ([12]). Let G be a finite graph and let H be a finite connected graph. Suppose there
is a locally bijective homomorphism from G to H . Then any locally surjective homomorphism
from G to H is locally bijective.
Let us remark that both of these theorems can be strengthened such that instead of the
existence of a local bijection it suffices to assume that both graphs have the same degree
3 In the literature such mappings are also known as (full) covering projections (bijective) or as partial covering
projections (injective), or as role assignments (surjective).
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refinement matrix (see [7,12]) which is a weaker condition (see e.g. [10]). The notion of degree
refinement and of its matrix originated in the graph isomorphism theory and was very useful in
proving a relationship between the existence of locally constrained homomorphisms. Since this
structure can be computed in polynomial time (cf. Section 4), it has frequently participated in
NP-hardness constructions for the above mentioned problems.
Our paper is motivated by the celebrated Cantor–Bernstein theorem showing that the
simultaneous existence of a surjective and injective mapping between two set provides a
sufficient condition for the existence of a bijection between these sets. We link the above
theorems together and show that an analogous statement to Cantor–Bernstein theorem holds
also for locally constrained homomorphisms:
Theorem 3. Let G be a graph and let H be a finite connected graph. Suppose there is a locally
surjective homomorphism g : G → H and a locally injective homomorphism h : G → H . Then
both g and h are locally bijective.
In our study we involve the notion of the universal cover instead of the degree refinement. This
notion is a discrete variant of the universal covering space used in topology and was introduced
by Angluin in [2] in a study on common covers. Taking advantage of this structure enabled us to
unify and generalize Theorems 1 and 2 also for infinite graphs G.
The paper is organized as follows. The next section provides definitions used later. Our main
result, Theorem 3, is proved in the third section. Several relationships between universal covers
and degree refinement matrices are discussed in the last section.
2. Preliminaries
In the paper we consider simple graphs G = (VG , EG), i.e. with no loops or multiple edges.
Here VG and EG stand for the vertex and edge sets of G. The graph G is called finite if VG (and
hence also EG ) is finite.
A walk in G is a sequence of vertices in which any two consecutive vertices form an edge
of G. The concatenation of walks is denoted by the sign ◦. A path is a walk where each vertex
appears at most once. A graph is connected if for any pair of vertices v and w, there exists a path
whose endpoints are v and w. A forest is a possibly infinite graph in which any two vertices are
connected by at most one path. A connected forest is called a tree.
The distance in a connected graph is measured as the number of edges of the shortest path
between the given vertices. The diameter of a finite connected graph G is equal to the maximum
distance taken over all pairs of vertices of G.
We say that a walk A′ is an inner extension of A if A′ is formed as A1 ◦ (u, v, u) ◦ A2 from
the walk A of form A1 ◦ A2. In other words walks A and A′ are almost identical; only the edge
(u, v) is traversed in two consecutive steps in the walk A′ compared to the walk A.
We define an equivalence relation ∼ on the class of all walks as the symmetric and transitive
closure of the inner extension relationship. Two walks are equivalent if both are obtained from
the same walk by a series of inner extensions. It is natural to represent each equivalence class
by a walk in which no edge is traversed twice in two consecutive steps. We use the notation
A = [B]∼ to express the fact that the walk A represents the class containing the walk B .
With a connected graph G we associate its universal cover TG constructed as follows: Fix an
arbitrary vertex u1 ∈ VG . The vertex set of the universal cover consists of all finite walks in the
graph G starting from the vertex u1, factorized by the relation ∼. Formally,
VTG = {A | A = [(u1, u2, . . . , un)]∼ is a walk, n ∈ N}.
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Two such walks A and B form an edge of TG , if A = [B ◦ (u, v)]∼ for some edge (u, v) of
G, or equivalently, if one of these two walks extends the other by a single edge at the end.
Observe that TG is in fact a tree, since from each vertex A ∈ TG there is a unique path to
the initial vertex (u1) ∈ VTG . Moreover, TG a locally bijective homomorphism f : TG → G
defined by f ((u1, . . . , un)) = un . Unless G itself is a finite tree (in which case TG is finite and
isomorphic to G), TG is an infinite graph.
The definition of TG is independent up to an isomorphism of the choice of the initial vertex
u1: If we initiate the construction of a universal cover T ′G in another vertex v1 we may define an
isomorphism f : TG → T ′G by f (A) = [B◦A]∼ where B is an arbitrary walk from v1 to u1 in G.
3. Main result
In this section we give a proof of Theorem 3, which is moreover shorter than both proofs of
Theorems 1 and 2 from [7,12]. Before we prove the theorem we explore a relationship between
locally constrained homomorphisms between graphs and between their universal covers.
Let G and H be two simple connected graphs and let f be an arbitrary homomorphism
G → H . Without loss of generality assume that vertices of TG are walks starting in the vertex
u1, and that the vertices of TH are walks emanating from f (u1). We define a derived mapping
f ′ : VTG → VTH by f ′(A) = [( f (u1), f (u2), . . . , f (un))]∼, for A = (u1, u2, . . . , un).
Lemma 1. If the mapping f : VG → VH is a locally bijective (resp. injective, surjective)
homomorphism, then the mapping f ′ : VTG → VTH is also a homomorphism of the same local
constraint, i.e. a local bijection (resp. injection, surjection).
Proof. To validate this statement it is sufficient to observe that for an arbitrary walk
A = (u1, . . . , un) in G, its neighborhood NTG (A) is in one-to-one correspondence to the
neighborhood NG (un) of the vertex un in G.
When NG (un) is mapped bijectively onto NH ( f (un)), and NTG (A) is in one-to-one
correspondence with NG (un), similarly NTH ( f ′(A)) is in one-to-one correspondence with
NH ( f (un)). The composition of these three relations is a bijective mapping between NTG (A)
and NTH ( f ′(A)):
NTG (A) ←→ NG (un) −→ NH ( f (un)) ←→ NTH ( f ′(A)).
The argument for locally injective and surjective homomorphisms is analogous. 
The following simple observation can be seen directly, so we omit a formal proof.
Lemma 2. (i) Any locally surjective homomorphism f from a graph G to a connected graph H
is globally surjective.
(ii) Any locally injective homomorphism f from a connected graph G to a forest H is globally
injective.
The next lemma contains the core argument of our paper.
Lemma 3. Let G be a connected graph and let H be a finite connected graph. Suppose there
is a locally surjective homomorphism g : G → H and a locally injective homomorphism
h : G → H . Further let g′ and h′ be defined as above. Then
• g and h are locally bijective homomorphisms, and
• g′ and h′ are isomorphisms between the corresponding universal covers TG and TH .
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Proof. Consider the universal covers TG and TH for G and H . Due to the previous lemma, the
derived mapping g′ is a local surjection from TG to TH , and h′ is a local injection between the
same trees.
According to Lemma 2 g′ is globally surjective and h′ is globally injective.
Let d be the diameter of H . For a universal cover T and a vertex A ∈ VT we denote by M(A)
the set of all vertices that are at distance at most d + 1 from A. For any A the set M(A) induces
a finite subtree of T .
Select a vertex B ∈ VTH such that |M(B)| is maximal. Due to the global surjectivity of g′
there exists a vertex A ∈ VTG such that g′(A) = B . Also define h′(A) = C .
Now we get
|M(A)| ≥ |M(g′(A))| = |M(B)| ≥ |M(C)| = |M(h′(A))| ≥ |M(A)|. (1)
The first inequality follows from the local surjectivity of g′, the second from the choice of B ,
and the third from the injectivity of h′.
Since the two sides of the inequality are the same, we get in fact equality.
From |M(A)| = |M(g′(A))| it follows that g′ acts as an isomorphism between M(A) and
M(g′(A)). The same holds for h′ as well. Observe that the set M(A) was selected such that
every vertex v of H appears as the last vertex of some walk Av ∈ M(g′(A)). Moreover the
particular Av can be chosen such that all its neighbors are still inside M(g′(A)).
Since g′ restricted to M(A) was shown to be an isomorphism, we get that for some Au ∈
M(A) with g′(Au) = Av the projection g′ maps bijectively N(Au ) onto N(Av). From this it
immediately follows that the mapping g acts as a bijection between N(u) and N(v) = N(g(u)).
The last argument holds for any vertex u. More precisely, for an arbitrary u ∈ VG we can
choose A for (1) such that Au ∈ M(A), where Au represents a walk in G ending with u.
Then we have shown that g acts bijectively on N(u). This means that g is a locally bijective
homomorphism between G and H . By substitution of h in place of g the same result can be
derived for the mapping h.
The second assertion of the lemma follows directly from Lemma 2 as any locally bijective
homomorphism between two trees is an isomorphism. 
Theorem 3 follows by applying Lemma 3 separately on each component of G. By a similar
argument we obtain the following corollary.
Corollary 1. Let G and H be connected graphs and let H be finite. If the two universal
covers TG and TH of G and H are isomorphic then any locally injective or locally surjective
homomorphism from G to H is locally bijective.
Proof. The statement follows from the fact that any locally surjective or locally injective graph
homomorphism between the two isomorphic trees TG and TH is locally bijective.
The proof of this assertion mimics the proof of Lemma 3. We select B ∈ VTH which
maximizes |M(B)| and adjust Eq. (1) so that it uses the tree isomorphism instead one of the two
locally constrained homomorphisms. The remaining argument follows the same guidelines. 
4. Concluding remarks
Remarks on finiteness. Observe that the finiteness of the graph H is necessary. A counterexample
can be constructed as follows: Take G = H = (N, {(i, i + 1) : i ∈ N}) and the mapping
h : VG → VH such that h(i) = i + 1. Then h is locally injective but not locally bijective.
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It does not make any sense to consider the case when G is finite and H is infinite and
connected since then no locally surjective homomorphism from G to H exists. This follows
immediately from Lemma 2(i).
Universal cover versus degree refinement. We have already mentioned that in [7,12] results were
derived by use of the so called degree refinement matrix. We now relate this notion to our results.
First let us briefly review the definition of degree refinement.
The degree partition of a (finite) graph G is a partition of its vertices into the minimum number
of sets S1, . . . , St for which there are constants ri, j such that for every 1 ≤ i, j ≤ t , every vertex
in Si is adjacent to ri, j vertices in Sj . The degree refinement of G is the t × t matrix R = (ri, j ).
Two degree refinements R1, R2 are considered as the same if there is a permutation matrix P
such that R1 = PT R2 P . The degree refinement matrix can be easily computed (see e.g. [13]).
The following theorem of Leighton relates our results to the notion of degree refinement:
Theorem 4 ([13]). Given any two finite connected graphs G and H , the following conditions
are equivalent:
(i) G and H share a common finite cover,
(ii) G and H have the same universal cover (i.e. TG  TH ),
(iii) G and H share a common (possibly infinite) full cover,
(iv) G and H have the same degree refinement.
Hence, in Corollary 1, our assumption TG  TH can be replaced by any of the equivalent
conditions from Theorem 4. This implies that our approach and that of [7,12] are essentially the
same.
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