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Vorwort 
 
Mit der ersten Promotion am Forschungsinstitut Wasser und Umwelt (fwu), die nach der In-
tegration des Departments Bauingenieurwesen am fwu durchgeführt werden konnte, wurde 
eine eigene fwu-Schriftenreihe etabliert. Neben den Promotionen am fwu werden in dieser 
Schriftenreihe die Ergebnisse von Institutsveranstaltungen, Konferenzen und Workshops 
sowie andere Forschungsergebnisse, die im Kontext des fwu erarbeitet werden, veröffent-
licht. Bis dahin wurden die Forschungsergebnisse in verschiedenen internen und externen 
Schriftenreihen publiziert.  
Eine Übersicht der bisher veröffentlichten Schriftenreihen kann der letzten Seite entnommen 
werden. In dem vorliegenden Heft 8 (2015) wird die Promotion von Sönke Dangendorf mit 
dem Titel „Sea level variability and its role for coastal flood risk in the southeastern North Sea 
- Insights into past, present and future sea level changes” in Papierform veröffentlicht; die 
digitale Veröffentlichung erfolgte im August über die Universitätsbibliothek Siegen. Herr Sön-
ke Dangendorf hat eine kumulative Dissertation auf Grundlage von fünf begutachteten Bei-
trägen (peer-reviewte Journal Paper) in internationalen Journalen vorgelegt. 
Küstenschutzbauwerke werden in der Regel für eine Lebensdauer von mehreren Dekaden 
bemessen. Potentielle Langzeitänderungen in den maßgebenden Einwirkungsgrößen, wie 
z.B. die Sturmflutwasserstände, verursacht durch natürliche und klimatische Änderungen 
infolge erhöhter Treibhausgasemissionen sind bei der Entwicklung von Küstenschutzkonzep-
ten zu beachten. Aus diesem Grund sind sowohl für politische Entscheidungsträger als auch 
für die Ingenieure Erkenntnisse über die Entwicklung des globalen Klimas und insbesondere 
den daraus resultierenden Veränderungen im regionalen Meeresspiegel von größter Bedeu-
tung, um nachhaltige Anpassungsstrategien realisieren zu können. Dabei ist zu untersuchen, 
welchen Langzeitentwicklungen der regionale Meeresspiegel aktuell folgt und zukünftig fol-
gen wird. Neben dem deterministischen Langzeittrend weist der Meeresspiegel auch eine 
signifikante intra-annuelle bis mehrdekadische Variabilität auf, die aus klimainternen natürli-
chen Prozessen resultiert.  
In der von Herrn Sönke Dangendorf vorgelegten Dissertation werden die Variabilitätsmuster 
(auf unterschiedlichen Zeitskalen) in den zwei für den Küstenschutz wichtigsten Einwir-
kungsgrößen, dem mittleren Meeresspiegel (englisch: Mean Sea Level, MSL) und dem 
Windstau (bzw. Sturmfluten), untersucht. Der Fokus liegt dabei auf dem Gebiet der Nordsee 
bzw. der Deutschen Bucht. Nach der Identifizierung der maßgebenden Einflussparameter 
auf die regionale Wasserstandsvariabilität wird die Langzeitentwicklung über die vergange-
nen 140 Jahre rekonstruiert und der Einfluss einzelner Wirkungsprozesse für das 21. Jahr-
hundert bis zum Bezugshorizont 2100 projiziert. 
Abschließend möchte ich mich für die Mitbetreuung der Promotion bei meinen Kollegen Prof. 
Hans von Storch vom Helmholtz Zentrum Geesthacht (HZG) und für die Mitwirkung im Prü-
fungsausschuss bei Herrn Prof. Dr. rer.-nat. Athanasios Vafeidis von der Christian-Albrechts-
Universität zu Kiel (CAU) sowie bei Herrn Prof. Dr. Alfred Müller vom Department Mathema-
tik der Universität Siegen herzlich bedanken. 
Siegen im August 2015 
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The cover: 
The cover shows parts of a figure from chapter 6 of this thesis. The figure illustrates the spatial 
correlation between daily surges in Cuxhaven and each grid point time series of daily sea level 
pressure from the 20th century reanalysis data set in the larger North Atlantic region over the peri-
od 1950-2012. The cover has been selected, since it demonstrates the linkage between the local 
storm surges and large-scale climate patterns, which determine a considerable part of the inter-
annual to decadal variability of surges. For us, as coastal engineers, knowledge about the physics 
driving sea level variations is indespensible, since it contributes significantly to the flood risk in 
coastal areas. 
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Kurzfassung 
In dieser Arbeit wird ein Beitrag zur Berücksichtigung intra-anueller bis mehrdekadischer 
Variabilität in Küstenschutzkonzepten geliefert. Küstenschutzbauwerke werden in der Re-
gel für eine Lebensdauer von mehreren Dekaden bemessen. Aufgrund des zu erwarten-
den Klimawandels infolge erhöhter Treibhausgasemissionen im 21. Jahrhundert ist es 
notwendig, dass potentielle Langzeitänderungen in den maßgebenden Einwirkungsgrö-
ßen (z.B. Sturmflutwasserständen) bei der Entwicklung von Küstenschutzkonzepten be-
rücksichtigt werden.  
Um nachhaltige Anpassungsstrategien zeitnah realisieren zu können, müssen sowohl 
politische Entscheidungsträger als auch Ingenieure so früh wie möglich über den Entwick-
lungspfad des globalen Klimas und den daraus resultierenden Veränderungen im regiona-
len Meeresspiegel Kenntnis erlangen. Dabei stellt die Frage, welcher Langzeitentwicklung 
der regionale Meeresspiegel aktuell folgt und zukünftig folgen wird, eine erhebliche Her-
ausforderung dar. Neben dem deterministischen Langzeittrend weist der Meeresspiegel 
auch eine signifikante intra-annuelle bis mehrdekadische Variabilität auf, die aus klimain-
ternen natürlichen Prozessen resultiert. Solche Variabilitätsmuster können eine Amplitude 
derselben Größenordnung wie der säkulare Meeresspiegelanstiegs über das gesamte 
20. Jahrhundert erreichen. Darüber hinaus können diese über mehr als eine Dekade an-
dauern. Das hat zum einen zur Folge, dass anthropogen verursachte Trends und Be-
schleunigungen im Meeresspiegelanstieg schwerer zu detektieren sind. Zum anderen 
führen Perioden mit anhaltend erhöhten Wasserständen zu einem Anstieg des Überflu-
tungsrisikos in Küstenregionen. 
In dieser Dissertation werden die Variabilitätsmuster in den zwei für den Küstenschutz 
wichtigsten Einwirkungsgrößen, dem mittleren Meeresspiegel und dem Windstau (bzw. 
Sturmfluten), untersucht. Hierfür wird die Variabilität der Wasserstände in der Nordsee 
zunächst unter Verwendung unterschiedlicher Filtermethoden, statistischer Regressions-
modelle und physikalischer Theorien auf unterschiedlichen Zeitskalen charakterisiert. In 
einem zweiten Schritt erfolgt dann die Verknüpfung einzelner Variabilitätsmuster mit ver-
schiedenen ozeanografischen und meteorologischen Prozessen. Nach der Beschreibung 
der wichtigsten Wirkungsprozesse auf die regionale Wasserstandsvariabilität der Nordsee 
wird die Langzeitentwicklung unter Berücksichtigung der identifizierten Prozesse über die 
vergangenen 140 Jahre reevaluiert und der Einfluss atmosphärisch induzierter Variabilität 
für das 21. Jahrhundert bis zum Bezugshorizont 2100 projiziert. Die Ergebnisse verdeutli-
chen, dass ein vertieftes Verständnis der Prozesse sowie die anschließende Berücksich-
tigung intra-annueller bis mehrdekadischer klimainterner Variabilität die Unsicherheiten 
bei der Schätzung von Langzeittrends reduziert und potentielle Beschleunigungen im 
Meeresspiegelanstieg deutlich früher detektiert werden können (je nach Standort und 
Szenario bis zu 60 Jahre). Gleichzeitig wird die statistische Sicherheit von Langzeitprog-
nosen erhöht, ein Informationsgewinn, der direkt in den Entscheidungsprozess über mög-
liche Anpassungsstrategien mit einfließen kann.  
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Abstract 
This thesis provides a contribution to the consideration of intra-annual to multi-decadal 
sea level variability in coastal enginnering concepts. Coastal structures are usually de-
signed for a lifetime of several decades. Nowadays a sustainable design requires the con-
sideration of long-term changes in the loading factors due to enhanced greenhouse gas 
emissions throughout the 21st century.  
Hence, policy makers and managers need to know as early as possible which climate 
change pathway the Earth’s climate is following and by how far regional sea levels are 
changing to support adequate and timely adaption. This, however, is challenging since 
superimposed on any deterministic long-term trend in sea level there is a considerable 
fraction of intra-annual to decadal variability linked to climate internal processes. Such 
variability patterns may be as large as the secular change observed through the 20th cen-
tury and persist over at least one decade, (i) hampering an early detection of long-term 
changes or accelerations and (ii) increasing/decreasing the risk of coastal flooding during 
these periods.  
This thesis therefore investigates variability patterns in two of the most important loading 
factors for coastal infrastructure: mean sea level and storm surges. Different filtering tech-
niques in combination with statistical regression models and physical theory are used to 
characterize the sea level variability in the North Sea (German Bight) over various time 
scales and to discover the contribution of different oceanographic and atmospheric forcing 
factors. After identifying the main contributors to the sea level variability, the long-term 
changes are reassessed over the past 140 years and the atmospherically induced varia-
bility patterns are projected over the ongoing century up to the target year of 2100. It is 
demonstrated that an improved understanding and the subsequent removal of interannual 
to decadal variability reduces the uncertainties when estimating long-term trends and al-
lows for earlier detection of accelerations (up to 60 years depending on the considered 
location scenario). This in turn increases the statistical certainty about possible future 
states, which can be considered in the process of decision making for possible adaption 
strategies. 
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Figures 
Figure 1-1: Coastal engineering concept for the design of coastal defence 
structures. 2 
Figure 1-2: Comparison of three different global reconstructions (Jevrejeva et 
al., 2006; Jevrejeva et al., 2008; Church and White, 2011) 
(colored lines) and their related uncertainties (shaded areas). In 
the small subplot linear trends over their common period from 
1880 to 2002 are shown with 2σ SEs (accounting for serial 
correlation). 6 
Figure 1-3: Processes that affect sea level (top) on varying time scales 
(bottom). Each component – except that of VLM - shown, has its 
own effect on sea level changes (reproduced and extended from 
Stammer et al. (2013)). 8 
Figure 1-4: Evaluation of monthly AVISO MSL time series over the period 
from 1993 to 2011. a) Linear trends as determined for each grid 
point time series with monthly MSL anomalies (i.e. the seasonal 
MSL cycle has been removed) corrected for the GMSL rate. b) 
Correlation coefficients between detrended GMSL and each 
detrended grid point time series. c) Histogram of the trends 
calculated in a). The blue line marks the corresponding trend for 
the North Sea basin. d) Comparison of the mean North Sea MSL 
time series and the simoultaneus GMSL time series. 10 
Figure 1-5: Earth’s topography and study area. From top to bottom: a) Global 
ocean, b) North Atlantic Ocean, and c) North Sea. 11 
Figure 2-1: a) Investigation area and tide gauge locations. b) Monthly (grey) 
and annual (black) MSL time series of each tide gauge location 
shown in a). The linear trend is also shown in red. 20 
Figure 2-2: Plot of the annual component for each tide gauge and the period 
from 1951 to 2011. The blue lines represent the individual monthly 
time series, while the black horizontal lines show the long-term 
MSL cycle. The blue shaded area marks the month in which the 
mean seasonal cycle has its minimum at each gauge, while the 
red shaded area represents the maximum. 24 
Figure 2-3: Development of the occurrence times of maximum (November to 
February, bars) and minimium (February to March, lines with dots 
and squares) values of the seasonal cycle over the past seven 
decades between 1939 and 2008 for the two virtual stations 
Schleswig-Holstein (a)) and Lower Saxony (b)). 25 
Figure 2-4: Time series of annual amplitudes for the virtual stations of 
Schleswig-Holstein (a)) and Lower Saxony (b)) for the period from 
1937 to 2008. Individual stations are also shown (grey). The thick 
blue lines represent the 10yr smoothed amplitudes using a 
LOWESS filter. The annual amplitudes are computed as 
differences of monthly maximum and minimum values for each 
year. 26 
Figure 2-5: Correlation coefficient between the monthly NAO index and 
monthly MSL as measured by the individual tide gauges (blue) 
and the two virtual stations (black line with red filled dots) for 
Schlewig-Holstein (a)) and Lower Saxony (b)). The grey shades 
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represent the 95 % and 99 % confidence level as given by t-test 
statistics (von Storch and Zwiers, 1999), respectively. 29 
Figure 2-6: Inter-annual trends of monthly MSL (a)) and NAO (b)) over the 
period from 1951 to 2011. Blue dots correspond to stations 
located along the Schleswig-Holstein coastline, blue dots to 
stations located along the Lower Saxony coastline and back dots 
to the NAO. The grey shaded area marks the three months which 
differ significantly from the remaining year. 29 
Figure 2-7: Sensitivity (sea level changes in mm/unit NAO change) of JFM 
MSL (January to March) at different tide gauge locations (dots) to 
JFM NAO over the periods a) 1937-2008, b) 1951-2008 and c) 
1971-2008. 30 
Figure 2-8: 19 year moving trend for JFM MSL (blue line) at the virtual station 
German Bight ± 1σ SE (grey area). The scaled JFM NAO trends 
(red line) are also shown. 31 
Figure 2-9: a) Time series of JFM MSL (left, black) and JFM NAO (right, 
black) and their low-pass filtered version (blue, cut-off period: 30 
years). The grey areas represent the uncertainties as calculated 
with the MCAP method at the ends of the time series. b) Annual 
positive (blue) and negative (red) trend rates series shown in a) 
calculated by the first differences of the low-pass filtered time. 32 
Figure 2-10: Influence of the JFM NAO on JFM MSL in the German Bight over 
the period 1937 to 2011 for the virtual station of a) Schleswig-
Holstein and b) Lower Saxony. The thin lines with thick dots (black 
= observed; red = NAO corrected) represent the JFM MSL data. 
The shaded areas show the corresponding standard deviations, 
while the dotted lines represent the linear trends over the entire 
period. 36 
Figure 3-1: a) Investigation area and location of the Cuxhaven tide gauge. b) 
Monthly (grey) and annual (black) MSL record as observed at the 
tide gauge of Cuxhaven. The linear trend estimated with the 
annual record is also shown (red). 43 
Figure 3-2: 30yr moving trend of seasonal (red) and annual (blue) MSL and 
their related 1σSE estimated for observations over the period from 
1871 to 2011. 46 
Figure 3-3: Correlation maps between MSL anomalies measured at the 
Cuxhaven tide gauge and gridded meteorological data over the 
period from 1871 to 2011 for SLP, precipitation, zonal wind stress 
and, meridional wind stress. 48 
Figure 3-4: Observed (black) and reconstructed (colored) seasonal MSL at 
the tide gauge of Cuxhaven from 1871 to 2011. 50 
Figure 3-5: Results of the seasonal stepwise regression; a) explained 
variances by the LRMs for the period from 1871 to 2008. The 
different contributors are shown in differently colored bars. The 
sum of of all bars represents the explained variances of the full 
model. b) RMSE between observed and reconstructed MSL. c) 
Observed and meteorologically corrected MSL trends ±2σ SE for 
the period 1871 to 2011. d) same as c), but for the period 1951-
2011. The black line with the grey shading represents the linear 
trend of the annual mean. 51 
Figure 3-6: Results of model validation. The colored dots indicate the 
regression coefficients of zonal wind stress (in N/m²) by the 
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different time dependent simulations. The different color shades 
represent the central year of the period for which the regression 
coefficients have been determined. The grey shaded area shows 
the 95% confidence bounds of the regression coefficient 
estimated for the whole observation period (1871-2008). The 
model validation is shown for a) winter (JFM), b) spring (AMJ), c) 
summer (JAS) and d) autumn (OND). 53 
Figure 3-7: 30yr moving trend of seasonal (red) and annual (blue) MSL and 
their related 1σSE estimated for meteorologically corrected obser-
vations over the period from 1871 to 2011. 55 
Figure 3-8: a) Observed (black) and meteorologically corrected (red) annual 
MSL at the Cuxhaven tide gauge over the period from 1871 to 
2011. A ten year smoothed version is also shown (thick lines). b) 
The related 30yr moving trends for the time series shown in a). 56 
Figure 3-9: SE of observed (black), meteorologically corrected (red) and index 
corrected (blue) annual MSL trend calculated with changing 
numbers years at the tide gauge of Cuhaven. The grey shade 
marks the 0.5 SE area typically adopted as a moderate SE for tide 
gauges evaluations (Douglas, 1991). 58 
Figure 4-1: a) Investigation area and tide gauge locations with their station 
ID’s. The GIA contribution as provided by Peltier (2004) is also 
shown. b) Monthly deseasonalized geocentric MSL (grey) and a 
48 month low pass filtered version (black) for each tide gauge 
considered in the present chapter. Each station name together 
with its ID is shown beside the time series. The linear trend with 
its 2 SE for the full available period at each location is also given. 
The colors in a) and b) refer to the four sub-regions defined in the 
text. 65 
Figure 4-2: Comparison of the multiple LRM with a state of the art barotropic 
TSM (Chen, 2014) over the period from 1953 to 2003. a) Four 
examples for time series and their linear trends of the atmospheric 
contribution to MSL at the locations of Ijmuiden, Helgoland, 
Bergen and Aberdeen, respectively. For presentation purposes all 
time series have been low pass filtered with a 12 months moving 
average filter. The two years in which the NAO had its maximum 
and minimum are marked in grey. b) Comparison between 
standard deviations of the atmospheric contribution at different 
locations estimated with the multiple LRM and the TSM. The 
correlations between both estimates are shown by the blue 
diamonds. c) Comparison of linear trends, incuding their SEs 
shown as error bars and shading, respectively. In all subplots 
results of the multiple LRM are shown in black, while the results of 
the TSM are presented in red. Note that only those records have 
been regarded, where at least 75 % of data were available during 
the investigation period. 70 
Figure 4-3: Composite plot for the mean SLP and wind stress (right) during 
times of particularly high (> two standard deviations, red circles) 
minus particularly low (< two standard deviations, blue circles) 
monthly MSL events (left). The plots are given for the virtual 
stations of four sub-regions as defined in section 2. 72 
Figure 4-4: a) Explained variability by linear regressions between MSL at 
different tide gauges around the North Sea coastlines and 
different local atmospheric forcing factors as well as their 
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combined contribution (barotropic LRM, grey bars). Only 
predictors explaining a significant fraction of variability are shown 
(95 % confidence level). b) Intra-annual de-seasonalized standard 
deviations of observed MSL and MSL corrected for local 
atmospheric effects. The means of intra-annual de-seasonalized 
standard deviations of all gauges are shown by the thick dotted 
lines together with their inter-station standard deviations. 73 
Figure 4-5: Moving linear trends (37 years) for the observed MSL (blue), the 
barotropic component of atmospheric MSL (black) and the 
atmospherically corrected MSL (red) for four different virtual 
stations corresponding to regions 1 to 4, respectively. The grey 
shaded vertical bar marks the period for which the barotropic 
component has been validated with the HAMSOM TSM. 74 
Figure 4-6: a) Low pass filtered MSL time series from five representative 
stations in the North Sea. The black lines represent the observed 
time series, while the time series corrected for atmospheric forcing 
are shown in blue. b) The observed and atmospherically corrected 
MSL record at Stavanger in comparison to the steric height 
calculated from temperature and salinity profiles at Sognesjoen. 
The North Sea index (atmospherically corrected; grey area) and 
linear correlations between all sea level time series and the steric 
height are also shown. 76 
Figure 4-7: The average SLP and wind stress pattern over the period from 
1945-2011 as estimated with 20CRv2 data (top). Linear 
correlations between the low-pass-filtered (48 months) mean 
North Sea MSL (2°W to 10°E and 50°N to 62°N) and each grid 
point time series of IBE corrected AVISO SSHs over the period 
1993-2011 (middle), and between the atmospherically corrected 
North Sea index from tide gauges and the steric heights as 
provided by Ishii and Kimoto (2009) over the period 1945-2011 
(bottom). 78 
Figure 4-8: Wavelet coherence between a) the North Sea index of local 
atmospherically corrected MSL and longshore winds integrated 
from 6 to 55°N, b) local MSL at Newlyn and longshore winds 
integrated from 6 to 50°N, and c) the North Sea index of 
atmospherically corrected local MSL and the IBE corrected local 
MSL at Newlyn. Above each coherence plot also the 
corresponding low pass filtered time series (48 months moving 
average) are shown (North Sea index MSL: black, Newlyn MSL: 
blue, longshore winds: yellow). In a) also the winter NAO index 
(December to March) from Hurrel et al. (2003) is shown by the 
grey bars. The coherence has been calculated with the default 
version (Morlet wavelet) of the Grinsted et al. (2004) MATLAB 
wavelet toolbox. To extend the Newlyn record to the entire 
investigation period from 1871 to 2011, gaps have been filed via 
linear regression with the PSMSL Brest record, i.e. before 1916 all 
values are based on Brest data. 79 
Figure 4-9: Comparison between the atmospherically corrected local MSL of 
the North Sea index (black), the IBE corrected MSL at Newlyn 
(NEWc, blue) and a reconstruction (multiple regression) based on 
the NEWc and the steric height observed west of the UK. The 
NEWc is used as a proxy for longshore wind forcing and the 
resulting wave propagation along the eastern boundary of the 
North Atlantic [Calafat et al., 2012, see also Figure 8b]. Individual 
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North Sea records are also shown (grey). All time series have 
been low pass filtered with a 48 month moving average filter. 80 
Figure 4-10: a) The SE as a function of time series length for observed (blue 
dots) and atmospherically corrected (red dots) MSL time series at 
the tide gauge of Hörnum. For both time series sets AR(1) models 
are used to simulate a set of 1000 artificial time series with 
realistic noise. The blue and red shaded areas represent the 
range of SEs estimated from the 1000 simulations. The black 
dotted line shows a SE of 0.5 mm/yr, a value that is typically as 
associated with ‘robust’ linear trend estimations. The grey shaded 
area marks the reduction that is reached through the atmospheric 
correction. b) Median (dots) and maximum/minimum range (lines) 
of SEs derived from the simulations used for (a) for observed 
(blue) and atmospherically corrected (red) time series at all 
stations. The black dotted line shows the 30 year window length, 
often needed to achieve a SE < 0.5 mm/yr (e.g. Douglas, 1991). 82 
Figure 4-11: a) Observed annual MSL (black) for three different locations 
together with four artificial projections (P1, P2, P3, P4). Each 
projection is combined with 1000 time series of artificial noise, as 
simulated on the basis of an AR1 model. The different color 
shades contribute to different percentiles (100, 95 75, 50, 25 5, 0) 
of the 1000 artificial time series per projection. Estimates of the 
two AR1 parameters g (lag-1 autocorrelation) and a (noise 
variance) are also shown. b) 37 year moving trends for the 
observations (black and grey shading) and as estimated with the 
different artificial projections. Again the color shade is related to 
the percentiles of the full set of 1000 time series. c) Boxplots (100, 
95 75, 50, 25 5, 0) of the years in which a significant acceleration 
can be detected for the four different projections relative to the 
historic observations. The white shading marks the results using 
realistic noise for the observed time series, while the grey shading 
represents the boxplots for realistic noise based on time series 
which have been corrected for local atmospheric forcing. 84 
Figure 4-12: Linear trends ±2σ SE of the atmospheric contribution to MSL over 
the period 1900 to 2011. Only those trends are shown, where at 
least 75 % of the data was available. Statistically significant trends 
(95 % confidence level) are marked by a colored dot. 86 
Figure 5-1: Investigation area of the German Bight and tide gauge locations. 
The names of the tide gauges are listed in the figure. The colorbar 
defines the availability of data in years until 2008. 91 
Figure 5-2: a) Correlation map between MSL from the virtual station German 
Bight and gridded SLP over the North Atlantic and European 
region. The two centers of action used for the proxy are shown 
with the two white squares b) Coefficient of determination for the 
reanalysis of monthly MSL at 13 stations in the German Bight. 94 
Figure 5-3:  Composite plot showing the mean of SLP (contour) and wind 
(arrows) anomalies during periods of particular a) high (> 2 
standard deviations) and b) particular low  (< 2 standard 
deviations) (detrended) MSL at the virtual station of the German 
Bight. 95 
Figure 5-4: Decadal correlation maps between MSL in the German Bight 
(virtual station) for the periods from a) 1871 to 1980, b) 1881 to 
1890, c) 1891 to 1900, d) 1901 to 1910, e) 1911 to 1920, f) 1921 
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to 1930, g) 1931 to 1940, h) 1941 to 1950, i) 1951 to 1960, j) 1961 
to 1970, k) 1971 to 1980, l) 1981 to 1990 and m) 1991 to 2000. 96 
Figure 5-5: Spectra of monthly MSL for observed (black) and reconstructed 
(red) time series. 98 
Figure 5-6: Seasonal and annual MSL trends for a) observations and b) 
atmospherically corrected records at stations in the German Bight 
from 1951 to 2008. Black dots correspond to annual MSL trends, 
red dots show boreal winter (JFM) MSL trends and blue dots 
indicate boreal summer (JAS) MSL trends. 100 
Figure 5-7: Normalized annual observed (black) and atmospherically 
corrected (red) MSL from 13 tide gauge records and the virtual 
station German Bight. The red numbers represent the variability 
explained by the atmospheric reconstruction on inter-annual time 
scales. 101 
Figure 5-8: a) Root mean square error (RMSE) as a function of varying 
regression coefficients b and c (colored contours). Regression 
coefficient combinations resulting in RMSEs smaller than 1 cm 
(from a comparison with the best fit over the full period of 138 
years) are marked with a white dot. b) Results of the model 
validations. Black dots show regression coefficients estimated 
within different sub-samples from varying window sizes. The grey 
area shows the confidence bounds for regression coefficient b 
estimated in a). The black, red and blue lines represent window 
sizes of 40, 50 and 60 years, respectively. c) Regression 
coefficient b estimated with a window size of 40 (black), 50 (red) 
and 60 (blue) years as a function of time. d) Same as b), but for 
regression coefficient c. e) Same as c), but for regression 
coefficient c. 103 
Figure 5-9: Quantile-quantile plots modeled and hindcasted atmospheric 
contribution to MSL for the validation period from 1961 to 1990. 
For each model the results of the Kolmogorov-Smirnow test are 
given. 105 
Figure 5-10: Linear Trends (blue dots) ± 2σSE (black bars) of monthly 
atmospherically contribution to MSL at the virtual station of the 
German Bight (i.e. the average series of all 13 tide gauge records) 
estimated from different climate models for the period 2001 to 
2100 under the SRES A1B scenario. The linear trends of the multi 
model mean are shown by the red lines. 1 and 2σSEs of the multi-
model mean are presented by the red shaded areas. The grey 
shaded areas mark the winter half year from October to March. 106 
Figure 5-11: Linear Trends (annual means) for the time period 2001-2100 for 
all models at the tide gauge stations under the SRES A1B 
scenario. Trends, which are statistically significant on the 95 % 
confidence level, are marked by a black circle, while trends, which 
are statistically significant on the 68 % confidence level, are 
marked with a white dot. 107 
Figure 5-12: 10-year moving average (line) ± one standard deviation (shaded 
area) of the annual atmospheric contribution to MSL for the virtual 
station time series of the German Bight (i.e. the average series of 
all 13 tide gauge records) 1950 to 2100 simulated with different 
AOGCM’s. The twentieth century run is shown in black, while the 
SRES run is presented in red. The 20CR/A1B multi-model-mean 
is shown in blue. 108 
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Figure 5-13: Linear trends (in mm/yr) of the atmospheric component of MSL 
from 2001 to 2100 for each tide gauge location in the German 
Bight estimated with the MPEH5 under the consideration of SRES 
B1 and SRES A2. Trends, which are statistically significant on the 
95 % confidence level, are marked with a black circle. Trends, 
which are statistically significant on the 68 % confidence level, are 
shown with a white dot. 109 
Figure 5-14: a) Estimated annual atmospheric MSL trend difference between 
northeastern and southwestern stations (stations 1-6 minus 
stations 8-13) in relation to the absolute observed atmospheric 
MSL trend for the virtual station of the German Bight for all 
available models and model runs. b) Same as a) but the annual 
trends have been de-correlated with the NAO time series for each 
individual model. 111 
Figure 6-1: Visualization of the daily meteorological (top) situation during 
January 2007 and the related daily storm surges measured at the 
Cuxhaven tide gauge (bottom). (top) The colored contours 
represent areas of similar pressure, while the vectors show the 
wind speed and direction. For presentation purposes only the first 
25 days are shown. (bottom) Daily surges (black) and daily NSCI 
index (blue; see also section 3; based on 20CRv2 data). The red 
line marks the long-term (1843-2012) 95th percentile of daily 
(skew) surges, while the grey areas represent single events 
exceeding this threshold. 119 
Figure 6-2: Comparison of the statistics of daily surges based on hourly 
observations (black) and the skew surge record (colored and 
dotted) over the common period from 1918 to 2008 at the tide 
gauge of Cuxhaven. a) Annual percentiles and b) linear trends of 
annual percentiles as a correlation plot. The grey lines mark the 
SEs of each trend. 121 
Figure 6-3: a) Correlation plot for observed and 20CRv2 derived surges at the 
tide gauge of Cuxhaven over the period from 1950 to 2010. The 
black crosses represent the result by using the Ensemble mean 
as input data, while the grey dots give the minimum and maximum 
range as a result of evaluating each Ensemble member 
separately. b) Coefficient of determination (i.e. squared correlation 
coefficient) and RMSE for each Ensemble member and the 
Ensemble mean (grey shaded). 123 
Figure 6-4: Normalized (i.e. the long-term average has been removed) annual 
(black) and seasonal (red = ONDJFM, blue = AMJJAS) time 
series of the a) 95th and b) 99.9th storm surge percentiles. Low-
pass-filtered time series (LOWESS filter with a cut-off period of 10 
years) are shown as thick lines. The grey and blue shaded areas 
represent periods of increased and decreased storminess, 
respectively. For presentation purposes the time series are shown 
with an arbitrary offset (0cm, 20cm, 40cm in a) and 0cm, 60cm, 
120cm in b)). c) Linear trends ± 2σ SE of four upper percentile 
time series for the period 1843 to 2012. 125 
Figure 6-5: Point wise correlations between daily surges in Cuxhaven and 
gridded daily SLP fields from the 20CRv2 (1950-2010). b) 95th 
percentile time series of daily surges in Cuxhaven from 1843 to 
2012 in comparison to the seasonal NAO index. A 10 year moving 
average is also shown by the thick line. c) Same as b) but in 
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comparison to the seasonal NSCI index (SLP anomalies Madrid 
minus SLP anomalies Stockholm, shown as grey squares in a) 
together with the stations used for the NAO, i.e. Rejkjavik and 
Gibraltar). D) 30 year moving correlations between 95th percentile 
time series of daily surges in Cuxhaven and the seasonal 
NAO/NSCI index. The SEs of the correlation coefficients (blue and 
red shaded areas) have been computed using a bootstrap method 
with 500 simulations (Efron and Tibshirani, 1993). All time series 
from b) to d) are computed for the storm surge season from 
October to March (ONDJFM). 126 
Figure 6-6: Reconstruction of surges based on 20CRv2 winds and SLP. 10 
year moving averages of the 99.9th percentiles of observed surges 
± standard deviations (black line with grey shaded area; the 
standard deviation has been computed as a measure of variability 
over each 10 year window) and their reconstructions based on 
20CRv2 (light red: individual ensemble members, dark red: 
ensemble mean, both normalized to a common period from 1950-
2011, i.e. the mean has been removed) are presented. 
Differences between both are shown in blue. Annual efficiency 
criteria between observed and reconstructed daily surges are 
presented in black. The red shaded area marks the period for 
which significant differences between observations and 20CRv2 
are detected. The different shades demonstrate the gradual 
increase of inconsistencies before the 1910s 128 
Figure 6-7: a) Box-Plot of residual percentile trends (20CRv2 generated 
surges minus observation) from all ensemble members over the 
period from 1871 to 2011. The grey shaded areas represent the 
maximal range of SEs (95 % confidence level), i.e. residual trends 
are significant for all ensemble members and percentiles. b) 30 
year moving trends for the 99th percentile residuals (20CRv2 
generated surges minus observation). All 56 Ensemble members 
are shown in orange. The ensemble mean together with the 
related SEs is given by the red line and the red shaded area, 
respectively. c) Same as b), but for the 99.9th percentile residuals. 130 
Figure 9-1: Reconstruction of surges based on 20CRv2 winds and SLP. 10 
year moving averages of the 95th percentiles of observed surges ± 
standard deviations (black line with grey shaded area; the 
standard deviation has been computed as a measure of variability 
over each 10 year window) and their reconstructions based on 
20CRv2 (light red: individual ensemble members, dark red: 
ensemble mean, both normalized to a common period from 1950-
2011, i.e. the mean has been removed) are presented. 
Differences between both are shown in blue. Annual efficiency 
criteria between observed and reconstructed daily surges are 
presented in black. The red shaded area marks the period for 
which significant differences between observations and 20CRv2 
are detected. The different shades demonstrate the gradual 
increase of inconsistencies before the 1910s. 162 
Figure 9-2: Correlation plot between absolute daily skew surges and daily 
20CRv2 wind speeds over the period 1950-2010. 163 
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Table 2-1: Linear trends for different periods differentiated in winter 
(November to April) and summer (Mai to October) half year. The 
values are marked bold if the linear trends of the two seasons 
differ significantly (95 % confidence level t-test statistics). Cases 
where less than 75 % of data were available during a specific 
period are not considered and marked by NaNs. 27 
Table 2-2: Linear trends of JFM MSL for the three virtual station time series 
over diferent periods and before and after correcting for the 
influence of JFM NAO. If the trends differ significantly (95 % 
confidence level t-test statistics) after correcting for the NAO 
influence values are marked in bold. The values in the brackets 
provide the linear correlation between JFM MSL and the JFM 
NAO. 31 
Table 3-1: Pearson correlation coefficients between seasonal MSL as 
measured in Cuxhaven and different meteorological forcing 
factors from the next grid point over the period from 1871 to 2011. 
Correlations which are statistically significant on the 95 % 
confidence level are marked in bold. 49 
Table 5-1: Climate models and available scenarios used in the present 
chapter. 92 
Table 5-2: Results of the regression fits for tide gauge records in the German 
Bight and the atmospheric proxy for the full available time periods. 
All estimated regression coefficients are statistically significant on 
the 95 %-confidence level. 99 
Table 5-3: Linear trends of the annual atmospheric contribution to MSL for 
the virtual station time series German Bight (i.e. the average 
series of all 13 tide gauge records) before and after de-correlating 
the time series (2001 to 2100) with the NAO time series of each 
individual model under the consideration of SRES A1B. 
Statistically significant trends (95 % confidence level) are marked 
bold. The Correlation between atmospheric MSL and the NAO 
from each AOGCM are given in brackets behind the de-correlated 
trends 111 
Table 6-1: Pearson correlation coefficients between daily skew surges and 
daily non-tidal residuals (i.e. surges based on hourly 
measurements) over the period 1918 to 2008. They are all 
statistically significant (99 %). 120 
Table 6-2: Pearson correlation coefficients between winter (ONDJFM) surge 
percentiles and winter (ONDJFM) SLP indices. All correlations are 
statistically significant on the 95 % confidence level. 125 
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Abbreviations and symbols 
Abbreviation Notation 
AMJ 
AMSeL 
AO 
AOGCM 
AR1 
AR4 
AR5 
BCM2 
CGPS 
CNCM3 
COA 
DMIEH5 
EGMAM 
ENSO 
EOF 
GMSL 
GIA 
GRACE 
HADGEM 
HADCM3 
HAMSOM 
IBE 
IOD 
IPCC 
IPCM4 
JFM 
JAS 
LOWESS 
LRM 
MCAP 
MJJASO 
MSL 
MHW 
Spring season from April to June 
Research project at the University of Siegen 
Arctic Oscillation 
Atmosphere Ocean Global Circulation Model 
First order Autoregressive Process 
Fourth Assessment Report of the IPCC 
Fifth Assessment Report of the IPCC 
Climate model of the Bjerkness Centre in Bergen, Norway 
Continuous Global Positions Systems 
Climate model of the CNRM in Toulouse, France 
Centres of Action 
Climate model of the DMI in Copenhagen, Denmark 
Climate model of the FU Berlin, Berlin 
El-Ninó-Southern Oscillation 
Empirical Orthogonal Function 
Global Mean Sea Level 
Glacial Isostatic Adjustment 
Gravity Recovery and Climate Experiment 
Climate model of the Hadley Centre in Exeter, UK 
Climate model of the Hadley Centre in Exeter, UK 
Hamburg Shelf Ocean Model 
Inverse Barometer Effect 
Indian Ocean Dipole 
Intergovernmental Panel of Climate Change 
Climate model of the IPSL in Paris, France 
Winter season from January to March 
Summer season from July to September 
Locally Weighted Scatterplot Smoother 
Linear Regression Model 
Monte-Carlo Autoregressive Padding 
Hydrological summer half year from May to October 
Mean Sea Level 
Mean Tidal High Water 
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Abbreviation Notation 
MLW 
MPEH5 
MTR 
NAO 
NDJFMA 
NPO 
NCEP 
NCAR 
NSCI 
OND 
ONDJFM 
P 
PC 
PCT 
PDO 
R 
RMSE 
S 
Sa 
SAM 
SE 
SLP 
SLR 
SRES 
Ssa 
SSH 
SST 
TSM 
20CRv2 
VLM 
Wsu 
Wsv 
WSV 
Mean Tidal Low Water 
Climate model of the Max-Planck Institute, Hamburg 
Mean Tidal Range 
North Atlantic Oscillation 
Hydrological winter half year from November to April 
North Pacific Oscillation 
National Centre for Environmental Prediction 
National Centre for Atmospheric Research 
Northern Scandinavia Iberian Peninsula Index 
Autumn season from October to December 
Winter half year from October to March 
Precipitation 
Principal Component 
Percentile 
Pacific Decadal Oscillation 
Resistence 
Root Mean Squared Error 
Stress 
Annual Tide (seasonal cycle) 
Southern Annular Mode 
Standard Error 
Sea Level Pressure 
Sea Level Rise 
Special Report on Emission Scenarios 
Semiannual Tide (seasonal cycle) 
Sea Surface Height 
Sea Surface Temperature 
Tide+Surge Model 
Twentieth Century Reanalysis Project v2 
Vertical Land Motion 
Zonal wind stress 
Meridional wind stress 
Wasser und Schifffahrtsverwaltung 
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Symbol Dimension Notation 
DKS 
Fx(x), Fy(x) 
N 
NE 
R² 
SLPSC 
SLPIB 
H 
a, b, c 
f 
r 
gn 
z 
β 
ε 
ξ 
ξAtm 
ξGeo 
ξP 
ξSLP 
ξSteric 
ξWsu 
ξWsv 
ρ 
 
[] 
[-] 
[-] 
[-] 
[-] 
[hPa] 
[hPa] 
[m] 
[-] 
[m/s] 
[-] 
[-] 
[m] 
[°] 
[cm] 
[cm] 
[cm] 
[cm] 
[cm] 
[cm] 
[cm] 
[cm] 
[cm] 
[kg/m³] 
 
Distance between two empirical distributions 
Samples 
Number of degrees of freedom 
Effective number of degrees of freedom 
Coefficient of determination 
Sea level pressure over Scandinavia 
Sea level pressure over Iberian Peninsula 
Ocean depths 
Regression coefficients 
Wind speed 
Correlation coefficient 
Functions of wind surge formulas 
Reference depths for steric sea level 
Wind direction 
Error term of a regression model 
Sea level 
Atmospheric component of sea level 
Geocentric sea level 
Sea level in response to changes in precipitation 
Sea level in response to SLP forcing 
Steric component of sea level 
Sea level in response to zonal wind stress 
Sea level in response to meridional wind stress 
Density 
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1 Introduction 
Sea level rise (SLR) currently represents one of the more certain and one of the most 
dangerous societal challenges. According to the Fifth Assessment Report (AR5) of the 
Intergovernmental Panel on Climate Change (IPCC), it is very likely that global mean sea 
level (GMSL) has risen by a rate of roughly 1.7 mm/yr between 1901 and 2010 with higher 
values of 3.2 mm/yr between 1993 and 2010 and comparable high values between 1930 
and 1950 (Church et al., 2013). Furthermore, it is very likely that the rate of GMSL rise will 
exceed the 1971-2010 values during the 21st century for all considered greenhouse gas 
emission scenarios due to a growth in ocean heat content and an icreasing freshwater 
contribution due to mass loss from glaciers and ice sheets (Church et al., 2013). Since 
coastal regions are by far the most densily populated areas in the world, with an average 
population density exceeding the global mean by approximately three times (Small and 
Nicholls, 2003), the human society needs to adapt against hazards linked to these chang-
ing oceanographic boundary conditions. 
Unconstrained by the growing human influence on climate change (Meehl et al., 2007) 
coastal flooding already constitutes one of the most dangerous hazards for coastal re-
gions. This has been demonstrated by a long list of disastrous events throughout the past 
century. For instance, in the North Sea, the area of interest of the present thesis, the most 
disastrous events happened in 1953 in the UK and Netherlands and 1962 in the German 
Bight with its centre of devastation in Hamburg-Wilhelmsburg. The big North Sea flood 
from 1953 occurred in the night of January 31st as a result of a high spring tide and a se-
vere storm over northern Europe. Thousands of people lost their life in an event, which 
surpassed the mean sea level in some areas by up to 5.6 m. 1962 the storm Vincinette hit 
the German North Sea coastline during the night from February 16th to 17th. With wind 
speeds exceeding 200 km/h the storm pushed water masses from the North Sea against 
the coastline of the German Bight. Many of the coastal defence structures failed leading to 
severe flooding with over 300 fatalities. These two examples demonstrate the disastrous 
power of severe storms and highlight the urgent need for coastal safety and management 
plans as a protection for the hinterland. 
The adaption and protection of coastal areas, their population and economic merits are 
the superior tasks for coastal engineers. As in other engineering fields, coastal structures 
are generally dimensioned in a way that the resistence R of the structure is larger than the 
operating force or stress S (e.g. Mudersbach and Jensen, 2010, Figure 1-1). The main 
loading factors are storm surge water levels acting on the exterior of a coastal structure 
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(e.g., dikes, walls, etc.). An improved knowledge about the loading mechanisms is in-
despensible for an anticipatory and economical coastal safety management. As also 
demonstrated by the two aforementioned flood events, storm surge water levels result 
from a combination of severe weather situations creating atmospheric conditions which 
cause water levels to rise along the coast (including wind waves), and high tides, forced 
by periodic variations in the astronomical cycles. Additional contributing factors are river 
flooding triggered by strong rainfall events in the upland watershed or other large scale or 
regional oceanic variations, for instance, related to the seasonal heating and cooling of 
the ocean and/or ocean dynamics. The large number of different processes envolved in 
the generation of storm surge water levels makes their assessment to an interdisciplinary 
challenge, which requires inputs from different disciplines such as oceanography, meteor-
ology and engineering.  
 
Figure 1-1: Coastal engineering concept for the design of coastal defence structures. 
It is expected that storm surge water levels will become more severe in a warming climate 
either due to the above mentioned rise in global and/or regional mean sea level (MSL) 
(e.g. Slangen et al., 2012) and/or changes in regional wind fields (Woth et al., 2006). Any 
long-term change in the statistics of storm surge water levels will require an adjustment of 
present day design water levels. Therefore, much effort has been made to project poten-
tial changes in both contributing factors. This has typically been done in two different 
ways: (i) estimating trends over the entire projection period of a specified time horizon or 
(ii) the comparison of future statistics in time slices of for example 30 years relative to a 
historical reference period. Both methods have in common that they are sensitive to de-
cadal or multidecadal fluctuations related to climate internal processes. Such fluctuations 
have been observed in many parts of the global ocean (e.g. Wenzel and Schröter, 2010; 
Chambers et al., 2012; Calafat et al., 2012, 2013a) and they are known to be often larger 
in magnitude than the frequently discussed 20th century long-term trend itself. Hence, they 
may mask or amplify any expected long-term change. This implies that coastal sea level 
may exceed a certain critical threshold much earlier than the global mean sea level. Given 
the already huge vulnerability of coastal zones against elevated sea levels, variations on 
all time scales upon any long-term trend therefore represent a non-neglegible contribution 
to the flood risk. Additionally, persistent variability patterns provide at least to some de-
gree the potential of predictability of decadal scale changes. Since coastal safety and 
management plans are typically constructed proactive for several decades, improved 
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knowledge of the mechanisms driving those variations will ultimately help to include the 
information in political decisions and design processes.  
This thesis assesses long-term changes in North Sea MSL and storm surge statistics in 
the light of intra-annual to decadal scale variability (wind waves and tides are not consid-
ered, since wind waves are not measured by tide gauges (the main data source used in 
the present thesis) and changes in tides are comparably small). The thesis builts on re-
cent assessments of Wahl et al. (2010), Wahl et al. (2011) and Wahl (2012), who recon-
structed MSL data sets for 13 tide gauge locations in the German Bight and determined 
the linear and non-linear long-term changes. In particular, the temporal and spatial varia-
tions around the long-term trend as determined by Wahl (2012) as well as their connection 
with large- and small-scale atmospheric and oceanographic forcing are explored.  
This first chapter provides a general introduction into the state of sea level research. It will 
be discussed (i) how sea level is measured, (ii) which processes are included, (iii) how 
these processes can be separated, and (iv) what is up to date known about sea level vari-
ations. This will be done on a global scale first, while the state of science for the North 
Sea region and in particular for the German Bight will be given with respect to each specif-
ic topic in the different following sub-chapters. Additionally, a brief introduction into the 
main oceanographic North Sea physics is given. This chapter finishes with an outline of 
the main research questions as asked in the present thesis. 
1.1 Regional and global sea level: how it is measured and de-
termined 
Observations of sea level around the globe represent by far the longest oceanographic 
measurement system and it has been continuously evolved over time (Church et al., 
2013). First measurements have been provided by tide gauges since the 1700’s, with the 
longest ones recorded by tide gauges in Amsterdam, Liverpool, Stockholm and Kronstadt 
(Woodworth et al., 2011). The earliest tide gauges were simply rocks or wooden rods in 
the ocean (Slangen, 2012) while later they were further advanced to stilling wells with 
floats eliminating the effects of wind waves. Nowadays, electronic sensors measure sea 
level and send the data directly to computers. Tide gauges are most often located in har-
bours where they were originally installed to provide information on sea levels to support 
shipping. This is important to notice, since the records are also used as in the present 
thesis for scientific studies with special requirements often not fulfilled by the simple equi-
qiment utilized in the earlier years (von Storch, 2013).  
Tide gauge measurements have different advantages and disadvantages, which must be 
considered in scientific analyses. First, tide gauges measure sea level relative to the 
Earth’s surface, which includes ocean volume and mass changes, but also vertical land 
motion (VLM, see also Schütte, 1908; Rietschel, 1933; Lüders, 1936). As already men-
tioned for example by Wahl et al. (2011, 2013) these relative sea levels are the major 
concern for coastal engineering aspects, but for detecting climatic signals VLM’s have to 
be removed from the data set. VLM’s can generally be separated into different groups of 
components. The worldwide dominating effect is related to the viscoelastic response of 
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the earth’s surface to changes in land ice mass since the last glacial maximum (Peltier, 
2004), also known as glacial isostatic adjustment (GIA). In some regions, however, VLM’s 
are also related to local effects resulting from tectonic activities, ground water mining, or 
hydrocarbon extraction (e.g. Wöppelmann et al., 2009). The combined effects have seri-
ous consequences for the sampling of globally representative means and also point to 
differences between the northern and southern hemisphere over the past 100 years 
(Wöppelmann et al., 2014). Assessing the uncertainties in VLM estimates is challenging 
because of differences in the results from a range of GIA models (Jevrejeva et al., 2014) 
and the shortness of direct measurements of VLM rates by continuous global positions 
systems (CGPS); this may also result in large uncertainties in estimates of long-term MSL 
change (Wahl et al., 2013). Another problem of tide gauge measurements is the temporal 
and spatial uneven distribution of records around the globe. While some tide gauge 
measurements give unique insights into sea level changes over several centuries, the 
majority of the nowadays available network has been installed since the mid-20th century 
(Holgate et al., 2013). Furthermore, the longest and most reliable measurements are pre-
dominantly available from locations in the northern hemisphere. For the reconstruction of 
global means this implies that the estimates become increasingly biased back in time, 
when the majority of tide gauge measurements are accumulated in some specific regions 
such as Northern Europe. As it will also be demonstrated in the next chapter such regional 
averages may differ substantially from the “true” global signal.  
These shortcomings can be partly compensated by satellite altimetry providing a near 
global coverage of sea level measurements since 1993 with a precision of rougly one cen-
timeter (Nerem and Cazenave, 2004). First, satellites measure sea level with respect to 
the earth’s center of mass and therefore give a measure of absolute or geocentric MSL 
change. Second, the near global coverage (from 66°S to 66°N) is by far better than the 
local information given by tide gauges. However, (i) arctic regions are still not well cov-
ered, (ii) the data set is with 20 available years still rather short especially in light of the 
large decadal to centennial variations present in sea level (e.g. Chambers et al., 2012), 
and (iii) several corrections have to be applied to make the data comparable to tide gauge 
measurements. In addition to these direct mearurements of sea level, the observational 
system of the oceans also comprises several other measurement techniques such as 
temperature and salinity profiles from ARGO and earth gravity recordings from Gravity 
Recovery and Climate Experiment (GRACE), which are important to distinguish between 
the different sources of SLR. 
One of the major challenges of sea level research is the sampling of the different meas-
urements to a representative GMSL series extending back in time as long as possible. 
Since remote sensing is only available after 1993, tide gauges still represent the main sea 
level archive over the past 300 years. There are, however, only a handful century-long 
tide gauge records available. Several attempts have been undertaken to overcome the 
sampling problem: some authors tried to built sea level curves for specific coherent re-
gions before calculating the global mean (e.g. Jevrejeva et al., 2006; Merrifield et al., 
2009; Jevrejeva et al. 2014); others collected only the longest, most continuous and less 
VLM affected records (Douglas, 2001; Holgate, 2007) or applied neuronal network tech-
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niques (Wenzel and Schröter, 2010). Most modern global sea level reconstructions com-
bine the different measurement techniques, i.e. in situ observations as given by tide 
gauges and remote sensing as for example given by satellites, to overcome the individual 
shortcomings. A common approach is to use the spatial information determined by empiri-
cal orthogonal functions (EOF) of satellite altimetry data, which are then combined with 
historical tide gauge measurements. The most popular reconstructions are those by 
Church et al. (2004) and their updates given in Church and White (2006) and Church and 
White (2011).  
Three different GMSL reconstructions are shown in Figure 1-2 as derived by Jevrejeva et 
al. (2006; 2008) and Church and White (2011). The Jevrejeva et al. (2006; 2008) recon-
structions are based on the so called virtual station technique. In this technique two 
neighbouring stations are combined recursively into a virtual station and later iteratively 
averaged to the global mean as shown in Figure 1-2. The two reconstructions mostly differ 
in the time before 1850. While Jevrejeva et al. (2006) used all available tide gauges infor-
mation from 1807 Jevrejeva et al. (2008) processed only the three longest stations world-
wide before 1850, namely Amsterdam, Liverpool and Stockholm, to derive a global curve. 
This example shows the first problem of GMSL reconstructions which are simply based on 
tide gauge sampling: the period before 1850 consists only of a few records mostly located 
in the North Sea/Baltic Sea region. Hence, they represent the variability and trend of re-
gional sea level and not the “true” global mean. Due to the limited information during that 
time the uncertainties are much larger, compared to the later periods. The second difficul-
ty as already mentioned above is related to known differences between coastal and open 
ocean variability. The two Jevrejeva curves sample coastal sea level variability, which is 
not necessarily coupled to the open/deep ocean due to the influences of winds and tides 
(Rahmstorf et al., 2012; Calafat et al., 2014). Church and White (2011) therefore com-
bined the spatial information given by satellite altimetry measurements after 1993, as-
sumed that the major modes are well sampled by this short period and projected sea level 
globally back to 1880. The method is generally more sophisticated and better suited to 
resamble global variability, at least if the assumption holds that the twenty years of availa-
ble satellite altimetry data adequately describe the major modes of variability. This is criti-
cal (Cristiansen et al., 2010; Calafat et al, 2014) and represents the third problem, since 
several authors have pointed to significant decadal to multi-decadal scale variability in sea 
level (e.g. Calafat et al., 2012; Calafat et al., 2013a,b; Chambers et al., 2012) which is 
likely not captured by the 20 years of measurements.  
Comparing the reconstructions in Figure 1-2 demonstrates their statistical agreement in 
terms of the long term trend; the estimates for the two Jevrejeva curves over the period 
1880 to 2002 are 1.7 ± 0.2 mm/yr and 1.7 ± 0.3 mm/yr, while the linear trend for the 
Church and White (2011) dataset is 1.5 ± 0.1 mm/yr. However, one major difference be-
comes obvious when comparing the standard errors (SE) of the trends. The variability 
within the Church and White (2011) reconstruction is considerably smaller compared to 
the Jevrejeva curves. This demonstrates that a major fraction of the variability within the 
different reconstructions (this is also true for further reconstructions which are availablenut 
not discussed here; see Rahmstorf et al. 2012 for an overview) is not related to the varia-
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tion of the true global mean but rather reflects the sampling issues discussed above 
(Rahmstorf et al. 2012). This clarifies the urgent need of a better understanding of region-
al as well as global sea level variability. To get confidence in past reconstructions it is 
therefore important to analyze characteristics and processes of regional sea level change, 
particularly for the longest records. If patterns of variability are better understood on a re-
gional scale, the knowledge can be transferred into the reconstruction techniques for the 
global mean. 
 
Figure 1-2: Comparison of three different global reconstructions (Jevrejeva et al., 2006; Jevrejeva et al., 
2008; Church and White, 2011) (colored lines) and their related uncertainties (shaded areas). In the small 
subplot linear trends over their common period from 1880 to 2002 are shown with 2σ SEs (accounting for 
serial correlation). 
1.2 Processes behind sea level variations 
Sea level changes observed at a certain location reflect the combination of global and 
regional scale processes. In a geodetic jargon it can either be expressed as (i) the mean 
height of the ocean surface with respect to the earth’s center of mass (geocentric sea lev-
el), or (ii) the ocean surface relative to the surrounding land or ocean floor (relative sea 
level) (Stammer et al., 2013). The difference between both is, therefore, the reference 
frame to which sea level is measured, or in other words: VLMs, which are included into all 
measurements to a specified position at the earth’s surface (as tide gauge measure-
ments). An illustration of all components affecting sea level on different time scales is giv-
en in Figure 1-3.  
Since the various contributors act on different time scales, it makes sense to first discuss 
processes contributing to long-term MSL changes and then debate their temporal variabil-
ity. Essentially, MSL around the globe can be affected in two different ways: mass can be 
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added or removed from the basins or the ocean density (and in turn the ocean volume) 
can change. The mass component is controlled by the exchange between land, atmos-
phere and the ocean. The transfer is carried out either by evaporation/precipitation pro-
cesses or water from land ice, glaciers and other terrestrial reservoirs such as rivers, 
lakes and aquifers. The largest source of freshwater is stored in land-locked ice, currently 
retaining mass. A complete melting could lead to approximately 65 m of sea level change 
(~57 m are stored in Antarctica, while from the remaining 8 m ~7.4 m and 0.6 m are 
stored in Greenland and in glaciers and ice caps, respectively). While the contribution of 
glaciers is limited for the far future compared to the contribution currently stored in Antarc-
tica and Greenland, their contribution has dominated the mass component over the past 
century (e.g. Church et al., 2011; Church et al., 2013). According to the recently published 
AR5 of the IPCC the contribution of terrestrial water storage (rivers, lakes, aquifers) to 
GMSL rise was negative from 1901 to 1990, but stabilized afterwards (Church et al., 
2013). A major source coming from terrestrial water storage is human induced, for exam-
ple impoundment in reservoirs or groundwater withdrawal. Chao et al. (2008) estimated a 
sea level fall of ~23 mm mostly related to increased (manmade) reservoir capacity since 
1940. The largest contributor to present day SLR is, however, thermal expansion associ-
ated with net uptake/release of heat by the ocean. Since 1971 0.96 mm/yr of sea level 
change can be explained by thermal expansion alone (Church et al., 2013). The contribu-
tion of the halosteric component has been estimated to be small on a global scale (for 
both present day and future SLR), but may contribute a more important fraction in margin-
al seas such as the Arctic Ocean, the Mediterranean, or the Baltic Sea (Jorda and Gomis, 
2013). 
One major challenge – especially at regional scales – is that the contributions do not only 
change temporally (on different time scales), but also spatially. For instance, dynamic sea 
level changes are linked to the redistribution of heat, mass or freshwater input, which are 
in turn marked by substantial temporal variability. Density changes are related to varia-
tions in ocean temperature (thermosteric changes) or salinity (halosteric changes). The 
main driver behind regional density variations are changing surface winds, affecting the 
ocean dynamics through coupled processes such as Ekman pumping, coastal up-
/downwelling, or Rossby waves. A prominent example for suchlike changes in surface 
winds and related regional changes in sea level is the Pacific Ocean. From satellite al-
timetry (i.e. the period 1993 to 2011) it is well known that there is a substantial east-west 
gradient in sea level with larger trends (up to three times the global mean) in the western 
Pacific Ocean and lower sea level (two times lower the global mean) in the eastern margin 
(Figure 1-4a). The pattern has been intensifely studied by numerous authors (e.g. Mer-
rfield, 2011; Merrifield et al., 2012; Bromirski et al., 2011; Meyssignac et al., 2012) and it 
has been found that these decadal trends are caused by an intensification of the Pacific 
trade winds (e.g. Timmermann et al., 2010), which are closely linked to climate internal 
variability modes (e.g. El Nino Southern Oscillation: hereafter ENSO; Pacific Decadal Os-
cialltion; hereafter PDO). Further examples for such climate internal variability modes in 
other regions are – without being complete - the North Atlantic Oscillation (NAO), the Arc-
tic Oscillation (AO), the Indian Ocean Dipole (IOD), or the Southern Annular Mode (SAM). 
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It is important to notice that steric changes are generally larger in the open ocean than 
over a shallow continental shelf (Bingham and Hughes, 2012), which may result in mass 
exchange between both. As it will be discussed later, this is also of importance in the 
North Sea.  
 
Figure 1-3: Processes that affect sea level (top) on varying time scales (bottom). Each component – except 
that of VLM - shown, has its own effect on sea level changes (reproduced and extended from Stammer et al. 
(2013)). 
The role of heat or freshwater fluxes is not fully understood yet, but it is suggested that 
they will play an increasingly important role in the future, e.g. due to freshwater fluxes 
from melting glaciers or polar ice sheets (Stammer et al., 2013). There are two global ad-
justments following a freshwater addition: a barotropic, i.e. a quick response of the ocean 
in form of waves or basin modes (e.g. Lorbacher et al., 2012), and a baroclinic, that is a 
much slower long-term steric adjustment (e.g. Stammer, 2008). In addition, sea level also 
reacts in an isostatic manner on fluctuations of local sea level pressure (SLP). This effect 
is commonly referred to as inverse barometer effect (IBE), and has large impacts on the 
regional distribution of sea level (Ponte, 2006) as well as longer-term changes (Stammer 
and Hüttemann, 2008). In the case of full adjustment, a variation of one hPa in SLP leads 
to one cm change in sea surface height (SSH). Finally, there are also gravitational feed-
backs of the ocean to all sources of mass exchange between land and the ocean, produc-
ing regionally varying fingerprints in sea level (e.g. Mitrovica et al., 2001; Riva et al., 2010; 
Slangen et al., 2012). According to Newton’s law of universal gravitation, mass attracts 
mass. If mass is added for example from an ice sheet to the ocean, the gravitational pull 
of the ice decreases, leading to a non-uniform redistribution of water around the globe 
with sinking sea levels near the melt source and increasing sea levels in the far field. This 
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in turn also results in viscoelastic solid earth changes and changes in earth rotation, addi-
tionally producing a regional varying pattern (Tamisiea et al., 2010). This response is true 
for all components of mass exchange, i.e. ice metling as well as changes in terrestrial 
water storage. Recent studies further showed that terrestrial water storage is also a key 
driver of inter-annual variability in GMSL. While GMSL has been highly positively correlat-
ed with the ENSO indices (e.g., Nerem et al., 2010; Calafat et al., 2014), an inverse feed-
back to ENSO driven changes in terrestrial water storage was found. This is suggested to 
be related to varying ocean and land precipitation. Cazenave et al. (2012), for instance, 
showed decreasing land and increasing ocean precipitation in the tropics during El-Nino 
events, while Boening et al. (2012) and Fasullo et al. (2013) recently pointed to the unique 
role of Australian rainfall patterns during La-Nina events. 
The combination of all the aforementioned factors results in regionally varying patterns of 
SLR. This is illustrated for the altimetry period from 1993 to 2011 in Figure 1-4. The figure 
demonstrates different important issues, which will be adopted in the present thesis. Fig-
ure 1-4a visualizes linear trends of regional sea level change relative to the global mean 
(i.e. the GMSL rate has been removed from each grid point time series; note that the 
mean seasonal cycle has also been removed before estimating trends). The most striking 
patterns are (i) the already discussed PDO/ENSO imprint in the Pacific Ocean and (ii) the 
distinct trend deviations near the Kurisho current in the western Pacific and the Gulf 
Stream along the US eastcoast. The latter suggests dynamic factors following changes in 
ocean circulation. It is thus clear that at least over that short period of approximately two 
decades regional sea level has strongly varied from the global mean with deviations rang-
ing from -12 mm/yr to +12 mm/yr. For the North Sea the area of interest in the present 
thesis it becomes obvious that the trends followed the trend of GMSL at least during the 
altimetry era (see also Figure 1-4c). But is this also true for the variability?  
Figure 1-4b shows linear correlations between monthly detrended and deseasonalized 
MSL grid point time series and similarly processed GMSL. Interestingly, the patterns visi-
ble in that map show some similarities to the trend patterns in Figure 1-4a, which are con-
firmed by a pattern correlation in the order of -0.44 (statistically significant on the 95% 
confidence level). This significant pattern correlation is mainly determined by similarities in 
the tropical Pacific, along the US westcoast and the large currents such as Kurisho and 
Gulf Stream. The correlations itself are also significant in these regions with values of 
±0.6, but are less distinctive in other areas. This leads to the following conclusions: first, it 
clearly demonstrates the influence of internal climate modes such as ENSO/PDO on 
GMSL variations as already discussed by various authors before (e.g. Nerem et al., 2010; 
Cazenave et al., 2012; Boening et al., 2012; Fasullo et al., 2013) and second, it exhibits 
significant differences between regional and GMSL variability. The latter is also demon-
strated for the North Sea area by the comparison of the GMSL time series with the mean 
North Sea time series in Figure 1-4d. While the trend is similar during that period, the re-
gional North Sea MSL variability exceeds that of the GMSL significantly (the standard de-
viations of the two time series are 4.8 mm for the North Sea and 1.5 mm for the GMSL 
time series). The coefficient of determination is insignificant with a value of approximately 
0.01, suggesting that the GMSL can only account for approximately 1 % of the totally ob-
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served variability in the North Sea. In other words: the North Sea MSL variations are 
mostly decoupled from the global mean. Therefore, GMSL represents a poor measure for 
MSL variations in the North Sea. The example clearly points out that improved under-
standing of regional MSL variability over long time scales is indespensible for regional 
planning and mitigation purposes, since the regional variability shifts the base level for 
storm surges by several tens of centimeters along the North Sea coastline. This in turn 
requires a profound knowledge of the hydrographic principles of the region, a topic that 
will briefly be explored in the following subchapter. 
 
Figure 1-4: Evaluation of monthly AVISO MSL time series over the period from 1993 to 2011. a) Linear 
trends as determined for each grid point time series with monthly MSL anomalies (i.e. the seasonal MSL cycle 
has been removed) corrected for the GMSL rate. b) Correlation coefficients between detrended GMSL and 
each detrended grid point time series. c) Histogram of the trends calculated in a). The blue line marks the 
corresponding trend for the North Sea basin. d) Comparison of the mean North Sea MSL time series and the 
simoultaneus GMSL time series. 
1.3 Geographic and hydrographic properties of the North Sea 
The North Sea is a marginal sea at the eastern boundary of the North Atlantic opening in 
the southwest through the English Channel and in the North through the Norwegian Sea. 
In the east it is connected via the Skagerrak and Kattegat to the Baltic Sea (Figure 1-5). 
The North Sea is one of the best explored ocean basins in the world and there are several 
excellent reviews discussing the hydrographic properties (e.g. Otto et al., 1990; Rodhe, 
1998; OSPAR, 2000). The North Sea is located on a shallow continental shelf with water 
depths mostly below 100 m. Deep parts can only be found near the Norwegian coastline 
in the so called Norwegian Trench with a maximum depth of approximately 700 m. The 
lowest water depths are found in the near coastal areas, for instance, along the southern 
coastlines, where the water depths are partly below 10 m. 
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The decrease of water depths from approximately 200 m at the northern entrance to less 
than 10 m in the southern bight leads to a prominent influence of bottom topography on 
the resonance to tidal forcing and the water level rise during storm surge conditions (Sün-
dermann and Pohlmann, 2011). Tides enter the North Sea northeast of Scotland or 
through the English Channel in the southeast and travel counterclockwise through the 
basin. The tidal conditions can be trisected with amphidromic points near the Norwegian 
coast, in the central North Sea and near the English Channel.  
 
Figure 1-5: Earth’s topography and study area. From top to bottom: a) Global ocean, b) North Atlantic 
Ocean, and c) North Sea. 
Within the basin, the main flows are concentrated in areas of steep slopes with currents 
following the depths contours (OSPAR, 2000). The mean circulation is cyclonic (e.g. Sün-
dermann and Pohlmann, 2006), and the major inflows are coming through the Norwegian 
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Trench, around the Shetland Islands and the English Channel (Turrel et al., 1992). Larg-
est inflows are observed in the Norwegian Trench with water masses of 0.7-1.1 Sv (1 SV 
= 106 m³s-1), followed by 0.6 Sv east of the Shetland Islands and 0.3 Sv through the Ork-
ney-Shetland section. The inflow through the English Channel is less important with 0.1-
0.17 Sv (Chen, 2014). The outflow is confined to the Norwegian Trench.  
While in the northwest the broad connection to the North Atlantic leads to strong ex-
change processes with the open ocean (tides, NAO, etc.), in the eastern parts considera-
ble continental impacts (freshwater discharge, heatflow, etc.) on the North Sea physics 
prevail (Sündermann and Pohlmann, 2011). This interplay leaves a unique footprint in the 
characteristics of North Sea physics. Through the vertical transfer of momentum flux, the 
atmosphere plays a major role for the residual circulation. Prevailing westerlies enhance 
the cyclonic circulation, while during conditions of enhanced easterlies the situation turns 
opposite. Strong winds further lead to regularly occurring storm surges, which represent 
the major hazard for the adjacent coastal regions and have formed the shape of the coast-
line for many centuries. 
During winter, when the sea level variability in the basin is largest (see also chapter 2), the 
North Sea is vertically mostly well mixed; i.e there is no clear stratification in the water 
body. During spring when the solar energy and surface heat increase a thermocline forms 
over large parts of the basin (OSPAR, 2000). The thermocline seperates the water body 
into two layers: a warmer and less dense surface layer and a colder and denser deep lay-
er. The strength of the thermocline is strongly governed by tidal and atmospheric influ-
ences and is deepest during late summer (Becker et al., 1996). In the autumn months, 
when the atmosphere tends to be more variable and the number of storms increases, the 
thermocline forms back until the two layers are mixed. In the German Bight, however, this 
seasonal dependence is limited to the deeper areas around Helgoland, because in the 
shallow coastal zones the strong tidal currents hinder a clear stratification (Otto et al., 
1990). These properties are important to notice when analyzing sea level variability along 
the North Sea coasts, since they directly impact the interplay between atmospheric and 
oceanographic forces. The location on the shallow continental shelf further provides indi-
cation for the dominant role of the atmosphere on the characteristics of sea level variabil-
ity. 
1.4 Objectives and outline of the thesis 
As outlined in the previous sections, this thesis aims at investigating the characteristics of 
SLR and variability on different timescales, its forcing and underlying processes. The 
complex oceanographic situation with varying forces on different timescales requires an 
analysis in different frequency bands. Hence, the variations will be assessed for the com-
ponents of MSL and storm surges, seperately. This will be achieved by first investigating 
the average conditions over timescales ranging from months to several decades and then 
incorporating the synoptic scale variations due to storm surges into the study. The five 
major objectives are: 
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 To describe the characteristics of intra-annual to decadal scale variability of 
MSL time series 
Monthly MSL time series from a novel data set recently reconstructed in the AM-
SeL (“MSL and Tidal Analysis at the German North Sea coastline”) research pro-
ject (Jensen et al., 2011) are explored for underlying variability patterns. Different 
filtering techniques are applied to analyse the variability on different time scales 
and quantify its magnitude. 
 To explore various components of regional MSL variability on different time 
scales and derive statistical-empirical relationships describing their forcing 
A detailed investigation of the characteristics of MSL variability in different fre-
quency bands with respect to different forcing factors is carried out. This is done 
in a multiple regression framework, where (i) spatial correlation maps in combina-
tion with plausible physical mechanisms are used to identify major forcing factors, 
and (ii) multiple stepwise regression models are applied to determine their contri-
bution to MSL variability. This is achieved by incorporating the ouputs of long his-
torical atmospheric and oceanographic reanalysis into the study. The developed 
models are calibrated with state of the art numerical models, which are, however, 
limited to the second half of the 20th century. 
 To investigate the influence of different forcing factors on the estimation of 
long-term trends and acceleration/deceleration patterns in sea level time se-
ries 
After distinguishing between different forcing factors of regional MSL variability on 
different time scales the information is used to remove known parts of variability 
from MSL time series and to estimate whether long-term trends and accelera-
tion/deceleration patterns are affected. This is tested with a statistical Monte-Carlo 
experiment with artificial time series simulated on the basis of past observations 
as well as observational data itself. 
 To utilize statistical-empirical relationships for a downscaling of future SLR 
and variability projections 
The statistical-empirical relationships between the major modes of MSL variability 
and physical mechanisms controlling them are adapted to downscale future MSL 
rise and variability projections from state of the art atmosphere ocean global cli-
mate models (AOGCM). This is done under the consideration of different uncer-
tainties related to different climate change pathways and internal climate variabil-
ity. 
 To use historical tide gauge information for the reconstruction of a long 
storm surge record and investgate its relationship to North Sea storminess 
The historical tide gauge record of Cuxhaven is used to reconstruct the contempo-
rary longest storm surge record in the world. The record is analysed for linear and 
non-linear long-term changes over the past 170 years, its relationship to large-
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scale atmospheric circulation patterns and regional storminess as derived from 
the newest generation of global atmospheric reanalyses. 
The thesis is structured as follows. In section 2, the seasonal cycle – the most prominent 
feature of monthly MSL variability – is explored for the first time at 13 tide gauge locations 
in the German Bight. This comprises the analyses of its mean state as well as inter-annual 
and long-term changes as measured along the coast. Regional variations along the Ger-
man North Sea coastline are also assessed. The variations are discussed in the light of 
their influence on the flood risk and the timing of strong storm surge water levels. As a first 
proxy for the forcing of interannual changes in the seasonal cycle, the influence of the 
NAO index is determined at each tide gauge. 
In section 3, the physical mechanisms driving MSL variability and different NAO related 
meteorological forcing factors are studied in more detail. This is initially conducted on 
seasonal time scales by applying a combination of spatial correlation and multiple regres-
sion analyses. Multiple linear stepwise regression models (LRM) are developed, in which 
the meteorological forcing factors are used as independent predictors and MSL as the 
dependend variable. The role of meteorological forcing with respect to low frequency vari-
ations and long-term trend is also explored. The investigation is exemplarily applied to the 
long tide gauge record of Cuxhaven. 
In section 4, the presented methods are applied to a larger data set covering the entire 
North Sea basin. While in section 3 the main focus is on seasonal influences, in this sec-
tion special attention is given to inter-annual to decadal scale processes and the role of 
large-scale atmospheric and oceanographic forcing. The variability is described and dis-
tinguished into barotropic and baroclinic adjustment processes of the ocean. After explain-
ing major sources of North Sea MSL variability, the impact of such fluctuations on the es-
timation long-term trends and acceleration/deceleration patterns is explored in a statistical 
Monte-Carlo framework under the consideration of plausible future SLR projections with 
relatistic noise.  
Section 5 contains a practical application of the presented methods for deriving future 
MSL projections in the German Bight. Atmospherically induced MSL variations are de-
scribed on the basis of large-scale SLP fields. A simple proxy is introduced and validated 
with respect to its ability in simulating future states of MSL rise and variability. The proxy is 
further used to downscale future changes in SLP onto MSL variations along the German 
North Sea coastline with a particular focus on inter-annual changes. 
In section 6, historical storm surges are analysed. A novel storm surge record is recon-
structed back to 1843 just on the basis of observed tidal high and low water levels. This 
record is investigated for long-term trends in the occurrence and intenstity of strong 
storms. The connection between storm surges and large-scale atmospheric forcing is also 
assessed. After demonstrating the similarity between the novel storm surge record and 
conventional storminess proxies in the region, the 20th century reanalysis (20CRv2) data 
sets, which are also applied in the present thesis to analyse MSL variability, are investi-
gated for their homogeneity and their skill to derive long-term trends in storminess.  
Introduction and objectives 
Sea level variability in the southeastern North Sea 
15
 
A summary of key findings is given in section 7. Final conclusions are drawn on the basis 
of the resuls presented in section 2 to 6. Recommendations for further research and prac-
tical applications for coastal planning and management tasks are also given. 
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2 MSL variability and influence of the NAO 
on long-term trends in the German Bight 
2.1 Abstract 
Changes in the seasonal cycle of MSL may affect the heights of storm surges and thereby 
flood risk in coastal areas. This chapter investigates the intra- and inter-annual variability 
of monthly MSL and its link to the NAO using records from 13 tide gauges located in the 
German Bight. The amplitudes of the seasonal MSL cycle are not regionally uniform and 
vary between 20 and 29 cm. Generally, the amplitudes are smaller at the southwestern 
stations, increasing as one travels to the northeastern part. The amplitudes, as well as the 
phase of the seasonal cycle, are characterized by a large inter-annual and inter-decadal 
variability, but no long-term trend could be detected. Nevertheless, in the last two decades 
annual maximum peaks more frequently occurred in January and February, whereas be-
forehand an accumulation was detected for the November and December period. These 
changes in phase in the various sea level time series are consistent with a shift in the an-
nual cycle, which is, however, not significant. The changes are associated with strongly 
increasing trends in monthly MSL of the winter season (January–March), which are con-
siderably higher compared to the remaining seasons. For the same season, the MSL and 
NAO indices show strong similarities, resulting in statistically significant correlations 
(r = ~0.7). Hence, these changes are linked with changing pressure conditions over the 
North Atlantic, which lead to a strong phase of positive values in the NAO index between 
the 1960’s and 1990’s. 
2.2 Introduction 
During the last century, coastal regions have been strongly governed by a rapid growth in 
populations and economic assets with increasing urbanization affecting the vulnerability. 
At the same time, global sea levels have risen as a result of a warming climate. Over the 
20th century a significant rise in GMSL has been detected by different authors using vari-
ous techniques (Church et al., 2010). The results of these studies show a strong variability 
in the rates of rise that is far from linear with inter-annual fluctuations linked to regional 
climate patterns (Church et al., 2008). Furthermore, the rates of observed MSL vary 
across the globe with regions of increase and regions of decrease (Bindoff et al., 2007). 
An extensive study addressing regional sea level development in the German Bight was 
conducted by Führböter and Jensen (1985). They analyzed mean tidal high water levels 
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(MHW) and mean tidal low water levels (MLW) over a time span of about 140 years and 
found significant increasing trends for the MHW of about 2.5 mm/yr on average but no 
significant change in the MLW. Jensen and Mudersbach (2007) updated and extended the 
study (in terms of the considered time period) and affirmed the key findings. They reported 
an increase in the mean tidal range (MTR) of about 10 % since 1955 along the German 
North Sea coastline. MSL changes in the German Bight have recently been investigated 
by Wahl et al. (2010, 2011), based on MSL time series from 13 tide gauges covering the 
entire German Bight. The focus was on analyzing long-term changes, making use of dif-
ferent statistical techniques. They found two periods of accelerated SLR, one at the end of 
the 19th century and another covering recent decades with some differences along the 
coastline.  
For coastal planning it is not only important to understand long-term changes in MSL but 
also short-term variability, e.g., on annual time scales. First studies on the intra-annual 
(seasonal) behavior of MLW and MHW in the German Bight were conducted by Jensen et 
al. (1992). The key findings can be summarized as follows: The minima for MHW usually 
occur between February and April, while the maxima occur between July and August. 
From the corresponding seasonal cycle for the MLW minima were detected in April or May 
and maxima in October or November. Anyway, until now no studies have been undertak-
en aimed at analyzing the seasonal cycle of the MSL in the German Bight in detail. 
For a better understanding of sea level changes, high quality sea level observations are 
needed. Different external factors, such as atmospheric pressure variations or meteoro-
logical forces, may affect observed water levels. These factors have to be analyzed in 
detail to quantify their influence on different time scales. One common method of address-
ing external effects is the observation of major atmospheric modes of variability that can 
have significant effects on the variability of sea level on inter-annual and inter-decadal 
time scales (Woolf and Tsimplis, 2002). The NAO, the El Nino-Southern Oscillation (EN-
SO) and the Northern Pacific Oscillation (NPO) are part of the global oscillation system. 
This global oscillation system has significant influences on weather and climate, including 
sea levels. For the investigation area considered for the present study (i.e., the German 
Bight), the NAO is the main oscillation of interest. Commonly, the different oscillations are 
addressed by a normalized index.  
Many authors studied the influence of the NAO using different atmospheric factors, such 
as rainfall and temperature (Hurrel, 1995; Hurrel et al., 2003), wind and other meteorolog-
ical parameters (Thompson and Wallace, 1998; Ambaum et al., 2001; Martin et al., 2011). 
Further investigations on the link between NAO and Arctic ice export have been per-
formed by Hilmer and Jung (2000), while Petrow et al. (2009) analyzed the relationship 
between changes in circulation patterns and flood hazard in Germany. Other publications 
indicate the influence of circulation patterns such as the NAO on sea level. Wakelin et al. 
(2003) examined sea level dependence over the Northwestern European Shelf and found 
varying correlations, which are positive in the northern region and strongly negative in the 
south. They measured sensitivity by looking at the seasonal (December to March) sea 
level changes (in mm) per unit NAO over the whole region by considering results from a 
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tide and surge model. Highest sensitivities with values up to 96 mm per unit NAO have 
been detected for the German Bight. Woodwort et al. (2007) investigated the dependence 
of sea level percentiles on the NAO in the North Sea and found a homogeneous distribu-
tion throughout the tidal range for the UK, but a larger dependence for extreme high wa-
ters compared to the median sea levels for the eastern parts of the North Sea (e.g., the 
German Bight). Yan et al. (2004) and Jevrejeva et al. (2005) noted that the relationship 
between NAO and sea level in the northern European parts is unsteady over time, with 
highest correlation values between the two parameters at the end of the 20th century. 
Tsimplis et al. (2005) summarized findings of a large number of earlier studies (which were 
published in the framework of a Tyndall Centre research project) on the NAO influence on 
sea level data and wave heights across northern Europe (using Cuxhaven as a proxy for 
the entire German Bight) and especially along the UK coastline. They identified the NAO 
as a major forcing for sea level variability using different statistical methods, such as cor-
relation and regression analysis, wavelet analysis and trend estimations. Tsimplis and 
Shaw (2008) reconstructed regional MSL indices using EOF analysis of tide gauge rec-
ords and investigated the correlation between sea level reconstructions and different cli-
mate indices. They found a dominant NAO influence on sea level, especially throughout 
the winter, which causes regional MSL anticorrelation between sea level observed by tide 
gauges located along northwestern European coasts and tide gauges located in the Medi-
terranean. 
The present paper has three main objectives. The first is to analyze the observed changes 
in the seasonal cycle of the MSL along the German North Sea coastline. Changes in the 
seasonal cycle may affect the heights of storm surges, which often occur during the winter 
months. In the end, this has significant implications in terms of flood risk for the affected 
coastal areas. Furthermore, it is important to know how changes in MSL are distributed 
over the whole year. Therefore, the second objective is to investigate inter-annual chang-
es based on seasonal MSL time series. The third objective consists of estimating the con-
nection between inter-annual MSL variability in the German Bight and the NAO index. The 
influence of the NAO on observed long-term MSL changes is also analyzed. This allows 
for a better understanding of observed MSL changes, which is a crucial step, by means of 
deriving reliable regional MSL scenarios to be considered for regional and local coastal 
management strategies. The paper is structured as follows: In Section 2.3 the considered 
data sets are described, while the applied methods are described in detail in Section 2.4. 
The results are summarized in Section 2.5 and discussed in Section 2.6. Section 2.7 con-
tains the final conclusions. 
2.3 Data 
In the present paper two different types of data are used: 
1. Monthly MSL data from tide gauges located in the southwestern North Sea (Ger-
man Bight) 
2. Monthly data of the station based NAO index. 
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2.3.1 Sea level data 
This section makes use of the monthly MSL data sets of 13 tide gauges in the German 
Bight. The tide gauges are operated by the German Federal Waterways and Shipping 
Administration. From the raw data (high frequency data and high and low waters), time 
series of MSL were reconstructed within the AMSeL project Wahl et al., 2010, 2011) . 
While Wahl et al. (2010, 2011) focused on analyzing the observed long-term changes 
based on annual MSL time series, in this chapter extended monthly MSL series are used 
for the first time. Figure 2-1 shows the investigation area of the German Bight with the lo-
cation of the considered tide gauges (Figure 2-1a) and the monthly MSL time series of 
individual stations (Figure 2-1b). Each tide gauge provides at least 50 years of data. Alt-
hough three gauges provide much longer records (Cuxhaven, Norderney and LT Alte We-
ser), only data from 1937 onwards are considered here to assure comparability of the re-
sults, especially from linear trend analyses. 
The MSL data sets described above are considered in different ways with respect to the 
main objectives outlined in Section 1. Some of the investigations are undertaken, based 
on the monthly MSL time series of individual stations as presented in Figure 2-1; e.g., 
partial investigations in the seasonal cycle, the inter-annual changes of monthly MSL and 
sensitivities of MSL per unit NAO. At different stages of the chapter, so-called index time 
series (or ‘virtual stations’) covering larger areas in the German Bight are also considered. 
Virtual stations are computed from a specified number of single gauges by following the 
approach described by Wahl et al. (2011). In this approach, the first differences of monthly 
MSL time series are averaged. The resulting time series are integrated backwards by add-
ing the previously calculated averaged first differences. Three virtual stations are used in 
the present chapter. The virtual station for Schleswig-Holstein represents the northeastern 
part of the German Bight. It comprises the available data from the tide gauges of List, 
Hörnum, Wyk, Dagebüll, Wittdün and Husum. Virtual station for Lower Saxony is con-
structed from the time series of the tide gauges of Cuxhaven, Bremerhaven, Wilhelmsha-
ven, LT Alte Weser, Norderney and Emden, which are all located in the southwestern part 
of the German Bight. A third virtual station is constructed for the entire German Bight, in-
cluding all tide gauges mentioned above (the tide gauge of Helgoland is additionally used 
to cover the offshore region). 
2.3.2 NAO data 
The NAO can be described as a varying strength of two atmospheric pressure fields over 
the subpolar and subtropical regions of the North Atlantic. The variability of the NAO is 
commonly described through the NAO index. This index is derived by computing the dif-
ferences between anomalies of both pressure fields. The index becomes positive if both 
pressure systems over the Azores and Iceland are well formed, which means the combi-
nation of a low pressure field over Iceland and a high pressure field over the Azores. Peri-
ods of positive NAO generally induce low-pressure fields over Iceland resulting in high 
precipitation, mild temperatures and increasing westerly winds over northern Europe 
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(Hilmer and Jung, 2000). A negative index means a low gradient, i.e., the deviation from 
the mean pressure is rather small. There are two different types of NAO indices.  
 
 
Figure 2-1: a) Investigation area and tide 
gauge locations. b) Monthly (grey) and 
annual (black) MSL time series of each tide 
gauge location shown in a). The linear 
trend is also shown in red. 
 
 
One well established index is the so-called station based index, computed on the data 
basis of two different stations between north and south. Jones et al. (1995) computed an 
index using the difference between SLP anomalies at Gibraltar and Reykjavik. One typical 
uncertainty of this index is that the stations are fixed in space, while the NAO centers 
(centers of the pressure fields—centers of action; COA) underlie movements resulting 
from annual cycles or other processes. Therefore, the use of principle component analysis 
of atmospheric pressure constitutes is the more sophisticated approach. However, de-
tailed comparison of the two different indices (not shown here) pointed out that the differ-
ences between the two indices are small and do not have influences on the results of this 
study (i.e., regression and trend analyses). Hence, the NAO index, established by Jones 
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et al. (1995), is used. The data set was downloaded from the website of the Climatic Re-
search Unit, University of East Anglia for the time period from 1937 to 2008. 
2.4 Methods 
2.4.1 Calculating the seasonal cycle 
At this stage, the seasonal cycle of the time span from 1951 to 2008 (all tide gauges pro-
vide data for this period) is analyzed. As a long-period tide, the seasonal cycle is formed 
by the solar annual (Sa) and solar semiannual (Ssa) tidal constituents with periods of 12 
months and 6 months driven by solar heating (Pugh, 2004). There are different ways of 
how to compute the seasonal MSL cycle from tidal observations. An empirical method is 
described by Pezzulli et al. (2005), in which the seasonal cycle is represented by averag-
ing each calendar month over a defined time span. Another option is to use harmonic 
analysis, in which the annual cycle can be described by its amplitude and phase (Plag and 
Tsimplis, 1999). For the present chapter, the empirical description of the seasonal cycle is 
considered.  
In a first step, the monthly MSL records are detrended by using linear regression analysis. 
The removal of the linear trend enables the consideration of the annual cycle separately 
from its annual long-term development. In a second step the detrended monthly MSL se-
ries are transferred into twelve time series for each calendar month (i.e., one time series 
for January, one for February, and so on). The annual series of each month are averaged 
over the time span from 1951 to 2008. These averages represent the mean seasonal cy-
cle. The seasonal cycle is then plotted in a similar manner as presented in (Barbosa et al., 
2008). 
Furthermore, the year-to-year variability of the maximum and minimum values of the sea-
sonal cycle is analyzed. It is calculated how often each month the maximum or minimum 
monthly intra-annual sea level (absolute frequency) occurs within a decade. Seven differ-
ent decades, starting with 1939 to 1948 and ending with the decade 1999 to 2008, are 
evaluated.  
2.4.2 Amplitudes of the seasonal cycle 
When using the empirical description of the seasonal cycle, the amplitude is defined as 
the difference between the maximum and minimum monthly values for the analyzed peri-
od. In this chapter, the inter-annual development of the amplitude of the seasonal cycle is 
of special interest. It is analyzed whether changes in the amplitudes of the seasonal cycle 
are evident from the available observations, as such changes may enhance flood risk for 
the investigation area. The amplitude is computed for each single year of the analyzed 
detrended time series, introduced in Section 3.1. These investigations are solely done for 
the two virtual stations of Schleswig-Holstein and Lower Saxony. 
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2.4.3 Inter-annual changes in monthly MSL 
As described above, Wahl et al. (2011) analyzed the long-term development of MSL, 
based on annual data sets. Here, the inter-annual changes in monthly MSL series of each 
of the 13 tide gauges along the German North Sea coastline are analyzed. One major 
interest for flood risk management is whether or not the MSL changes are homogeneous 
over the whole year or different seasons, respectively. Inhomogeneous changes in differ-
ent seasons (e.g., winter and summer) may affect the phase of the seasonal cycle. 
Hence, the inter-annual development of winter and summer season is analyzed for each 
site and for different time spans. The winter half year are defined as the first half of the so-
called “hydrological year”, which includes 6 months between November and April (hereaf-
ter: NDJFMA MSL). Consequently, the hydrological summer half year comprises the 
months from May to October of each year (hereafter: MJJASO MSL). The time spans un-
der consideration are the same as used by Wahl et al. (2011) to ensure comparability of 
the results of both studies. Because of the length of the different data sets three different 
time spans are used. The first one and the longest one considered for the present chapter 
starts in 1937 and ends in 2008. In this period three gauges (Emden, Helgoland, Wyk) 
cannot be taken into account because of missing data. The second time span covers the 
years between 1951 and 2008. For this time span all gauges can be analyzed, even if the 
Helgoland tide gauge starts in 1953 (more than 93 % of the data of all records are availa-
ble). The third time period consists of 38 years of data from 1971 to 2008. The inter-
annual changes are solely analyzed with respect to their long-term linear development.  
2.4.4 The influence of the NAO on MSL 
To evaluate the relationship between inter-annual MSL variability and regional climate 
patterns, the monthly MSL time series of the virtual stations of Schleswig-Holstein, Lower 
Saxony and the entire German Bight are compared to the NAO index. In a first step, the 
MSL time series for each month are correlated with the analogical NAO time series. The 
significance of the correlation coefficients rxy is tested with a t-test as described by von 
Storch and Zwiers (1999).  
The total sea level, which is recorded by tide gauges, is composed of three main compo-
nents: the astronomical tides, the MSL and the surge component (Pugh, 2004). The surge 
component is generally larger in the storm surge season during the winter. Hence, the 
NAO index as a proxy for westerly winds over the North Atlantic is mostly useful in the 
colder season of the winter months. From correlation and trend analyses (see Section 4.4) 
it was found that the NAO influence on MSL is largest between January and March. 
Hence, these months are considered for most of the analyses where the connection be-
tween NAO and MSL is investigated. The MSL values of the three months are averaged 
for each year to yield a time series, which is denoted here as winter season MSL (hereaf-
ter referred to JFM MSL and JFM NAO for short winter NAO). The interaction of JFM MSL 
and JFM NAO is analyzed with LRMs between JFM MSL time series and corresponding 
JFM NAO time series following the approach proposed by Wakelin et al. (2003). In a first 
step, both short winter time series (i.e., JFM MSL and JFM NAO) are detrended. After-
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wards, the detrended JFM MSL values are regressed with the detrended JFM NAO val-
ues. Thus, the sensitivity of the JFM MSL to the JFM NAO index can be estimated, sug-
gesting that the JFM MSL is a linear function of the JFM NAO index. Furthermore, the 
NAO effects are subtracted from the JFM MSL to estimate the influence of the JFM NAO 
on long-term changes of JFM MSL in the German Bight. For comparison, linear trends are 
computed for the original JFM MSL time series and the JFM NAO corrected JFM MSL 
time series (i.e., difference between JFM MSL and regression residuals). 
For the detection of non-linear changes in both parameters (JFM MSL and JFM NAO), the 
time series are smoothed. Smoothing techniques (or low pass filters) are often applied 
when analyzing climatic time series, as such time series cannot be exactly described 
mathematically (Hänggi et al., 2011). The different techniques available from literature are 
controversially discussed by the scientific community, because of their mathematical 
background and especially with respect to different techniques of computing values for the 
smoothed time series near the sample boundaries (see e.g., Wahl et al., 2011; Mann, 
2004; Mann, 2008). Here, a locally-weighted-scatterplot-smoother (LOWESS, Cleveland, 
1979; Cleveland and Devlin, 1988) in combination with Monte-Carlo autoregressive pad-
ding (MCAP) as described in Wahl et al. (2010, 2011) is used. The MCAP method is ap-
plied to assess uncertainties when continuing smoothed time series to the end of the orig-
inal time series. The LOWESS filter considers individual polynomial functions and the 
weighted least squares method and represents a robust low pass filter assigning lower 
weight to outliers. The method is applied here to detect different periods of SLR and fall 
(or non-linear changes in the NAO index) that cannot be detected through linear trend 
analyses. Furthermore, the smoothed time series are used to derive the rates of rise (for 
both MSL and NAO) by calculating the first differences.  
2.5 Results 
2.5.1 The seasonal MSL cycle 
In this section the results from analyzing the seasonal component of the detrended month-
ly MSL are presented. The variability of the seasonal cycle is figured by the means of 
month plots that are shown in Figure 2-2. The blue lines represent the time series for eve-
ry single month over the period 1951 to 2008 (i.e., for example, all January values from 
1951 to 2008). The horizontal black lines represent the average values for the particular 
month. The bold red lines show the months with minimum and maximum values of the 
seasonal cycle. For all tide gauges in the German Bight the maximum is found in Novem-
ber, while the minimum is in April for List, Wilhelmshaven, LT Alte Weser, Helgoland and 
Norderney and in May for Hörnum, Wyk, Dagebüll, Wittdün, Husum, Cuxhaven, Bremerha-
ven and Emden. The amplitude of the seasonal cycle is higher along the northeastern 
coastline (i.e., the state of Schleswig-Holstein) with values from 27–29 cm compared to the 
southwestern part of the German Bight (i.e., the state of Lower Saxony) with values for the 
amplitudes of about 20–23 cm. These amplitudes are higher than those computed for the 
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North Atlantic region (e.g. Barbosa et al., 2008), but comparable to those for the Baltic 
Sea reported in Hünicke et al. (2008). 
 
Figure 2-2: Plot of the annual component for each tide gauge and the period from 1951 to 2011. The blue 
lines represent the individual monthly time series, while the black horizontal lines show the long-term MSL 
cycle. The blue shaded area marks the month in which the mean seasonal cycle has its minimum at each 
gauge, while the red shaded area represents the maximum. 
The plots of the seasonal cycle in Figure 2-2 further show higher variability in the MSL for 
the winter months compared to the summer months. The seasonal cycle becomes visible 
at each tide gauge, but is overlapped by a large inter-annual variability. Sea levels in the 
North Sea are generally driven by atmospheric effects: On the one hand, atmospheric 
pressure fluctuations affect sea levels through the inverse barometer effect. On the other 
hand, cross-shore winds as well as alongshore winds together with the Coriolis effect can 
cause a sea level increase (or decrease) near the coastline. Generally these effects are 
stronger during the winter seasons when storm surges are stronger and more frequent 
(Wakelin et al., 2003). Similar to the gradient in the seasonal amplitudes, the overall inter-
annual variability is higher in the northeastern part of the German Bight (i.e., the state of 
Schleswig-Holstein) compared to the region of Lower Saxony in the southwestern part. 
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The year-to-year variability of maximum and minimum values of the seasonal cycle in the 
German Bight is analyzed for all of the 13 tide gauges during the last 7 decades from 
1939 on (results are summarized in Figure 2-3). For every single decade the occurrence 
time of maximum and minimum values is evaluated. As it is to be expected from Figure 2-2 
the maximum and minimum values are widely distributed over the year. Maximum values 
occurred between August and March with an accumulation during November and Febru-
ary, while minimum values are distributed over several months between October and June 
with an accumulation between February and May. The occurrence time of both maximum 
and minimum values was found to be homogeneous between the different tide gauges.  
 
 
 
Figure 2-3: Development of the occur-
rence times of maximum (November to 
February, bars) and minimium (Febru-
ary to March, lines with dots and 
squares) values of the seasonal cycle 
over the past seven decades between 
1939 and 2008 for the two virtual sta-
tions Schleswig-Holstein (a)) and Lower 
Saxony (b)). 
 
Furthermore, the evaluation of the occurrence time shows regional homogeneous change 
in the last two decades (i.e., 1989 to 2008) compared to the first five analyzed decades 
(i.e., 1939 to 1988). While in the first five decades maximum values of the seasonal cycle 
predominantly occurred during November and December, after 1988 the months of Janu-
ary and February show an increasing number of maximum values. Simultaneously, the 
occurrence time of minimum values shifted from February and March into April and May. 
This is ideally represented by the two virtual stations of Schleswig Holstein and Lower 
Saxony in Figure 2-3. The figure shows histograms of absolute frequency of maximum 
and minimum values for the months of accumulation (i.e., November/December and Jan-
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uary/February for maximum values; February /March and April/May for minimum values) 
over the seven decades. Before 1988 in approximately 55 % of all years’ maximum values 
occurred during November and December, while afterwards the percentage decreased to 
30 %. The amount of maximum values in January and February in turn increased from 
approximately 23 % before 1988 to 50 % afterwards. For the minimum values, a similar 
development is found. While in the first five decades the dominant months of accumula-
tion are February and March (approximately 49 %; April and May approximately 26 %), in 
the last decades the minimum of the seasonal cycle predominantly peaks in April and May 
(approximately 53 %; February and March approximately 25 %). 
2.5.2 Annual amplitudes of the seasonal cycle 
Annual amplitudes of the seasonal cycle are computed as differences between maximum 
and minimum values for each year. Figure 4 shows the temporal development of the am-
plitude of the two virtual stations for Schleswig-Holstein and Lower Saxony and for the 
time period from 1937 to 2008. Both time series show similar temporal behaviors. The 
correlation coefficient of the amplitudes of both areas is found to be r = 0.93, whereas the 
amplitude of the annual cycle for Schleswig-Holstein is characterized by a slightly higher 
variability (and a higher mean value as already mentioned in Section 4.1) compared to 
Lower Saxony. Note that the annual amplitudes computed by this method are considera-
bly higher than those mentioned in Section 4.1, where average values were considered to 
calculate mean amplitudes (in the order of 20 to 25 cm). Here, annual amplitudes are de-
termined and found to be of the order of 50 to 60 cm. This is caused by the high temporal 
variability in the German Bight, which is described in section 4.1. However, as can be 
seen from Figure 4, the annual amplitudes for both virtual station time series do not show 
significant linear trends during the investigation period from 1937-2008, but considerable 
decadal variability with a clear amplification between the 1960s and mid-1990s. 
 
Figure 2-4: Time series of annual amplitudes for the virtual stations of Schleswig-Holstein (a)) and Lower 
Saxony (b)) for the period from 1937 to 2008. Individual stations are also shown (grey). The thick blue lines 
represent the 10yr smoothed amplitudes using a LOWESS filter. The annual amplitudes are computed as 
differences of monthly maximum and minimum values for each year. 
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2.5.3 Inter-annual MSL changes 
In this section, inter-annual MSL changes are analyzed for each tide gauge site. The time 
series are divided into winter (November to April, NDJFMA MSL) and summer (May to 
October, MJJASO MSL) half years (see Section 3.3). Table 1 shows the linear trends (with 
1σ SEs accounting for serial correlation as recommended by Santer et al. (2000), see also 
chapter 5) for different time periods. Values are marked bold if the trends of the two sea-
sons under consideration differ significantly, i.e., the difference between both trends is 
larger than the maximum SE. The estimated trends are different in both seasons for all of 
the time periods and tide gauges under consideration, but statistically significant differ-
ences are only found for the two time periods from 1937 to 2008 and 1951 to 2008. Even 
if they also show different seasonal tendencies, the tide gauges of Husum and Emden are 
striking here, as their seasonal trends are not statistically significant. While in the first two 
time spans the winter season trends rise by a factor of up to 2.5 (on average), compared to 
the trends in the summer season (differences are in the order of 1.0 to 1.5 mm/yr), they are 
only 1.1 times (on average) higher (differences in the order of 0.5 mm/yr) for the shorter 
time period from 1971 to 2008.  
Table 2-1: Linear trends for different periods differentiated in winter (November to April) and summer (Mai to 
October) half year. The values are marked bold if the linear trends of the two seasons differ significantly (95 % 
confidence level t-test statistics). Cases where less than 75 % of data were available during a specific period 
are not considered and marked by NaNs.  
 
Similar to the findings reported by Wahl et al. (2011), highest trends are detected for the 
shortest period from 1971 to 2008. While the trends for the NDJFMA MSL and MJJASO 
MSL of the first period from 1937 to 2008 are about 2.4 mm/yr and 1.6 mm/yr respectively 
(averaged over all sites), the trends for the last period (i.e., 1971 to 2008) are about 3.9 
mm/yr and 3.4 mm/yr for the two seasons. SEs increase inversely to the length of the time 
period under consideration. Thus, smallest SEs (in the order of 0.5 mm/yr and 0.3 mm/yr 
for the NDJFMA MSL and MJJASO MSL, respectively) are found for the first period (i.e., 
1937 to 2008). The highest SEs, in the order of about 1.31 mm/yr and 0.64 mm/yr, are 
derived for the final period (i.e., 1971 to 2008). Furthermore, averaged SEs (over all 
gauges) show significant differences between NDJFMA MSL and MJJASO MSL. As out-
lined by Wahl et al. (2011), from analyzing annual MSL time series, higher trends are 
List 2.51 ± 0.62 1.42 ± 0.39 3.49 ± 0.93 1.46 ± 0.67 4.80 ± 1.93 3.78 ± 1.02
Hörnum 2.83 ± 0.62 1.60 ± 0.39 3.81 ± 0.91 1.69 ± 0.65 4.70 ± 1.90 3.82 ± 1.15
Dagebüll 2.30 ± 0.68 1.08 ± 0.39 3.36 ± 0.97 1.20 ± 0.68 3.99 ± 1.98 3.42 ± 1.15
Wyk NaN ± NaN NaN ± NaN 3.96 ± 0.96 1.67 ± 0.60 5.01 ± 1.99 4.24 ± 0.78
Wittdün 2.90 ± 0.60 1.78 ± 0.36 3.50 ± 0.91 1.82 ± 0.61 4.28 ± 1.89 3.77 ± 1.02
Husum 2.29 ± 0.67 1.98 ± 0.37 3.04 ± 0.96 2.06 ± 0.61 3.58 ± 1.95 3.68 ± 1.13
Helgoland NaN ± NaN NaN ± NaN 2.99 ± 0.79 1.23 ± 0.60 4.18 ± 1.58 3.47 ± 0.76
Cuxhaven 2.67 ± 0.64 1.51 ± 0.37 2.84 ± 0.90 1.19 ± 0.58 4.10 ± 1.78 3.53 ± 0.76
Bremerhaven 1.69 ± 0.62 0.65 ± 0.36 1.84 ± 0.86 0.21 ± 0.54 3.24 ± 1.69 1.91 ± 0.87
Wilhelmshaven 2.32 ± 0.55 1.39 ± 0.30 2.81 ± 0.75 1.29 ± 0.45 3.93 ± 1.54 3.21 ± 0.66
LT Alte Weser 2.05 ± 0.53 1.37 ± 0.34 2.27 ± 0.75 1.17 ± 0.49 3.48 ± 1.53 2.87 ± 0.89
Norderney 2.84 ± 0.51 1.91 ± 0.30 3.57 ± 0.67 2.20 ± 0.48 4.55 ± 1.35 4.33 ± 0.57
Emden NaN ± NaN NaN ± NaN 1.91 ± 0.81 0.91 ± 0.43 2.31 ± 1.58 2.10 ± 0.83
1971-2008
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found for tide gauges along the coastline of Schleswig-Holstein compared to Lower Saxo-
ny.  
2.5.4 Relationship between the NAO and MSL 
The relationship between the detrended MSL, represented by the two virtual stations for 
Schleswig-Holstein and Lower Saxony, and the detrended NAO is shown in Figure 5. The 
blue line represents the correlation coefficients for the individual months and the period 
from 1937 to 2008. The red lines indicate the 95 % and 99 %-confidence levels (based on 
t-test statistics (e.g von Storch and Zwiers, 1999)). There is a strong annual cycle in the 
correlation, with significant correlations in the winter season and weak or no correlations 
in the summer months. For the whole year, correlation coefficients for time series from 
Schleswig-Holstein and the NAO are slightly higher than the coefficients for MSL time 
series from Lower Saxony and the NAO. This gradient between Schleswig-Holstein and 
Lower Saxony has also been found in the variability of the seasonal cycle in Sections 4.1 
and 4.2. The highest correlations are found from January to March. This leads to the as-
sumption that the highest influence of NAO on long-term development of MSL should also 
be found in these three months. While for the correlation analysis only detrended time 
series are investigated, it is of particular importance in which manner the NAO may influ-
ence linear trends of MSL. To consider this, linear trends of MSL time series for each 
month are compared with those found from corresponding monthly NAO time series. The 
linear trends of monthly time series for both parameters are pictured in Figure 6. At the top 
of the figure the different dots indicate the trends of monthly MSL time series for the indi-
vidual sites and the period from 1951 to 2008. Figure 6 (bottom) shows the monthly trends 
of the NAO. Both parameters show similar behavior for the winter months, indicating sig-
nificantly higher trends from January to March compared to the remaining months (i.e., 
significantly different on the 1σ-confidence level). Although correlation over the whole year 
is not constant between the two parameters and partially weak (especially in the summer 
months), a similar trend pattern is notable from Figure 6. This behavior was also found for 
the other two time periods (i.e., 1937–2008 and 1971–2008), which are not pictured here. 
The similar trend pattern, with higher values for the three months from January to March, 
leads to the assumption that the high NAO trends in the three winter months strongly in-
fluence the MSL changes for the same months. Hence, the interaction between JFM MSL 
and JFM NAO is described by the sensitivity of JFM MSL (unit is mm) per unit JFM NAO. 
As described in Section 3.4, sensitivity is estimated by applying LRMs between both pa-
rameters. Figure 7 shows the derived sensitivities for the three different time periods that 
have been used in Section 4.3 for the linear trend analyses. The largest sensitivities of the 
JFM MSL are found at the northeastern coastline in the area of Schleswig-Holstein with 
values up to 130 mm per unit JFM NAO index for the last period (i.e., 1971 to 2008), while 
the sensitivities for the area of Lower Saxony are considerably smaller (up to 45 mm per 
unit JFM NAO). The sensitivities change over time. While the sensitivity is almost the 
same for the first two periods (1937 to 2008 and 1951 to 2008), it is considerably higher 
for the last period (1971 to 2008). Jevrejeva et al. (2005) also reported a remarkable tem-
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poral change of the NAO influence on sea levels in Northern Europe, with highest correla-
tion values between both parameters found for the last three decades. These results indi-
cate that the NAO influences the inter-annual variability of winter MSL at least to some 
degree. In agreement to the results presented by Jevrejeva et al. (2005), the contribution 
of the NAO is 30–35 % of winter MSL variability in the German Bight. Generally, MSL is 
higher in winters with positive NAO indices than in winters with negative NAO indices. 
 
 
Figure 2-5: Correlation coefficient be-
tween the monthly NAO index and 
monthly MSL as measured by the indi-
vidual tide gauges (blue) and the two 
virtual stations (black line with red filled 
dots) for Schlewig-Holstein (a)) and Low-
er Saxony (b)). The grey shades repre-
sent the 95 % and 99 % confidence level 
as given by t-test statistics (von Storch 
and Zwiers, 1999), respectively. 
 
 
 
Figure 2-6: Inter-annual trends of monthly MSL (a)) and NAO (b)) over the period from 1951 to 2011. Blue 
dots correspond to stations located along the Schleswig-Holstein coastline, blue dots to stations located along 
the Lower Saxony coastline and back dots to the NAO. The grey shaded area marks the three months which 
differ significantly from the remaining year. 
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If the JFM NAO influences the JFM MSL variability in the German Bight over a specified 
time period and shows a significant trend at the same time, the question arises whether 
the JFM NAO also influences the JFM MSL long-term trends as well. Tsimplis et al. (2005) 
analyzed the NAO influence on long-term winter (December to March) MSL trends for 
different gauges in Northern Europe and found that in most cases the MSL trends are 
smaller if the NAO influence is considered (of course only for those gauges where a posi-
tive correlation exists between NAO and MSL). To investigate the JFM NAO influence on 
long-term JFM MSL trends in the German Bight, Table 2 shows trends calculated directly 
from the JFM MSL time series (January to March) and for comparison, the trends, which 
are found after the JFM MSL time series, are corrected for the JFM NAO influence. The 
latter is estimated by applying the same LRMs that have been used to study the sensitivi-
ties as shown in Figure 7. Beside the two virtual station time series for Schleswig-Holstein 
and Lower Saxony, a virtual station for the entire German Bight is also considered at this 
stage. The results clearly point out that the JFM NAO influences the long-term winter MSL 
trends. Again, however, this influence changes over time. Considering the first two time 
spans from 1937 to 2008 and 1951 to 2008 the winter MSL trends are about 3.3 mm/yr 
and 4.3 mm/yr, respectively (for the entire German Bight). After removing the JFM NAO 
influence the residuals show smaller trends of 2.2 mm/yr and 2.3mm/yr. The trends for the 
two virtual stations Schleswig-Holstein and Lower Saxony show small differences with a 
higher JFM NAO influence in Schleswig-Holstein than in Lower Saxony as was expected 
from the results presented in Figure 5. As reported in Section 4.3, the NDJFMA MSL 
trends increase for the shorter time period from 1971 to 2008. For the virtual station of the 
entire German Bight, the JFM MSL trend is found to be 7.6 mm/yr, whereas it decreases 
to 6.2 mm/yr after removing the JFM NAO influence (equals a trend reduction of 18 %). Due 
to the reduction of the variability by considering the JFM NAO influence, the SEs of the 
estimated trends also decrease (from 2.4 mm/yr to 1.4 mm/yr).  
 
Figure 2-7: Sensitivity (sea level changes in mm/unit NAO change) of JFM MSL (January to March) at differ-
ent tide gauge locations (dots) to JFM NAO over the periods a) 1937-2008, b) 1951-2008 and c) 1971-2008. 
To analyze more in detail in which way the JFM NAO influences decadal JFM MSL trends, 
19-year running linear trends of JFM MSL (for the entire German Bight) and the JFM NAO 
are shown in Figure 8. According to their different scaling, the 19-year running JFM NAO 
trends (red line) are scaled to be comparable to the 19-year running JFM MSL trends. The 
latter are represented by the blue line and corresponding 1σ SEs (grey-filled areas) are 
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also shown. Both time series of the running 19-year linear trends show a similar temporal 
behavior with only two phases (1971 to 1989 and 1972 to 1990, 1989 to 2007 and 1990 to 
2008), where the JFM NAO trends proceed outside the 1σ confidence intervals calculated 
for the JFM MSL trends. More than 93 % of all estimated JFM NAO trends proceed inside 
the 1σ confidence intervals of the JFM MSL trends.  
Table 2-2: Linear trends of JFM MSL for the three virtual station time series over diferent periods and before 
and after correcting for the influence of JFM NAO. If the trends differ significantly (95 % confidence level t-test 
statistics) after correcting for the NAO influence values are marked in bold. The values in the brackets provide 
the linear correlation between JFM MSL and the JFM NAO. 
 
 
 
 
Figure 2-8: 19 year moving trend for 
JFM MSL (blue line) at the virtual sta-
tion German Bight ± 1σ SE (grey area). 
The scaled JFM NAO trends (red line) 
are also shown. 
 
Figure 9 shows the time series of the JFM MSL for the entire German Bight (top, left, 
black line) and the JFM NAO index (top, right, black line) for the period from 1937 to 2008 
and the smoothed time series (blue lines in the upper subplots). The rates of rise calculat-
ed as the first differences from the smoothed time series are shown in the lower subplots 
of Figure 9. The window length for smoothing the time series was chosen to be 30 years 
and the values near the sample boundaries result from applying the MCAP method briefly 
described in the Section 3 and in Wahl et al. (2010). The uncertainties resulting from 
smoothing the time series to the boundaries are represented by the grey-shaded areas. 
The time series of the JFM NAO and JFM MSL are highly correlated (r = 0.74). Both of the 
original time series show similar peak values in many years: e.g., 1938, 1941, 1947, 1967, 
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1983, 1990, 1996 and 2002. In some years the values are also different, suggesting that 
the NAO is not the only driver of MSL variability. However, the smoothed time series show 
a similar temporal behavior (especially between the mid 1970’s and mid 1990’s) with 
some differences near the sample boundaries. By considering the rates of rise (Figure 8, 
bottom) both time series show similar tendencies near the sample boundaries as well, 
even if the estimates for the boundaries are uncertain. Although the rates of rise indicate 
negative values for the JFM NAO index and positive values for the JFM MSL at the end of 
the 1990s, they are marked by a comparable shape. Hence, significant influences of the 
JFM NAO on JFM MSL can be detected. These influences changed over time, suggesting 
the non-stationary behavior of the COAs of the NAO as is described by Kolker and 
Hameed (2007). In some phases it seems that other external forcing factors are getting 
stronger from time to time. The phases in the beginning of the 1960’s and the last ten 
years are striking here.  
 
Figure 2-9: a) Time series of JFM MSL (left, black) and JFM NAO (right, black) and their low-pass filtered 
version (blue, cut-off period: 30 years). The grey areas represent the uncertainties as calculated with the 
MCAP method at the ends of the time series. b) Annual positive (blue) and negative (red) trend rates series 
shown in a) calculated by the first differences of the low-pass filtered time. 
2.6 Discussion 
Recent assessments of MSL changes in the German Bight have mostly focused on inter-
annual changes and hence considered annual time series. Especially for aspects of 
coastal safety management, inter-annual MSL assessment is particularly important as it 
considerably affects storm surge heights and frequencies. As pointed out in Mai and Zim-
mermann (2005) and Schuchardt et al. (2005), accelerating MSL diminishes the present 
safety level along the German North Sea coastline, even if the vulnerability is relatively 
moderate. However, increasing sea levels involve a higher water inflow in the event of the 
failure of coastal protection structures. Storm surges are the main events affecting coastal 
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areas, especially when they are combined with high astronomical tides (e.g., spring tides). 
Changes in the seasonal cycle may influence water levels occurring during a storm surge 
season and until now seasonal investigations of MSL in the German Bight have not re-
ceived much attention.  
The results from analyzing the intra-annual variability in MSL along the German North Sea 
coastline (Section 4.1) show that there are considerable seasonal effects. As a shallow 
shelf sea, the North Sea is strongly influenced by wind forces. This implies higher variabil-
ity of MSL in the storm surge or winter season respectively, compared to the summer 
season. In summer months the wind stress is considerably lower, which results in lower 
variability. Therefore, tidal forces have a stronger relative influence on the MSL. Further-
more, the results point to some differences along the coastline with higher variability in the 
northeastern than in the southwestern part of the German Bight. These differences result 
from the fact that westerly winds are predominant in the North Sea with a stronger influ-
ence on the coastline of Schleswig-Holstein with its north-south expansion. 
The mean amplitude of the seasonal cycle in the German Bight, computed by the empiri-
cal approach, is found to be about 27 to 29 cm for the area of Schleswig-Holstein and 
about 20 to 23 cm for tide gauges located in Lower Saxony. The amplitude is considerably 
higher than in other parts of the world. Generally, in mid latitudes the mean amplitude of 
the seasonal cycle is about approximately 4 to 7 cm (Pugh, 2004). In the German Bight 
the seasonal cycle is overlapped by strong variability, resulting from wind forces, effects 
from river run-off, salinity and thermal effects. The averages of the MSL values for the 
particular months and over the period from 1937 to 2008 illustrate that the seasonal cycle 
reaches its maximum in November, while the minimum occurs in April or May. The strong 
variability leads to a strong year-to-year variation of maximum and minimum values. Max-
imum values scatter over 8 months (from August to March) and minimum values have 
been found between October and June, even if there are considerable accumulations. 
The decadal analysis of the maximum and minimum values points to a shift of these ac-
cumulations. The maximum values have been moved over the last two decades from No-
vember/December to January/February and the minimum values have been shifted from 
February/March to April/May. As described above, there is a large amount of inter-annual 
variability in the phase of the seasonal cycle. Changes in the phase of the seasonal cycle 
have been repeatedly observed in different climatic parameters (e.g. Johansson et al., 
2001; Lehmann et al., 2011), but the causes are poorly understood (Stine et al., 2009). 
The changes in phase are consistent between stations but, probably due to the large nat-
ural variability, are statistically insignificant. However, similar studies support such chang-
es. First of all, similar findings for the maximum values of the seasonal sea level cycle in 
the Baltic Sea were presented by Johansson et al. (2001). The relationship between the 
seasonal cycles of NAO and MSL were analyzed by Yan et al. (2004). They compared 
anomalous strong (and weak) signals in both parameters. In their Figure 7 they computed 
the seasonal cycles before and after 1989. This figure shows that the seasonal NAO cycle 
after 1989 peaks in the months of January/February, while before it rather peaks in au-
tumn. If — as expected here — the NAO or NAO-related processes drive changes in the 
phase of the seasonal MSL cycle, the observed changes are a result of an anomalous 
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strong NAO cycle after 1988. Apart from this, Marcos and Tsimplis (2007) also found 
higher trends in MSL for the winter season (December to March) and the period from 
1960 to 2000 for tide gauges located in the German Bight, by analyzing the output of a 
two-dimensional hydrodynamic model of the NW European shelf. The authors argue that 
approximately 4 mm/yr (i.e., about 50 %) of the estimated trend is due to meteorological 
forces. Furthermore, Lehmann et al. (2011) studied the variability of different climate re-
lated parameters, such as wind speed or precipitation in comparison to the NAO for the 
greater Baltic Sea area (including the southeastern parts of the German Bight) over a pe-
riod from 1958 to 2009. They report a seasonal shift of strong winds from autumn to winter 
and early spring in line with an eastward shift of the atmospheric COA. Since wind in par-
ticular is the major factor in local sea level variability in the North Sea (Wakelin et al., 
2003), the observed phase shift in sea level can be explained (at least to some degree). 
Another challenge regarding the high variability in the German Bight is that the computa-
tion of the year-to-year amplitude of the seasonal cycle becomes non-stationary with re-
spect to its phase (see Section 4.2). Hence, using maximum and minimum values to cal-
culate annual amplitudes results in a comparison of values derived from different monthly 
values in particular years. This means that the computation of amplitude is strongly biased 
by other effects, such as variability caused by local meteorological influences, river run-off 
or thermal effects. Different methods to separate the annual cycle from the overlapping 
variability can be found in the literature. On the one hand, variability can be filtered out by 
investigating seasonal averages. Hünicke et al. (2008) computed the year-to-year ampli-
tude by using seasonally-averaged maximum and minimum values (winter: November to 
January; spring: March to May). This leads to a better approximation of the intra-annual 
amplitude. On the other hand, moving monthly averages of several years or moving Fou-
rier analysis may be used, as described by Plag and Tsimplis (1999) and Ekman (1999). 
Furthermore, one of the reviewers proposed inter-quartile ranges for the computation of 
annual amplitudes. This method is more robust.against outliers. For the present chapter, 
all of these approaches have been tested in addition to the min/max-approach described 
in Section 3.1 in order to analyze whether there are any long-term changes evident in the 
amplitudes of the seasonal cycle. Amplitudes, computed by the min/max-approach, lead to 
values of approximatly 50–60 cm on average, compared with much smaller values derived 
using the other approaches. However, the aim was to calculate any long-term changes in 
the annual amplitudes. From all the different methods, no significant trends in the ampli-
tude of the seasonal cycle could be found in the German Bight. 
The detailed analysis of long-term changes in seasonal MSL components (Section 4.3) 
indicates that the long-term trends in the NDJFMA MSL are higher than in the MJJASO 
MSL for all time periods under consideration (i.e., 1937 to 2008, 1951 to 2008 and 1971 to 
2008), but only statistically significant for the first two periods. It has been noticed that the 
differences in the long-term changes of the two seasons are unsteady over time. While in 
the first two time spans (i.e., 1937 to 2008 and 1951 to 2008) the winter trends are more 
than two times stronger (on average) than the summer trends, they are more equal for the 
short time period from 1971–2008. From analyzing the trends for each single month of a 
year (see Section 4.4), considerably stronger MSL trends are found for the months from 
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January to March. The estimated trends are in agreement with those presented for the 
North Sea area in Ekman (1999) and potentially caused the shift in the maximum values 
of the seasonal cycle described in Section 4.1. This raises the question of which parame-
ters are the main factors causing such changes. 
Due to its location on the northwestern continental shelf, the German Bight is strongly 
affected by meteorological forces. Therefore it is assumed that changes in the NAO are 
linked to changes in the seasonal cycle of the MSL. The MSL shows significant correla-
tions with the NAO in the winter months, especially from January to March, whereby the 
influence is not stationary in time as described by Yan et al. (2004) and Jevrejeva et al. 
(2005). However, the higher trends between January and March are also imaged in the 
monthly NAO values. This indicates that the JFM NAO is one major driving factor for 
changes in JFM MSL, which results in the increasing gradient between winter and sum-
mer season and the shift in the phase of the seasonal cycle. The smaller gradient be-
tween the MSL in the summer and winter half year after 1971 compared to the two longer 
time periods is most likely due to lower trends in the JFM NAO for this time period. From 
separate trend analyses (not discussed in detail here) it was depicted that the JFM NAO 
shows similar tendencies for all of the three considered time periods, but the smallest 
trend is calculated for the 1971–2008 period. Hence, the acceleration in JFM MSL after 
1971 cannot be explained solely by higher trends in the JFM NAO index over the same 
time period, particularly with regard to the strongly increasing trends in summer season 
observed in section 4.3. 
The interaction between JFM NAO and JFM MSL is considered by computing sensitivities 
of JFM MSL (in mm) per unit JFM NAO (see Sections 3.4 and 4.4). The identified sensitiv-
ities are comparable to those found in other studies for the same area. Wakelin et al. 
(2003) and Tsimplis et al. (2005) reported sensitivities of up to 96 mm/unit NAO (Decem-
ber to March) in the German Bight using a two dimensional tide + surge model for the time 
period from 1955 to 2000. Tsimplis et al. (2005) pointed out that the sensitivity of model 
data was found to be lower compared to the sensitivity computed with tide gauge data. 
They suggested an additional sea level influence of the NAO through thermosteric effects 
or model inaccuracies. Tsimplis et al. (2006) confirmed sensitivities in the order of 10 
mm/unit NAO via thermosteric effects. Nevertheless, the sensitivities computed in this 
chapter show that the results from the above-mentioned studies are still valid for time pe-
riods covering nearly three more decades than the model data. The spatial distribution of 
the sensitivity in the German Bight is not homogeneous with stronger sensitivity (up to 130 
mm/unit JFM NAO) in the northeastern part compared to the southwestern part (up to 110 
mm/unit JFM NAO). This gradient becomes logical, comparing the computed sensitivities 
with the results of the two dimensional tide + surge model presented in Wakelin et al. 
(2003), Woodworth et al. (2007) and Tsimplis et al. (2005). This is confirmed by the correla-
tion analyses and supports the assumption that westerly winds are responsible for higher 
variability along the coastline of Schleswig-Holstein. 
The influence of JFM NAO on long-term JFM MSL changes is also analyzed. The results, 
given in Table 2, indicate that the JFM NAO influences JFM MSL, in two different ways. 
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On the one hand, the JFM NAO influence explains 30–35 % of the inter-annual JFM MSL 
variability in the German Bight. These findings are in agreement with the results presented 
by Jevrejeva et al. (2005) for the North and Baltic Sea, even if the IBE has not been con-
sidered for the present chapter. On the other hand, the JFM NAO also influences the long-
term JFM MSL trends in the German Bight. For all of the three time periods under consid-
eration, the NAO influence leads to higher trends from January to March. For the first two 
time spans (i.e., 1937 to 2008 and 1951 to 2008) the JFM NAO explains up to 47 % (2.3 
mm/yr) of the estimated JFM MSL trends. For the period from 1971 to 2008, the JFM NAO 
influence is considerably smaller and explains about 18 % (1.3 mm/yr) of the estimated 
JFM MSL trend. This is caused by a smaller trend in the JFM NAO for the latter time peri-
od compared to the longer periods considered in the present chapter. This highlights that 
the influence of the JFM NAO on long-term JFM MSL trends depends on the time period 
under consideration. This is also confirmed from analyzing 19-year running linear trends 
and the non-linear behavior for the time period from 1937 to 2008. The main influences of 
the JFM NAO on JFM MSL in the German Bight are summarized in Figure 10. The JFM 
MSL estimations for Schleswig-Holstein (Figure 10a) and Lower Saxony (Figure 10b) are 
shown before (blue line) and after, removing the JFM NAO influence (red line) (only the 
long time period from 1937–2008 is considered). The standard deviations are represented 
by the dotted lines and the long-term trends are highlighted as bold lines. For both virtual 
stations it can be stated that a correction of the JFM MSL estimations for the JFM NAO 
influence causes a reduction of variability and trends.  
 
Figure 2-10: Influence of the JFM NAO on JFM MSL in the German Bight over the period 1937 to 2011 for the 
virtual station of a) Schleswig-Holstein and b) Lower Saxony. The thin lines with thick dots (black = observed; 
red = NAO corrected) represent the JFM MSL data. The shaded areas show the corresponding standard de-
viations, while the dotted lines represent the linear trends over the entire period. 
The results presented here aim to clarify the role of meteorological forces on JFM MSL in 
the German Bight. The different behavior of MSL during the months from January to 
March (compared to the remaining months) led to a redistribution of annual maximum 
peaks in the last two decades. Assuming that this shift consolidates, the future flood risk 
may be affected more intensively than previously expected. As described by Pugh (2004), 
highest storm surges can be observed when they are accompanies by high astronomical 
tides and high MSL values. Hence, higher NDJFM MSL/JFM MSL may affect coastal 
structures in two different ways. First, higher NDJFM MSL/JFM MSL causes higher con-
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stant loads due to extended duration times of high water levels. Second, the maximum 
water level heights during storm surge events may be also affected. Since the NAO is one 
of several important driving factors for NDJFMA MSL/JFM MSL, it will be crucial in which 
direction the NAO will develop in future. It is well known that a significant trend to more 
positive values in the NAO index has been observed over the last decades of the 20th 
century (especially between the 1960’s and 1990’s). This has caused a warmer and more 
humid climate over Northern Europe (Hilmer and Jung, 2000), but it is rather uncertain 
how the NAO will change in future. Different global climate models have been used to 
simulate the NAO variability. The IPCC (2007) exposed that many climate model simula-
tions show a decrease of the arctic SLP for the 21st century, which would result in more 
positive values of the NAO index (Osborn, 2004; Kuzmina et al., 2005). 
2.7 Conclusions 
MSL records from 13 tide gauges in the German Bight have been analyzed to determine the 
seasonal and inter-annual development of monthly MSL in the 20th and the beginning of 
the 21st century. The results of this study show that the seasonal cycle has mean ampli-
tude of approximately 20–29 cm along the German North Sea coastline with minimum 
values in April and May and maximum values in November. The seasonal cycle is over-
lapped by a strong year-to-year variability, which is significantly higher during the storm 
surge season (October to March) than in the remaining months. The analysis of the de-
velopment of the seasonal cycle in the German Bight indicates no long-term changes in 
the amplitude and phase but a large inter-annual variability. While between 1939 and 
1988 the seasonal MSL cycle mostly peaked in November and December, in the last two 
decades tendencies to a stronger incidence in January and February have been ob-
served. 
The more frequent maximum values in January and February coincide with an inhomoge-
neous seasonal trend development in the German Bight. Considerable differences have 
been found between winter and summer seasons (i.e., NDJFMA MSL and MJJASO MSL). 
For two of three analyzed periods (1937 to 2008, 1951 to 2008) NDJFMA MSL is signifi-
cantly higher compared to the MJJASO MSL. This gradient between summer and winter 
months is also found for the period from 1971 to 2008 whereas the gradient is considera-
bly smaller and not statistically significant. The investigation of the monthly components 
reveals the months between January and March, which are represented in the JFM MSL, 
as the main driver of this gradient. The stronger trend in the last three decades reported 
by Wahl et al. (2011) is confirmed in this chapter for both seasons. An explanation for the 
increasing MJJASO MSL cannot be given in this study, but will be part of future studies. 
It is well known that atmospheric circulation has a considerable influence on climate vari-
ability over Northern Europe (Hurrel, 1995; Hurrel et al., 2003; Lehmann et al., 2011). 
Since sea level responds to different climatic forces, such as wind, pressure or precipita-
tion, the NAO becomes a reasonable proxy for such influences. Confirming earlier studies 
from (Tsimplis and Shaw, 2008; Kolker and Hameed 2007; Johansson et al., 2001; Tsim-
plis et al. 2005), the statistical comparison of MSL and NAO shows positive correlations at 
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tide gauges located in the German Bight. These correlations are significant in winter and 
autumn and weaken or get insignificant throughout the summer months. Therefore, the 
comparison of MSL and the NAO is only straightforward for the winter and autumn months 
(e.g. Tsimplis and Shaw, 2008). From the regression analysis between JFM MSL and 
JFM NAO it has been found that the JFM NAO influences JFM MSL in two different ways. 
On the one hand the JFM NAO explains 30–35 % of the year-to-year variability of JFM 
MSL, which confirms earlier findings from Wakelin et al. (2003) and Jevrejeva et al. (2005) 
for the larger North and Baltic Sea area. On the other hand similarities are found in the 
trend patterns of both parameters. The comparison of 19-year running trends and the 
rates of rise shows strong coherency between JFM MSL and JFM NAO. This suggests 
that meteorological forces are the main driving factors of JFM MSL changes and therefore 
also of changes in the seasonal cycle in the past 70 years. The results confirm the im-
portance of seasonal sea level analysis for the matters of coastal defense strategies high-
lighted by previous studies for the North Sea (Wakelin et al., 2003; Tsimplis et al., 2005). 
In particular, in the German Bight there is a huge amount of non-tidal variability which 
considerably influences flood risk. Furthermore, this high degree of variability complicates 
reliable estimations of trends and possible future sea level developments. It can be con-
cluded that the trend of the MSL in the German Bright is overestimated if the influences of 
the atmosphere are not excluded from the MSL time-series. This is important: one way to 
find numbers for regional future states (e.g., for the year 2100) of MSL is the comparison 
of the regional with the global MSL, for which projections already exist. Higher MSLs con-
tain higher levels upon which storm surges built (Barbosa and Silva, 2009). Hence, espe-
cially higher trends during the storm surge season are very important as they may affect 
the effects of storm surges along the coastline. For the future it will be important to assess 
the contribution of local or remote meteorological factors affecting residual fluctuations 
(especially on trends) which cannot be explained with the NAO index, especially for the 
remaining seasons (i.e., spring and summer), which have not been considered in this or 
related studies. 
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3 Characteristics of intra-, inter-annual and 
decadal sea level variability and the role 
of atmospheric forcing: the long record of 
Cuxhaven 
3.1 Abstract 
This paper addresses the role of meteorological forcing on MSL variability at the tide 
gauge of Cuxhaven over a period from 1871 to 2008. It is found that seasonal sea level 
differs significantly from annual means in both, variability and trends. The causes for the 
observed differences are investigated by comparing to changes in wind stress, SLP and 
precipitation. Stepwise regression is used to estimate the contribution of the different forc-
ing factors to sea level variability. The model validation and sensitivity analyses show that 
a robust and timely independent estimation of regression coefficients becomes possible if 
at least 60 to 80 years of data are available. Depending on the season, the models are 
able to explain between 54 % (spring, April to June) and 90 % (winter, January to March) 
of the observed variability. Most parts of the observed variability are attributed to changes 
in zonal wind stress, whereby the contribution of SLP, precipitation and meridional wind 
stress is rather small but still significant. On decadal timescales the explanatory power of 
local meteorological forcing is considerable weaker, suggesting that the remaining varia-
bility is attributed to remote forcing over the North Atlantic. Although meteorological forc-
ing contributes to linear trends in some sub-periods of seasonal time series, the annual 
long-term trend is less affected. However, the uncertainties of trend estimation can be 
considerably reduced, when removing the meteorological influences. A SE smaller than 
0.5 mm/yr requires 55 years of data when using observed MSL at Cuxhaven tide gauge. 
In contrast, a similar SE in the meteorologically corrected residuals is reached after 32 
years.  
3.2 Introduction 
In the last few decades there has been a great effort to understand the characteristics of 
long-term global SLR (Douglas, 1991; Woodworth, 1990; Church et al., 2006, 2011). The 
importance of such studies is rooted in the high impacts, which are related to possible 
future SLR. The Fourth Assessment Report (AR4) of the IPCC (IPCC, 2007) suggested a 
GMSL rise of up to 60 cm by 2100 as a result of global ocean warming, glacier melting 
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and the balance between melting, snowfall and the regular outflow from glaciers from ice 
sheets (potential accelerated ice-sheet melting, which could add another 20 cm of SLR, is 
not included in these projections). Such an increase would have considerable conse-
quences for the flood risk in coastal areas, as the MSL is the reference frame for storm 
surges. However, studies dealing with future SLR base on the knowledge of the physics 
behind past sea level changes. Hence, a detailed understanding of observed sea level in 
the past is a fundamental step before doing studies focusing on future SLR.  
Sea level has been observed since the 18th century with the longest records based on tide 
gauge measurements at coastlines. Since 1992, there has been a quasi-global coverage 
of sea level observations with the introduction of satellite measurements. Both measure-
ment methods have different advantages and disadvantages. Tide gauge measurements, 
for example, are available since the 18th century and consequently provide a good insight 
into the history of sea level. The disadvantage of tide gauges is that they give a measure 
of relative sea level change, i.e. the observations include both, sea level changes and 
VLM. These relative measurements are important for coastal planners, as for coastal zone 
management the relative sea level change is the proper magnitude, but disregarding the 
VLM can compromise estimates of global SLR. Furthermore, the heterogeneous distribu-
tion of tide gauges around the world biases the estimation of global SLR (Merriefield et al., 
2009). Satellite altimetry, however, allows the observation of absolute sea level in a pre-
cise reference frame with quasi-global coverage, but as satellite altimetry observations are 
only available since 1992, the data sets are not yet usable for the estimation of long-term 
trends. Additionally, satellite measurements are not reliable for coastal areas. Hence, for 
understanding past sea level changes, both data types have to be combined. While tide 
gauge observations point to a significant increase in global MSL (GMSL) of ~17 cm 
throughout the 20th century, a closer look on the development shows that this rise is far 
from linear with considerable inter-annual and decadal fluctuations, which are linked to 
climate patterns (Bindoff et al., 2007). Additionally, satellite altimetry reveals a high spatial 
heterogeneity of sea level changes around the world with regions of increase and regions 
of decrease (Milne et al., 2008). This fact clarifies the particular importance of understand-
ing past sea level changes and variability. The large deviations in regional SLR show that 
regional MSL variability, rather than the global mean, is the main concern for risk assess-
ments. 
Generally, fluctuations in the SSH are caused by changes in the steric components, i.e. 
changes due to variations in water temperature or salinity. Likewise, meteorological forces 
drive regional sea level through the effects of wind and SLP. While wind pushes sea level 
towards or away from the coastline, SLP influences the SSH through the IBE, i.e. hydro-
static de-/compression. In some areas river runoff or climatic effects are other prominent 
forcing factors of SSH variability (Tsimplis and Woodworth, 1994). Apart from these direct 
forcing factors it should be noted that sea level is affected by long-period tides such as the 
nodal cycle (e.g. Jensen, 1985; Haigh et al., 2011). These cycles have to be taken into 
account, especially if the trend development or acceleration/deceleration characteristics 
are investigated (Baart et al., 2012). 
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Many studies have tried to identify the climatic factors that drive sea level variability 
(Tsimplis and Josey, 2001; Wakelin et al., 2003; Woolf et al., 2003; Yan et al., 2004; 
Tsimplis et al., 2005; Jevrejeva et al., 2005; Woodworth et al., 2010; Dangendorf et al., 
2012, capter 2 of this thesis). In the North Atlantic region the leading atmospheric mode is 
the NAO during wintertime. The NAO index is defined as the standardized difference of 
the two leading atmospheric pressure fields, the Azores High and the Icelandic Low. Since 
the NAO dominates the winter climate over Northern Europe (Hurrel, 1995), there is a 
clear link between sea level and the NAO index. Especially during the last decades, MSL 
along the European coasts correlates well with the NAO (Yan et al., 2004; Jevrejeva et al., 
2006). The problem with the NAO is that it is just presented as an index. Therefore, it 
does not affect sea level directly. It rather represents a proxy affecting different related 
parameters, such as wind, SLP or precipitation (Suursaar and Soosäär, 2007).  
The main objective of this chapter is to examine the effects of such NAO related process-
es on MSL variability in the Cuxhaven record. The tide gauge of Cuxhaven is located in 
the mouth of the Elbe estuary in the southeastern part of the shallow North Sea. The rec-
ord is of particular interest for sea level studies, as it is one of the longest records availa-
ble worldwide. Starting in 1843, the tide gauge has recorded over 160 years of sea level 
changes up to date. In the last decades the tide gauge has been the subject of several 
sea level studies (Jensen et al., 1993; Tsimplis et al., 2005; Jevrejeva et al., 2006; Mud-
ersbach and Jensen, 2008; Wahl et al., 2010, 2011; Albrecht et al., 2011, 2012; Dangen-
dorf et al., 2012, capter 2 of this thesis). While earlier studies (Jensen et al., 1993; Mud-
ersbach and Jensen, 2008) deal with the mean high (MHW) and mean low water levels 
(MLW), Wahl et al. (2010, 2011) reconstructed monthly MSL time series using the k-factor 
approach, a method which allows the combination of low and high frequency data for the 
reconstruction of MSL time series. 
It is well known that the major forcing factor of MSL variability in the German Bight is wind 
(Wakelin et al., 2003), but its full contribution is only known by the output of hydro-
dynamical models providing data only for the past 50 years. Since the NOAA provides 
long-term gridded climatic reanalysis datasets back to the 19th century (Compo et al., 
2011), the comparison of different related parameters with regional sea level over longer 
timescales becomes possible. In this chapter the contribution of wind stress, SLP and 
precipitation on sea level variability in the German Bight is estimated, exemplary shown 
for the tide gauge of Cuxhaven. These investigations have several implications for the 
aspects of coastal planning and management. First, an improved knowledge about past 
sea level changes allows for a better look into the near future. Here, the near future refers 
to time spans of 30 to 50 years, which are interesting for coastal planning purposes. Sec-
ond, the large variability, which is regionally present in a lot of sea level time series, com-
plicates a reliable estimation of long-term trends. Under the assumption that one can con-
sistently estimate the amount of non-tidal variability in sea level data, the estimation of 
long-term trends should become more precise. Several authors (Douglas, 1991; Tsimplis 
and Spencer, 1997; Woodworth, 1990; Woodworth et al., 1999; Haigh et al., 2009) point-
ed out that periods of 30 or 50 years are necessary, to get a stable trend estimate with an 
adequate SE. Locally or regionally the available data often does not fulfill these require-
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ments. A good example in this context is the area of the Halligen, which are located 
northeastwards from Cuxhaven. The Halligen are small islands with high cultural im-
portance (UNESCO World Cultural Heritage Site), but they are highly impacted by climatic 
change (Arns et al., 2011). Therefore, local MSL studies are required for an integrated risk 
assessment. The available data in this area is sparse and does not provide such long pe-
riods; however an improved understanding of the driving mechanisms could help for local 
coastal planning. Finally, since decades sea level scientists and coastal planners attempt 
to answer the questions whether or not acceleration in SLR can be detected. In a recent 
paper, Haigh et al. (2014) demonstrated that the large amount of non-tidal variability ham-
pers an early detection of accelerating SLR. For global reconstructions, in which the vari-
ability is smaller through the applied methods (Church and White, 2004, 2006, 2011), the 
acceleration can be detected earlier than in the different local records. Especially on re-
gional scales, the variability therefore needs to be minimized to get more information 
about the shape of the long-term trend. MSL time series in the German Bight, such as the 
Cuxhaven record, are characterized by a large intra-, inter-annual and decadal variability 
(Wahl et al., 2013). Hence, the explanation of this variability is an important step for the 
above mentioned issues. 
The paper is structured as follows. In section 3.3 the data and methods used for the dif-
ferent investigations are described. The corresponding results are presented and dis-
cussed in section 3.4, while Section 3.5 contains the conclusion. 
3.3 Data and methods 
Monthly MSL data from the tide gauge of Cuxhaven is used in this chapter (Figure 3-1). 
The raw data has been provided by the Federal German Waterways and Shipping Admin-
istration (WSV). Observations at the tide gauge are available since 1843. These observa-
tions are restricted to the tidal high and low water levels handwritten in log books. In 1899, 
the measurement technique has changed making it possible to observe the full tidal curve 
on tidal charts. Extensive digitization works provided hourly sea level data from 1918 to 
the present. Since the mid 1990’s tide gauge observations are directly and digitally ar-
chived with a one minute resolution. While monthly or annual MSL back to 1918 can be 
calculated from high resolution data (at lest hourly resolution), before that time Wahl et al. 
(2010, 2011) applied a technique to reconstruct MSL values on the basis of LW and HW 
back to 1843. Here the reconstruction is used for a deeper analysis of observed changes 
during a period from 1871 to 2008 (a time span for which climate reanalysis data exists). 
The data set has been checked for errors and corrected for local datum shifts, as reported 
in IKÜS (2008). 
The main aim of this chapter exists in investigating climatic and meteorological induced 
variations of MSL, which are related to the large scale atmospheric circulation pattern 
(NAO). Monthly data sets were extracted from the 20CRv2 data set on a 2*2 grid for the 
larger European and North Atlantic area, provided by the NOAA-CIRES Climate Diagnos-
tics Center, Boulder, Colorado, USA (http://www.esrl.noaa.gov). Here, investigation SLP, 
zonal (WSu) and meridional (WSv) wind stress and precipitation (P) data covering a peri-
Meteorological forcing at Cuxhaven 
Sea level variability in the southeastern North Sea 
43
 
od from 1871 to 2008 were extracted. The data is based on ensemble model simulation 
with data assimilation. SLP and sea surface temperature observations are used as 
boundary conditions. Since especially for earlier periods the observations are sparse and 
spatially uneven distributed, the uncertainties of the data are larger before 1950 than af-
terwards. Krüger et al. (2012) pointed to some discrepancies between the long-term 
trends of storminess proxies from 20CRv2 reanalysis data and observations. However, 
since our main focus is on investigating variability patterns, our results should be inde-
pendent from these discussions. Furthermore, the correlations have been tested to be 
stationary high during the whole investigated period. 
 
 
 
Figure 3-1: a) Investigation area and 
location of the Cuxhaven tide gauge. b) 
Monthly (grey) and annual (black) MSL 
record as observed at the tide gauge of 
Cuxhaven. The linear trend estimated 
with the annual record is also shown 
(red). 
 
Before investigating the various time series, the seasonal cycle has been removed by 
subtracting the long-term monthly average from every monthly subseries. If not stated 
otherwise, the time series were further corrected for their observed linear long-term trend, 
as the main motivation is an investigation of intra- and inter-annual variability. To analyze 
the relationship between the different forcing factors and sea level, in a first step correla-
tion coefficients between MSL in Cuxhaven and gridded meteorological time series cover-
ing the larger Northern European and the North Sea area are computed. The correlation 
between two different time series can be computed with 
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 ݎ = ∑ݔݕඥݔଶ ∑ݕଶ (3-1) 
The significance of the correlation can be estimated using 
 
ܶ = |ݎ|ඨ ݊ − 21 − ݎଶ (3-2) 
and comparing T with critical values from the t distribution with n-2 degrees of freedom 
(von Storch and Zwiers, 1999). The resulting correlations between the different time series 
are presented as contour lines of similar correlations on geographic maps. This allows us 
to find the coherencies over the larger continental area.  
If there is a significant relationship between two or more parameters, the contribution can 
be estimated within multiple LRMs. Since the different MSL contributors vary considerably 
throughout the whole year, the LRMs are built up on seasonal time scales. For that pur-
pose the following definitions are used: The winter season is defined as the seasonal 
mean from January to March (JFM), spring season means the average from April to June 
(AMJ), summer indicates the months between July and September (JAS), while October 
to December (OND) are summarized as the autumn season. The above mentioned mete-
orological parameters are used to explain the MSL variability in Cuxhaven. The following 
model has been fitted to the time series, to estimate the effects of meteorological forcing. 
The multiple LRM for observed MSL ξ is given by the following equation 
 ߦ = ߙ଴ + ߙଵܹݏݑ + ߙଶܹݏݒ + ߙଷܵܮܲ + ߙସܲ + ߝ (3-3) 
where the variables Wsu, Wsv, SLP and P are the zonal and meridional wind stress, SLP 
and precipitation, respectively. The coefficient a0 is constant and ε represents the random 
error. The explained variance of the multiple LRMs (i.e. they include all meteorological 
parameters) can then be estimated by 
 ܸܣܴ௘௫௣ = ቈ1 −
ݒܽݎ൫ߦ − (		ߦௐ௦௨ + ߦௐ௦௩ + ߦௌ௅௉ + ߦ௉)൯
ݒܽݎ(ߦ) ቉ (3-4) 
while the variances explained by each contributing factor are 
 ܸܣܴ௘௫௣,௜ = ቈ1 −
൫ݒܽݎ(ߦ − ߦ௜)൯
ݒܽݎ(ߦ) ቉ (3-5) 
The range of VARexp lies between 0 and 100 % and describes how much of the observed 
variability can be explained by the prediction. A value of zero means no correlation be-
tween both curves, whereas a value of 100 % means that the observed variability is equal 
to the predicted one. It should be noted that all the different predictors are driven by the 
NAO, which means, that they should not be independent from each other. Hence, the sum 
of the explained variances of the linear regressions will not be the same as the explained 
variances by the multiple regression models: 
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 ܸܣܴ௘௫௣ ≠ ܸܣܴ௘௫௣,௜ (3-6)
For the identification of the different predictors stepwise regression with forward selection 
is applied. A stepwise regression means that different meteorological contributing factors 
are included step by step into the regression model, if their relation is statistically signifi-
cant and if they explain a significant part of the observed variances. This approach allows 
for finding a model consisting of preferably few predictors and explaining as much variabil-
ity as possible. The procedure can be summarized as follows: 
1. Including the predictor with the largest bivariate correlation. 
2. Including the predictor that explains the most significant part of the variability after 
removing the influence of the first predictor. 
3. Including the predictor that explains the most significant part of the variability after 
removing the influence of the first and second predictor. 
4. Including the predictor that explains the most significant part of the variability after 
removing the influence of the first to nth predictor  
5. The LRM is finished if no more predictors are able to give a significant contribution 
to the explained variability. 
The significance of the LRMs can be tested with t-statistics or f-statistics which can be 
found in standard mathematical literature. As a further quality control for the accuracy of 
the LRMs, the Root Mean Squared Error (RMSE) is computed: 
 
ܴܯܵܧ = ඨ
∑ ቀߦ௜ − ൫ߦௐ௦௨,௜ + ߦௐ௦௩,௜ + ߦௌ௅௉,௜ + ߦ௉,௜൯ቁ
ଶ௡௜ୀଵ
݊  
(3-7)
where n is the sample size. The RMSE is a measure for the resulting differences between 
observed and predicted MSL. In contrast to the explained variability the RMSE gives a 
direct measure of the resulting size of the residuals.  
It should be noted that these LRMs are restricted to the detrended data, which means that 
no discussion of seasonal trends is possible. To allow the estimation of the contribution of 
the different climatic forcing factors to seasonal trend development, the estimated regres-
sion coefficients are applied to the non-detrended meteorological time series (Hünicke et 
al., 2008). Linear trends are estimated by using the ordinary least squares (OLS) fit. The 
confidence intervals are described by the SE of the regression residuals. It is assumed 
that the regression residuals are serially correlated following a first-order autoregressive 
process (AR1-process). Hence, when estimating the SE the degrees of freedom are re-
duced as recommended by Santer et al. (1999). 
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3.4 Results 
3.4.1 Observed seasonal MSL variations 
The findings of Dangendorf et al. (2012, chapter 2 of this thesis) indicate significant dis-
similarities between seasonal and annual MSL trends in the southeastern North Sea dur-
ing the second part of the 20th century. This heterogeneous development can be con-
firmed by the present investigations. To compare seasonal with annual MSL trends over 
the whole period from 1871 to 2008, moving trends are computed using a 30-year moving 
window (Figure 3-2). For each window the linear trend together with its SE is calculated 
for the annual MSL values as well as for seasonal means.  
 
 
 
Figure 3-2: 30yr moving trend of sea-
sonal (red) and annual (blue) MSL and 
their related 1σSE estimated for obser-
vations over the period from 1871 to 
2011. 
 
At times, especially during the winter and autumn season, the seasonal trends differ sig-
nificantly from the annual means. For example before 1900, seasonal deviations from the 
annual mean of up to ~5 mm/yr can be found during winter seasons. Until 1900 especially 
the winter trends exceed the trends of annual means considerably, whereby afterwards 
annual trends exceed winter trends over a period of ~20 years. From ~1920 on, the winter 
trends scatter around the annual MSL trends until the 1970s. Afterwards, considerably 
larger trends in the winter season have been detected. The differences as well as the in-
ter-annual variability are in the spring and summer seasons considerably smaller, which is 
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due to the fact that the atmospheric induced variability is largest in the winter and autumn 
months (Tsimplis et al., 2005; Dangendorf et al., 2012, chapter 2 of this thesis). However, 
the larger trends during the winter season in the second half of the 20th century are also 
striking. Largest trend rates with values up to ~10 mm/yr are observed in the winter sea-
son of the mid 1980s, a phase in which the atmospheric variability represented by the 
NAO index reached a local maximum (Hurrel, 1995; Tsimplis and Josey, 2001). The high 
variability during that time expresses itself in larger than normal SEs. Therefore, it can be 
suggested that a combination of different physical processes, which are related to the 
NAO, are responsible for the anomalous large variations between the different seasons. 
3.4.2 Meteorological forcing of seasonal MSL 
3.4.2.1 Correlation analysis 
To examine these processes more precisely, meteorological time series of different relat-
ed parameters are evaluated. Figure 3-3 shows correlation maps between monthly MSL in 
Cuxhaven and gridded climate data. The MSL time series is correlated to every gridpoint 
time series of SLP, wind stress and precipitation. First, the results of the correlation analy-
sis between SLP and MSL (Figure 3-3a) show that the relationship at the nearest grid 
point to the tide gauge is rather weak with values around ~-0.3, meaning that the MSL 
variability in Cuxhaven is not directly linked with the SLP variability over the southeastern 
German Bight. Therefore, the IBE by the classical approach is not the main forcing factor 
influencing MSL in Cuxhaven. In theory, for an infinite ocean, the response of sea level to 
SLP changes can be well described by a linear relationship. A hydrostatic reduction of 
~ 1 mb in atmospheric pressure causes a stationary rise of 1 cm in sea level (Pugh, 
2004). The North Sea basin, however, has open boundary conditions, which complicates 
a clear description of that process. Interestingly, a linear relationship can be observed 
between MSL in Cuxhaven and the SLP field over Scandinavia with correlations over -0.8. 
A smaller but still significant correlation is further found with the SLP field over the Iberian 
Peninsula. This relationship between MSL and both pressure fields shows similarities to 
the NAO, but it is even stronger. The spatial SLP pattern describes large parts of the ob-
served variability in the German Bight (~70-80 % of the observed variance; not shown). 
The physical process behind that strong connection can be explained by the typical tracks 
of low pressure systems in the North Sea (Ullmann, 2010). Usually, the low pressure sys-
tems move from southern Greenland over the North Sea to Scandinavia. Largest winds, 
which push the water masses into the German Bight, are observed at the rear of those 
low pressure systems over Scandinavia. Thus, a large gradient between both SLP fields 
can be associated with strong westerly winds influencing the MSL variability in the Ger-
man Bight.  
This assumption can be confirmed by the correlation between MSL in Cuxhaven and zon-
al/meridional wind stress over the North Sea area (Figure 3-3c, d). Strongest correlations 
are found with zonal wind stress reaching values up to ~0.9. For meridional wind stress 
the relationship is considerably weaker but still significant on the 95 % confidence level (t-
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test statistics). A further important correlation has been found between MSL variability and 
precipitation. Figure 3-3b shows a significant coherence between both parameters at the 
nearest grid points to the tide gauge of Cuxhaven. Precipitation can be connected with 
sea level through a couple of different processes. The salinity (and therefore the halosteric 
height) in near coastal areas is correlated with the difference between evaporation and 
precipitation. Large variations in the salinity content can lead to volume changes associat-
ed with variations in the SSH (Schott, 1966; Barbosa et al., 2004; Hünicke et al., 2008).  
 
Figure 3-3: Correlation maps between MSL anomalies measured at the Cuxhaven tide gauge and gridded 
meteorological data over the period from 1871 to 2011 for SLP, precipitation, zonal wind stress and, meridio-
nal wind stress. 
The correlation between the different forcing factors further shows considerable seasonal 
differences in all parameters Table 3-1). The largest similarities are found between zonal 
wind stress and MSL through all the different seasons with largest values in winter of up to 
0.93 and smallest values in spring (0.71). The second strongest relationship is observed 
between MSL and precipitation, followed by SLP and the meridional wind stress. While 
the seasonal correlation of zonal wind stress and precipitation peaks with a maximum in 
winter, largest correlation coefficients for SLP and meridional wind stress are found 
Sea Level Pressure
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through the summer season. However, the correlation analysis points to a common influ-
ence of all selected parameters on MSL measured in Cuxhaven. Since all these parame-
ters are directly linked to the NAO, co-variability between the different parameters can be 
suggested. This is confirmed by the cross-correlations between the different forcing fac-
tors (Table 3-1). Therefore, in the following a stepwise regression is applied to the da-
tasets. For the regression models meteorological time series from the nearest grid point to 
Cuxhaven with the coordinates 7.5000°E and 54.2846°N are used 
Table 3-1: Pearson correlation coefficients between seasonal MSL as measured in Cuxhaven and different 
meteorological forcing factors from the next grid point over the period from 1871 to 2011. Correlations which 
are statistically significant on the 95 % confidence level are marked in bold. 
 
3.4.2.2 Regression analysis 
The results of the multiple LRMs are presented in Figure 3-4 and Figure 3-5a, b. While 
Figure 3-4 displays the relationship between observed and predicted MSL, Figure 3-5a, b 
represents the regression results as explained variances and the RMSE. The black lines 
in Figure 3-4 indicate the detrended seasonal MSL, whereby the meteorologically recon-
structed MSL is shown by the colored lines. From that figure it can be seen that the larg-
est variability in seasonal MSL is observed during autumn and winter with standard devia-
tions of 10 and 13 cm, respectively. Throughout the spring and summer seasons the 
standard deviations are considerably lower with values around 5 cm. Hence, the amount 
of non-tidal variability, which can be explained through these seasons, is much higher 
than in winter and autumn. This is also reflected in the explained variances for the differ-
ent seasons (Figure 3-5a). During autumn and winter ~83 and ~90 % of the observed var-
iability can be explained, while through the spring and summer seasons the contribution of 
meteorological forcing on MSL variability weakens considerably to values of ~54 and 
~57 %. For the autumn and winter seasons the predicted MSL is able to explain most of 
the observed peaks. Even the largest peaks such as the maximum and minimum values 
in the winter seasons of 1990 and 1996 are well reproduced by the model. During spring 
and summer seasons the performance of the model is weaker and several peaks are not 
well reproduced. For example there is a remarkable minimum value observed in the 
spring season of 1978. The predictors used in the model cannot fully explain that peak. 
Season
Variab les MSL WSU WSV SLP P MSL WSU WSV SLP P
MSL 1 0.92 0.29 -0.1 0.59 1 0.67 0.18 -0.22 0.4
WSU - 1 0.37 0.07 0.51 - 1 0.22 -0.02 0.31
WSV - - 1 -0.02 0.3 - - 1 -0.2 0.41
SLP - - - 1 -0.6 - - - 1 -0.59
P - - - - 1 - - - - 1
Season
Variab les MSL WSU WSV SLP P MSL WSU WSV SLP P
MSL 1 0.73 0.45 -0.5 0.5 1 0.85 -0.06 -0.2 0.5
WSU - 1 0.54 -0.4 0.42 - 1 0.12 -0.08 0.41
WSV - - 1 -0.4 0.46 - - 1 -0.11 0.12
SLP - - - 1 -0.8 - - - 1 -0.7
P - - - - 1 - - - - 1
Winter [JFM ] Spring [AM J]
Sum m er [JAS] Autum n [OND]
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The RMSE between observed and reconstructed MSL is, however, largest in winter and 
smallest in summer season, but the seasonal differences are considerably smaller than 
the observed standard deviations, indicating that the model is able to reproduce a major 
part of meteorological induced variability. 
The contributors to MSL variability vary considerably through the different seasons. The 
largest amount is given by zonal wind stress across all seasons. In the winter, seasonal 
zonal wind stress alone is able to explain ~87 % percent of the observed variability. This 
value weakens through spring and summer seasons with values of ~50 % and ~54 % and 
then rises up again to a value of ~78 % in autumn. A further significant contribution to 
MSL variability in winter is given by SLP. Adding SLP to the sea level equation increases 
the performance of the LRM to an explained variance of ~90 %, whereby the contribution 
of SLP explains 2.8 % of the non-tidal variability. Precipitation is a significant forcing factor 
in summer and autumn. Throughout the summer and autumn seasons Precipitation is 
able to explain another 3.8 and 1.9 % of variations in MSL. In autumn, nevertheless, me-
ridional wind stress gets also significant for the explanation of seasonal MSL variability 
with a value of 2.7 %. 
 
 
 
Figure 3-4: Observed (black) and 
reconstructed (colored) seasonal MSL 
at the tide gauge of Cuxhaven from 
1871 to 2011. 
 
As stated above, considerable differences between seasonal and annual trend develop-
ment have been detected throughout the 19th and 20th century. Hence, the impacts of me-
teorological forcing on seasonal MSL trends are analyzed. Since the second half of the 
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20th century is a period of anomalous large atmospheric variability, a sub-period from 1951 
to 2008 is also investigated. The trends for every seasonal subseries are estimated first 
for the observed time series and second for the residuals after correcting the time series 
for meteorological forcing. Note that trends are assumed to be significantly different from 
each other if their 1σ SEs do not intersect, i.e. the minimum confidence bound of the larg-
er trend is larger than the maximum confidence bound of the smaller trend. The results 
are shown in Figure 3-5c for the whole period from 1871 to 2008 and in Figure 3-5d for 
the shorter period from 1951 to 2008. The linear trend estimates of the observed seasonal 
subseries are shown as blue dots with their related 1σ SEs as blue lines, while the trend 
estimates after the meteorological correction are presented in a similar manner in red col-
or.  
 
Figure 3-5: Results of the seasonal stepwise regression; a) explained variances by the LRMs for the period 
from 1871 to 2008. The different contributors are shown in differently colored bars. The sum of of all bars 
represents the explained variances of the full model. b) RMSE between observed and reconstructed MSL. c) 
Observed and meteorologically corrected MSL trends ±2σ SE for the period 1871 to 2011. d) same as c), but 
for the period 1951-2011. The black line with the grey shading represents the linear trend of the annual mean. 
For the longer period from 1871 to 2008 the trends are as follows: For the winter season a 
trend of 2.7 ± 0.3 mm/yr has been observed. During spring and summer seasons the 
trends are significantly smaller with values of 2.2 ± 0.1 mm/yr and 2.0 ± 0.1 mm/yr. In au-
tumn the seasonal MSL trend is approximately the same as in winter season (2.7 ± 0.2 
mm/yr). The differences between autumn/winter and spring/summer trends can be ex-
plained by meteorological forcing to some extent. After removing meteorological forcing 
from the observed data the seasonal trends are reduced to values of 2.1 ± 0.1 mm/yr 
(winter), 2.0 ± 0.1 mm/yr (spring), 2.0 ± 0.1 mm/yr (summer) and 2.2 ± 0.1 mm/yr (au-
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tumn). Hence, the seasonal trend distribution becomes more homogeneous. Furthermore, 
the seasonal differences in the SE are mostly removed. For the shorter period from 1951 
to 2008 a similar but considerable larger phenomenon has been found. While the trends in 
spring, summer and autumn are approximately the same (1.4 ± 0.5 mm/yr, 0.9 ± 0.4 
mm/yr, 1.5 ± 0.8 mm/yr), the winter trend exceeds the remaining trends significantly with a 
value of 4.1 ± 1.3 mm/yr. The SEs show considerable dissimilarities as well. After remov-
ing the meteorological influences from the seasonal MSL time series, the trend distribution 
as well as the SEs get more homogeneous with values of 1.5 ± 0.3 mm/yr (winter), 
1.5 ± 0.4 mm/yr (spring), 1.4 ± 0.3 mm/yr (summer) and 1.3 ± 0.3 mm/yr (autumn). Hence, 
meteorological forcing is identified to be the main driving factor for the large derivations in 
seasonal trends in the second part of the 20th century.  
3.4.2.3 Model validation 
If one variable in the climate system should be described through one or more other vari-
ables within a LRM, the quality of the model depends on different factors. Climate is a 
highly variable system showing large changes on different time scales. Observed relation-
ships between different climatic or non-climatic variables need not to be stationary in time. 
Since observations, such as tide gauge records or meteorological measurements, have a 
heuristic character, i.e. they only extract a narrow window from a more complex system, it 
is rather uncertain whether or not the observed relationship will hold in the future. Hence, 
there are two major questions that need to be addressed here within the process of model 
validation. (i) Are the observed seasonal relationships between MSL and the different me-
teorological parameters constant over time? (ii) How many years of data are required to 
explain most of the observed MSL variability?  
To investigate these questions in detail, the following procedure has been applied. First a 
window consisting of 20 observations is built. The data within that window is used to esti-
mate a seasonal LRM. This model is then applied to predict the whole observation period 
from 1871 to 2008. To measure the quality of the prediction, the regression coefficients as 
well as the explained variances between prediction and observation are extracted. The 
window is moved over the whole period to prove whether or not the used window size 
plays an important role for the model quality. That means that the first prediction is based 
on the first 20 years of the observation from 1871 to 1890, the second on the 20 years 
from 1872 to 1891 and so on, until the last prediction is based on the last 20 observations. 
This procedure has been repeated for 101 different window sizes varying between 20 and 
120 years. Finally, for every window size different numbers of predictions exist, whereas 
the number of predictions decreases as the window size increases. Therefore, the number 
of predictions varies for the 101 window sizes. To measure whether the models estimated 
within the different time windows are comparable to the models for the whole investigation 
period, the related 95 % confidence bounds are computed and the following definition is 
applied: With a window size x a trustworthy regression model can be estimated, if the re-
lated regression coefficients are within the confidence bounds of the whole investigation 
period. 
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Figure 3-6: Results of model validation. The colored dots indicate the regression coefficients of zonal wind 
stress (in N/m²) by the different time dependent simulations. The different color shades represent the central 
year of the period for which the regression coefficients have been determined. The grey shaded area shows 
the 95% confidence bounds of the regression coefficient estimated for the whole observation period (1871-
2008). The model validation is shown for a) winter (JFM), b) spring (AMJ), c) summer (JAS) and d) autumn 
(OND). 
The results of the cross validation are shown for in Figure 3-6. Since zonal wind stress is 
the main forcing factor influencing sea level variability across all seasons, the validation is 
only shown and discussed for the regression coefficients of zonal wind stress. The valida-
tion results of the regression coefficients of the remaining contributors have been found to 
be similar to those of zonal wind stress. The regression coefficients for the whole period 
vary from season to season between 189.7 during summer season and 265.3 during 
spring season (for wind stress in N/m²). The regression coefficients estimated within the 
different time dependent windows also vary considerably, but for the four seasons the 
time and window size dependent regression coefficients generally show a similar shape. 
For small window sizes the estimates of the regression coefficients show substantial devi-
ations from the mean with a large number of models estimating regression coefficients 
outside the confidence bounds. With an increasing window size these deviations de-
crease. For all selected seasons the regression coefficients are getting stable (i.e. they 
are within the confidence bounds) after approximately 60 to 80 years.  
The explained variances were analyzed in a similar manner as the regression coefficients 
and similar results were obtained, i.e. the explained variances estimated within the pro-
cess of model validation are getting comparable to the variances explained within the 
whole investigation period after approximately 60 to 80 years. These results reflect the 
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dependence of the LRMs from the used window length and time period. The band of re-
gression coefficients and the explained variances are both getting stable for similar win-
dow sizes of 60 to 80 years. Therefore, it is suggested that models estimated with window 
sizes larger than approximately 60 to 80 years provide a trustworthy estimate for the rela-
tionship between meteorological forcing and sea level variability measured at the Cuxha-
ven tide gauge. 
3.4.2.4 Meteorologically corrected MSL variations 
To prove the general influence of meteorological forcing on seasonal MSL trends, sea-
sonal and annual 30-year moving trends are computed for the residuals after correcting 
seasonal MSL for meteorological influences and reconstructing the annual means. The 
results are presented in Figure 3-7. In comparison to Figure 3-2 (same results without 
corrections) the dissimilarities between seasonal and annual moving MSL trends are re-
duced considerably. Especially for the seasons of spring, summer and autumn, the differ-
ences are rather negligible. The large deviations of winter MSL in the second half of the 
20th century are removed completely. Sensitivity analysis (not shown) suggests zonal 
wind stress as the main forcing factor for the large gradient in seasonal trends, which has 
been detected by Dangendorf et al (2012, chapter 2 of this thesis). Before that time for the 
winter season some differences remain, especially between the 1910s and the end of the 
1950s. On the one hand these differences may indicate other forcing factors influencing 
seasonal MSL during that time, otherwise uncertainties and inaccuracies of the statistical 
model or the used data sets may be possible explanations. However, the general shape of 
annual moving MSL trends is better described by meteorologically corrected seasonal 
MSL than before, which implies that meteorological forcing is able to explain large parts of 
the intra- and inter-annual variability and significant parts of seasonal trends in some sub-
periods. 
3.4.3 Meteorological forcing on inter-annual and decadal time scales 
The seasonal MSL time series used here can be averaged to annual means to investigate 
the inter-annual long-term development. The observed annual MSL time series and the 
annual residuals after removing the meteorologically predicted MSL are presented in Fig-
ure 3-8a. The observed annual MSL time series (blue) has a linear long-term trend of 
2.4 ± 0.1 mm/yr over the period from 1871 to 2008 and it is characterized by a large inter-
annual and decadal variability. This variability as well as the linear long-term trend are 
reduced in the meteorologically corrected MSL time series (black line with red dots) show-
ing a long term trend of 2.1 ± 0.1 mm/yr.  
In the last decades, one of the most discussed questions in sea level science is whether 
or not acceleration due to anthropogenic climate change has been taken place in the re-
cent past (Woodworth et al. 2009, 2011). Generally, there are two approaches which have 
been used to analyze the evidence of increase in the rate SLR. Some authors try to fit 
quadratic trends to the MSL observations and prove the evidence of acceleration with the 
quadratic coefficient, while others use moving linear trends. 
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Figure 3-7: 30yr moving trend of sea-
sonal (red) and annual (blue) MSL and 
their related 1σSE estimated for mete-
orologically corrected obser-vations 
over the period from 1871 to 2011. 
 
Haigh et al (2014) have tested the applicability of both methods and suggest 30 to 40-year 
moving trends to be the most stable method for the detection of acceleration in SLR. 
Hence, this method is applied to the annual MSL values before and after removing mete-
orological forcing from the annual data. The rates of observed MSL rise vary considerably 
between ~0 and ~4 mm/yr (Figure 3-8). There are four noticeable periods during that time 
span: The high rates at the end of the 19th and the middle of the 20th century, the low rates 
during the 1960’s and 1970’s and the high rates afterwards. In agreement with the finding 
of Wahl et al. (2011), the largest rates of rise have been observed during the last three 
decades. Starting from the low point in the 1970’s the rates increase to an absolute maxi-
mum of over 4 mm/yr in the last overlapping periods. Even if it is the highest rate meas-
ured during the observation period, comparable values have been observed at the end of 
the 19th and the middle of the 20th century. The meteorologically corrected residuals show 
in general a similar decadal variability in the rates of rise. Some periods can partially be 
explained by meteorological influences. For example, at the beginning of the 20th century, 
up to 1.4 mm/yr of the observed MSL trend can be explained by the LRMs. From the sec-
ond half of the 20th century to present, a nearly constant part of 1 mm/yr is traced to mete-
orological forcing, mainly occurring during winter season. However, even if some sub-
periods are driven by atmospheric trends or variability, the general shape of the curve 
remains unchanged. Hence, meteorological forcing plays an important role when explain-
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ing MSL variability on intra-, inter-annual and decadal time scales in the German Bight, 
but long-term trends are less affected. 
 
 
 
Figure 3-8: a) Observed (black) and 
meteorologically corrected (red) annual 
MSL at the Cuxhaven tide gauge over 
the period from 1871 to 2011. A ten 
year smoothed version is also shown 
(thick lines). b) The related 30yr moving 
trends for the time series shown in a). 
 
In the residual annual MSL time series large parts of decadal variability remain 
unexplained by local meteorological forcing (Figure 3-8). Hence, the question arises, 
which other parameters or processes could explain these variations? There is a possibility 
that pressure differences over the subtropical gyre of the North Atlantic Ocean may lead 
to sea level variations at the coastlines through the propagation of oceanographic waves 
(Kolker and Hameed, 2007; Miller and Douglas, 2007). Miller and Douglas (2007) 
suggested that a spin down of the North Atlantic gyre could explain the higher SLR in the 
20th century observed at tide gauges along North Atlantic coastlines. In contrast, more 
recent studies show that longshore components of wind stress and wave propagation 
along the boundary of the North Atlantic Ocean rather than changes in the North Atlantic 
gyre are the main contributors to decadal coastal sea level variability (Sturges and 
Douglas, 2011; Calafat et al., 2012). Calafat et al. (2012) found remarkable similarities 
between longshore wind stress integrated from the equator northwards and different tide 
gauges along the eastern North Atlantic and Mediterreanean and the outputs of a 
baroclinic model. Since this phenomenon shows an increasing influence at northwards 
latitudes, the influence on North Sea MSL should also be investigated in future.  
3.4.4 The effect of SE reduction 
An important question for the aspects of coastal planning is whether or not the models 
applied in this chapter may help to get more stable trend estimates for past MSL? The 
stability of the trend estimates is directly linked with the non-tidal variability and the length 
of the time series. Hence, especially in regions with large non-tidal variability, long and 
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high-quality measurements are needed. As mentioned before, in some areas the data 
availability is restricted to a few decades. For these areas it is of particular interest wheth-
er it is possible to accurately predict SLR. It is well known that large inter-annual variability 
influences the SE, which is related to the trend estimate. It has been demonstrated by 
several authors in different parts of the world that periods of 50 or 30 years are required to 
get a SE in the order of 0.5 and 0.3 mm/yr, respectively (Douglas, 1991; Tsimplis and 
Spencer, 1997; Woodworth, 1990; Woodworth et al., 1999; Haigh et al., 2009). For the 
German Bight, by contrast, longer periods are needed to get a comparable accuracy in 
estimating trends (Wahl et al., 2013). They explained that phenomenon with larger varia-
bility in this region. Hence, the SE of the meteorologically corrected time series should 
become smaller, i.e. shorter periods should be required to get a smaller SE.  
A number of authors tried to reduce the variability (and therefore the SE of trend esti-
mates) from atmospheric or oceanographic forcing by subtracting an index time series (a 
time series built on the basis of EOF or area weighted averages representing a larger ge-
ographical area; “master station” method) or a time series of a single station representing 
the typical variability in the study area (Woodworth, 1987; Woodworth et al., 1999; Haigh 
et al., 2009). This procedure works well in reducing the uncertainties related to trend esti-
mates, but it does not help explaining the causes of the observed variability. The LRMs 
used in this chapter, aim to identify and explain the physical processes behind the atmos-
pheric forcing. Understanding the processes driving regional sea level variability may help 
to identify the causes of differences between single tide gauge locations. 
Following the method described in the above mentioned studies linear trends and their 
corresponding SEs are calculated with different time windows. Starting at the end of the 
Cuxhaven record linear trends and SEs are computed first for a period of 19 years, fol-
lowed by a period of 20 years and so on. This procedure is done for the observed MSL 
time series as well as for the meteorologically corrected one and the residual time series 
after subtracting the detrended index time series from Wahl et al. (2011) from the Cuxha-
ven record. The results are shown in Figure 3-9. In contrast to other stations around the 
world a SE of 0.5 mm/yr requires a window size of at least 55 years. That is 25 years 
more compared to other tide gauges around the world (for example Newlyn, which is lo-
cated at the southwestern boundary of the North Sea). After removing the influences of 
meteorological forcing this window can be reduced significantly. For the meteorologically 
corrected residuals, the SE is smaller than 0.5 mm/yr after 32 years. The effect is nearly 
the same when using the ‘master station’ method for reducing the regional variability. 
Hence, the multiple LRMs are able to explain the largest parts of the inter-annual variabil-
ity. This is an important finding for two reasons. First, especially for tide gauges with 
shorter records in the area of the German Bight, data becomes comparable after reducing 
meteorologically induced variability. Second, the reduced variability enables for an earlier 
detection of acceleration or deceleration behavior of MSL rise, which is one of the most 
important questions in climate science and coastal planning requirements. 
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Figure 3-9: SE of observed (black), 
meteorologically corrected (red) and 
index corrected (blue) annual MSL 
trend calculated with changing numbers 
years at the tide gauge of Cuhaven. 
The grey shade marks the 0.5 SE area 
typically adopted as a moderate SE for 
tide gauges evaluations (Douglas, 
1991). 
 
3.5 Conclusions 
This paper presents a case study of intra-, inter-annual and decadal variability and the 
role of meteorological forcing factors at the tide gauge record of Cuxhaven. It has been 
shown that there are considerable seasonal differences driven by meteorological forces. 
Stepwise regression has been applied to estimate the contribution of different meteorolog-
ical forcing factors. Although there exist some barotropic models in the North Sea region 
(Tsimplis et al., 2005; Woodworth et al., 2007), that can be used for estimating the atmos-
pheric contribution, these models are currently restricted to the period of available 
NCEP/NCAR (National Centre for Environmental Prediction/ National Centre for Atmos-
pheric Research) data (i.e. from 1948 on) and only a constant bathymetry. Hence, statisti-
cal models are additionally important to study changes on longer time scales. Depending 
on the investigated season, the models explain between 54 (summer) and 90 % (winter) 
of the observed non-tidal variability during a period from 1871 to 2008. The variability is 
dominated by zonal wind stress through all seasons, while the contribution of precipitation, 
SLP and meridional wind stress is rather small but in some seasons still significant. The 
models are able to estimate the local atmospheric contribution to MSL variability timely 
independent, if 60 to 80 years of data or more are used to build up the LRMs. It is further 
supposed that major parts of the remaining variability should be related to transregional 
forcings, such as postulated by Sturges and Douglas (2011) and Calafat et al. (2012) for 
tide gauges located at the eastern boundary of the North Atlantic basin. Additionally, it has 
been shown that the large derivations of winter MSL in the second half of the 20th century 
are the result of changing pressure conditions over the North Atlantic, coming along with 
an increase in the local zonal wind conditions. However, even if meteorological forcing is 
partially able to explain considerable parts of the trend in some sub-periods, the long-term 
trend is less affected. This is consistent with the findings of Albrecht et al. (2012). 
The dominant influence of zonal wind stress expresses itself in a clear pressure gradient 
between Scandinavia and the Iberian Peninsula. Although this pattern shows remarkable 
similarities to the NAO, it is able to explain a larger part of the non-tidal variability in the 
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German Bight. While the NAO explains between 30 and 35 % of the observed variability 
during winter season (Jevrejeva et al., 2005; Dangendorf et al., 2012, chapter 2 of this 
thesis), the more eastward gradient enables us to reconstruct between 70 and 80 % of the 
variability of monthly MSL anomalies. SLP is well reproduced by climate models (Weisse 
and von Storch, 2009). Hence, it can be suggested that the gradient between Scandinavia 
and the Iberian Peninsula indicates a larger potential for estimating future sea level varia-
bility and the related flood risk of near coastal areas. This is a scientific topic that has to 
be invetigated in the near future. 
While studies related to GMSL are important to understand the climatic system of the 
Earth, for the aspects of coastal planning regional or local MSL studies are required 
(Nicholls and Cazenave, 2010). RMSL may differ significantly from the global mean (Wahl 
et al., 2010; Sallenger et al., 2012). Hence, the identification of forcing factors affecting 
regional MSL variability is a crucial step for estimating possible future states of SLR 
(Tsimplis et al., 200; Dangendorf et al., 2012, chapter 2 of this thesis). First steps in esti-
mating future regional MSL are done (Katsman et al., 2010; Slangen et al., 2011), but 
these projections are restricted to the regional response of ice melting, ocean mass 
changes and GIA. The consequences of atmospheric forcings are not considered. With 
the knowledge of the link between atmospheric forcing and MSL, the additional effects 
could be integrated into these scenarios for the different regions. Hence, future studies 
should combine the results to establish scenarios including both possible trends (with 
considerable uncertainties) and variability. 
Furthermore, some practical applications of the LRMs for the aspects of estimating SLR 
are shown. Due to the reduction of the non-tidal variability the related SE can be reduced 
significantly, which allows for a better evaluation of SLR patterns. With the application of 
the LRMs a similar variability reduction is reached as with the master station method used 
by Woodworth et al. (2009) and Haigh et al. (2009). This is important for the aspects of 
coastal planning. Haigh et al (2014) pointed to the uncertainties related to the search of 
acceleration patterns in SLR under the presence of larger inter-annual and decadal varia-
bility. Since the southeastern North Sea is an area of particular large variability it should 
be proved whether potential acceleration patterns can be better and earlier detected when 
removing meteorologically induced variability. The results presented in this study should 
be further applied to more tide gauges around the North Sea basin to analyze the regional 
differences in meteorological forcing. Additionally, future studies should address the com-
parison of the results of the LRMs with the output of barotropic models. All these points 
will be investigated in the following chapter. 
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4 MSL variability in the North Sea: process-
es and implications 
4.1 Abstract 
MSL variations across a range of timescales are examined for the North Sea under the 
consideration of different forcing factors since the late 19th century. Multiple linear regres-
sion models, which are validated for the second half of the 20th century against the output 
of a tide+surge model, are used to determine the barotropic response of the ocean to fluc-
tuations in atmospheric forcing. It is found that local atmospheric forcing mainly initiates 
MSL variability on timescales up to a few years, with the IBE dominating the variability 
along the UK and Norwegian coastlines and wind controlling the MSL variability in the 
south from Belgium up to Denmark. On decadal timescales, MSL variability mainly reflects 
steric changes, which are largely forced remotely. A spatial correlation analysis of altime-
try observations and gridded steric heights suggests evidence for a coherent signal ex-
tending from the Norwegian shelf down to the Canary Islands. This fits with the theory of 
longshore wind forcing along the eastern boundary of the North Atlantic causing coastally 
trapped waves to propagate over thousands of kilometers along the continental slope. 
Implications of these findings are assessed with statistical Monte-Carlo experiments. It is 
demonstrated that the removal of known variability increases the signal to noise ratio with 
the result that: (i) linear trends can be estimated more accurately; and (ii) possible accel-
erations (as expected e.g. due to anthropogenic climate change) can be detected much 
earlier. Such information is of crucial importance for anticipatory coastal management, 
engineering and planning.  
4.2 Introduction 
SLR is one of the most certain consequences of climate change. Due to this and its broad 
socio-economic and environmental impact on coastal zones, SLR has become a topic of 
major importance for scientists, governments and the general public. Hence, significant 
efforts have been devoted to better understand the processes driving SLR and variability 
with the aim of producing more accurate projections of future SLR, which can then serve 
as the basis for implementing appropriate adaptation measures. The challenge is to pro-
tect coastal zones against the impacts of SLR and assure high safety standards not only 
under present day but also future climate conditions. This complex task requires an ex-
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tensive understanding of how sea level has changed in the past and might change in the 
future, on both regional and global scales.  
There is observational evidence that global MSL (interpreted in terms of the volume of the 
global ocean) has risen at a mean rate of about 1.7 mm/yr during the 20th century (Church 
et al., 2013) and scientific consensus is that it will continue to rise through the 21st century: 
most likely at an accelerated rate, due to enhanced greenhouse gas emissions (e.g. 
Meehl et al., 2007; Rahmstorf and Vermeer, 2009; Church et al., 2013; Orlic and Psaric, 
2013). Furthermore, it has been known for some time that the rate of SLR is not uniform 
but varies widely by region and over time, with some regions experiencing a much larger 
(or smaller) SLR than the global average (e.g. Douglas, 1991; Church et al., 2013). Addi-
tionally, some regions experience VLM which can further increase/decrease the risk of 
rising sea levels.  
Some authors have claimed that the global MSL budget (interpreted in terms of the vol-
ume of the global ocean) can be reasonably closed within the observational errors by find-
ing that the sum of its two major components (i.e., the mass and steric) agrees well with 
observations of total MSL for the past 50 years (Church et al., 2011). However, accurate 
local and regional budget analyses are still rare. The difficulty is related to the dynamic 
character of each component producing its individual regional pattern (Mitrovica et al., 
2001; Levermann et al., 2005; Yin et al., 2009; Riva et al., 2010; Slangen et al., 2012). 
Additionally, each component is further characterized by its own temporal variability acting 
on timescales ranging from months to several decades (e.g. Sturges and Douglas, 2011; 
Calafat et al., 2012, 2013a, 2013b). Hence, understanding the regional dynamics of SLR 
and variability requires a careful assessment of each component separately before explor-
ing the combined regional budget.  
In this paper we investigate the mechanisms of intra-annual to decadal-scale MSL varia-
bility as measured by tide gauges (often referred to as local or relative sea level) in the 
North Sea basin with a particular focus on local and remote atmospheric forcing. Recently, 
an assessment of North Sea MSL changes from the early 19th century onwards was un-
dertaken by Wahl et al. (2013). The authors focused on long-term changes in terms of 
geocentric (sometimes referred to as ‘absolute’) and relative MSL changes based on an-
nually averaged time series. The study revealed that geocentric MSL rose by 1.6 mm/yr 
since 1900, a rate which is close to that of the global mean rate over the 20th Century 
(Church and White, 2011). The authors found an acceleration in geocentric MSL around 
the end of the 19th Century, prior to which geocentric MSL was relatively stable in the 
North Sea. Over the last few decades, an additional acceleration was found, but it was 
concluded that the recent high rates of SLR over the period were not unusual compared to 
the high rates observed at the end of the 19th century. In terms of variability, only fluctua-
tions in the mean local SLP were compared to the MSL and it was found that, although 
they explain a significant fraction of the inter-annual variability in sea level, they fail to ex-
plain the major multi-decadal features.  
Here, we extend the study of Wahl et al. (2013) by assessing the characteristics of intra-
annual to decadal scale variability in more detail in order to better understand the pro-
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cesses driving the observed sea level changes from the late 19th century onwards. Im-
proving our understanding of such processes is essential to produce better regional pro-
jections of potential future sea level rise, and thus contribute to more effective coastal 
planning. In a recent paper, Haigh et al. (2014) highlighted that the presence of significant 
inter-annual to decadal variations linked to internal climate variability hampers the early 
detection of sea level accelerations linked to anthropogenic climate change and showed 
that removal of such variability will reduce the detection time. While reducing the noise is 
important, a careful assessment of processes contributing to SLR and variability is crucial 
to assess whether recent or possible future accelerations in sea level represent a tem-
poral fluctuation relating to internal climate variability or are the response to anthropogenic 
forcing. From an engineering perspective it is further important to understand the sources 
of variability as elevated sea levels enhance the risk of coastal flooding. 
Investigations of local MSL variability in the North Sea on intra- and inter-annual time-
scales have already been conducted by various authors (e.g. Plag and Tsimplis, 1999; 
Yan et al. 2003; Wakelin et al., 2003; Tsimplis et al., 2005; Jevrejeva et al., 2006; Albrecht 
and Weisse, 2012; Dangendorf et al., 2012, 2013a, 2013b, chapter 2, 3, 5 of this thesis; 
Richter et al., 2012). Plag and Tsimplis (1999) assessed the (non-stationary) seasonal 
cycle of MSL and found that, in the North Sea region, it is considerably affected by atmos-
pherically induced variability. Yan et al. (2003) reported a strong link between local MSL 
variability and the NAO, a major mode of large-scale atmospheric variability in the North 
Atlantic region (Hurrel, 1995). This link is mainly related to the response of sea level to 
well understood wind and pressure forcing (Wakelin et al., 2003; Albrecht and Weisse, 
2012; Dangendorf et al., 2012, chapter 2 of this thesis; Richter el al., 2012) and to chang-
es in the position and intensity of the NAO’s centers of action (Kolker and Hameed, 2007). 
However, the aforementioned studies are either based on numerical modeling studies 
limited to the second half of the 20th century and/or focused on specific seasons and 
coastline stretches (e.g. Richter et al., 2012; Dangendorf et al. 2013a, chapter 3 of this 
thesis). The role of atmospheric forcing on longer timescales and its contribution to accel-
eration/deceleration patterns in the entire region has not been explored. Furthermore, 
none of the above-mentioned studies investigated the nature of decadal variations, which 
are present in the records (Dangendorf et al., 2013a, b, chapter 3 and 5 of this thesis; 
Woodworth et al., 2009). Sturges and Douglas (2011) and Calafat et al. (2012) found that 
a significant fraction of the decadal-scale MSL variability along the eastern boundary of 
the North Atlantic can be explained as a response to changes in longshore winds, includ-
ing the generation and propagation of coastally trapped waves. They also showed that 
such variability is part of a large coherent signal extending thousands of kilometers along 
the European Atlantic coast from the Canary Islands up to the coast of Ireland. Calafat et 
al. (2013a) furthermore showed that this coherent signal also propagates into large parts 
of the Nordic Seas and even into parts of the Arctic Ocean, while Marcos et al. (2013) 
demonstrated a similar response to the longshore wind in the tropical Atlantic at the Tene-
rife tide gauge. Whether this signal affects the North Sea, and if so, by how much, is a 
question yet to be answered. 
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Here we examine the nature of intra-annual to decadal scale MSL variability observed 
from a set of 22 long tide gauge records from the North Sea basin for the 140 year period 
from 1871 to 2011. This is done by consecutively investigating the variability in different 
frequency bands and exploring possible driving mechanisms. We start by assessing the 
temporal and spatial characteristic of high frequency variability in the basin before extend-
ing the study area to the Northeast Atlantic in order to examine its influence on the North 
Sea. To integrate spatial information into the analysis we use gridded satellite altimetry 
measurements and gridded temperature data. Plausible mechanisms are explored by 
combining atmospheric and oceanographic measurements, either local or remote, which 
are then used to reconstruct decadal scale fluctuations in the North Sea basin. Following 
that, we use statistical experiments to test whether the removal of known parts of the vari-
ability influences the: (i) robustness of linear trend estimations and (ii) the interpretation of 
acceleration and deceleration patterns as expected under different future greenhouse gas 
emission scenarios.  
The paper is structured as follows. The data and methods used are described in Section 
2. Results are presented and discussed in Section 3, and conclusions are given in Section 
4. 
4.3 Data and Methods 
4.3.1 Data 
A set of North Sea tide gauge records, similar to that used by Wahl et al. (2013) for the 
investigation of the inner North Sea, is examined. The region is shown in Figure 4-1 and 
spans from the eastern boundary of the English Channel along the southern coastlines 
and the Norwegian Trench to the eastern coastline of the UK. In contrast to Wahl et al. 
(2013) the records from the English Channel are not included in our analysis. A total of 22 
tide gauge records at monthly resolution were selected, 18 of which were downloaded 
from the webpage of the Permanent Service for Mean Sea Level (PSMSL; Holgate et al., 
2013), while the other four (from the German Bight) were reconstructed by Wahl et al. 
(2010, 2011). The records span different periods with some of them starting in the early 
19th Century. Since we are interested in the link between atmospheric forcing and MSL 
variability, only the period for which both atmospheric and MSL data are available (i.e. 
from 1871 to 2011, see also below) is analyzed.  
In addition to the individual stations, we compute and analyze five MSL index time series, 
representing the mean of four sub-regions (region 1, southwestern North Sea: stations 1 
to 6; region 2, southeastern North Sea: stations 7 to 14; region 3, northeastern North Sea: 
stations 15 to 17; region 4, northwestern North Sea: stations 18 to 22) and the mean of all 
stations (North Sea). The indices are calculated following the method used by Haigh et al. 
(2009) and Wahl et al. (2011), which consists of differentiating the time series at each 
station (thereby removing the linear trend), averaging the residuals across stations, and 
then adding the averaged residuals cumulatively. The mean seasonal cycle (determined 
by the long-term average of each month) is removed from all time series prior to the anal-
MSL variability in the North Sea 
Sea level variability in the southeastern North Sea 
64 
 
yses. Decadal scale features are examined by applying a 48-month moving average filter 
to the de-seasonalized monthly records.  
While the tide gauge records give unique insights into temporal variability of coastal sea 
level on long time scales, spatial dependencies between the open ocean and the coastal 
sea level are – due to the lack of information – much harder to assess. Therefore we 
complement our data set with satellite altimetry data for the northeast Atlantic. Although 
the records are limited in time, they provide near-global coverage making them a valuable 
source for the investigation of spatial characteristics. Here, we use monthly averaged SSH 
anomalies (corrected for the IBE) from TOPEX/Poseidon, ERS-1/2 and Envisat on a 
1/3°×1/3° Mercartor grid spanning the period from January 1993 to December 2011 and 
obtained from AVISO (Ducet and Le Traon, 2001). The processing carried out on the al-
timetry dataset (i.e. the removal of the seasonal cycle and the smoothing) is identical to 
that undertaken for the tide gauge records. 
We also analyze the output from a barotropic version (Tide+Surge Model, hereafter TSM) 
of the Hamburg Shelf Ocean Model (HAMSOM (Chen, 2014)). The TSM data are used to 
investigate the performance of the statistical-empirical LRMs described in the Methods 
section below. The model was run for the period 1952 to 2003. The TSM has a horizontal 
and temporal resolution of three kilometers and five minutes, respectively. It covers the 
entire North Sea region bounded by the Shetland Islands in the north, the Dover Strait in 
the south, the Orkney Islands in the west, and the Baltic Sea in the east. The TSM is 
nested into a larger Northwest European Shelf model (NWESM) also based on HAMSOM 
extending over the region from 47°N to 63°N and 15°W to 14°E. The NWESM is forced by 
the main tidal constituents at the model boundaries as well as gridded surface wind and 
pressure data from the NCEP/NCAR reanalysis (Kalnay et al., 2003). More information on 
the model is provided by Chen (2014).  
To examine the contribution of atmospheric forcing, gridded data sets from 20CRv2 are 
evaluated. The 20CRv2 data represent the output of a global weather forecast model that 
assimilates six-hourly SLP observations, monthly sea surface temperature (SST) and sea 
ice extent observations (Compo et al., 2011). Time series of monthly mean SLP and zonal 
and meridional wind stress from the 20CRv2 are available on a 2°x 2° global grid and 
were downloaded from the webpage (http://www.esrl.noaa.gov/psd/data/20thC_Rean/) of 
the National Oceanic and Atmospheric Administration (NOAA). The time series of SLP 
and wind stress are processed similarly to the tide gauge records, that is: the mean sea-
sonal cycle is removed; and for decadal scale investigations the time series are then 
smoothed with a 48-month moving average filter. Note that before 1900, the 20CRv2 data 
have been found to be affected by model internal inconsistencies (Dangendorf et al., 
2014a, chapter 6 of this thesis), which are probably related to the lack of data available for 
assimilation in the early periods (Krüger et al., 2013), and thus results for this period 
should be interpreted with caution. Nevertheless, these inconsistencies were found to 
affect mostly extreme values whereas their impact on monthly means is suggested to be 
much smaller (Dangendorf et al., 2014a, chapter 6 of this thesis). 
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Figure 4-1: a) Investigation area and tide gauge locations with their station ID’s. The GIA contribution as 
provided by Peltier (2004) is also shown. b) Monthly deseasonalized geocentric MSL (grey) and a 48 month 
low pass filtered version (black) for each tide gauge considered in the present chapter. Each station name 
together with its ID is shown beside the time series. The linear trend with its 2 SE for the full available period 
at each location is also given. The colors in a) and b) refer to the four sub-regions defined in the text. 
Since the HAMSOM TSM run is forced by NCEP/NCAR reanalysis wind and SLP fields 
(Kalnay et al., 2003), we also use wind stress and SLP fields from the NCEP/NCAR rea-
nalysis (available from the NOAA webpage) to further validate the LRMs (chapter 4.3.2). 
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Unlike the 20CRv2, the NCEP/NCAR reanalysis only covers the period from 1948 to pre-
sent. This is sufficient for our purposes since we use the data to validate the LRMs by 
comparing their outputs with those of the TSM for the period from 1952 to 2003. 
For the assessment of steric MSL changes (see the Methods section for details on their 
calculation) the global gridded temperature and salinity data set by Ishii and Kimoto 
(2009) is used. This data consists of monthly 1°x1° gridded fields covering the upper 
1500 m of the water column with 24 unevenly distributed vertical levels and spanning the 
period 1945 to 2011. In addition to the gridded temperature and salinity fields, we examine 
in-situ measurements from a hydrographic station. Because of the special characteristics 
of the shallow shelf in the North Sea (with water depths mostly less than 100m), we re-
strict the examination of hydrographic data to the station of Sognesjoen. The station is 
located in the Norwegian Trench and provides temperature and salinity profiles covering 
the whole water column down to 300 m from 1950 to 2011 
(http://www.imr.no/forskning/forskningsdata/stasjoner/).  
4.3.2 Methods 
The main focus of our study is on temporal variations of MSL as measured by tide gauges 
in the North Sea and their physical and geographical origin. It is important to note that tide 
gauges measure sea level relative to a benchmark on land (often referred to as local or 
relative sea level) or equivalently variations in the local distance from the sea surface to 
the sea floor. Local MSL variations can be viewed as the sum of three contributions: 1) 
changes in ocean bottom pressure (OBP); 2) changes in SLP; and 3) density changes 
due to temperature and salinity variations (the resulting sea level changes are often re-
ferred to as steric changes). Using this separation, local MSL changes can be described 
by: 
 ߦ௟௢௖௔௟ = ߦை஻௉ + ߦௌ௅௉ + ߦௌ௧௘௥௜௖	. (4-1) 
The first term, ξOBP, accounts for OBP changes resulting from both VLMs and any mass 
transport in the Earth system, including the effect of such mass transport on the gravity 
field as well as water mass transport and redistribution in the ocean induced by changes 
in atmospheric forcing. Note that, although changes in SLP cause water mass redistribu-
tion, they are not accompanied by OBP changes (departures from classical IB effect are 
usually small outside the tropics (Wunsch and Stammer, 1997)), and thus they are includ-
ed in a different term (ξSLP). In general, the contribution of ξOBP can be directly measured 
by OBP recorders or satellite gravimetry. However, OBP recorders are absent in the re-
gion and gravimetry observations do not have sufficient spatial (and temporal) resolution 
for local studies. Hence, in practice, direct observations of ξOBP are not available in the 
region. The contribution of the SLP term, ξSLP, can be directly calculated by using SLP 
data and assuming that variations in SLP cause local MSL to change at a rate of -
1cm/hPa, which is, in essence, the inverse barometer approximation. 
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The steric term, ξsteric, can also be computed directly by vertically integrating the density 
anomalies (derived from the temperature and salinity data) at each grid point and for each 
time step, using the following equation: 
 
ߦ௦௧௘௥௜௖ = −
1
ߩ଴ න(ߩ − ̅ߩ)݀ݖ
଴
ିு
 (4-2)
where ρ0  is a reference density (1025 kg/m3), H is the reference depth, ρ is the in situ 
density of sea water (calculated using the nonlinear equation of state for seawater ), z 
denotes depth, and the overbar indicates time average taken over the entire investigation 
period from 1945 to 2011. Because temperature and salinity observations are usually 
scarce below 700 m, the steric height is referenced to two different levels: 200 m and 
700 m. The steric height is deseasonalized prior to the analysis of the local MSL.  
As mentioned previously, VLMs are reflected on OBP changes. VLMs generally stem from 
two different mechanisms: glacial isostatic adjustment (GIA), which is associated with the 
Earth’s viscoelastic response to the last deglaciation, and tectonic effects coupled with 
local processes such as groundwater withdrawal, and earth quakes, or regional effects 
resulting from changes in land ice cover (e.g. Jiang et al., 2010) or changes in land water 
storage (e.g. Amos et al., 2014). The contribution of VLMs to ξOBP can be, in principle, 
obtained from Continuous Global Position System (CGPS), however, since such meas-
urements are still uncertain in the region due to their shortness, limited availability, and 
noisy character (Wahl et al., 2011), we have decided not to use them (note, that the varia-
bility within the CGPS time series is usually less than 1-2 cm on a monthly scale, including 
the seasonal cycle). Instead, and following Wahl et al. (2013), we remove only GIA effects 
from the tide gauge records using the linear VLM trends as calculated by the ICE-5G 
model (Figure 4-1, Peltier, (2004)). Given the variety of available GIA models, which may 
differ significantly from each other at the local scale (Jevrejeva et al., 2014), this is a sub-
jective choice. Nevertheless, since the GIA contribution is provided by all models as linear 
long-term rates of VLMs, using a different model will only affect the trends but not the 
temporal variability, which is the main focus of this study.  
Because historic observations of ξOBP (let alone the contribution of the numerous process-
es affecting ξOBP) are not available in the region, here it will be assumed that, on interan-
nual to decadal timescales, ξOBP is dominated by the response of the ocean to changes in 
atmospheric forcing, and thus its value can be estimated from atmospheric data. This, of 
course, assumes that the contribution of both VLMs and land-ocean mass exchange to 
ξOBP is small compared to that of atmospheric forcing, and thus can be neglected without 
introducing serious errors. The validity of this assumption is supported by the fact that 3D 
numerical ocean models forced only with wind and buoyancy fluxes can often capture the 
interannual and decadal sea level variability (corrected for the IBE) at tide gauge locations 
quite well (e.g., Carton et al., 2005; Stammer et al., 2013; Figure 2a in Calafat et al., 
2014), despite missing the contribution of both VLMs and water mass exchange between 
land and the ocean (their contribution to the coastal MSL variability in the North Sea is 
suggested to be comparably small (roughly in a similar order as the variations of the glob-
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al mean (Aimee Slangen pers. Comm., July 2014), which is less than one tenth of the 
variability of local MSL (Wahl et al., 2013)). It follows from these assumptions that ξOBP 
and ξSLP are then both a function only of atmospheric forcing, and thus it is convenient to 
combine them into a single term,  
 ߦ௔௧௠ = ߦை஻௉ + ߦௌ௅௉. (4-3) 
A simplified equation for the local MSL can then be written as 
 ߦ௟௢௖௔௟ = ߦ௔௧௠ + ɳௌ௧௘௥௜௖. (4-4) 
Therefore, here the focus is on the contributions of atmospherically induced MSL varia-
tions ξatm and steric variations ξsteric (as determined by equation 2), which can be either 
locally or remotely driven. It is also important to note that strictly speaking variations in the 
SSH from altimetry only coincide with the MSL measured by the tide gauges if the sea 
floor has no vertical motion. However, since the contribution of VLMs on interannual to 
decadal timescales is relatively small, here we will assume that variations in altimetric 
SSH and local MSL are comparable. 
To determine ξatm, a stepwise LRM as introduced by Dangendorf et al. (2013a, chapter 3 
of this thesis) for the tide gauge in Cuxhaven is used. Detrended monthly local MSL 
anomalies are taken as a dependent variable, and detrended zonal/meridional wind stress 
and SLP anomalies as predictors. Time series of the atmospheric predictors are selected 
for each tide gauge among the grid points within an area of ± four degrees around the tide 
gauge as those with the highest linear correlation with the local MSL from the tide gauge 
record. Then a stepwise procedure with forward selection is applied, where one by one 
the predictors giving the highest linear correlation to the MSL record are included into the 
model until none of the remaining variables significantly improves the model performance 
(95 %-confidence level with f-statistics). The variance explained by ξatm (or each other 
contribution) at each tide gauge is measured by (von Storch and Zwiers, 1999): 
 ܸܣܴ௘௫௣ = ቂ1 − ൫௩௔௥(కಸ೐೚ିకಲ೟೘)൯௩௔௥(కಸ೐೚) ቃ. (4-5) 
To estimate the contribution of ξatm to long-term trends we assume that the relationship 
found for detrended time series on inter-annual timescales also holds on longer time-
scales and apply the regression coefficients of the multiple LRM to the de-seasonalized 
but non-detrended windstress and SLP data.  
The use of LRM’s raises the question of whether they are able to give a realistic estimate 
of the atmospheric component, comparable to that provided by a barotropic TSM. The 
main reason for using LRMs is that none of the TSM runs available for the region cover 
the period prior to the mid-20th Century. Here the LRMs are validated for the second half 
of the 20th century by comparing them with a state of the art HAMSOM TSM (Chen, 2014) 
and later applied in a second step, together with 20CRv2 reanalysis data, to estimate the 
atmospheric component back to 1871.  
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The comparison between the LRMs and the TSM is shown in Figure 2. For each tide 
gauge record the atmospheric component is estimated using a stepwise LRM with atmos-
pheric fields from the NCEP/NCAR as input data. The results are then compared with the 
output of the TSM at the nearest grid point to the tide gauge. The comparison is per-
formed for the locations of Ijmuiden, Helgoland, Bergen and Aberdeen each of which is 
located in one of the four sub-regions (Figure 4-2a). The LRM and TSM time series agree 
well, with correlations above 0.92 for the four locations. Correlations for all other individual 
stations are similar to those found for the four selected stations (Figure 4-2b), with values 
that are mostly larger than 0.8. Maximum values exceed 0.9 along the coastlines from the 
Netherlands up to Norway, the Shetland Islands and northern Scotland. The only excep-
tions are Lowestoft and Hoek van Holland where correlation values of 0.49 and 0.62 are 
found. Since all surrounding stations compare well, local inaccuracies in the TSM may 
explain the discrepancies at these two sites. This suggestion is supported by the fact that 
in both cases the LRM estimates show significantly higher correlations (Hoek van Holland: 
0.78, Lowestoft: 0.58) to the observed time series than the TSM estimates (Hoek van Hol-
land: 0.63, Lowestoft: 0.41). Comparing the standard deviations of the time series from 
both models, we also find good agreement (Figure 4-2b). Slightly larger standard devia-
tions originate for the LRM estimates at stations located in the German Bight. There are a 
number of reasons that may explain these discrepancies: (i) topographic model inaccura-
cies in the TSM; (ii) local wind variations which are often linked to changes in large-scale 
atmospheric circulation and included in the LRMs as remote effects (e.g., changes over 
the North Atlantic) but not captured by the TSM due to its regional boundary conditions; 
(iii) changes in atmospheric forcing causing not only barotropic effects but also density 
variations. Density-related MSL changes may of course be partly captured by the LRM but 
not by the barotropic TSM. It is difficult to determine which of these reasons is responsible 
for the differences between the LRMs and TSM. Nevertheless, overall the LRM’s agree 
very well with the TSM, and so it is reasonable for our purposes. Moreover, the agreement 
is also good in terms of the linear trends (Figure 4-2c), which further demonstrates that 
the LRMs are well suited for a long-term assessment in the North Sea.  
Linear trends in MSL are estimated using OLS regression. Since the residuals of the line-
ar regression model usually contain positive serial correlation, the OLS SEs underesti-
mate the true SE and thus need to be adjusted. The presence of serial correlation is most-
ly related to the inertia of the thermosteric component and does not affect the time series 
of the atmospheric component whose behavior is almost stochastic in nature without any 
significant correlation structure in the residuals. This is confirmed by an independent Dur-
ban-Watson-Test (Durbin and Watson, 1951) applied to the atmospheric component at 
each location (not shown). Hence, whenever the steric component is included in the mod-
el, it is assumed that the residuals follow an AR1 process and correct the SE for serial 
correlation by reducing the degrees of freedom as described by Santer et al. (1999). In 
cases where only the atmospheric component is analyzed the SEs directly estimated from 
OLS are used. 
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Figure 4-2: Comparison of the 
multiple LRM with a state of the art 
barotropic TSM (Chen, 2014) over 
the period from 1953 to 2003. a) 
Four examples for time series and 
their linear trends of the atmospher-
ic contribution to MSL at the loca-
tions of Ijmuiden, Helgoland, Bergen 
and Aberdeen, respectively. For 
presentation purposes all time se-
ries have been low pass filtered with 
a 12 months moving average filter. 
The two years in which the NAO 
had its maximum and minimum are 
marked in grey. b) Comparison 
between standard deviations of the 
atmospheric contribution at different 
locations estimated with the multiple 
LRM and the TSM. The correlations 
between both estimates are shown 
by the blue diamonds. c) Compari-
son of linear trends, incuding their 
SEs shown as error bars and shad-
ing, respectively. In all subplots 
results of the multiple LRM are 
shown in black, while the results of 
the TSM are presented in red. Note 
that only those records have been 
regarded, where at least 75 % of 
data were available during the in-
vestigation period. 
 
 
4.4 Results 
4.4.1 The atmospheric contribution 
The local MSL time series, after the removal of GIA effects estimated with the model of 
Peltier (2004), are characterized by large (up to ± 60 cm) intra-annual to decadal variabil-
ity (Figure 4-1b). Comparing the different tide gauge records, the decadal scale variability 
is similar amongst sites, while the higher frequency fluctuations show considerable differ-
ences. Hence, this suggests that the driving factors for the decadal component have a 
common origin at all tide gauge sites, while different contributing factors influence the 
higher frequency fluctuations observed across the study area. In the high frequency bands 
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(i.e. intra- and inter-annual) the records along the Norwegian and UK coastline exhibit a 
slightly smaller variability, while along the southern coastlines the variability increases 
consistently moving eastwards, reaching a maximum in the German Bight, a finding con-
sistent with that of Wahl et al. (2013).  
To investigate these features in more detail, the local MSL variability is first compared to 
different contributions related to atmospheric forcing, i.e. SLP and wind stress. Figure 4-3 
shows the anomalies of the four regional virtual station time series and the SLP and wind 
stress anomaly patterns related to phases of particular high (> two standard deviations) 
minus particular low (< two standard deviations) local MSL. Large local MSL values in the 
first two regions (i.e. the southwestern and the southeastern part of the North Sea) are 
characterized by a pronounced north-south pressure gradient with two anomaly centers of 
action over Scandinavia and the northeast Atlantic/Iberian Peninsula. This pressure gradi-
ent is consistent with a stronger than normal northwesterly flow, resulting in enhanced 
winds over the southeastern North Sea. The pattern resembles the Northern Scandinavi-
an Iberian Peninsula Index (NSCI) as introduced by Dangendorf et al. (2013a, 2013b, 
chapter 3 and 5 of this thesis) and points to a dominant role of westerly winds in the re-
gion. The pattern shows similarities to the NAO, but its northern center of action is shifted 
from southern Iceland towards northern Scandinavia. The dominant zonal winds over the 
North Sea appear as westerly longshore winds along the southern coastlines. Because of 
the Ekman transport induced by the longshore winds towards the southern coasts and its 
resulting convergence of water mass on these coasts, the wind is likely to be more im-
portant in these two regions. This is consistent with recent investigations at the Cuxhaven 
tide gauge (Dangendorf et al., 2013a, chapter 3 of this thesis).  
For regions three and four, i.e. the Norwegian and the UK coastlines (see also chapter 
4.3.1), a pressure gradient is also obvious. However, compared to the first two regions, for 
the Norwegian tide gauge records a more meridional pressure gradient over the North 
Sea leads to a stronger westerly to southwesterly flow. Furthermore, the SLP anomalies in 
the region are more pronounced and the dominant winds appear cross-shore, suggesting 
that the IBE is little more important in this area in relation to the southern parts of the 
North Sea. For region 4 the SLP anomalies also show a strong north-south gradient but its 
northern center of action is more similar to that of the NAO. The lowest anomalies are 
found over southern Iceland and the wind pattern shows a stronger southwesterly direc-
tion, consistent with the imprint of strong NAO+ conditions. Similar to the Norwegian tide 
gauges the manifestation of SLP anomalies along the English coast are more pronounced 
and wind anomalies face away from the coast. Overall, the composites point to an im-
portant influence of local atmospheric forcing on the intra- and inter-annual local MSL var-
iability; this is in agreement with earlier studies (e.g. Tsimplis et al., 2005). 
The output of the LRMs allows a more detailed analysis of the processes described above 
and their contribution to the observed local MSL variability. Figure 4-4a shows the results 
expressed as explained variability at each individual location. Local atmospheric forcing 
accounts for most of the observed variability at virtually all stations. The largest contribu-
tion is found in the German Bight at the tide gauges of Hörnum and Esbjerg, where at-
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mospheric forcing explains over 90 % of the variability. The amount of explained variability 
clearly follows the observed variability gradient along the coastline discussed above. It 
increases from values around 60 % near the English Channel to over 90 % in the German 
Bight and decreases along the Danish coastline to values around 60 % at the Norwegian 
sites. At the eastern coast of the UK values between 30 and 70 % are also observed, with 
lowest values at Lowestoft and North Shields. 
 
Figure 4-3: Composite plot for the mean SLP and wind stress (right) during times of particularly high (> two 
standard deviations, red circles) minus particularly low (< two standard deviations, blue circles) monthly MSL 
events (left). The plots are given for the virtual stations of four sub-regions as defined in section 2. 
Comparing the individual contributions of SLP and zonal and meridional wind stress 
(Figure 4-4a) confirms the results presented as composite plots in Figure 4-3. While in the 
northern parts of the Norwegian coast and the eastern UK coastline SLP dominates the 
atmospherically induced local MSL variations, zonal winds are more dominant along the 
southern coastlines from Belgium up to Denmark. At some stations along the UK and 
Norwegian coastlines the meridional wind stress component gives a non-negligible contri-
bution, which is consistent with the wind stress anomalies (and a resulting Ekman 
transport towards/away from the coast) shown in Figure 4-3. The results further confirm 
numerical modeling studies, also pointing to a two-tier system with an IBE dominated re-
gion spanning from the English Channel diagonal through the North Sea up to Norway 
(e.g. Chen, 2014). 
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Figure 4-4b shows the standard deviations of local MSL ξlocaland the atmospherically cor-
rected time series ξlocal minus ξatm. Again, a pronounced variability gradient with up to three 
times larger standard deviations in the German Bight is visible. The mean standard devia-
tion across all sites is ~9.5 cm with a deviation of ~3 cm between the individual stations. 
After removing the atmospheric component this variability gradient disappears. The mean 
standard deviation reduces to ~4.5 cm with an inter-station deviation of only ~0.5 cm, re-
flecting the fact that atmospheric forcing explains most of the variability gradient and ac-
counts for a major part of the background noise in the local MSL time series. Removing 
the atmospheric component, therefore, will result in a more robust estimation of linear or 
non-linear trends (in the sense that the residual variance is reduced, which leads to small-
er SEs, see also chapter 4.4.4). 
 
Figure 4-4: a) Explained variability by linear regressions between MSL at different tide gauges around the 
North Sea coastlines and different local atmospheric forcing factors as well as their combined contribution 
(barotropic LRM, grey bars). Only predictors explaining a significant fraction of variability are shown (95 % 
confidence level). b) Intra-annual de-seasonalized standard deviations of observed MSL and MSL corrected 
for local atmospheric effects. The means of intra-annual de-seasonalized standard deviations of all gauges 
are shown by the thick dotted lines together with their inter-station standard deviations. 
It is clear from the results presented so far that the barotropic response of the ocean to 
local atmospheric forcing accounts for a considerable fraction of the observed intra-annual 
variability. Next we assess how it affects local MSL on longer timescales, including its 
contribution to accelerations. For this purpose, we compute moving trends for each com-
ponent, i.e. for the local MSL, ξlocal, the atmospheric component, ξatm, and the atmospheri-
cally corrected time series (Figure 4-5). This was done for the virtual station time series for 
each region and using a window length of 37 years to account for the lunar nodal cycle 
which is superimposed on the trends (Baart et al., 2012).  
Focusing first on the local MSL component ξlocal it is obvious that the moving trends alter-
nate between higher and lower rates, with three major features common to all virtual sta-
tion records: high rates in the early decades of the 20th century; a decrease towards al-
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most zero in the 1960s; and a steady increase afterwards. These features were also 
found by Wahl et al. (2013). The atmospheric component ξatm is marked by a phase of 
relatively large trend rates in the early 20th Century and fluctuates around zero afterwards. 
Only in the southeastern North Sea (region 2) a considerable contribution of the atmos-
pheric component to the acceleration in the rate of rise observed in recent decades can 
be found. This is due to an increase in the atmospheric contribution from the 1960s to the 
mid-1990s. Marcos and Tsimplis (2008) and Dangendorf et al. (2012, chapter 2 of this 
thesis) found that the increase mainly occurred during the winter season and they attribut-
ed it to particular strong NAO+ conditions with more frequent southwesterly winds 
(Siegismund and Schrum, 2001). Removing the atmospheric component from the obser-
vations reduces the 37-year trends by up to 1 mm/yr, but leaves the major longer-term 
features mostly unchanged. Hence, we conclude that local atmospheric forcing is a major 
contributor to sea level variability on intra- and inter-annual timescales but fails to explain 
longer-term variations. 
 
 
Figure 4-5: Moving linear trends (37 
years) for the observed MSL (blue), the 
barotropic component of atmospheric MSL 
(black) and the atmospherically corrected 
MSL (red) for four different virtual stations 
corresponding to regions 1 to 4, respective-
ly. The grey shaded vertical bar marks the 
period for which the barotropic component 
has been validated with the HAMSOM 
TSM. 
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4.4.2 Steric height 
Following the assumptions made in chapter 4.3.2 and according to the separation in equa-
tion 4, the remaining signal of ξlocal after removing ξatm is to large extend determined by 
ξsteric. The North Sea has – except in parts of the Norwegian Trench – water depths that 
are mostly less than 100 m. Along the coast, where most tide gauges are located, water 
depths are less than 10 m. Since the steric height is commonly computed as an integral 
over depth, its contribution is negligible if it is calculated in the shallow region over the 
continental shelf. This, however, does not imply that the variability measured by coastal 
tide gauges is unrelated to steric changes. In fact such variability is often produced by 
steric variations in the deep ocean external to the region. For instance, the isopycnals that 
intersect the continental slope may fluctuate vertically, which will be reflected as mass 
changes at the tide gauge. To get a measure of the steric contribution to coastal sea level, 
Bingham and Hughes (2012) demonstrated on the basis of an ocean model that for the 
European Atlantic coast the best results are obtained when the steric is computed in a 
depth range of 500 to 1000 m near the shore. 
In the case of the North Sea one can either use the steric height inshore of the North At-
lantic Current, near the northern entrance, or that obtained in the Norwegian Trench. The 
former is not possible due to the lack of data. However, the permanent station at 
Sognesjoen provides temperature and salinity data in the Norwegian Trench for the upper 
300 m from which the steric component can be calculated. To demonstrate that – at least 
at longer time scales – the local MSL variability along the southwest coast of Norway near 
the Norwegian Trench is consistent with that in the North Sea, we have compared the the 
decadal component of local and atmospherically corrected MSL from the Stavanger tide 
gauge in Norway with that measured in the shallow parts of the North Sea as represented 
by four stations from the sub-regions (Ijmuiden, Delfzijl, Esbjerg, and Aberdeen) over the 
period from 1950 to 2011(see Figure 4-6a).  
The time series of all five stations exhibit similar patterns of decadal variability with values 
ranging between ±5 cm (this is true for the local and the atmospherically corrected MSL). 
For example, all locations show a drop in the mid-1960s and a maximum at the end of the 
1980s. Figure 4-6b compares the Stavanger local MSL with the steric height computed 
from temperature and salinity profiles at Sognesjoen in the Norwegian Trench. The deca-
dal features fit reasonable well with the observed and atmospherically corrected decadal 
signals from the coastal sea level. This is expressed by high correlations between the 
steric height and both the observed local (r = 0.66) and the atmospherically corrected MSL 
(r = 0.68). The North Sea index is also significantly correlated with the steric height (r = 
0.57).  
Our results show that a considerable fraction of decadal scale variability of coastal MSL in 
the North Sea is – regardless of the question of its geographical origin – driven by steric 
sea level changes. Given the above mentioned spatial coherence of decadal local MSL 
variability in the region it can be assumed that temperature and salinity profiles from the 
Norwegian Trench can provide, at least to some extent, a good estimate of the steric 
component in the entire North Sea. 
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Figure 4-6: a) Low pass filtered MSL time 
series from five representative stations in 
the North Sea. The black lines represent 
the observed time series, while the time 
series corrected for atmospheric forcing 
are shown in blue. b) The observed and 
atmospherically corrected MSL record at 
Stavanger in comparison to the steric 
height calculated from temperature and 
salinity profiles at Sognesjoen. The North 
Sea index (atmospherically corrected; grey 
area) and linear correlations between all 
sea level time series and the steric height 
are also shown. 
 
 
4.4.3 Remote forcing 
The next question is concerned with the geographical and physical origin of the decadal 
fluctuations in the region. Sturges and Douglas (2011) explored the idea that the multi-
decadal local MSL variability observed in the tide gauge record at Cascais, Portugal, may 
be related to changes in longshore winds. They argued that changes in the intensity or 
direction of the persistently southward blowing winds along the continental shelf produce 
an ocean response of both barotropic and baroclinic nature with a consequential change 
in sea level at the coast. Such response is not strictly local due to the possibility that 
coastally trapped waves may be excited and propagate northward along the coast, thus 
inducing sea level changes at all points northward of the region where the wind is blowing 
(Gill, 1982). In order to take the cumulative effect of the wind into account, Sturges and 
Douglas (2011) integrated the longshore wind from the equator up to Cascais. They found 
a good agreement between the integrated longshore wind and the local MSL at Cascais 
on decadal time scales, supporting their hypothesis. Calafat et al. (2012) expanded these 
investigations and demonstrated that the link with the longshore wind exists for a large 
portion of the eastern boundary of the North Atlantic and also for the Mediterranean Sea. 
With the help of an ocean model they also were able to show that the response of the 
ocean, responsible for this link, is of baroclinic rather than barotropic nature. In a subse-
quent study, Calafat et al. (2013a) used a proxy for the propagating signal of Atlantic 
origin in combination with local winds over the Norwegian continental shelf to show that 
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such signals can propagate further north into the Norwegian Sea and even in the western 
Siberian Seas. Using this reconstruction they were able to explain over 70 % of the ob-
served local MSL variability along the Norwegian coast. Whether the signal affects also 
the North Sea, is still an open question which needs to be assessed.  
To illustrate possible mechanisms of boundary wave generation in the northeast Atlantic 
Figure 4-7 (top) shows the average atmospheric conditions as estimated from the 20CRv2 
wind and pressure fields over the period from 1950 to 2011. The region is characterized 
by a strong pressure gradient with a low-pressure center in the north and a high-pressure 
center over the Azores. The resulting wind stress patterns show a clockwise circulation 
centered on the Azores islands with prevailing (south-) westerlies from the Bay of Biscay 
northward. It is important to note that, in addition to the waves generated at distant loca-
tions (Calafat et al., 2012), the westerlies north of 45°N will generate new waves, and thus 
the associated sea level changes at higher latitudes can be considered as a superposition 
of continuously wind-forced coastally trapped waves (e.g. Gill, 1982). It is obvious that the 
westerlies will also intensify the North Atlantic Current and pile up the water on the North 
Sea coasts due to Ekman transport. The suggested coherence of decadal variability in the 
region is demonstrated by correlating the low pass filtered North Sea index derived from 
satellite altimetry (2°W to 10°E and 50°N to 62°N) with similarly filtered SSHs from satel-
lite altimetry over the entire Northeast Atlantic area (Figure 4-7, middle). While the altime-
try data is – due to the shortness of the observations – still limited for long-term variability 
investigations, it provides useful information on the spatial coherence of MSL in the re-
gion. The highest correlations are found over the continental shelf areas along the Norwe-
gian coast and along the eastern boundary of the North Atlantic from western UK down to 
the Canary Islands. This suggests the existence of a coherent signal with a common 
origin in the North Atlantic and fits with the theory of wave propagation associated with 
longshore wind forcing. A similar correlation map is obtained when using steric height in-
stead of altimetry data, for the longer period from 1945 to 2011 (Figure 4-7, bottom), re-
flecting a predominantly baroclinic behavior of the waves as found by Calafat et al. (2012). 
This further suggests that wind forcing over the region northward of the Gulf of Biscay is 
especially important for the generation of local MSL variability in the North Sea.  
The link between decadal wind forcing and local MSL in the North Sea, which is suggest-
ed to be connected with the position and intensity of the NAO centers of action (e.g. Jev-
rejeva et al., 2006), is further investigated by comparing the longshore winds integrated 
from the equator up to higher latitudes. This is achieved (Figure 4-8) by comparing the 
time series via wavelet coherence plots (Grinsted et al., 2004). Significant coherence is 
found between the atmospherically corrected North Sea MSL and the integrated long-
shore winds in frequency bands of ~8 to 20 years, which is also supported by significant 
correlations between the time series itself (r = 0.49, the number of degrees of freedom 
was reduced with respect to the smoothing, Figure 4-8a). However, compared to the local 
MSL in Newlyn (Calafat et al., 2012) the coherence is lower, more confined to the decadal 
scales (note that inter-annual sea level variations in Newlyn are governed by local long-
shore winds, which are in turn also part of the integrated winds, while in the North Sea 
other factors are more important as discussed above) and also non-stationary in time 
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(Figure 4-8b). There are several possible causes for this. First, boundary waves may lose 
energy through radiation of westward-propagating Rossby waves as they propagate 
poleward along the coast. As an example, Marcos et al. (2013) provided evidence that 
local MSL at the Canary Islands is correlated with that along the continental boundary, 
reflecting the propagation of the signal from the coast to the offshore islands is in the form 
of Rossby waves. This implies that, for tide gauges located at high latitudes, it may be 
more appropriate to start the integration of the longshore wind from higher latitudes rather 
than from the equator. Second, coastally trapped waves can scatter strongly due to topo-
graphic variations (e.g., shelf width changes). Finally, inaccuracies in the wind data due to 
the lack of wind observations over the ocean may also contribute to the relatively low cor-
relation between integrated longshore wind and steric MSL at high latitudes.  
 
 
Figure 4-7: The average SLP 
and wind stress pattern over 
the period from 1945-2011 as 
estimated with 20CRv2 data 
(top). Linear correlations be-
tween the low-pass-filtered (48 
months) mean North Sea MSL 
(2°W to 10°E and 50°N to 
62°N) and each grid point time 
series of IBE corrected AVISO 
SSHs over the period 1993-
2011 (middle), and between 
the atmospherically corrected 
North Sea index from tide 
gauges and the steric heights 
as provided by Ishii and Kimoto 
(2009) over the period 1945-
2011 (bottom).  
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Figure 4-8: Wavelet coherence 
between a) the North Sea index of 
local atmospherically corrected 
MSL and longshore winds inte-
grated from 6 to 55°N, b) local 
MSL at Newlyn and longshore 
winds integrated from 6 to 50°N, 
and c) the North Sea index of 
atmospherically corrected local 
MSL and the IBE corrected local 
MSL at Newlyn. Above each co-
herence plot also the correspond-
ing low pass filtered time series 
(48 months moving average) are 
shown (North Sea index MSL: 
black, Newlyn MSL: blue, long-
shore winds: yellow). In a) also 
the winter NAO index (December 
to March) from Hurrel et al. (2003) 
is shown by the grey bars. The 
coherence has been calculated 
with the default version (Morlet 
wavelet) of the Grinsted et al. 
(2004) MATLAB wavelet toolbox. 
To extend the Newlyn record to 
the entire investigation period 
from 1871 to 2011, gaps have 
been filed via linear regression 
with the PSMSL Brest record, i.e. 
before 1916 all values are based 
on Brest data. 
 
Hence, due to these limitations and following Calafat et al. (2013), it was decided to use 
local MSL data from the tide gauge record at Newlyn (UK, note that for the wavelet analy-
sis gaps were filled using a linear regression to the Brest record (r = 0.94))  instead of 
winds themselves as a proxy for the propagating signal of Atlantic origin. The wavelet 
analysis of the IBE corrected Newlyn time series and the atmospherically corrected North 
Sea MSL index points to a more coherent and stationary relationship on decadal scales 
(Figure 4-8c), which is also supported by the low-pass filtered time series shown in Figure 
4-9. Both time series show remarkable similarities with a correlation of ~0.84. In total 
~70 % of the decadal-scale variability in the North Sea can be explained by the propagat-
ing signal of Atlantic origin alone. The correlation patterns with the steric height in Figure 
4-7 further suggest that the regions north of Portugal and west of the UK are the most 
relevant to the generation of decadal MSL variability in the North Sea. As a complemen-
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tary analysis, the tide gauge record at Newlyn is combined (in a multiple regression) with 
the steric height west of the UK (352°W: 52°N) and then again compared to the North Sea 
index (Figure 4-9). This further improves the model resulting in a linear correlation of 0.89 
and an explained variability in the order of ~79 %. These results demonstrate that a signif-
icant fraction of the decadal variability is related to remote forcing over the North Atlantic. 
 
 
 
Figure 4-9: Comparison between the 
atmospherically corrected local MSL of 
the North Sea index (black), the IBE 
corrected MSL at Newlyn (NEWc, blue) 
and a reconstruction (multiple regres-
sion) based on the NEWc and the steric 
height observed west of the UK. The 
NEWc is used as a proxy for longshore 
wind forcing and the resulting wave 
propagation along the eastern boundary 
of the North Atlantic [Calafat et al., 2012, 
see also Figure 8b]. Individual North Sea 
records are also shown (grey). All time 
series have been low pass filtered with a 
48 month moving average filter. 
 
4.4.4 Implications for the estimation of linear trends and acceleration pat-
terns 
The interest of this study is not only in understanding the different physical processes con-
trolling local MSL variability in the North Sea but also in the influence of known variability 
to linear trends and acceleration/deceleration patterns. Dangendorf et al. (2013a, chapter 
3 of this thesis) demonstrated (for the sea level record measured at the tide gauge of 
Cuxhaven) that the atmospheric contribution ξatm strongly influences its noise characteris-
tics. Since the noise determines the SE of a linear trend, removal of known parts reduces 
the residual variance leading to smaller former trend uncertainty. Please note that this 
should ideally been done with the detrended atmospheric MSL, ξatm, unless one is also 
interested in trends of the internal variability. Dangendorf et al. (2013, chapter 3 of this 
thesis) showed that lengths of 50 to 60 years are required to obtain SEs in the order of 
0.5 mm/yr, at Cuxhaven. After removing ξatm the required lengths reduced to ~30 years (a 
value comparable to those obtained at other tide gauges around the globe (Douglas, 
1991)).  
Here, a similar analysis is carried out for each of the tide gauge locations in the North 
Sea. In the procedure applied by Douglas (1991) and Dangendorf et al. (2013a, chapter 3 
of this thesis), the observed records were used to estimate the SE in relation to the time 
series length by determining the linear trend and its SE for different window lengths start-
ing with a window centered on the last 19 years and subsequently increasing the window 
length year by year back in time. This procedure is somewhat arbitrary since the SE 
strongly depends on the structure of the background noise in the respective time series 
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window (note that also the variance of the MSL time series is non-stationary). To get a 
more general expression of the dependence of the SE on the time series length, a Monte-
Carlo experiment is conducted, in which an AR1 model is first estimated for each entire 
tide gauge record with the parameters a (noise variance) and g (lag-1 autocorrelation). 
These parameters are then used to simulate a set of 1000 artificial time series with noise 
typical for each of the considered tide gauge records by following the approach given by 
Allan and Smith (1994). The artificial time series are used to get a more robust estimate of 
the length required for the estimation of linear trends with a certain degree of accuracy, 
i.e. the SE is measured for different time series lengths 1000 times. This is done for 1000 
time series containing noise typical for the local MSL, ξlocal, as well as 1000 time series 
with noise characteristics typical for the local MSL corrected for the atmospheric contribu-
tion ξatm (only the barotropic term). 
Figure 4-10a exemplarily shows the results for the tide gauge record at Hörnum. For the 
local MSL ~52 ± 10 years (uncertainties estimated with the percentiles of the artificial time 
series) are required to estimate a linear trend with a SE in the order of 0.5 mm/yr. If the 
atmospheric contribution ,ξatm, is removed from the time series this value is reduced to ~33 
± 10 years (95 % confidence), highlighting the benefit of removing known variability from 
noisy time series before calculating trends.  
Figure 4-10b shows the number of years required to obtain SEs in the order of 0.5 
mm/year for both components, i.e. the local MSL and the atmospherically corrected MSL, 
for all study sites. As expected from the variability analyses described before, longer time 
series are required to achieve a moderate SE in the southeastern parts of the North Sea 
basin, compared to the other regions. When applying the atmospheric correction the 
number of years required to estimate the linear trend with the desired accuracy reduces to 
~30 years, a number that is similar to the length reported by Douglas (1991) who analyzed 
selected records from tide gauges around the globe.  
Finally, it is examined to what extent the atmospheric correction can improve the detection 
of acceleration/deceleration patterns, which is of particular relevance when searching for a 
possible increase in the rate of SLR of anthropogenic origin. To do this, methodology pro-
posed by Haigh et al. (2014) is applied, i.e. tide gauge records are artificially extended to 
2100, by combining future projections of SLR with realistic inter-annual variability. Then 
37-year moving trends are calculated and the years in which a significant (95 % confi-
dence) acceleration first becomes evident are detected. Four different projections are 
used (Figure 4-11a), two based on the IPCC’s AR5 report (Church et al., 2013; hereafter 
P1 (0.50 m) and P2 (01.00 m), respectively; they correspond to the low and upper range 
of the Representative Concentration Pathway (RCP) 8.5, which correspond approximately 
to 0.5 and 1 m SLR by 2100, relative 1986-2005) and two accounting for higher values as 
estimated with semi-empirical models (e.g. Rahmstorf et al., 2007; Moore et al., 2013; 
hereafter P3 (1.5 m) and P4 (2.0 m), respectively). To all projections we add artificial 
noise (1000 time series, to account for uncertainty in future variability) from the AR1 mod-
el described above. Again, this is done for the local MSL and the atmospherically correct-
ed MSL. For illustration we present results for three selected tide gauges (Delfzijl, Esbjerg, 
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Cuxhaven), which are: (i) long enough (i.e. covering the 20th Century) and (ii) contain a 
considerable fraction of atmospherically induced variability. We compute 37-year moving 
trends over the entire time series (observation + projection), identify the largest rate within 
the observations and search for the earliest period in the projections, in which five con-
secutive years exceed the maximum rate from the observations by taking into account 
their confidence intervals (Figure 4-11b). The last year of the 37-year period for which this 
criterion is fulfilled is assumed to be the ‘detection point’ at which we are able to tell that 
there is a significant acceleration. If no significant acceleration can be detected, the detec-
tion point is >2100. 
 
 
 
Figure 4-10: a) The SE as a function of 
time series length for observed (blue 
dots) and atmospherically corrected (red 
dots) MSL time series at the tide gauge 
of Hörnum. For both time series sets 
AR(1) models are used to simulate a set 
of 1000 artificial time series with realistic 
noise. The blue and red shaded areas 
represent the range of SEs estimated 
from the 1000 simulations. The black 
dotted line shows a SE of 0.5 mm/yr, a 
value that is typically as associated with 
‘robust’ linear trend estimations. The 
grey shaded area marks the reduction 
that is reached through the atmospheric 
correction. b) Median (dots) and maxi-
mum/minimum range (lines) of SEs 
derived from the simulations used for (a) 
for observed (blue) and atmospherically 
corrected (red) time series at all stations. 
The black dotted line shows the 30 year 
window length, often needed to achieve 
a SE < 0.5 mm/yr (e.g. Douglas, 1991). 
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The results for each of the three tide gauge records are shown in the box plots of Figure 
4-11c. According to Haigh et al. (2014) for the lowest scenario of 0.50 m SLR until 2100 
the detection of a significant acceleration is a non-trivial task, as in a considerable number 
of simulations no significant acceleration can be detected before 2100. The median value 
of all simulations for P1 is 2061 (95 % percentiles: 2035->2100), >2100 (2075->2100) and 
>2100 (2054->2100) for the locations of Delfzijl, Esbjerg and Cuxhaven, respectively. The 
higher the SLR projection, the earlier a significant acceleration can be detected. With the 
exception of P2 at the locations of Esbjerg and Cuxhaven for all remaining projections a 
significant acceleration is detected at all sites. If noise typical for the atmospherically cor-
rected MSL is applied the detection performance increases considerably, resulting in me-
dian values of 2050 (2029-2074) for Delfzijl, 2060 (2031->2100) for Esbjerg, and 2062 
(2040->2100) for Cuxhaven. Under the assumption of the highest projection P4 median 
values of 2020 (2019-2026), 2025 (2019-2038) and 2022 (2019-2030) for time series with 
noise typical for local MSL and 2020 (2019-2025), 2021 (2017-2028), and 2022 (2019-
2028) for time series with noise typical for atmospherically corrected MSL are calculated 
at the three stations. These results show that the detection of possible accelerations on a 
regional scale as considered here, strongly depends on the signal to noise ratio of the 
investigated time series. Atmospheric forcing might mask possible anthropogenic signals 
related to, for instance, global warming of the oceans or accelerated melt-water discharge. 
As an example, Calafat and Chambers (2013b) have recently shown that internal climate 
variability can contribute by up to 97 % (depending on the location) to local MSL accelera-
tions at numerous tide gauges from around the world. By removing this contribution they 
were able to detect a statistically significant acceleration in coastal MSL between 1952 
and 2011, which was related to external forcing (both anthropogenic and natural). Clearly, 
removing known patterns of variability from time series of local MSL enables earlier detec-
tion of possible underlying signals due to external forcing factors.  
4.5 Conclusions 
An assessment of MSL variability and its forcing across a range of different timescales 
has been undertaken for 22 tide gauge records in the North Sea; nine which extend back 
to the late 19th Century. The North Sea is one of the best instrumented regions worldwide 
and is therefore of particular importance for global MSL reconstructions (e.g. Jevrejeva et 
al., 2006; Church and White, 2011; Jevrejeva et al.; 2014). Our analysis suggests consid-
erable intra-annual to decadal scale variability superimposed on well known long-term 
trends (Wahl et al., 2013). The largest intra- to inter-annual variability (up to ± 60 cm) is 
found in the southeastern part of the North Sea, which is up to three times larger than 
elsewhere in the region. On decadal timescales the variability is more coherent in magni-
tude throughout the region. 
The variability on timescales ranging from months to a few years is dominated by atmos-
pheric forcing and related barotropic adjustment processes in the ocean. However, the 
physical mechanisms driving the variability are different across the region. There is a 
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transverse line from the English Channel to Norway separating the North Sea into two 
distinct regions with different characteristics (Chen, 2014). In the northern parts the largest 
deviations around the mean are caused by the IBE. Here wind plays only a secondary 
role. In the southeastern parts the situation is reversed and the wind contributes to the 
majority of the variability. Generally, the North Sea region is characterized by a meridional 
pressure gradient leading to prevailing westerlies, acting as longshore winds along the 
southern coastline and piling up the water masses in the shallow southeastern parts of the 
basin (see also Wakelin et al., 2003).  
 
Figure 4-11: a) Observed annual MSL (black) for three different locations together with four artificial projec-
tions (P1, P2, P3, P4). Each projection is combined with 1000 time series of artificial noise, as simulated on 
the basis of an AR1 model. The different color shades contribute to different percentiles (100, 95 75, 50, 25 5, 
0) of the 1000 artificial time series per projection. Estimates of the two AR1 parameters g (lag-1 autocorrela-
tion) and a (noise variance) are also shown. b) 37 year moving trends for the observations (black and grey 
shading) and as estimated with the different artificial projections. Again the color shade is related to the per-
centiles of the full set of 1000 time series. c) Boxplots (100, 95 75, 50, 25 5, 0) of the years in which a signifi-
cant acceleration can be detected for the four different projections relative to the historic observations. The 
white shading marks the results using realistic noise for the observed time series, while the grey shading rep-
resents the boxplots for realistic noise based on time series which have been corrected for local atmospheric 
forcing. 
The large influence of atmospheric (barotropic) forcing on the shallow continental shelf 
area decouples the North Sea on intra- and inter-annual timescales from surrounding are-
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as, resulting in low correlations for example with stations in the English Channel (Wahl et 
al., 2013). On decadal timescales, on the other hand, the coherence between the different 
stations in the basin is much higher (suggesting a common forcing mechanism) and the 
barotropic response of the ocean to local SLP and wind stress forcing becomes negligible. 
Since the North Sea is mostly shallow (with water depths below 100 m), the steric height 
calculated locally can also not account for the remaining fluctuations. Therefore we have 
estimated the steric component exemplary for the Norwegian Trench, where the water 
depth is large enough to give a significant steric signal. We found that the variations in the 
steric height agree well with the local MSL especially on longer time scales. Given the 
spatial coherence on these time scales we conclude that this result can be taken to be 
representative for the entire basin. The question that remains is where these steric MSL 
changes are triggered?  
To answer this question, we have explored the coherence of North Sea MSL on decadal 
scales with the surrounding seas and found a band of coherent MSL variability extending 
from the Norwegian coastline along the eastern boundary down to the Canary Islands. 
This coherency suggests a common forcing and fits well with the theory of longshore 
winds as also proposed in recent studies by Sturges and Douglas (2011), Calafat et al. 
(2012, 2013a, b) and Marcos et al. (2013). These longshore winds cause a displacement 
of the thermocline leading to coastally trapped waves which propagate with the coast on 
the right (in the northern hemisphere) further northward. Complementary to the above-
mentioned studies, we find evidence that the signal propagates on its way north into the 
North Sea region. Generally, the waves appear to be caused in the region south of 45 N 
by changes in the strengths of the prevailing anti-cyclonic circulation (around the Azores 
High) (e.g. Sturges and Douglas, 2011). Our results imply that the decadal local MSL var-
iability in the North Sea represents a combination of propagating waves triggered at dif-
ferent latitudes. For instance, the highest dependencies are found between the atmos-
pherically corrected North Sea MSL and the steric height in the Gulf of Biscay and espe-
cially the region west of the UK. As previously described e.g. by Orvik and Skageseth 
(2003) and Richter et al. (2009), the inflow of Atlantic waters into the Nordic Seas is 
strongly governed by low pressure systems with prevailing westerly to southwesterly 
winds and subsequent baroclinic adjustment processes in the ocean. If we combine the 
IBE corrected local MSL in Newlyn with the steric height west of the UK, we can explain 
~79 % of the decadal variability demonstrating the dominance of the propagating signal on 
decadal and multi-decadal timescales.  
The origin of this variability has important implications for developing future MSL projec-
tions in the region, since the signals described in the present study are superimposed 
onto the longer-term changes. Such decadal scale fluctuations can cause coastal MSL to 
exceed a certain threshold, even only for a few years, much earlier than the time expected 
for the global mean to cross the same threshold. Additionally, due to the coarse resolution 
of the ocean component, most global climate models in the AR5 are not able to resolve 
the described processes on the shallow continental shelf. Given the mostly baroclinic na-
ture of the signal with a Rossby radius of about 20 km or less (Gill, 1982), it is clear that 
the zonal resolution of the most models (1° (~100 km) or larger) is too coarse. Hence, 
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statistical or dynamical downscaling techniques (e.g. von Storch et al., 1993; Dangendorf 
et al., 2013b, chapter 5 of this thesis) may represent a valuable tool to overcome these 
resolution problems. The finding that the decadal scale variability in the North Sea has its 
origin (at least partly) in baroclinic adjustment processes of the ocean in the North Atlantic 
further gives important information on the boundary conditions for the regional models 
generally used for dynamical downscaling. 
Besides their influence on the temporal variability, it is also of interest to examine how 
much local atmospheric component contributes to 20th Century MSL trends at each site 
(Figure 4-12). The atmospheric component, ξatm, shows local differences up to 0.4 mm/yr 
between the individual sites (Figure 12). Wahl et al. (2013) also pointed to distinctive spa-
tial differences in rates of SLR in the North Sea and suggested that these were mainly 
related to uncertainties in the estimates of VLMs. The results presented here show that 
local atmospheric forcing also affects the spatial trend patterns of local MSL and should 
therefore be removed before any VLM analysis in the region.  
 
 
Figure 4-12: Linear trends ±2σ SE of the 
atmospheric contribution to MSL over the 
period 1900 to 2011. Only those trends 
are shown, where at least 75 % of the 
data was available. Statistically signifi-
cant trends (95 % confidence level) are 
marked by a colored dot. 
 
 
 
 
We further analyzed the role of local atmospheric forcing on the estimation of long-term 
trends and acceleration/deceleration patterns using a combination of observations and a 
set of artificially generated time series. The important finding from these analyses is that 
atmospheric forcing (dominating local MSL variability on intra- and inter-annual time-
scales) is the main factor controlling the signal to noise ratio in the time series. This has 
two significant implications: 
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The accuracy of the linear long-term trend strongly depends on whether the atmospheric 
correction has been applied or not. Removing known parts of variability leads to more 
robust trend estimates and hence shorter time series can be included in studies focusing 
on long-term trends. This finding is most relevant for areas where only short records exist 
(see also Dangendorf et al., 2013a, chapter 3 of this thesis). The effect of removing the 
known variability in the North Sea is largest in the wind-dominated areas, where the inter-
annual variability is more pronounced. 
The removal of atmospherically induced MSL variations increases the signal to noise ratio 
and therefore allows earlier detection of possible SLR accelerations (here up to 50 years 
depending on the location and the projection and compared to using uncorrected time 
series), as projected under a warming climate.  
The later point is important for coastal planning and safety management. Today anthropo-
genic climate change represents one of the major global challenges and coastal societies 
are discussing major investments in order to adapt to climate change. Local authorities 
need to know as early as possible how much SLR is likely to be expected over the next 
decades in order to prevent coastal flooding. The earlier we identify which climate change 
pathway the Earth’s climate system is following and how much SLR might be expected, 
the better we can adapt to it. Hence, we strongly recommend applying the atmospheric 
correction to the data in the region before estimating linear trends or possible accelera-
tions. 
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5 A new atmospheric proxy for sea level 
variability in the southeastern North Sea: 
observations and future ensemble projec-
tions 
5.1 Abstract 
Atmosphere-ocean interactions are known to dominate seasonal to decadal sea level var-
iability in the southeastern North Sea. In this chapter an atmospheric proxy for the ob-
served sea level variability in the German Bight is introduced. Monthly MSL time series 
from 13 tide gauges located in the German Bight and one virtual station record are evalu-
ated in comparison to SLP fields over the North Atlantic and Europe. A quasi-linear rela-
tionship between MSL in the German Bight and SLP over Scandinavia and the Iberian 
Peninsula is found. This relationship is used (i) to evaluate the atmospheric contribution to 
MSL variability in hindcast experiments over the period from 1871-2008 with data from the 
20CRv2, (ii) to isolate the high frequency meteorological variability of MSL from longer-
term changes, (iii) to derive ensemble projections of the atmospheric contribution to MSL 
until 2100 with eight different coupled global atmosphere-ocean models (AOGCM’s) under 
the A1B emission scenario and (iv) two additional projections for one AOGCM 
(ECHAM5/MPI-OM) under the B1 and A2 emission scenarios. The hindcast produces a 
reasonable good reconstruction explaining approximately 80 % of the observed MSL vari-
ability over the period from 1871 to 2008. Observational features such as the divergent 
seasonal trend development in the second half of the twentieth century, i.e. larger trends 
from January to March compared to the rest of the year, and regional variations along the 
German North Sea coastline in  trends and variability are well described. For the period 
from 1961 to 1990 the Kolmogorov-Smirnow test is used to evaluate the ability of the eight 
AOGCMs to reproduce the observed statistical properties of MSL variations. All models 
are able to reproduce the statistical distribution of atmospheric MSL. For the target year 
2100 the models point to a slight increase in the atmospheric component of MSL with 
generally larger changes during winter months (October to March). Largest MSL changes 
in the order of ~5-6 cm are found for the high emission scenario A2, whereas the moder-
ate B1 and intermediate A1B scenarios lead to moderate changes in the order of ~3 cm. 
All models point to an increasing atmospheric contribution to MSL in the German Bight, 
but the uncertainties are considerable, i.e. model and scenario uncertainties are in the 
same order of magnitude. 
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5.2 Introduction 
MSL is an important environmental variable with considerable impact on coastal commu-
nities. Particularly in face of a warming climate, sea level is expected to rise throughout 
the 21st century, probably at accelerated rates. Hence, for coastal planners the knowledge 
about possible future SLR is of special importance, as it provides information for impacts 
and possible management strategies, including the upgrade of coastal structures. This is 
why in the recent past a growing number of scientists have tried to evaluate projections of 
SLR on regional (e.g. Lowe et al., 2009; Katsman et al., 2008, 2011; Slangen et al., 2012) 
and global scales (Meehl et al., 2007; Nicholls et al., 2011 and references therein) and 
under different climate change scenarios. 
These projections are based on the present day knowledge about the different processes 
affecting sea level on various temporal and spatial scales. When assessing secular trends 
sea level may vary due to steric (i.e. the expansion/contraction of the ocean due to varia-
tions in temperature or salinity) or mass changes (i.e. melt water contributions from land 
ice or freshwater from land hydrology). However, superimposed on these secular changes 
on timescales up to a few decades internal climate variability may affect sea level due to 
changes in atmospheric forcing  (e.g. Firing and Merrifield, 2004; Miller and Douglas, 
2007; Nerem et al., 2010; Bromirski et al., 2011; Merrifield and Maltrud, 2011; Calafat et 
al., 2012; Calafat et al., 2013b) i.e. the redistribution of water masses due to wind forcing 
or associated upwelling/downwelling processes and the hydrostatic response of sea level 
to variations in regional SLP, widely known as the IBE. While the majority of recent sea 
level projections focused on the impacts of global warming (i.e. steric effects or added 
mass), Ponte (2006) and Stammer and Hüttemann (2008) have shown that especially on 
regional scales and time scales of several decades the IBE alone may contribute to sea 
level changes in the same order as land movements as result of GIA. Furthermore, a 
number of recent studies emphasized the importance of wind stress in forcing spatial and 
temporal differences in sea level trends and variability (Bromirski et al., 2011; Merrifield 
and Maltrud, 2011; Sturges and Douglas, 2011; Albrecht and Weisse, 2012; Dangendorf 
et al., 2012, 2013a, chapter 2 and 3 of this thesis).  
There are some regions in the world that are particularly affected by changes in the at-
mosphere, for example the North and Baltic Sea region (Heyen et al., 1996; Hünicke et 
al., 2008; Albrecht and Weisse, 2012; Dangendorf et al., 2013a chapter 3 of this thesis), 
the Northeast Pacific coastlines (Merrifield and Maltrud, 2011), the Mediterranean Basin 
(Tsimplis and Josey, 2001; Marcos and Tsimplis, 2007), the eastern North Atlantic (Sturg-
es and Douglas, 2011; Calafat et al., 2012), or the Arctic Ocean (Proshutinsky et al., 
2007; Calafat et al. 2013). The focus of the present chapter is on the southeastern North 
Sea, more precisely on the German Bight. The North Sea is a shallow shelf sea at the 
eastern boundary of the North Atlantic. The dominant atmospheric mode in the region is 
the NAO influencing weather patterns especially during winter months (Hurrel, 1995). The 
NAO can be defined as the difference of pressure anomalies between southern Iceland 
and the Azores. In positive phases the NAO brings warm and wet air together with a 
strong westerly flow over Northern Europe, leading to positive MSL anomalies along 
A new atmospheric proxy for sea level varibaility 
Sea level variability in the southeastern North Sea 
90 
 
Northern European coastlines (Woolf et al., 2003). The NAO influences MSL through dif-
ferent coupled processes, such as the IBE, zonal wind stress forcing or precipitation 
(Suursaar and Sooäär, 2007). In the German Bight a positive NAO phase between the 
1960s and mid-1990s lead to anomalous larger MSL trends during winter exceeding 
trends of the remaining seasons by up to 3 to 4 mm/yr (Dangendorf et al., 2012, chapter 2 
of this thesis). The majority of MSL variability in the German Bight is related to zonal wind 
stress forcing. It explains up to ~90 % of the observed variability during winter season, 
whereby SLP and precipitation also contribute a statistically significant but even though 
smaller part (Dietrich, 1954; Dangendorf et al., 2013a, chapter 3 of this thesis).  
Two different approaches are available for the estimation of the atmospheric contribution 
to SLR and variability. The most accurate way would be to analyze the outputs of two- or 
three dimensional (hereafter 2D and 3D) coupled barotropic or baroclinic ocean-
atmosphere models (such as HAMSOM) for the separation of wind and pressure effects. 
The models are generally driven by oceanographic and meteorological forcing parameters 
(e.g. tides, temperature, salinity, wind and SLP) at the model boundaries. In Europe much 
effort in developing such models has gone into models of the Mediterranean (e.g. Somot 
et al., 2006; Gomis et al., 2008; Jorda et al., 2012) and the North Sea basin (e.g. Langen-
berg et al., 1999; Weisse and Pluess, 2008). However, these models are computationally 
very expensive (with computation times for century scale simulations  depending on the 
region and the required accuracy of the bathymetry  of several days/weeks for 2D ba-
rotropic and several months/years for 3D baroclinic models) making it difficult to perform 
analyses of a larger numbers of climate change scenarios, especially under the consid-
eration of the outputs of different climate models. This disadvantage can be overcome by 
following the second approach, i.e. using statistical-empirical relationships between at-
mospheric and oceanographic variables for multiple LRMs (Heyen et al., 1996; Hünicke et 
al., 2008). These models are computationally considerably cheaper (with computation 
times for century scale simulations of several seconds or minutes) and therefore well 
placed for the evaluation of larger numbers of scenarios derived with different climate 
models. 
In the present chapter a simple atmospheric proxy for MSL variability in the German Bight 
is introduced. The proxy is used (i) to examine the contribution of atmospheric forcing to 
MSL variability during the period from 1871 to 2008, (ii) to isolate the high frequency me-
teorologically induced variability of MSL from longer-term changes and (iii) to project the 
atmospheric contribution to MSL variability under three different climate change scenarios 
by statistically downscaling the output of eight different climate models. The paper is or-
ganized as follows. The considered data sets and applied methods are described in detail 
in the following Section 5.3. The results are presented and discussed in Section 5.4. This 
section is further split into four subsections discussing (i) the ability of the proxy to recon-
struct typical features of atmospherically induced MSL changes as known from the litera-
ture, (ii) the timescales needed for adequately reproducing past MSL changes with the 
presented proxy, (iii) the ability of the AOGCM’s in adequately simulating observed MSL 
changes, and (iv) changes in the atmospheric component of MSL under changing green-
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house gas emissions until the target year 2100. The paper closes with concluding remarks 
given in Section 5.5. 
5.3 Data and methods 
5.3.1 Data 
Monthly MSL time series from 13 tide gauges located in the German Bight are used 
(Figure 5-1). The time series were reconstructed as part of the AMSeL project (Wahl et 
al., 2010, 2011) and provide a spatially good coverage of the German Bight. The longest 
record covers a period of 166 years from 1843 to 2008. While Wahl et al. (2010, 2011) 
and Albrecht et al. (2011) focused on annual MSL time series, the monthly data sets were 
analyzed for the first time by Dangendorf et al. (2012, 2013a, chapter 2 and 3 of this the-
sis, 2013c). All records were extensively checked for systematic errors and local datum 
shifts. Additionally, a virtual station for the period from 1871 to 2008 that is representative 
of the entire German Bight is computed by following the approach used by Wahl et al. 
(2011). Rates of monthly MSL change rather than time series with different datum refer-
ence are averaged to form one common signal (Jevrejeva et al., 2006). This approach 
aims at solving the sampling problem of sea level time series from different tide gauges 
with varying reference levels.  
 
Figure 5-1: Investigation area of the German Bight and tide gauge locations. The names of the tide gauges 
are listed in the figure. The colorbar defines the availability of data in years until 2008. 
A key issue of the present chapter is the presentation of an atmospheric proxy for MSL 
variability in the German Bight that is validated for the observation period of tide gauges. 
A common database for establishing links between atmospheric and oceanographic vari-
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ables is to analyze atmospheric fields from reanalysis products over the past century. The 
newest available reanalysis product is the 20CRv2 provided by the National Oceano-
graphic and Atmospheric Administration (NOAA) in Boulder, Colorado. The 20CRv2 ex-
tends earlier reanalysis products (Kalnay et al., 1996; Uppala et al., 2005) back into the 
19th century and covers a period from 1871 to 2010 (Compo et al., 2011). Reanalysis 
fields are computed by assimilating observational data over a specified period. The 
20CRv2 was generated by assimilating observations of SLP, sea surface temperature and 
sea ice as boundary conditions. Since the availability of assimilated data has improved 
over time, the homogeneity of the reanalysis data is suggested to be higher for the last 
decades compared to earlier periods before 1950. For example, Krüger et al. (2012) 
pointed to considerable differences between storminess trends from observational and 
reanalysis data over the North Sea. However, they have focused on trends of high per-
centiles and Dangendorf et al. (2013a, chapter 3 of this thesis) have shown that the mean 
monthly atmospheric variability over the southeastern North Sea is better represented 
back to the 19th century. Additionally, the present investigations focus on variability pat-
terns. Hence, in the present case the trend bias in the 20CRv2 can be neglected. 
Table 5-1: Climate models and available scenarios used in the present chapter. 
 
For projecting the atmospheric component of MSL into the future, an assessment of 
monthly SLP fields from eight coupled Atmosphere-Ocean Global Circulations Models 
(AOGCM’s) is carried out. The model data are available from the CERA database, main-
tained by the Model and Data group at the Max-Planck-Institute in Hamburg, Germany. 
Most models used in the present chapter are part of the ENSEMBLE project (Ensemble 
based predictions of climate change and their impacts, Niehörster et al., 2008 and Van 
der Linden and Mitchell, 2009). Additional runs were chosen, because they play an im-
portant role in climate impact research in Germany (e.g. Jacob et al., 2008; Nilson et al., 
2010). Recently, these model runs were used for an assessment of climate change im-
pacts in Germany within the KLIWAS program. For that purpose all models were trans-
formed from different original global grids on a common regional rotated grid (Krahe et al., 
M odel Insti tu tion, Country Period Forcings
BCM2
Bjerknes Centre for Climate Research, Norway 
(Furevik et al., 2003)
1950-2099 C20, AIB
CNCM3
Centre National de Recherches Meteorologiques, 
France (Salas-Melia et al., 2005)
1950-2100 C20, AIB
DMIEH5
Danish Meteorological Institute, Denmark 
(Junglcaus et al., 2006)
1950-2100 C20, AIB
EGMAM
Institute for Meteorology, FU Berlin, Germany 
(Huebener et al., 2007)
1950-2099 C20, AIB
HADGEM Met Office, UK (Johns et al., 2006) 1950-2099 C20, AIB
HADCM3 Met Office, UK (Gordon et al., 2000) 1950-2100 C20, AIB
IPCM4
Institut Pierre Simon Laplace, France (Marti et al., 
2005)
1950-2100 C20, AIB
MPEH5
Max-Planck-Institute for Meteorology, Germany 
(Junglcaus et al., 2006)
1950-2100
C20, B1, AIB, 
A2
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2011). For all models the first run of the 20th century (C20) experiments from 1950 to 2000 
and one run for the 21st century from 2001 to 2100 (mostly using emission scenario A1B) 
are evaluated here. Background information on the models and their representation of 
different greenhouse gas emission scenarios is given in Table 5-1. 
5.3.2 Methods 
With respect to the first objective of the chapter, i.e. reconstructing observed changes in 
the atmospheric contribution to MSL over the period from 1871 to 2008, a link between 
large-scale atmospheric pressure and MSL anomalies in the German Bight is established. 
For that purpose, monthly MSL anomalies (i.e. linearly detrended and deseasonalized) 
from the virtual station time series of the German Bight are correlated with gridded SLP 
anomalies from the 20CRv2 data over the larger geographic area from 40W to 40E and 
20N to 80N (Figure 5-2a). The correlations point to a strong negative relationship between 
MSL in the German Bight and SLP over Scandinavia and a significant positive connection 
to SLP over the Iberian Peninsula. This correlation pattern reflects the strong zonal flow 
over the North Sea leading to a dominant influence of zonal wind stress on sea level vari-
ability in the German Bight (Heyen et al., 1996; Dangendorf et al., 2013a, chapter 3 of this 
thesis), explaining a considerable fraction of the observed variability (Figure 5-2b).  
The dominant influence on sea level variability can be related to persistent winds blowing 
over the North Sea basin, driving a counterclockwise circulation (e.g. Sündermann and 
Pohlmann, 2011) and piling up the water at the southeastern coastlines (Wakelin et al., 
2003). This is demonstrated by the composite plot shown in Figure 5-3. During months of 
particular high MSL (> 2 standard deviations) negative SLP anomalies over Scandinavia 
together with prevailing westerly winds over the North Sea basin are observed. In phases 
of particular low MSL anomalies (< 2 standard deviations) the situation turns to the oppo-
site with an increased easterly flow. Since the German Bight is a very shallow part of a 
shelf sea with water depths less than 10 m in near coastal areas and has a high tidal 
range between three to four meters and surges up to over four meters, this area is mostly 
well mixed without strong thermohaline stratification. Hence, upwelling processes and 
resulting changes in sea level are a transient phenomenon limited to a small area around 
Helgoland during the summer months (Becker et al., 1992). Also the IBE plays only a mi-
nor role for MSL variability in that region (Wakelin et al., 2003; Dangendorf et al., 2013a, 
chapter 3 of this thesis). Hence, the proxy mainly represents the effects of wind stress 
forcing and the resulting pile-up of water in the German Bight. 
Here both centers of action in the SLP fields are used for introducing an atmospheric 
proxy for sea level variability in the German Bight. The atmospheric proxy consists of two 
time series; the first principal component (PC) of SLP anomalies over Scandinavia (14E to 
22E, 60N to 66N) and the first PC of SLP anomalies over Iberian Peninsula (10W to 0E, 
40N to 44N), both estimated over the entire period from 1871 to 2008. The first PC’s ac-
count in both areas for more than 98 % of the observed variability and are therefore suita-
ble for representing both SLP centers of action. 
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To assess the potential of the atmospheric proxy for the explanation of sea level variability 
in the German Bight the following multiple LRM is used: 
 ߦ = ܽ + ܾ ∗ ܵܮ ௌܲ஼(ݐ) + ܿ ∗ ܵܮ ூܲ஻ + ߝ (5-1) 
where a, b and c are the regression coefficients and ε is an error term. 
 
 
Figure 5-2: a) Correlation map 
between MSL from the virtual 
station German Bight and grid-
ded SLP over the North Atlantic 
and European region. The two 
centers of action used for the 
proxy are shown with the two 
white squares b) Coefficient of 
determination for the reanalysis 
of monthly MSL at 13 stations in 
the German Bight. 
 
 
 
 
While the MSL anomaly time series from each tide gauge (and the virtual station) is used 
as the dependent variable, time series of the first PC’s of SLP anomalies (SLPSC for 
Scandinavia and SLPIB for the Iberian Peninsula) are employed as forcing parameters. 
The regression coefficients in equation 5-1 are estimated with detrended and deseasonal-
ized time series. For assessing the influences of long-term changes due to atmospheric 
forcing, the estimated regression coefficients are later applied to non-detrended time se-
ries including also observed seasonal variations. All regression coefficients are estimated 
on the basis of the full available period of tide gauge data and the 20CRv2 SLP fields (see 
Table 5-2 and Figure 5-1 for the available periods). This implies the assumption of a sta-
tionary behavior of the centers of correlation. To test this assumption, the correlation anal-
ysis has been repeated decade by decade from 1871 to 2008 (Figure 5-4). The centers of 
high correlation remained relatively stationary, also during the 1980’s and 1990’s, a period 
which is known to be marked by an extraordinary high atmospheric variability in the region 
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(Hurrel, 2003). This analysis confirms the assumption of stationarity. Nevertheless, an 
extrapolation of this assumption onto climate change projections of two to four degrees 
temperature change can only be finally verified by numerical simulations, a step which 
should be further examined in future studies. 
 
 
Figure 5-3:  Composite plot show-
ing the mean of SLP (contour) and 
wind (arrows) anomalies during 
periods of particular a) high (> 2 
standard deviations) and b) particu-
lar low  (< 2 standard deviations) 
(detrended) MSL at the virtual sta-
tion of the German Bight. 
 
 
 
First, the influence of atmospheric forcing on MSL variability over the period from 1871 to 
2008 is investigated. It is analyzed (i) whether typical features of atmospherically induced 
MSL changes are adequately represented by the proxy and (ii) how many years of data 
are required for estimating the regression coefficients to a specified level of accuracy. 
After establishing the link between atmospheric forcing and sea level variability for the 
past, the ability of different climate models to reproduce MSL variability is tested for the 
climate period from 1961 to 1990. This is done by comparing modeled-MSL downscaled 
from the AOGCM’s with the reference truth taken from the 20CRv2 reanalysis and tide 
gauge data for the hindcast period. To do so, the first PC’s of SLP over Scandinavia and 
Iberian Peninsula are extracted from each AOGCM and used as forcing parameters for 
the regression model from equation 5-1. As a measure of the statistical significance, the 
Kolmogorov-Smirnow test (KS-test) is applied. The KS-test is a nonparametric test for the 
equality of continuous, one-dimensional probability distributions. It examines whether two 
samples are drawn from the same statistical population by measuring the distance be-
tween the empirical distributions of both samples:´ 
 ܦ௄ௌ = max௫ หܨ௫(ݔ) − ܨ௬(ݔ)ห (5-2)
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Large distances between both cumulative distributions Fx (x) and Fy (x)) indicate incon-
sistencies between the hindcasted (i.e. based on 20CRv2 data) and modeled data (i.e. 
based on AOGCM data) (von Storch and Zwiers, 1999).  
 
 
Figure 5-4: Decadal correlation maps 
between MSL in the German Bight (virtual 
station) for the periods from a) 1871 to 
1980, b) 1881 to 1890, c) 1891 to 1900, d) 
1901 to 1910, e) 1911 to 1920, f) 1921 to 
1930, g) 1931 to 1940, h) 1941 to 1950, i) 
1951 to 1960, j) 1961 to 1970, k) 1971 to 
1980, l) 1981 to 1990 and m) 1991 to 2000. 
 
 
 
The models are then used for projecting future changes in the MSL variability due to at-
mospheric forcing (i.e. the second objective of the chapter) by applying the regression 
coefficients from equation 5-1 to the outputs of the AOGCM’s for the 21st century. The 
projected time series are investigated by estimating linear trends and moving averages for 
the modeled period from 2001-2100. Uncertainties related to the trend estimates are given 
as SEs considering that the residuals are serially correlated (Santer et al., 1999). This 
approach accounts for temporal correlation of the residuals by replacing the number of 
degrees of freedom by an effective sample size NE based on the lag-1 autocorrelation 
coefficient r1 and can be computed by using the formula: 
 ாܰ = ௧ܰ
1 − ݎଵ
1 + ݎଵ (5-3) 
If not stated otherwise, the SEs are computed on the 95 % confidence level.  
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When investigating climate change projections different sources of uncertainty have to be 
discussed (Niehörster et al., 2008). Here, the focus is on the scenario (Nakicenovic et al., 
2000) and model uncertainty (Palmer et al., 2005). Further uncertainties result from the 
internal climate variability within the models (Selten et al., 2006). This can be investigated 
by evaluating ensemble runs from each individual model. Imperfections in observation 
data can be evaluated using different observation data products. These are not further 
discussed in this paper. 
1. The scenario uncertainty results from the assumption of a specified greenhouse 
gas emission scenario. Different emission scenarios for various time periods were 
defined in the Special Report on Emission Scenarios (SRES) (Nakicenovic et al., 
2000). These scenarios are uncertain per definition, since they assume an un-
known development of human society, economy and political decisions. To assess 
this uncertainty, model outputs from the ECHAM5/MPI-OM (MPEH5 hereafter, see 
alsoTable 5-1) are evaluated for the three SRES scenarios B1, A1B and A2, 
providing a wide range of possible pathways. SRES B1 assumes a “sustainable 
world” with rapid changes in economic structures, dematerialization and a global 
population reaching 7 billion people until 2100, i.e. B1 characterizes a low emis-
sion scenario. The A1B scenario supposes moderate greenhouse gas emissions 
and can be described by a “rich world” indicating a very rapid economic growth 
with new efficient technologies. As a high-end scenario the SRES A2, also denot-
ed as “separated world”, is used. The A2 scenario is based on a more heteroge-
neous world with strong regional cultural differences.  
2. Model uncertainties result from a limited theoretical understanding of underlying 
processes, uncertainties in model parameters and the inability to describe known 
processes accurately in the model (Knutti et al., 2011). These uncertainties are 
considered by investigating the outputs from eight different AOGCM’s under the 
SRES A1B.  
5.4 Results and discussion 
5.4.1 MSL hindcast (1871-2008) 
An essential step of this chapter is to examine whether the atmospheric proxy represents 
a reliable measure of the atmospheric contribution to MSL variability over the period from 
1871 to 2008. The regression coefficients and the coefficients of determination for the 13 
tide gauge and the virtual station records are presented in Table 5-2 and Figure 5-2b. The 
explained variances (for the time series including the seasonal cycle) vary between a min-
imum value of 72 % (Norderney) in the southwestern part and a maximum value of 81 % 
(Husum) in the northeastern part of the German Bight. Hence, the majority of the ob-
served variability is captured by the atmospheric proxy. The spectra of monthly MSL 
(Figure 5-5) shows, that the observed time series are dominated by the annual cycle with 
amplitudes between approximately 9 and 13 cm, increasing from the southwestern to the 
northeastern stations (Figure 5-5). This feature has recently been described by Dangen-
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dorf et al. (2012 chapter 2 of this thesis) and has been attributed to the exposure of north-
easterly located tide gauges against westerly winds, which are predominant in the region 
(Dangendorf et al. 2013a, chapter 3 of this thesis). The fact that the explained variances 
increase in a similar manner along the coastline show that the atmospheric proxy is able 
to picture this feature adequately. The spectra of the hindcasted MSL records follow the 
spectra of observed MSL time series closely up to periods of approximately 18 years 
(Figure 5-5). For longer periods the explanatory power of the atmospheric proxy is much 
smaller, indicating that on multi-decadal time scales other forcing factors such as integrat-
ed longshore winds over the North Atlantic Ocean (Calafat et al., 2012; Calafat et al., 
2013; Dangendorf et al., 2014b, chapter 4 of this thesis) or westward propagating temper-
ature anomalies (Francombe and Dijkstra, 2009) may become more influential.  
 
 
 
Figure 5-5: Spectra of monthly MSL for ob-
served (black) and reconstructed (red) time 
series. 
 
 
Figure 5-6 maps seasonal MSL trends for the original observations and the atmospheri-
cally corrected records (i.e. observations minus atmospherically induced MSL) in the 
German Bight from 1951 to 2008. It shows a divergent development of seasonal MSL 
through the second half of the 20th century, that also represents a known feature of month-
ly MSL time series in the German Bight (Langenberg et al., 1999; Marcos and Tsimplis, 
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2007; Dangendorf et al., 2012, chapter 2 of this thesis). Dangendorf et al. (2013a, chapter 
3 of this thesis) has recently shown that this development can be attributed to a phase of 
particular high zonal flow over the North Atlantic European sector between the beginning 
of the 1960s and the mid-1990s. This resulted in more frequent and more intense south-
westerly to westerly winds (see also Siegismund and Schrum, 2001) influencing ampli-
tudes as well as phases of the seasonal MSL cycle in the region of interest. It is reflected 
by differing seasonal trends in the observed time series over the period from 1951 to 
2008, as shown in Figure 6a. Boreal winter (January to March; JFM) trends are approxi-
mately double the annual trends at each station, while boreal summer (July to September; 
JAS) trends are approximately 1 mm/yr smaller than the annual mean. The SEs (here 
1σSE), represented as error bars in Figure 5-6, are also considerably larger for winter 
compared to summer, the entire year, and the remaining seasons (not shown). When sub-
tracting the atmospheric component -thus isolating the slow tectonic/climate compo-
nent- from the observed MSL time series, the calculated seasonal trends become much 
more similar and the associated SEs are notably reduced. 
Table 5-2: Results of the regression fits for tide gauge records in the German Bight and the atmospheric 
proxy for the full available time periods. All estimated regression coefficients are statistically significant on the 
95 %-confidence level. 
 
The remaining annual trends at the individual sites vary closely around a mean trend of 
about 2 mm/yr at the virtual station record. The only exceptions are the tide gauge records 
from Bremerhaven and Emden, which show considerably smaller trends. The tide gauges 
are located in the Weser and Ems estuaries, which were both subject to extensive coastal 
engineering works throughout the second half of the 20th century. As a result of man-made 
interventions, e.g. deepening of shipping channels, the tidal characteristics at these loca-
tions changed. Consequently, tidal low water levels decreased in relation to the tidal highs 
and also resulted in smaller MSL values (and trends) at these stations (Jensen et al., 
2003). Hence, both sites are well suited for variability studies, but one has to be careful 
when analyzing their long-term trends. Overall, the reduction of the trends and SEs as 
Coefficien t of 
Determ ination
a [-] b [-] c [-] R² [-]
List 1937-2008 0.12 -0.49 (±0.02) 0.28 (±0.04) 0.76
Hörnum 1937-2008 0.12 -0.49 (±0.02) 0.28 (±0.04) 0.76
Dagebüll 1937-2008 0.23 -0.53 (±0.02) 0.33 (±0.04) 0.78
Wyk 1951-2008 -0.01 -0.51 (±0.03) 0.29 (±0.04) 0.78
Wittdün 1937-2008 0.2 -0.48 (±0.02) 0.27 (±0.04) 0.75
Husum 1937-2008 0.22 -0.52 (±0.02) 0.31 (±0.04) 0.81
Helgoland 1953-2008 0.11 -0.41 (±0.02) 0.21 (±0.04) 0.75
Cuxhaven 1871-2008 0 -0.46 (±0.02) 0.31 (±0.03) 0.75
Wilhelmshaven 1937-2008 0.2 -0.44 (±0.02) 0.32 (±0.04) 0.75
Bremerhaven 1937-2008 0.17 -0.40 (±0.02) 0.25 (±0.04) 0.74
LT Alte Weser 1935-2008 0.15 -0.41 (±0.02) 0.24 (±0.04) 0.74
Norderney 1900-2008 -0.04 -0.40 (±0.02) 0.22 (±0.04) 0.72
Emden 1949-2008 -0.07 -0.41 (±0.02) 0.25 (±0.04) 0.76
German Bight 1871-2008 0 -0.44 (±0.02) 0.28 (±0.04) 0.75
Tide gauge
Ava i lab le  
period
Regression Coefficien ts
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shown in Figure 5-6 is in a similar order as reported by Marcos and Tsimplis (2007), who 
used a hydrodynamic-numerical model for the estimation of atmospheric effects on MSL 
trends in the larger North Atlantic and Mediterranean region. Although Marcos and Tsim-
plis (2007) analyzed a different time period (i.e. 1960 to 2000), the magnitude of the trend 
reduction is quite similar. Marcos and Tsimplis (2007) provided a common estimate of the 
atmospheric contribution for the whole North Sea basin of 0.3 mm/yr for the annual time 
series, which is similar to the reduction of the observed trends for the virtual station time 
series of the German Bight. This supports the reliability of the present estimate by using a 
much simpler empirical-statistical LRM. 
 
 
Figure 5-6: Seasonal and annual MSL 
trends for a) observations and b) atmos-
pherically corrected records at stations in 
the German Bight from 1951 to 2008. 
Black dots correspond to annual MSL 
trends, red dots show boreal winter (JFM) 
MSL trends and blue dots indicate boreal 
summer (JAS) MSL trends. 
 
 
 
 
Figure 5-7 shows the observed MSL time series from 1871 to 2008 in comparison to re-
sidual time series after applying the atmospheric correction. The effect of that process is 
self-evident. The subtraction of atmospherically induced MSL changes leads to a consid-
erable lower inter-annual and decadal variability that often hampers the detection of ac-
celeration/deceleration patterns in sea level time series (Rahmstorf et al., 2012). The re-
sidual time series contain a considerable lower fraction of background noise allowing 
more accurate trend analyses.  
The spectra of observed and reconstructed MSL time series show that inter-annual fluctu-
ations are well assessed by the atmospheric proxy. The multi-decadal features of annual 
MSL, however, remain more or less unexplained. Hence, the decadal trend rates obtained 
by Wahl et al. (2011) will not fundamentally change after subtracting the atmospheric 
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component. Amongst others, they found high rates of SLR at the end of the 19th century 
and for the period covering the last three decades. These temporal patterns are still evi-
dent in Figure 5-7 after correcting the observed time series for atmospheric influences 
captured by the proxy. 
 
Figure 5-7: Normalized annual observed (black) and atmospherically corrected (red) MSL from 13 tide gauge 
records and the virtual station German Bight. The red numbers represent the variability explained by the at-
mospheric reconstruction on inter-annual time scales. 
In summary, the atmospheric proxy introduced above is able to capture the main charac-
teristics of atmospherically induced (from winds over the North Sea basin) MSL variations 
in the German Bight over the 1871 to 2008 period. The atmospheric contribution explains 
major parts of the observed variability up to ~18 years. It is well known that throughout the 
past century atmospheric forcing played an important role in the regional MSL develop-
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ment along the North Sea coastlines (Tsimplis et al., 2005). Hence, the consideration of 
these effects is also important when assessing possible future sea level changes. 
5.4.2 Model validation 
When using empirical relationships between different climatic parameters for assessing 
greenhouse gas emission scenarios, a key issue is to assure that the observed links are 
stationary over time. In this context it is important (i) how many years of data are needed 
to estimate trustworthy regression coefficients and (ii) whether the regression coefficients 
depend on the considered time period. A common way to validate statistical models is to 
split the observational period in two sub-periods, in which one sub-period is predicted by 
the use of regression coefficients estimated within the other sub-period (the so called 
training period) (Hünicke et al., 2008; Albrecht and Weisse, 2012). However, this ap-
proach is somewhat arbitrary, since the two periods have to be selected with no a priori 
information about the required length of the training period. Hence, in the present chapter 
a more sophisticated approach is applied (see Dangendorf et al., 2013a, chapter 3 of this 
thesis) to the virtual station of the German Bight.  
In this approach the observational data is first split into sub-samples considering all possi-
ble window sizes (here 1 to 137 years). Each sub-sample is used to estimate the regres-
sion coefficients of equation 5-1, which are then compared to the estimates derived from 
the full available period, i.e. the coefficients presented in Table 5-2. For testing the sta-
tionarity of the estimated regression coefficients, every window is moved by one year over 
the entire record. As result, an estimate of the regression coefficients for each window 
size is obtained. A challenge is now to get a realistic threshold, from which one can as-
sume that the estimated regression coefficient lead to robust estimates for the atmospher-
ic component of MSL. To compare the regression coefficients from the varying window 
sizes with the best estimate from Table 5-2 (b = -0.44 and c = 0.28), it is first assumed 
that a regression coefficient is adequately estimated, if the RMSE between the time series 
from the entire record and the time series predicted with a training period is below 1 cm. 
To obtain confidence bounds for the regression coefficients (related to RMSEs smaller 
than 1cm) estimated for the training periods, then different RMSEs from a possible range 
of regression coefficient combinations (-1 >= b <= 0 and -0.4 <= c <= 1) are estimated. 
The results of this computation are shown in Figure 5-8a. The RMSE varies within the 
simulations between values of 0 and 18 cm. A RMSE below 1 cm is reached if the regres-
sion coefficient b is between -0.47 and -0.40 and regression coefficient c is between 0.20 
and 0.36. These values are used as best guess for the cross-validation. 
The results of the cross-validation of regression coefficient b are presented in Figure 5-8b 
and Figure 5-8c. For small window sizes (<5 years) the estimated regression coefficient b 
varies considerably within a range of -0.1 and -0.8, but converges to the values estimated 
for the full period with increasing window sizes (Figure 5-8b). After approximately 40 to 60 
years the regression coefficient estimated for the training periods are comparable to the 
best fit for the full period (i.e. the RMSE becomes smaller than 1 cm). Although the coeffi-
cient shows some time-dependent fluctuations, it remains within the confidence bounds 
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when the window is moved through the time series (Figure 5-8). Regression coefficient c 
shows a quite similar characteristic: stable regression coefficients are derived when using 
40 years of data (Figure 5-8d and Figure 5-8e).  
 
Figure 5-8: a) Root mean square error (RMSE) as a function of varying regression coefficients b and c (col-
ored contours). Regression coefficient combinations resulting in RMSEs smaller than 1 cm (from a compari-
son with the best fit over the full period of 138 years) are marked with a white dot. b) Results of the model 
validations. Black dots show regression coefficients estimated within different sub-samples from varying win-
dow sizes. The grey area shows the confidence bounds for regression coefficient b estimated in a). The black, 
red and blue lines represent window sizes of 40, 50 and 60 years, respectively. c) Regression coefficient b 
estimated with a window size of 40 (black), 50 (red) and 60 (blue) years as a function of time. d) Same as b), 
but for regression coefficient c. e) Same as c), but for regression coefficient c. 
The results presented in Figure 5-8 point to the stationarity of the estimated relationship, 
i.e. the regression coefficients have not fundamentally changed over time (note that the 
assumption that the RMSE is adequate if it is in the order 1 cm is somewhat arbitrary, but 
the value seems to be reasonable small compared to the standard deviations of ~14 cm in 
the atmospherically induced MSL. The value is further supported by the fact the water 
levels are generally measured with an accuracy of one centimeter. Smaller values were 
also tested, and it was found that while the required periods (as in Figure 5-8b and Figure 
5-8d) increase the stationarity (as in Figure 5-8c and Figure 5-8e) remains unaffected). 
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Less than one third of the observational period is required to derive reliable regression 
coefficients and to accurately predict the time series for the entire period. This leads to the 
conclusion that the time periods considered here are long enough to derive valuable in-
formation on the atmospheric contribution to MSL until 2100. 
5.4.3 Simulating the atmospheric contribution to MSL with AOGCMs for the 
control period (1961-1990) 
Before applying the developed regression formulas to future projections of SLP, an essen-
tial step consists in the validation of the considered climate models. Currently, climate 
models cannot be expected to perfectly reproduce observed climate periods (Knutti et al., 
2011). This is especially true if the AOGCM’s are only forced by greenhouse gas and aer-
osol concentrations, and no observational data are assimilated. Nevertheless, the current 
AOGCM’s are expected to produce time series with similar statistical characteristics but 
different temporal evolution. Hence, a commonly used method is to compare statistical 
distributions of observations and simulations rather than time series. For the present 
chapter the major question of interest is whether the climate model outputs can be used in 
combination with the estimated regression coefficients from the 20CRv2 to reproduce the 
distribution of the atmospheric component of MSLfor the control period from 1961 to 1990. 
The relationship between the hindcasted (20CRv2, i.e. the reference truth) and modeled 
time series is displayed by the quantile-quantile (Q-Q) plots shown in Figure 5-9. If the 
samples come from similar statistical populations the Q-Q plots follow a straight line with a 
slope of 45°. 
The p-values (a p-value larger than 0.05 implies statistical significance on the 95 % confi-
dence level) derived from a KS-test are also shown in Figure 5-9 for each of the eight cli-
mate models. For all AOGCMs the distributions derived from the model results fit well to 
the distributions derived from the hindcasted MSL. However, there are some differences 
in the performance of the individual models. The poorest but still statistical significant rep-
resentation is given by the models IPCM4 and DMIEH5 with p-values of 0.22 and 0.25, 
respectively. Both models tend to continuously underestimate the extreme values of the 
MSL distribution, i.e. the highest monthly MSL values are generally higher in the 20CRv2 
hindcast time series compared to the model time series. This is not the case for the mod-
els leading to the highest p-values, that are the BCM2 (p = 0.99) and HADCM3 (p = 0.81). 
The Q-Q plots show in both cases a more or less straight line leading to high p-values 
within the KS-test. For the extreme low monthly MSL values all models accurately match 
the 20CRv2 hindcast values. Hence, assuming that the performance of the models is sta-
tionary over time, it can be suggested that the simulated atmospheric fields until 2100 can 
be used for the purpose of this chapter. A bias correction is not necessary. 
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Figure 5-9: Quantile-quantile plots modeled and hindcasted atmospheric contribution to MSL for the valida-
tion period from 1961 to 1990. For each model the results of the Kolmogorov-Smirnow test are given. 
5.4.4 Simulating the atmospheric contribution to MSL with AOGCMs for the 
21st century 
First, the projections of the atmospheric MSL proxy are evaluated on a seasonal and an-
nual basis for each AOGCM and the multi-model-mean under the consideration of the 
A1B scenario. Linear trends are computed for each monthly subseries and the annual 
means over the common period from 2001-2100. For seasonal changes only the results 
for the virtual station time series are presented (Figure 5-10), whereas annual trends are 
presented for each tide gauge location in Figure 5-11 and the virtual station time series in 
Table 5-3. Additionally, moving averages are presented as time series from 1950 to 2100 
for all models and scenarios (Figure 5-12) to identify inherent decadal variability in the 
projections.  
The annual trends for the virtual station time series vary between the different models 
ranging from negative values in the order of -0.14 ± 0.34 mm/yr for IPCM4 to positive 
trends in the order of 0.60 ± 0.31 mm/y for BCM2 (Table 5-3, first column). The A1B multi-
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model-mean trend is 0.30 ± 0.13 mm/yr (not listed in Table 5-3, but see Figure 5-11 for 
the ensemble mean at each individual station). With the exception of the IPCM4 all mod-
els show positive annual trends, whereas four models (BCM2, CNCM3, DMIEH5, EG-
MAM) exhibit statistically significant trends (95 %-confidence level). 
 
Figure 5-10: Linear Trends (blue dots) ± 2σSE (black bars) of monthly atmospherically contribution to MSL at 
the virtual station of the German Bight (i.e. the average series of all 13 tide gauge records) estimated from 
different climate models for the period 2001 to 2100 under the SRES A1B scenario. The linear trends of the 
multi model mean are shown by the red lines. 1 and 2σSEs of the multi-model mean are presented by the red 
shaded areas. The grey shaded areas mark the winter half year from October to March. 
Most of the considered models point to slightly larger (although mostly insignificant) trends 
during the cold season from October to March compared to the warm season (i.e. April to 
September, Figure 5-10). The multi-model mean trend shown in Figure 5-10 implies larg-
est trends during boreal autumn (OND; October to December). These findings indicate 
that changes in the amplitude and phase of the seasonal MSL cycle may occur. The 
trends of the monthly subseries vary between -0.74 and 1.5 mm/yr across all models and 
months. Exceptions are the MPEH5 and the HADCM3 models, which do not provide a 
significant seasonal pattern in the trends. Seasonal changes have already been found for 
the past century from evaluating the longest records in the German Bight (Dangendorf et 
al., 2013c). A further increase of monthly MSL during the cold season would lead to a fur-
ther rise of annual amplitudes under higher greenhouse gas concentrations. Since MSL is 
the height upon which surges built, an increase in the amplitudes with higher values dur-
ing the storm surge season from October to March exacerbates the flood risk for coastal 
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communities. Jorda et al. (2012) performed similar analysis for the Mediterranean region 
by using the barotropic version of the HAMSOM model. Considering the output from en-
semble runs of another AOGCM (ARPEGE model) for the atmospheric forcing of the ba-
rotropic model they found a decrease of the annual amplitudes until 2100. This could be 
expected, as both regions, i.e. the North Sea and the Mediterranean, are atmospherically 
directly connected to the NAO with an inverse relationship (Tsimplis and Shaw, 2008). 
While stations along the North Sea coastlines exhibit a positive correlation to the NAO 
index, from the English Channel southwards the relationship reverses leading to strong 
negative correlations in the Mediterranean region (Tsimplis and Shaw, 2008). The fact 
that both studies show comparable results (under the consideration of regional differ-
ences) for the atmospheric contribution points first to a general consensus between the 
different models regarding the atmospheric development throughout the 21st century and 
second to a common large-scale driving mechanism behind the projections.  
 
Figure 5-11: Linear Trends (annual means) for the time period 2001-2100 for all models at the tide gauge 
stations under the SRES A1B scenario. Trends, which are statistically significant on the 95 % confidence 
level, are marked by a black circle, while trends, which are statistically significant on the 68 % confidence 
level, are marked with a white dot. 
For practical purposes (e.g. planning adaptation measures) the regional differences in 
future MSL development are of importance. Figure 5-11 and Figure 5-13 show the linear 
trends computed for the atmospheric contribution to annual MSL time series for each sta-
tion and the projected period from 2001 to 2100 highlighting model differences in Figure 
5-11 and differences between scenarios in Figure 5-13. Across all investigated models 
and scenarios there is a tendency towards larger trends along the northeastern stations 
compared to the stations along the southwestern coastline. However, this difference 
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strongly depends on the magnitude of the regional trends (i.e. the annual trend estimated 
for the projected virtual station time series) within the different models.  
 
Figure 5-12: 10-year moving average (line) ± one standard deviation (shaded area) of the annual atmospheric 
contribution to MSL for the virtual station time series of the German Bight (i.e. the average series of all 13 tide 
gauge records) 1950 to 2100 simulated with different AOGCM’s. The twentieth century run is shown in black, 
while the SRES run is presented in red. The 20CR/A1B multi-model-mean is shown in blue. 
Figure 5-14 presents the relationship between the magnitude of the regional trend for the 
virtual station time series of the German Bight and the observed differences between sta-
tions located at the northeastern (List, Hörnum, Dagebüll, Wyk, Wittdün and Husum) and 
southwestern coastline (Cuxhaven, Bremerhaven, Wilhelmshaven, LT Alte Weser, Nor-
derney and Emden). There is a clear tendency towards stronger differences in conjunc-
ture with higher projections in the atmospheric component of MSL or higher trends for the 
virtual station, respectively. A similar development (i.e. larger trends in the atmospheric 
component along the northeastern coastline) has been observed in the recent past as a 
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consequence of more frequent and extensive southwesterly to westerly winds (Dangen-
dorf et al., 2013a, chapter 3 of this thesis, Dangendorf et al. 2013c). Since the northeast-
ern stations are more exposed to that wind direction, observed differences in the trend 
rates during the last three decades can be partially explained. The difference of trends 
found from the model simulations can be very likely explained through similar underlying 
processes.  
 
 
 
Figure 5-13: Linear trends (in mm/yr) 
of the atmospheric component of 
MSL from 2001 to 2100 for each tide 
gauge location in the German Bight 
estimated with the MPEH5 under the 
consideration of SRES B1 and SRES 
A2. Trends, which are statistically 
significant on the 95 % confidence 
level, are marked with a black circle. 
Trends, which are statistically signifi-
cant on the 68 % confidence level, 
are shown with a white dot. 
 
 
Several authors investigated possible changes in wind speeds and directions under 
changing greenhouse gas emissions until 2100 (Sterl et al., 2009; Donat et al., 2010; de 
Winter et al., 2012, 2013). Sterl et al. (2009) investigated the storm surge development 
along the Dutch coastline by driving a hydrodynamic model with 17 model members from 
the ESSENCE project. They found no evidence for long-term changes in the storm surge 
heights along the Dutch coast. The investigation of the regional wind field on the other 
hand pointed to an increase in extreme wind speed directions from southwesterly and 
westerly directions and this is more important for the storm surge climate along the ex-
posed German North Sea coastlines. Donat et al. (2010) studied the relationship between 
large-scale atmospheric circulation patterns and storms over Europe using data from the 
same AOGCM’s investigated here. They found a clear tendency to an increased westerly 
flow over Europe under future climate conditions, leading to both more days with westerly 
flow and more days with wind storms. They further pointed to an intensification of cy-
clones passing the North Sea region to southern Scandinavia in the order of 10 %. Hence, 
it is suggested that the observed changes in the atmospheric proxy partly represent such 
changes and therefore lead to increasing trends of regional MSL along the German North 
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Sea coastline. De Winter et al. (2012, 2013) used the newest generation of AOGCM from 
CMIP5 and reported similar results with slight increases in extreme westerly winds, which 
points first to the robustness of the presented results and second to the similarities be-
tween CMIP5 and CMIP3 simulations (Knutti and Sedlacek, 2012).  
From various studies (Yan et al., 2004; Tsimplis et al., 2005; Jevrejeva et al., 2005; 
Woodworth et al., 2007; Tsimplis and Shaw, 2008; Dangendorf et al., 2012, chapter 2 of 
this thesis) it is known that the NAO is strongly connected to the atmospheric component 
of MSL in the German Bight for the observational record of the last two centuries. The 20th 
century AOGCM simulations (not shown) point also to a statistically significant relationship 
between the NAO and atmospherically induced MSL changes in the German Bight (note 
that the proxy represents a more regional pattern, i.e. the wind effects directly caused 
over the North Sea, which may not be necessarily linked to the NAO). Therefore, this rela-
tionship is analyzed also under varying future conditions to test whether the observed 
changes are a result of changes in the large-scale atmospheric circulation. Following the 
approach used by Jorda et al. (2012) and the development of the NAO index is compared 
with annual MSL trends and variability.  
The NAO index was derived from the output of the same AOGCM’s by computing the dif-
ference of normalized SLP between a northern (55°N-70°N and 0°W-40°W) and a south-
ern zone (35°N-50°N and 0°W-40°W) over the North Atlantic area (Leckebusch et al., 
2008). For all considered cases (different models and emission scenarios) statistically 
significant correlations are found between future NAO conditions and atmospherically in-
duced MSL (Table 5-3). When regressing the atmospheric component of MSL against the 
NAO projections for each scenario of the different AOGCM’s (Table 5-3) the variability and 
trends are largely explained. In all considered cases the trends are notably reduced. Only 
for the BCM2 and the DMIEH5 models considerable smaller but significant trends remain 
afterwards. The overall results suggest that it is likely that the NAO also contributes in 
future to the MSL development. A similar picture is given for the relationship between the 
observed trend difference along the coastline and the absolute atmospherically induced 
MSL changes (Figure 5-14b). Compared to Figure 5-14a the observed difference is nota-
bly reduced in most models and only remains in those models for which also positive MSL 
trends persist after the de-correlation process. Since the main driving factor of the regional 
differences in the recent past is related to changes in the prevailing wind directions due to 
a phase of particular strong positive decadal trends in the NAO, it is suggested that the 
major driving factor within the models is also due to large-scale atmospheric forcing. This 
is consistent with findings from Pinto et al. (2007), who found a shift towards more positive 
NAO values and an enhanced zonal flow within the MPEH5 simulations, leading to more 
frequently occurring westerly winds over the North Sea (Donat et al., 2010). The NAO is 
known to contribute to the genesis of extra-tropical cyclones and is therefore also linked to 
the frequency of extreme wind conditions over the North Sea (Pinto et al., 2009) leading to 
MSL changes in the German Bight. This large-scale connection between atmospherically 
induced MSL changes in the German Bight and SLP variations over the North Atlantic 
shows that the ability of robustly modeling MSL variations under the consideration of pos-
sible future emission scenarios is directly linked to the ability of modeling the NAO. This, 
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however, is until today a major challenge for the modeling community (Osborn, 2004). 
Even though most investigated models are able to simulate main features of inter-annual 
variability in the winter NAO, observed decadal trends are mostly underestimated (Ste-
phenson et al., 2006). 
 
Table 5-3: Linear trends of the an-
nual atmospheric contribution to MSL 
for the virtual station time series Ger-
man Bight (i.e. the average series of all 
13 tide gauge records) before and after 
de-correlating the time series (2001 to 
2100) with the NAO time series of each 
individual model under the considera-
tion of SRES A1B. Statistically signifi-
cant trends (95 % confidence level) are 
marked bold. The Correlation between 
atmospheric MSL and the NAO from 
each AOGCM are given in brackets 
behind the de-correlated trends 
 
 
Figure 5-14: a) Estimated annual atmos-
pheric MSL trend difference between north-
eastern and southwestern stations (stations 
1-6 minus stations 8-13) in relation to the 
absolute observed atmospheric MSL trend 
for the virtual station of the German Bight for 
all available models and model runs. b) 
Same as a) but the annual trends have been 
de-correlated with the NAO time series for 
each individual model. 
 
 
Although there is statistical evidence for an increase of atmospherically induced MSL 
changes under possible future climate conditions the related uncertainties are considera-
ble. The spread between the models is in the same order as the spread of the considered 
scenarios (B1, A1B, A2) for the MPEH5. Hence, the detection of a clear response of at-
mospherically forced MSL to greenhouse gas forcing is not yet possible, especially under 
the consideration of the strong inter-annual and decadal variability. Additionally, it should 
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be noted that the contribution of atmospheric forcing to MSL plays a secondary role when 
investigating long-term changes in MSL. The IPCC AR4 projected global MSL changes 
between 18 and 79 cm from 1990 to 2100 (Meehl et al., 2007). The investigations pre-
sented here would imply that the atmospheric contribution in the German Bight would only 
contribute approximately one tenth to the long-term trend. The majority of the models, 
however, pointed under the consideration of the A1B scenario to increasing seasonal MSL 
changes. Such changes are more important for coastal planning, since higher winter MSL 
would provide a higher baseline water level upon which surges can build.  
5.5 Conclusions 
In the present chapter an atmospheric proxy for MSL in the German Bight consisting of 
area weighted SLP fields over Scandinavia and Iberian Peninsula was introduced. The 
proxy represents the strong zonal flow over the North Sea area leading to anomalous high 
MSL in the German Bight. The proxy explains up to ~80 % of the observed variability and 
is able to reproduce major MSL fluctuations up to time scales of a few decades. Hence, 
the prediction potential of MSL using the new SLP proxy is considerably higher for tide 
gauges in the German Bight compared to the NAO, which explains only 30 to 35 % of the 
observed variability during winter (Jevrejeva et al., 2005; Dangendorf et al., 2012, chapter 
2 of this thesis).  
The atmospheric proxy has been extracted from 20CRv2 SLP fields and was used to 
hindcast MSL variations over the period from 1871 to 2008. The relationship was validat-
ed by comparing the results with known features of the atmospheric contribution to MSL 
variability in the study area, that is: 
1. The proxy explains major parts of the divergent seasonal MSL development during 
the second half of the 20th century. This development has already been identified 
to be a result of strong changes in the regional wind field between the 1960s and 
mid-1990s (Marcos and Tsimplis, 2007; Dangendorf et al., 2013a). The fact that 
the proxy largely explains this feature points to its robustness in reconstructing 
MSL variability in the region. 
2. Another feature of atmospherically induced changes in MSL is the north-south 
gradient in variability and trends of tide gauge records along the German North 
Sea coastline. The gradient is known to be mainly forced by a redistribution of pre-
dominant winds towards more frequent westerly directions (Dangendorf et al., 
2012, chapter 2 of this thesis). This feature is clearly reproduced by the atmos-
pheric proxy manifesting itself in larger explained variances at the northeastern 
stations. 
Hence, it can be concluded that the atmospheric proxy represents a simple, computation-
ally cheap possibility for reconstructing atmospherically induced MSL variability in the 
southeastern North Sea. The physical process behind the strong connection of MSL and 
both SLP fields is mainly caused by typical storm tracks passing the North Sea from the 
North Atlantic to southern Scandinavia (Heyen et al., 1996; Ullmann and Monbalio, 2010). 
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The fact, that the proxy adequately reproduces the observed changes between the 1960’s 
and mid-1990’s shows, that the proxy is able to display both MSL changes as a result of 
changes in wind speed as well as directions. This leaves potential for future studies. It 
would for example be interesting to test whether the proxy is able to adequately recon-
struct extreme sea levels or wave heights in the region.  
Another important finding was that the atmospheric proxy can be used to reduce major 
parts of the observed MSL variability (first of all on inter-annual time scales). This is im-
portant for two reasons. Firstly, inter-annual to multi-decadal variations in sea level ham-
per an early detection of trend or acceleration patterns (Haigh et al., 2014), which is, how-
ever, important for an anticipatory coastal risk management. With the proxy one major 
contributor to MSL variability can be eliminated from the time series in the southeastern 
North Sea. Secondly, regional basin-scale features of SLR and variability can be better 
explained as they are mainly caused by atmospheric forcing. This allows more accurate 
regional sea level reconstructions, as the resulting virtual station time series can be built 
based on homogenized individual records. 
Based on the robust statistical relationship, the computationally cheap method was ap-
plied to a multi-model ensemble of climate models. First, the downscaling skills of eight 
different climate models for the control period from 1961 to 1990 were assessed. Although 
the performance varies across the models, they are all able to simulate the distribution of 
atmospherically induced MSL changes well. This is expressed in statistically significant 
relationships when applying the Kolmogorov-Smirnow test to hindcasted and simulated 
samples.  
To display the range of different model responses to rising greenhouse gas emissions 
according to the SRES A1B scenario, an ensemble of eight different models was used. 
The projected changes generally point to an increase in the atmospherically induced sea 
level variability in the German Bight under enhanced greenhouse gas emissions, which 
reflects earlier findings for possible changes in the North Sea wind climate (Pinto et al., 
2007; Donat et al., 2010). The changes are larger during winter months in most models. 
On annual scales the detected changes vary between ~-1 to ~7 cm until 2100 and the 
results are model and scenario dependent. On intra-annual time scales, the trends are 
larger in magnitude (although almost insignificant) leading to changes in the annual cycle 
(the latter is supported by the ensemble mean and six of nine models). The annual cycle 
dominates the monthly MSL spectra in the German Bight with mean amplitudes of ~9-
13 cm (Dangendorf et al., 2013c). Hence, the annual cycle influences both the frequency 
and intensity of extreme events typically occurring during winter months. An increase in 
the annual amplitudes would therefore lead to an enhanced flood risk in the region and 
should be further considered in future studies. 
For investigating the uncertainties from choosing certain greenhouse gas emission path-
ways three different scenarios were analyzed, namely the SRES B1, A1B and A2 each 
coupled to the AOGCM ECHAM5/MPI-OM (MPEH5). The scenarios characterize a low-, 
mid- and high-range emission pathway and therefore cover a wide range of possible fu-
ture developments. Even for the moderate Scenario B1 an increase of annual MSL due to 
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atmospheric forcing is simulated. Interestingly, the spread caused by the three different 
emission scenarios (each coupled to MPEH5) approximately equals the spread between 
the different AOGCM’s. This implies that model uncertainty is at least as high as the un-
certainty associated with different emission scenarios. 
Although the detected changes may contribute to larger MSL values in the German Bight, 
it should be noted that the magnitude of the detected changes is small when comparing to 
other forcing factors which are expected to drive MSL changes in the future. Especially, 
the changes related to global warming will be much larger in magnitude and therefore 
more important. Furthermore, the results clearly emphasize the large spread between the 
different models, which in turn is in the same order of magnitude than the spread derived 
from considering different emission scenarios. This clarifies the urgent need for further 
improvements of the AOGCM’s in their ability of simulating regional climate change. 
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6 North Sea storminess from a novel storm 
surge record since AD 1843 
6.1 Abstract 
The detection of potential long-term changes in historical storm statistics and storm surg-
es plays a vitally important role for protecting coastal communities. In the absence of long 
homogeneous wind records, a novel, independent and homogeneous storm surge record 
based on water level observations in the North Sea since AD 1843 is presented. Storm 
surges are characterized by considerable inter-annual to decadal variability linked to 
large-scale atmospheric circulation patterns. Time periods of increased storm surge levels 
prevailed in the late 19th and 20th centuries without any evidence for significant long-term 
trends. This contradicts with recent findings based on reanalysis data, which suggest in-
creasing storminess in the region since the late 19th century. Wind and pressure fields 
from the 20CRv2 are compred with the storm surge record by applying state of the art 
empirical wind surge formulas. The comparison reveals that the reanalysis is a valuable 
tool which leads to good results over the past 100 years; previously the statistical relation-
ship fails, leaving significantly lower values in the upper percentiles of the predicted surge 
time series. These low values lead to significant upward trends over the entire investiga-
tion period, which are in turn neither supported by the storm surge record nor by an inde-
pendent circulation index based on homogeneous pressure readings. It is therefore sug-
gested that these differences are related to higher uncertainties in the earlier years of the 
20CRv2 over the North Sea region. 
6.2 Introduction 
Storm surges represent a serious hazard for coastal areas and are expected to become 
more severe in a warming climate (von Storch, 2012) due to the effects of rising MSL 
(Slangen et al., 2012) and potential changes in regional wind fields (Woth et al., 2006). 
Global MSL has risen through the last century (e.g. Church and White, 2011) and is ex-
pected to rise also through the 21st century, potentially at an accelerated rate (e.g. 
Slangen et al., 2012), shifting the entire distribution of extreme sea levels on a higher 
base level (Hunter, 2010). MSL changes in the North Sea region were recently reviewed 
by Wahl et al. (2013). While an ongoing sea-level rise is evident, changes in atmospheric 
circulation and storminess are presently more uncertain (Weisse and von Storch, 2010 
and references therein). This is partly due to the fact that the detection of past changes in 
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storminess is often hampered by inhomogeneous or biased wind measurements (e.g. 
Lindenberg et al., 2012). Hence, the scientific community proceeded to the evaluation of 
more homogeneous storminess proxies, which have been observed over longer time peri-
ods. Typical examples for such proxies are storm indices calculated from single station 
pressure readings (e.g. Bärring and von Storch, 2004; Hanna et al., 2008), high annual 
percentiles of geostrophic winds derived through triangulation of pressure readings 
(Schmidt and von Storch, 1993; Alexandersson et al., 1998, 2000) or storm surge records 
from tide gauge measurements (von Storch and Reichhardt, 1997; Zhang et al., 2000). 
The North Atlantic European sector is probably the most intensively studied and dis-
cussed region for that topic. From analyzing annual geostrophic wind statistics back to 
1876, Schmidt and von Storch (1993) found pronounced decadal variability in the south-
ern North Sea but no evidence for a significant long-term trend. These results were con-
firmed for the larger North Atlantic European region e.g. by Alexandersson et al. (1998, 
2000) and Matulla et al. (2008) with the common finding that storminess was high at the 
end of the 19th century, subsequently declined until about 1960, followed by a strong up-
ward trend until the mid-1990s. Since then, up until now, a return to average conditions is 
evident.  
In contrast to annual storm statistics, Wang et al. (2009) pointed to differences in seasonal 
99th geostrophic wind percentiles linking the high values at the end of the 19th century to a 
summer maximum and the high values in the 1990s to increasing storminess during win-
ter. Apart from these seasonal differences over the Northeast Atlantic and North Sea re-
gion, Wang et al. (2009) confirmed the absence of any robust long-term trend for high 
annual percentiles of geostrophic wind speeds since 1874. The study showed in addition 
that the periods of high storm activity furthermore coincided with positive decadal trends in 
the NAO index (Hurrel, 2003). A similar NAO-link and strong decadal trends are also visi-
ble in extreme sea levels in the south-eastern North Sea (Dangendorf et al., 2013d; Mud-
ersbach et al., 2013). 
Using data from the 20CRv2 (Compo et al., 2011), Donat et al. (2011a) detected – contra-
ry to observational analyses – significant upward long-term trends in the occurrence of 
extreme storms based on daily wind speeds since 1871 over Europe, and suggested that 
the increase could (at least partly) be a response to enhanced greenhouse gas emissions 
during the past decades. Brönnimann et al. (2012) showed that the variance of the 
20CRv2 ensemble increases back in time, leading to a better representation of trends 
after 1950 than before. Krueger et al. (2013a) highlighted that the upward trends detected 
by Donat et al. (2011a) are inconsistent with observations and suggested this being main-
ly an artifact of assimilating less surface pressure data into 20CRv2 back in time leading 
to larger inconsistencies before 1940. This finding is currently controversially discussed 
(Krueger et al., 2013b; Wang et al., 2013) partly due to the usage of different storminess 
measures but also inhomogeneous observations, which were still present in the Krueger 
et al. (2013) study. By removing some potential inhomogeneitis in the pressure records 
Wang et al. (2013) were able to bring the storm indices from 20CRv2 and from observa-
tions closer together but fail to remove the major inconsistencies indicating that there still 
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might be severe homogeneity issues in the early years of the (i) 20CRv2 reanalysis, (ii) 
observations, or (iii) both. 
In the light of these competing results, the aim of the present chapter is to analyze an in-
dependent and homogeneous storm surge record from the tide gauge of Cuxhaven locat-
ed in the southeastern North Sea covering the period from 1843 to 2012. Since storm 
surges are generated by low atmospheric pressure and intense winds over the ocean, 
surges generally exhibit a comprehensive, independent and also more homogeneous ar-
chive (Zhang et al., 2000) of information about storminess. Although some tide gauge 
records reach back into the 17th and 18th century, storm surge records have been surpris-
ingly rarely analyzed in the last decades and earlier assessments in the North Sea region 
just focused on the 20th century (Ullmann and Monbaliu, 2010). This is mainly attributed to 
the limited availability of continuous hourly measurements which are required for a har-
monic analysis in order to remove the deterministic tidal water level components from the 
tide gauge data (Pawlowicz et al., 2002). In this chapter, a method first introduced by Horn 
(1948, 1960) is used that allows us to reconstruct a homogeneous storm surge record 
based on tidal high and low water levels only instead of hourly data, which is just available 
after 1918. This method allows extending the storm surge record in Cuxhaven back to 
1843, enhancing information about storminess of conventional proxies in that region 
(Schmidt and von Storch, 1993) by more than 30 years. The method is globally applicable 
and will open potential for the assessment of storminess. Here, the (to my knowledge) 
contemporary longest storm surge record in the world is introduced. The record is (i) ana-
lyzed for long-term trends in the upper percentiles of storm surges, (ii) investigated for the 
relationship between storm surges and large-scale atmospheric patterns, and (iii) the em-
pirical relationship between local winds and SLP is used to compare observations with the 
20CRv2 data.  
6.3 Data and methods 
Tide gauges are well suited for the assessment of storminess as they measure beside 
tides and longer-term MSL changes the direct response of the ocean to the atmosphere. 
Especially in the North Atlantic region some gauges have measured sea level since hun-
dreds of years (Amsterdam, the longest record, starts in 1682 (Woodworth et al., 2011)). 
Here, the focus is on a long sea level record observed at the tide gauge of Cuxhaven, 
which is located in the south-eastern North Sea. Sea levels have been observed in Cux-
haven since 1843. Until 1899 the measurements were taken as readings of high and low 
water levels four times per day. Since then continuous curves were registered on tidal 
charts and only the peaks were handwritten in logbooks. Digital recordings are available 
since the mid-1990s. To get the full information about the tidal curves before that time, 
extensive digitization works at the German Maritime and Hydrographic Agency made 
hourly data available back to 1918. In the present chapter both data types, i.e. tidal peaks 
and hourly observations, are combined to get insights into the history of all available 
measurements. The data sets were carefully checked for outliers, datum shifts, missing 
values and time drifts in earlier studies (Wahl et al., 2010, 2011). The overall quality was 
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found to be good. For example, Dangendorf et al. (2013d) demonstrated a high coherence 
of sea levels between the Cuxhaven record and 12 additional records all located in the 
German Bight.  
Storm surges measured in the region can be decomposed into an external and a lo-
cal/regional component; both caused by meteorological disturbances over the Northeast 
Atlantic and the entire North Sea basin, respectively (Müller-Navarra and Giese, 1999). 
Hence, it is reasonable to suggest that strong storms occurring over the Northeast Atlantic 
or North Sea region will leave a fingerprint in the surge record of Cuxhaven. To illustrate 
the genesis of such a storm event, Figure 6-1 shows the meteorological and oceano-
graphic situation in the region during January 2007. In this month northern Europe was 
affected by a series of strong storms (Fink et al., 2009) leading also to a series of strong 
storm surge events (Figure 6-1). In total the long-term 95th percentile of daily surges was 
exceeded eight times in only 22 days. The genesis of storm surge events often starts with 
a low pressure system over the North Atlantic travelling westwards to the larger Baltic and 
Scandinavian area. On their way such pressure systems may trigger waves in the deep 
ocean northeast of Scotland, which then propagate into the North Sea elevating the water 
levels in the German Bight approximately 15 hours later (Rossiter 1958). Such external 
surges may increase a single high water event by up to one meter (Bruss et al., 2010). 
However, the most important factor for the surge generation is related to strong local 
winds from north-westerly directions blowing over the shallow shelf areas in the German 
Bight (depths <= 40m, along the coastlines <= 10m) occurring when the low pressure sys-
tems travel further eastwards into the Scandinavian/Baltic area. These winds cause an 
effect of water pile up with surges of up to more than four meters. In January 2007 the 
meteorological situation was characterized by a strong pressure gradient with pressure 
anomalies 16 hPa below the long-term mean over Scandinavia and exceeding it by 9 hPa 
west of the Iberian Peninsula (Fink et al., 2009). These conditions lead to the generation 
of a series of particular large surge events in the German Bight (Figure 6-1). 
To study the long-term behavior of such storm events i.e. the first aim in the present chap-
ter short-term periodic and long-term MSL changes have to be eliminated from the obser-
vational data first (Pugh, 2004). A common way of separating tides from surges is to apply 
a harmonic analysis to the raw data. However, this method has two general restrictions.  
1. First, for a harmonic analysis at least hourly observations are needed. This re-
striction often hampers the evaluation of long tide gauge measurements back into 
the 18th and 19th century, since before 1900 most observations are limited to read-
ings of tidal high and low water levels (and times).  
2. Second, for tide gauges located in shallow continental shelf seas (such as Cuxha-
ven) non-linear shallow water effects often bias the harmonic representation of 
tides, leaving unwanted periodic constituents in values of non-tidal residuals 
(surges) (Pawlowicz et al., 2002).  
To overcome these restrictions, Horn (1948, 1960) developed a more sophisticated tech-
nique that allows accurate predictions of the astronomical tides just on the basis of tidal 
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peaks. The approach is based on a harmonic representation of inequalities (see Müller-
Navarra, 2013) for detailed information of different computation steps: http://www.bsh.de), 
usually resolving the decomposition of tides and surges more accurately in very shallow 
seas than the ‘traditional’ harmonic analysis (Pansch, 1989). The German Bight has dis-
tinct semidiurnal tides and under this assumption it is favorable to represent tidal high and 
low water heights and times as harmonic deviations of mean heights and intervals. This is 
also best practice in the operational service of the German Maritime and Hydrographic 
Agency since decades (Müller-Navarra, 2013). Additionally, as also mentioned above for 
the Cuxhaven record digitized hourly observations are limited to the period from 1918 on-
wards. Horn’s method, however, allows extending the tidal analysis back to 1843 without 
being dependent on hourly data only available after 1918.  
 
Figure 6-1: Visualization of the daily meteorological (top) situation during January 2007 and the related daily 
storm surges measured at the Cuxhaven tide gauge (bottom). (top) The colored contours represent areas of 
similar pressure, while the vectors show the wind speed and direction. For presentation purposes only the first 
25 days are shown. (bottom) Daily surges (black) and daily NSCI index (blue; see also section 3; based on 
20CRv2 data). The red line marks the long-term (1843-2012) 95th percentile of daily (skew) surges, while the 
grey areas represent single events exceeding this threshold. 
After applying the tidal analysis to the raw data of observational peaks, a surge record is 
generated by subtracting the astronomical tides from the original signal. One should note 
that there is a difference between surges generated with hourly observations and tidal 
peaks. When using hourly values, astronomical tidal water levels are subtracted from con-
temporaneous observed water levels. When using only two tidal high and low water levels 
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per day, astronomical peaks are subtracted from the nearest observed peaks. The two 
may be up to a few hours apart from each other due to the wind influence, and therefore 
the resulting surges are known as ‘skew surges’. Hence, it is first evaluated whether the 
skew surges (averaged to daily means) differ in the long-term from original surges (or 
non-tidal residuals) derived from hourly values for the overlapping period from 1918 to 
2008 (Figure 6-2). For that purpose, different annual percentiles (0.1, 1, 2, 5, 10, 20, 30, 
40, 50, 60, 70, 80, 90, 95, 98, 99, 99.9; Figure 6-2a) and the corresponding linear trends 
are computed (Figure 6-2b). The figure clearly demonstrates that the percentiles derived 
from both data sources show virtually the same characteristics in terms of both, variability 
(Figure 6-2a) and linear trends (Figure 6-2b). The highs and lows in the resulting time se-
ries are of similar characteristic, i.e. they show the same temporal development and also 
match in magnitude. This is further confirmed by the correlations in Table 6-1, which are 
all larger than 0.94 for the four upper percentiles (which are hereafter investigated in de-
tail). 
Table 6-1: Pearson correlation coefficients 
between daily skew surges and daily non-
tidal residuals (i.e. surges based on hourly 
measurements) over the period 1918 to 
2008. They are all statistically significant 
(99 %). 
Storminess is investigated by computing annual and seasonal (October to March for the 
cold season, hereafter winter; April to September for the warm season, hereafter summer) 
95th, 98th, 99th and 99.9th percentiles of daily surges. Since no gaps are present in the rec-
ord, there are no restrictions for the analysis of linear trends. Long-term changes are 
quantified by applying the ordinary least squares regression (OLS). The significance of 
linear trends is assessed using SEs considering serial correlation of the time series by 
reducing the number of degrees of freedom as suggested by Santer et al. (2000). It may 
happen in time series of extreme events that the trends are largely biased by outliers. In 
such cases robust regression methods such as the Theil-Sens Slope (Gilbert and Richard, 
1987) are more appropriate. The results were therefore compared from a range of meth-
ods, but nor remarkable differences could be found in the trend estimates. This is mainly 
attributed to the fact that the time series considered here are long and that there are no 
obvious outliers in the record. Hence, it was decided to proceed the analysis with the 
common OLS method. 
With respect to the second aim, i.e. comparing storm surges with the variability of large-
scale atmospheric circulation patterns, three additional data sets were used: 
1. The NAO index provided by Jones et al. (1997): The NAO index is a proxy describ-
ing large-scale atmospheric circulation over the North Atlantic region. It is calculat-
ed by the differences of pressure anomalies taken from stations in southern Ice-
land and Gibraltar, Spain. The updated index was downloaded from the webpage 
of the University of East Anglia, UK (http://www.cru.uea.ac.uk/cru/data/nao/). 
95th 98th 99th 99.9th
Dai ly non-
tida l  
residuals
0.96 0.96 0.94 0.98
Dai ly Skew Surges
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2. 20CRv2 reanalysis wind and pressure fields (Compo et al., 2011): 20CRv2 is the 
newest generation of global reanalysis products covering a long period from 1871 
to 2010. By assimilating daily SLP observations into a state-of-the-art climate 
model with monthly mean sea-surface temperatures and sea-ice as boundary 
conditions, 20CRv2 provides an ensemble of 56 equally likely best estimates of 
the atmospheric state at a given time step with a temporal resolution of 6 hours 
and on a global grid with a resolution of two degrees. For the present investiga-
tions daily data have been downloaded from the webpage of the National Oceano-
graphic and Atmospheric Administration (NOAA), Boulder, Colorado 
(http://www.esrl.noaa.gov; http://portal.nersc.gov). Both, each individual ensemble 
member and the ensemble mean are analyzed. 
 
 
Figure 6-2: Comparison of 
the statistics of daily surges 
based on hourly observations 
(black) and the skew surge 
record (colored and dotted) 
over the common period from 
1918 to 2008 at the tide gauge 
of Cuxhaven. a) Annual per-
centiles and b) linear trends of 
annual percentiles as a corre-
lation plot. The grey lines 
mark the SEs of each trend. 
The third objective of the chapter is to compare the long-term behavior of surges with that 
of reanalysis wind fields. In a shallow shelf sea such as the North Sea, the variability is 
clearly dominated by the wind stress, i.e. the downward transfer of the momentum from 
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the air into the water. Surges in the southeastern North Sea are caused by atmospheric 
disturbances over the ocean and can be accurately predicted in the region by the use of 
simplified statistical-empirical wind surge formulas (Müller-Navarra and Giese, 1999). The 
model used here describes surges S(t) by a number of functions gj with coefficients aj and 
residuals ε(t) 
 ܵ(ݐ) =෍ ௝ܽ݃௝(ݐ) + ߝ(ݐ)
௡
௝ୀ଴
 (6-1) 
whereas here six functions gj based on quadratic and cubic wind stress and SLP fluctua-
tions are linearly fitted with the least squares method to the surges. The functions are giv-
en by: 
 ݃଴ = 1 (6-2) 
 ݃ଶ = ݂ଶܿ݋ݏ(ߚ) (6-3) 
 ݃ଷ = ݂ଶݏ݅݊(ߚ) (6-4) 
 ݃ସ = ݂ଷܿ݋ݏ(ߚ) (6-5) 
 ݃ହ = ݂ଷݏ݅݊(ߚ) (6-6) 
where g0 is a constant term, g1 and g2 the quadratic wind stress, g3 and g4 the cubic wind 
stress and g5 the static response of the water column to SLP changes. The abbreviations f 
and ß represent the wind speed and direction, respectively.  
The empirical relationship is used to analyze whether the increasing trends in the 20CRv2 
data, detected by Donat et al. (2011a), (i) are reflected in the statistical connection be-
tween winds, SLP and surges and (ii) whether the predicted surges differ (on decadal and 
longer time scales) from the observations. To do so, the wind-surge formulas are applied 
to daily wind and SLP data from the 20CRv2 (u-, v-winds and MSLP from the nearest grid 
point at 54°N and 8°E. Since surges measured in Cuxhaven are the cumulative response 
to changes in the wind field over the North Sea, it was also tested whether using addition-
al grid point time series in the LRM (by using a stepwise regression) may improve the re-
sults. No grid point time series was able to increase the model performance significantly. 
Hence, it was decided to use only one grid point for the analysis. Regression coefficients 
are estimated for the period from 1950 to 2010, a period for which the 20CRv2 was prov-
en to be of good quality (Compo et al., 2011; Krueger et al., 2013a).  
Figure 6-3 shows the results of the cross validation between observed and predicted 
surges. The model is able to reproduce the observations during the validation period from 
1950 to 2010, as demonstrated by a high correlation of 0.91 and a small RMSE of 
13.9 cm for the ensemble mean (Figure 6-3a). The RMSE is close to those of hydrody-
namic models applied in the region (e.g. Weisse and Pluess, 2006), which also confirms 
the skill of the model. While the performance is particularly high for moderate values, Fig-
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ure 6-3a also suggests an underestimation of the most extreme events. This underestima-
tion may be caused by different factors. First, the ensemble mean may potentially average 
a few single extreme events out. Second, due to the low temporal and spatial resolution of 
the model forcing (the reanalysis has a temporal and spatial resolution of 6 hours and 2 
degrees, respectively) some extreme events which are present in the observations may 
be lost. Finally, model inaccuracies may be responsible for the underestimation of the 
most extreme events. To test whether the first reason mentioned above is responsible for 
the differences, the predictive skill was also tested for each ensemble member separately. 
While for some individual extreme events the model performance can be slightly improved 
(Figure 6-3a), the general performance cannot be increased significantly. Overall, the en-
semble mean shows the highest skill (Figure 6-3b). It should be noted that the underesti-
mation of some extreme events is not a unique shortcoming of the statistical model, but 
also present in numerical models (Weisse and Pluess, 2006; Arns et al., 2013). This is 
why it is suggested that the second reason discussed above, i.e. the temporal and spatial 
resolution of the model forcing, is most likely responsible for the deviations in the highest 
percentiles. Due to their stochastic occurrence, it is unlikely that these differences affect 
the long-term behavior which is further analyzed in the next sections. 
 
 
Figure 6-3: a) Correlation plot 
for observed and 20CRv2 de-
rived surges at the tide gauge of 
Cuxhaven over the period from 
1950 to 2010. The black cross-
es represent the result by using 
the Ensemble mean as input 
data, while the grey dots give 
the minimum and maximum 
range as a result of evaluating 
each Ensemble member sepa-
rately. b) Coefficient of determi-
nation (i.e. squared correlation 
coefficient) and RMSE for each 
Ensemble member and the 
Ensemble mean (grey shaded). 
As introduced the main aim is to determine whether the statistically significant relationship 
between surges and 20CRv2 wind and pressure fields remains stationary in time. Hence, 
the regression coefficients from equation 6-1 are applied to the entire reanalysis period 
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from 1871 to 2010. To test the stationarity of the relationship, different efficiency criteria, 
namely the coefficient of determination (R²) and the RMSE, are calculated between ob-
served and predicted surges for each year back to 1871.  
6.4 Results 
6.4.1 Storm surge trends and variability 
The storm surge record is presented as a time series of normalized seasonal and annual 
95th and 99.9th percentiles together with low pass filtered versions of the time series in 
Figure 6-4 and Figure 6-4b, respectively. Figure 6-4c shows linear trends for four upper 
seasonal and annual percentile (95th, 98th, 99th and 99.9th) time series. The time series are 
characterized by a considerable inter-annual to multi-decadal variability, while there is no 
evidence for any significant long-term trend: neither for the seasonal nor for the annual 
percentile time series. Generally, surge-levels are considerably higher and more variable 
during winter (both on intra-annual and inter-annual timescales) compared to the summer 
season. Periods of particular high surges are found at the end of the 19th and 20th centu-
ries (note that the periods at the end of the 19th century are slightly different in timing be-
tween the 95th and 99th percentile). In both cases the high rates are dominated by the win-
ter season. Between both peaks, especially the highest percentiles of surges are marked 
by a gradual decline until the mid-1960s as noted earlier for central European storminess 
(Matulla et al., 2008). After the mid-1990s maximum, surges returned to more moderate 
values.  
The largest contribution to the observed variability in the storm surge record can be found 
on time scales up to a few decades. From a variety of studies it is well known that espe-
cially during the winter season a considerable fraction of sea level variability can be ex-
plained by the NAO (e.g. Yan et al., 2003; Dangendorf et al., 2012, chapter 2 of this the-
sis). It is also obvious that this relationship does not only exist for mean but also for ex-
treme sea levels (Woodworth et al., 2007; Dangendorf et al., 2013d). Therefore, the rela-
tionship is examined for the winter season by comparing the updated station based NAO 
index from Jones et al. (1997) to the four upper percentiles of storm surges (Table 6-2). In 
all cases the comparison exhibits a weak but significant correlation (r = 0.37-0.45) be-
tween the time series, being slightly lower for the highest percentiles. This relationship is 
not stationary over time; it shows considerable fluctuations over the entire period (Figure 
6-5b and d). In agreement to earlier studies between the NAO and MSL over the Northern 
European Shelf (Jevrejeva et al., 2005) the correlations are high during the mid-19th cen-
tury decreasing to insignificant values until the 1960s and returning then back to particular 
high values at the end of the 20th century up to date. This suggests that (i) besides the 
NAO other factors play an important role for the variability of surges as found earlier also 
for storminess (Matulla et al., 2008), (ii) the statistical relationship stagnates in times of 
low large-scale atmospheric variability – i.e. bathymetric effects on the surge generation 
become more influential – and/or (iii) the influence of the NAO on surges depends on the 
position of the NAO centers of action (Kolker and Hameed, 2007). 
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Figure 6-4: Normalized (i.e. the 
long-term average has been re-
moved) annual (black) and sea-
sonal (red = ONDJFM, blue = 
AMJJAS) time series of the a) 95th 
and b) 99.9th storm surge percen-
tiles. Low-pass-filtered time series 
(LOWESS filter with a cut-off peri-
od of 10 years) are shown as thick 
lines. The grey and blue shaded 
areas represent periods of in-
creased and decreased stormi-
ness, respectively. For presenta-
tion purposes the time series are 
shown with an arbitrary offset 
(0cm, 20cm, 40cm in a) and 0cm, 
60cm, 120cm in b)). c) Linear 
trends ± 2σ SE of four upper per-
centile time series for the period 
1843 to 2012. 
Table 6-2: Pearson correlation coeffi-
cients between winter (ONDJFM) surge 
percentiles and winter (ONDJFM) SLP 
indices. All correlations are statistically 
significant on the 95 % confidence level. 
To further examine the mechanisms behind this variability, the cross-correlations between 
daily surges in Cuxhaven and daily pressure fields from the 20CRv2 (Compo et al., 2011) 
over the larger geographic area from 60°W to 40°E and 20°N to 80°N wer calculated. To 
keep the results unbiased by the increasing uncertainties of reanalysis data in the early 
decades (Krueger et al., 2013), only the data over the period from 1950 to 2010 were 
evaluated. The correlation analysis suggests a dipole-like pattern between surges and 
SLP with significant negative correlations over Scandinavia and positive correlations over 
Iberian Peninsula (Figure 6-5a). This pattern is also known from MSL time series (Dan-
gendorf et al., 2013b, chapter 5 of this thesis) in that region and represents the mean 
weather situation triggering strong storm surges (Heyen et al., 1996). Composite plots (not 
shown) suggest an increased westerly flow if surges deviate positively from the mean 
while the opposite is true for particular negative surges. The dipole-like pattern generally 
shows similarities to the NAO, but it has a more regional character with a more robust link 
to the local climate of the German Bight, that is also able to reproduce surges in response 
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to serial clustering of extra-tropical cyclones such as in January 2007 (Figure 6-1; Pinto et 
al. 2013). 
 
Figure 6-5: Point wise correlations between daily surges in Cuxhaven and gridded daily SLP fields from the 
20CRv2 (1950-2010). b) 95th percentile time series of daily surges in Cuxhaven from 1843 to 2012 in compari-
son to the seasonal NAO index. A 10 year moving average is also shown by the thick line. c) Same as b) but 
in comparison to the seasonal NSCI index (SLP anomalies Madrid minus SLP anomalies Stockholm, shown 
as grey squares in a) together with the stations used for the NAO, i.e. Rejkjavik and Gibraltar). D) 30 year 
moving correlations between 95th percentile time series of daily surges in Cuxhaven and the seasonal 
NAO/NSCI index. The SEs of the correlation coefficients (blue and red shaded areas) have been computed 
using a bootstrap method with 500 simulations (Efron and Tibshirani, 1993). All time series from b) to d) are 
computed for the storm surge season from October to March (ONDJFM). 
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For taking this regionally more relevant large-scale feature of atmospheric variability into 
account, an additional index which is referred to as Northern Scandinavia Central Iberia 
index (NSCI) is defined. The index is computed in a similar manner as the station-based 
NAO-index (Jones et al., 1997) by using homogenized daily SLP records of Stockholm 
and Madrid since 1850 (EMULATE, (Ansell et al., 2006)). Both stations are located in the 
closest vicinity to the centers of the correlation pattern of surges at Cuxhaven with the 
pressure fields (Figure 6-5a).  
As shown in Table 6-2, the correlations between the winter half year NSCI and high storm 
surge percentiles exceed those of the NAO. More importantly, the link of surges to the 
NSCI is temporally more stationary than to the NAO. This is indicated by the fact that the 
running 30 year correlations with the NSCI remain significant and relatively stable over the 
entire investigation period (Figure 6-5d). As a locally important circulation index like the 
NSCI can be defined for any location, the main advantage of such an index relates to the 
temporal long-term robustness of the link between a local variable and the dominating 
large-scale atmospheric variability. The robust link (in terms stationary running correla-
tions) of high surges at Cuxhaven to the NSCI over time back to 1850 therefore suggests 
the homogeneity of the surge record, since both parameters (surge levels and SLP) are 
measured completely independently. Note that the high correlation between both can be 
taken as an independent measure of homogeneity in terms of low-frequency variability 
and long-term trends (e.g. Arns et al., 2010; Gouriou et al., 2013), while a partial disa-
greement could be explained either by inhomogeneities or changes in wind circulation 
(e.g. direction). Such periods of disagreement are, however, not detectable in the pre-
sented time series.  
6.4.2 Differences between observations and reanalysis data 
Since it was shown that the storm surge record has a stationary link to the NSCI back to 
1850 and is also representative for North Sea storminess, the attention is now turned to 
the long-term comparison with reanalysis wind fields. For that purpose, the statistical rela-
tionship described in section 2 is used to test whether the significant trends in reanalysis 
wind fields, which were recently detected by Donat et al. (2011a), are consistent with the 
storm surge record. The evaluation of the reconstructed surge record (i.e. based on 
20CRv2 wind/pressure time series from the ensemble mean) confirms a stationary and 
high predictive skill back until approximately 1910, which is indicated by the efficiency 
criteria shown in Figure 6-6. Before that time the efficiency criteria point to a decreasing 
predictive skill, i.e. the R² decreases and the RMSE increases significantly. While during 
the calibration period from 1951 to 2010 over 83 % of the observed variability can be ex-
plained by wind and pressure effects, before 1910 the performance gradually decreases 
to values between 70 and 80 % with an absolute minimum in 1871 of 60 %. Also for the 
RMSE the absolute minimum occurs in the early decades (RMSE = 20.64cm for the year 
1883) exceeding the mean of the calibration period by approximately 150 %. As shown 
before with the stationary correlation of observed surge levels with the NSCI since 1850 
(Figure 6-5b), the deviations of observed surge levels with those predicted through 
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20CRv2 are unlikely to be caused by the observational record (the NSCI and the storm 
surge record are measures independently).  
A similar picture is retrieved by comparing the 10 year moving averages of the 99.9th per-
centile time series of observed and statistically reconstructed surges (Figure 6-6). Over 
the past 100 years the reconstruction fits well to the observations. The model predicts the 
known decline in storminess in the mid-20th century, the rapid increase until the mid-1990s 
and the downturn afterwards. Nevertheless, in the early 1910s, the prediction starts to 
decrease in a manner not visible in the observations (for both the ensemble mean as well 
as the ensemble spread). This decrease finally results in significant positive long-term 
trends over the entire reanalysis period from 1871 to 2010 if 20CRv2 is taken as predictor 
(note that a similar behavior was also observed for the 95th percentile (see Figure 9-1 in 
the Appendix)).  
 
 
 
Figure 6-6: Reconstruction of 
surges based on 20CRv2 winds 
and SLP. 10 year moving averag-
es of the 99.9th percentiles of ob-
served surges ± standard devia-
tions (black line with grey shaded 
area; the standard deviation has 
been computed as a measure of 
variability over each 10 year win-
dow) and their reconstructions 
based on 20CRv2 (light red: indi-
vidual ensemble members, dark 
red: ensemble mean, both normal-
ized to a common period from 
1950-2011, i.e. the mean has 
been removed) are presented. 
Differences between both are 
shown in blue. Annual efficiency 
criteria between observed and 
reconstructed daily surges are 
presented in black. The red shad-
ed area marks the period for which 
significant differences between 
observations and 20CRv2 are 
detected. The different shades 
demonstrate the gradual increase 
of inconsistencies before the 
1910s. 
Related to this, Brönnimann et al. (2012) demonstrated that the ensemble mean appears 
to be biased towards lower wind speeds during earlier decades. They recommended the 
use of single ensemble members rather than the ensemble mean when investigating long-
term changes. To examine whether the results from Figure 6-6 are influenced by such 
biases, each ensemble member was additionally evaluated for long-term changes sepa-
rately. First, the differences between the percentile time series from each 20CRv2 en-
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semble member prediction and the observed time series were calculated. Then, in a sec-
ond step, linear trends were computed for each of the residual time series. The results 
show that for each percentile all ensemble members point to significant positive long-term 
changes, which are further significantly different from the observations (Figure 6-7a). Ad-
ditionally, it is found that the residual trends are generally increasing with the order of the 
percentiles, i.e. highest deviations are found within the highest percentiles. 
In order to determine the exact timing from which the 20CRv2 generated surges start to 
deviate significantly from the observations, linear trends were further computed for the 
residual time series over 30 year moving windows. The results are shown in Figure 6-7b 
and Figure 6-7c for the 99th and 99.9th percentiles, respectively. While the trend estimates 
scatter around zero back to approximately 1910, before that time statistically significant 
differences are found for the ensemble mean as well as each individual ensemble mem-
ber. While the bias of the ensemble mean reported by Brönnimann et al. (2012) (Figure 
6-7b) can be confirmed, the results also illustrate that using individual members cannot 
improve the results significantly (when assessing the long-term behavior of storm surges 
in the German Bight). The reanalysis is significantly biased towards a lower occurrence of 
extreme values in the period prior to 1910 in both the ensemble mean as well as all mem-
bers (in this region). 
The decreasing coherence between reanalysis forcing and observed surges is generally 
in line with increasing uncertainties in the reanalysis due to less assimilated observational 
data in the earlier periods (Compo et al., 2011; Krueger et al. 2013a). The results there-
fore partly confirm the inconsistencies between storm observations and 20CRv2 found by 
Krueger et al. (2013a, b) over the North Atlantic region prior the 1940s. In contrast to this 
earlier study, the inconsistencies with surge levels at Cuxhaven are less pronounced and 
become clearly visible only for the period before the 1910s. It should be noted that the 
surges itself differ to the conventional storminess proxies insofar that they measure both 
changes in wind speed and direction. However, there are three reasons why this does not 
affect the main conclusion that the surge record is representative for storminess in the 
region: 
1. The rank correlation (Spearman) between wind speeds and absolute surges is 
with a value of 0.53 statistically significant different from zero (see Figure 9-2 in the 
Appendix). Since during periods of low wind speeds the influence of bathymetric 
effects on the surge generation increases relative to the winds, the correlation be-
tween the extreme events which are analyzed here increases noticeably. For ex-
ample, the correlation between the annual 95th percentile time series of both fac-
tors increases to a value of 0.64 (not shown). 
2. Dangendorf et al. (2013c) investigated changes in the frequency of different wind 
directions between January and March from 1871 to 2008 and could not find any 
evidence for significant changes during the period of interest. 
3. The fact that Krüger et al. (2013a) previously detected similar differences in con-
ventional proxies (although for a slightly different region and with larger differences 
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than detected here) and Donat et al. (2011a) pointed to significant trends in the 
wind speed further supports the reliability of the surge record as a measure of 
storminess. 
 
 
 
Figure 6-7: a) Box-Plot of residu-
al percentile trends (20CRv2 gen-
erated surges minus observation) 
from all ensemble members over 
the period from 1871 to 2011. The 
grey shaded areas represent the 
maximal range of SEs (95 % con-
fidence level), i.e. residual trends 
are significant for all ensemble 
members and percentiles. b) 30 
year moving trends for the 99th 
percentile residuals (20CRv2 gen-
erated surges minus observation). 
All 56 Ensemble members are 
shown in orange. The ensemble 
mean together with the related 
SEs is given by the red line and 
the red shaded area, respectively. 
c) Same as b), but for the 99.9th 
percentile residuals. 
Additionally, one could argue that the use of a single grid point time series rather than the 
entire wind field over the North Sea as input for the empirical wind surge model could bias 
the results. When looking at Figure 3 in the Donat et al. (2011a) paper it can clearly be 
seen that the linear trends are evident over the entire North Sea area. In fact, strongest 
trends in wind speeds have been found for the grid points not used as input data in the 
present chapter. Therefore, using other additional grid points as input parameters for the 
wind surge formulas would lead to even larger inconsistencies between 20CRv2 and 
surge observations. 
On this basis it is concluded that the significant trend detected by Donat et al. (2011a) was 
less a result of the large decadal trends in storminess in the last decades but rather re-
flects lower occurrence of extreme values in the early decades of the reanalysis. The lat-
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ter are neither supported by pressure-based storm indices (Krueger et al., 2013a, b) nor 
by the surge observations at Cuxhaven since AD 1843. 
6.5 Discussion and conclusions 
A new storm surge record for the tide gauge of Cuxhaven has been established, extend-
ing conventional records back to AD 1843. This could be achieved by using a generally 
known but in the last decades less considered method (Horn, 1948, 1960) that enables 
decomposing measurements of tidal high and low water levels into tides, MSL and (skew) 
surges. The method can open a worldwide available but in terms of surges unappreciated 
data source for investigating surges and hence storminess. For Europe, tide gauges lo-
cated in Liverpool, Amsterdam and Brest provide readings of tidal high and/or low water 
levels back into the 17th century. Additionally, Talke and Jay (2013) recently pointed to the 
availability of records in the Pacific and western Atlantic region going back to the mid-19th 
century with more than 50 records available from 1900 onwards. The analysis of these 
valuable and more or less robust oceanographic measurements could be of high im-
portance for the analysis of storms going into times for which only a few conventional 
proxies for storminess exist. 
Despite the fact that surges measure changes in wind speed and direction, the analysis of 
high annual percentiles of surges at Cuxhaven confirms earlier observational studies on 
storminess over the European-Atlantic region with conventional proxies (Schmidt and von 
Storch, 1993; Alexandersson et al., 1998, 2000; Bärring and von Storch, 2004; Matulla et 
al., 2008; Hanna et al., 2008; Wang et al., 2009) in terms of both variability and trends. 
Consistent with the different pressure based storm indices of the last up to 150 years, 
periods of increased storminess with higher occurrence of extreme storm surges prevailed 
at the end of the 19th and 20th century with very low levels in the 1970s. While a consid-
erable inter-annual to multi-decadal variability, which is significantly correlated to large-
scale atmospheric variability over the North Atlantic and European region, could be identi-
fied, no robust long-term trend could be detected in surges since AD 1843 at the tide 
gauge of Cuxhaven. The absence of any robust long-term trends in annual storminess in 
observations of the last up to 170 years over the Euro-Atlantic region seems to support 
global modeling results of externally forced coupled atmosphere-ocean general circulation 
models (AOGCM). They indicate no long-term changes in storminess (Fischer-Bruns et 
al., 2005) or cyclone characteristics (Xia et al., 2012) for the northern hemisphere through 
the last millennium, although most AOGCM’s point to an increase in storminess under 
enhanced greenhouse gas emission in a future climate (e.g. Gastineau and Soden, 2009; 
Pinto et al., 2007; Donat et al., 2011b).  
By applying a simple statistical model to reanalysis (20CRv2) winds and SLP over the 
North Sea, storm surges in the German Bight were further reconstructed over the entire 
reanalysis period since 1871. Based on the ensemble mean as well as the ensemble 
spread it was demonstrated that the reanalysis data has a high predictive skill back to the 
1910s, while previously the model skill decreases considerably leading to lower occur-
rence of extreme storm surges in the first four to five decades of the reanalysis. This de-
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crease in storminess is neither visible in surge observations at Cuxhaven nor in different 
pressure based storm indices (Krueger et al., 2013a, b) over the European-Atlantic region. 
Hence, the significant positive trends detected in 20CRv2 storminess by Donat et al. 
(2011a) appears to be less a result of the large decadal trends in storminess in the last 
decades but rather reflects the lower occurrences of extreme winds in the early decades 
of the reanalysis. In contrast to the results from Krueger et al. (2013a) which are partly 
from a different region this chapter points to increasing inconsistencies between reanaly-
sis and observation data before the 1910s. The inconsistencies and their dating are sup-
ported by each ensemble member as well as the ensemble mean. As the link of surge 
levels at Cuxhaven with the fully independent NSCI remains stationary back to 1850, the 
discrepancies with 20CRv2 are unlikely to be explained with inconsistencies in the surge 
record. Thus, it is concluded that the 20CRv2 represents a useful database for the North 
Sea region from the beginning of the 20th century, but one has to be careful by computing 
linear trends in particular when periods before 1910 are included in the analysis. 
It is further recommended that the presented methods can be used as an independent 
quality check of reanalysis and tide gauge data in other regions of the world. Especially in 
regions where meteorological observations are sparse, the cross validation with homoge-
neous tide gauge data might provide information on the consistency of reanalysis data on 
longer time scales. In turn, in regions where the tide gauge network is sparse, homoge-
nous reanalysis data may provide information on the homogeneity of sea level measure-
ments. In case of inconsistencies in the long-term variations between reanalysis and sea 
level observations, an independent pressure index like the NSCI for the German Bight can 
be established from observations to study the robustness of the local observations or rea-
nalysis data relative to this index. Whether a similar link between large-scale forcing 
(pressure and wind) and local surges can be also established e.g. in tropical regions 
needs to be evaluated. The homogeneity of observations and reanalysis data is indispen-
sable for oceanographers and meteorologists to study multi-decadal variations or trends in 
storminess or exchange processes between the atmosphere and the ocean, which is in 
turn an important step in understanding the predictability of the system. 
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7 Summary and conclusions 
The research in this thesis was concentrated on the characterization and the understand-
ing of regional sea level variability in the North Sea (with a particular focus on the German 
Bight) on different temporal and spatial scales and under the consideration of various forc-
ing factors. Changes in coastal sea level were analysed by incorporating oceanographic, 
hydrographic and atmospheric data, various statistical and numerical models and physical 
theory. The major focus was on different components: the slowly varying MSL (averaged 
over at least one month) and the high frequency fluctuations (storm surges). All investiga-
tions were performed with the overall aim of improving our (i) knowledge about local and 
remote oceanographic processes leading to enhanced coastal flood risk and (ii) the reduc-
tion of uncertainties related to the estimation of long-term changes in regional sea level, 
which is in turn crucial for deriving future states in the region.  
In chapter 2 and 3 particular attention was given to the seasonal MSL cycle and its inter-
annual to multidecadal variations. The seasonal cycle was described in chapter 2 for a 
data set of 13 tide gauge records all located in the German Bight. It was found that MSL 
varied by about 20 to 30 cm on average with generally larger variability during the cold 
season from October to March. Larger amplitudes and variability were found along the 
northeastern coastline (Schleswig-Holstein) compared to the southwestern part (Lower 
Saxony). These differences along the coastline are suggested to be caused by the more 
exposed position of the northeastern stations against the prevailing westerlies over the 
North Sea. The phase was found to be more coherent in the region peaking in November 
and reaching a minimum during April and May at all stations. It was further illustrated that 
the seasonal cycle is not stationary showing distinctive variability on inter-annual to multi-
decadal timescales with annual amplitudes in some years exceeding 100 cm. Although no 
significant long-term trend was detected over the period from 1937 to 2008, a remarkable 
multi-decadal amplification was found between the 1960s and the mid-1990s. This ampli-
fication was accompanied by a phase shift with peaks moving from November/December 
towards January/February. The reason for these multi-decadal modifications was found in 
up to three times larger trends during winter from January to March compared to the rest 
of the year. A comparison to the NAO index revealed that the majority of the observed 
amplification was coherent with anomalous large decadal trends in the large-scale atmos-
pheric circulation over the North Atlantic. These findings confirm earlier assessments con-
ducted by Plag and Tsimplis (1999) for the larger North Sea and Baltic Sea region, Bar-
bosa et al. (2006) for the entire North Atlantic basin and Hünicke et al. (2008) for the Baltic 
Summary and conclusions  
Sea level variability in the southeastern North Sea 
134 
 
catchment. Up to now such fluctuations in the seasonal cycle were widely ignored when 
analyzing the flood risk in coastal areas. However, the presented results demonstrate that 
variations in the amplitudes or shifts of the phase towards or away from the storm surge 
season may increase (or decrease) the risk of coastal flooding.  
The NAO, which was used to study variations in seasonal MSL in chapter 2, does not in-
fluence sea level directly: it rather appears as a proxy for different coinciding physical pro-
cesses such as wind, SLP and precipitation. Therefore, in chapter 3 the influence of these 
parameters was investigated in more detail in a multiple regression framework. First, each 
parameter was analysed regarding its spatial relationship to seasonal MSL in Cuxhaven. 
This was done by applying a spatial correlation analysis to MSL in comparison to the dif-
ferent parameters derived from the 20CRv2 data set over the period from 1871 to 2008. 
The analysis revealed a dominant impact of wind stress forcing and smaller but significant 
contributions by SLP and precipitation. By applying multiple stepwise LRMs (which ac-
count for the co-variability between the different predictor variables) to seasonal averages, 
the quantitative contribution of each factor was assessed. It was found that zonal wind 
stress plays the most important role throughout all seasons while the other forcing factors 
vary seasonally. For instance, the role of precipitation (affecting the small hydrological 
cycle; e.g. Dietrich, 1954) is only significant during spring when the atmospheric influence 
on the North Sea circulation decreases and density related processes become more pro-
nounced (Sündermann and Pohlmann, 2011).  
Overall the models are able to capture up to 90 % (winter: January to March) of the ob-
served variability. During spring and summer, when the atmospheric variability is much 
smaller in the region, the performance decreases to values in the order of approximately 
50 %. In an attempt to identify the reason for the divergent seasonal trend development 
during the second half of the 20th century, the meteorologically modelled contribution was 
removed from the original data. A comprehensive trend analysis demonstrated that the 
meteorologically induced sea level variations primarily drive the seasonal differences in 
the time series. It was also shown that the intensification of the NAO during the months 
from January to March between the 1960s and mid-1990s led to a significant increase in 
the zonal winds over the Northeast Altlantic region piling up more water in the German 
Bight. In spite of this tremendous influence of meteorological forcing on inter-annual to 
decadal changes in seasonal sea level, the corrected annual time series still show an un-
altered behavior on decadal time scales. It follows that the main characteristics of accel-
eration and deceleration patterns during the past 138 years, which were already identified 
by Wahl et al. (2010, 2011), remained unchanged. However, the SE, which determines 
the accuracy and therefore also the significance of such patterns, was shown to be largely 
reduced. Consequently, the removal of the meteorologically driven component in MSL has 
specified the identification of decadal to centennial features of SLR in the region. It was 
concluded that the different phases of acceleration and deceleration (i.e. the high rates at 
the end of the 19th and 20th century and the downturn in between) were likely driven by 
external processes acting outside the German Bight and/or North Sea. 
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These features were analysed in more detail in chapter 4 where the investigation area 
was extended to the entire North Sea basin, and selected measurements from the North-
east Atlantic were also included. In contrast to the chapters before, the focus was on inter-
annual to decadal scale processes and spatial dependencies. Addtionally, the processes 
affecting MSL were distinguished differently into density (baroclinic) and mechanically 
(barotropic) driven components. The LRMs, as also introduced in chapter 3, were applied 
to estimate the barotropic response of the ocean to atmospheric forcing (wind and SLP) at 
each considered location. For the first time this component was assessed over long time 
scales covering the period from 1871 to 2011. Hence, estimates available from numerical 
models in the region after 1948 could be enlarged by approximately 80 years. To verify 
the validity of the LRMs their estimates were compared to those derived from a state of 
the art numerical model based on HAMSOM (Chen, 2014) for the second half of the 20th 
century. The performance was found to be reasonable well, suggesting sufficient evidence 
for the application to the longer period from 1871 to 2011. The implementation of the 
LRMs to each tide gauge location in the North Sea confirms the conclusion from chapter 3 
that atmosperic forcing dominates the sea level spectra on time scales up to a few years, 
but fails in explaining the decadal scale fluctuations, which determine periods of accelera-
tion and deceleration in SLR. The predominant westerly winds appear as longshore winds 
along the southern North Sea coastlines from Belgium up to Denmark and off- and on-
shore for the coastlines of the UK and Norway. This leads to a two-tier system in the basin 
with larger variability in the southeast and less variability along the UK and Norwegian 
coastlines. The sea levels along the southern coastlines are consequently controlled by 
the rise and fall in response to Ekman transport towards or away from the coast, while 
along the coasts of the UK and Norway the IBE (i.e. the hydrostatic response of the ocean 
to SLP variations) is more important.  
The investigation of the decadal scale features highlights a more coherent picture in the 
region mostly governed by fluctuations in the steric height (here approximated by temper-
ature and salinity profiles in the deep parts of the Norwegian Trench). Given the low water 
depths on the continental shelf it is further clear that the origin of the steric variations must 
be external to the region. The evaluation of gridded sea level anomalies derived from sat-
ellite altimetry and steric sea level fields from Ishii and Kimoto (2009) revealed a coherent 
signal extending from the Norwegian coastline along the continental slope down to the 
Canary Islands. The long-distance correlations suggest that boundary waves triggered by 
longshore winds along the eastern coast of the North Atlantic are a possible driver of sea 
level variability in the North Sea. This complements earlier findings by Sturges and Doug-
las (2011), Calafat et al. (2012) and Calafat et al. (2013), who showed that longshore 
winds control decadal sea level variability in the Mediterranean, the eastern North Atlantic 
and possibly also parts of the Arctic Ocean. The correlation maps derived from the grid-
ded steric heights and satellite altimetry further point out that for the North Sea the region 
north of the Gulf of Biscay is most important for the wave generation. This indicates that 
the signal propagating into the North Sea represents a hybrid of waves triggered at differ-
ent latitudes. The fact that the signal is similarly visible in the steric height further confirms 
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the baroclinic character of the waves (i.e. baroclinic Kelvin waves with a speed of 1 to 
3 m/s).  
After analyzing the variability of sea level and the contribution of different processes, the 
improved knowledge was transferred into a statistical investigation of linear long-term 
trends and acceleration and deceleration patterns. With the help of Monte-Carlo simula-
tions a surrogate ensemble of MSL time series consisting of 1000 series with characteris-
tics typical for the observed records and 1000 series representative for time series cor-
rected for atmospheric forcing were generated. In a first experiment it was tested whether 
atmospheric forcing influences the accuracy of linear trends, i.e the SE was computed for 
both ensembles as a function of time series length. The experiment showed that removing 
atmospheric forcing greatly increases the signal to noise ratio and therefore the accuracy 
of a linear trend. This in turn allows the estimation of linear trends from much shorter time 
series with a similar accuracy as derived from longer records. The effect is, not surprising-
ly, greatest in regions with larger non-tidal variability related to atmospheric forcing. Con-
sequently in the North Sea basin the largest SE reduction is reached for records in the 
German Bight. In the second experiment the surrogate ensembles were combined with 
global projections of 21st century SLR. Following a recent analysis of Haigh et al. (2014) 
three representative long tide gauge records were artificially extended until 2100 and then 
analysed for prospective accelerations. In accordance to Haigh et al. (2014) it was found 
that due to the presence of large inter-annual variability the detection of projected accel-
erations becomes first evident in the second half of the 20th century or later for the moder-
ate projections (in the order of approximately 0.54 m of SLR until 2100) and in the early 
2020s when following high end scenarios (up to 2 m SLR until 2100). When using the sur-
rogate ensemble with noise typical for time series corrected for atmospheric forcing the 
detection time can be shifted by up to 60 years depending on the underlying scenario and 
location. The results of these experiments have profound implications for the purposes of 
coastal planning and management. Improving our knowledge of processes affecting sea 
level regionally clearly supports timely adaption. The earlier we know which climate 
change pathway the Earth’s climate system is following, the earlier appropriate adaption 
measures can be initiated. 
The characterization of past North Sea/German Bight sea level variability illustrated its 
importance for the regional flood risk in coastal areas. Beside the projected increase in 
ocean heat content and mass loss from ice sheets and glaciers, such variability may rep-
resent another source of climate change impact. However, the processes involved in the 
generation of variability act on much smaller spatial scales than resolved by global climate 
models. Therefore, in chater 6 an atmospheric proxy for the barotropic component of sea 
level variability was introduced. The proxy is based on SLP fields over the larger Europe-
an and North Atlantic region and resambles the predominant wind conditions. Since SLP 
is generally well represented by the climate models with course resolution, such a proxy 
indicates the potential for statistical downscaling. First, the validity of the proxy in estimat-
ing atmospherically induced sea level variability in the German Bight was proved. The 
main observational features, such as the divergent seasonal trend development elaborat-
ed in chapters 2 and 3 and the variability gradient along the coastline described in chap-
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ters 2 and 4, were well captured by the proxy. Additionally, a simple but effective method 
was introduced, which allows for testing the stationarity of the statistical relationship on 
which the models are based that are subsequently used for the downscaling. It was found 
that when using at least 40 to 60 years of monthly data for the derivation of regression 
coefficients, the atmospheric component can be estimated with a sufficient degree of ac-
curacy at least for the 138 years of available observations. Based on this finding SLP 
fields from eight AOGCMs were used to approximate the atmospheric contribution to sea 
level variability at 13 stations in the German Bight. For all models first a control run from 
1961 to 1990 was carried out to compare the statistical distribution of AOGCM derived 
estimates with those approximated from observations (reanalysis).  
Then, after demonstrating their validity, projections were calculated following three differ-
ent climate change scenarios (B1, A1B, and A2 representing a low, moderate and high 
emission scenario). For the A1B scenario a multi model ensemble was evaluated, while 
for one model (MPEH5) also the scenario uncertainty was explored. The projections point 
to a moderate increase in the atmospheric component in the order of up to five to six cen-
timeters until 2100. The increase is model and scenario dependent, whereby the model 
and scenario uncertainties were of similar magnitude. In all models and scenarios larger 
trends are found for the northeastern coastline of Schlewig-Holstein. Consistent with past 
observations this feature seems to depend on the state of the NAO and the related wind 
conditions over the North Sea. Some models further point to seasonal differences and 
therefore contain the potential for an amplification of the seasonal cycle, a finding that 
needs deeper investigations. In terms of long-term changes, i.e. linear trends, the projec-
tions point to a minor contribution of atmospheric forcing on future states of SLR in the 
region when compared to steric or mass changes. However, atmospheric forcing may 
lead to decades of above average conditions with the result that a certain threshold might 
be exceeded much earlier/later than expected from linear projections alone. Hence, it is 
important to incorporate such fluctuations as an additional uncertainty into the projections 
of furture states of SLR. It is further important to notice that the decadal fluctuations of 
baroclinic origin as described in chapter 5 are still not included in the proxy presented 
here. 
In chapter 7, observational evidence for changes in high frequency sea level changes, i.e. 
storm surges which are directly related to changes in regional storminess, were investi-
gated. As introduced, changes in regional storminess/storm surges represent another 
source of change in regional flood risk and they act upon the previously discussed MSL 
component. Information about storm surges was limited to hourly records so far, since 
their reconstruction requires a harmonic analysis of hourly values to remove tidal signals 
(e.g. Pawlowicz et al., 2004). As hourly records are mostly limited to the 20th century (in 
Cuxhaven from 1918 onwards), storm surge evaluations were restricted to these periods 
as well (e.g. Ullmann et al., 2009). However, Horn (1948, 1960) developed a technique 
which also allows for the separation of tidal cycles from surges just on the basis of tidal 
high and low water levels. Here, the technique was applied to the long record of Cuxha-
ven, enhancing information about storm surges by 76 years. Trends in extreme storm 
surges were assessed by applying percentile analysis to daily averages of surges. This 
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was done seasonally as well as annually over the entire investigation period from 1843 to 
2012. While the record is characterized by a considerable inter-annual to decadal scale 
variability, no evidence for any significant long-term trend was detected: neither annually 
nor seasonally. This finding confirms studies of conventional storminess proxies such as 
pressure based indices (e.g. Schmidt and von Storch, 1993; Matulla et al., 2008). In 
agreement to these studies the storm surge record is marked by enhanced storm surge 
values at the end of the 19th and 20th century and a downturn in between. Hence, an in-
crease, which could be possibly expected due to anthropogenic climate change (e.g. 
Woth et al., 2006, 2008; von Storch, 2009) is not yet detectable. This contradicts with re-
cent storminess evaluations based on the 20CRv2 wind fields in the North Sea region 
(Donat et al., 2011). Krüger et al. (2013) already argued that this mismatch could be relat-
ed to increasing uncertainties in the renanalyis when going back in time, which could be 
associated with less assimilated data in the earlier decades. This argumentation was re-
cently controversially discussed (Wang et al., 2014; Krüger et al., 2014), whereby consid-
erable debate remains about the timing when the 20CRv2 data starts to be biased signifi-
cantly.  
Therefore, the storm surge record was raised as an independent measure of storminess. 
First, the record was compared to an alternative index the NSCI as also introduced in 
chapter 6 of independently measured pressure readings in close vicinity to the centres of 
high correlation derived from SLP fields over the entire European and North Atlantic re-
gion. The index points to a stationary significant link between surges measured in Cuxha-
ven and large-scale atmospheric circulation over Northern Europe. Then, in a second 
step, it was tested whether the relationship between North Sea winds and SLP from the 
20CRv2 data base changes back in time. This was achieved by applying state of the art 
wind-surge formulas (Müller-Navarra and Giese, 1999; Jensen et al., 2014) to the wind 
and pressure fields from the 20CRv2 data set. By doing so, it was found that the 20CRv2 
input data reveals a stationary link to the surges back to approximately 1910, while previ-
ously the relationship gets significantly weaker. This indicates artificial low values in the 
20CRv2 wind and pressure fields which are neither supported by the surges, nor the SLP 
based NSCI index, nor the conventional proxies analyzed so far (e.g. Schmidt and von 
Storch 1993). This evaluation implies that (i) until now there is no evidence for any signifi-
cant increase in regional storminess, (ii) the 20CRv2 represents a useful data base for 
evaluating climate variability in the region over long time scales, but one has to be careful 
when estimating linear trends before approximately 1910, and (iii) a novel methodological 
framework was introduced for the validation of reanalysis products. 
To conclude, the five major research objectives formulated in chapter 1 were mostly ac-
complished: 
1. The characteristics of North Sea MSL (with a particular focus on the German 
Bight) were described for different frequency bands from months to several dec-
ades.  
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2. Different contributing factors were explored by combining tide gauge measure-
ments with gridded atmospheric and oceanographic data sets, various statistical 
techniques and physical theory. 
3. The knowledge about the composition of MSL in the North Sea was transferred in-
to the issue of temporal characteristics of SLR over the past 140 years. By simulat-
ing a surrogate ensemble of sea level records it was demonstrated (i) how atmos-
pheric forcing affects the accuracy and timing of linear trends and accelera-
tion/deceleration patterns of SLR, and (ii) by how far the removal of known parts of 
variability can improve the estimates. 
4. By combining a novel atmospheric proxy based on SLP fields and statistical 
downscaling techniques future states of variability were assessed for a set of 13 
tide gauge records in the German Bight.  
5. A novel storm surge record was established over the period 1843 to 2012. It was 
proven that the record contains valuable information about storminess in the re-
gion and was compared to the 20CRv2 reanalysis data set. A new methodological 
framework for testing the homogeneity of observational and reanalysis data was 
presented. 
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8 Recommendations for further research 
The present thesis has provided new insights into past changes of SLR and storm surges 
in the North Sea region. However, each new piece of knowledge generates new and 
deeper questions and new theoretical and experimental challenges. In the following, major 
research questions and challenges resulting from the conducted research are listed step 
by step. These research questions can in my personal opinion contribute to a better un-
derstanding of ocean physics and dynamics and their relevance for coastal flood risk.  
 Digitize analogue (historic) sea level data 
As already mentioned by my colleague Dr. Thomas Wahl, hundreds of years of data are 
stored in the basements of water and shipping departements and other authorities since 
decades (Wahl, 2012). These data sets provide vitally important insights into past chang-
es of sea level and storm surges. This is not only valid for the North Sea region, but also 
globally (Talke and Jay, 2013). For instance, in the Pacific region alone more than 50 tide 
gauges provide non-digitized data going back into the 19th century. These data sets im-
prove the confidence in temporal variations of sea level especially before 1900 where up 
to date only a few tide gauge records are available. Although the observational network 
has improved allowing the monitoring of each component seperatly (satellites measure 
sea level relative to the Earth; ARGO profiles give measurement of the heat and salt con-
tent of the ocean; GRACE determines changes in ocean mass, ice melt, and changes in 
hydrology; CGPS provides rates of VLM), tide gauges connect with pre-industrial periods, 
where the human influence on climate change was less distinct. Hence, they are still in-
dispensable especially in the light of detecting deterministic (i.e. externally forced chang-
es) trends in sea level. 
 Enhance the analysis of seasonal MSL changes to larger regions 
As demonstrated in chapters 2 and 3 of the thesis seasonal fluctuations in MSL play an 
important role for the timing and magnitude of extreme events along the coast and the 
ecological health of the ocean. Regional studies on changes in the seasonal cycle have 
been conducted for some marginal seas of the global ocean, e.g. the Mediterranean 
(Marcos and Tsimplis, 2007), the Baltic Sea (Hünicke et al., 2008), the Caribbean (Torres 
and Tsimplis, 2011) and the Gulf of Mexico (Wahl et al., 2014). However, the last as-
sessment for the entire North and Baltic Sea region has been conducted by Plag and 
Tsimplis (1999). Today, more than 20 years of satellite altimetry data provide information 
on spatial characteristics and historic reanalysis data sets give different forcing variables. 
Hence, an assessment of all available data sets could provide new insights into the spatial 
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characteristics of the seasonal cycle and its temporal behavior. Furthermore, the quasi-
global PSMSL data set has only been analysed for the characteristics of the mean sea-
sonal cycle (Tsimplis and Woodworth, 1994), but not for temporal changes in amplitudes 
of phases of the seasonal cycle. The analysis of these data sets could help understanding 
nonstationarities in coastal flood risk. 
 Clarify the role of the NAO on the combined risk of storm surges and ex-
treme precipitation 
Beside its link to SSHs in the North Sea the NAO also influences precipitation patterns 
and therefore the river flooding (Martin et al., 2011) in Northern Europe. This combined 
forcing might comprise the situation that during anomalous strong NAO+ conditions en-
hanced westerly winds coincide with heavy rainfall in the upland watershed. Especially in 
the case of Schleswig-Holstein such events represent a serious hazard, since they bring 
higher than normal loading from both directions: the seaside and the inland. The region 
lies mostly below sea level and is passed by big rivers such as the Eider. The inland 
drainage becomes increasingly complicated when sea levels are rising, requiring, for in-
stance, the support of pumping stations. Hence, it will be important to investigate in future 
studies the multivariate risk of storm surges and heavy rainfall (and/or rainfall). 
 Combine the information given by tide gauges, satellite altimetry and numer-
ical models to reconstruct spatial fields of sea level for the North and Baltic 
Sea back into the 19th century 
As shown in chapter 4, satellite altimetry provides valuable information about the spatial 
variability in sea level, while temporal variations are due to the shortness of the record still 
less well resolved. Recently, various authors combined the information given by tide 
gauges and remote sensing to reconstruct century long sea level fields on a global grid 
(e.g. Church and White, 2011; Wenzel and Schröter, 2011; Meyssignac et al., 2012; 
Calafat et al., 2014). However, in some of these reconstructions marginal seas such as 
the North Sea and Baltic Sea have been disregarded, because they produce -due to their 
low water depths and the increasing continental influences- their own temporal variability, 
which is in turn not connected to the variations of the global mean. Hence, it will be crucial 
to establish regional reconstructions. Since the North Sea and Baltic Sea are equipped 
with a huge number of century long tide gauges, these would provide complementary in-
formation to the existing global reconstructions. When further combined with the outputs 
of state of the art dynamical models (e.g. Chen, 2014), also multidecadal spatial and tem-
poral features could be well described and exchange processes via the Skagerrak and 
Kasttegat region could be better resolved.  
 Clarify the role of ocean dynamics on the low frequency variability of sea 
level in the North Sea with numerical models and GRACE measurements 
As outlined in chapter 4 decadal sea level variability in the North Sea has due to the shal-
low water depths its origin external to the region. Such changes -even steric in na-
ture- appear as mass changes along the coast. Hence, they become visible when analyz-
ing ocean bottom pressure. Nowadays, more than 10 years of GRACE measurements 
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provide information of changes in ocean mass. Furthermore, near-global baroclinic high 
resolution ocean models are available to analyze the mechanisms of decadal sea level 
change and its spatial origin (Carton and Giese, 2008). The combined assessment of 
these new data sources is indespensible for improving our knowledge about exchange 
processes between the deep ocean in the North Atlantic, the Nordic Seas and the North 
Sea. This will further help us to refine the accuracy of regional SLR scenarios for the 
North Sea and Nordic Seas. As a first step the Bjerkness Centre for Climate Research in 
Bergen, Norway, has funded a visiting fellowship for 2014. During September and October 
2014 I will work together with my colleagues Dr. Jan Øie Even Nielsen and Dr. Kristin 
Richter to analyze both above mentioned data sets. 
 Integrate the knowledge about decadal sea level variability into future states 
of sea level along the coast 
The decadal fluctuations in sea level have been demonstrated to reach ±8 cm at some 
locations in the North Sea. This is approximately one half of the totally observed SLR dur-
ing the 20th century (Wahl et al., 2013). Considering this and the fact that these fluctua-
tions may persist over periods of at least 10 years, it becomes obvious that they must also 
be considered for future SLR projections and coastal adaption strategies. However, even 
today global climate models have a horizontal resolution which exceeds the spatial scales 
of the underlying oceanographic adjustment processes. Hence, statistical or dynamical 
downscaling should be applied to derive more accurate sea level projections for the North 
Sea. There are two different ways how this can be achieved. Since the decadal fluctua-
tions are mainly forced by changes in large-scale wind and pressure fields, one could 
search for a proxy similar to that presented in chapter 5 to downscale these processes 
along the coasts over the continental shelf. Another possibility would be to extend the ex-
isting dynamical models to a larger region covering the continental shelf down to the strait 
of Gribraltar. This is important to make sure that the processes envolved into the genera-
tion of decadal sea level variability are adequately resolved by the numerical models. 
 Integrate historical storm surge reconstructions into the validation process 
of reanalysis assessments 
In chapter 6, it has been demonstrated how storm surge records can be used as an inde-
pendent measure of storminess. Since sea level is directly affected by atmospheric dis-
turbances over the ocean, any change in the intensity or direction of prevailing winds 
should be also visible in tide gauge observations. Therefore, sea level measurements 
represent a complementary archive for long-term changes in storminess. Such records, 
however, are not yet used for the validation of historic atmospheric reanalyses. The meth-
odological framework introduced in chapter 6 could be easily extended into other areas 
worldwide. Especially in regions where up to date less atmospheric data for the assimila-
tion into the weather models exists, sea levels might provide an indespensible measure 
for the correctness of the reanalyses.  
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9 Appendix 
 
 
Figure 9-1: Reconstruction of surges based on 20CRv2 winds and SLP. 10 year moving averages of the 95th 
percentiles of observed surges ± standard deviations (black line with grey shaded area; the standard deviation 
has been computed as a measure of variability over each 10 year window) and their reconstructions based on 
20CRv2 (light red: individual ensemble members, dark red: ensemble mean, both normalized to a common 
period from 1950-2011, i.e. the mean has been removed) are presented. Differences between both are shown 
in blue. Annual efficiency criteria between observed and reconstructed daily surges are presented in black. 
The red shaded area marks the period for which significant differences between observations and 20CRv2 are 
detected. The different shades demonstrate the gradual increase of inconsistencies before the 1910s. 
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Figure 9-2: Correlation plot between absolute daily skew surges and daily 20CRv2 wind speeds over the 
period 1950-2010. 
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