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1. Introduction
String theory is often well-behaved on classically singular spaces. As an example,
consider type IIA string theory compactified on a K3 manifold. When a two-sphere
of the K3 collapses to zero volume, the resulting space is singular. Duality with
the heterotic string relates this singularity to the appearence of an extended gauge
symmetry [1, 2]. The additional massless gauge bosons are naturally interpreted as
1
D2-branes wrapping the vanishing two-sphere. This phenomenon is non-perturbative
in string theory, i.e., it is beyond reach of conformal field theory (CFT).
Close to the singularity, the degenerate K3 manifold looks like C2/Γ, with Γ a
discrete subgroup of SU(2). String theory on C2/Γ can be described by an orbifold
CFT [3, 4]. The difference with the previous paragraph, where there was no CFT
description, is that the orbifold automatically breaks the extended gauge symmetry
by a B-flux through the vanishing cycles [5, 6]. The wrapped D2-branes appear as
fractional D0-branes in the orbifold theory [7, 8].
The boundary state formalism [9, 10, 11, 12] (see, for instance, [13, 14, 15,
16] for recent reviews) is a powerful framework for studying D-branes. D-branes
were originally introduced in string theory as hyperplanes on which open strings can
end [17, 18, 19]. Boundary states provide a closed string description of D-branes.
Consistency with the open string description [20] leads to severe constraints on the
possible boundary states in a given string theory. These constraints were analysed by
Cardy [21] for a class of rational conformal field theories (RCFT), and have become
known as “Cardy’s condition”. A careful study of this condition allowed Cardy to
explicitly construct a set of consistent boundary states.
In this paper we derive boundary states for fractional D-branes at an orbifold
fixed point in close analogy with Cardy’s construction. The result generalises the
boundary states of [22, 23, 24, 25, 26]. The main advantage of our approach is that
it makes the origin of the various coefficients in the expressions for the boundary
states manifest. For instance, for C2/Γ orbifolds, typical sine factors arise from the
modular transformation properties of chiral blocks. We show how these transfor-
mation properties are consistent with closed string one-loop modular invariance for
both compact and non-compact orbifolds.
Some subtleties appear in the Cardy-like construction of the fermionic parts of
boundary states, even in flat space. Using observations in [27, 28, 29] we show that
the analogy with Cardy’s construction is pretty close, though. For instance, the
boundary states for “electric” and “magnetic” type 0 D-branes [30, 31, 26] come out
very naturally.
We elaborate on the correspondence between fractional and wrapped branes for
C2/Γ orbifolds. For more general orbifolds, the wrapped brane picture would only
be valid when the orbifold is blown up to large volume, but in the case we are
considering there is enough supersymmetry for the picture to make sense for the
undeformed orbifold as well. We determine the explicit basis transformation that
takes one from the twisted Ramond-Ramond potentials to the potentials associated
to the vanishing cycles.
Recently [32, 33, 34, 35, 36] there has been a lot of interest in orbifolds with
discrete torsion [37]. Discrete torsion means that the action of the orbifold group in
twisted sectors is modified by certain phase factors, “discrete torsion phases”. In [38]
it was argued that D-branes in these theories are associated to projective representa-
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tions of the orbifold group, where the factor system of the projective representations
is related to the discrete torsion phases. We write down boundary states for frac-
tional branes at a fixed point of an orbifold with discrete torsion (extending results of
[22]). We use these boundary states to check the consistency of the relation between
factor systems and discrete torsion phases for D-branes localised at a fixed point.1
The paper is organised as follows. Section 2 contains a brief review of Cardy’s
condition and the construction of consistent boundary states in RCFT. In Section 3
we construct boundary states for D-branes in flat space. Section 4 deals with D-
branes at orbifold fixed points. First we briefly review the general structure of orb-
ifold theories. Next we study modular transformation properties of twisted Virasoro
characters and write down modular invariant partition functions for both compact
and non-compact orbifolds. Then we construct boundary states for fractional branes
at orbifold fixed points. For C2/Γ orbifolds we comment on the relation to McKay
correspondence [39] and on the relation with wrapped branes. In section 5 we study
D-branes at fixed points of discrete torsion orbifolds. Appendix A discusses the
simple example of the free bosons in flat space. Appendix B contains details on
chiral blocks and their modular transformation properties. In Appendix C we have
collected some information about theta functions and discrete groups.
2. Cardy’s condition
In this section, Cardy’s construction of consistent boundary states is briefly reviewed.
The original prescription was derived in the context of a rational conformal field
theory on a cylinder. It may be considered as a direct implementation of open-closed
consistency. We closely follow the original derivation in [21]. As it turns out, the
procedure can be generalised in specific instances of non-rational CFTs. We defer
the details of that to the following sections, however.
2.1 Rational CFT
Rational CFT is a realisation of holomorphic and anti-holomorphic symmetry alge-
bras AL and AR, both containing the Virasoro algebra. The number of primaries
in a rational CFT is finite. We label these primaries by an index i. The Virasoro
characters in the corresponding irreducible modules are
χi(q) = Triq
L0− c24 , (2.1)
where q = e2piiτ , with τ the modular parameter. We shall only consider purely
imaginary τ in this paper.
1Note, however, that our analysis is only valid for D-branes localised at a fixed point. For
more general D-branes there is no such straightforward relation between discrete torsion phases
and projective representations.[33]
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One identifies a sub-algebraA of bothAL andAR, and denotes the corresponding
generators by W (r) and W˜ (r). The choice of A will largely determine what kind
of D-branes (open strings, boundary states) one wishes to keep in the theory. At
world-sheet boundaries the generators of the holomorphic and the anti-holomorphic
embeddings of A are related through gluing conditions. In the rest of this section, it
is assumed that the “preserved” symmetry algebra A coincides with the algebras AL
and AR, which are thus isomorphic. In this section we only consider theories with
diagonal partition function on the torus, i.e.,
Z(q, q¯) =
∑
j
χj(q) (χj(q))
∗ . (2.2)
Consider the cylinder amplitude with boundary conditions labeled by α and β.
In the loop channel, one has
Zαβ =
∑
i
niαβχi(q) , (2.3)
where the integers niαβ denote the multiplicities of the representations i running in
the loop. In the tree channel, this amplitude reads
Zαβ = 〈α|q˜ 12 (L0+L˜0− c12 )|β〉 , (2.4)
where q˜ = e−2pii/τ . In the latter equation, the boundary states 〈α| and |β〉 impose
the boundary condition (
W (r)n − (−)sΩ(W˜ (r)−n)
)
= 0 (2.5)
on the Fourier modes of the symmetry generators; that is,(
W (r)n − (−)sΩ(W˜ (r)−n)
)
|β〉 = 0 , (2.6)
where s is the spin of W (r) and Ω an automorphism2 of the preserved algebra A. In
the remaining of this section we assume for simplicity that Ω is the trivial automor-
phism.
The way to proceed from here is to choose a convenient basis of solutions to
Eq. (2.6), the so-called Ishibashi states [12]. The consistent boundary states are
then built as particular linear combinations of the Ishibashi states. Consider a high-
est weight representation j of AL and the corresponding (isomorphic) representation
j˜ of AR. The states of j are linear combinations of states of the form
∏
IW
(ri)
−nI |j; 0〉,
where the W
(ri)
−nI are lowering operators and |j; 0〉 is the highest weight state. De-
note the elements of an orthonormal basis of the representation j by |j;N〉 and the
2For instance, in the case of a free boson, choosing Ω the trivial automorphism corresponds to
Neumann boundary conditions, while a non-trivial one gives Dirichlet conditions (see Appendix A).
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corresponding basis of j˜ by |˜j;N〉. In terms of the anti-unitary operator U defined
by
U |˜j; 0〉 = |˜j; 0〉∗ ; UW˜ (rI )−nIU−1 = (−)srI W˜ (rI)−nI , (2.7)
the states
|j〉〉 ≡
∑
N
|j;N〉 ⊗ U |˜j;N〉 (2.8)
solve Eq. (2.6) (for Ω = 1). These are the Ishibashi states.
2.2 Cardy’s condition
The consistent boundary states are linear combinations of the Ishibashi states Eq. (2.8):
|α〉 =
∑
j
Bjα|j〉〉 . (2.9)
We can now rewrite Eq. (2.4) as
Zαβ =
∑
j
(Bjα)
∗Bjβχj(q˜) , (2.10)
where
χj(q˜) = 〈〈j|q˜ 12 (L0+L˜0− c12 )|j〉〉 = Trj q˜L0− c24 , (2.11)
which is consistent with Eq. (2.1). In deriving Eq. (2.10) we have used the fact that
the Ishibashi states are orthogonal in the sense that
〈〈j′|q˜ 12 (L0+L˜0− c12 )|j〉〉 = 0 if j 6= j′ . (2.12)
Eq. (2.3) is transformed to the tree channel by the modular S transformation:
Zαβ =
∑
i,j
niαβS
j
iχj(q˜) . (2.13)
Demanding equality of Eq. (2.10) and Eq. (2.13) eventually yields∑
i
Sji n
i
αβ = (B
j
α)
∗Bjβ , (2.14)
at least if no two representations of the holomorphic algebra have the same Virasoro
character. Eq. (2.14) is called Cardy’s equation. The requirement that the multi-
plicities niαβ be non-negative integer numbers is a strong condition on the coefficients
Bjα. This constraint is non-linear: multiplying a consistent boundary state by a
non-integer number will generically not yield a consistent boundary state.
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2.3 Cardy’s solution
In [21], Cardy gave a solution to his equation Eq. (2.14). The first consistent bound-
ary that was constructed, is |0〉. It is determined by the requirement that ni00 = δi0,
that is, the only representation running in the loop channel is the identity represen-
tation. From Eq. (2.14), such a state satisfies
|Bj0|2 = Sj0 . (2.15)
The entries Sj0 of the modular transformation matrix are positive [21], so Eq. (2.15)
is consistent. Eq. (2.15) implies
|0〉 =
∑
j
√
Sj0|j〉〉 (2.16)
(up to the relative phases of the coefficients, which are not fixed by these considera-
tions). Similarly, one defines boundary states |l〉, with the property that ni0l = δil , for
every primary l. Using Eq. (2.14), Eq. (2.15) and the fact that Sj0 > 0, these states
are seen to be
|l〉 =
∑
j
Sjl√
Sj0
|j〉〉 . (2.17)
In Cardy’s solution, the multiplicities niαβ coincide with the fusion rule coefficients of
the algebra A. The boundary states Eq. (2.17) solve Eq. (2.14) because of Verlinde’s
formula [40, 21].
3. D-branes in flat space
Cardy’s construction of consistent boundary states can be made explicit is the im-
portant example of the CFT of free bosons. Since this is well-known, we defer most of
the discussion to Appendix A. Implementing Cardy’s construction for free fermionic
theories is somewhat less trivial. We shall show that, despite some subtleties, it is
possible to follow Cardy’s prescription rather closely. This proves to be an elegant
way to construct directly the type II or type 0 boundary states satisfying the re-
quirements of open-closed consistency. We also briefly discuss the way in which the
proper normalisations of the boundary states in string theory (as opposed to CFT)
are determined.
3.1 Boson boundary state
The basics of the discussion of boundary states in free bosonic theories in terms
of Cardy’s condition were given already in [41, 42]. In this subsection we give a
very brief summary. For completeness, and also in order to establish notations and
conventions, details are collected in Appendix A.
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On each spacetime coordinate we can impose either Neumann or Dirichlet bound-
ary conditions, corresponding to a trivial (Ω = 1) or non-trivial (Ω = −1) choice of
the automorphism Ω. Correspondingly, the boundary states can be of Neumann or
Dirichlet type in each spacetime direction. As an example, the consistent boundary
state describing a D-brane localised at a position x along a circle with radius R is
given by
|x〉D =
( √
α′√
2R
)1/2∑
k∈Z
eix
k
R |(k, 0)〉〉D , (3.1)
where the Ishibashi states |(k, 0)〉〉D take the form
|(k, 0)〉〉D = exp
( ∞∑
n=1
1
n
α−nα˜−n
)
|(k, 0)〉 . (3.2)
String theory The introduction of two boundaries at fixed positions necessarily
introduces a dimensionful scale in the theory. In the resulting CFT on a strip, this
scale is the width of the strip. The context where Cardy first derived his condition and
solutions was in CFT applications to statistical mechanical systems, where the scale
has a physical significance. As such, equality is demanded of expressions Eq. (2.10)
and Eq. (2.13) on a fixed cylinder. This situation is to be contrasted with string
theory. Let us adopt the path-integral point of view for a while. Given a topology,
the prescription to obtain the string amplitude is then that one should integrate over
all metrics and divide out the volume of the gauge group, i.e., the (Diff x Weyl)
group. In the present case, this implies the presence of an integral over the modulus
of the cylinder in one-loop open string amplitudes. In the closed string channel,
this is reflected by the integral in the closed string propagator below. We shall now
indicate how equality of the amplitudes in the open and closed string channels fixes
the normalisation of the boundary states.
Let us consider strings propagating in flat space. For boundary conditions 1, 2
corresponding to parallel p-branes located at y1, y2, we have
Z1,2 = Vp+1
∫ i∞
0
dτ
τ
Z
(d)
1,2 (q) , (3.3)
where q = exp(2piiτ), d = 26 for the bosonic string or d = 10 for the superstring and
Z
(d)
1,2 (q) is the standard open string partition function in d flat directions, of which
p+ 1 are Neumann (see for instance [45]), with the prescribed boundary conditions.
Notice that we included in Z
(d)
1,2 (q) the integration over the momentum along the
Neumann directions. The partition function Z
(d)
1,2 (q) can be expressed in terms of the
Neumann and Dirichlet open string characters introduced in the previous section, in
the decompactified limit R→∞; notice however that ghost contributions effectively
cancel those of two Dirichlet directions. In the superstring case, the contributions of
the fermionic sectors, to be considered shortly in Section 3.2, and of super-ghosts,
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must obviously be added. Upon modular transformation, the open string amplitude
Z1,2 has to be reinterpreted in terms of closed string propagation between boundary
states:
〈B1| α
′
4pi
∫
|z|<1
d2z
|z|2 z
L0−az¯L˜0−a˜ |B2〉 . (3.4)
Here we used the canonical normalization of the closed string propagator. The bound-
ary states |B〉 that do the job are given by the product of consistent boundary states
of Neumann type, Eq. (A.8), for p + 1 directions, and of states of Dirichlet type,
Eq. (A.12), for d − (p + 1) − 2 directions (the −2 accounts for the ghost contribu-
tions), times an overall normalisation. In the decompactified limit for all directions,
the appropriate overall normalisation3 is given (see for instance [13]) by
Np =
√
pi
2
2
10−d
4 (2pi
√
α′)
d−4
2
−p . (3.5)
The corresponding tension of the Dp-brane, as computed from the graviton-dilaton
exchange in the field-theory limit of the closed string amplitude [19] is Tp/κ, with
Tp = 2Np and κ being the gravitational coupling constant.
3.2 Fermion boundary state
Let us next focus on the world-sheet fermions. In principle, these may be treated
in the covariant formulation [46], similarly to the bosons above. For simplicity,
however, we opt for a light-cone treatment of the fermionic sector. Apart from
one subtle point explained shortly, there is no obvious gain for our purposes in the
covariant formulation. The fermions thus realise the SO(8) affine algebra A at level
1. In both the NS- and R-sectors, the unprojected Fock space decomposes into two
irreducible modules H± of A, according to the GSO projection. The corresponding
four inequivalent representations of the SO(8) algebra A are the singlet (o) and the
vector (v) in the NS sector, the spinor (s) and conjugate spinor (c) in the R sector.
Their characters are χa(q) = Tra(q
L0− 16 ), where a = o, v, s, c.
We put an extra minus sign in the definition of the spinorial characters s, c com-
pared to their natural definition as SO(8) characters. This peculiar choice actually
implements the space-time spin-statistics [28, 27, 29]. With this choice, the SO(2n)1
characters are given explicitly by
χv =
1
2
[(
θ3
η
)n
−
(
θ4
η
)n]
, χo =
1
2
[(
θ3
η
)n
+
(
θ4
η
)n]
,
χs = −1
2
[(
θ2
η
)n
+
(
θ1
η
)n]
, χc = −1
2
[(
θ2
η
)n
−
(
θ1
η
)n]
, (3.6)
where, in fact, θ1(τ) is zero. For now, our primary interest is in the n = 4 case.
3For commodity, we collect in this normalisation also the pre-factors of powers of α′ and 2 that
in the previous section appeared in the consistent states Eq. (A.8), Eq. (A.12).
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The modular T and S transformations are encoded in the following matrices
acting on the character vector χa (ordered as v, o, s, c)
T(2n) = diag (−e−npii12 , e−npii12 , enpii6 , enpii6 ) ,
S(2n) =
1
2

1 1 1 1
1 1 −1 −1
1 −1 (−i)n −(−i)n
1 −1 −(−i)n (−i)n
 . (3.7)
The form of S(2n) suggests that it is the v class rather than the singlet class o, that
plays the role of the identity in the fusion rules. This exchange has been explained
in the covariant formulation, where one considers the combined system of SO(1, 9)
fermions and super-ghosts [27]. Indeed, thinking of fusion rules, it is logical that
a representation with even world-sheet spinor number should play the role of the
identity representation.
The bulk conformal field theory is specified by a choice of modular invariant.
To make the analogy with Section 2 as close as possible, we shall first consider a
diagonal partition function. The torus partition function for this theory is
Z0B(q) ∝ (|χo(q)|2 + |χv(q)|2 + |χs(q)|2 + |χc(q)|2) , (3.8)
i.e., the following (left,right) sectors are kept: (NS+, NS+) ⊕ (NS−, NS−) ⊕
(R+, R+)⊕ (R−, R−). The contribution of the bosonic string fields completes this
expression to the full type 0B torus partition function.
Starting from this bulk CFT, boundaries may be introduced in string world-
sheets. Below attention will be focused on D9-branes4, preserving the full Lorentz,
whence SO(8) invariance in light-cone gauge. The Dp-branes with p < 9 are obtained
by T-duality.
Let us first construct the Ishibashi states. In both the NS and R sectors, two
gluing conditions are possible:
ψr = iηψ˜−r , (3.9)
where η = ±1. States solving these conditions as in Eq. (2.8) are
|σ; η〉〉 =
∏
µ
exp
[
iη
∑
r>0
ψµ−rψ˜
µ
−r
]
|σ, η; 0〉〉 , (3.10)
with σ = NS,R indicating the NS-NS or R-R sector and µ running on the transverse
directions. In the R-R (NS-NS) sector, the mode numbers r are (half-)integer. Also,
4Of course, strictly speaking it is inconsistent to consider a D9-brane without the corresponding
anti-brane, because this would lead to a R-R tadpole. Moreover, for D9 branes (or D8’s in type
IIA) one actually needs a covariant formulation, as the exact cancellation of the ghost-superghost
contributions against two coordinates takes place for Dirichlet directions. This subtlety shows up,
for instance, in systems with eight ND directions, like the D0-D8 one [46].
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there is a non-trivial zero-mode part in the R sector:
|R, η; 0〉〉 =M(η)AB |A〉|B˜〉 , (3.11)
where
M(η) = CΓ0Γl1 . . .Γlp
(
1 + iηΓ11
1 + iη
)
, (3.12)
with C being the charge conjugation matrix and li labeling the space directions of
the D-brane world volume. The vacuum states |A〉|B˜〉 for the fermionic zero-modes
ψµ0 and ψ˜
µ
0 transform in the 32-dimensional Majorana representation.
From the states in Eq. (3.10) a proper set of Ishibashi states is provided by
taking appropriate linear combinations:
|v〉〉 = 1
2
(|NS,+〉〉 − |NS,−〉〉) ; (3.13)
|o〉〉 = 1
2
(|NS,+〉〉+ |NS,−〉〉) ; (3.14)
|s〉〉 = 1
2
(|R,+〉〉+ |R,−〉〉) ; (3.15)
|c〉〉 = 1
2
(|R,+〉〉 − |R,−〉〉) . (3.16)
They are mutually orthogonal states satisfying the type 0B GSO projection. The
above labelling follows the general convention of Eq. (2.11); the corresponding chiral
blocks may indeed be verified to be:
〈〈m|q˜ 12 (L0+L˜0− c12 )|n〉〉 = δmn χm(q˜) , (3.17)
with m,n = o, v, s, c. From the Ishibashi states we wish to construct a set of consis-
tent boundary states |a〉, with a = v, o, s, c, that is, we are after a consistent set of
coefficients Bja of Eq. (2.9). These are obtained by Cardy’s formula Eq. (2.17), with
the S matrix of Eq. (3.7). As alluded to before, the fact that Smv = 1/2 > 0 for all
m reflects the fact that it is the v representation that is the analogue of the identity
representation in RCFT. As such, |v〉 is the analogue of the state |0〉 in Section 2.3.
We obtain
|v〉 = 1√
2
∑
m
|m〉〉 = 1√
2
(|v〉〉+ |o〉〉+ |s〉〉+ |c〉〉)
=
1√
2
(|NS,+〉〉+ |R,+〉〉) ,
|o〉 =
√
2
∑
m
(S(8))
m
v |m〉〉 =
1√
2
(|v〉〉+ |o〉〉 − |s〉〉 − |c〉〉)
=
1√
2
(|NS,+〉〉 − |R,+〉〉) ,
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|s〉 =
√
2
∑
m
(S(8))
m
s |m〉〉 =
1√
2
(|v〉〉 − |o〉〉+ |s〉〉 − |c〉〉)
=
1√
2
(−|NS,−〉〉+ |R,−〉〉) ,
|c〉 =
√
2
∑
m
(S(8))
m
s |m〉〉 =
1√
2
(|v〉〉 − |o〉〉 − |s〉〉+ |c〉〉)
=
1√
2
(−|NS,−〉〉 − |R,−〉〉) . (3.18)
These states are the type 0B boundary states that may be found in the literature
[30, 31, 26]. The states |v〉 and |o〉 are usually referred to as electric D9-brane and
anti-D9-brane, respectively, while |s〉 and |c〉 are called magnetic D9-brane and anti-
D9-brane.
From the Cardy construction the integer multiplicities in the loop channel ncab
follow from the Verlinde formula [40]:
ncab =
∑
m
(S(8))
m
a (S(8))
m
b ((S(8))
m
c )
∗
(S(8))mv
= 2
∑
m
(S(8))
m
a (S(8))
m
b (S(8))
m
c , (3.19)
where the second equality makes use of the explicit form of the matrix S(8) of
Eq. (3.7). They correspond to the fusion rules
v ⊗ α = α , α⊗ α = v , o⊗ s = c , o⊗ c = s , s⊗ c = o , (3.20)
that is we have nivα = δ
i
α, n
i
αα = δ
i
v, n
j
oc = δ
i
s, and so on. These fusion rules correspond
to the algebra of the conjugacy classes o, v, s, c of SO(8) representations where o and
v have been exchanged [28, 27, 29].
Next we want to consider the supersymmetric type IIB theory, which has the
one-loop partition function
ZIIB(q) ∝ |χv(q) + χs(q)|2 . (3.21)
As is well known (see, e.g., [46]), of the Ishibashi states (3.14-3.16) only |v〉〉 and |s〉〉
are kept after the type IIB GSO projection (1 + (−)FL)/2 ×(1 + (−)FR)/2. It is
no longer possible to apply Cardy’s procedure straightaway; however, the boundary
states ensuring open-closed consistency may be obtained in a similar spirit. First re-
organise the characters running in the loop channel into the vector χˆA (A = 0, 1, 2, 3)
where
χˆα ≡ (χv + χs, χo + χc, χv − χs, χo − χc) (3.22)
and reorder those in the tree channel into χˆM = (χv, χs, χo, χc). With respect to
these new bases, the S modular transformation is χˆA(q) = Sˆ
M
A χˆM (q˜), with
Sˆ =

1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1
 . (3.23)
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The matrix Sˆ is thus seen to commute with the GSO projection, which is just the
projector on the upper left block. As such, it makes sense to just restrict ourselves
to the GSO projected Ishibashi states |Mˆ〉〉, with Mˆ = v, s, and introduce consistent
states |Aˆ〉, (αˆ = 0, 1) given by a projected version of Cardy’s formula Eq. (2.17)
(notice that |0〉 corresponds to the identity, with SˆMˆ0 = 1 > 0):
|0〉 =
∑
Mˆ
|Mˆ〉〉 = |v〉〉+ |s〉〉
=
1
2
(|NS,+〉〉 − |NS,−〉〉+ |R,+〉〉+ |R,−〉〉) ,
|1〉 =
∑
Mˆ
SˆMˆ1 |Mˆ〉〉 = |v〉〉 − |s〉〉
=
1
2
(|NS,+〉〉 − |NS,−〉〉 − |R,+〉〉 − |R,−〉〉) . (3.24)
It may be observed that |0〉 and |1〉 coincide with the familiar expressions for IIB D9
and anti-D9 brane boundary states. Amplitudes ZAˆBˆ with such boundary conditions
are given by
Z00 = Z11 = χˆ0 = χv + χs , Z01 = Z10 = χˆ1 = χo + χc , (3.25)
yielding the D9-D9 and D9-D¯9 amplitudes indeed.
This Cardy-like derivation of consistent type II theory boundary states may
appear to be somewhat heuristic5. The states that we find in this way automatically
enjoy a number of nice (physical) properties of D-branes, though. In particular, pure
RR boundary states are absent, and all D-branes couple to gravity (see also [48]).
The nice aspect of the construction is in displaying these features very explicitly.
Above, only collections of (parallel) D-branes of the same dimension were con-
sidered. Allowing more general configurations involving D-branes of different di-
mensions, mutual consistency will generically impose additional constraints. As an
example, one learns that in type IIA theory with BPS Dp branes for even p, only
non-BPS Dq-branes with odd q can be added consistently (see, for instance, [16]).
Let us finally recall that the complete superstring boundary states are obtained
by multiplying the bosonic (Neumann or Dirichlet as appropriated to the various
directions) and fermionic boundary states we have been discussing, with the overall
normalization Np described in Eq. (3.5), for d = 10. The type II boundary states
normalised in this way describe Dp-branes with the tension Tp/κ = 2Np/κ as in
5For one thing, in these cases the characters are not linearly independent: the one-loop vacuum
amplitude for BPS D-branes vanishes due to the familiar cancellation between the NS and the
R sector contributions. Nevertheless, the derivation of Cardy-like conditions may be justified by
requiring that not only the vacuum diagram but also diagrams with vertex operators inserted agree
between the open and closed string channels. This is analogous to the use of unspecialised characters
in [47].
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Eq. (3.5) and a charge density [19]
µp = 2
√
2Np =
√
2pi(2pi
√
α′)3−p (3.26)
with respect to the canonically normalised RR (p+ 1)-form Ap+1.
4. D-branes at an orbifold fixed point
After the flat space D-branes, let us next examine branes in orbifold spaces of Cn/G
type. Some attention will be paid in particular to the C2/Γ cases, with Γ a discrete
subgroup of SU(2). The latter orbifolds correspond to blown-down ALE spaces,
and are local models of degenerate K3 surface geometries. The CFT description of
such orbifolds is under control, and one primary aim will be to show how a suitably
modified Cardy prescription leads to the correct expressions for consistent D-brane
boundary states. We will only discuss fractional D-branes localised at the fixed point
of the orbifold. [49, 7, 50, 8]
In Subsection 4.1 we briefly review a number of general features of orbifold con-
formal field theories. After a more detailed discussion of the chiral blocks for orbifolds
of free theories and their modular transformation properties (Subsection 4.2), Sub-
section 4.3 treats the construction of consistent boundary states for D-branes stuck
at orbifold fixed points. Some comments regarding the geometrical significance of
these states are made at the end of that subsection. Finally, we briefly comment on
the relation with the boundary states constructed in [51, 52], where the relation of
ALE spaces with non-compact Gepner models was exploited.
4.1 General features of orbifold theories
Orbifold theories [3] are obtained from a parent conformal field theory by modding
out a discrete symmetry group G. That is, G is a finite subgroup of the group of
endomorphisms of the algebra AL⊗AR, preserving the left-right decomposition and
commuting with the Virasoro algebra [53].
The partition function of an orbifold CFT on a torus has the following structure:
Z =
1
|G|
∑
g, h ∈ G
[g, h] = e
Z(g, h) . (4.1)
More generally, sector-dependent phases ε(g|h), may be introduced in Eq. (4.1) [37].
These numbers adding the Z(g, h) with relative weights reflect the possibility to turn
on discrete torsion. The discussion of those cases is deferred until Section 5, however.
In Eq. (4.1), Z(g, h) represents the partition function evaluated with boundary
conditions twisted by h and g along the a- and b-cycles of the torus, respectively.
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As aba−1b−1 is in the trivial pi1 homotopy class, these boundary conditions are only
consistent if g and h commute (we use the notation [g, h] = ghg−1h−1), whence the
restriction on the sum in Eq. (4.1).
From the Hamiltonian point of view, the structure of the orbifold Hilbert space
H˜ is as follows. First, the original untwisted Hilbert space H0 is projected onto its G-
invariant subspace. Next, for each h ∈ G, a twisted Hilbert space Hh is introduced,
in which the fundamental fields obey periodicity conditions twisted by h. As in the
untwisted Hilbert space, only states invariant under the action of the orbifold group
G are kept. For non-abelian orbifold groups, and/or in the presence of different fixed
points, there are additional complications, to which we now turn.
Take a field φ(σ, τ) in the sector twisted by h ∈ G (σ and τ are the world-sheet
space and time coorditates). It satisfies
φ(σ + 2pi, τ) = hφ(σ, τ) , (4.2)
where hφ denotes the image of the field φ under the action of h. Now G-invariant
states are obtained in two steps. First, any state in Hh is projected inside Hh onto
its Nh-invariant part, where
Nh = {g ∈ G|[g, h] = e} (4.3)
is the stabilizer group of h. Next one averages by adding the images of such state in
the sectors twisted by the remaining elements in the conjugacy class of h. The final
result is a G-invariant state in natural correspondence with the conjugacy class.
How is this related to Eq. (4.1)? The term Z(g, h) corresponds to
Z(g, h) = TrHh g q
L0− c24 q¯L˜0−
c
24 =
∑
(j,j¯)
χgh(j)(q)χ¯
g
h(j¯)(q¯) . (4.4)
Each twisted sector Hilbert space Hh is decomposed into representations of the chiral
algebra and we introduced the corresponding twisted chiral blocks
χgh(j)(q) = TrHh(j) g q
L0− c24 . (4.5)
The sum over g ∈ Nh in Eq. (4.1) projects onto Nh-invariant states. Combined with
their image states in sectors twisted by elements conjugate to h, states invariant
under the full orbifold group G are obtained. As such, Eq. (4.1) implements the
inclusion of twisted sectors and the projection onto invariant states. In the orbifold
CFT the chiral symmetry algebra is the G-invariant subalgebra A0 = A/G of A. The
twisted sectors correspond to representations of A0 that were not representations of
A.
If the action of (subgroups of) the orbifold group G admits several fixed points
φ(I), the twisted sectors Hh contain subsectors H(I)h whenever h belongs to the sub-
group G(I) fixing φ(I). The partition function of the orbifold is still given by Eq. (4.1),
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with the understanding that the terms Z(g, h) receive contributions from each point
fixed by h. Below, a more explicit notation is introduced in the expression of the
partition function. The calligraphic symbol Z(g, h) will denote the h twisted con-
tribution from a single fixed point. The partition function then involves an explicit
sum over the fixed points:
Z =
1
|G|
∑
g, h ∈ G
[g, h] = e
Z(g, h) +
∑
I
1
|G(I)|
∑
h 6= e, g ∈ G(I)
[g, h] = e
Z(I)(g, h) . (4.6)
The first term comes from the fixed point implicitly associated to the original twisted
sectors Eq. (4.2), whereas the second term is due to the other fixed points. As will be
pointed out in the next section, it is one-loop modular invariance that necessitates
the inclusion of the full set of fixed points.
4.2 Chiral blocks and orbifold partition functions
In this section we outline in some detail how the general features of the previous
subsection are realised in the specific instance of orbifolds of free bosons and fermions.
Technical details are collected in Appendix B.
We want to model (super)string propagation on a flat 2n-dimensional space
with a geometrical action by some discrete group G. The flat space may be either
compact (T 2n) or non-compact (Cn). TheG-action is implemented accordingly on the
(super)string fields X and ψ corresponding to these directions. In this subsection, we
will only discuss the “internal” orbifold CFT. Quantities referring to the remaining
part of the c = 26 or c = 15 CFT are suppressed.
Since any g and h appearing together in Eq. (4.1) commute, they can be simulta-
neously diagonalised. In the sector (g, h) we can therefore choose a basis of complex
fields X l, l = 1, . . . , d (and similarly for the ψ’s) such that
g : X l 7→ e2piiνg,lX l (4.7)
(X¯ l transforms with opposite phases), while the twist by h imposes
X l(τ, σ + 2pi) = e2piiνh,lX l(τ, σ) . (4.8)
Analogous conditions apply to the fermionic fields. With the diagonal action Eq. (4.7),
each single complex direction may be discussed separately. For ease of notation, we
henceforth denote the eigenvalues of g, h in this direction by νg ≡ ν, νh ≡ ν ′.
Consider the bosonic fields first. The chiral blocks χ
(X)g
h defined as in Eq. (4.5),
may be expressed explicitly in terms of theta-functions (see Appendix B). Out of
these, a particular subset corresponds to the untwisted sector. Only these blocks
will appear in the open string partition function where strings are stretched between
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parallel D-branes at the orbifold point, so we concentrate on them in most of this
paper. From Appendix B one learns that
χ̂(X) ge (q) = 2 sinpiν
η(τ)
θ1(ν|τ) , (4.9)
where the hat indicates the omission of the zero-modes. The modular transformation
properties of these blocks depend crucially on the presence or absence of the zero-
mode contribution in Eq. (4.9). An example will be given below to illustrate this.
Rather than to deal with the general case, we believe it is more useful to show the
peculiar role of the zero-modes in a specific instance.
Let us next turn to the fermions. The relevant objects are the v, o, s, c repre-
sentations of the SO(2) algebra . The corresponding chiral blocks in Eq. (B.5) are
labelled accordingly. The untwisted characters are
(χv)
g
e =
θ3(ν|τ)− θ4(ν|τ)
2η(τ)
,
(χo)
g
e =
θ3(ν|τ) + θ4(ν|τ)
2η(τ)
,
(χs)
g
e =
θ2(ν|τ)− i θ1(ν|τ)
2η(τ)
,
(χc)
g
e =
θ2(ν|τ) + i θ1(ν|τ)
2η(τ)
. (4.10)
In the last two cases, these expressions include the fermionic zero-mode contribution
(see Appendix B). For explicit expressions of (χa)
g
h, with a = v, o, s, c in the generic
twisted sectors we refer to Appendix B likewise.
Modular transformations The modular properties of orbifold chiral blocks were
considered in Ref. [53] in the context of RCFT. The theory of free bosons, in partic-
ular in the non-compact case, is not an RCFT; however the chiral blocks are simple
expressions in terms of theta-functions and as such the modular transformations are
easily derived.
In the RCFT case, the generators S : τ → −1/τ and T : τ → τ + 1 of the
modular group of the torus are represented on the chiral blocks χgh as follows [53]:
χgh
S−→ σ(h|g)χh−1g ; (4.11)
χgh
T−→ e−pii c12 τh χhgh . (4.12)
The quantities σ(h|g) must be symmetric in h and g. In the case of orbifolds of
free bosons and fermions, the modular transformations are studied in Appendix B.
They turn out to take the form Eq. (4.11), with appropriate corresponding quantities
σ(h, g) and τh.
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In particular, the untwisted boson characters (without zero mode contributions)
χ̂
(X)g
e transform as follows under the S modular transformation:
χ̂(X) ge (q˜) = 2 sin piν χ
(X) e
g (q) , (4.13)
corresponding to
σ̂(e|g) = 2 sinpiν . (4.14)
For the untwisted fermions, the action of the S-modular transformation is en-
coded in matrices S(h|g) acting on the character vector (χa)gh, (a = v, o, s, c):
(χa)
g
e
S−→ (S(2)) ma (χm)eg , (4.15)
where S(2) is given in Eq. (3.7).
Bosonic zero modes in an example We next wish to display the role of the
bosonic zero-modes in a concrete example. Along the discussion, we will make a de-
tour to comment on the geometrical meaning of the extra factors 2 sin piν present in
the S-modular transformations Eq. (4.14) of bosonic untwisted chiral blocks. These
peculiar factors appear in the partition function of a compact orbifold, where they
count fixed points according to the Lefschetz fixed point theorem. The very same fac-
tors 2 sin piν will appear in the coefficients of consistent boundary states for fractional
D-branes sitting at the orbifold singularity.
Given its mainly illustrative purposes, the discussion can be restricted to the
simple case of one complex dimensional abelian orbifolds; that is, to a ZN point
group action.
Consider the non-compact case first. Denote the ZN generator by g. Accord-
ing to Eq. (4.1), the orbifold partition function contains Zflat, all the contributions
Zn.c.(e, g
α) needed to project onto ZN invariant states in the untwisted sector. The
zero modes (the momenta k) multiply the non-zero mode contribution Eq. (4.13) as
follows:
Zn.c.(e, g
α) =
∫
d2k〈k|gαq α
′
k
2
2 |k〉|χ̂(X) gαe |2 =
∫
d2kδ2 ((1− gα)k) q α
′
k
2
2 |χ̂(X) gαe |2
= det(1− gα)−1 |χ̂(X) gαe |2 =
|χ̂(X) gαe |2
4 sin2 pi α
N
=
∣∣∣∣ η(τ)θ1( αN |τ)
∣∣∣∣2 . (4.16)
Orthogonality of momentum eigenstates was used here. The eigenvalues of the gα
on k are obviously e±2piiν , with ν = α/N . As such, the trigonometric factors 2 sin piν
are seen to be absorbed by the momentum integration.
In the twisted sectors there is no momentum, so that for β 6= 0 we simply find
Z(gβ, gα) ≡ Zn.c.(gβ, gα) = |χ(X)g
α
gβ
|2 (4.17)
(see Appendix B for explicit expressions of the twisted chiral blocks χ
(X)gα
gβ
).
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The modular generators S and T are thus seen to act on the Zn.c.(g
β, gα), for
all β, α, by an appropriate exchange of the boundary conditions (see Eq. (4.11)).
Therefore, the partition function corresponding to Eq. (4.1),
Zn.c. =
1
N
N−1∑
β,α=0
Zn.c.(g
β, gα) =
1
N
{
Zflat +
N−1∑
α=1
Zn.c.(e, g
α)
}
+ ZZNtwisted , (4.18)
is modular invariant. The notation used here is such that ZZNtwisted is the contribution
of twisted sectors from a single ZN fixed point:
ZZNtwisted =
1
N
N−1∑
β=0
N−1∑
α=1
|χgβgα|2 , (4.19)
where g generates ZN .
Next consider the compact case, where C is compactified on a ZN invariant
lattice Λ. Geometrically, the only consistent choices, giving rise to a quotient space
with isolated orbifold singularities, are N = 2, 3, 4, 6.
Momenta take values in the dual lattice. Furthermore, there are now closed
string winding states. The unprojected, untwisted partition function Ztorus that
is now obtained is again modular invariant by itself. The untwisted contribution
performing the projection onto invariant states is now found to be
Z(e, gα) =
∑
n,w
〈n;w|gα q α
′
2
n
2
R2
+ (wR)
2
2α′ |n;w〉 |χ̂(X) gαe |2 = |χ̂(X) g
α
e |2 ,
= 4 sin2
piα
N
Zn.c.(e, g
α) , (4.20)
since only |n = 0;w = 0〉 is invariant under the action of g. Contrary to the non-
compact case, the S modular transform of the untwisted terms is that of the chiral
blocks χ
(X) gα
e in Eq. (4.13). More precisely, we have
Z(e, gα) S−→ 4 sin2
(piα
N
)
Z(gα, e) . (4.21)
Adding all sectors with weight one like in Eq. (4.18) would no longer yield a modular
invariant. Eq. (4.21) requires that the terms (1/N)
∑N−1
β=1 4 sin
2(piβ/N) Z(gβ, e) be
added to the untwisted projected contribution 1
N
(Ztorus+
∑N−1
α=1 Z(e, gα)). To ensure
full modular invariance, the remaining sectors must be included with appropriate
weigths determined by these.
It is only in the cases N = 2, 3, 4, 6 that the factors Nβ = 4 sin
2(piβ/N) are
all integers. These are precisely the cases where a geometrical interpretation of
the quotient space is possible. More precisely, Nβ counts the number of points on
T 2 fixed under the action of the element gβ of the orbifold group; this is basically
the content of the Lefschetz fixed-point theorem. As such, the modular invariant
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partition function fixed in terms of the factors Nα in Eq. (4.21) incorporates the
contributions of twisted sectors from all the points fixed under (subgroups of) the
orbifold group. In other words, it has exactly the structure of Eq. (4.6).
Let us illustrate this in the concrete
1
a r
p
q
b
A
e
i /3pi
Figure 1: Fixed points for T 2/Z6. See the
text for details.
example of T 2/Z6. There are several fixed
points now. There is one Z6-fixed point
A (fixed by the generator g) in Fig. 1.
Further, there are two Z3-fixed points a
and b in Fig. 1, (fixed by g2). These
points are combined in a single orbit un-
der the Z6 action of g. Finally, there are
3 Z2-fixed points (p,q and r), fixed by
g3; they form a single orbit under the Z6
action. The modular invariant partition
function is
Z =
1
6
{
Ztorus +
5∑
α=1
Z(e, gα) +N1
5∑
α=0
Z(g, gα) +N2
2∑
α=0
Z(g2, g2α)
+ N3
1∑
α=0
Z(g3, g3α) +N4
3∑
α=0
Z(g4, g2α) +N5
5∑
α=0
Z(g5, gα)
+ N1
∑
α=1,3,5
Z(g2, gα) +N1
∑
α=1,2,4,5
Z(g3, gα) +N1
∑
α=1,3,5
Z(g4, gα)
}
, (4.22)
with N1 = N5 = 4 sin
2(pi/6) = 1, and analogously N2 = N4 = 3 and N3 = 4. In this
expression, all possible twisted contributions at points fixed by elements gβ appear
correctly counted with the fixed point multiplicities Nβ = N6−β . This partition
function is rewritten more suggestively in the form of Eq. (4.1):
Z =
1
6
{
Ztorus +
5∑
α=1
Z(e, gα)
}
+ ZZ6twisted + ZZ3twisted + ZZ2twisted , (4.23)
using the notation introduced in Eq. (4.19). The Z3 and Z2 twisted contributions
appear only once, as we are now identifying the fixed points belonging to the same
orbits.
4.3 Boundary states for fractional branes
Here and below, we will restrict our attention to D-branes that are pointlike along the
orbifold directions. The orbifold space is taken to be Cn/Γ; following [54] a natural
starting point are Γ-invariant configurations of D-branes on the covering space Cn.
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As such the brane and its images natu-
x
gxg’x
...
orbifold
covering space
Figure 2: A Γ-invariant configuration
of D-branes (blue dots) in the cover-
ing spaces. Open strings carry Chan-
paton indices in the regular represen-
tation R.
rally give rise to the regular representation6
R on the Chan-Paton factors. Correspond-
ingly, these D-branes have been called regular
branes. A particularly well-studied example is
given by regular D-branes on C2/Γ, where the
low-energy world-volume theory yields a su-
persymmetric σ-model on the ALE-space re-
solving the singularity.7
However, the regular representation of a
discrete group Γ is not irreducible. It decom-
poses as
R =
⊕
I
dI DI , (4.24)
in terms of the irreducible representations DI
of Γ, whose dimensions we denote by dI . Thus
one may wonder whether there exists a more “elementary” set of D-branes such that
the open strings attached to the latter carry Chan-Paton indices transforming in an
irreducible representation. This turns out to be the case, and such D-branes have
been called fractional D-branes [49, 7, 50, 8] (see also [57] for a review).
A fractional Dp-brane is a BPS object. It carries only a fraction of the charge
with respect to the untwisted RR (p + 1)–form of a usual Dp-brane but, contrarily
to a usual brane, it is charged with respect to some twisted RR (p + 1)–form [7].
It is stuck at the orbifold fixed point (where all twisted fields sit): indeed, to place
it elsewhere, we should associate it to an invariant configuration in in the covering
space. However, as already discussed (see Figure 2), such an invariant configuration
corresponds to the regular representation.
Fractional branes can be geometrically interpreted
DI
DJ
Figure 3: Open strings be-
tween fractional branes of types
I and J carry Chan-Paton la-
bels in the irreducible represen-
tations D¯I and DJ .
as higher-dimensional branes wrapped on exceptional
cycles of the resolved space [7, 8]. The exceptional
cycles collapse in the orbifold limit, but a non-zero
flux of B on them persists [5], leaving us with lower-
dimensional fractional branes with non-zero mass.
The determination of the spectrum of D-branes in
the theory should thus be linked with the determina-
tion of the homology of the (resolved) orbifold space
or, more precisely, to its homological K-theory [58, 22, 23, 34].
As already mentioned, we concentrate solely on the fractional branes. Our aim
is to derive the corresponding consistent boundary states by adapting Cardy’s con-
6The regular representation is the representation of dimension |Γ| obtained regarding the group
products as linear operations on a vector space spanned by the group elements themselves. Namely,
the matrix R(g) representing g has matrix elements [R(g)]g1g2 = δg2,g·g1 .
7This has been rephrased as follows [54, 55]: the matter fields of the world–volume theory
give a physical realisation of the mathematical hyperka¨hler quotient construction of ALE spaces,
originally due to Kronheimer [56].
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struction8. This procedure applies equally well to abelian and non-abelian orbifolds,
and it links very explicitly (for instance in the case of C2/Γ) the boundary states that
represent the fractional p-branes at the orbifold point with the geometrical picture
of such branes as higher-dimensional branes wrapped on vanishing cycles.
We concentrate first on describing the boundary states
D0
DJ
DI χ I
χKnI JK
Figure 4: The bound-
ary conditions correspond-
ing to fractional branes
fuse in correspondence to
the algebra of irreducible
representations of Γ.
at the level of the CFT that describes the Cn/Γ orbifold
space. In terms of these it is straightforward to write
the boundary states of the complete string theory under
consideration, be it a bosonic or a supersymmetric string
theory.
The cylinder amplitudes with fixed boundary condi-
tions of type I and J are described, from the point of view
of open strings, as Γ-projected one-loop traces
ZIJ(q) =
1
|Γ|
∑
g∈Γ
TrIJ(gˆ q
L0− c24 ) , (4.25)
where gˆ acts not only on the string fields Xµ and ψµ, but
also on the Chan-Paton labels at the two open string end-
points, transforming respectively in the representation D¯I
and DJ . The amplitude ZIJ is basically constructed out
of the untwisted chiral blocks χge(q) discussed in Sec. 4.2.
Indeed, performing the Chan-Paton part of the traces, we
have
ZIJ(q) =
1
|Γ|
∑
g∈Γ
tr D¯I (g) trDJ (g) Tr (g q
L0− c24 )
=
1
|Γ|
∑
α
nα (ρ
α
I )
∗ραJ χ
g(α)
e (q) . (4.26)
Here and below the index α will label the conjugacy classes Cα (containing nα ele-
ments) of Γ and the group element g(α) is a representative of Cα; moreover, ραJ denotes
the character matrix, namely ραJ = trDJ (g
(α)).
The consistent amplitudes ZIJ can be expanded with integer multiplicities on a
basis of chiral blocks, χI(q):
ZIJ(q) =
∑
K
nKIJ χK(q) . (4.27)
The chiral blocks χI are amplitudes in which only the Chan-Paton representation
DI runs in the loop. They correspond to amplitudes Z0I , where at one endpoint the
Chan-Paton labels transform in the trivial identical representation D0. It follows
from Eq. (4.26) that these blocks are simply the discrete Fourier transforms of the
8The boundary states for fractional branes have already been considered in the literature [22,
24, 25]. Their derivation via Cardy’s procedure, however, will allow us to clarify several fine points.
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chiral blocks χge:
χI(q) =
1
|Γ|
∑
α
nα ρ
α
I χ
g(α)
e (q) . (4.28)
To carry out Cardy’s construction, we need the S-
( )*
g(α)
DI DJ
g(α)
ρ
J
αρ
I
α
Figure 5: The open string
one loop trace with b.c.s of
type I and J with the inser-
tion of an element g(α) (top)
corresponds upon S-modular
and discrete Fourier trans-
form to the propagation in the
tree channel of a closed string
twisted by g(α) (bottom). ρ
denotes the character matrix.
modular transformation properties of the open string
basis χI(q) of chiral blocks. Via Eq. (4.28), these are
determined by the transformations of the untwisted
chiral blocks χge.
Bosonic theory Consider first the purely bosonic
case. Recall that we consider open strings with Dirich-
let boundary conditions in all of the orbifold direc-
tions, so that there is no momentum zero-mode. The
S modular transformation of the relevant chiral blocks
χge = χˆ
(X)g
h of Eq. (4.9) reads
χge
S→ σ(e, g)χeg , (4.29)
where the factors σ(e, g) are as follows (see Eq. (4.13)):
σ(e, e) = 1 ,
σ(e, g) =
n∏
l=1
(2 sin piνg,l) , g 6= e , (4.30)
if we are considering a Cn/Γ orbifold.
From Eq. (4.28) and Eq. (4.29) it follows that the χI blocks, when transformed
to the tree channel, are expressed them in terms of twisted chiral blocks. Twisted
blocks are labeled by the conjugacy classes of Γ; it is convenient to introduce the
simplified notation χα(q˜) for a basis of the tree-channel blocks:
χα(q˜) = χ
e
g(α)(q˜) , g
(α) ∈ Cα . (4.31)
We can then write the modular transformation as
χI(q) =
∑
α
SαI χα(q˜) , (4.32)
with
SαI =
nα ρ
α
I
|Γ| σ(e, g
(α)) . (4.33)
Notice that the entries of Sα0 , namely σ(e, g(α))nα/|Γ|, are all positive, as appropriate
to the distinguished role of the identity representation in Cardy’s procedure. The
fusion algebra that follows from applying Verlinde’s formula to the matrix S,
nKIJ =
∑
α
SαI SαJ (S−1)Kα
Sα0
, (4.34)
22
corresponds simply9 to the algebra of the irreducible representations of Γ:
DI ⊗DI =
∑
K
nKIJ DK . (4.36)
In terms of this matrix S we can now proceed with Cardy’s construction of
consistent boundary states, as in Section 2.3.
“Ishibashi states” |g(α)〉〉 solve the analogue of the gluing condition Eq. (A.4) (of
Dirichlet type) in a sector twisted by g(α) (see [26]):
|g(α)〉〉 = exp
(
n∑
l=1
[∑
κl
α¯l−κlα˜
l
−κl
κl
+
∑
κ¯l
αl−κ¯l ˜¯α
l
−κ¯l
κ¯l
])
|0, g(α)〉 . (4.37)
The modings of the oscillators αlκi follows from the twisted identifications Eq. (4.8),
and were implicitly used in the computations of the twisted chiral blocks: we have
κl ∈ Z+ να,l, while κ¯l ∈ Z− να,l, where exp(2piiνα,l) is the eigenvalue of g(α) ∈ Cα on
the complex fieldX l. By |0, g(α)〉 we have denoted the vacuum in the sector twisted by
g(α). All the directions in the orbifold space are uncompactified Dirichlet directions;
if in the l-th complex direction the sector defined by g(α) appears as untwisted (i.e.,
if να,l = 0), there is a zero-mode, and the boundary state includes a zero-mode part
of the type δ2(Xˆ l)|kl = 0〉, as discussed in Section A.
In particular, the untwisted part of the boundary state is the only one that emits
closed strings that carry momentum in all of the orbifold directions; as we shall see,
also the normalization of the untwisted component of the boundary state in the full
string theory differs from the one of the twisted components.
In fact, the “Ishibashi states” |g(α)〉〉 are not quite what we want: for one thing,
in the case of a non-abelian Γ they are not invariant under the orbifold projection.
Rather, they mix with “Ishibashi states” in sectors twisted by conjugate group ele-
ments. The invariant Ishibashi state associated to a conjugacy class Cα reads
|α〉〉 = 1√
nα
∑
g(α)∈Cα
|g(α)〉〉 . (4.38)
The states |α〉〉 are orthogonal, satisfying:
〈〈α|q˜ 12 (L0+L˜0− c12 )|β〉〉 = δαβ χα(q˜) . (4.39)
9The inverse of the matrix S of Eq. (4.31) is given by (S−1)Jα = (ραJ )∗/σ(e, g(α)), as it follows
from the orthogonality relations of the characters. Then in the Verlinde formula Eq. (4.32) all
factors σ(e, g(α)) cancel and one gets
nKIJ =
1
|Γ|
∑
α
na ρ
α
I ρ
α
J (ρ
a
k)
∗ , (4.35)
which is also the expression that follows from Eq. (4.36), using again the orthogonality properties
of characters.
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The consistent boundary state associated to a boundary condition of type I
(i.e., with Chan-Paton labels in the representation DI) is then obtained via Cardy’s
formula Eq. (2.17) and can be written as
|I〉 = 1√|Γ|∑α
√
nα σ(e, g(α)) ρ
α
I |α〉〉
=
∑
α
ψαI
√
σ(e, g(α)) |α〉〉 , (4.40)
where we introduced the quantities
ψαI =
√
nα
|Γ| ρ
α
I . (4.41)
In terms of the boundary states |I〉, the open-string one-loop amplitude ZIJ(q),
transformed to the tree channel, is simply
ZIJ(q˜) = 〈I|q˜ 12 (L0+L˜0− c12 )|J〉 . (4.42)
(Super)string theory All the expressions obtained so far must be supplemented
with the contributions from the directions transverse to the orbifold space. Further-
more, the appropriate normalisations must be taken into account in order to get the
full-fledged physical string boundary states that give the closed string tree-channel
description of the cylinder open string amplitude. The only subtlety in completing
this programme is common to both the bosonic and the superstring, and resides in
a proper treatment of closed string bosonic zero-modes (momenta) along orbifold
directions.
The one-loop open string amplitude ZIJ corresponding to boundary conditions I
and J in the orbifold CFT and with p+1 world-volume directions (transverse to the
orbifold) is given by (3.3) with the flat cylinder partition function Z
(d)
1,2 (q) replaced by
Z
(d−2n)
1,2 (q)ZIJ(q), where ZIJ was given in Eq. (4.25). In the case of the superstring,
the fermionic sectors, discussed in Section 3.2 for the flat space part, and in next
paragraph for the orbifold CFT, must be taken into account appropriately.
Discrete Fourier and modular transformations turn the open string amplitude
ZIJ into the amplitude for closed string propagation between boundary states |B, α〉〉,
exactly as in Eq. (3.4). Apart from the orbifold Ishibashi states |α〉〉, the full Ishibashi
states |B, α〉〉 also contain flat space components of Section A (and Section 3.2) ac-
counting for the transverse directions. Moreover, they have to be properly normalised
so as to ensure the equality of the amplitude in the two channels. These normali-
sations are readily obtained following the discussion in [13] that leads to the usual
normalisation Np of Eq. (3.5). One sees that the more general result in our situation
is
N (α)p =
√
pi
2
2
10−d(α)
4 (2pi
√
α′)
d(α)−4
2
−p , (4.43)
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where d(α) is the number of Neumann directions (p+1) plus the number of Dirichlet
directions in which the δ(xˆ)|k = 0〉 zero-mode part (see the final remarks in Appendix
A) is present. Thus, in the untwisted case we have d(0) = d and we get Eq. (3.5),
while in the twisted sectors10 α 6= 0 we have d(α) = d − 2n. The charges in the
twisted sectors are thus given by the analogues of Eq. (3.26), namely by
µ(α)p = 2
√
2 2−
n
2 N (α)p =
√
2pi (2pi
√
α′)3−n−p (4.44)
for d = 10. Eq. (4.43) agrees with the results of [24].
The untwisted fields (such as the graviton and dilaton and the untwisted RR
forms) emitted by the Dp-brane at the orbifold fixed point propagate in all directions,
including those along the orbifold. To have canonically normalised bulk kinetic terms
for these fields, which depend on all the coordinates of R1,d−2n−1 × Cn/Γ, we define
them as
√|Γ| times the fields that are canonically normalised on the covering space
R1,d−1. As a consequence, the tension and charge normalisations T (Γ)p and µ
(Γ)
p with
respect to the canonically normalised fields in R1,d−2n−1 × Cn/Γ are related to the
flat space expressions given in Eq. (3.5) and Eq. (3.26) respectively; in particular,
T (Γ)p =
Tp√|Γ| , µ(Γ)p = µp√|Γ| . (4.45)
No such redefinition is required for the twisted fields, since these do not prop-
agate in the orbifold. Notice that a further factor of 1/
√|Γ| is incorporated in the
orbifold states |I〉 (both twisted and untwisted) via the definition Eq. (4.41) of the
ψαI coefficients.
Fermionic sectors In the superstring case, the transformation of the fermionic
parts adds no complication beyond those already discussed for flat space. The rel-
evant chiral blocks are now products of the bosonic and fermionic ones given in
Section 4.2 and Appendix B. Let us denote them by
(χa)
g
h = χˆ
(X)g
h (χ
(ψ)
a )
g
h , (4.46)
with a = v, o, s, c. Then the S-modular transformation of an untwisted chiral block
reads
(χa)
g
e
S→ σ(e, g)
∑
m
(S(2n))
m
a (χm)
e
g , (4.47)
where S(2n) is the modular matrix for the fermionic characters of SO(2n) (if we are
considering a Cn/Γ orbifold), given in Eq. (3.7), and the factors σ(e, g) are again those
of Eq. (4.30). We see that the modular transformation consists in a direct product
of the transformation acting on the SO(2n) labels v, o, s, c and on the Γ-labels. Thus
10Assuming for simplicity that in the twisted sector no zero-modes are present in any of the
complex directions along the orbifold, see the discussion after Eq. (4.37).
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one can straightforwardly proceed to define a basis of open-string chiral blocks χI,a(q)
(with a = v, o, s, c) and one of tree-level ones χα,m(q
′) (with m = v, o, s, c), related
by the modular transformation
χI,a(q) =
∑
α
∑
m
SαI (S(2n))ma χα,m(q′) . (4.48)
As far as boundary states are concerned, one starts, analogously to the flat space
case, with states
|α; σ; η〉〉 = |α〉〉 |α; σ; η〉〉ψ , (4.49)
with σ = NS,R and η = ±. In Eq. (4.49) the bosonic states |α〉〉 of Eq. (4.37) are
multiplied by fermionic ones |α; σ; η〉〉ψ, which solve the overlap condition for the
(complex) fermionic oscillators:
ψlrl = iη ψ˜
l
−rl , (4.50)
(l = 1, . . . n), where the modings rl are dictated by the g
(α) twist and the R or NS
sector: rl ∈ Z + να,l in the R sector, and an extra shift of 1/2 in the NS sector.11
Then a proper orthogonal basis of Ishibashi states |α,m〉〉 (m = v, o, s, c) is defined
by taking combinations as in Eqs. (3.13-3.16). Finally, consistent Cardy states (for
instance, in type 0 theory) |I, a〉, with a = v, o, s, c, are given by
|I, a〉 =
∑
α
∑
m
SαI (S(2n))ma√Sα0 (S(2n))mv |α,m〉〉 . (4.51)
The fusion algebra for the boundaries (I, a) is the direct product of the algebras of the
irreducible representations of Γ (with structure constants nKIJ) and of the (modified)
algebra of the v, o, s, c classes of SO(2n) described in Eqs. (3.19-3.20).
Analogously, one constructs the consistent states in a type II theory, according
to the discussion in Section 3.2. It is not difficult to show that the consistent string
boundary states constructed according to the prescription we just described agree
with the expressions proposed in [25] of the boundary states of fractional branes for
(non-abelian) orbifolds; the salient coefficients ψαI
√
σ(e, g(α)) are already recognised
in the bosonic expressions Eq. (4.40).
Intersection index In [59], following earlier suggestions in [60, 61], the relevance
of the of the Witten index IIJ for the open strings stretched between two branes I and
J was pointed out. This index is the one-loop amplitude with boundary conditions
of type I and J in the R(−)F sector:
IIJ ≡ ZR(−)
F
IJ =
1
|Γ|
∑
g∈Γ
TrIJ ;R(gˆ (−)F qL0− c24 ) . (4.52)
11The explicit solution to the condition Eq. (4.50) is in terms of a coherent-state–like expression
analogous to the bosonic one, Eq. (4.37), see, e.g., [26]. Moreover, when fermionic zero-modes are
present, extra contributions analogous to the ones in Eq. (3.11) must be taken into account.
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It is a topological quantity that counts the unpaired chiral massless fermion states
living on the intersection of the two D-branes. This is the CFT counterpart of the
geometrical intersection form between cycles; more precisely, when the D-branes in
question admit a geometrical interpretation as wrapped higher-dimensional branes,
it coincides with the intersection form of the cycles on which they are wrapped.
From the cancellation of the non-zero mode contributions to Eq. (4.52), the latter
is q-independent, hence topological. This is a generic feature of R(−)F chiral blocks.
In particular,
χˆ(X)g
(α)
e (q)χ
0,g(α)
0,e (q) =
n∏
l=1
(−2i sin piνα,l) , (4.53)
as follows from Eq. (4.9) and Eq. (B.12) (the fermionic characters in the R(−)F
sector, χ0,g
(α)
0,e (q), are defined in Appendix B). Thus we get (see Eq. (4.26))
IIJ = (−i)n
∑
α
(ψαI )
∗ ψαJ
n∏
l=1
(2 sinpiνα,l) . (4.54)
In the tree channel, this amplitude corresponds to ((−i)n times) the RR contribution
(odd spin structure contribution); it is given by
IIJ = (−i)n 〈〈I;R;±|q˜ 12 (L0+L˜0− c12 )|J ;R;±〉〉 , (4.55)
where we provisionally introduced the states12
|J ;R;±〉〉 =
∑
β
ψβJ
√
σ(e, g(β)) |β;R;±〉〉 . (4.57)
This gives the same result as in Eq. (4.54), as for the odd spin structure we have
〈〈α;R;±|q˜ 12 (L0+L˜0− c12 )|β;R;±〉〉 = cα δαβ , (4.58)
with cα = 1 if α 6= 0 and c0 = 0, where the index 0 labels the conjugacy class of the
identity; this is due to the presence of zero-modes in the untwisted case.
If we were to compute the full string amplitude in the R(−)F sector, the ampli-
tude IIJ (like all the amplitudes we have been discussing in this section) would be
multiplied by the contributions from the directions transverse to the orbifold. The
full string amplitude thus vanishes if any Ramond zero-modes are present in these
directions. Nevertheless, when a geometrical interpretation of the fractional branes is
possible, IIJ maintains its interest as describing the intersection form of exceptional
cycles.
12The tree-channel expression Eq. (4.55) can of course also be expressed in terms of the consistent
boundary states of Eq. (4.51), e.g.,
IIJ = (〈I, s| − 〈I, c|)q˜ 12 (L0+L˜0− c12 )(|J, v〉 − |J, o〉) , (4.56)
but this way of writing obscures somehow the fact that it is only the odd spin structure that is
being considered.
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4.3.1 Branes on ALE spaces and the McKay correspondence
Let us next focus attention on complex two-dimensional orbifolds C2/Γ, with Γ a
discrete subgroup of SU(2). Thus, elements g ∈ Γ act of the complex coordinates
(X1, X2) in the defining 2-dimensional representation Q:
g :
(
X1
X2
)
→ Q(g) ·
(
X1
X2
)
, (4.59)
with Q(g) ∈ SU(2). Resolving the orbifold singular point gives rise in this case to
asymptotically locally Euclidean (ALE) spaces13, whose boundary at infinity is S3/Γ.
The discrete subgroups of SU(2) are in one-to-one relation to the simply-laced ADE
Lie algebras. McKay [39] described this correspondence explicitly as follows (see
for instance [63] for a mathematical review of the classical McKay correspondence
and its generalisations to higher dimensions). The tensor product of the defining 2-
dimensional representation Q of Γ with an irreducible representation DI decomposes
as
Q⊗DI = ⊕J Â JI DJ . (4.60)
It was observed that the r × r matrix Â (where r is the number of irreducible
representations of Γ) coincides with the adjacency matrix of the extended Dynkin
diagram corresponding to a simply-laced algebra14 GΓ of rank r − 1. The extended
Cartan matrix of the Lie algebra is given by
Ĉ JI = 2δ
J
I − Â JI . (4.61)
Take an element g(α) in the Q representation, and diagonalise it:
diag(e2piiνα, e−2piiνα) .
The character ofQ evaluated on g(α) is thus 2 cos 2piνα = 2−4 sin2 piνα. Taking traces
and using the orthogonality of characters, one then derives from McKay’s relation
Eq. (4.60) that
Ĉ JI =
∑
α
ψαI (ψ
α
J )
∗ 4 sin2 piνα . (4.62)
The quantities ψαI introduced in Eq. (4.41) are the eigenvectors of the extended Car-
tan matrix Ĉ JI , and eigenvalues of the latter are in correspondence with conjugacy
classes of Γ; the eigenvalues are σα = 4 sin
2 piνα.
As is well known from the work of Kronheimer [56], the Dynkin diagram of the
Lie algebra GΓ plays a fundamental geometrical role. Resolving the singularity of the
13See for instance [62, 54, 55] for reviews on ALE spaces.
14In particular, the cyclic Zk groups are related to the Ak−1 Dynkin diagrams, the binary extended
dihedral groups Dk to the Dk+2 diagrams and the binary extensions of the tetrahedron, octahedron
and icosahedron groups to, respectively, E6, E7 and E8.
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C2/Γ space gives rise to a smooth ALE space MΓ, which has a non-trivial middle
homology group H2(MΓ,Z) of dimension r − 1, the rank of GΓ. The (symmetric)
intersection matrix of the r − 1 exceptional two-cycles ci (i = 1, . . . r − 1), is given
by the non-extended Cartan matrix C ji of GΓ. Thus the 2-cycles ci ∈ H2(MΓ,Z)
correspond to the simple roots αi of GΓ. Furthermore, the cycle c0 = −
∑
i dici is
associated to the negative of the highest root, α0 = −
∑
i diαi, i.e., to the extra
node in the extended Dynkin diagram. Here di are the Coxeter numbers and d0 =
1; in the McKay relation the dI ’s correspond to the dimensions of the irreducible
representations of Γ. The intersection matrix of the cycles {cI} = {c0, ci} is then the
negative of the extended Cartan matrix Ĉ JI .
Fractional branes as wrapped branes The fractional Dp-branes of type |I〉
correspond to D(p+2)-branes wrapped on an integer basis of cycles cI ∈ H2(MΓ,Z),
in the collapsing limit in which these cycles shrink15.
The first test of this interpretation is provided by the the topological partition
function [24, 25] IIJ = ZR(−)
F
IJ between Dp-branes of types I and J , that computes
the intersection of the cycles cI and cJ . In the case of C
2/Γ, Eq. (4.55) gives
IIJ = −
∑
α
ψαI (ψ
α
J )
∗ 4 sin2 piνα = −ĈIJ = cI · cJ , (4.63)
in full correspondence with the above discussion of the non-trivial 2-cycles of MΓ.
The geometrical interpretation of the fractional branes as wrapped branes must
furthermore be consistent with their masses and charges (both twisted and un-
twisted).
The boundary states for the consistent fractional branes encode the correspond-
ing D-brane couplings to the RR (p+1)-form fields A
(α)
p+1 that arise in the untwisted
(α = 0) and twisted (α 6= 0) sectors of type II string theory on R1,5 × C2/Γ. The
RR components of the boundary states in the orbifold CFT read explicitly
|I;R : ±〉 = ψ0I |0;R;±〉〉+
∑
α6=0
ψαI 2 sin piνα|α;R;±〉〉 . (4.64)
Let us focus first on the branes of type |i〉, i.e., those corresponding to non-trivial
representations of Γ. The charges of such branes with respect to the twisted fields
A
(α)
p+1, with α 6= 0, are encoded in the matrix
Q αi = µ
(α)
p ψ
α
i
√
σα , (i, α = 1, . . . r − 1) , (4.65)
where σα = 4 sin2 piνα are the non-zero eigenvalues of the extended Cartan matrix;
we have included the overall normalisation µ
(α)
p of (4.44).
15The supergravity classical solution corresponding to a fractional D-brane can be retrieved [64]
in accordance with this interpretation.
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Considering the theory on the resolved ALE space, the geometrical counterparts
of the twisted gauge fields [7] are the Kaluza-Klein p+1-forms A(i)p+1 that come from
the harmonic decomposition
Ap+3 =
∑
i
A(i)p+1 ∧ ωi . (4.66)
Here, Ap+3 is the ten-dimensional Ap+3 RR form and the ωi’s are the normalisable
anti-self-dual (1, 1)-forms, Poincare´ dual to the cycles ci, so that∫
MΓ
ωi ∧ ωj =
∫
ci
ωj = ci · cj = −Cij . (4.67)
Notice that both the A(i)p+1 and the A(α)p+1 fields depend only on the six coordinates
transverse to the orbifold, the first ones because of their KK origin, the second ones
because of the absence of momentum along the orbifold directions in the twisted
sectors.
A D(p + 2)-brane wrapped on the cycle ci, which corresponds to the fractional
brane |i〉 in the orbifold limit, is charged under the fields A(j)p+1 because of its Wess-
Zumino coupling
µp+2
∫
D(p+2)
Ap+3 = µp+2
∫
Dp
A(j)p+1
∫
ci
ωj = −Cij µ(α)p
∫
Dp
A(j)p+1 . (4.68)
Notice that the usual D(p + 2) charge µp+2, which is appropriate for the branes in
the smooth resolved space R1,5 ×MΓ, equals the twisted charge normalisation µ(α)p ,
as follows from Eqs. (3.26,4.44). Comparing the charge matrices Qiα of Eq. (4.65) to
µ
(α)
p Cij encoding the charges with respect to the “geometric” fields A(j), one is led
to conclude that the two bases of (p+ 1)-forms are related by
A(i)p+1 = −
∑
j,α
(C−1)ijψ αj
√
σαA
(α)
p+1 . (4.69)
In a matrix notation we write this change of basis as Ap+1 = C−1ψT
√
ΣAp+1. This
relation is consistent with the bulk kinetic terms for these fields. Indeed, from a
canonical kinetic term for Ap+3, under the decomposition Eq. (4.68) and making use
of Eq. (4.67), we get a six-dimensional bulk kinetic term
1
2
∫
R1,5
F¯ (i)p+2 ∧ Cij ∗F (j)p+2 =
1
2
∫
R1,5
F¯
(α)
p+2 ∧ ∗F (α)p+2 , (4.70)
where in the second step we changed basis according to Eq. (4.69). The fact that the
kinetic terms become canonical in terms of the twisted fields A
(α)
p+1 is an non-trivial
consistency requirement: closed string twisted sectors are mutually orthogonal and as
such cannot produce a non-diagonal effective kinetic term. The fact that the change
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of basis Eq. (4.69) indeed performs this diagonalisation is not obvious a priori. A
proof involves the fact that (with α, β 6= 0)∑
i,j
(ψ∗) iα (C
−1) ji ψ
β
j =
1
σα
δαβ . (4.71)
This property can be proven using that the ψαI are eigenvectors of the extended
Cartan matrix16 with corresponding orthogonality properties
r−1∑
I=0
(ψαI)
∗ψ βI = δ
αβ ,
r−1∑
α=0
(ψ αI )
∗ψβJ = δIJ . (4.72)
In fact, the latter follow from the properties of the character matrix ρ (see Appendix
C.2), in view of ψαI =
√
nα/|Γ| ραI .
The twisted charges of the fractional brane |0〉 associated to the trivial represen-
tation are described by the vector Qα = µ
(α)
p ψ α0
√
σα = −µ(α)p
√
σα/|Γ|. They are
correctly accounted for by assuming that this state corresponds to a brane wrapped
on the cycle c0 = −
∑
dici, as is suggested by McKay’s correspondence and easily
shown using again the orthogonality properties Eq. (4.72).
The fractional branes |I〉 are furthermore charged with respect to the RR un-
twisted (p+1)-form Ap+1. It follows from Eq. (4.64) and from the discussion around
Eq. (4.45) that their untwisted charges are
QI = µ
(Γ)
p
dI√|Γ| = µp dI|Γ| . (4.73)
From the geometric point of view, the untwisted charges QI arise from the Wess-
Zumino coupling
µp+2
∫
D(p+2)
Ap+1 ∧ (2piα′F +B) = µp+2
∫
Dp
Ap+1
∫
cI
(2piα′F +B) , (4.74)
since the orbifold conformal field theory is obtained with a non-trivial B-background
[5, 7, 6, 65] localised on the vanishing cycles. Consider indeed the branes of type
|i〉. The charges Qi of (4.73) are retrieved from (4.74) by wrapping a brane with no
world-volume gauge field F and assuming
B = − µp
µp+2
1
|Γ|
∑
i
di(C
−1)ijωj =
µp
µp+2
1
|Γ|
∑
i
diω
i . (4.75)
16Contrary to one’s naive first guess, the closed string basis A
(α)
p+1 is not related to the “geometri-
cal” one A(i)p+1 by the change of basis Ap+1 = qT Λ−1/2Ap+1, where q is the (orthonormal) matrix of
eigenvectors of the Cartan matrix and Λ the diagonal matrix containing its eigenvalues. Although
this transformation makes the kinetic terms canonical, the true closed-string basis requires a further
transformation U = Λ−1/2 q ψTWΣ1/2. Since the latter is unitary the canonical form obtained by
the first transformation is preserved.
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The (1,1)-forms ωi = −(C−1)ijωj satisfy the property that
∫
ci
ωj = δij . Notice also
that µp/µp+2 = 4pi
2α′. The expression of B given above agrees with the one obtained
in [65] (sec. 4) as a local limit from the requirement of consistent embeddings of
orbifold CFT’s into the part of moduli space of N = (4, 4) theories describing K3
sigma-models.
Consider however the brane of type |0〉. To get from the Wess-Zumino term
(4.74) the untwisted charge Q0 = µp/|Γ|, in addition to having the B-background
(4.75) we must be wrapping a D(p+ 2) brane with a non-trivial open string F field
[7, 66, 67]. Indeed, the B-contribution from wrapping over the cycle c0 would be
given by −µp
∑
i d
2
i /|Γ| = µp(1 − |Γ|)/|Γ|. To cancel the extra negative charge we
need a F background localised on c0. Such a background is quantised, as its Chern
class is
∫
c0
F = 2pik, with k ∈ Z. In our case, we just have to take k = 1 to get from
(4.74) the sought for contribution of 4pi2α′µp+2 = µp.
From the above discussion it follows that a superposition of fractional branes
that transforms in the regular representation, namely
∑
I dI |I〉 according to the
decomposition Eq. (4.24), is not charged under the twisted sector gauge fields and
has untwisted charge µp
∑
I(dI)
2/|Γ| = µp. Thus it is degenerate with a bulk Dp-
brane located at the orbifold fixed point, as expected.
Relation to branes on ALE spaces at their Gepner points In the present
subsection we have been studying D-branes on a C2/Γ orbifold. Geometrically, such
orbifolds are degenerate ALE spaces, the two-cycles ci having zero size. However,
the orbifold CFT is non-singular due to a non-zero B-flux through these vanishing
cycles [5, 6]. In the recent papers [51, 52], D-branes have been studied at a different
point of the ALE moduli space, the Gepner point. The CFT in question may be
formulated as a coset model based on(
SU(2)h−2
U(1)
× SL(2)h+2
U(1)
)/
Zh , (4.76)
where h is the Coxeter number of GΓ. By constructing boundary states and comput-
ing their intersection index, the interpretation in terms of branes wrapping two-cycles
was derived. The fact that the intersection index of [51, 52] agrees with the one of
the orbifold theory described here is no surprise: given the fact that string theory on
an ALE space preserves sixteen supersymmetries, one expects the spectrum of BPS
D-branes to be the same in both theories.
5. Discrete torsion
In [37], it was noted that it is consistent with modular invariance to include certain
phases in the orbifold partition function Z(τ, τ¯) on a torus with modular parameter
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τ :
Z =
1
|G|
∑
g, h ∈ G
[g, h] = e
Z(g, h)ε(g|h) . (5.1)
The phases ε(g|h) are called discrete torsion.
Higher loop modular invariance implies the following consistency conditions on
ε(g|h) [37]:
ε(gh|k) = ε(g|k)ε(h|k) ; (5.2)
ε(g|h) = ε(h|g)−1 ; (5.3)
ε(g|g) = 1 . (5.4)
From the Hamiltonian (rather than the functional integral) point of view, ε(g|h)
changes the phase of the operator corresponding to g in the sector twisted by h.
States in Hh that were invariant under the original action of Nh, will only survive
the orbifold projection with discrete torsion if ε(g|h) = 1 for all g ∈ Nh.
D-branes in theories with discrete torsion were introduced in [38], at least for
abelian orbifold groups. We shall review this construction, generalised to non-abelian
G,17 and construct boundary states for D-branes localised at an orbifold fixed point.
To study D-branes in an orbifold theory, one starts with a G-symmetric con-
figuration of D-branes on the covering space of the orbifold. In addition to the
space-time action r(g), one considers a representation γ(g) of G in the gauge group
of the D-branes. The fields φ living on the D-branes are then projected as
γ−1(g)φγ(g) = r(g)φ . (5.5)
In theories without discrete torsion, γ is a genuine representation of the orbifold
group. In theories with discrete torsion, γ is taken to be a projective representation
[38]:
γ(g)γ(h) = ω(g|h)γ(gh) . (5.6)
As we will discuss soon, the factor system ω(g|h), which consists of non-zero complex
numbers, is related to the discrete torsion phases ε(g|h). Before we come to that, we
briefly study factor systems by themselves.
From
γ(ghk) = ω(gh|k)−1γ(gh)γ(k) = ω(gh|k)−1ω(g|h)−1γ(g)γ(h)γ(k) (5.7)
and
γ(ghk) = ω(g|hk)−1γ(g)γ(hk) = ω(g|hk)−1ω(h|k)−1γ(g)γ(h)γ(k) , (5.8)
17Recently, this generalization has also been considered in [35].
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we deduce the associativity condition
ω(gh|k)ω(g|h) = ω(g|hk)ω(h|k) . (5.9)
Rescaling the representation matrices by γ(g) = β(g)γ′(g), we find the equivalent
factor system
ω′(g|h) = β(gh)
β(g)β(h)
ω(g|h) . (5.10)
More abstractly, the associativity condition Eq. (5.9) and the equivalence relation
Eq. (5.10) are combined in the statement that the factor system is a two-cocycle in
the group cohomology H2(G,U(1)).
Consider two commuting elements g, h ∈ G. From the factor system ω we define
ε(g|h) = ω(g|h)ω(h|g)−1 ; [g, h] = e . (5.11)
As the notation suggests, ε(g|h) will be identified with a discrete torsion phase. We
now check that this identification could make sense. Doing these checks, we shall
extensively use the fact that [g, h] = e. Note, however, that ε(g|h) is only defined for
commuting group elements, so that our discussion is in no way restricted to abelian
orbifold groups. First, taking determinants in Eq. (5.6) and the same equation with
g and h reversed, we find that |ε(g|h)| = 1. Second, it is easy to check that Eq. (5.11)
is invariant under the equivalence relation Eq. (5.10). Third, Eq. (5.3) and Eq. (5.4)
are manifestly satisfied. Finally, Eq. (5.2) follows from Eq. (5.9).
Of course, these consistency conditions alone do not imply that Eq. (5.11) makes
sense. For a certain abelian orbifold, Eq. (5.11) was derived in [38] by considering
a specific genus one diagram with one boundary. In what follows, we shall check
the relation Eq. (5.11) by factorising a cylinder amplitude between two D-branes
in the closed string channel. We take the D-branes to be localised at a fixed point
of the orbifold.18 We shall show that from Hh only states invariant under the Nh
projection with ε(g|h) included contribute to the amplitude. The factorization in the
closed string channel will be achieved by constructing boundary states for the D-
branes with discrete torsion. It will then be sufficient to check that these boundary
states are well-projected.
The boundary states for fractional branes in the theory without discrete torsion
were given in Eq. (4.51). The Ishibashi components are weighted by factors propor-
tional to the character ραI , where α denotes the twisted sector to which the Ishibashi
component belongs and I is the representation of the orbifold group associated to the
fractional brane. The consistent boundary states in a theory with discrete torsion
are obtained by replacing ραI by a projective character ρ(g
(α)) of a group element in
18For D-branes extended in the orbifold directions, the relation between discrete torsion and
projective representations is more subtle [33].
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the conjugacy class Cα.19 This raises the following question. The Ishibashi states
Eq. (4.38) were invariant under the orbifold action without discrete torsion. When
discrete torsion is turned on, some of these Ishibashi states will no longer be physical.
How do the boundary states we have just constructed know about that? To answer
this question, we have to study projective characters in a bit more detail.
The character ρ associated to a projective representation γ is defined as
ρ(h) = tr γ(h) . (5.12)
Unlike the character of genuine representations, the character of a projective repre-
sentation is not a class function. In general, we have
ρ(ghg−1) = ω(gh|g−1)−1ω(g|h)−1ω(g−1|g)ω(h|e)ρ(h) . (5.13)
If g and h commute, the left hand side of Eq. (5.13) reduces to ρ(h), so ρ(h) can
only be non-zero if the product of ω’s on the right hand side of Eq. (5.13) equals one.
Because g and h commute, we can use associativity to write
ω(gh|g−1)−1 = ω(h|g)ω(h, e)−1ω(g, g−1)−1 , (5.14)
such that the product of ω’s on the right hand side of Eq. (5.13) becomes just
ω(gh|g−1)−1ω(g|h)−1ω(g−1|g)ω(h|e) = ε(h|g)ε(g−1|g) = ε(h|g) . (5.15)
Here, ε is as defined in Eq. (5.11) and the fact that ε(g−1|g) = 1 follows easily from
Eq. (5.2) and Eq. (5.4). Thus, we can conclude that if a g ∈ Nh exists such that
ε(g|h) 6= 1, then
ρ(h) = 0 . (5.16)
For our boundary states with discrete torsion, this property implies that Ishibashi
states that are not physical in the theory with discrete torsion do not contribute to
the consistent boundary states. This is a direct consistency check for the relation
between discrete torsion and projective representations for D-branes at an orbifold
fixed point.
6. Conclusions
In this paper we have shown how to generalise Cardy’s construction of consistent
boundary states in the case of complex orbifolds. The distinctive feature is that
the operation taking Ishibashi states (cohomology) into Cardy states (homology)
19As we are about to discuss, projective characters are not class functions, so the freedom in
choosing g(α) ∈ Cα leads to an ambiguity. Since the matrices acting on Chan-Paton factors have
determinants of modulus one, the ambiguity is just a phase factor, which is irrelevant for our
purposes.
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involves a generalised discrete Fourier transform. The latter naturally implements
the known identification of fractional D-branes at the fixed point with irreducible
representations of the orbifold group. In particular, we put quite some effort in the
proper identification of the twisted RR form basis that is natural from the geometric
point of view, i.e., the basis obtained after KK reduction on the Poincare´ duals of
the vanishing cycles. As such, the constructed boundary states were shown explicitly
to allow an interpretation as branes wrapping cycles with some particular B-flux.
Although attention was mainly focused on the case of complex orbifold surfaces, it
is obvious that the Cardy construction also applies in more involved cases.
In the final section we moved attention to orbifolds with discrete torsion. The
boundary states describing pointlike branes on these orbifolds paved the way to
establish the link between D-branes as projective representations on the one hand
and discrete torsion phases in the closed string partition function on the other hand.
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A. Boson boundary state
This Appendix reviews the construction of consistent boundary states in the CFT
of free bosons. [41, 42]
Consider first a single boson on a circle of radius R. The sub-algebra A is
then generated by ∂X , and contains the identity operator. In the holomorphic and
anti-holomorphic sectors, the Fourier modes αn and α˜n are defined by
∂X(z) = −i
√
α′
2
∞∑
m=−∞
αmz
−m−1 ; ∂¯X(z¯) = −i
√
α′
2
∞∑
m=−∞
α˜mz¯
−m−1 (A.1)
and obey the algebra [αm, αn] = [α˜m, α˜n] = mδm+n On a generic circle this CFT
has an infinite number of highest weight states |(k, w)〉 (k, w ∈ Z). These have no
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oscillators excited and are thus defined by
pˆ|(k, w)〉 = k
R
|(k, w)〉 ; (A.2)
wˆ|(k, w)〉 = w|(k, w)〉 ; (A.3)
with pˆ = (α0 + α˜0)/
√
2α′, and wˆ =
√
α′
2
(α0 − α˜0)/R.
Taking an automorphism Ω of AR, one may impose the following gluing condi-
tions at world-sheet boundaries (see Eq. (2.6)):
(αn + Ω(α˜−n)) |i〉〉Ω = 0 . (A.4)
On |i〉〉Ω the left-moving and right-moving closed string Virasoro operators get iden-
tified: (Lc0 − L˜c0)|i〉〉Ω = 0.
The special case in which Ω equals the identity corresponds to Neumann bound-
ary conditions, while Dirichlet boundary conditions are realised by Ω(∂¯X) = −∂¯X .
The generalised Ishibashi states solving Eq. (A.4) for the special cases of Dirichlet
or Neumann gluing conditions will be denoted by |i〉〉D, |i〉〉N , respectively.
With Neumann boundary conditions, the Ishibashi states are
|(0, w)〉〉N = exp
(
−
∞∑
n=1
1
n
α−nα˜−n
)
|(0, w)〉 (A.5)
with corresponding Ishibashi characters Eq. (2.11)
χN,w(q˜) =
q˜
R2w2
4α′
η(q˜)
. (A.6)
The Ishibashi states of Eq. (A.5) satisfy the orthogonality condition Eq. (2.12). No-
tice that the highest weight representations j of the chiral preseved chiral algebra
are labeled by the winding number j = (0, w) here. The orthonormal set of basis
vectors |j;N〉 becomes |(0, w); {mn}〉 in this concrete setting, where mn denote the
α−n oscillator numbers.
As to the boundary state/D-brane correspondence, one has to specify which
open strings/boundary conditions are physically sensible. With Neumann boundary
conditions along the compact X direction, one allows open strings to carry non-zero
momentum along that direction, so that the corresponding open string character
χ(q)N = TrN(q
Lo0) contains a momentum sum. Moreover, one can turn on a Wilson
line AX =
θ
2piR
with θ ∈ [0, 2pi[; this is equivalent to shifting the open string momenta:
n
R
→ n
R
− θ
2piR
. Thus the generic open string character χ(q)N,θ reads
χ(q)N,θ =
∑
n∈Z
q(
n
R
− θ
2piR
)2
η(q)
=
R√
2α′
∑
w∈Z
eiθw
q˜
R2w2
4α′
η(q˜)
=
R√
2α′
∑
w∈Z
eiθw χN,w(q˜) , (A.7)
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where in the second line we performed a Poisson resummation. The corresponding
consistent boundary states are
|θ〉N =
(
R√
2α′
)1/2∑
w∈Z
eiθw|(0, w)〉〉N . (A.8)
Notice that these states take the form of Eq. (2.17), with Swθ =
R√
2α′
eiθw. The role
of the distinguished Cardy’s state |0〉 is clearly played by the state corresponding to
no Wilson line, |0〉N .
Turning to Dirichlet boundary conditions, we take Ω(∂¯X) = −∂¯X . This is evi-
dently an implementation of T-duality (which is a one-sided parity transformation).
Instead of Eq. (A.5) one now has generalised Ishibashi states
|(k, 0)〉〉D = exp
( ∞∑
n=1
1
n
α−nα˜−n
)
|(k, 0)〉 (A.9)
solving Eq. (A.4) with corresponding Ishibashi characters Eq. (2.11)
χD,k =
q˜
α′k2
4R2
η(q˜)
. (A.10)
D-branes localised along the X direction make sense, and the corresponding
boundary states are constructed as follows. Since the Dirichlet boundary condition
at both ends sets the open string momentum along X to zero but allows for non-zero
winding, which must accordingly be summed over in the open string character. For
an open string stretched between two D-branes at a distance ∆x from each other,
the character TrD(q
Lo0) is
χ(q)D,∆x =
q
(2piRw+∆x)2
4pi2α′
η(q)
=
√
α′√
2R
∑
k∈Z
ei∆x
k
R
q˜
α′k2
4R2
η(q˜)
=
√
α′√
2R
∑
k∈Z
ei∆x
k
RχD,k(q˜) , (A.11)
where in the second line we went to the tree channed by Poisson resummation.
The corresponding consistent boundary states describe D-branes localised at fixed
positions x along the circle:
|x〉D =
( √
α′√
2R
)1/2∑
k∈Z
eix
k
R |(k, 0)〉〉D . (A.12)
Also in this case, these state assumes the form of Eq. (2.17). The distinguished state
|0〉 is of course simply |x = 0〉D. The close analogy between Eq. (A.8) and Eq. (A.12)
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reflects the fact that turning on Wilson lines results in shifting positions of branes
in the T-dual picture.
The above discussion was restricted to the case of one free boson so as to simplify
the discussion. As a nice result, one verifies that the ratio of the coefficients in front
of |θ = 0〉N and |x = 0〉D is (2piR)/(2pi
√
α′ thus confirming that the relative tensions
differ by 1
2pi
√
α′
[19].
Moreover, regarding the states in Eq. (A.8) and Eq. (A.12) as constituents, the
generalisation to the case of several bosons is obvious and consists of taking tensor
products of the appropriate constituents.
To study the decompactification limit R → ∞, note that the states |(k, 0)〉
appearing in Eq. (A.9) are normalised to one. Thus they differ from the states
eikxˆ|0〉 that are usually considered in string theory by a factor of 1/√2piR. Taking
into account the 1/
√
R factor manifest in Eq. (A.12), the R-dependence will be just
right to turn the discrete momentum sum in Eq. (A.12) into a momentum integral.
This momentum integral then gives the usual delta function localising the brane in
the transverse directions (see, for instance, [43, 44]).
B. Chiral blocks
In this Appendix we collect the explicit expressions for the chiral blocks of orbifolds
of free bosonic and fermionic theories. As discussed at the beginning of Section 4.2,
we consider orbifolds of Cn by a point group Γ, and in each sector (g, h) we can
diagonalise simultaneously both h and g, as in Eq. (4.7) and Eq. (4.8). As a result,
one can consider separately each complex direction. We can therefore limit ourselves
to describe here the chiral blocks
χgh(q) = TrHh g q
L0− c24 (B.1)
for a single complex bosonic field X and a fermionic one ψ, for which a sector denoted
by (g, h) is characterised by a twist by h which amounts to
X ∈ Hh : X(τ, σ + 2pi) = e2piiνX(τ, σ) (B.2)
and by an action of g given by
g : X 7→ e2piiν′X (B.3)
(and similarly for ψ). Of course, X¯ and ψ¯ transform with the opposite phases.
Bosonic characters For a complex boson X in a twisted sector we get
χ
(X) g
h (q) = q
− 1
12
+ 1
2
ν′(1−ν′)
∞∏
n=0
(1− e2piiνqn+ν′)−1(1− e−2piiνqn+(1−ν′))−1
= i e−piiνq−
ν′2
2
η(τ)
θ1(ν + τν ′|τ) . (B.4)
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In the first line we used the expression of the zero-point energy of a complex boson
in the sector twisted by h:
a(X) =
1
12
− 1
2
ν ′(1− ν ′) , (B.5)
and in the second step we used Eq. (C.11). Notice that when writing infinite products
in terms of θ functions, ν and ν ′ will always assume values in the range [0, 1[.
In the untwisted sector (h = e) bosonic zero modes show up. In the closed string
torus compactification, for instance, they are the momentum and winding modes.
These modes, however, are shared between the chiral and anti-chiral sectors and
there is no natural split. Their expression and their effect is discussed, by means
of an explicit example, in Section 4.2. Here we concentrate on the non-zero-mode
contribution which, for a generic insertion g, reads
χ̂(X) ge (q) = q
− 1
12
∞∏
n=1
(1− e2piiνqn)−1(1− e−2piiνqn)−1 = 2 sinpiν η(τ)
θ1(ν|τ) . (B.6)
The character in the untwisted sector with no insertions coincides with the flat
space expression. The resulting partition function is of the form
Z(e, e) = Zflat ∝ Vol 1
Imτ |η(τ)|2 , (B.7)
where 1/|η(τ)|2 is the contribution of chiral and anti-chiral non-zero modes while
1/Im(τ) results from the Gaussian zero-mode integration (which is replaced by a
sum over the appropriate dual lattice in the compactified case). The flat space
partition function is modular invariant by itself.
Fermionic characters Consider now a complex fermion ψ (and its complex con-
jugate). Let us first introduce some more notation, to distinguish the various fermion
characters. The R sector will be denoted by ζ ′ = 0, while the NS sector corresponds
to ζ ′ = 1/2; that is, ζ ′ corresponds to the shift in the modings of the oscillators
appropriate to the two sectors. Another label ζ = 0(1/2) will denote a Fock space
trace with (without) insertion of (−)F . The insertion of the fermion number (−)F in
the trace is denoted by ζ = 0, while ζ = 1/2 denotes the trace without the fermion
number insertion. As an example, χ0,g1
2
,h
is the character in the NS(−)F sector, twisted
by h and with the insertion of g.
The zero-point energies in the R and NS sectors can be written compactly as
a(ζ
′,ν′) =
1
24
− 1
2
(ν˜ ′ + ζ ′ − 1
2
)2 , (B.8)
where ν˜ ′ is defined an integer shift20 of ν ′ such that ν˜ ′ + ζ ′ < 1. Thus, in the R
sector we get a(R) = −a(X) = −1/12 + ν ′(1 − ν ′)/2, while in the NS sector we have
20Remember that the values ν′ and ν were defined by Eqs. (4.7-4.8) only up to integer shifts.
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to distinguish between ν ′ < 1/2 and ν ′ > 1/2. Taking into account Eq. (B.8), the
chiral blocks for free fermions are
χζ,gζ′,h(q) = q
ν˜′2
2 e−2pii(ζ
′− 1
2
)(ν+ζ− 1
2
)
θ[1−2ζ
′
1−2ζ ](τ + ν˜
′τ |τ)
η(τ)
. (B.9)
For instance, in the R(−)F sector, we have
χ0,g0,h(q) = q
1
12
− ν′
2
(1−ν′)
∞∏
n=0
(1− e2piiνqn+ν′)(1− e−2piiνqn+1−ν′)
= −iepiiν θ[
1
1](ν + τν
′|τ)
η(τ)
. (B.10)
One may notice that the expression of NS and NS(−)F characters twisted by ν ′
coincides (upon use of some theta function identities) with the one of R and R(−)F
characters twisted by ν˜ ′ + 1/2.
Instead of the above set of characters, it is often more useful to use a different
set, labeled by the o, v, s, c irreducible representations of the SO(2) algebra. Taking
the relevant combinations of the characters in Eq. (B.9), one finds
(χo)
g
h = q
(ν˜′)2
2
θ3(ν + τ ν˜
′|τ) + θ4(ν + τ ν˜ ′|τ)
2η(τ)
,
(χv)
g
h = q
(ν˜′)2
2
θ3(ν + τ ν˜
′|τ)− θ4(ν + τ ν˜ ′|τ)
2η(τ)
,
(χs)
g
h = q
(ν′)2
2 eipiν
θ2(ν + τν
′|τ)− iθ1(ν + τν ′|τ)
2η(τ)
,
(χc)
g
h = q
(ν′)2
2 eipiν
θ2(ν + τν
′|τ) + iθ1(ν + τν ′|τ)
2η(τ)
. (B.11)
Whenever zero-modes are present, one has to be careful. In those cases, the
validity of the expressions in Eq. (B.11) cannot be simply assumed. Fermion zero-
modes are present in the untwisted R and R(−)F sectors, and in the NS and NS(−)F
sectors twisted by an element of order two (i.e., such that ν ′ = 1/2). The zero-modes
e+ = ψi0/
√
2 and e− = ψ i¯0/
√
2, satisfy a Clifford algebra: {e+, e−} = 1. This gives a
two-state spectrum containing |↓〉, such that e−|↓〉 = 0, and |↑〉 = e+|↓〉. In this basis,
the rotation generator for the fermions, restricted to the zero modes and to rotations
in the 1-2 plane (having set ψi = ψ1 + iψ2) reads simply J = J12 =
1
2
[e+, e−] = 1
2
σ3.
The action of g, namely a rotation by an angle 2piν, is effected on the fermion zero-
modes by exp(2piiνJ), that is by cospiν1 + i sin piν σ3. Since the fermion number
operator (−)F is just −σ3, the trace of g over the zero-mode sector with or without
the insertion of the fermion number operator is given respectively by −2i sin piν or
by 2 cospiν.
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Thus, for instance, in the R(−)F sector we get,
q
1
12 (−2i sin piν)
∞∏
n=1
(1− e2piiνqn)(1− e−2piiνqn) = −i θ1(ν|τ)
η(τ)
, (B.12)
In terms of the SO(2) (generalised) spinorial characters χs,c, this translates into
the expressions given in Eq. (4.10) in the text.
Modular transformations
We outline now the modular properties of the bosonic and fermionic characters com-
puted above.
The modular properties of chiral blocks of orbifold theories were described, in the
context of rational conformal field theories, in [53]; in these cases, under the action
of the generators S : τ → −1/τ and T : τ → τ +1, the chiral blocks χgh transform as
follows:
χgh
S−→ σ(h|g)χh−1g ; (B.13)
χgh
T−→ e−pii c12 τh χhgh . (B.14)
The quantities σ(h|g), τh are related and encode the conformal dimension ∆h of the
twist field creating the vacuum of the h-twisted sector:
epii
c
4 σ(h|h)−1 = τe (τh)2 = e4pii∆h . (B.15)
Since free bosons do not generically build a rational CFT, it is not guaranteed a
priori that the modular properties described above carry over unchanged. However,
by explicitly carrying out the modular transformations relying on the properties of
theta functions, one finds that they do.
The set of bosonic characters given in Eq. (B.4) behaves under S as
χ
(X) g
h (q
′) = ie2pii
(
νν′− ν+ν′
2
)
χ(X) h
−1
g (q) , (B.16)
where τ ′ = −1/τ and q′ = exp(2piiτ ′), and we used Eq. (C.7) or Eq. (C.19). This
corresponds to
σ(h|g) = e2pii(ν′− 12 )(ν− 12 ) . (B.17)
Under the T generator, using theta function properties Eq. (C.8) and setting τ ′′ =
τ + 1, one has that
χ
(X) g
h (q
′′) = e−i
pi
6 epiiν
′(1−ν′)χ(X) hgh (q) . (B.18)
Thus, by comparison with Eq. (B.18) we get, since c = 2 for a complex boson,
τh ≡ e2pii∆h = epiiν′(1−ν′) . (B.19)
42
The quantities σ(h|g) and τh of Eqs. (B.17, B.18) correspond to the dimension of the
twist field that creates the vacuum of the Hh twisted sector being
∆h =
1
2
ν ′(1− ν) , (B.20)
in agreement with the expression of the zero-point energy of a complex boson in the
h-twisted sector, Eq. (B.5), as a(X) = c/24−∆h.
We have to consider separately the characters in the untwisted sectors. In the
absence of continuous momentum the untwisted characters are the χˆge(q) of Eq. (B.6),
and the action of S, Eq. (4.13) in the text, corresponds to
σ̂(e|g) = 2 sinpiν . (B.21)
Let us next consider the fermionic characters Eq. (B.9). In the twisted sectors
(h 6= e), and for h not of order two, under the S modular transformation we find,
using Eq. (C.6),
χζ,gζ′,h(q
′) = e−2pii(ν˜
′+ζ′− 1
2
)(ν˜+ζ− 1
2
) χζ
′,h−1
ζ,g (q) , (B.22)
with ν˜ being an integer shift of ν such that ν˜ + 1/2 < 1, in analogy with ν˜ ′. This
transformations exhibits phases
σ(ζ ′, h|ζ, g) = e−2pii(ν˜′+ζ′− 12 )(ν˜+ζ− 12 ) . (B.23)
Under the T-modular transformation one finds
χζ,gζ′,h(q
′′) = e
−pii
12 epii(ν˜
′+ζ′− 1
2
)2 χζ+ζ
′mod 1,hg
ζ′,h (q) . (B.24)
These expressions yield conformal weights of the spin-twist fields that agree with the
0-point energies of Eq. (B.8):
τζ′,h ≡ e2pii∆ζ′,h = epii(ν˜′+ζ′− 12 )2 . (B.25)
The quantities in Eq. (B.23) and Eq. (B.25) correctly satisfy the relation Eq. (B.15),
taking into account the conformal weight 1/8 of the SO(2) spin fields that map the
NS vacuum to the R vacuum: τ0,e = exp(pii/8).
In the untwisted case, as well as in the in the case in which h is of order two,
the expressions are simpler than those in the generic cases. They turn out to be
σ(ζ ′, e|ζ, g) = e−pii(ζ′− 12 )(ζ− 12 ) , (B.26)
i.e., only the R(−)F sector acquires a −i factor. In the NS sectors twisted by h 6= e
with h2 = e we have the same behaviour, with
σ(ζ ′, h|ζ, g) = σ(ζ ′ + 1
2
mod 1, e|ζ, g) (h2 = e) . (B.27)
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For various purposes, it may be more useful to express the action of the S-
modular transformation in terms of the o, v, s, c characters. As such, the phases are
collected in 4× 4 matrices S(h|g) acting on the vector (χa)gh, with a = v, o, s, c:
(χa)
g
h
S−→ [S(h|g)] ba (χb)h
−1
g . (B.28)
In terms of the phases of Eq. (B.23), we have, for h generic,
S(h|g) = 1
2

σ(1
2
, h|1
2
, g) σ(1
2
, h|1
2
, g) σ(1
2
, h|0, g) σ(1
2
, h|0, g)
σ(1
2
, h|1
2
, g) σ(1
2
, h|1
2
, g) −σ(1
2
, h|0, g) −σ(1
2
, h|0, g)
−σ(0, h|1
2
, g) σ(0, h|1
2
, g) σ(0, h|0, g) −σ(0, h|0, g)
−σ(0, h|1
2
, g) σ(0, h|1
2
, g) −σ(0, h|0, g) σ(0, h|0, g)
 . (B.29)
In the untwisted case, the matrix takes a much simpler form. It coincides simply
with the S matrix for the usual SO(2) chiral blocks, given in Eq. (3.7) in the text
(for n = 1): S(e|g) = S(2). An analogous expression is obtained when the twist h is
of order 2, with (χo)
g
h ↔ (χs)ge and (χv)gh ↔ (χc)ge.
C. Useful formulae
C.1 Theta functions
In terms of the quantities
q = exp(2piiτ) ; (C.1)
z = exp(2piiν) , (C.2)
we define the theta functions with characteristic [ab]
θ[ab](v|τ) =
∑
n∈Z
exp
{
i(n− a
2
)2piτ + 2pii(v − b
2
)(n− a
2
)
}
. (C.3)
These functions have several periodicity properties rather obvious from their defini-
tion Eq. (C.3); in particular,
θ[ ab−2m](z|τ) = e−piiamθ[ab](z|τ) , m ∈ Z . (C.4)
If the argument z of the theta-function is of the form z = ν + τν ′ it can be absorbed
in the characteristic vector:
θ[ab](ν + τν
′|τ) = q− ν
′2
2 eipiν
′(b−2ν)θ[a−2ν
′
b−2ν ](0|τ) . (C.5)
Under the modular transformation S : τ → τ ′ = −1/τ we have
θ[ab](0|τ) = (−iτ ′)
1
2 eipi
ab
2 θ[ b
−a](0|τ ′) . (C.6)
44
Using Eq. (C.5) we may also write
θ[ab](ν + ν
′τ |τ) = (−iτ ′) 12 eipi ab2 eipi
(
(ν′)2
τ ′
+ν2τ ′−2ν′ν
)
θ[ b
−a](−ν ′ + ντ ′|τ ′) . (C.7)
Under the modular transformation T : τ → τ ′′ we have
θ[ab](ν + ν
′τ |τ) = eipi a(a−2)4 θ[ ab−a+1](ν − ν ′ + ν ′τ ′′|τ ′′) . (C.8)
The theta-functions can be expressed as infinite products by making use of the “Ja-
cobi triple product identity”
∞∏
n=0
(1− qn+1)(1− wqn+ 12 )(1− w−1qn+ 12 ) =
∑
n∈Z
q
n2
2 wn . (C.9)
Introducing the usual Jacobi notation
θ1(v|τ) = θ[11](v|τ) ; θ2(v|τ) = θ[10](v|τ) ;
θ3(v|τ) = θ[00](v|τ) ; θ4(v|τ) = θ[01](v|τ) , (C.10)
one finds
θ1(v|τ) = 2 exp(piiτ/4) sin piv
∞∏
m=1
(1− qm)(1− zqm)(1− z−1qm) ; (C.11)
θ2(v|τ) = 2 exp(piiτ/4) cospiv
∞∏
m=1
(1− qm)(1 + zqm)(1 + z−1qm) ; (C.12)
θ3(v|τ) =
∞∏
m=1
(1− qm)(1 + zqm−1/2)(1 + z−1qm−1/2) ; (C.13)
θ4(v|τ) =
∞∏
m=1
(1− qm)(1− zqm−1/2)(1− z−1qm−1/2) . (C.14)
The theta functions satisfy Jacobi’s “abstruse identity”
θ3(0|τ)4 − θ2(0|τ)4 − θ4(0|τ)4 = 0 . (C.15)
Further,
θ1(0|τ) = 0 . (C.16)
The Dedekind eta function is defined by
η(τ) = q1/24
∞∏
m=1
(1− qm) . (C.17)
It has the modular transformation properties
η(τ + 1) = exp(ipi/12)η(τ) (C.18)
and
η(−1/τ) = (−iτ)1/2η(τ) . (C.19)
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C.2 Discrete groups
In the text we make repeatedly use of the orthogonality properties of the character
table
ρ αI ≡ tr DIg(α) (C.20)
of a discrete group Γ. Above, we have denoted by DI the irreducible representations
of Γ; moreover, we denote by Cα the conjugacy class of the element g(α) (the traces
are invariant under conjugation). The set of conjugacy classes is in one-to-one cor-
respondence with the irreducible representations, so that the character table ρ αI is a
square matrix. It enjoys the following orthogonality properties:
1
|Γ|
∑
α
nα (ρ
α
I )
∗ ρ αJ = δIJ
1
|Γ|
∑
I
(ρ αI )
∗ ρ βI =
δαβ
nα
, (C.21)
where |Γ| is the order of Γ and nα is the number of elements of the conjugacy class
Cα.
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