always used ( [2] , [5] ). Gao and Han [2] wonder how to choose the most suitable parameter values. Here we propose to use NM itself in order to try to find better parameter values.
The structure of this paper is as follows. In section 2 we describe the tested NM algorithm. In section 3 we propose two ways for setting the NM parameters. In section 4
we show the results of the computational experiment. The final remarks are given in section 5.
The Nelder & Mead algorithm
The NM algorithm is a direct search method for minimising ( ) f x where :
is the objective function and n the dimension. It is based on 1 n + points that are the vertices of a simplex in the n-dimensional space: 1 2 1 , , , n x x x +  . The algorithm adopted here is explained next.
NM starts from an initial simplex (usually regular) and iteratively moves the vertices over the n-dimensional space according to their objective function values until a stopping criterion is reached.
At each iteration of NM the vertices of the simplex are labelled and ordered such that
In case of tie, the oldest vertex has priority. Let 
NM stops when conditions S1 and S2 are met:
( ) ( ) ( ) x + is replaced with e x ), ns is the number of shrinkages (i.e., the number of iterations in which the vertices are shrunk) and L is the length of the edges of the initial simplex (that we assume regular). That is, NM stops when the differences between the values of the vertices are small enough (condition S1) and the simplex is small enough (condition S2).
Calibration of the NM parameters
The problem of calibrating the parameters can be approached as an optimisation problem, in which the objective function to optimise is the performance of NM. Let , , , α γ β δ is equal to ϕ + worst NU , where ϕ worst is the function value of the worst feasible vertex (at the current iteration) and NU is the number of constraint violations. The idea is that the vertex with the highest number of constraint violations will be identified as the worst vertex and NM will try to move away from that vertex.
Computational experiment
The NM parameter values obtained with calibrations C1 and C2 are shown in Table 1 . 
Conclusions
The Nelder & Mead algorithm is based on the reflection, expansion, contraction and shrink operations, each of them being associated with a parameter. Its authors set their values which are being used in almost all implementations of the algorithm. One question that arises is whether the algorithm performs better with other parameter values. In this work we propose two ways to use the Nelder and Mead algorithm for calibrating itself. Finally, the widely used parameters originally proposed by the authors are clearly better than the ones obtained with more sophisticated ways.
