Abstract. Modular multiplication of large integers is a performancecritical arithmetic operation of many public-key cryptosystems such as RSA, DSA, Diffie-Hellman (DH) and their elliptic curve-based variants ECDSA and ECDH. The computational cost of modular multiplication and related operations (e.g. exponentiation) poses a practical challenge to the widespread deployment of public-key cryptography, especially on embedded devices equipped with 8-bit processors (smart cards, wireless sensor nodes, etc.). In this paper, we describe basic software techniques to improve the performance of Montgomery modular multiplication on 8-bit AVR-based microcontrollers. First, we present a new variant of the widely-used hybrid method for multiple-precision multiplication that is 10.6% faster than the original hybrid technique of Gura et al. Then, we discuss different hybrid Montgomery multiplication algorithms, including Hybrid Finely Integrated Product Scanning (HFIPS), and introduce a novel approach for Montgomery multiplication, which we call Hybrid Separated Product Scanning (HSPS). Finally, we show how to perform the modular subtraction of Montgomery reduction in a regular fashion without execution of conditional statements so as to counteract Simple Power Analysis (SPA) attacks. Our AVR implementation of the HFIPS and HSPS method outperforms the Montgomery multiplication of the MIRACL Crypto SDK by up to 21.58% and 14.24%, respectively, and is twice as fast as the modular multiplication of the TinyECC library.
Introduction
Long integer modular arithmetic, in particular modular multiplication, is at the heart of many practical public-key cryptosystems, including "traditional" ones that operate in a large ring or group (e.g. RSA [23] , DSA [22] , Diffie-Hellman [7] ), as well as elliptic curve schemes (e.g. ECDSA [22] , ECDH [14] ) if they use a prime field F p as underlying algebraic structure. The major operation of the former class of cryptosystems is exponentiation in either Z n or Z * p , which can be carried out through modular multiplications and modular squarings [9] . On the other hand, elliptic curve schemes perform scalar multiplication in an additive group, an operation that in turn is composed of additions, multiplications, and inversions in the underlying field [14] . However, most software implementations use projective coordinates to represent points on the curve, thereby trading inversions for multiplications in F p to reduce the overall execution time. In this case, the performance of a scalar multiplication is primarily determined by the efficiency of the multiplication in the prime field F p . Modular multiplication is also a performance-critical arithmetic operation of pairing-based cryptosystems (e.g. identity-based encryption, short signature schemes) [3] .
It is common practice in Elliptic Curve Cryptography (ECC) to use primes of a "special" form so as to facilitate the modular reduction [14] . A well-known example are pseudo-Mersenne primes, i.e. primes that are slightly smaller than a power of two and can be written as p = 2 n − c where c is typically chosen to fit into a single register of the target processor. The computational complexity of reduction modulo such primes grows linearly with their length, whereas the reduction operation for general primes has quadratic complexity [14] . A second example of primes that allow one to perform a reduction in linear time are the so-called generalized-Mersenne primes, which are standardized by the National Institute of Standards and Technology (NIST) [22] . Software implementations of ECC often follow a dual approach and support both fast modular reduction techniques for a small set of special primes (e.g. the NIST primes) and a generic reduction routine for "arbitrary" primes. Many cryptographic libraries, such as TinyECC [18] and OpenSSL, take this approach to combine high performance with high flexibility. Therefore, generic modular multiplication techniques, like those introduced by Barrett [4] and Montgomery [21] roughly 30 years ago, are not only important for RSA but also for ECC.
Formally, a modular multiplication A · B mod M involves multiplying two nbit operands A and B, yielding a 2n-bit product P = A · B, followed by the reduction of P modulo M to get a final result in the range of [0, M − 1]. The latter operation, i.e. the reduction of P with respect to a given modulus M , has a major impact on the execution time of a modular multiplication. A straightforward way to obtain the residue P mod M is to divide P by M and find the remainder of this division. However, performing integer division in software is extremely expensive for large operands, which makes this approach unpractical for cryptographic applications. In 1985, Peter Montgomery [21] introduced an efficient (and nowadays widely-used) technique to accomplish a modular reduction without trial division. The basic idea is to replace the modular reduction P mod M by a computation of the form P · 2 −n mod M (where n denotes the bitlength of M ), which is much cheaper than computing the actual residue via division. In general, when implemented in software, the Montgomery reduction of a 2n-bit product P with respect to an n-bit modulus M is just slightly more costly than the multiplication of two n-bit operands [10] .
The efficient implementation of multiplication, reduction and other computation-intensive arithmetic operations is particularly challenging for embedded processors with limited resources. The root of the problem is the length of the
