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Resume 
Dans ce document, on aborde le probleme de conception de structure qui peut se 
formuler comme un programme mathematique non-lineaire avec contraintes d'egalite 
et d'inegalite. Ce probleme presente une forme de degenerescence. Pour le resoudre, 
on utilise une methode de points interieurs avec penalisation l\. Le terme de penalite 
est reformule, par le biais de variables additionnelles appelees variables elastiques, 
ce qui permet de regulariser le probleme. Nous discutons des proprietes des pro-
grammes mathematiques associes aux problemes de structure ainsi que de la capacite 
theorique de la methode a trouver des solutions pour ces problemes. Nous detaillons 
l'implementation de Falgorithme et nous presentons aussi les diverses options ex-
plorees en vue d'ameliorer la methode d'un point de vue pratique. Des resultats 
numeriques sont fournis pour les collections tests Hock-Schittkowski et MacMPEC 
ainsi que pour des problemes de structure de petite taille. L'aspect visualisation des 
structures obtenues par Falgorithme est egalement aborde. 
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Abstract 
In this document we tackle the Truss Design Problem which can be formulated as a 
nonlinear mathematical program with both equality and inequality constraints. The 
problem exhibits a certain type of degeneracy. To solve this problem, we use an in-
terior point £1—penalty method. We reformulate the penalty term, adding variables 
called elastic variables, which leads to a regular problem. We discuss the mathemati-
cal properties of Truss Design Problem models as well as the theorectical ability of our 
method to identify a solution. We also explain the various numerical enhancements 
that we implemented to improve the method. Numerical results are provided. Ex-
periments on the Hock-Schittkowski and MacMPEC test collections are carried out. 
We've also solved small scale Truss Design Problems. We briefly show an approach 
to visualize the trusses proposed by the algorithm. 
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L'optimisation de structure se rencontre essentiellement dans le domaine de la 
construction et s'applique par exemple aux ponts. Un probleme classique consiste a 
considerer un treillis, c'est-a-dire un ensemble de barres reliees entre elles par des 
noeuds, soumis a des forces exterieures. On cherche alors par exemple a trouver 
la structure qui possede un volume minimum tout en verifiant des contraintes qui 
definissent la resistance du treillis (etant donnes le materiau, la forme geometrique 
des barres,...) face aux charges exterieures. Pour cela on peut agir sur plusieurs va-
riables, l'une d'entre elles etant le diametre des barres. Ce type de probleme a deja 
ete l'objet de nombreuses etudes, on citera parmi elles (Achtziger, 1999) ou encore 
(Kocvara & Outrata, 2006). Une caracteristique essentielle de ces problemes est qu'ils 
sont difficiles a resoudre d'un point de vue numerique. 
La difficulte reside en bonne partie dans le fait que le domaine admissible pour ce 
type de problemes est non-convexe et ne possede pas d'interieur strict dans certaines 
regions. Pour cette raison, on a decide d'approcher ces problemes a l'aide d'une com-
binaison des methodes de points interieurs, de fonction de merite et de regularisation. 
Le principe de cette methode est d'effectuer une transformation du probleme initial 
afin d'obtenir un probleme annexe regulier, appele probleme elastique, dont le do-
maine admissible est plus etendu que celui du probleme original. En resolvant une 
serie de problemes elastiques on est alors en mesure, sous certaines hypotheses, de 
detecter des points optimaux au premier ordre du probleme initial. Cet algorithme 
nomme PSUPERB semble done avoir le potentiel pour s'attaquer efficacement aux 
problemes de structure. 
D'un point de vue theorique, nous avons montre que l'algorithme est capable 
d'identifier des points optimaux pour lesquels les conditions de qualifications clas-
siques sont violees. Nous avons aussi adapte des resultats sur la convergence de 
l'algorithme a certaines classes de programmes mathematiques. Numeriquement, le 
premier defi a surmonter a ete de faire fonctionner 1'algorithme. Ensuite, une part 
de nos travaux a porte sur la gestion des nombreux parametres en jeu dans PSU-
PERB, ce qui s'est avere etre primordial dans le but d'ameliorer les performances du 
code. D'autre part, nous avons essaye de mettre en place un preconditionneur afin 
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d'augmenter la qualite de l'implementation. Finalement, nous avons eu l'occasion d'ef-
fectuer de nombreux tests numeriques sur differentes classes de problemes. Sachant 
que les problemes de structure sont degeneres d'apres (Achtziger, 1999), nous avons 
d'abord valide PSUPERB sur des problemes qui se comportent bien. Ensuite, nous 
sommes passes a des problemes degeneres dont la structure a ete etudiee auparavant, 
les MPECs car nous savions que les problemes de structure ont une modelisation 
MPEC, mais celle-ci provient en realite de problemes bi-niveau (Kocvara & Outrata, 
2006). Durant la maitrise, une autre formulation, nominee MPVC, a ete donnee et 
analysee (Achtziger & Kanzow, 2008). Nous avons done etendu 1'analyse de PSU-
PERB a celle-ci et valide l'algorithme sur les quelques problemes disponibles. Nous 
fournirons dans ce document les analyses et les resultats numeriques associes a ces 
travaux. 
Dans un premier temps, nous proposons une partie theorique qui nous permettra 
de passer en revue les connaissances de programmation mathematique non-lineaire 
indispensables. Nous aborderons aussi la description precise des problemes de struc-
ture qui nous ont interesses ainsi qu'une presentation detainee de l'algorithme que 
nous avons choisi pour resoudre ces problemes. Dans une deuxieme partie, nous nous 
focaliserons sur l'aspect pratique de la resolution de problemes de structure avec 
l'implementation de 1'algorithme ainsi que les diverses strategies d'amelioration des 
performances numeriques. Enfin, nous presenterons les resultats numeriques obtenus 
sur des collections de problemes test et sur certains modeles de probleme de structure 
de petite taille. 
Chapitre 1 
Cadre de travail : problemes 
de structure 
Dans ce document, on s'interesse a des programmes mathematiques. On peut 
definir ces derniers comme etant des problemes qui se composent d'un objectif, qu'on 
cherche a minimiser ou maximiser et d'un ensemble de contraintes qu'on doit respec-
ter. Les variables du problemes sont contenues dans un ensemble il. Si on note x les 
variables, on peut alors ecrire 
minimiser Objectif (a:) 
s.c. : Contraintes(x). 
Remarquons que minimiser l'objectif revient a maximiser l'oppose de ce dernier. Dans 
la suite, nous choisirons de minimiser les objectifs. 
Exemple 
Regardons un exemple concret de programme mathematique. Soit le probleme 
minimiser x2 
s.c. : x > 2. 
Dans cet exemple, x2 est l'objectif et x > 2 est la contrainte qu'il faut respecter. 
L'ensemble Q correspond a R. Dans ces conditions, la solution est evidemment atteinte 
en x = 2 et cela donne la valeur 4 poiir l'objectif. 
1.1 Rappels de programmation non-lineaire 
Nous allons proceder a de brefs rappels des principes fondamentaux de l'optimi-
sation non-lineaire puisque nous serons amenes a exploiter cette derniere dans toute 
4 
la suite de ce document. 
1.1.1 Optimisation sans contrainte 
Soit / : Rn —> R et considerons le probleme 
minimiser fix). (1 11 
Notat ion 1.1.1.1 Soit x G R". On appelle boule ouverte de centre x et de rayon p, 
notee B(x, p), Vensemble des points x G Rn tel que \\x — x\\ < p. 
Definition 1.1.1.1 Considerons le probleme (1.1) et soit x* G R". On dit que x* est 
un 
(a) minimum global sans contrainte de f ssi Vx G Rn, f(x) > f(x*), 
(b) minimum local sans contrainte de f ssi 3e > 0 tel que Vx G B(x*, e), f(x) > f(x*), 
(c) minimum local strict de f ssi 3e > 0 tel que Vx G B(x*, e), x ^ x*, f(x) > f(x*). 
Lorsqu'on a affaire a un probleme d'optimisation sans contrainte, on doit se poser les 
questions suivantes : 
(a) existe-t-il une solution ? 
(b) si oui, est-elle unique ou en existe-t-il plusieurs ? Les solutions trouvees sont-elles 
locales ou globales ? 
En regie generale, lorsqu'on essaie de resoudre des problemes non-convexes de grande 
taille, il est tres difficile de trouver des minima globaux et on est done satisfait lors-
qu'on trouve des minima locaux. II convient a present de proposer les conditions 
necessaires d'optimalite. 
Definition 1.1.1.2 Une fonction f : Rn —* R est dite de classe Ck ssi toutes ses 
derivees partielles dfk/dxildxi2...dxik existent et sont continues, avec ii,i2,---,ik des 
entiers compris entre 1 et n. 
Notation 1.1.1.2 Soit f : Rn —• R. On note Vf(x) le gradient et V2 /(x) la matrice 
Hessienne de f evalues au point x. 
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Theoreme 1.1.1 (Conditions necessaires d'optimalite du premier ordre). Soit x* € 
Rn un minimum local de (1.1) et supposons que f soit C1 dans une boule ouverte de 
centre x*. Alors V/(x*) = 0. 
Definition 1.1.1.3 Un point x G Rn tel que V/(x) = 0 est appele un point critique 
du premier ordre ou stationnaire. 
Theoreme 1.1.2 (Conditions necessaires d'optimalite du second ordre). Soit x* G 
Rn un minimum local de (1.1) et supposons que f soit C2 dans une boule ouverte de 
centre x*. Alors V2f(x*) est semi-definie positive. 
On dispose aussi de conditions suffisantes d'optimalite. 
Theoreme 1.1.3 (Conditions suffisantes d'optimalite du second ordre). Soient x* G 
Rn et f de classe C2 dans une boule ouverte de centre x*. Si Vf(x*) = 0 et V2/(x*) 
est definie positive alors x* est un minimum local de (1.1). 
Exemple 
Soit / : R2 —* R, f(x) = (xi — l )2 + (x2 + 2)
2. L'unique point stationnaire est 
x* = (xl, x*2) = (1, —2). De plus V
2/(x*) = 21 qui est definie positive done x* est un 
minimum local. 
Maintenant qu'on est capable de caracteriser des minima dans le cas sans contrainte, 
on peut se demander ce qui arrive dans le cas ou il y a des contraintes. 
1.1.2 Optimisation avec contraintes 
On considere le programme mathematique suivant : 
minimiser fix) 
s.c. : h{x) = 0, (NLP) 
g(x) > o, 
ou / : Rn ->• R, h : Rn -»• Rp, g : Rn ->• Rm sont des fonctions de classe C1. 
Notation 1.1.2.1 On appelle domaine admissible de (NLP) et on note ft Vensemble 
des points de R71 tel que les contraintes sont respectees, i.e., 
0 := {x E Rn | h(x) = 0 et g(x) > 0}. 
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Dans le cas de l'optimisation sans contrainte on a reussi a caracteriser les solutions 
locales du probleme. Le but est maintenant d'essayer d'en faire de meme pour le cas 
de l'optimisation avec contraintes. Puisque les solutions dependent des contraintes, il 
convient de s'interesser a la representation algebrique du domaine admissible Q. On 
parle alors de conditions de qualification. 
1.1.2.1 Conditions de qualification 
Pour un programme mathematique avec contraintes, les conditions de qualification 
concernent la representation algebrique des contraintes en un point donne de Q. 
Definition 1.1.2.1 (Ensemble actif) 
On dit que la contrainte g$ (pour j G l,---, m ) est active en x* G fi si 9j{x*) — 0. On 
note A(x*) — {j G 1, ...,m \ gj(x*) — 0} Vensemble des contraintes actives en x*. 
Definition 1.1.2.2 (BCQ) 
Soit x* e Q. On definit I'ensemble A(x*) = {(A*, A) | fi G R m , A G R+ avec Xj > 0 si 
j G A(x*) et Xj — 0 sinon }. On dit alors que la condition de qualification de base 
(BCQ) est satisfaite en x* si pour (/z, A) G A(x*) on a : 
p 
X)/^Vfti(x*)+ Y, AiVft(x*) = 0 < ^ (̂ ,A) = (0,0). 
Definition 1.1.2.3 (MFCQ) 
Etant donne le point x* de I'ensemble admissible et V'ensemble actif A(x*), on dit 
que la condition de qualification de Mangasarian-Fromowitz (MFCQ) est satisfaite 
s HI existe un vecteur w 6 R " tel que : 
Vgi(x*)TLU > 0 V i e A(x*), 
Vhi(x*)Tuj = 0 Vi G l , . . . ,p , 
et Vensemble {'Vhi(x*),i £ 1,...,^} est lineairement independant. 
Definition 1.1.2.4 (LICQ) 
Etant donne le point x* du domaine admissible et Vensemble actif A{x*), on dit que 
la condition de qualification d'independance lineaire (LICQ) est satisfaite si les gra-
dients des contraintes actives et les gradients des contraintes d'egalite, {Vgi(x*),i G 
A(x*)}{J{Vhi(x*),i e l,...,p}, sont lineairement independants. 
On dispose de la relation (1.2) entre les differentes conditions de qualification. 
LICQ => MFCQ ^> BCQ (1.2) 
Cette relation est classique. La premiere implication est tres simple a demontrer 
et 1'equivalence entre MFCQ et BCQ est demontree dans (McCormick, 1967). A 
present, nous possedons tous les elements pour introduire les conditions necessaires 
d'optimalite au premier ordre en optimisation avec contraintes. 
1.1.2.2 Conditions d'optimalite 
Definition 1.1.2.5 (Lagrangien) 
On associe au probleme (NLP) la fonction Lagrangienne definie comme suit : 
C: Rn x RP x Rm - • R 
p m 
{x,(i,\) i-> C(x,n, A) = f(x) - ^2nihi(x) ~Y^xi9i(x)-
i=\ i=\ 
Enongons alors les conditions d'optimalite du premier ordre, plus connues sous le nom 
de conditions de Karush, Kuhn et Tucker (KKT) : 
Theoreme 1.1.4 (Conditions necessaires d'optimalite du premier ordre) Supposons 
que x* est une solution locale de (NLP) et que la BCQ est satisfaite en x*. II existe 
alors un vecteur (fj,*, A*) (appele multiplicateurs de Lagrange), de composantes \i* pour 
i £ {!,...,/?} et A* pour i £ {!,•••, TO] tel que les conditions suivantes sont satisfaites 
en (x*,n*,X*) : 
Vx£{x*,n*,\*) = 0, 
hi{x*) = 0 
9i(x*) > 0 
A*>0 
\;gi(x*) = 0 
Vi e 1,. 
V i e l , . . 
Vie 1,.. 











Ces conditions nous permettent de savoir comment la derivee premiere de l'objectif et 
des contraintes actives sont reliees a x*. On dispose aussi du result at qui suit, publie 
dans (Gauvin, 1977). 
Theoreme 1.1.5 (Conditions de Qualification et Muliplicateurs optimaux) Soit x* 
un point stationnaire de (NLP). La MFCQ est satisfaite en x* ssi I 'ensemble des 
multiplicateurs est non-vide, ferme et borne. 
II est interesant de noter que d'apres le theoreme 1.1.5, si on suppose la LICQ au lieu 
de la BCQ dans le theoreme 1.1.4, on sait alors que le jeu de multiplicateurs optimaux 
est unique. Dans le theoreme 1.1.4, on sait seulement que les multiplicateurs optimaux 
se trouvent dans un ensemble compact. 
Nous presentons maintenant les conditions d'optimalite de Fritz-John generalisees 
(Mangasarian k. Fromowitz, 1967) qui sont un peu moins restrictives que celles de 
KKT (car elles ne supposent pas que des conditions de qualification soient satisfaites) : 
Theoreme 1.1.6 (Conditions necessaires d'optimalite de Fritz-John generalisees) 
Supposons que x* est une soluton locale de (NLP). II existe alors des vecteurs X* = 
(AS, AJ,..., \*J et //* = (fi\,..., /.i*p) tels que : 
p m 
W ( x ) - EKV/ii(**) - YlX*iVgi(x*) = 0, (1.4a) 
A*5i(x*) = 0 i = l,...,m, (1.4b) 
h(x*) = 0, (1.4c) 
g(x*) > 0, (1.4d) 
A* > 0, (1.4e) 
(A*,//) ^ (0 ,0 ) . (1.4f) 
Nous utiliserons ces conditions lorsque nous aborderons certains problemes qui ne 
satisfont pas les conditions de qualification requises pour les conditions de KKT. 
Enfin, avant de poursuivre, nous allons enoncer quelques notions qui nous seront 
utiles. 
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Definition 1.1.2.6 (Cone critique F(\*)) 
On definit I'ensemble F(\*), appele cone critique, de la maniere suivante 
{ Vhi{x*)
Tuj = o, v?; G i...p, 
Vgi(x*)Tuo = 0, Mi G l...m | i G A(x*) et A* > 0, (1.5) 
Vgi(x*)Tco > 0, Vi e l...m | i 6 «4(a;*) e£ A* = 0. 
T h e o r e m e 1.1.7 (Conditions suffisantes du Second Ordre) Supposons que pour x G 
R n admissible il existe un vecteur A* de multiplicateurs de Lagrange tel que les condi-
tions de (1.3) soient satisfaites. Supposons aussi que pour tout LO =/= 0 appartenant a 
F(A*) 
ioTV2£(x*,\*)ou>0. 
Alors x* est un minimum local strict pour (NLP). 
Definition 1.1.2.7 (Com.plementarite stride) 
Soit x* une solution locale de (NLP) et un vecteur A* qui verifie les conditions de 
KKT. On dit que la complementarite stride est verifiee en x* si et seulement si : 
i G A{x*) < ^ A* > 0 Vz € 1,..., m. 
Il lustration 
Considerons le point x* — (0, 0) et la region admissible definie par 
2 - (zi - l ) 2 - (x2 - l )
2 > 0, (1.6a) 
2 - (zi - l ) 2 - (x2 + l )
2 > 0, (1.6b) 
xi > 0. (1.6c) 
En x* toutes les contraintes sont actives. En ce point, les gradients des contraintes 
(1.6a) et (1.6b) valent respectivement (2,2) et ( 2 , - 2 ) . De plus, le gradient de la 
contrainte (1.6c) vaut (1,0). Par consequent, la LICQ n'est pas satisfaite en x* (car les 
gradients des contraintes actives ne sont pas lineairement independants). Le vecteur 
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LU — (1,0) est tel que 
(2 ,2 ) r ( l , 0 ) = 5 > 0 
( 2 , - 2 ) T ( l , 0 ) = 2 > 0. 
La MFCQ est done satisfaite en x*. Prenons maintenant la fonction objectif suivante 
{Xl + 2)
2 + xl 
et essayons de la minimiser sur le domaine admissible precedent. La solution evidente 
est (xi, x2) = (0, 0). Puisque la MFCQ est satisfaite en ce point et qu'il est optimal, 
il verifle les conditions de KKT. Cela s'ecrit : 
4 
0 
- A T 
2 
2 
- A , 
2 
- 2 





On en tire 
2 - 2 > 0, 
2 - 2 > 0, 
0 > 0, 
( 2 - 2 ) A x = 0, 
( 2 - 2 ) A 2 = 0, 
0A3 = 0, 
Ai > 0, 
A2 > 0, 
A3 > 0. 
4 - 2 A ! - 2 A 2 - A 3 = 0 , 
0 - 2Aj + 2A2 = 0, 
et done 
4 ( 1 - A x ) = A3, 
Ai = A2. 
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L'ensemble des multiplicateurs est done constitue du segment 
L = { ( A , A , 4 ( l - A ) ) : A e [ 0 , l ] } c R 3 , 
qui est bien compact, comme on peut le voir sur la figure 1.1 sur laquelle l'ensemble 





Figure 1.1 - Representation de l'ensemble des multiplicateurs optimaux 
1.1.3 Problemes degeneres 
Dans certains problemes, il peut arriver que les conditions de qualification ne soient 
pas satisfaites. Dans le cas ou la MFCQ est violee en un point solution x*, cette solu-
tion est dite degeneree. Si un probleme possede au moins une solution degeneree, on 
ecrira dans la suite que le probleme est degenere. Regardons sans plus tarder quelques 
exemples. 
A2 
Exemple 1 : MFCQ non-satisfaite 
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Soit le probleme HS013, issu de la collection de (Hock & Schittkowski, 1981) : 
minimiser (xx — 2)
2 + x\ 
s.c. : (1 — X\)3 > X2, 
xi > 0 , 
x2 > 0. 
Le point optimal pour ce probleme est x* = (1, 0). Au point optimal, le gradient de la 
premiere contrainte est (0, -1) et celui de la deuxieme contrainte est (0,1). On ne peut 
pas trouver u tel que (0, l)Tui > 0 et (0, — \)TUJ > 0 done la MFCQ n'est pas satisfaite 
en x* (sans avoir besoin de considerer la troisieme contrainte). On peut representer 
cela schematiquement par la figure 1.2. 
Domaine 
admissible 
x2 = (1-x1 )A3 
Gradient de «x2 >= 0» 
(0,1) 
v(0,-1) 
Gradient de «(1 - x1 )A3 - x2 >= 0» 
Figure 1.2 - HS013 et la MFCQ 
Exemple 2 : Programmes Mathematiques avec Contraintes d'Equilibre (MPEC) 
Les MPEC l se presentent generalement sous la forme suivante : 
•"•MPEC : Mathematical Programs with Equilibrium Constraints 
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minimiser fix) 
s.c. : FTx > 0, (MPEC) 
GTx > 0, 
(FTx) JL (GTx), 
ou / : R n —> R est de classe C2, F et G sont des matrices n x p. La notation 
(FTx) _L (GTx) signifie qu'on multiplie terme a terme les vecteurs (FTx) et (GTa;) 
et le vecteur resultant de cette operation est nul, ie (FTx)i(GTx)i = 0 pour tout 
i G 1, ...,p. Remarquons que d'autres contraintes peuvent eventuellement s'ajouter au 
modele (MPEC). Dans la suite, nous proposons une serie de proprietes, definitions et 
theoremes permettant au lecteur de mieux cerner les particularites de ces programmes 
mathematiques. 
Propriete . Un probleme de type MPEC est degenere puisqu'il ne satisfait la MFCQ 
(a fortiori la LICQ) en aucun point de son domaine admissible. 
Preuve : Supposons que le domaine admissible pour (MPEC) ne soit pas vide. Soit 
x un point admissible. On note Fi(x) = (FTx)i (respectivement Gi(x) = (GTx)i) 
c'est-a-dire la i-eme composante du vecteur FTx (respectivement GTx). 
On sait que Fi(x)Gi(x) = 0,Vi G l,...,p. On distingue alors trois cas : Fj(x) = 
0 et Gi(x) > 0, Gi(x) = 0 et Fi(x) > 0 ou Fi(x) = Gi{x) = 0. Supposons maintenant 
que la MFCQ soit satisfaite en x. 
Premier cas : Fj(x) = 0 et Gi(x) > 0 
Puisque la MFCQ est satisfaite en x et que i^(x) = 0, il existe une direction u> 
telle que 
VFi(x)Tuj > 0, (1.7) 
V(FiGi)(x)
Tu = 0. 
Or V(FiGi)(x)TLU = Fi(x)VGi(x)Tu + Gi{x)VFi(x)Tuj done 
Fi(x)VGi(x)Tuj + Gt{x)VFi(x)
Tuj = 0. 
De plus, puisque Fi(x) = 0 on a 
Gi(x)VFi(x)Tu = 0. 
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Or Gi(x) > 0 ce qui contredit (1.7). 
Deuxieme cas : G,(x) = 0 et Fi(x) > 0 
Meme raisonnement que dans le premier cas en inversant le role de F et G. 
Troisieme cas : Fi(x) — Gi(x) = 0 
On a alors V{FiGl){x)
T = Fi(x)VGi(x)T + Gl{x)VFi(x)
T = 0 ce qui contredit 
la condition d'independance lineaire des gradients des contraintes d'egalite. D 
Un domaine admissible typique pour un MPEC a deux variables ressemble au schema 
de la figure 1.3. 
Figure 1.3 - Domaine admissible typique d'un MPEC 
Illustration 
Considerons le probleme scalel issu de la collection MacMPEC (Leyffer, 2005) 
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minimiser (lOOxi — l ) 2 + (x2 — l )
2 
(xi,x2) 
s.c. : Xi > 0, 
X2 > 0 , 
^1^2 = 0. 
On constate que : 
- son domaine admissible est exactement celui decrit par la figure 1.3, 
- la MFCQ n'est satisfaite en aucun point admissible. 
En effet, les gradients des contraintes sont (1, 0) pour la premiere, (0,1) pour la 
seconde et (x2, x\) pour la troisieme. II n'existe done pas de OJ = (o>i, cu2) tel que 
(1,0)Tu > 0 et (0, \)Tu> > 0 et [x2l Xi)
Tu> = 0 (car pour avoir les deux premieres 
conditions il faut u)\ > 0 et ui2 > 0 et alors la troisieme ne peut pas tenir sauf 
en (0, 0) qui ne convient pas pour cause de violation de l'independance lineaire 
des gradients des contraintes d'egalite). 
On vient de remarquer que les MPEC ne satisfont la MFCQ en aucun point de leur 
domaine admissible. Pourtant ils admettent des multiplicateurs tels que certaines 
conditions d'optimalite puissent etre verifiees. 
Definition 1.1.3.1 (Lagrangien pour un MPEC) 
Le Lagrangien pour (MPEC) se definit par 
C(x, (J,, r, v) = f(x) - TTGTX - uTFTx, (1.8) 
Le resultat suivant est etabli dans (Scheel & Scholtes, 2000). 
Theoreme 1.1.8 (Stationarite forte) Un point admissible x pour (MPEC) est dit 
fortement stationnaire si et seulement s 'il existe des multiplicateurs (r, v) tels que : 
VC(X,T,U) = 0, 
r _L GTx > 0, 
v J. FTx > 0, (1.9) 
Ti>0 ieIGf)IF, 
^ > 0 ielGf)lF, 
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oil IQ (respectivement Ip) est Vensemble des indices pour lesquels Gfx = 0 (respecti-
vement Fjx — Q). 
Remarque : On peut souligner la difference entre les conditions du theoreme 1.1.8 
et les conditions classiques de KKT 1.1.4. La difference reside dans le fait que pour 
i $. IGC\IF, les multiplicateurs Tj et Vi peuvent prendre n'importe quel signe. 
Le theoreme precedent est tres interessant lorsqu'on cherche a aborder les MPEC 
d'un point de vue numerique. En effet, on sait que pour un point optimal, les condi-
tions de KKT classiques ne sont pas obligatoirement satisfaites (car la MFCQ n'est 
pas satisfaite) mais on peut alors les remplacer par les conditions (1.9). Notons aussi 
que l'existence de multiplicateurs pour un point fortement stationnaire est tres im-
portant car il justifie l'emploi de methodes numeriques fondees sur l'utilisation de ces 
multiplicateurs (nous verrons que c'est le cas de l'algorithme de la section 1.2.5). 
Exemple 3 : Problemes Mathematiques avec Contraintes Evanescentes (MPVC 2) 
Les MPVC peuvent s'ecrire sous la forme 
minimiser fix) 
X6R" ' 
s.c. : hi(x) — 0 \/i 6 Ih, 
9i(x) < 0 Vi e Ig, (MPVC) 
Hi(x) > 0 Vi = 1...Z, 
Hi(x)Gi(x) < 0 Vi= 1...Z, 
ou / : Rn -»• R, h : Rn -»• R^l , g : Rn -»• R^ ' , Ht : R
n -»• R et Gt : R
ri -*• R sont des 
fonctions de classe C2. Notons qu'on peut alors comprendre l'appellation «contrainte 
evanescente». Cette contrainte correspond a la derniere du modele precedent. En 
effet, on remarque que si Hi(x) = 0 cette contrainte est automatiquement satisfaite 
puisqu'alors Hi{x)Gi{x) = 0. De plus alors, Gi{x) n'a plus aucune contrainte de signe. 
Illustration 
On peut illustrer le domaine admissible typique pour un MPVC par le dessin de la 
2MPVC : Mathematical Programs with Vanishing Constraints 
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figure 1.4 qui correspond aux contraintes 
xi > 0, 
X\X-2 < 0. 
Figure 1.4 - Domaine admissible typique d'un MPVC 
Nous verrons que les problemes auxquels nous nous sommes interesses peuvent 
parfois s'ecrire sous forme de MPVC. 
1.2 Methodes de penalisation £ I 
Ann de resoudre les problemes presentes precedemment, nous allons utiliser une 
methode developpee dans (Gould, Orban, & Toint, 2003). Cette methode se fonde 
a la fois sur les principes des methodes de region de confiance, de points interieurs, 
de penalisation £1 ainsi que des variables elastiques. C'est la raison pour laquelle, 
dans un premier temps, nous presentons les resultats fondamentaux concernant ces 
differentes strategies. 
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1.2.1 Methodes de region de confiance 
On considere le probleme sans contrainte 
minimiser fix 
ou / : Rn —> R est de classe C2. De plus on suppose que / est fortement non-lineaire 
et/ou potentiellement couteuse a evaluer. La philosophie des methodes de region de 
confiance est de resoudre iterativement le probleme (1.10) en considerant, a partir 
d'un itere, toutes les directions possibles mais en limit ant la longueur du pas vers le 
prochain itere. 
A l'iteration k, l'idee d'une methode de region de confiance est de remplacer / par 
un modele, typiquement quadratique, mk facile a evaluer. Cependant ce modele n'est 
valable que localement autour de l'itere actuel xk. On definit alors une region Bk 
autour de Xk a l'interieur de laquelle on pense que le modele a du sens : c'est la region 
de confiance. Mathematiquement, on definit la region de confiance comme la boule 
fermee 
Bk = B{xk,5k) = {xk + seR
n \\\s\\ <5k}, 
ou 5k > 0 est appele le rayon de la region de confiance et ou 11.11 represente une norme 
donnee sur Rn . 
Au lieu de minimiser / a partir de xk, on minimise le modele mk dans la boule Bk. 
On trouve ainsi un pas s. Pour etre pris en compte, ce pas doit suffisamment faire 
decroitre la valeur du modele. Si ce pas produit egalement une decroissance de la 
fonction, on accepte le pas et on passe a l'iteration suivante en augmentant peut-etre 
5k. Sinon, le pas est rejete et on diminue le rayon. Dans ce cas, cela signine qu'on a 
fait confiance au modele dans une trop large mesure et c'est pour cela qu'on restreint 
la taille de la region de confiance a l'iteration suivante. 
En pratique, on peut utiliser le modele suivant (c'est le choix que nous avons 
adopte dans nos travaux) : 
mk(xk + s) = f(xk) + Vf(xk)
Ts + -sTHks, 
ou Hk = V
2/(xfc), ou bien une approximation symetrique de cette matrice. Notons 
qu'une des forces des methodes de region de confiance est de ne pas necessiter que la 
(1.10) 
19 
matrice Hk soit definie positive. 
La condition de decoissance suffisante est precisee de la fagon suivante : on calcule la 
decroissance obtenue en deux points de reference de la region de confiance. Le premier 
de ces points est le point de Cauchy, x%, minimum du modele suivant la direction de 
plus forte pente. Le second est appele le point propre, xk et correspond a un minimum 
du modele selon une direction de courbure sumsamment negative s'il en existe une. 
On dit qu'on a une decroissance suffisante si la condition suivante est satisfaite 
mk(xk) - mk(xk + s)> 9(mk(xk) - mm{mk(x%),mk(x%)}), (1.11) 
ou 0 < 9 < 1 est fixe et independant de l'iteration a laquelle on se trouve. 
Finalement, on peut rassembler toutes ces informations et presenter l'algorithme 1.2.1, 
typique d'une methode de region de confiance. 
Remarque : En ce qui concerne la norme utilisee, on peut utiliser la norme eu-
clidienne mais on peut aussi utiliser une norme de mise a l'echelle associee a une 
matrice M, definie positive (voir section 2.2.2 du chapitre 2). Les normes considerees 
doivent etre uniformement equivalentes. Notons que dans la pratique, a l'etape 1 de 
l'algorithme 1.2.1, on resout le probleme d'optimisation suivant 
minimiser Wf(x)Ts + ^sTHks 
sen- Jy ! 2 (i.i3) 
s.c. : | |s| | < 8k, 
ou on utilise les memes notations que precedemment. Concernant les methodes de 
region de confiance en general, voici ce qu'il faut retenir : 
On resout iterativement le probleme (1.13) jusqu'a satisfaction d'un critere d'arret. 
On obtient une suite d'itere {xk}ke^. Soient les hypotheses suivantes : 
(a) la fonction / est bornee inferieurement, 
(b) la matrice Hessienne de / est uniformement bornee sur un ensemble qui contient 
la suite des iteres, 
(c) le modele coincide avec / jusqu'au premier ordre i.e., mk(xk) — f(xk) ainsi que 
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Algorithme 1.2.1 Methode de region de confiance 
Etape 0. Initialisation - On donne ,T0 £ R" et un rayon de region de confiance S0 > 0 
ainsi que des parametres r?i, r?2, «i et 02 qui satisfont 
0 < 771 < r?2 < 1 et 0 < «i < 1 < Q2. 
Calculer f(xo) et poser k — 0. 
Etape 1. Calcul du pas - Definir un modele mk{xk + s) de f(xk + s) dans Bk et 
calculer un pas sk E Bk qui satisfait (1.11) 
Etape 2. Acceptation du candidat - Calculer f(xk + sk) et 
fM - f(xk + sk) 
Pk ~ mk(xk) - mk(xk + sk) 
Si Pk > Vi alors poser xk+\ — xk + sk 
Sinon poser xk+\ — xk . 
Etape 3. Mise a jour du rayon - Poser 
ai||sfc|| si pk < 771, 
4+i = { « i 4 si f]i< p k < r)2, (1.12) 
max[a2||sfc||,£fc] si V2 < Pk-
Incrementer k de un et aller a Etape 1. 
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Vmk(xk) = V/(xfe), 
(d) le parametre f}\ est strictement positif. 
On dispose alors du theoreme suivant (voir (Conn, Gould, & Toint, 2000)) : 
lim ||V/(a;fc)|| = 0. 
k—*oo 
Cela signifie que tous les points d'adherence sont des points stationnaires pour le 
probleme (1.10). 
1.2.2 Methodes de points interieurs 
On s'interesse a un probleme ayant la forme suivante : 
minimiser fix) 
ieR" (1-14) 
s.c. : g{x) > 0, 
ou / : Rn —> R et g : Rn —> Rm sont de classe C2. On suppose que l'interieur strict du 
domaine admissible est non vide. On introduit alors une fonction barriere, 6, continue 
sur l'interieur strict du domaine admissible et telle que : 
lim bix) — +oo. 
s(*)-o 
Un exemple de fonction barriere est la barriere logarithmique definie par 
m 
Une methode de points interieurs consiste alors a s'interesser a une suite de sous-
problemes sans contraintes, {PAt}/J>o definis par : 
minimiser 4>B(x, //) = f(x) + f^b(x), (1-15) 
x€~Rn 
qu'on resout iterativement en faisant decroitre \i vers zero. Ainsi, sous certaines condi-
tions, on a une suite {x(/Li)}/i>0 de solutions des problemes {P/Li}/i>o- Pour tout /x > 0, 
on a par definition gi(x(/j,)) > 0. Nous expliquons dans ce qui suit pourquoi on agit 
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amsi. 
Les conditions d'optimalite classiques de KKT pour (1.14) sont 
V / ( x ) - JT(x)X = 0, 
9i(x) >0\fiE l...m, 
(1.16) 
A* > 0 V i € l...m, 
A*ft(x) = 0 Vi G l...ra. 
ou J (x) est la Jacobienne des contraintes evaluees en x. Regardons les proprietes 
d'une solution X{JX) de (1.15). Un minimum de 4>B verifie 
V / ( * M ) - £ - J ^ V P i ( x ( / i ) ) = 0. (1.17) 
Posons Aj(//) = . / ! •... Puisque gi(x(p)) > 0 on a aussi Aj(/i) > 0. L'equation (1.17) 
se reecrit de maniere equivalente 
V/(x( / i ) ) - J r(x( / / ) )A( / / ) = 0, 
\{v)9i{%{lj)) = I1 Vi <= l...m. 
Par continuity, on peut s'attendre a ce que lorsque // J, 0, un point qui verifie (1.18) 
tend a verifier les conditions (1.16) qui sont les conditions classiques de KKT. On 
dispose alors de (Fiacco & McCormick, 1968, theoreme 12) : 
Theoreme 1.2.1 (Existence et unicite de la trajectoire centrale) Supposons que le 
domaine admissible de (1.14) ait un interieur strict non-vide. Soit x* un minimum 
local de (1.14) tel Que '• 
- x* verifie les conditions de KKT du premier ordre pour un jeu de multiplicateurs 
A*. 
- Les conditions suffisantes du second ordre, la complementarity stride et la LICQ 
sont satisfaites en (x*,A*). 
Alors les assertions suivantes sont vraies : 
(i) II existe une unique fonction x{n) definie pour tout /i > 0 suffisamment petit, de 
classe Cl et telle que x(fi) est un minimum local strict de (pB(x. ji) et limM_^0 x(ii) = x*. 
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(ii) Pour la fonction x(/i) de (i), les estimateurs des multiplicateurs de Lagrange, 
Aj(//) := c.,£( A) convergent vers A* quand // j 0. 
(m,) Le Hessien Vxx4>
B{x,ii) est defini positif pour tout fj, suffisament petit. 
Le nom du theoreme provient du fait que la trajectoire Cp definie par 
Cp = {x{(i) | fi > 0}, 
est appelee trajectoire centrale primale. La trajectoire centrale primale-duale est 
CPD = {{x{fj),X{fj,)) \fi>0}. 
Exemple 
Soit le probleme suivant : 
minimiser x? + xi . . 
> 9 (1-19) 
s.c : xi > 2. 
Resolvons ce probleme de deux manieres differentes. 
a) Conditions de KKT : Les conditions de KKT pour le probleme (1.19) s'ecrivent 
Vx£(:r*,A*) = 0, 
xl>2, 
A* > 0 , 
A*(x* - 2) = 0, 
ou VxC(x*, A*) = 0 est equivalent a : 
2x{ ~ A* \ _ I 0 
2x*2 1 ~ { 0 
La derniere condition du systeme de KKT peut se reecrire 2x\{x\ — 2) = 0 car 
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b) TVajectoire centrale primale : Cherchons a present la trajectoire centrale pri-
male pour le probleme (1.19). On forme d'abord le probleme barriere : 
(P/j,) minimiser <fi^(x) = x\ 4- x\ — \i\u{x\ — 2). 
On resout alors Vx<j)^ = 0. On obtient : 
D'apres (1.20) il est clair que l i m ^ o ^ I — 2 done on a : 
Xi \ X 
lim , 
"->° \ x% I \ x% 
Quand au A, on a 
Quand fi —• 0, on obtient le meme resultat qu'auparavant (A* = 4). 
A present, il faut faire la distinction entre deux types de methodes de points interieurs : 
les methodes primates et les methodes primales-duales. La distinction a lieu au niveau 
de la maniere dont on considere les multiplicateurs. Dans le cas primal, on cherche 
les solutions, en termes de x(fi), au systeme (1.15). On en deduit la valeur des mul-
tiplicateurs via la relation A,(/i) = A )y En revanche, dans le cas primal-dual, on 
resout (1-18) mais on considere les multiplicateurs A(/x) comme des variables a part 
entiere. D'un point de vue numerique, il s'est avere que les methodes primales-duales 
sont nettement superieures aux methodes primales comme on peut le constater dans 
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(Conn, Gould, Orban, k Toint, 2000), (Byrd, Gilbert, k Nocedal, 2000a), (Byrd, 
Hribar, & Nocedal, 1999a), (Forsgren, Gill, & Wright, 2002), (Vanderbei k Shanno, 
1999) ou encore (Wright, 1992), ainsi que dans les references citees dans ces articles. 
Notat ion 1.2.2.1 Soit a G W. On note A la matrice diagonale de Wxp, dont les 
termes diagonaux sont An — ai,\/i € I...p. 
Notat ion 1.2.2.2 On note e le vecteur de 1 : e = (1 ,1 , . . . , 1). 
On peut a present synthetiser le fonctionnement des methodes de points interieurs 
par deux algorithmes types, 1.2.2 et 1.2.3. 
Algori thme 1.2.2 Methode de points interieurs primale 
Etape 0. Choisir XQ admissible, fx0 > 0 et un parametre 0 < a < 1; 
Poser k = 0. 
Etape 1. Si des conditions d'optimalite pour (1.14) sont satisfaites : 
STOP. 
Sinon aller a l'etape 2. 
Etape 2. Trouver un point x^ — x(yUfc) qui resout (1.15) de maniere approchee 
Poser Afc = ^kG"
l{xk)e] 
Incrementer k de un; 
Poser \xk = a/ifc-i; 
Aller a l'etape 1. 
Algori thme 1.2.3 Methode de points interieurs primale-duale 
Etape 0. Choisir xQ admissible, ^o > 0 et un parametre 0 < a < 1; 
Poser k = 0. 
Etape 1. Si des conditions d'optimalite pour (1-14) sont satisfaites : 
STOP. 
Sinon aller a l'etape 2. 
Etape 2. Trouver (xk,\k) qui resout (1.18) de maniere approchee; 
Incrementer k de un ; 
Poser /zfe = a//fe_!; 
Aller a l'etape 1. 
Essayons de comprendre en quoi les deux methodes different. La methode primale 
essaie de resoudre (1.15) de fagon approchee par la methode de Newton alors que la 
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methode primale-duale applique la methode de Newton pour les systemes d'equations 
(1.18). 
1.2.3 Fonction de merite £1 
On s'interesse dans ce cas au probleme (NLP) mais pour simplifier la notation, on 
note Ci pour i G £ les contraintes d'egalite et Q pour i e I les contraintes d'inegalite : 
minimiser fix) 
s.c. : c£(x) = 0, (1-21) 
cx(x) > 0, 
ou / : R n -»• R et Q :Rn -»• R, i e 5 U J sont de classe C2. 
Dans (1.21), on est en presence de deux objectifs conflictuels : minimiser / et mi-
nimiser la violation des contraintes. En un point x, on peut ecrire la violation des 
contraintes de la fagon suivante 
V(x) = ^2\ci(x)\ + y ^ m a x ( - C j ( g ) , 0 ) . 
i<ES iel 
Ce qu'on veut, c'est trouver un moyen pour minimiser / et V en meme temps. Une 
methode pour resoudre ce genre de probleme est d'avoir recours a une fonction auxi-
liaire appelee fonction de merite. Cette fonction combine les deux objectifs et se 
presente, par exemple, sous la forme : 
$(x,v) = f(x) + vV{x), 
ou v est un parametre strictement positif. Pour la fonction V definie ci-dessus, la 
fonction de merite est appelee £1. II existe d'autres manieres d'exprimer la violation 
des contraintes et la fonction de merite porte alors un nom different. La fonction de 
merite £1 est une fonction de merite exacte. La definition suivante definit ce terme. 
Definition 1.2.3.1 (Fonction de merite exacte) 
La fonction de merite <&(x,v) est dite exacte s'il existe un scalaire v* tel que pour 
tout v 6 [u*, +oo[, toute solution de (1.21) est un minimum local de $ (x , u). 
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Le principe d'un algorithme de penalisation est de considerer la suite de problemes 
{Qu}u>o s a n s contrainte suivants : 
minimiser $(x, v) = f(x) + v2_\ \ci{x)\ + v V]max( —Cj(x),0) (1-22) 
et de les resoudre iterativement en faisant croitre v si besoin. Remarquons qu'a 
l'interieur du domaine realisable, $(x,v) — f(x) alors qu'a l'exterieur du domaine 
$(x,z/) > f(x). 
Exemple 
Soit le probleme : 
minimiser fix) = x2 
s.c. : x < 2, (1-23) 
x > - 1 . 
On a alors 
$(x, u) = x + i/(max(i — 2, 0) + max(—1 — x, 0)). 
Le domaine realisable est ft = [—1,2]. Sur cet intervalle, les fonctions / et $ sont 
done confondues. En revanche, a l'exterieur du domaine admissible, on a 
sur ]2, +oo[ : $(x, u) = x2 + v{x — 2) , 
sur ] — co, —1[ : $(x, v) — x2 + u{—\ — x). 
On remarque qu'en x — — 1 et x — 2, la fonction de merite n'est pas differentiable. On 
peut observer graphiquement ce phenomene quand v est grand. Par exemple, dans le 
cas ou v = 1000 on obtient la figure 1.5. 
On peut maintenant donner un algorithme de penalisation type, Talgorithme 1.2.4. 
Dans la section suivante, on s'interesse de plus pres au manque de differentiabilite 
de (1.22). 
1.2.4 Methode elastique 
Avant de rentrer dans la theorie de ces methodes, essayons d'en comprendre in-
tuitivement le principe. L'idee de ce type de methode est assez simple. On introduit 





Fonction de merite 
Fonction f 
: Point de non-differentiabilite 
de la fonction de merite 
Figure 1.5 - Fonction / et $ dans le cas du probleme (1.23) 
Algorithme 1.2.4 Penalisation £1 
Etape 0. Choisir x° et v° > 0; poser k = 0. 
Etape 1. Si des conditions d'optimalite (theoreme 1.1.4 par exemple) 
pour (1.21) sont satisfaites : STOP. 
Sinon aller a l'etape 2. 
Etape 2. Trouver un point xk ~ x(z/fc) qui resout (1.22) de maniere approchee. 
Incrementer k. 
Poser vk — /3uk~1 avec 1 < (3 
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contraintes c'est-a-dire d'agrandir le domaine admissible. Le probleme modifie est 
done moins contraignant et de ce fait, il a des chances d'etre plus simple a resoudre. 
Si on appelle s les variables elastiques, on peut representer la situation par la figure 
1.6. Le but est alors de trouver un mecanisme pour faire en sorte que ces variables 
diminuent au cours des iterations et soient nulles a la fin pour que le domaine ad-
missible final corresponde a celui du probleme initial. L'algorithme que nous avons 
utilise, appele PSUPERB, est une methode elastique avec penalisation £1. Voyons 
comment il fonctionne. 
Figure 1.6 - Transformation elastique 
On considere le probleme suivant : 
minimiser fix) 
xeRn 
s.c. : c£(x) = 0, (1-24) 
Cl(x) > 0, 
ou / : R n -»• R, c£ : R
n -> R n s , cx : R
n -> R n i sont des fonctions de classe C2. 
On note nc = n£ + nx. On utilise alors une penalisation £1 et on transforme done le 
probleme de la maniere suivante : 
minimiser $(rr, u) = f(x) + "Ylies \ci{x)\ + ^Z) i e in iax( -Ci (x) ,0 ) , (1.25) 
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ou v > 0 est le parametre de penalite. Ce probleme n'est pas differentiable sur la 
frontiere de l'ensemble admissible a cause des fonctions valeur absolue et max. Pour 
remedier a ce probleme, on introduit alors les variables elastiques. En effet, on re-
marque que tout nombre reel, x. peut s'ecrire de maniere unique : 
x = r, — Si et \x\ = Ti 4- s,;, 
ou Ti > 0 represente la partie positive de x et Si > 0 sa partie negative. On peut alors 
ecrire 
|CJ(X)| = Ti + Si avec Q(X) = r, — Sj et (n , Sj) G R+ Vi G £, 
max(—Cj(x), 0) = Si avec Cj(x) = rj — st et (r i ; Sj) G R̂ _ Vi G X, 
qu'on peut reformuler, en eliminant T{ : 
|cj(a;)| = Ci(x) + 2SJ avec Cj(x) + Sj > 0 et s-j > 0 Vi G £, 
max(—Ci(x), 0) = s, avec tyix) + Si > 0 et Sj > 0 Vi G X. 
Les variables s sont les variables elastiques. La reformulation du probleme (1.25) est 
alors : 
™ R £ ^ P C ^ ^ ^ = ^ + V ^iee^x) + 2si^ + v ^iex s< 
Ci(x) + Si>0 V i G C = X U £ , (1-26) 
s c 
Si > 0 Mi G C. 
On a alors les proprietes suivantes pour le probleme (1.26) : 
- Son domaine admissible est non-vide. 
- La fonction objectif est differentiable en tout point du domaine admissible. 
- La MFCQ est satisfaite en tout point du domaine admissible (voir (Gould et 
a l , 2003, theoreme 2.2)). 
Remarquons que par le biais de cette transformation, on se retrouve avec un probleme 
n'ayant que des contraintes d'inegalite. 
Exemple 2 
Soit le probleme suivant ou, pour simplifier l'explication, on choisit des contraintes 
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lineaires : 
minimiser x\ + x\ 
s.c. : Xi = X2, 
Xi > 1. 
La reformulation de type (1.26) donne : 
minimiser x\ + x\ + u{x\ — x2 + 2s\ + s2) 
s.c. : X\ — x2 + Si > 0, 
xi — 1 + s2 > 0, 
si > 0 et s2 > 0. 
La figure 1.7 illustre la situation. 
;i.27) 
(1.28) 
Remarque : On comprend alors mieux pourquoi PSUPERB a de bonnes chances 
de se comporter honorablement sur les problemes de type MPEC (et done sur les 
problemes de structure). En effet, puisqu'il transforme le domaine admissible en 
l'elargissant, la figure 1.3 est remplacee par la figure 1.8. 
X 2 i f * \ \ AV\ <xX\\v . <<X^N X 
t 
i i$$^> sX\ \^ I 
\V\ 
— —i : Domaine admissible pour (1.16) 
\ ^ \ : Projection du domaine admissible pour (1.17) 
Figure 1.7 - Coupe du domaine admissible par l'espace {(xi, x2, Si, s2) \ Si = s2 = 0} 
pour l'exemple 2 
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Figure 1.8 - Domaine admissible d'un MPEC apres reformulation 
1.2.5 Rappel sur I'algorithme au complet 
Nous venons de voir que PSUPERB commence par reformuler le probleme (1.25) 
sous la forme (1.26). On a alors affaire a un probleme d'optimisation non-lineaire avec 
contraintes d'inegalite. La strategic consiste alors a appliquer une methode de points 
interieurs. 
Pour cela, on minimise la suite de fonctions barrieres 
LB [x,s;/x, u) = <fF{x,s\u) - ^J^log(ci(x) + S;) - / / ^ S j [1.29) 
tec iec 
pour une suite de parametres positifs {/ifc} decroissante dont la limite est zero et une 
suite de parametres de penalisation positifs {uk} croissante. 
Notation 1.2.5.1 On note es = (1...1) E R
n£ et ex = (1...1) e R"
z. 
Ensuite on donne les vecteurs e\ 
Finalement on pose e = e°£ + e\. 
0 




Notation 1.2.5.2 Les matrices Jacobiennes de cs(x) et de cj(x) sont notees Je(x) 
J£(x) 
et Jj(x) respectivement et celle de c(x) = (cs(x),cj(x)) est J(x) = 
Jx{x) 
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Definition 1.2.5.1 (Multiplicateurs de Lagrange primaux) 
Les multiplicateurs de Lagrange primaux sont donnes par (en utilisant les notations 
precedentes) 
y(x,s) = ^C(x) + S)-1e, 
u(s) = jJbS"le. 
;i.3o) 
:i.3D 
Les multiplicateurs y — (ys,yi) sont associes aux contraintes c — (cg,cj) et les mul-
tiplicateurs u sont associes aux contraintes de homes sur s. 
Notation 1.2.5.3 (Multiplicateurs decales) 
On appelle multiplicateurs decales les quantites suivantes (avec y des multiplicateurs 
primaux ou primaux-duaux) 
Kv^) = y-ve°£- (1.32) 
Definition 1.2.5.2 (Fonction d'arret) 
Une fonction d'arret e(.) est une fonction reelle telle que e(n) > 0 pour tout n > 0 et 
e(/i) [ 0 quand n [ 0. 
Definition 1.2.5.3 (Variables primale, duale et primale-duale) 
On definit la variable primale v par v = (x,s), la variable duale vp> par vp = (y,u) 
et la variable primale-duale vpu par vpp = (x, s, y, u). 
Notation 1.2.5.4 On definit la fonction primale-duale $ : Rn+3nc _» Jln+3ncpar 
${v\ii,u) = 
Vf(x)-JT(x)(y-ve°£) 
ve — [y — h>eQe) — u 
(C(x) + S)y - lie 
Su — lie 
(1.33) 
Les conditions d'optimalite primales-duales pour (1.29) s'ecrivent 




On sait aussi que les conditions de KKT pour (1.26) sont (1-34) avec (1.34a) remplacee 
par 
$(u;0,i/) = 0. (1.35) 
Definition 1.2.5.4 (Regie Classique) 
Supposons qu'on soit a I'iteration k de I'algorithme PSUPERB. Soit la regie : 
Si \\c£(xk)\\ > nk ou max(—cj(xk), 0) > rjk alors poser vk+l = max(ai/fe, uk + (3), ou 
a > 1, P > 0, r)\ > 0 et r}\ > 0 sont des parametres. 
La regie (1.2.5.4) est utilisee pour mettre a jour le parametre de penalite dans PSU-
PERB. On peut a present enoncer I'algorithme complet i.e., I'algorithme 1.2.5. 
Remarque : Detaillons les mecanismes mis en jeu lors de l'etape 1 de I'algorithme 
1.2.5, c'est-a-dire I'iteration interne. A cette etape, on doit resoudre 
minimiser (J)B(x, s; /J,, v), (1.36) 
(x,s) 
jusqu'a ce que les conditions d'arret (1.39) soient satisfaites. Notons que <f)B est definie 
en (1.29). Pour resoudre (1.36), on applique une methode de region de confiance. 
Puisque PSUPERB est une methode de points interieurs primale-duale, cela signifie 
qu'on resout le probleme (voir (Conn, Gould, & Toint, 2000)) 
minimiser \7Vp<p
B(xie, s^; /i, v)
Td + \dJ HPL}d, (1-37) 
d€Bk 
avec HPD definie par 
RPD = T H(x, X(y, v)) + J
T(x)e(v) J(x) JT(x)0(v) 
[ e(v)j(x) e^ + us-1 
avec (y, u) les variables primales-duales (d'ou l'indice PD), X(y, u) definis en (1.2.5.3), 
J la Jacobienne des contraintes, 
(1.38) 
G(v) = Y(C(x) + S)-1 
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et ou 
H{x, A) = V x x / ( x ) - ^T \VxxCi(x) = VxxL(x, A) 
iec 
est le Hessien du Lagrangien (voir definition 1.1.2.5). C'est ce modele quadratique 
qu'on utilise dans PSUPERB lorsqu'on resout un sous-probleme de region de confiance. 
Algor i thme 1.2.5 PSUPERB 
Etape 0. Choisir des fonctions d'arret eD, ec et eu et un parametre KV > 0. Choisir 
x° G R n , s° G R+c tel que c(x°) + s° > 0, des estimations y°, u° G R+c et des 
parametres de penalite et de barriere v>° et JJP > 0. Poser k = 0. 
Etape 1. Iteration interne : trouver un nouvel itere primal-dual 
v *+! = (x
k+1,sk+1,yk+1,uk+1) qui satisfait 
y f / ^ + i ^ _ jT(xk+1)(yk+1 — uke°) 1 
vke_{yk+i_vke0£)_uk+i
 £ J ^ < eD(tik), (1.39a) 
\\(C(xk+1) + S * + V + 1 - nke\\ < e c ( / / ) , (1.39b) 
| |S*+ 1u*+ 1-At*e| | < eu{fik), (1.39c) 
( c ( x f e + 1 ) + / + \ s f c + 1 ) > 0, (1.39d) 
(vk[e + e°£} + Kue,v
k[e + e°£) + K„e) > {y
k+\uk+1) > 0. (1.39e) 
pour une norme de mise a l'echelle ||.||[pfc+i] adaptee. 
Etape 2. Choisir un nouveau parametre barriere jik+1 G [0,/xfe[ tel que 
l im^oo fj,k = 0. Si necessaire, ajuster le parametre uk. Incrementer k de 
1 et retourner a l'etape 1. 
Pour terminer, on peut enoncer deux resultats de convergence de PSUPERB 
presentes dans (Gould et al., 2003) : 
T h e o r e m e 1.2.2 (Convergence de I'iteration interne) Appelons iteration interne la 
resolution de (1.37) jusqu'a ce que les conditions (1.39) soient satisfaites. Alors, 
sous certmnes hypotheses standard,.? en methodes de points interieurs, la procedure 
d'iteration interne correspondant a Viteration externe k de Valgorithme 1.2.5 genere 
une suite {(vp,Vp)} qui satisfait les conditions d'arret de l'etape 1 apres un nombre 
fini de pas de calcul. 
Nous donnons maintenant quelques hypotheses qui nous seront utiles par la suite. 
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H I Le domaine admissible pour (NLP) est non vide. 
H2 / , e.£ et ex sont de classe C2 dans un voisinage contenant les iteres generes par 
l'algorithme 1.2.5 et les gradients et Hessiens de ces fonctions sont uniformement 
bornes sur ce voisinage. 
H2 Bis / , eg et cj sont de classe Cl dans un voisinage contenant les iteres generes par 
l'algorithme 1.2.5 et les gradients et Hessiens de ces fonctions sont uniformement 
bornes sur ce voisinage. 
H3 L'algorithme 1.2.5 genere une suite {xk, sk,yk,uk} infinie et le parametre v est 
mis a jour un nombre fini de fois jusqu'a atteindre sa valeur finale v*. 
H4 L'algorithme 1.2.5 genere une suite {xk, sk,yh, uk} infinie et le parametre v est 
mis a jour un nombre infini de fois. 
Theoreme 1.2.3 (Convergence de Viteration externe - Cas oil v reste borne) Sup-
posons HI, H2 et H3. Alors la suite {sk,yk,uk} est bornee. De plus, si {xh} a 
un point d'adherence, notons {x*,s*,y*,u*} un point d'adherence de {xk,sk,yk,uk}. 
Alors s* = 0 et le point {x*, X(y*, v*)} est un point critique du premier ordre pour 
(NLP). 
Theoreme 1.2.4 (Convergence de I 'iteration externe - Cas ou v n'est pas borne) 
Supposons HI, H2 et H4- Alors la suite {yk, uk} est non bornee et tout point d'adherence 
de [xk] minimise la violation des contraintes. 
1.2.6 Theoremes relatifs a PSUPERB 
1.2.6.1 PSUPERB et la MFCQ 
Nous etablissons dans ce qui suit un resultat concernant le comportement de PSU-
PERB lorsque la MFCQ n'est pas satisfaite au point optimal. Ce theoreme constitue 
une sorte de certificat de degenerescence au point optimal. 
Definition 1.2.6.1 (Regie Speciale) 
Soit la regie : 
Si \\yk — iyke^\\ > ^vk alors poser uk+1 = max(avk,i,k + f3), oil 7 e]0,1[, a > 1 et 
/ ? > 0 . 
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Dans l'algorithme, on augmente v si au moins une des deux regies 1.2.5.4 ou 1.2.6.1 
est verifiee. 
Theoreme 1.2.5 (PSUPERB et la MFCQ) Supposons H2 Bis, H4 et {xk, sk} possede 
un point d'adherence {x*,s*} tel que {x*} est admissible. On a alors : 
1) s* = 0. 
2) x* est un minimum global pour la violation des contraintes. 
De plus, si on utilise les regies de mise a jour definies en 1.2.5.4 & 1-2.6.1 et que 
cette derniere est responsable de la convergence de {vk} vers Vinfini alors on pent 
conclure que : 
3) x* est un point de Fritz-John pour (1.1) avec AQ = 0, ou AQ correspond a la 
notation du theoreme (1.1.6). 
4) La MFCQ n'est pas satisfaite en x*. 
Preuve : 
1) Soit la premiere mesure d'inadmissiblite : 
'dp(x) = ^2\ci(x)\ + ^ m a x [ - Q ( x ) , 0 ] 
ie£ iei 
II est clair que puisque x* est admissible pour (1.1), alors dp(x*) — 0. 
On a toujours : Q ( X ) = r̂  — Si ou r; est la partie positive et s; la partie negative de 
Ci(x). 
D'ou on tire : 
\ci(x)\ = ri + Si 
et done |CJ(X)| = Ci(x) + 2SJ. 
On a aussi : 
max[—Ci(x), 0] = s*. 
Puisque i?p(x*) = 0 on a : 
|Ci(x*)| = 0, ViG<f 
et max[—Cj(a;*),0] = 0 , Vz e / . 
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Done 
s* = r* = 0, Vie£, 
s* = 0, Vi G / . 
i 
Finalement s* = 0. 
2) La mesure d'inadmissibilite est positive ou nulle. Or quand x* est admissible elle 
est nulle. Done avec les hypotheses du theoreme on a 
tf(x*,s*) = 0 
done x* est un minimum global pour la violation des contraintes. 
3) Supposons maintenant que vk est mis a jour un nombre infini de fois mais seule-
ment un nombe fini de fois a cause de la regie 1.2.5.4. On pose alors 
Cfe+1 = m a x j l l ^ 1 - ^ e , | U | y f ^ U } . 
Prenons la premiere ligne de l'equation (1.39a) et divisons de part et d'autre par (k+1. 
On obtient, apres utilisation de (Gould et al., 2003, Lemme 4.3) 
H^V/fx"') - J*V«)(£lzi^| | < ̂ < V ) . (1.40) 
Posons a present yk+1 = (yk+1 — vke°s)j'(
k+1 • Par construction, ||^ /c+1||00= 1 pour tout 
k, done la suite des {yk+l} est bornee. Soit y* un point d'adherence de la suite {yk}. 
On a ainsi ||y*||oo = 1 e t done y* possede au moins une composante non nulle. De 
plus on a lini/^oo (h = +oo d'apres l'hypothese sur les causes de la mise a jour de vk. 
Done apres passage a la limite, (1.40) devient alors 
JT(x*)T = 0, (1.41) 
avec y* qui n'est pas le vecteur nul. x* est done un point de Fritz-John avec AQ = 0 
si on reprend les notations du theoreme (1.1.6). 
4) On sait que la MFCQ est equivalente a la BCQ (voir definition 1.1.2.2). 
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Or, on vient de montrer dans 3) que 
3|Ttq y*^0et JT{x*)y* = 0 
Done la BCQ est violee en x* et done la MFCQ n'est pas satisfaite en x* d'apres 
(1.2). D 
1.2.6.2 PSUPERB et les MPVC 
II faut savoir que la classe de problemes MPVC a vu le jour recemment puisqu'elle 
a ete introduite dans l'article (Achtziger & Kanzow, 2008). Elle repose sur l'explora-
tion des problemes de structure mais on peut facilement imaginer que dans un futur 
proche, d'autres domaines d'application auront recours a des formulations de type 
(MPVC). Nous presentons ici des resultats concernant la qualite des points optimaux 
obtenus grace a PSUPERB sur des problemes de type (MPVC). Nous introduisons 
d'abord des conditions de qualification adaptees aux (MPVC) et ensuite nous formu-
lerons un theoreme qui s'apparente au theoreme 1.2.5. 
La premere condition de qualification adaptee aux MPVC est presentee dans (Achtziger 
& Kanzow, 2008). Cette condition ressemble a la MFCQ (voir 1.1.2.3). 
Definition 1.2.6.2 (VC-MFCQ) 
Soit x* une solution de (MPVC). On dit alors que la VC-MFCQ est satisfaite en x* 
si et seulement si les gradients 
sont lineairement independants et s'il existe une direction d telle que 
VhJ(x*)d = 0, Vi G 4 , (1.42a) 
VHf{x*)d = 0, VI e loo U / 0 + , (1.42b) 
Vg?(x*)d<0, ViG/ 9 o, (1.42c) 
VGf (x*)d < 0, V« G 7+ 0 , (1.42d) 
VHT(x*)d > 0, Vi G /o_, (1.42e) 
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ou /oo = {i G 1,...,Z | ^ ( z * ) = &,(**) = 0}7 70+ = {i G I,...,I \ H^x*) = 
0 ef G;(x*) > 0}, J0- = {i e 1,..., Z | #i(x*) = 0 et G^x*) < 0}, i+0 = {i G 1,..., I \ 
Hi(x*) >0et Gi(x*) = 0} et Ig0 = {i G Ig \ gz(x*) = 0}. 
De meme, nous defmissons une VC-BCQ, similaire a celle enoncee en 1.1.2.2. 
Definition 1.2.6.3 (VC-BCQ) 
Soit (a;, A) G Rl4l+|/oou/0+| x R|/9ol+|/+ol+|/o-| ef x* une soMwn de (MPVC). On dit 
alors que la VC-BCQ est satisfaite en x* si et seulement si 
+ Efce/90 XkVgk(x*) + EgG/+0 \VGq(x*) 
•nnelo-
(o;,A) = (0,0). 
- E n » ^ n AmV#m(:r*) = 0 
Le theoreme 1.2.6 permet d'etablir un lien entre ces deux conditions de qualification. 
Theoreme 1.2.6 Soit x* une solution de (MPVC). Si la VC-MFCQ est satisfaite en 
x* alors la VC-BCQ Vest aussi. 
Preuve : Soit x* une solution de (MPVC). Supposons que la VC-MFCQ est satis-






pour k G Igo \ 
pour q £ I+0 
pour m G JQ- / 
/ VhJ(x% 
CT = 
pour i G Ih 
\VHf(x*\ pour j G /oo U /<H 
Puisque la VC-MFCQ est, par hypothese, satisfaite en x*, il existe un d tel que 
ATcZ < 0 et CTd = 0. D'apres le theoreme de Motzkin (voir (Mangasarian, 1994)) 
on peut affirmer qu'il est impossible de satisfaire 
Az\ + Cz-i = 0 avec z\ > 0 et z\ ^ 0. (1.43) 
41 
Prenons a present (u, A) G R!4I+|/OOU/0+| X R M + | / + O | + | / 0 - | fit s u p p o s o n s q u e 
^WiV/ii(a;*) + J ] ujVHj(x*)+ ^2 \kVgk(x*) 
+ Y, A,VG,(x*) - ^ AmV#m(**) = 0. 
qel+o m£lo-
On peut appliquer (1.43) avec A = zx et• u = z$. On en conclut que A = 0 . Ensuite 
puisque {Whi(x*)}i€jh U {VHi(x*)}ieioo[ji0+ sont lineairement independants o n a w = 
0. Par consequent, la VC-BCQ est satisfaite en x*. • 
Remarque : Etudions le lien qu'il y a entre la violation de la BCQ et de la VC-BCQ. 
Si en un point x* la BCQ est violee cela signifie qu'on peut trouver des multiplicateurs 
(u, A, V) + (0, 0, 0) avec u G R ' H A G R ^ °u/o1 et ^ G R^°u7+o1 tels que 
Y,UiVhi{x*) + ] T XjVgjix*) - Y, A,Vif,(rr*) + ] £ ^mV(ifm.Gm)(x*) = 0, 
i&Ih J^IgO 9€JTO m e / 0 U / + o 
ou J0 = ho U -W U 70-- Lorsqu'on developpe le terme V{Hm.Gm)(x*) on obtient 
£ i e / h UiVhi(x*) + E,G/90 A,V5j(x*) 
+ E f l g /o(^G,(^)-A,)Vff , ( a :*) (1-44) 
La VC-BCQ est alors violee en x* si 
uJi = 0, Vi G 4 , 
Aj = 0, Vj G /go, 
^G,(x*) - Xq = 0, Vg G /o, 
i>mHm(x*) = 0, VmE J+o, 
n'est pas l'unique solution satisfaisant (1.44) avec les contraintes de signe suivantes : 
A,- > 0, Vj G Igo, 
ipqGq(x*)-\q<0, Vge/o_, (1-45) 
^mHm(x*) > 0, Vm G J+o. 
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On peut maintenant enoncer un result at similaire au theoreme 1.2.5 qui permet, 
dans certains cas, d'obtenir un certificat de violation de la VC-MFCQ. Avant cela, 
il convient de faire un point sur les diverses notations utilisees. En faisant l'analogie 




I \, ela \ 
\ <3> 
pour j  ig 
pour g € l , . . . , / 
(1.46) 
\ ipm, Pour m 6 l,...,l ) 
On peut alors enoncer une nouvelle regie de mise a jour du parametre de penalite. 
Definition 1.2.6.4 (Regie Speciale MPVC) 
Soit la regie : 
St I K ^ 1 - ^ ) ^ , ^ 1 ) ^ , ^ > ̂  alors 
poser uk+1 — ma,yi(ai/k, vk + 0), oil 7 <E]0, 1[, a > 1 et (3 > 0. 
Theoreme 1.2.7 (PSUPERB et la VC-MFCQ) Supposons H4 et {xk,sk} possede 
un point d'adherence (x*,s*) tel que x* est admissible pour (MPVC). On utilise les 
regies de mise a jour deftnie en 1.2.5.4 et 1-2.6.4- On suppose qu'on met a jour v 
un nombre infini de fois et qu'on utilise un nombre fini de fois la regie 1.2.6.4 pour 
augmenter v. On peut alors conclure que la VC-MFCQ est violee en x*. 
Preuve : On reprend l'idee de la preuve de 1.2.5. Supposons que l'algorithme converge 
vers x* admissible pour (MPVC) et H4. On suppose aussi que vk est mis a jour une 
infinite de fois a cause de la regie definie en 1.2.6.4. On pose 
c fc+1 max u;*+1 - vk 
(„.k + l 
II \\(\k+l\ I 
ieih\\ooi iiv^i )ieig\ iK^r itfior
fc+i))iei,...,/iioo, \m
+iGi{xk+i) \ Jiel,...,«||ooJ-
On divise la premiere ligne de l'equation (1.39a) de part et d'autre par (k+1 et on 
43 
obtient (apres utilisation de (Gould et al., 2003, Lemme 4.3)) 
^ 







9 = 1 V 777—1 / ;i.47) 
< 
eD{fik) 
rk + l • 
Puisqu'on suppose que x* est admissible alors s* = 0 (voir theoreme 1.2.5). Par 
(1.39b) et (1.39c) on sait qu'il ne reste que les termes 
cot, pour i e Ih, 
Xg, pour q e I0, 
Xj, pour j <E Igo, 
ipm, pour m, e I0U I0+, 
car tous les autres convergent vers 0. En ne retenant que les termes dominants, 
l'equation (1.47) devient alors 
lim k—>oo 1 £fc+l 
/ V / ^ 1 ) - J > * + 1 - ^)V^(.xfc+1) + Y \k+1V9j(x
k+1) \ 
-£A$+1VJf,(:rfc+1)4- Y, ^+ 1V(Fm .Gm)(^
+ 1) 
\ g&Ja mG/»U7+ 1 , / 
= 0. 
(1.48) 




k+\ V i € 4 , 
A," = Aj+1/Cfc+1, Vj G / „ 
0J+1 = (^+1Gg(x fc+1) - A;
+1)/Cfc+1, Vg e 1,...,/, 
$+* = ^Hm(xk+1)/C
k+\ Vm € 1,. . , I. 
•fe+i 
Par construction ]|(cJfe+1,A ,#fc+1, ^ f c+1)| |0O = 1. Soit 
(ur,x*,e* 
un point d'adherence de cette suite. Alors ||(o>*,A ,9* — 1 et done ses com-
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posantes ne sont pas toutes nulles. Done apres passage a la limite dans (1.48) et en 
developpant directement le terme V(H.G)(x*) on obtient : 
i£h _ jelgo _ (1 49) 
+J2^lGq(x*)-\*q)VHg(x*)+ Y, 4>*mHn(x*)VGm(x
m) = 0. 
qelo mel+o 
On sait que les composantes de (/I*, A , 6*, (ff) sont non toutes nulles. II reste a mon-
trer que ses composantes satisfont les contraintes de signe (1-45) et nous aurons alors 
montre que la VC-BCQ est violee en x*. 
- On sait, d'apres les proprietes de l'algorithme, que A* > 0 done a fortiori 
A* > 0, pour tout j E Igo- Finalement \/j £ Ig0, A* > 0 (car \fk, (
fe > 0). 
- Pour q € Jo- on a Gg(x*) < 0 done i{jqGq(x*) < 0 et finalement on a bien 
ip*qGg(x*) — A* < 0 (puisque A* > 0) e'est-a-dire 9* < 0. 
- Pour m e 7+o on a Hm(x*) > 0 done tpmHm(x*) > 0 et finalement on a bien 
C>o. 
Les contraintes de signes sont bien respectees et la VC-BCQ est done violee. Par la 
contraposee du theoreme 1.2.6 on a alors que la VC-MFCQ est violee en x*. • 
1.3 Classe de problemes considered 
Les problemes que nous souhaitons etudier sont des problemes de structure. De 
tels problemes peuvent etre rencontres pratiquement, par exemple, dans le domaine de 
la construction. Ainsi, on peut garder en tete l'image d'un pont a structure metallique 
dont on chercherait a minimiser le poids tout en s'assurant qu'il est capable de sup-
porter les contraintes de resistance mentionnees dans le caliier des charges. Dans notre 
etude, nous considerons une structure plus modeste, en deux dimensions, composee 
de barres rigides reliees entre elles par des noeuds. On appelle cette structure planaire 
un treillis. Ces barres peuvent alors etre soumises a des forces exterieures (qu'on sup-




>v / O : Noeud 
>v / I : Barre 
S X — > : Force 
Figure 1.9 - Treillis de barres soumis a des forces exterieures 
Lorsqu'on etudie un treillis, on s'apergoit qu'il y a essentiellement deux variables 
qu'on peut ajuster : 
(a) le diametre de chaque barre qu'on notera a par la suite, 
(b) le deplacement associe a chaque barre, note u dans la suite. 
Si la notion de diametre de barre est intuitive, celle de deplacement necessite une 
explication. 
Soit une barre B dont les extremites peuvent bouger selon les directions x et y (voir 




Allongement de L' 
(a) Barre du treillis et directions associees (b) Barre B allongee 
Figure 1.10 - Barres du treillis et elongation 
La barre B a quatre degres de liberte : deux pour l'extremite du haut (un degre 
selon x et un selon y) et deux pour celle du bas (meme explication). On associe alors 
a la barre un vecteur deplacement, u, a quatre composantes. Si la barre B s'allonge 
comme dans la figure 1.10 (b), le deplacement est alors 
/ Lcos0 A 
Ls in^ 
-L'cosO 
- L ' s i n ^ 
u 
II faut preciser qu'on ne considere pas 6 comme une variable. Seules L et V peuvent 
varier au cours du probleme. Remarquons que l'allongement total de la barre vaut 
A — L + U (ou A, L et V sont algebriques). On definit alors le vecteur r (de meme 
dimension que u) associe a la barre B et tel que 
rTu = A. 
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r = 
Ainsi, dans notre exemple, on a 
/ cos0 \ 
sin 8 
— cos 8 
\ — sin 8 I 
D'apres ce qu'on a ecrit precedemment sur 8, r est done fixe. 
A present, toutes les grandeurs utiles a la comprehension generale ont ete in-
terpreters physiquement. Nous pouvons done poursuivre l'etude du probleme. II s'agit 
de modeliser la situation en termes d'objectif et de contraintes. II existe en fait di-
vers modeles pour representer ces problemes pratiques. Nous en donnons maintenant 
deux. 
1.3.1 L'approche du volume minimal 
1.3.1.1 Formulation classique 
Dans cette section, nous nous concentrons sur une approche qui consiste a mi-
nimiser le volume de la structure. La formulation classique du probleme consiste a 
ecrire : 
minimiser ^ kpidi 
a i 
s.c. : o™in < <Ti(a) < a™ax si a4 > 0, (
L 5 0 ) 
Oi(a) > afr{ai) si a; > 0, 
a > 0 , 
ou (pour la i-eme barre) on a /; la longueur, pi la densite du materiau, a,i le diametre, 
amm (respectivement a^
ax ) l'effort maximal en compression (respectivement en ten-
sion), crp' est l'effort de fissuration d'Euler : il represente l'effort maximum qu'on peut 
exercer au milieu de la barre avant de la fissurer et depend de la geometrie de la barre 
1 . Pour une barre a section circulaire on a afr = —rKEiaij{^l
2
i) ou Ei est le module 
de Young. On a aussi (Ti(a) = (Ei/li)rfu , ou u et r* (i.e., le vecteur r associe a la 
barre i) sont les vecteurs definis precedemment. Le vecteur deplacement doit verifier 
1En anglais, les contraintes associees a afr sont appelees buckling constraints. 
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K(a)u = p ou p est le vecteur des forces exterieures appliquees a la structure et K(a) 
m 
la matrice de rigidite de la strucutre, definie par : K(a) = ^ a^Ei/l^Tirf, avec m le 
nombre de barres de la structure. 
La formulation (1.50), bien que classique, n'est pas tres commode. En effet, les 
contraintes sont difficiles a manipuler a cause de la condition «si aj > 0». Par exemple, 
lorsqu'on veut utiliser un algorithme pour traiter ces problemes, il faut preciser a 
l'algorithme quelles sont les contraintes qui existent mais comme cela depend des va-
riables, cela peut notablement compliquer les operations. On prefere etre en presence 
de contraintes qui sont toujours valables. On peut alors montrer (Achtziger, 1999) 




} y kPidi 
i = i 
m 




fi > a^?r(ai) 
a» > 0 
v?; = I , .. 
Vz = l,., 
Vi = l,.. 











ou les notations sont les memes que pour la formulation (1.50). On s'est ainsi 
debarasse des contraintes difficiles a controler. De maniere generale, face a cette for-
mulation, il est assez difficile d'extraire des informations du point de vue de Fop-
timisation. En plus de Fevidente non-linearite du probleme (contrainte (1.51c) par 
exemple) on peut enoncer la propriete suivante. 
Propriete. Soit x* — (a*,f*,u*) un point optimal pour (1.51). Si Fune des barres 
du treillis a un diametre nul, autement dit si 3i e {1,..., m) tel que a* = 0 alors la 
LICQ est violee en x*. 
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Preuve : Les contraintes 
a* > 0, 
ft = a^EMrfvT, 
ft < far*, 
sont actives puisque a* = 0. Ordonnons les variables dans le sens a, / , u. Les gradients 
de ces contraintes sont alors 























\ o / \ o / \ o j 
II est alors clair que ces trois vecteurs sont lineairement dependants done la LICQ est 
violee en x*.U2 
Remarque : Dans les cas pratiques, il est tres courant qu'une des barres «dispa-
raisse» a Foptimalite et done que la LICQ soit violee comme nous le constaterons 
dans le chapitre 3. 
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Exemple 
On considere l'exemple academique, propose dans (Guo, Cheng, & Yamazaki, 2001) 
du treillis a trois barres, soumis a la force exterieure verticale P = -30 et avec les deux 












Figure 1.11 - Treillis a trois barres 
On prend les valeurs suivantes des parametres : 
amax = _armn = ^ ^ = 1 et ^ = 1, pour i £ {1, 2, 3}. 
On a aussi 
Dans ces conditions la solution theorique au probleme 1.51, donnee dans (Guo et al., 
2001) est illustree par la figure 1.12. D'apres la propriete precedente, on salt done que 
pour cet exemple, la LICQ n'est pas satisfaite au point optimal. Soulignons que la 
plupart des codes d'optimisation non-lineaire actuellement disponibles suppose que 




(a2 = 0) 
Figure 1.12 - Treillis a trois barres optimal 
1.3.1.2 Formulation MPVC 
Le probleme de structure peut aussi s'ecrire comme un MPVC (voir (MPVC)). 






i = l 
m 
i = l 
fi = ai(Ei/li)rfu 
di>0 
ai(af
n - (Ei/Uyfu) < 0 
cuttEi/uyTu - a?ax) < 0 
ai(afr(ai) - Ei/h)rfu) < 0 
\fi = 1,. 
Vi = 1,. 
Vz = 1,. 
Vi= 1,. 
Vi = 1,. 












ou les notations sont les memes que precedemment. On notera que les contraintes 
(1.52e), (1.52f) et (1.52g) sont les contraintes evanescentes associees a la contrainte 
at > 0. 
1.3.1.3 Les exemples etudies 
Nous presentons dans ce qui suit les problemes exacts sur lesquels nous avons 
effectue les tests numeriques presentes dans le chapitre 3. Ce sont des problemes de 
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minimisation de volume de structure, modelises sous la forme (1.51) ou (1.52). Les 
seules differences entre les problemes concernent done le nombre de barres et par 
consequent de variables. Nous introduisons ces problemes dans l'ordre croissant du 
nombre de variables qu'ils mettent en jeu. 
Le probleme a 5 barres : 
Une representation schematique du probleme est donnee a la figure 1.13. Deux des 
Force exterieure 
exercee sur le 
treillis de 5 barres 
Figure 1.13 - Probleme du volume minimum sur un treillis a 5 barres 
noeuds du treillis sont ancres dans un mur fixe. Les deux autres, Nl et N2, peuvent 
eventuellement se deplacer. II y a done quatre degres de liberte : 
- 2 pour le noeud Nl (un degre horizontal et un vertical) 
- 2 pour le noeud N2 (un degre horizontal et un vertical). 
Le vecteur u a 4 composantes. Le vecteur / , lui, a autant de composantes qu'il y a de 
barres. On se retrouve finalement avec 14 variables (5 pour a, 5 pour / et 4 pour u) 
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pour ce probleme. Dans notre exemple, les valeurs des parametres sont les suivantes : 
h — h = h = 1, 
h — h — V 2, 
P = (0 ,0 ,5 , -50) , 
et on part de la situation initiale decrite a la figure 1.14. 
Figure 1.14 - Treillis initial a 5 barres (diametres = 50) 
Le probleme a 10 barres : 
Un schema representatif de ce probleme est donne a la figure 1.15. 
Dans ce cas, on a 8 degres de liberte (4 noeuds et 2 degres de liberte pour cha-
cun d'eux) et deux charges appliquees. On a done 28 variables pour cet exemple. Ce 
probleme est tire de Particle (Guo et al., 2001). On prend done les memes donnees 
(longueur et masse volumique des barres, module d'Young, etc..) que dans Particle 
afin de pouvoir comparer les resultats. 
Le probleme a 18 barres : 
On peut representer schematiquement le probleme par la figure 1.16. 
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Figure 1.15 - Probleme du volume minimum sur un treillis a 10 barres 
Figure 1.16 - Probleme du volume minimum sur un treillis a 18 barres 
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Ce probleme, que nous avons congu par extension du precedent, possede lui 
12 degres de liberte (meme raisonnement que precedemment). Cela nous amene a 
considerer 48 variables. On reprend les memes valeurs des parametres que pour 
l'exemple a 10 barres. Le treillis initial considere est donne a la figure 1.17. C'est done 
O 
Figure 1.17 - Treillis initial a 18 barres (diametres — 50) 
sur ces problemes precis que nous avons teste PSUPERB lors des tests numeriques. 
Nous verrons au chapitre 3 qu'en depit de leur simplicite apparente, ces exemples 
sont deja difficiles a resoudre. 
1.3.2 L'approche de I'energie de deformation minimale 
Cette approche consiste a minimiser I'energie de deformation, C, de la structure. 
Le probleme se pose alors dans les termes suivants : 
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minimiser C — pTu 
aeRm ,u€R n 
771 
s.c. : {YJaiAi)u = p1 (1 53) 
i= i 
m 
E ai < !> 
i = l 
aj > 0 Vi = 1, ...,m, 
ou 4̂i G R n x m est telle que At = (Ei/l^Virf avec les notations prededemment em-
m 
ployees (on a aussi ^ Ai = A avec A la matrice de rigidite) et le reste des notations 
est le meme que precedemment. 
Le type de problemes traites avec cette formulation peut se representer comme a 
la sous-section 1.3.1.3. Dans (Kocvara & Outrata, 2006), les auteurs travaillent avec 
des treillis de tailles YxZ ou Y donne le nombres de noeuds liorizontaux et Z le nombre 
de noeuds verticaux. Les problemes possedent diverses tailles allant de l'academique 
3x3 au plus realiste 41x9. 
D'experience, ce probleme formule tel qu'en (1.53) est tres difficile a resoudre 
d'un point de vue numerique. Pour preuve, on presente dans la table 1.1 les resultats 
numeriques obtenus par (Kocvara & Outrata, 2006) avec des solveurs commerciaux 
(SNOPT : (Gill, Murray, & Saunders, 2005), KNITRO : (Byrd, Gilbert, & Nocedal, 
2000b) et (Byrd, Hribar, & Nocedal, 1999b), MINOS : (Murtagh & Saunders, 1998)) 
qu'on peut essayer sur 
neos.mcs.anl.gov/neos/solvers/index.html. 
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Tableau 1.1: Nombre d'iterations effectuees par les solveurs commerciaux sur des 
























On voit alors que les resultats obtenus sont mauvais et qu'a partir du moment 
oh on s'interesse a des treillis de taille reelle, aucun solveur ne parvient a trouver de 
solution optimale. (Kocvara & Outrata, 2006) essaient alors de formuler le probleme 
differemment. lis envisagent le probleme comme un programme mathematique bi-
niveau. Avant de continuer, expliquons brievement ce qu'est la programmation bi-
niveau. 
Soient deux vecteurs de variables x et y. Soit alors le probleme 
minimiser f(x,y) 
s.c. h(x,y) = 0 , 
g(x,y) > 0, 
(1.54) 
ou / : R n x R m -> R, h : R n x R m -> R^ et g : R n x R m -»• R ' . 
Notons alors $(y) l'ensemble des solutions de ce probleme pour y fixe. Une solution 
particuliere est notee x(y). Le probleme (1-54) est appele le probleme esclave ou 
suiveur. On considere ensuite le probleme 
minimiser F(x(y),y) 
2/eM,m 
s.c. H(x{y),y) = 0, 
G(x(y),y)>0, 
(1.55) 
ou F : R n x R m -)• R, h : R n x Rm -> Rfc, g : R n x E ^ R 1 et x(y) G *(y) . 
Le probleme (1.55) est le probleme de programmation bi-niveau proprement dit (en-
core appele probleme maitre ou meneur). On comprend maintenant l'appelation bi-
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niveau : la solution y*, optimale, du probleme bi-niveau (1.55) est un vecteur de 
parametres pour le probleme esclave (1.54), qui, conjointement avec x(y*) € ^(y*) 
permet de minimiser F(x(y),y). Pour resoudre le probleme maitre, il faut d'abord 
considerer un probleme esclave: 
II existe plusieurs moyens pour passer d'un probleme bi-niveau a un programme 
mathematique ordinaire. L'un d'entre eux est de remplacer le probleme esclave par 
ses conditions d'optimalite (conditions de KKT). C'est l'option prise par (Kocvara & 
Outrata, 2006). Le resultat est une formulation de type (MPEC) (voir section 1.1.3). 
Le probleme de structure peut alors s'ecrire sous la forme 
minimiser Q(a,u) 
oeE m , ueR n , a€R 
m 
s.c. : (J2aiAi)u = P> 
i=l 
m 
(a — ^uTAiu) > 0 Vi = 1,..., m, 
Oj > 0 Wi — 1,..., m, 
(a — ^uTAiu)ai = 0 Wi = 1,..., m, 
ou a est une variable duale qui n 'a pas d'interpretation physique et Q est une fonc-
tion strictement convexe et continuement differentiable. Notons que cette formulation 
ne semble pas plus simple a resoudre que la precedente. Les tests numeriques vont 
d'ailleurs dans ce sens. En revanche, l'interet de (1.56) est de servir de point de depart 
pour d'autres formulations plus simples, dans lesquelles par exemple on fixe a et on 
minimise sur u. Ces autres formulations ont alors des solutions numeriques plus fa-
ciles a trouver et en resolvant plusieurs problemes de ce type, on arrive trouver des 
solutions satisfaisantes, du point de vue pratique, au probleme de depart. 
En ce qui nous concerne, nous avons travaille sur cette formulation MPEC du 
probleme afin de tester les performances de notre algorithme sur des problemes 
concrets. C'est pourquoi par la suite, nous avons effectues des essais sur une col-





Implementation de la 
methode de penalisation 
elastique 
Afin d'implementer l'algorithme presente au chapitre 1, section 1.2.5, dans le but 
d'effectuer des tests numeriques, nous avons utilise plusieurs langages et environne-
ments. Dans ce qui suit, nous allons preciser nos choix et decrire comment nous avons 
procede pour coder la version actuelle de PSUPERB. 
2.1 Implementation de PSUPERB 
2.1.1 Pourquoi Python? 
Pour developper le code nous avons choisi d'utiliser le langage de programma-
tion Python. C'est un langage de programmation oriente objet dont les principaux 
avantages sont : 
- la clarte de la syntaxe ; 
- la facilite d'integration de nouveaux modules ou d'interfagage avec d'autres 
langages; 
- les nombreuses extensions numeriques existantes ; 
- la simplicite de la maintenance du code. 
Nous avons retenu ce langage de programmation car il etait parfaitement adapte 
a la situation. En effet, nous savions que nous allions faire appel a un langage de 
modelisation et que notre code devrait etre capable d'interpreter les informations 
generees par ce langage de modelisation. Ensuite, le projet etant susceptible d'etre 
developpe par differents etudiants, il fallait trouver un langage qui permette a chacun 
de modifier sa partie tout en beneficiant du travail de ses camarades. Enfin, une syn-
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taxe claire et simple permet evidemment de maximiser 1'efRcacite du programmeur 
en lui permettant de se concentrer sur des problemes dignes d'interet. 
Donnons quelques exemples permettant d'illustrer nos propos. Le listing 2.1 est un 
extrait du code de PSUPERB. 
Listing 2.1 - Extrait du code psuperbVl.py 
# 
# Main driver for Psuperb 
# 
import sys 
import psuperbFrameworkVl as S 
import trustregion as T 
import norms as N 
import pygltr 
import umfpack 
def SolvelnnerlterationC nip, TR, x, s, t, y, yrange2, z, zrange2 , u, v ): 
n.inner = 0 
finished = False 
tinyStep = False 
n_it_infeasible_inner = 0 
while not finished: 
res = nip.InnerResiduals( x, s, t, y, yrange2, z, zrange2, u, v ) 
if nip.SufficientlySmall( res ): 
print' STATUS' 
print' Inner iteration stopping 




print' Exiting inner iteration-
finished = True 
else : 
(x, s, t, y, yrange2, z, zrange2, u, v, tinyStep, n_it_infeasible_spb)=\ 
SolveSubproblem( nip, TR, x, s, t, y, yrange2, z, zrange2, u, v ) 
n.inner += 1 
n_it_infeasible_inner += n_it_infeasible_spb 
if n.inner >= nip.max.inner: 
print ' Skipping to next outer iteration' 




# End while 
TR.ResetRadius() 
return(x,s,t,y,yrange2, z,zrange2,u,v,n_inner,n_it_infeasible_inner,tinyStep) 
Essayons de comprendre rapidement ce qui est ecrit. Les premieres lignes 
Listing 2.2 - Importation des modules 
# Main driver for Psuperb 
# 
import sys 
import psuperbFrameworkVl as S 
import trustregion as T 
import norms as N 
import pygltr 
import umfpack 
ne sont rien d'autres qu'une fagon d'importer des modules grace au mot-cle import. 
Par exemple, le module umfpack permet d'effectuer des factorisations de matrices 
creuses. Si on cree un nouveau module, il suffit done d'utiliser le mot-cle adequat 
et on peut immediatement en exploiter tous les atouts. Dans notre cas, nous avons 
cree le module precond au bout de quelques mois de travail et en quelques secondes 
nous avons pu voir les changements apportes par l'utilisation d'un preconditionneur. 
Cette simplicite d'implementation a done ete une composante essentielle de l'avancee 
efficace du projet. Ensuite, sans entrer dans les details, on a 
Listing 2.3 - Declaration d'une methode 
def Solvelnnerlteration( nip, TR, x, s, t, y, yrange2, z, zrange2, u, v ): 
qui est le moyen, grace au mot-cle def, de declarer une methode ou une fonction. 
Dans l'exemple on declare la methode pour resoudre les iterations internes. Entre 
parentheses, on donne les parametres et variables d'entree. La ligne 
Listing 2.4 - Sortie 
return (x,s,t,y , y range 2 , z , zrange2 , u , v , n_ inner ,n_it_infeasitile_inner, tiny Step) 
permet de savoir quels sont les parametres et variables renvoyes par la methode 
Solvelnnerlteration. Enfin, entre ces deux lignes de code reside la methode pro-
prement dite. On voit qu'il n'y a rien de nouveau par rapport a d'autres langages de 
programmation (JAVA par exemple) et qu'on utilise les classiques boucles while et 
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for ainsi que le test if. II est a noter que l'element qui permet de marquer le debut 
et la fin des boucles est l ' indentation. Nous venons ainsi de voir que n'importe quel 
utilisateur, familier avec la programmation informatique, est capable de prendre ra-
pidement possession du code. Python etant aussi un langage oriente objet, il se prete 
parfaitement a l'implementation d'un algorithme par assemblage de blocs de base. 
Toutes ces qualites reunies font de Python un langage d'exception dans le cadre de 
la recherche universitaire et c'est pourquoi nous l'avons choisi. 
2.1.2 NLPy 
Sur la base de la qualite et des avantages presentes par Python, un paquet d'op-
timisation non-lineaire developpe par (Orban & Friedlander, 2003) est disponible 
sur nlpy.sourceforge.net . NLPy est un ensemble d'outils utiles au developpement 
d'algorithmes d'optimisation. Ces outils sont presque integralement codes en Py-
thon et sont principalement l'implementation de methodes d'optimisation non-lineaire 
(par exemple methode de gradient conjugue, methode de region de confiance, ...) ou 
des algorithmes complets pour resoudre des problemes d'optimisation (par exemple, 
t r i p . p y est un algorithme qui implemente une methode de points interieurs). Grace 
a la nature de Python, on peut faire jouer ces modules entre eux en fonction des 
besoins de developpement. Pour les algorithmes complets, les modeles doivent etre 
ecrits en AMPL et le fichier d'entree doit etre un .nl (voir la section 2.1.3 ou (Fourer, 
Gay, & Kernighan, 2003)). Ce fichier est alors interprete par amplpy.py. Notons que 
des routines sont implementees pour l'utilisation de matrices creuses ce qui permet de 








Comme nous l'avons dit, le premier permet d'interpreter le modele et les donnees et 
les traduire en un format utilisable par les fichiers ecrits en Python. Le deuxieme et le 
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troisieme implementent respectivement une methode de region de confiance et de gra-
dient conjugue tronque. Le quatrieme est un module pour utiliser un preconditionneur 
(voir section 2.2.2). Le cinquieme est un fichier qui constitue une sorte de canevas 
pour psuperb.py. En effet, on y inclut toutes les methodes. qui sont necessaires a la 
resolution du probleme par PSUPERB (calcul des valeurs des contraintes, calcul de 
la matrice Hessienne, ...). Ainsi, dans psuperb.py on ne garde que rimplementation 
de l'algorithme proprement dit. On peut resumer tout ce qui precede graphiquement 
par la figure 2.1. 













Figure 2.1 - Graphe de l'heritage dans NLPy pour rimplementation de PSUPERB 
C'est done dans l'environnement NLPy que nous avons developpe rimplementation 
de PSUPERB. Nous allons a present aborder le langage de modelisation dont nous 
nous sommes servi. 
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2.1.3 AMPL 
Comme toujours en recherche operationnelle nous avons eu besoin d'un langage de 
modelisation. Nous avons choisi AMPL (Fourer et al., 2003). Celui-ci s'est presente 
naturellement puisqu'il est a la fois tres simple a prendre en main, capable de traiter 
des problemes de grande taille et qu'il etait deja utilise par NLPy. Nous avons eu 
recours a AMPL pour modeliser les problemes que nous voulions resoudre avec notre 
algorithme. 
Dans ce langage, on distingue trois types de fichiers : 
- le fichier de modele, monFichierModele.mod 
- le fichier de donnees, monFichierData.dat 
- Un fichier nl, monFichierFinal.nl. 
Le dernier fichier est cree a partir des deux autres en utilisant la commande unix 
suivante : 
$ampl -ogmonFichierFinal monFichierModele.mod monFichierData.dat 
Dans le fichier de modele, on ecrit tout ce qui est intrinseque au probleme considere, 
par exemple l'objectif ou les contraintes. Dans le fichier de donnees, on ecrit tout ce 
qui est susceptible de changer en fonction du choix de l'utilisateur, typiquement, les 
parametres. Le fichier nl permet d'assembler ce qui est contenu dans les deux autres 
et sera interprets par les solveurs. 
Nous presentons un exemple de ce qui a pu etre ecrit pour coder le probleme (1.51). 
Le modele est donne au listing 2.5. 
Listing 2.5 - trussVolume.mod : le modele du probleme (1.51) en AMPL 
###Truss structure model 
###Sets 









param p-[nb_degLibs} ; 
param vec t_ r{nb_ba r s , nb_degLibs}; 
###Vars 
var a {nb_bars} >=0; 
var f -fnb.bars} ; 
var u {nb_degLibs}; 
####Objective function 
minimize o b j : 
sum{i in n b . b a r s } a [ i ] * 1 [ i ] * r h o [ i ] ; 
###Constraints 
subjec t to e g a l i t e _ f o r c e {j in nb_degLibs}: 
(sum{i in nb_bars} v e c t _ r [ i , j ] * f [ i ] ) = p [ j ] ; 
sub jec t to ega l i t e s_Hooke{ i in n b _ b a r s } : 
f [ i ] = a [ i ] * ( E [ i ] / l [ i ] ) * ( sum{j in nb_degLibs} v e c t _ r [ i , j ] * u [ j ] ) ; 
sub jec t to minor.f { i in nb_ba r s} : 
a[ i ]*sigma_min [ i ] <= f [ i ] ; 
sub jec t to major_f {i in nb_ba r s} : 
0 >= f [ i ] - a[i]*sigma_max [ i ] ; 
sub jec t to bornes_inf_f {i in n b _ b a r s } : 
0 <= ( a [ i ] - 2 ) * 3 . 1 4 1 5 9 2 6 5 * E [ i ] / ( 4 * l [ i ] - 2 ) + f [ i ] ; 
Comme on peut le voir, hormis certains mots-cle comme par exemple var (pour 
declarer les variables), minimize (pour savoir si on maximise ou minimise) ou subject 
to (pour declarer les contraintes) tout le reste du code est parfaitement transparent. 
II est done tres simple d'interpreter ce qui est ecrit et done de travailler avec des 
modeles ecrits par d'autres personnes. Les donnees sont presentees au listing 2.6. 
Listing 2.6 - truss5Bars.dat: les donnees du probleme (1.51) en AMPL pour un treillis 
a 5 barres 
data ; 
set nb_bars := BAR_1 BAR_2 BAR.3 BAR.4 BAR_5; 
set nb_degLibs := degLib_i degLib_2 degLib_3 degLib_4 ; 
param: E rho sigma_min sigma_max 
BAR_1 1 1 - 5 5 
BAR_2 1 1 - 5 5 
I f a :-
1 50 50 
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Pour les donnees, il y a aussi quelques mots-cle a connaitre pour comprendre de 
quoi il s'agit. Par exemple, le mot se t sert a definir les ensembles, le mot param a 
definir un parametre. 
Les fichiers de modele et donnees presentes ici sont tres simples mais on peut 
integrer toutes sortes de complications sans le moindre probleme comme on peut le 
constater a la lecture de (Fourer et al., 2003) ou a la consultation de www.ampl.com. 
2.1.4 Exemple complet : le developpement de PSUPERB 
Maintenant qu'on a presente les differents langages, nous allons nous pencher sur 
l'exemple du developpement de l'algorithme PSUPERB qui a necessite l'utilisation 
de chacun d'eux. Cet algorithme vise a resoudre le probleme (NLP). Nous proposons 
dans ce qui suit un tour d'horizon des fichiers essentiels ainsi que leur rapport avec le 
probleme de depart et/ou l'algorithme. Enfin nous donnerons la procedure a suivre 
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pour utiliser le code sur l'exemple d'un probleme de structure a 5 barres. 
2.1.4.1 amplpy.py 
Dans cette partie , nous presentons les notations ainsi que tout le formalisme qui 
a ete utilise lors de l'implementation. Dans le code, on pergoit le probleme (NLP) de 
la maniere suivante 
minimiser fix) 
s.c. : c£(x) = 7
s , r2l, 
1L < cx(x) <-f
U, 
XL < X < XU, 
oil / : Rn -+ R, c£ : R
n ->• Rn£, cx : R
n ->• R"T sont des fonctions de classe C2 
et 7 £ G W,£, 7C/,7L G Rri2: et xu,xL G Rn sont des vecteurs fixes. E et I sont des 
ensembles finis d'indices. 
On definit alors les ensembles suivants 
CL = {i e 1 | -oo < 7,L et 7f = +oo}, (2.2a) 
C^ = {j e X | -oo = 7,
L et 7f < +oo}, (2.2b) 
CR = {i e 1 | -oo < 7t
L et 7f < +oo}, (2.2c) 
qu'on appelle respectivement l'ensemble des contraintes inferieures, 1'ensemble des 
contraintes superieures et l'ensemble des doubles contraintes. 
De la meme maniere on definit 
BL = {i G 2 | -oo < xf et xf = +oo}, (2.3a) 
Bu = {i G 1 | -oo = x\ et af < +oo}, (2.3b) 
BR = {i G X | -oo < zf et xf < +oo}, (2.3c) 
qu'on appelle respectivement l'ensemble des contraintes de bornes inferieures, 
l'ensemble des contraintes de bornes superieures et l'ensemble des doubles 
contraintes de bornes. 
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On pose alors C = CL U Cu U CR U £, B = BL U Bu U BR, nc = \C\ et n B = |B|. 
Toutes ces informations sont contenues dans le flchier .nl. Le role de amplpy.py 
est done, en partie, de lire ces informations et de les rendre utilisables par les autres 
modules. On cree done une classe, AmplModel, qui recupere les informations et les tra-
duit en langage Python. Ce qui a ete ecrit plus liaut se traduit en termes de membres 
et de methodes de la classe AmplModel : 
- La fonction objectif est appelee obj 
- La valeur initiale du vecteur de variables x est contenu dans x0 
- Les bornes inferieures et superieures pour les contraintes sont rangees dans 
Lvar, Uvar, Leon et Ucon respectivement pour xL, xu, j L et 7^ 
- On appelle lowerC, upperC, rangeC et equalC, respectivement les ensembles 
CL , Cu, CR et £ 
- On appelle lowerB, upperB et rangeB, respectivement les ensembles BL , Bu 
etBR. 
On recupere aussi d'autres precieuses informations fournies par AMPL comme par 
exemple, le gradient et le Hessien de l'objectif, la valeur des contraintes en un point 
donne, etc... Ce qu'il faut bien comprendre e'est que tout module qui herite de 
la classe AmplModel (voir figure 2.1) 3J 9-CCGS db CGS informations. C'est le cas de 
psuperbFramework.py. 
2.1.4.2 psuperbFramework.py 
Nous allons maintenant expliquer le contenu du flchier psuperbFramework.py. 
D'abord, on cree une classe Superblnter iorFramework qui herite de AmplModel. On 
a done acces a toutes les donnees presentees ci-dessus. Dans cette classe on definit 
tout ce qui est necessaire a la resolution du probleme : les variables primales, duales, 
la fonction barriere, son gradient, son Hessien, ... 
Lorsqu'on applique PSUPERB a (2.1), on doit introduire des variables elastiques 
(voir l'explication dans la section 1.2.4, Methode elastique). Dans l'implementation, 
on a choisi de distinguer les contraintes de bornes des autres contraintes car AMPL 
effectue deja ce travail. On done a trois types de variables primales : 
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- les variables du probleme initial qu'on note x 
- les variables elastiques associees aux contraintes de bornes sur x, appelees t 
- les variables elastiques associees aux autres contraintes sur x, on les appelle s. 
On introduit alors les variables duales suivantes : 
- les variables duales associees aux contraintes generates (ensemble C) sur x, qu'on 
nomme y 
- les variables duales associees aux contraintes de bornes (ensemble B) sur x, 
qu'on nomme z 
- les variables duales associees aux contraintes sur s, appelees u 
- les variables duales associees aux contraintes sur t, appelees v. 
En fait, on a deux autres variables duales qu'on utilise lorsqu'il y a des doubles 
contraintes de bornes ou doubles containtes generates : 
- les variables duales associees aux contraintes de borne superieure des doubles 
contraintes generates sur x, qu'on nomme yrange2 
- les variables duales associees aux contraintes de borne superieure des doubles 
contraintes de borne sur x, qu'on nomme zrange2. 
Notons que lorsqu'il y a des doubles contraintes, y et z representent les variables 
duales pour les contraintes de la borne inferieure. Remarquons aussi que dans le cas 
des doubles contraintes, on n'a besoin que d'une seule variable elastique. 
Exemple 
Soit le probleme 
minimiser (x\ — l ) 2 
s.c. : - 2 < x\ 4- xx < 8, (cl) 
3 < x2 < 18. (c2) 
Pour ce probleme, on definit done le jeu de variables suivant : 
- un vecteur x £ R2 qui correspond a (x\, x^) 
- une variable S\ associe a la contrainte cl 
- une variable t\ associee a la contrainte c2 
- une variable duale y pour — 2 < x\ + X\ 
- une variable duale yrange2 pour x\ + x\ < 8 
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conl(x) = < 
Ci(z)-7f 
Ci{x) - 7 f 
lVi ~ Ci(x) 
ci(x) - li 
i G equalC, 
i G lowerC, 
i G upperC, 
i G rangeC, 
- une variable duale z pour 3 < .X'2 
- une variable duale zrange2 pour x2 < 18 
- une variable duale Ui pour la contrainte associee a si (si > 0, voir la formulation 
(1.26)) 
- une variable duale Vi pour la contrainte associee a t\ {t\ > 0). 
Par ailleurs. les contraintes sont definies comme suit 
et conRangei(x) = 7^—Cj(x) i G rangeC. 
On definit ensuite les deux parametres fondamentaux de l'algoritlime : 
- u, le parametre pour les sous-problemes barriere ( (voir la section sur les rappels 
sur les methodes de points interieurs, equation (1.15)) 
- v, le parametre de penalite. On a d'ailleurs adopte un v different selon les 
contraintes. Ainsi, en se referant a la formulation (1.26), on a un 
vEq qui penalise les Cj(x) + 2SJ, i G equalC 
vs qui penalise les s^ i G lowerC U upperC U rangeC 
UT qui est l'equivalent du v$ pour les contraintes de bornes (par consequent 
associe aux variables t ) . 
On a done v — (uEq, v$, VT)-
A present, on peut explicitement donner la maniere de calculer les estimateurs des 
multiplicateurs de Lagrange primaux pour les contraintes generales : 
yf = u(ci(x) — jf + Sj)_ 1 i G £ (e'est-a-dire i G equalC), 
yf1 = /V.(CJ(.T) — 7 t
L 4- -Sf)-1 * G CL (e 'est-a-dire * G lowerC), 
yY = nipff — Ci(x) + Sj)_ 1 i G Cu (e'est-a-dire i G upperC), 
yRL — u(ci(x) — 7^ + Si)'1 i G CR (e'est-a-dire i G rangeC), 
yRU = uipiY ~ ci(x) + si)~l i ^ CR (e'est-a-dire i G rangeC), 
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pour les contraintes de bornes : 
i 6 BL (c'est-a-dire i € lowerB), 
i G Bu (c'est-a-dire i G upperB), 
n(xi — xf + U)'1 i 6 BR (c'est-a-dire i G rangeB), 
•% = ufa - x\ + U)-1 
>f =/i(xf - Xi + U)"1 
VRU — i^v^i *^i < ^i G B
R (c'est-a-dire i G rangeB), 
pour les contraintes sur les variables elastiques s associees aux contraintes generates : 
u = S~l[ie 
ou S est une matrice diagonale (voir notation 1.2.2.1) et pour les contraintes sur les 
variables elastiques t associees aux contraintes de bornes : 
v — T~lfie. 
Par la suite, les estimateurs primaux sont notes y, z, u, v. Les multiplicateurs decales 
(voir notation 1.2.5.3) sont donnes par 
\{y,v) = { 










z\ i G BL, 




On notera encore 6 € Rnc la grandeur definie comme suit 
6i(x,y,s) = < 
y?l{a{x)-i? + Si) 
yfl^x) - 7f + Si) 
$7(7? - (k(x) + s^ 
ieCL, 
ieCu, 
y*L/(ci(x) - ifL + Si) + y-r/hr - ci{x) + si) i e C
R, 
(2.5) 
a laquelle on associera la matrice Q(x,y,s) (voir notation 1.2.2.1) et la grandeur 
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6 e Rnc definit par 
( yf/{ci{x)-1f + si) 
di(x,y,s) = { 
yt/(ci(x) - it + Si) 
U l(„,U -W/tt 
yRL/(Ci(x) - 7f
L + Si) - yt
uliltu ~ Ci(x) + Si) 
Ci(x) + Si 
ML 
i&£, 




a laquelle on associera la matrice G(x, y, s). De la meme maniere on parlera de £ G R"'s 
£i{x,z,t) = 
zt/{xi-xL + ti) 
i I \ i i ' i) 
ztL/(xi - xfL + ti) + zRU/(x zRU l(„RU 
ieBu, 
Xi + u) ieBR, 
et de £ G Rn« 
Qi{X, Z, t) — 
it/fa -xL + U) 
i I v i i ' i 
X-RL /fa xRL + U _ zRU / ( * • .RU 
i e BL, 
i£Bu, 
•Xi + u) ieBR, 
(2.7) 
auxquelles seront associees respectivement les matrices E(x,z.t) et H(x,S,i). 
Notation 2.1.4.1 (Matrice E) 
Soit la matrice E de MJlBXnc telle que ETE( x,z,t)E soit diagonale et dont le i-eme 
terme soit £i(x, z, t) si i G B et 0 sinon. 
Notation 2.1.4.2 (4>B ) 
On note cpB la fonction objectif du sous-probleme barriere (voir la section sur les rap-
pels sur les methodes de points interieurs, equation (1.15)) associe au probleme initial 
(2.1). 
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De fagon explicite, on a 
{x,s,t;n,v) = f(x) + Y,uEq(ci(x) - 7f + 2si) + $ > s S j + ^2vrti 
ieS ieC ieB 
- 'Enlog(ci(x) - 7 f + Si) - ^ / i l og ( s i ) 
E ^log(ci(a;) - 7t
L + s4) - X>log(sj) 
i€CLUCR ieC 
(2.8) 
E A*log(7f-Ci(a;) + «i) 
iecuucR 
E M log(xi - xf + U) - E ^ log(ti) 
ieBLl)BR ieB 
E / ^ O g ^ f - £ i + t r -
ies'7 USfi 
On trouve ensuite dans le code des fonctions qui calculent V 0 B , le gradient de 4>B 
ainsi que H, son Hessien puis encore d'autres fonctions qui permettent par exemple 
de verifier que les conditions d'arret de la boucle interne sont satisfaites, de calcu-
ler les normes des vecteurs, etc... Toutes ces fonctions seront ensuite appelees par 
psuperb .py . 
2.1.4.3 psuperb.py 
Apres cette presentation de tout ce qui est necessaire a ralgorithme propre-
ment dit, on peut enfin evoquer ce dernier. Son implementation est contenue dans 
psuperb .py. Regardons alors ce que contient ce fichier. D'abord, on instancie une 
classe de SuperblnteriorFramework afin de pouvoir utiliser tout ce qu'on a men-
tionne plus haut. Ensuite, on trouve principalement trois fonctions : 
- la fonction associee a la boucle externe : S o l v e O u t e r l t e r a t i o n 
- celle liee a la boucle interne : S o l v e l n n e r l t e r a t i o n 
- celle en rapport avec la resolution du sous-probleme de region de confiance : 
SolveSubproblem 
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Pour etre un peu plus precis, voici comment fonctionne chacune d'elle. 
SolveOuterl terat ion : 
Tant que les conditions d'optimalite de KKT pour le probleme (1.26) ne sont pas satis-
faites, on rentre dans la boucle interne, c'est-a-dire qu'on appelle Solvelnnerlteration. 
Solvelnnerlteration : 
Tant que les conditions d'optimalite (1.39) pour le sous-probleme barriere (1.29) ne 
sont pas satisfaites, on resout une nouvelle iteration de sous-probleme barriere en 
appelant SolveSubproblem. 
SolveSubproblem : 
Cette fonction resout le sous-probleme barriere (voir la section 1.2.5 pour des rappels 
sur les mecanismes qui permettent de resoudre le sous-probleme), c'est-a-dire qu'elle 
minimise la fonction barriere <j)B jusqu'a ce que l'itere courant satisfasse les conditions 
(1.39). Elle cherche done les solutions a une serie de problemes du type 
minimiser VVp(f) (x, s;/i, v)d+ \d H d, (2-9) 
deB(A) 
ou : 
vP = {x,s,t), 
23(A) = {de Rn+nc+nB | | |d | |M < A | ? 
avec | | . | |M une norme de raise a l'echelle associee a la matice M (voir Section 2.2.2) 
et 
HPD = 
H(x, \{y, v)) + JT{x)Q{v)J{x) + ET{x)E{v )E(x) JT{x)Q{v) ET(x)E(v) 
e{v)j(x) e^ + us-1 o 
E(v)E 0 E(v) + VT-1 
Le probleme (2.9) revient a en quelque sorte a resoudre le systeme de Newton 
HPDd = -VVp4>
B(x, s; //, v) 
de maniere inexacte. On est done en face d'un probleme du type « Trouver X tel que 
AX = b» et pour cela, on sait qu'on peut utiliser une methode de Gradient Conjugue 
(methode iterative tres efflcace pour resoudre ce genre de problemes). Dans le code, 
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on appelle la routine trpcg.py qui est l'implementation d'une methode de Gradient 
Conjugue. On peut resumer Pimplementation de PSUPERB par Palgorithme 2.1.1. 
Remarque : On peut preciser la maniere exacte dont le parametre JX est traite 
dans le code actuel de PSUPERB. Pour la valeur initiale, on prend /xo = 5. Ensuite, 
pour la mise a jour, on utilise la regie suivante : JX^+I = 0.2/Xfc. Ce sont des valeurs 
qui semblent faire en sorte que Palgorithme se comporte bien dans de nombreuses 
situations. Cependant, comme nous Pexpliquerons au chapitre 3 section 3.4.2.2, on 
pourrait travailler sur Poptimisation de ces valeurs. 
2.1.4.4 Procedure 
On cherche ici a montrer un exemple de la procedure complete a suivre pour 
resoudre un probleme. On prendra Pexemple du probleme de minimisation du volume 
d'un treillis a 5 barres avec une contrainte exterieure de charge. L'illustration de ce 
probleme est donne par la figure (1.13). 
Modeliser le probleme - II faut d'abord modeliser le probleme grace a AMPL. Les 
listings 2.5 (modele) et 2.6 (donnees) donnent explicitement le code qui modelise 
le probleme auquel on s'interesse. 
Creer le .nl - En utilisant la commande 
ampl -ogpb5 trussVolume.mod truss5Bars.dat 
on cree le fichier qui sera lu par le solveur. 
Lancer PSUPERB - On lance un Terminal et le code s'execute par la commande 
python psuperb.py pb5.nl 
Lire les resultats - II ne reste alors plus qu'a lire les resultats sur le Terminal. 
Operer des changements - En fonction des resultats obtenus, on peut chercher a 
modifier des parametres dans Pun des fichiers suivants : 
psuperb.py, psuperbFramework.py, amplpy.py, t rus t region.py. Une fois les 
modifications apportees, on relance le code. On peut aussi modifier les donnees 
dans pb5.dat et il faut alors recreer le fichier .nl. 
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Algorithme 2.1.1 PSUPERB Implements 
Etape 0. (Initialisation) 
Choisir des valeurs initiales x°, s°, t°, w° , /JP et A0. 
Choisir des constantes 71 > 1 > 72 > 0 et Amax > 0. 
Poser k — 0. 
Etape 1. (SolveOuterlteration) 
Si les conditions de KKT pour (NLP) ne sont pas satisfaites : 
- incrementer k; 
- mettre a jour v ; 
- mettre a jour /z; 
- aller a Etape 2. 
Sinon : STOP. 
Etape 2. (Solvelnnerlteration) 
Si les conditions (1.39) ne sont pas satisfaites : 
- aller a Etape 3. 
Sinon : aller a Etape 1. 
Etape 3. (SolveSubproblem) 
Resoudre une iteration de sous-probleme barriere grace a TRPCG. 
Obtenir un pas d. 
Si d produit une decroissance suffisante de la fonction barriere : 
-aller a Etape 4. 
Sinon : aller a Etape 5. 
Etape 4. (Mise a jour positive de la Region de Confiance) 
Mettre a jour xk, sk, tk. 
On augmente le rayon de la region de confiance : Ah = min(jiAk, Amax). 
Aller a Etape 2. 
Etape 5. (Mise a jour negative de la Region de Confiance) 
On diminue le rayon de la region de confiance : Ak — r)iAk . 
Aller a Etape 2 . 
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Avec ces informations, le lecteur peut aisement resoudre ses propres problemes d'op-
timisation a l'aide de notre code. 
2.2 Strategies d'amelioration 
2.2.1 Traitement du parametre de penalisation 
Dans l'algorithme, deux parametres sont mis en evidence : \i associe a la methode 
barriere et v associe a la fonction de merite. Dans les applications, il s'est vite avere 
que la gestion du parametre v avait une influence cruciale sur le bon deroulement de 
l'algorithme. 
Exemple 
Considerons le probleme HS006 issu de la collection (Hock & Schittkowski, 1981) : 
minimiser (1 — X\)2 
0»i,*2) _ (2.10) 
s.c. : 10(x2 — x\) = 0. 
Pour ce probleme, si on prend un v initial tel que v = (i/Eq, ^Si UT) — (100,100,100), 
l'algorithme echoue. En revanche, pour v = [yEq^Si^T] = (5,1,1), l'algorithme 
converge vers la solution (1,1) en une seconde environ. 
Nous nous sommes done interesses aux valeurs qu'il fallait donner a v pour que l'al-
gorithme converge pour un nombre significatif de problemes. Nous avons done tente 
de proposer des heuristiques pour choisir le v initial ainsi qu'une regie pour mettre a 
jour le v au cours des iterations. On propose dans ce qui suit deux heuristiques pour 
calculer la valeur du v initial. 
Heuristique n°l : utiliser le gradient de l'objectif 
La premiere methode est issue de l'observation suivante. Quand on regarde la forme 
penalisee (1.25) du probleme (1.24), on voit qu'une condition necessaire pour une 
solution de ce probleme est de satisfaire 
0 = V/OE) + uQ(x), 
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ou Q est une quantite qui depend du point ou on se trouve (on ne peut pas differencier 
en tout point a cause de la valeur absolue). II apparait done un lien entre v et V f{x). 
On detient alors la premiere idee pour proposer un parametre v initial. On posera 
VEq = vs = vT = 7max(l, | |V / (XO) | | ) , 
ou 7 est un parametre strictement positif et xQ l'itere primal initial. L'utilisation de 
max(l, ||V/(xO)|| se Justine par le fait qu'on veut un parametre v strictement positif. 
Avec cette expression, on s'assure que cette propriete est verifiee (meme dans le cas 
o u | | V / ( x 0 ) | | = 0 ) . 
Exemple 
Revenons maintenant a l'exemple du probleme (2.10), en prenant comme point de 
depart xQ = (xi,x2) = ( — 1-2,1). On a alors 
V/(x0) = (4.4,0), 
d'ou vgg — us = VT = 11(4.4, 0)|| = 4.4 (en prenant la norme euclidienne). 
Heuristique n°2 : utiliser les conditions de KKT 
Dans cette methode, on manipule les relations sur les multiplicateurs de Lagrange 
pour en tirer une expression de v. On utilise la relation : 
\\vke - (yk+l - vke°£) - u
k+l\\ = 0, 
valable a l'optimalite. Cela nous dit que si on se trouve en un point optimal, on a 
2vEq = Ui+Ui 
vs = Vi + Ui 
vs = Vi + yrange2i + ut 
VT = Zt + Vi 
VT — Zi + zrange2i + Vi 
avec le formalisme explique dans la section 2.1.4. Ces relations nous fournissent une 
expression pour v qu'on utilise pour calculer le v initial. Cependant, les yi + ut ne 
V i e t , 
VzeC, 
Vi € CR, 
VieB, 
Vi <= BR, 
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sont pas toujours egaux entre eux (surtout a la premiere iteration!) et done il faut 
faire un choix pour le nu initial. On prend done : 
vEq = max(l , i | | ( j / e Gf+M e ef) | |oo) , 
vs = max(l , \\yieC + «igC||oo, \\yiec
R + yrange2ieCR + «jeC«l|oo), 
VT = max( l , \\zieB + vi&B\\oo, I k e s * + zrange2i&BR + vi€BR\\oo), 
Exemple 
Considerons toujours le meme exemple. II n'y a qu'une seule contrainte et e'est une 
egalite done les ensembles C et B sont vides, d'ou : 
vEq = max(l , i | |10 + 0.22...||oo) - 5.11..., 
vs = 1, 
VT = 1. 
2.2.2 Preconditionnement 
Ici, on s'interesse au sous-probleme de region de confiance. On a vu, lors du rappel 
sur les methodes de region de confiance du chapitre 1, que cela consiste en partie a 
resoudre le probleme (1.13), ce qui revient a se pencher sur la resolution du systeme 
Vf(x)T = —HkS. Pour cela, on sait qu'on dispose de diverses methodes mais dans tous 
les cas, leur efneacite depend du conditionnement du systeme. Le conditionnement se 
mesure grace au nombre de conditionnement. 
Definition 2.2.2.1 (Nombre de conditionnement) 
Pour une matrice A, le nombre de conditionnement K(A) se definit par 
, ,. I 11All H^r1!!, si A est inversible, 
K(A) = < " 
I +cxo, sinon, 
oil \\.\\ est une norme matricielle quelconque. 
Lorsque K(A) est grand, on dit que le conditionnement est mauvais ou que la matrice 
est mal conditionnee. Pour un systeme lineaire, si A est mal conditionnee alors on 
dit que le systeme Ax — b est mal conditionne. Dans la pratique, cela signifie qu'une 
legere variation des composantes de b entraine une grande variation des composantes 
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de la solution x. Pour remedier a ce genre de problemes, on peut preconditionner le 
systeme. Voyons en details ce que cela signifie. 
Definition 2.2.2.2 (Preconditionneur) 
Soit A une matrice inversible de R n x n et b un vecteur de Rn. Supposons qu'on 
cherche a resoudre le systeme Ax — b et que ce systeme est mal conditionne. Un 
preconditonneur est alors une matrice M de R n x n symetrique definie positive telle 
que le systeme MAx = Mb soit mieux conditionne que le probleme original. 
Dans le contexte des methodes de regions de confiance, on cherche done une matrice M 
telle que MH^s = — MV/(x) soit mieux conditionne que le systeme original. Comme 
on l'a vu, on resout ensuite ce systeme preconditionne, par exemple, par une methode 
de Gradient Conjugue. 
On peut encore noter une propriete interessante du preconditionnement dans le 
cadre de l'application aux methodes de regions de confiance : on peut montrer (Conn, 
Gould, Orban, & Toint, 2000) que preconditionner le systeme revient a changer la 
norme qui definit les contours de la region de confiance. La norme utilisee est alors 
une norme de mise a l'echelle associee a la matrice M ou M est telle que la matrice 
IC{v) definie en (2.11) est definie positive. 
M + JT(x)e(v)J(x) + ET{x)E(v)E{x) JT(x)Q{v) ET(x)E{v) 
e(v)j(x) o(v) + us-1 o 
E(v)E 0 E(v) + VT-1 
(2.11) 
La region de confiance possede alors une forme qui reflete les proprietes du probleme. 
Si M etait H, la region serait exactement alignee avec les contours de la fonction 
barriere. Essayons done de regarder cette propriete a la lumiere du probleme d'opti-
misation de depart. 
Le probleme initial possede, a priori, des contraintes d'egalite et d'inegalite. A 
la suite de la transformation elastique (voir chapitre 1, section 1.2.4) et lors de l'ap-
plication de la methode de points interieurs, on se retrouve alors avec un probleme 
d'optimisation sans contrainte (on doit minimiser la fonction barriere plus la penalite, 
voir chapitre 1, section 1.2.5)). On peut alors utiliser un algorithme de region de 
confiance (voir chapitre 1, section 1.2.1)). D'apres la propriete precedente, on com-
prend alors que si on choisit judicieusement M, on pourrait faire en sorte que la region 
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de confiance tienne compte des particularites du contour de la region admissible. 
Illustration 
Pour illustrer ces propos, considerons le cas a deux dimensions. Supposons pour 
simplifier l'explication que la norme associee a M, definie positive, est telle que 
Vd 6 It™, ||rf||M = dTMd. On sait alors que pour M E R2x2, les courbes de niveaux de 
||<i||M s o n t des ellipses. De plus, on sait que les demi-axes sont paralleles aux vecteurs 
propres et leur longueur est inversement proportionnelle a la valeur propre associee. 
Dans notre cas, prenons une matrice M(x), qui depend du point ou on se trouve, 
dont les directions propres sont les directions des contraintes et telle que les valeurs 
propres sont proportionnelles a la distance entre x et les contraintes. Supposons que 
la contrainte 1 soit presque active. On obtient alors la figure 2.2. 
: demi-axe dans la direction de la contrainte 1 
: demi-axe dans la direction de la contrainte 2 
: Region de confiance 
Contrainte 1 
Contrainte 2 
Figure 2.2 - Preconditionnement et region de confiance 
La region de confiance est alors adaptee a la forme de la contrainte. Ainsi, imagi-
nons le cas ou un itere se retrouve proche d'une frontiere du domaine realisable. Alors, 
grace a la forme de la region de confiance, on est encore capable de chercher des pas 
dans de nombreuses directions qui vont par exemple nous permettre de progresser le 
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long de la contrainte. Remarquons que si la forme de la region de confiance n'est pas 
adaptee aux contraintes, on peut se retrouver dans des situations ou on est bloque 
sur la frontiere alors que dans le cas contraire, on evite ce probleme. Une illustration 
de ce phenomene est donnee a la figure 2.3. 
direction de 
descente 
Contour de la 




Figure 2.3 - Situation de bloquage sur une frontiere 
Dans la pratique, il faut choisir cette matrice M. A cette fin, remarquons la chose 
suivante. Nous savons que le Jacobien et le Hessien des contraintes nous donnent les 
informations necessaires sur la forme des contraintes. On sait aussi que VxxC(x, A) 
contient ces elements. On salt aussi que proche d'une solution, les contraintes actives 
dominent dans VxxC(x, A). En consequence, les valeurs propres associees a ces direc-
tions dominent. II est clair que la matrice M = VxxC(x, A) a les proprietes souhaitees : 
quand on se rapproche d'une contrainte, la region de confiance adapte son contour a la 
forme de la contrainte en question. Remarquons que numeriquement, il faut pouvoir 
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factoriser le preconditonneur et par consequent, M doit etre une matrice creuse. Le 
Hessien du Lagrangien est potentiellement une matrice dense, c'est pourquoi on ne 
le choisit pas en tant que preconditionneur. Une approximation creuse du Hessien du 
Lagrangien se revele etre une bonne option ainsi que nous le verrons dans la section 
sur les resultats numeriques. 
Revenons a present sur le lien entre le preconditionneur et la resolution du sous-
probleme de region de confiance. Dans notre algorithme, on utilise une methode de 
Gradient Conjugue preconditionne. Rappelons que la methode du Gradient Conjugue 
est une methode iterative pour resoudre les systemes du type Ax — b ou A est definie 
positive. Or a une iteration donnee de notre sous-probleme de region de confiance, on 
doit resoudre 
H(x,X(y,v)) + JT{x)G(v)J(x) + ET(x)Z(v)E(x) JT(x)&{v) 








Notre outil de resolution est done la methode du Gradient Conjugue. Mais on utilise 
la version preconditionnee de cette methode (la version " non-preconditionnee" est 
en fait preconditionnee par l'identite). Ainsi on s'assure de la qualite des solutions 
trouvees. En contrepartie, cela implique qu'on resolve des sytemes du type 
K,(v)d = r 
ou JC(v) est definie en (2.11) (notons que dans la version non-preconditionnee de 




et r un vecteur qui intervient au cours de la methode. Comme on l'a dit plus haut, 
la matrice JC(v) est definie positive. On dispose alors de moyens tres efficaces (par le 
biais de factorisations) pour resoudre ce type de systemes. Mais si on regarde de plus 
pres JC(v), on s'apergoit alors que la matrice 
JT(x)0(v)J(x) 
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pourrait poser des problemes. En effet, il y a, de fortes chances pour qu'elle soit dense et 
alors la factorisation de K.(v) pourrait se reveler gourmande en espace memoire puis-
qu'il faudrait stocker un grand nombre de termes. Pour eviter cet ecueuil et suivant 
(Gould et al., 2003) nous avons introduit deux variables auxiliaires qui permettent 
d'eliminer les termes denses. On pose d'abord 
( = 9(v)J(x)dx + G(v)d8. 
Le systeme se reecrit alors : 
M + ET{x)E(v)E(x) 
(G(v) - Q(x)) J(x) (9{v) 
E(v)E 
0{v)J(x) 
0 ET(x)E(v) JT(x) 
Q(v)) + US~l 0 / 
0 E(v) + VT-1 0 
e{v) 0 - / 
Le deuxieme changement de variable est alors : 
£ = E(v)E(x)dx + E(v)dt. 
Le systeme peut se reecrire : 
M 0 ET(x)E(v) 
(e{v) - e(v))J(x) (6(u) - 6(u)) + US'1 0 
(E(v) - E(v))E 0 (£(«) - 2(u)) + VT~l 
e{v)j{x) e(v) o 







. £ . 















d = r 
On elimine alors d, et df et on obtient 
K{v)d 
M JT{x) ET{x) 
DxJ{x) Bx 0 
D2E(x) 0 B2 
dx 
C 




. C2rt _ 
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ou : 
DX = e(v) - e(v)(e - e)(e - e + us-
1 
BX = -i - e{v)(e - e + us-
1 
c1 = -e(v)(e-e + us-
1 
D2 = E(v) - S(i;)(E - S)(S -E + US-
1 
B2 = -I-E(v)(E-E + US-
1 








Finalement, en multipliant la deuxieme ligne par D1
 x et la troisieme par D2
 1 on 
aboutit au systeme symetrique 
Pd = 
M JT(x) ET{x) 
J{x) D^XBX 0 





Remarque : D\ et D2 sont diagonales definies positives et B\ et B2 sont diagonales 
definies negatives (d'apres les definitions (2.5), (2.6), (2.1.4.2) et (2.7)). 
On note alors D^1B1 = -Fl et D2
1B2 = -F2 avec F\ G R
nc*"c et F2 € RnBxn* 
definie positives. On peut en deduire les conditions suivantes sur M pour s'assurer 
d'avoir un preconditionneur adapte c'est-a-dire pour que K(v) doit definie positive. 
Theoreme 2.2.1 (Admissiblite d'un preconditionneur) Soit M un preconditionneur 
pour (2.9). On a alors 
K,{v) definie positive 4=^ M + JTF^1J + ETF2~
1E definie positive 
Preuve : Soit M un preconditionneur et soit /C(v) la matrice de (2.11). On sait d'apres 
(Gould, 1985) que 
K(v) definie positive 




















/ 0 0 
-Ff1 ,/ / 0 
_ -FzlE 0 / 
Or on peut toujours decomposer P de la, maniere suivante 
P 
et comme Fi et F2 sont definies positives de tailles respectives ne x r?,c et n-s x n#, 
le result at est immediat. D 
2.2.3 Methode de Nocedal-Yuan 
Dans leur article (Nocedal & Yuan, 1998) proposent un algorithme d'optimisation 
non-lineaire qui utilise a la fois les methodes de region de confiance et de recherche 
lineaire. En effet, dans leur algorithme, lorsque le pas d'essai donne par la region de 
confiance ne permet pas de faire decroitre l'objectif, au lieu de le rejeter (methodes 
classiques) on procede plutot a une recherche lineaire le long de la direction trouvee. 
Ce qui Justine la methode est assez simple a concevoir. En effet, dans les methodes 
de region de confiance classiques, on salt ce qui arrive : 
- On fait decroitre un modele iterativement dans la region de confiance. On ob-
tient ainsi un pas. 
- On rejette ce pas s'il ne produit pas une decroissance suffisante de l'objectif. 
Dans le cas ou le pas est rejete, on reduit alors le rayon de la region de confiance et 
on recommence. Lorsqu'on utilise une methode iterative pour obtenir la decroissance 
du modele, les premieres iterations de ce procede sont toujours les memes, quel que 
soit le rayon de la region de confiance. Voyons cela sur un exemple. 
Exemple 
Supposons qu'on soit dans un probleme a deux dimensions et que l'itere courant soit 
Xk- On cherche alors a resoudre iterativement 
minimiser q(s) 
s 
s.c : | | s | | < A 
ou q est le modele quadratique, s £ R 2 est le pas, | | . j | est la norme euclidienne et A 
le rayon de la region de confiance actuelle. Supposons qu'on utilise une methode de 
Gradient conjugue et que A = A2 . La figure 2.4 montre alors la solution obtenue avec 
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cette methode lorsque A = A2. Si la solution obtemie ne produit pas une decroissance 
suffisante, on rejette le pas obtenu, p, et on reduit le rayon qui vaut alors Ai. On 
recommence le procede et on voit que la premiere direction de Gradient conjugue 
calculee, Pi, est la meme qu'a l'etape precedente lorsque A valait A2. On repete ainsi 
des calculs deja effectues. 
Figure 2.4 - Methode iterative et region de confiance 
Lorsqu'on s'interesse a des problemes de petite taille, la repetition des calculs des 
directions de Gradient conjugue affecte peu les performances d'un algorithme mais 
cela devient problematique dans le cas ou on traite des problemes de grande taille. 
Notons que lorsqu'un pas p est rejete, il constitue quand meme une direction de 
descente. L'idee proposee par Nocedal et Yuan est done de proceder directement a 
une recherche lineaire le long cette direction de descente. 
II est aussi montre dans Particle que les proprietes de convergence des methodes 
de region de confiance sont conservees. Plusieurs algorithmes (plus ou moins raffmes) 
sont presentes dans Particle et nous a,vons retenu l'algoritme 3.1 pour des raisons de 
simplicite d'integration au code deja ecrit et pour son apparente efficacite (voir les 
resultats numeriques dans l'article). 
Pour etablir le lien avec ce que nous avons deja vu, comparons cet algorithme a 
l'algorithme 1.2.1. II n'y a qu'une seule grande difference et elle se situe au niveau de 
l'etape 2. On avait : 
Etape 2. Acceptation du point d'essai - Calculer f\xk + sk) et 
f(Xk) ~ f{Xk + Sk) 
Pk = 
mk(xk) -mk(xk + sk) 
Si rji < pk alors poser xk+\ — xk + sk ; 
Sinon poser xk+1 = xk . 
alors qu'avec la version de Nocedal et Yuan on a : 
Etape 2. N - Y Acceptation du point d'essai - Calculer f(xk + sk) et 
fM ~ f(xk + Sk) 
Pk = mk(xk) -mk(xk + sk) 
Si 771 < pk alors poser xk+\ = xk + sk ; 
Sinon faire une recherche lineaire le long de sk 
et poser xk+i = xk + jsk ou 7 > 0 est issu de la recherche lineaire. 
Une fois modifie, l'algorithme 2.1.1 devient l'algorithme 2.2.1. Nous avons decide 
d'etudier l'impact numerique de cette option lorsqu'elle est implementee avec PSU-
PERB. Nous presentons les resultats de cette etude dans le chapitre 3. 
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Algor i thme 2.2.1 PSUPERB - NY Implements 
Etape 0. (Initialisation) 
Choisir des valeurs initiales x°, s°, t°, v° , /i° et A0 . 
Choisir des constantes 71 > 1 > 72 > 0 et Amax > 0 . 
Poser k = 0. 
Etape 1. (SolveOuterlterat ion) 
Si les conditions de KKT pour (NLP) ne sont pas satisfaites : 
incrementer k; 
mettre a jour v ; 
mettre a jour // ; 
aller a Etape 2. 
Sinon : STOP. 
Etape 2. (Solvelnnerl terat ion) 
Si les conditions (1.39) ne sont pas satisfaites : 
- aller a Etape 3. 
Sinon : aller a Etape 1. 
Etape 3. (SolveSubproblem) 
Resoudre une iteration de sous-probleme barriere grace a TRPCG. 
Obtenir un pas d. 
Si d produit une decroissance suffisante de la fonction barriere : 
-aller a Etape 4. 
Sinon : aller a Etape 5. 
Etape 4. (Mise a jour posit ive de la Region de Confiance) 
Mettre a jour xk, sk, tk. 
On augmente le rayon de la region de confiance : Ak = m m (71 Ak, Ar 
Aller a Etape 2. 
Etape 5. (Mise a jour negative de la Region de Confiance) 
On diminue le rayon de la region de confiance : Afc — 72Afc. 
On fait du backtracking sur le pas d. 
On met a jour xk, s , t . 




Dans ce chapitre, on s'attache a l'aspect numerique de notre algortihme. On pro-
pose d'abord une etude de quelques problemes de reference, simples, sur lesquels on 
peut comprendre ce qui se passe, etape par etape. Ensuite, on presente les resultats 
des tests numeriques que nous avons effectues. Precisons d'ores et deja que nous 
avons produit trois variantes de PSUPERB : la variante de base, celle avec un 
preconditionnement (voir section 2.2.2 du chapitre 2) et celle avec une methode de 
Nocedal et Yuan (voir section 2.2.3 du chapitre 2). 
3.1 Problemes de reference 
Dans ce paragraphe, nous allons nous essayer de comprendre comment fonctionne 
PSUPERB sur trois problemes relativement simples mais qui illustrent differents com-
portements de l'algorithme. 
Probleme 1 
Ce probleme est tire de la collection (Hock & Schittkowski, 1981). Son mo dele est le 
suivant : 
minimiser 100(x2 — xf)
2 + (1 — Xi)2 
s.c. : —1, 5 < X2, 
et le point de depart est un point admissible : x\ = — 2 e t x 2 = l. Essayons de voir 
comment PSUPERB transforme ce probleme. D'abord on a : 
<j>s{xx, x2, t, v) = 100(x2 - x\)
2 + (1 - xi)2 + vt 
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et le probleme associe est : 
minimiser (j)S(xi,X2, t, v) 
(Xl,X2,t) 
s.c. : 0 < x2 + l,5 + t, 
0<t. 
Ensuite on introduit : 
(f)B(xi,x-2,t,u,n) = 100(x2 - x\)
2 + (1 - xi)2 + vt - ii\og(x2 + 1,5 + t) -^ log(f) 
et on doit resoudre le sous-probleme barriere (sans contraintes) 
minimiser 4>B 
pour chaque valeur fixee de /x et de v. Pour cela il faut satisfaire les conditions (1.39) 
pour ce sous-probleme. La solution exacte du sous-probleme barriere est la suivante 







. VlV- . 
Quand on fait tourner PSUPERB, on aboutit au resultat presente dans le tableau 3.1 
pour les solutions du sous-probleme barriere. 






























































On remarque que v reste borne, que /x tend vers 0 et par consequent, conformement 
a ce que donne la solution exacte, la grandeur t tend vers 0. Pour x\ et x2, les iteres 
donnes par Falgorithme convergent bien vers ceux propose par la theorie. 
Les deux autres exemples sont des problemes pour lesquels la MFCQ n'est pas 
satisfaite au point optimal. Les comportements de PSUPERB peuvent alors etre 
differents. 
Probleme 2 
Ce probleme est aussi tire de la collection (Hock & Schittkowski, 1981) (HS 013) 
et son modele a ete presente dans le chapitre 1. Ce probleme presente la particula-
rite d'avoir un point optimal pour lequel la MFCQ n'est pas satisfaite. Sur un tel 
probleme, PSUPERB n'est pas suppose aboutir a une solution qui lui semble opti-
male a moins qu'on n'utilise la regie (1.2.6.1) de mise a jour du parametre de penalite. 
Son comportement est le suivant si on utilise la regie classique (1.2.5.4) : il se dirige 
bien vers le bon point mais n'arrivant pas a satisfaire les conditions de KKT (ie les 
conditions (1.35) pour (1.29)), il ne renvoie pas un message d'optimalite. On notera 
que la precision avec laquelle il approche le point optimal depend fortement du v 
initial choisi comme le montre le tableau 3.2. 
Tableau 3.2: Variation du point d'adherence en fonction du parametre de penalite 
initial 
v initial 
(10, 10, 10) 
(100, 100, 100) 
(1000, 1000, 1000) 
(10000, 10000, 10000) 
v final 
(21870, 21870, 21870) 
(112010, 112010, 112010) 
(1000, 1000, 1000) 
















On voit clairement que les resultats varient beaucoup et qu'avec certains v initiaux 
on peut se rapprocher fortement du point optimal (derniere ligne du tableau 3.2). 
Q u a n d on observe bien le t ab leau precedent , on pour ra i t e t re t cn te de degager une 
evolution generale de la qualite des resultats qui irait dans le sens suivant : «plus le 
v initial est grand, plus on se rapproche de la solution)). 
II est alors temps de faire le lien entre ces observations et le theoreme 1.2.5 du 
chapitre 1. En effet, ce theoreme peut se resumer ainsi : si la suite de v generes par 
Falgorithme tend vers Finfini et que PSUPERB converge vers un point x* admissible 
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alors la MFCQ n'est pas verifiee en ce point et c'est un point de Fritz-John du 
probleme de depart. 
Dans le probleme considere, on sait (voir section 1.1.3) que la MFCQ n'est pas 
verifiee au point optimal (1, 0). On voit aussi qu'un grand v semble approprie pour 
s'approcher du point (1,0), admissible (la solution). On est amene a penser que le 
point optimal est un point de Fritz-John du probleme de depart. Pour le prouver, 
nous avons implemente les conditions d'optimalite de Fritz-John afin de voir si on pou-
vait les verifier numeriquement. Concretement, nous avons demande a l'algorithme 
de verifier ces conditions (au lieu des conditions de KKT) si le point en lequel on se 
trouve est admissible a 10~6 pres et que v est superieur a 10000. Un test numerique 
ou on prend le v initial tel que v — (6000, 3000,6000) donne un resultat positif en 45 
iterations. C'est-a-dire que PSUPERB converge vers le point (1,0) admissible avec un 
v qui semble tendre vers l'infini (on termine avec max(j/£g, us, vT) = 24000). 
Probleme 3 
Ce probleme est issu de la collection MacMPEC (voir (Leyffer, 2005)). 
Le modele est le suivant : 
minimiser x\ + x\ — Axxx2 
(xi ,x2) 
s.c. : X\Xi = 0, 
0 < xu 
0<x2. 
Le point optimal pour ce probleme est (0,0). II est clair qu'au point optimal, le gradient 
de la contrainte est nul. La MFCQ n'est done pas satisfaite (on le savait puisqu'on 
a demontre au chapitre 1 que la MFCQ n'est satisfaite en aucun point admissible 
d'un MPEC). Mais c'est un point fortement stationnaire. Comme on sait que PSU-
PERB peut converger vers un point fortement stationnaire (voir (Coulibaly, 2008)), 
il devrait theoriquement etre en mesure de trouver la solution. La suite des iteres est 
presentee dans le tableau 3.3. Ces resultats numeriques viennent appuyer les preuves 
theoriques concernant notre algorithme . 
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3.2 Tests numeriques 
3.2.1 Influence du parametre de penalisation 
Nous presentons ici les resultats obtenus quant aux performances de PSUPERB en 
fonction de l'heuristique choisie pour calculer le u initial. La collection de problemes 
dont nous nous sommes servi est issue de (Hock & Schittkowski, 1981). Les tests ont 
ete effectues sur 110 problemes de cette collection. Le tableau 3.4 explique pourquoi 
certains problemes n'ont pas ete traites. Tous les problemes sont non-lineaires, que 
ce soit par leur objectif ou leurs contraintes. 
Tableau 3.4: Problemes de la collection HS non-traites 
Problemes abandonnes 




Probleme non differentiable 
Afin d'analyser les performances de notre algorithme, nous avons utilise un outil 
qui s'appelle un profit de performance developpe dans (Dolan & More, 2001). C'est 
un outil qui permet de comparer divers algortihmes en termes de temps CPU, nombre 
d'iterations, etc... . Nous proposons au lecteur un rappel sur le fonctionnement de cet 
outil. 
Pour un critere donne, la theorie est fondee sur le calcul de ratios : pour chaque 
algorithme et pour chaque probleme, on calcule le rapport de la performance obtenue 
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par l'algorithme en question sur la meilleure performance. L'allure typique d'un profil 
de performance pour une certaine mesure de performance est donnee par la figure 3.1. 





— solveur 2 
'(> 1 0 20 30 40 50 60 70 
Figure 3.1 - Un profil de performance typique 
solveur avec une efficacite inferieure ou egale a r fois celle du meilleur solveur. On lit 
r sur l'axe des abscisses (pour des raisons de lisibilite, on utilise souvent une echelle 
logarithmique). Considerons le point rouge par exemple. II a pour abscisse 1 et pour 
ordonnee 75. Cela signifie que le solveur 1 produit la meilleure mesure de performance 
sur 75% des problemes. Autrement dit, si on prend un probleme parmi la collection 
de problemes testes, la probabilitc que le solveur 1 soit le meilleur est de 75%. La 
ligne horizontale nous indique quel est le solveur le plus apte a resoudre 80% des 
problemes. Lorsqu'on part de la gauche pour aller vers la droite, les solveurs les plus 
emcaces sont les premiers rencontres. Dans notre cas, le solveur 1 est plus apte que 
le solveur 2 a resoudre 80% des problemes. La ligne verticale est utile quand on veut 
savoir la chose suivante : lorsqu'on s'autorise a etre entre 1 et r (r = 17 dans notre 
96 
figure) fois moins performant que le meilleur solveur, quel pourcentage de problemes 
solutionne-t-on ? Sur l'exemple, le solveur 2 resout alors environ 70% des problemes 
alors que le solveur 1 en resout plus de 80%. Enfin, les valeurs lues pour la plus grande 
valeur de r donnent le pourcentage total de problemes resolus par cliaque solveur. Sur 
la figure, le solveur 2 resout un peu plus de 70% des problemes alors que le solveur 1 
atteint presque les 85%. 
Globalement, si une courbe est toujours au-dessus d'une autre, cela signifie que 
l'algorithme qu'elle represente est plus performant que l'autre. Pour terminer, no-
tons que dans le cas ou les courbes se croisent, l'interpretation est plus difficile. En 
effet, cela signifie qu'un solveur est meilleur que l'autre si on considere une perfor-
mance de 1 a 7 (par exemple) fois moins bonne que la performance optimale mais la 
tendance s'inverse si on considere une autre fourchette de performance. II est alors 
difficile de distinguer clairement un meilleur solveur. On peut a present disposer de 
cet outil pour comparer nos diverses versions de PSUPERB ainsi que les performances 
de l'algoritlime pour deux manieres differentes de calculer le v initial. 
Notat ion 3.2.1.1 Versions de PSUPERB 
On note les differentes versions de PSUPERB de la jaeon suivante : 
Vers ion l , la version de base 
Version2, la version preconditionnee 
Version3, le version avec la methode de Nocedal et Yuan. 
Pour les heuristiques utilisees, la notation suit ce qui a ete developpe dans la section 
2.2.1 : l'heuristique 1 est fondee sur le calcul du gradient de l'objectif au point initial 
et l'heuristique 2 sur les conditions de KKT pour le sous-probleme barriere. 
Pour evaluer les performances des heuristiques, on a compare les resultats obte-
nus en termes de temps CPU avec les deux choix possibles du v initial, pour une 
version de PSUPERB donnee. Le temps CPU semblait un bon critere pour mettre 
en parallele les resultats puisque tous les tests ont ete effectue sur la meme ma-
chine et que cela reste un critere industriel interessant. On obtient les figures 3.2, 
3.3 et 3.4. I n t e r p r e t a t i o n : Pour les versions 1 et 2, on s'apergoit que les courbes 
se croisent, parfois plusieurs fois et qu'elles sont tres proches l'une de l'autre. A la 
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Figure 3.4 - Comparaison des heuristiques pour la Version 3 (Temps CPU) 
les deux heuristiques sont done tres semblables et on ne peut pas vraiment declarer 
qu'une heuristique est meilleure que l'autre. La difference est plus lisible sur le graphe 
(3.4) ou la courbe correspondant a l'lieuristique 2 est toujours au-dessus de l'autre. 
Cependant, a la fin, le pourcentage de problemes resolus est quasiment le meme. 
Conclusion : les performances des heuristiques sont tres semblables et on peut done 
aussi bien utiliser l'une que l'autre meme si l'lieuristique 1 possede un leger avantage 
lorsqu'on emploie la Version 3. 
3.2.2 Impact du preconditionnement et de la methode de Nocedal-
Yuan 
A present, il s'agit de comparer les differentes versions entre elles. Pour cela on 
fixe rtieuristique et on dresse le profil de performance pour les criteres du temps CPU 
et du nombre d'iterations pour les trois algorithmes. 
3.2.2.1 Comparaison des temps CPU 
Pour le critere du temps CPU, on obtient les figures 3.5 et 3.6. 
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Version3-Meuristique2 
Figure 3.6 - Comparaison des versions pour l'heuristique 2 (Temps CPU) 
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Interpretation : les result at s sont plus clairs que dans les figures (3.2)-(3.4). La 
courbe correspondant a la Version 2 est, dans les deux CclS, 8.11" dessus des autres. La 
Version 2 a genere une meilleure solution (c'est-a-dire a ete plus rapide puisqu'on 
mesure le temps CPU) sur environ 45% (respectivement 50%) des problemes avec 
l'heuristique 1 (respectivement Fheuristique 2). De plus, la Version 2 resout presque 
80% des problemes dans les deux cas alors que les autres versions tournent autour 
de 65%. Si on cherche maintenant a comparer les deux autres versions entre elles, la 
Version 1 est superieure a la Version 3 meme si cette superiorite n'est pas evidente. 
En effet, bien que la courbe correspondant a la Version 1 soit plus souvent au-dessus 
l'autre, les deux courbes se croisent. En termes de probability de resoudre un probleme 
pris au hasard, les deux versions sont presque identiques, ainsi que pour le pourcentage 
de problemes resolus. 
Conclusion : En termes de temps CPU, la Version 2 est done globalement meilleure 
que les deux autres qui, elles, sont tres semblables. 
3.2.2.2 Comparaison des nombres d'iterations 
On compare dans ce qui suit les nombres d'iterations internes necessaires a la 
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Figure 3.8 - Comparaison des versions pour l'heuristique 2 (Nombre d'iterations) 
Interpretation : les resultats sont encore plus marques que precedemment. En 
effet, les trois courbes sont disposees les unes au-dessus des autres : celle corres-
pondant a la Version 2 au-dessus de celle correspondant a la Version 1, elle-meme 
au-dessus de celle correspondant a la Version 3. On remarque que pour un probleme 
pris aleatoirement, la Version 2 a cette fois presque 60% de chances d'etre la meilleure 
en termes de nombre d'iteration. 
Conclusion : En termes de nombre d'iterations, la Version 2 est done globalement 
meilleure que les deux autres et la Version 1 est meilleure que la Version 3. Si on veut 
resoudre un probleme en cherchant a minimiser le nombre d'iterations, la Version 2 
est done celle qu'il faut choisir. 
3.2.3 Analyse 
Nous essayons dans cette partie d'eclairer les resultats numeriques precedents a la 
lumiere de ce que l'aspect theorique nous apprend. 
Superiorite de la Version 2 : 
Ainsi que nous l'avons vu dans la section 2.2.2, on sait le preconditionnement apporte 
une stabilite numerique aux depens d'un nombre accru de calculs a effectuer (car on 
— Versionl-Heuristique2 
— - Version2-Heuristique2 
— Version3-Heuristique2 
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sait qu'on doit resoudre des systemes lineaires supplement aires). On ne peut done 
pas prevoir, a priori, si l'aspect benefique l'emportera numeriquement sur l'aspect 
negatif. On peut notamment imaginer que le temps de calcul sera plus grand dans le 
cas d'un preconditionnement a cause des calculs supplement aires. 
La pratique nous montre done que e'est l'aspect positif du preconditionnement 
qui remporte le duel. En effet, grace a l'amelioration de la stabilite numerique, on 
diminue fortement le nombre d'iterations necessaires et au final, le temps de calcul est 
moins eleve. Cet enchainement de benefices n'etait pas une evidence avant les tests 
numeriques. 
Echec relatif de la methode de Nocedal et Yuan : 
Dans la theorie, on a vu que la methode de Nocedal et Yuan permettait d'eviter de 
repeter certains calculs lorsqu'on resout le sous-probleme barriere par une methode 
de region de confiance. Elle devrait done a la fois reduire le nombre d'iterations pour 
resoudre le sous-probleme et par consequent le temps de resolution. Or dans les tests 
numeriques, il apparait que ce n'est pas le cas. 
D'abord, il faut comprendre que la methode a ete congue pour des problemes de 
grande taille, pour lesquels le calcul de la direction de descente est tres couteux. La 
collection consideree ne possede pas vraiment ce genre de probleme. 
Ensuite, une maniere peut-etre plus adaptee de comparer les versions 1 et 3 
seraient de le faire sur les problemes que la Version 1 resout en un nombre eleve 
d'iterations. Ainsi, on pourrait voir si la methode permet de gagner en efficacite sur 
les problemes longs a resoudre et par consequent l'utiliser dans ce cas uniquement. 
Quand on effectue ce travail, on est confronte a deux cas principaux : 
C a s 1 Le nombre d'iterations avec la Version 3 est largement inferieur a celui de la 
Version 1. Exemple : probleme hs078 ou on passe de 857 a 152 iterations. 
C a s 2 Le nombre d'iterations avec la Version 3 est comparable a celui de la Version 
1. Exemple : probleme hs059 pour lequel on passe de 175 a 146 iterations. 
On s'apergoit que la methode de Nocedal et Yuan peut soit etre tres avantageuse, 
soit etre presque inutile dans le cas de nos problemes qui, il faut le rappeler, ne 
sont pas de grande taille. Notons qu'a l'avenir, on pourrait essayer de combiner le 
preconditionnement avec cette methode de Nocedal et Yuan. 
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3.2.4 Resultats sur des MPEC 
On propose ci-dessous 1'evaluation des performances de la Version 2 de PSUPERB 
sur une collection de problemes de type MPEC (voir (MPEC)). Cette collection est 
disponible sur le site web www-unix.mcs.anl.gov/~leyffer/MacMPEC/ et propose 
des problemes d'origine et de taille differentes. Nous avons selectionne un ensemble 
de 63 problemes parmi tous ceux qui etaient disponibles. Le tableau 3.5 recapitule les 
problemes qui n'ont pas ete etudies. Nous donnons les resultats obtenus en fonction 




gnashl l a gnashl9, pack-comp2*, 





pack-compl-8 a pack-compl-32, 
pack-rig* (sauf pack-rigl-8). 
qpec* (sauf qpecl-100). 
bem-milanc30, siouxfls 
Cause 
Modele similaire a un probleme deja traite 
Temps de calcul necessaire trop eleve 
a cause de la taille du probleme 
des heuristiques combinees avec la Version 2 de l'algorithme a la figure 3.9. Remar-
quons que chaque modele etudie a du etre modifie manuellement pour remplacer le 
mot-cle complements du langage AMPL par les contraintes explicites qu'il represente 
car notre code ne reconnait pas encore ce mot-cle. 
Interpretation : on s'apergoit (en regardant ce qui se passe lorsque l'abscisse est 
minimum) que les deux heuristiques donncnt des resultats tres similaires. En effet, si 
on prend un probleme au hasard on a environ 50% de chance pour qu'il soit resolu 
plus vite par l'heuristique 1 (et done le meme resultat pour l'heuristique 2). Ensuite, 
on voit que les deux methodes aboutissent a la resolution d'un peu moins de 80% 
des problemes. Finalement on voit (en regardant ce qui se passe lorsque l'abscisse est 
maximum) qu'au pire, la meilleure heuristique est 16 fois plus rapide que l'autre. On 
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Figure 3.9 - Comparaison des performances (Temps CPU) des heuristiques avec la 
Version 2 sur la collection MacMPEC 
Remarque : Lors des tests numeriques, nous avons remarque la chose suivante : 
sur certains problemes de type MPEC, l'algorithme converge vers un point non-
optimal (et par consequent echoue) pour lequel seule la contrainte de type 
(FTx) ± (GTx) (3.1) 
est tres mal satisfaite. Or la qualite de la satisfaction des contraintes est etroitement 
liee a la gestion des variables elastiques et done au parametre v. Cela nous a conduit 
a imaginer le scenario suivant : si au cours de la boucle externe on remarque que les 
contraintes de type (3.1) sont mal satisfaites, on augmente alors le parametre v. 
Cette approche est comparable a celle presentee dans (Leyffer, Lopez-Calva, & 
Nocedal, 2006) dans lequel une mise a jour dynamique de v est aussi evoquee. Apres 
implementation de cette strategic, nous avons teste numeriquement l'impact du chan-
gement. Voici trois exemples sur lesquels la modification a apporte un net benefice. 
— Heuristiquel-Macmpec 
- - Heuristique2-Macmpec 
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Exemple 1 : (scale) 
Le probleme est le suivant : 
minimiser (10xi — l ) 2 + (1000x2 — I) 2 
xi,x2eR 
s.c. : x'i > 0, 
X2>0, 
X\X2 — 0. 
Lorsqu'on n'utilise pas la strategie mentionnee plus haut, l'algorithme se dirige 
vers le point (0.1, 0.001) qui n'est pas admissible car la condition XiX2 = 0 n'est pas sa-
tisfaite car elle vaut 10~4 en ce point. Pourtant, ce point est optimal pour les problemes 
elastiques successifs generes par l'algorithme car on peut trouver numeriquement des 
valeurs pour les multiplicateurs afin qu'il en soit ainsi. 
D'un autre cote, avec la mise a jour dynamique de v, on converge vers le point optimal 
(0.1, 0) en 34 iterations l'heuristique 1 (693 avec l'heuristique 2). Cela provient du 
fait qu'on est tres exigeant sur la satisfaction de la contrainte X\X% = 0 : au bout 
d'un moment, la valeur de 10~4 ne nous satisfait pas assez, ce qui nous conduit a 
augmenter v et l'algorithme se dirige vers un autre point pour lequel la contrainte est 
mieux verifiee. La regie exacte pour la mise a jour dynamique est la suivante : 
Si ||xia;2| I < 10// Alors [vEqi i/s, vT\ <— [lOz^g, 10^s, 10i^r]. 
Exemple 2 : (ralphl) 
Le probleme est le suivant : 
minimiser 2xi — X2 
s.c. : X2 — X\ > 0, 
(x2 - x i )x 2 = 0, 
Xi, x2 > 0. 
Le point optimal pour ce probleme est (0,0). Si on n'utilise pas la strategie de mise 
a jour dynamique, on converge vers (0,0.01) qui encore une fois ne satisfait pas la 
contrainte (X2 — Xx)x2 = 0. Mais dans le cas ou on emploie la nouvelle strategie, on 
converge vers l'optimum en 34 iterations avec l'heuristique 1 (29 avec l'heuristique 2). 
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Exemple 3 : (scholtes4) 
minimiser x\ + x2 — £3 
s.c. : x2 > 0, 
xi > 0, 
Xlx2 = 0, 
- 4 x i + x3 < 0, 
- 4 x 2 + x-3 < 0. 
Le point optimal est (0,0,0). On est face au meme genre de situation que dans les 
deux exemples precedents : 
- Sans mise a jour dynamique, on converge vers (0.01,0.01,0.01). La contrainte 
de complementarite X\X2 = 0 est satisfaite a 10~
4 pres, ce qui ne suffit pas a 
etre optimal. 
- Avec une mise a jour dynamique, on converge vers 1'optimum en 56 iterations 
avec l'heuristique 1 (31 avec l'heuristique 2). 
Notons que cette regie de mise a jour dynamique n'a pas ete testee sur d'autre 
probleme pour l'instant et que ce sera done l'objet de travaux futurs. 
3.2.5 Problemes de structure 
Nous donnons ci-dessous les resultats numeriques associes aux problemes presentes 
dans le chapitre 1. Notons qu'a l'heure actuelle, il n'existe aucune collection de test 
pour les MPVC. Ainsi, nous avons cree tous les modeles MPVC, en langage AMPL, 
presentes dans cette section. 
3.2.5.1 Minimisation du volume 
Voyons comment s'est comporte PSUPERB sur les trois problemes de structure 
dont on cherche a minimiser le volume. 
Formulation Classique (1.50) 
La valeur de l'objectif a l'optimalite est de 40.997. Les diametres des barres sont 
(ii — 10, a2 = 10, 03 = 1,04 = 14.14 et a5 — 0. 
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Optimal - 165 iterations 
echec 












La valeur de l'objectif a l'optimalite est de 8553.44. Les diametres des barres sont 
a,\ = 5 a% = 5 
a3 = 70.36 0,4 = 0 
a5 = 40.62 a6 = 0 
a7 = 14.14 a8 = 0 
a9 = 0 a10 = 68.32 












La valeur de l'objectif a l'optimalite est de 9924.4. Les diametres des barres sont 
a\ — 10 a,2 = 5 a$ = 57.45 
CJ4 = 0 05 = 0 a6 = 0 
a-j = 0 ag = 0 ag = 0 
a10 = 0 a n = 68.32 a12 = 68.32 
a i 3 = 0 a u = 0 a i 5 = 7.07 
ai6 = 0 an = 0 aig = 0 
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Formulation MPVC (1.52) 










Optimal - 363 iterations 
echec 
La valeur de l'objectif a l'optimalite est de 35.746. Les diametres des barres sont 
ax = 2.25, a2 = 2.25, a3 = 6.75, a4 = 6.36 et a5 = 10.96. 
On remarque alors que la modelisation MPVC permet d'aboutir a une meilleure 
solution, en terme d'objectif, que le modele classique. Ce probleme admet done au 
moins deux minima locaux mais nous n'avons pas cherche a savoir si, theoriquement, 
d'autres minima exist aient. 












La valeur de l'objectif a l'optimalite est de 8553.44. Les diametres des barres sont 
a\ = 5 a2 = 5 
as — 70.36 au = 0 
a5 = 40.62 a6 = 0 
a7 = 14.14 a8 = 0 
a9 = 0 aw = 68.32 
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La valeur de l'objectif a l'optimalite est de 9924.4. Les diametres des barres sont 
ai = 10 a2 = 5 a3 = 57.45 
a^ = 0 a5 = 0 a6 = 0 
a,7 = 0 a8 = 0 a9 = 0 
aio = 0 a n = 68.32 a12 = 68.32 
a i 3 = 0 0,14 = 0 Oi5 = 7.07 
ai6 = 0 an = 0 ais = 0 
Etude comparat ive : 
Comparons, dans le tableau 3.12, les resultats obtenus avec PSUPERB et ceux issus 
de tests realises avec le solveur commercial SNOPT. Le tableau 3.12 nous permet 
d'enoncer les remarques suivantes : 
- PSUPERB est globalement moins efficace en termes de nombre d'iterations. 
- Les solutions trouvees sont les memes en terme d'objectif a l'exception du 
probleme a 5 barres formule comme un MPVC pour lequel PSUPERB trouve 
une solution ayant un meilleur objectif. 
- La formulation MPVC semble plus difficile a resoudre. 
Cependant, notons que : 
- Le code de PSUPERB n'est pas optimise; dans cette maitrise on l'a simplement 
fait fonctionner et done on peut conclure qu'il est prometteur. 
- SNOPT a une dizaine d'annees d'experience. 
- PSUPERB est fonde sur des resultats theoriques en ce qui concerne les MPVCs 
en particulier et plus generalement, les problemes degeneres. 
On donne a present Failure physique des structures optimales a la figure 3.10. 
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Tableau 3.12: Comparaison des «Nombre d'iterations / Objectifs » des solveurs PSU-










165 / 40,99 
165 / 8553,4 
292 / 9924,4 
138 / 35,746 
508 / 8553,4 
645 / 9924,4 
SNOPT 
26 / 40,99 
39 / 8553,4 
76 / 9924,4 
18 / 40,99 
52 / 8553,4 
80 / 9924,4 
Remarque : Dans toutes les solutions trouvees, a l'exception de la solution a 5 
barres dont l'objectif vaut 35,746, il y a une barre dont le diametre est nul done la 
LICQ n'est pas satisfaite pour ces structures optimales d'apres la propriete 1.3.1.1 du 
chapitre 1. 
Conclusion : Sur les problemes de structure, la Version 2 est indispensable. Les 
autres echouent toujours, meme sur le probleme le plus simple. Concernant les deux 
modelisations, classique et MPVC, la formulation MPVC semble plus complexe a 
resoudre meme si elle peut amener a trouver un meilleur objectif. En terme de va-
leur objectif, PSUPERB semble tres competitif par rapport a un solveur commercial 
tel que SNOPT (Gill et al., 2005) en depit d'un nombre plus eleve d'iterations pour 
atteindre cet objectif. 
3.2.5.2 Minimsation de I'energie de deformation 
On considere ici les deux formulations, (1.53) et (1.56), du chapitre 1. En obser-
vant les resultats obtenus par les diverses versions de PSUPERB on a travaille, pour 
ces problemes, avec la Version 2. Pour la premiere formulation, on obtient alors le 
tableau 3.13. Si on s'interesse au second probleme, (1.56), qui est un MPEC, on ob-
tient le tableau 3.14. De toute evidence, les resultats ne sont pas brillants. Soulignons 
toutefois que parmi les solveurs disponibles sur la marche, seul SNOPT parvient a 
trouver des points optimaux pour les premiers problemes ; pour les seconds, des qu'on 
depasse les tallies academiques, l'echec se generalise a tous les solveurs (voir les details 
dans (Kocvara & Outrata, 2006)). 
I l l 
(a) 5 Barres - Objectif = 40,99 (b) 5 barres - Objectif = 35,746 
(c) 10 barres - Objectif = 8553,4 (d) 18 barres - Objectif = 9924,4 
Figure 3.10 - Structures optimales 
Tableau 3.13: Nombre d'iterations effectuees par la Version 2 de PSUPERB sur des 



















Conclusion : On retiendra que les problemes d'optimisation de structure, formules 
comme des MPEC, sont des problemes encore bien peu maitrises numeriquement. 














Puisque nous nous sommes concentres sur des problemes de structure, une ambi-
tion legitime est de representer revolution du treillis de barres au cours des iterations. 
Pour cela nous avons utilise une application graphique appelee Processing, dis-
ponible gratuitement sur www.processing.org. Le but de cette application est de 
proposer un environnement graphique utilisable seul ou en interaction avec d'autres 
applications. Le langage sous-jacent a cette application est Java. 
Dans notre cas, nous avons cree un lien entre Processing et Timplementation de PSU-
PERB. La passerelle entre les deux applications est un fichier texte, va leur . t x t , dans 
lequel psuperb.py ecrit et qui est ensuite interprete par Processing. Concretement 
voici ce qui se passe : v a l e u r . t x t contient les diametres des barres du treillis. Pro-
cessing lit v a l e u r . t x t toutes les 0.02 secondes et affiche le dessin qui correspond. 
Lorsqu'on fait tourner psuperb.py, a chaque fin d'iteration externe, on ecrit dans 
v a l e u r . t x t les valeurs courantes des variables, c'est-a-dire des diametres des barres. 
Au final, on a 1'impression de visualiser revolution en temps reel du treillis propose 
par l'algorithme. 
Un apercu de ce qui apparait a l'ecran est donne aux figures 3.11 et 3.12. 
On voit alors que certains traits sont plus epais que d'autres : cela correspond 
aux differences entre les diametres pour chacune des barres. Le code necessaire a 
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Figure 3.11 - Apergu de la visualisation du treillis 5 barres proposee par Processing 
MEBSSStEBHSBK^M 
Figure 3.12 - Apergu de la visualisation du treillis 10 barres proposee par Processing 
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l'obtention de ces images est disponible a l'adresse suivante : 
perso.telecom-paristech.fr/~curatolo/Piero/Work/Work.html. 
Pour le moment, nous avons ecrit le code pour les problemes des treillis a 5 et 10 
barres uniquement. En fait, nous pourrions le faire pour un treillis quelconque, du 
moment qu'on connait les positions horizontale et verticale de toutes les barres (aim 
de faire correspondre les diametres avec les bonnes barres). Lorsque le nombre de 
barres devient grand, cela peut s'averer fastidieux. II serait alors possible d'imagi-
ner d'autres angles de vue, plus simple a representee Dans notre cas, nous voulions 
simplement proposer une premiere illustration des solutions calculees par notre algo-
rithme. Nous l'avons done fait sur des exemples simples arm de verifier, par le bon 
sens, que les solutions proposees avaient Pair physiquement realisables! 
Remarque : la figure 3.12 est conforme a la solution proposee dans (Stolpe & Svan-
berg, 2003). 
3.4 Difficulties et travaux futurs 
3.4.1 Problemes non-resolus 
Lors des tests sur la collection de problemes (Hock & Schittkowski, 1981), PSU-
PERB n'a parfois pas ete capable de trouver de solution optimale. Certains problemes 
se sont averes resolus par un bon choix (different de ceux proposes a la section 2.2.1) 
du parametre de penalisation initial. D'autres ont continue a mettre en defaut l'al-
gorithme. Ci-dessous nous dressons une liste des divers problemes non-resolus avec 
dans certains cas la valeur du v initial qui a permis d'arriver a l'optimalite. 
Problemes resolus : 
HS088, 89, 90, 91, 92 avec u0 = (600,3000,600) 
HS067 avec la Version 2 et uQ = (100,150,100) 
HS013 : Voir chapitre 3 section 3.1 pour une explication du comportement de PSU-
PERB sur ce probleme. 
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Problemes non-resolus : 
HS072, 74, 75, 99 : Ces problemes, non resolus par PSUPERB, sont pourtant assez 
facilement resolus par SNOPT (moins de 50 iterations). 
HS087 : Ce probleme n'est pas differentiable. 
3.4.2 Difficulties 
3.4.2.1 Le parametre v 
Comme nous l'avons vu jusqu'ici, le parametre de penalisation, u, est determinant 
dans la convergence de l'algorithme vers une solutions optimale ou non. Deux diffi-
cultes interviennent lorsqu'on etudie ce parametre : le choix initial et la mise a jour. En 
effet, en depit des heuristiques proposees, on a vu que certains problemes pouvaient 
etre resolus par un choix judicieux du v initial alors que les heuristiques echouaient 
a trouver une solution optimale. Ensuite, concernant la regie de mise a jour, on a 
privilegie une implementation qui semblait fonctionner dans de nombreux cas mais 
on peut se demander si une autre regie de mise a jour ne pourrait pas permettre 
de resoudre certains problemes encore sources d'echec ou bien ameliorer les resultats 
actuels. 
3.4.2.2 Etude de I'influence de fi 
Lors de ces travaux, nous avons beaucoup insiste sur I'influence du parametre v 
mais peu evoque le role de [i. II y a fort a parier que le choix initial pour ce parametre 
influence les resultats ainsi que sa regie de mise a jour (voir section 2.1.4.3 pour les 
regies adoptees jusqu'ici). C'est pourquoi nous souhaitons ici mentionner cette piste 
de recherche afin d'ouvrir la voie a de futurs travaux a ce sujet. 
3.4.2.3 Choix des multiplicateurs primaux-duaux initiaux 
Dans notre etude, nous avons choisi de prendre comme valeur initiale des esti-
mateurs primaux-duaux celle des multiplicateurs primaux. Evidemment, ce choix n'a 
aucune raison d'etre meilleur qu'un autre. Notons que personne aujourd'hui ne salt 
s'il existe un choix optimal a effectuer. II fallait done opter parmi les multiples options 
possibles. Nous laissons ainsi la porte ouverte a de futures recherches dans l'optique 
de determiner un jeu d'estimateurs initiaux meilleurs que ceux que nous avons adopte. 
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Conclusion 
Nous avons essaye de resoudre le probleme de conception de structure. Ce probleme 
se modelise suivant differents paradigmes de programmation mathematique. Nous 
avons choisi une methode de penalisation adaptee a la resolution de tels problemes. 
Cette methode, baptisee PSUPERB, est un algorithme de points interieurs avec 
penalisation £\ et variables elastiques. 
Dans un premier temps, nous avons cherche a decouvrir les specificites de chaque 
formulation, notamment en termes de satisfaction des conditions de qualification. 
Ainsi, nous avons pu constater que 1'algorithme selectionne etait tout particulierement 
adapte a la situation grace a l'emploi des variables elastiques. Nous sommes alors 
passes a l'implementation de la methode en code Python afin de pouvoir resoudre 
numeriquement ces problemes. 
Theoriquement, l'algorithme est en mesure de trouver des points optimaux qui 
verifient les conditions de KKT ou bien de prouver que des conditions de qualification 
(MFCQ ou VC-MFCQ selon ce qui s'applique) sont violees au point de convergence. 
Cette capacite a decerner un certiflcat de degenerescence est peu repandue parmi les 
codes actuellement disponibles. Numeriquement, les resultats sont tres satisfaisants 
sur les collections de problemes Hock-Schittkowski et MacMPEC ainsi que sur des 
problemes de structure de petite taille. 
Toutefois, les performances actuelles de l'algorithme peuvent encore etre forte-
ment optimisees. II nous reste par exemple a trouver comment mieux gerer les pa-
rametres de penalisation et barriere ou encore a raffiner les strategies utilisees lors 
de la resolution des sous-problemes de region de confiance. Nous devrons egalement 
traiter des problemes de structure de grande taille ou d'autres types de problemes 
degeneres afin de mieux evaluer l'etendue des capacites de PSUPERB. Enfln, en rap-
port avec l'implementation, il reste de nombreuses opportunites a saisir pour rendre 
le code plus competitif. 
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