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Abstract
A major requirement for credit scoring models is to provide a max-
imally accurate risk prediction. Additionally, regulators demand these
models to be transparent and auditable. Thus, in credit scoring, very
simple predictive models such as logistic regression or decision trees are
still widely used and the superior predictive power of modern machine
learning algorithms cannot be fully leveraged. Significant potential is
therefore missed, leading to higher reserves or more credit defaults. This
paper works out different dimensions that have to be considered for mak-
ing credit scoring models understandable and presents a framework for
making “black box” machine learning models transparent, auditable and
explainable. Following this framework, we present an overview of tech-
niques, demonstrate how they can be applied in credit scoring and how
results compare to the interpretability of score cards. A real world case
study shows that a comparable degree of interpretability can be achieved
while machine learning techniques keep their ability to improve predictive
power.
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1 Introduction
The field of interpretable machine learning has rapidly advanced in recent years.
There are at least three reasons for this. First, there are an increasing number of
predictive models that affect our everyday life. A popular example is credit de-
cisions based on scoring models. The unprecedented scale in which autonomous
systems affect our lives bring people’s attention to a potential negative impact
of such automation, which has led to new regulations such as GDPR (Goodman
and Flaxman 2017) and ehtical guidelines such as the one published by the EU
Expert Group on AI (2019).
Secondly, there is an increasing availability of large datasets and cheap com-
putational power. Traditionally, predictive models were built mostly based on
domain knowledge. Recent machine learning algorithms automatically seek pat-
terns in collected data, which is different from the model developer perspective:
Models based on domain knowledge are understandable to model developers.
Elastic and complex data-hungry models are not necessarily transparent any-
more.
For the application of machine learning in financial services the Finacial
Stability Board (FSB) states that “the use of complex algorithms could result in
a lack of transparency to consumers. This ‘black box’ aspect of machine learning
algorithms may in turn raise concerns. When using machine learning to assign
credit scores and make credit decisions, it is generally more difficult to provide
consumers, auditors, and supervisors with an explanation of a credit score and
resulting credit decision if challenged” (Financial Stability Board 2017). Thus,
model developers are confronted with an increasing need for tools to better
understand what their models have learned.
Thirdly, there is a growing number of reported failures of complex predictive
models in different domains in the recent past that can be traced back to a lack
of proper model validation and model understanding (Alemzadeh et al. 2016;
Wexler 2017; McGough 2018; O’Neil 2016).
In the context of credit risk modelling there are several specific requirements
for models, which have led to consistent popularity of logistic regression models
(Szepannek 2017b):
1. the models are subject to regulation and auditors are typically familiar
with interpreting logistic regression models due to their linear nature,
2. regulation further requires recurrent monitoring, which can be easily in-
terpreted on a variable level for logistic regression models,
3. customers have a right to explanation of individual decisions, and an an-
swer to the question why a credit application has been rejected can be
easily broken down since the score computed from a logistic regression
model is the sum of the variables’ effects.
Thus, based on the above reasons, standard logistic regression is currently
still considered as the gold standard methodology in the credit scoring industry,
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despite the general superiority of modern machine learning techniques (cf. e.g.
Baesens et al. 2002; Lessmann et al. 2015; Louzada et al. 2016; Bischl et al.
2014; Szepannek 2017b; Brown and Christophe 2012; Bellotti and Crook 2009;
Fitzpatrick and Mues 2016).
For Machine Learning models which often act as black-boxes and lack the
transparency of simpler models such as logistic regression, many techniques have
been developed that help to create explanations for models and predictions (cf.
Molnar 2019). However, a standardized framework for these explainable ML
(sometimes also denoted as explainable AI, abbrev. XAI) methods that can
provide structured guidance on how to apply them in an application such as
credit scoring is still missing.
2 Framework for Transparency, Auditability and
eXplainability of Models for Credit Scoring
2.1 Requirements for Credit Scoring
There are several specific requirements to model exploration in the context of
credit scoring. In this section, these requirements will be detaied out. In the
following subsections we will map these requirements to specific XAI methods.
An important set of requirements on the transparency of models are based
on the Basel Commitee on Banking Supervision (BCBS): According to the Euro-
pean Banking Authority “the selection of certain risk drivers and rating criteria
should be based not only on statistical analysis, but [that] the relevant business
experts should be consulted on the business rationale and risk contribution of the
risk drivers under consideration” (European Banking Authority 2017). Compa-
nies should establish checks and tests at each stage of the development process
and be able to “demonstrate developmental evidence of theoretical construc-
tion, behavioural characteristics and key assumptions, types and use of input
data, numerical analysis routines and specified mathematical calculations, and
code writing language and protocols (to replicate the model)” (Financial Stability
Board 2017). While the last two aspects refer to reproducibility and proper doc-
umentation the first three ones are closely related to global-level explanations
as described in section 4.1.
One important aspect of data protection regulations is the right to expla-
nation. Specifically, the European Union General Data Protection Regulation
states, that a person whose personal data is used “shall have the right not to
be subject to a decision based solely on automated processing, including profil-
ing, which produces legal effects concerning him or her or similarly significantly
affects him or her” (European Union 2016, Article 22 (1)). Also, “the data con-
troller shall implement suitable measures to safeguard the data subject’s rights
and freedoms and legitimate interests, at least the right to obtain human inter-
vention on the part of the controller, to express his or her point of view and
to contest the decision” (European Union 2016, Article 22 (3)). This requires
transparency of every single credit decision supported by data and algorithms.
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Thus, it is not sufficient for banks to be able to explain a credit scoring algo-
rithm and how it is making predictions in general but also to explain any single
credit decision and to identify the most adverse characteristics of an applicant
which means being able to provide instance-level explanations as described in
section 4.2.
According to the Financial Stability Board the use of machine learning tech-
niques in combination with new data sources bears the potential of risk assess-
ment also for customers without known credit experience while at the same time
risking to introduce bias or ethical issues into modelling, e.g. by learning models
that yield combinations of borrower characteristics that are nothing but corre-
lates of race or gender (Financial Stability Board 2017, Sec. 3.1.1 and Annex
B). A road towards ethical fairness of machine learning models is discussed in
(Kusner and Loftus 2020). As outlined in (Garzcarek and Steuer 2019) ethical
considerations will become an increasing challenge for the future role of data
scientists. In April 2019, the European Commission High-Level Expert Group
on AI presented “Ethics Guidelines for Trustworthy Artificial Intelligence” (EU
Expert Group on AI 2019). Three of the guidelines directly refer to explainabil-
ity:
1. Human agency and oversight: proper oversight mechanisms need to
be ensured, which can be achieved through human-in-the-loop approach
2. Transparency: AI systems and their decisions should be explained in a
manner adapted to the stakeholder concerned and
3. Accountability: Mechanisms should be put in place to ensure responsi-
bility and accountability for AI systems and their outcomes.
These requirements imply that the problem of explainability should be ad-
dressed more broadly than just from the perspective of the bank’s data science
division, or from the perspective of the customer. The topic of explainability
should be analysed from the perspective of all stakeholders present in the in the
model life cycle (Arya et al. 2019; Sokol and Flach 2020). The topic of explain-
ability and ethics of AI appears in EU documents not only in the context of
requirements protecting civil rigths, but also in the context of strategies towards
responsible algorithms (European Commission 2020).
2.2 Proposed Framework for Transparency, Auditability
and eXplainability
In this section we introduce a systematic model exploration process focused
on Transparency, Auditability and eXplainability for Credit Scoring models
(TAX4CS). Its outline is presented in the Figure 1.
2.2.1 Stakeholders
As recommended in (EU Expert Group on AI 2019), the first step of the process
is to identify the stakeholders that participate in the model life cycle. These
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stakeholders may include the bank’s data science team, internal or external au-
ditors, regulators and, of course, the bank’s customers. The list of stakeholders
may be larger for certain models.
2.2.2 Lifetime
In the next step it is necessary to define the life cycle of the model and to identify
which stakeholders are involved at which point. The role of model developers
is active at the beginning of the model life cycle. The auditor’s role begins
when the model has been created. Then regular monitorings and audits may be
carried out periodically to determine the current effectiveness of the model as
required in (Financial Stability Board 2017). Figure 1 presents a proposal, but
for different products the life cycle may vary.
2.2.3 Needs
After identifying the stakeholders and their activities during the model life cycle,
we can proceed to identify stakeholder needs. These needs should meet the
requirements listed in the regulations from the previous section. Some examples
• A credit officer should be able to understand what were the key features
behind a credit decision so that they can express his or her point of view
and to contest the decision, as requested in (European Union 2016),
• The auditor should be able to establish checks and balances at each stage of
the development process as requested in (Financial Stability Board 2017),
• Proper oversight mechanisms shall be avaliable for auditor as requested in
(EU Expert Group on AI 2019).
2.2.4 XAI methods
There are different aspects in which one can categorise methods for model in-
terpretations. One is whatever method is model-specific, i.e. works only for a
selected class of predictive models, or is model-agnostic, that does not assume
anything about the internal structure of a model, such as e.g. tracing signal
through layers of deep neural network (Montavon et al. 2018). Model specific
tools can be very powerful since they make use of the explicit model structure
for the analysis, e.g. for linear models such as logistic regression the interpreta-
tion is straightforward and given by the resulting effect estimates. In this paper,
we focus on model-agnostic tools. These tools offer the opportunity to compare
side by side models of different structures, which allows for champion-challenger
analysis of black box models against interpretable glass box models.
The choice for a specific method should be based on the identified needs of the
stakeholder. In order to identify an appropriate set of techniques the proposed
pyramid of XAI methods depicts available methods along two dimensions.
The first dimension - the vertical direction of the pyramid - corresponds to
the depth of model exploration. Methods are divided with respect to the aspect
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Figure 1: The process description consists of four components. The first defines
the stakeholders that are affected by the model. The second defines the life cycle
of the model and specifies which stakeholders are active in which part of the
model life cycle. The third specifies at which time which stakeholders have what
needs related to the model. The last component sets out the machine learning
techniques that can be used to meet the identified needs.
of the model or prediction that should be analysed. The underlying idea is
to start with a simple measure of model and prediction performance and drill
down into factors that influence model performance and individual predictions.
It starts with general performance metrics. Subsequently, they are broken down
into components related to specific characteristics of the credit application. The
next step is to analyse the response profile as “what-if” questions. This cascade
approach allows stakeholders to choose a level of explanation that matches their
needs.
The second (horizontal) dimension concerns the global versus local aspect
of model explainability, shown as the left and right side of the pyramid. The
global aspect is needed to verify the possible systemic discrimination or biases
of the model and to provide specific overall checks. The local aspect is needed
to facilitate explanation of the model’s for individual credit applications.
We now summarize a list of methods for the two groups of methods for local-
level and global-level explanations (Gill and Hall 2018; Molnar 2019; Biecek and
Burzykowski 2019; Szepannek and Aschenbruck 2019). The methods presented
below are implemented in packages for R (Biecek 2018; Molnar et al. 2018) or
Python (Jenkins et al. 2019).
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Global-level explanations are focused on the model behavior in general.
One example is the model-agnostic feature importance. This can be calculated
as drop in the model performance after a permutation of a selected feature
(Fisher et al. 2018). Once the most important features are identified, they can
be examined in detail using Partial Dependence Plots (PDP, Friedman 2000;
Greenwell 2017). PDPs summarise how on average the model response changes
with a shift of the value for a single feature.
Local-level explanations are focused on a model behavior around a single
model prediction. Individual conditional expectations (Goldstein et al. 2015)
trace how the model response would change with a shift in the model input. The
disadvantage of such an approach is that one needs to trace every variable. This
can be problematic for large numbers of variables. Local Interpretable Model-
agnostic Explanation (LIME, Ribeiro et al. 2016) identifies sparse explanations
based on small numbers of features. LIME is based on simple interpretable sur-
rogate models that are fitted locally to the black box model. A disadvantage of
LIME is that feature explanations do not add to the model predictions. In con-
trast, the SHapley Additive exPlanations (SHAP) method (Lundberg and Lee
2017) uses Shapley values from cooperative game theory to attribute additive
feature effects to final model predictions. The iBreakDown method (Gosiewska
and Biecek 2019) can be used for identification of non-additive decompositions.
3 Comparative study of Scorecards and Explain-
able Machine Learning
To illustrate the proposed process, in this section we show a comparative analysis
of several models for credit scoring. We compare both the performance and,
more importantly, the explainability of a logistic regression model with modern
machine learning models in a credit scoring context. For the comparative study,
a publicly available data set has been used. This data set was provided by FICO,
one of the major credit bureaus in the United States (FICO 2019).
3.1 Description of the data
The data relate to the Home Equity Line of Credit (HELOC) with customers
requesting a credit line in the range of $5,000 - $150,000. The data set has
n = 10, 459 observations of 23 covariates and one binary target variable. The
task is to predict whether a consumer was ever more than 90 days overdue within
a 24 months period. The predictor variables are all quantitative or categorical,
and come from anonymised credit bureau data.
Eleven additional dummy variables have been created after manual inspec-
tion of the data in order to identify missing observations where no information,
no valid information or no bureau data is available. In order to support rigor-
ous analysis, the data set has been split and randomly assigned into two sets:
training data (75% or 7844 obs.) and test data (25% or 2615 obs.), where the
8
former has been used for model training and parameter tuning while the latter
has been set aside and only used for performance evaluation.
In addition to creating a model of highest discriminatory power according
to the challenge description, a monotonic dependency of the risk prediction on
some of the predictor variables has to be ensured (cf. FICO 2019).
3.2 Models for comparison
3.2.1 Scorecard model
In the first step, a traditional credit risk scorecard has been developed as a
baseline for further comparison to represent the current industry standard. A
typical scorecard modelling process consists of a chain of subsequent modelling
steps and can be considered as a special case of well-known general process stan-
dards for data mining business practice such as KDD or CRISP-DM (Azevedo
and Santos 2008). Typically, at each stage of the process, exploratory analy-
ses are conducted resulting in modelling decisions based on business knowledge
(Szepannek 2017a). A typical preprocessing (cf. e.g. Finlay 2012) consists in
coarse classing of the original variables as well as an optional subsequent WOE
transform of the resulting dummy variables. The preprocessd data are used for
logistic regression using variable selection, which is often performed by man-
ual interaction of the analyst using business information with suggestions of an
automatic selection strategy.
Variable coarse classing is generally obtained using an initial algorithm-based
binning which has to be manually updated by the analyst in a second step.
In the case of the HELOC data, the initial binning has been generated using
recursive binary splits of numeric variables that maximise the information value
(IV =
∑
x(f(x|1)−f(x|0))WOE(x)) of the binned variable, where a minimum
relative IV improvement of 5% for any additional split has to be reached. For
categorical variables, all levels that do cover less than 2% of the data are assigned
to a new “rest” level. The remaining levels are sorted according to their default
rate and any two subsequent levels are merged (from low to high) as long as
their default rates do not significantly differ (α = 0.1) using a χ2 test (Szepannek
2017a). Afterwards, few resulting very small classes of numeric variables have
been manually merged with their adjacent class as well as a few bins that were
violating the monotonicity constraints as given by the competition (cf. FICO
2019) after the initial automatic binning. An example for this is given by the
variable months since the most recent delinquency : As an advantage over the
challenger black box algorithms presented in the next section, the traditional
approach of white box scorecard development allows for a visualization of the
resulting bins in terms of default rates and by manual inspection in this case a
non-linear trend can be observed in the data (cf. Figure 2, left). A challenge now
consists in explaining such non-linearities to the stakeholders and regulators. In
case of this competition a constraint of monotonicity of the default rate w.r.t.
the variable months since the most recent delinquency was required and therefore
the 2nd and 3rd class have been manually merged (2, right).
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Figure 2: Example: automatic vs. manual binning for the variable months since
the most recent delinquency.
The resulting coarse classes are given in the Appendix. Subsequently WOEs
are assigned to the classes: WOE(x) = log( f(x|1)f(x|0) ) (cf. e.g. Thomas et al. 2019).
For reasons of parsimony and in order to ensure that the resulting model respects
the trends of the risk drivers in practice WOEs are typically used instead of
dummy variables which has also been the case for the HELOC data.
The resulting WOE variables are used to train a logistic regression model
where, in a forward selection manner, variables are chosen using marginal in-
formation values (MIV, Scallan 2011) as long as the improvement of the model
as measured by the MIV is at least 0.01. The resulting scorecard model has 16
variables and it is given in the appendix. It has been scaled to a score of 500
for odds of 50 and 20 points to double the odds.
An advantage of the preceding methodology using coarse classing is that it
takes into account nonlinear relationships between the predictor variables and
the target, while simultaneously guaranteeing a plausibility check by the analyst
after each modelling step. This plausibility check allows for the integration of
business expert experience, as required by the regulators. On the other hand, it
is not possible to cover nonlinear high-order multidimensional dependencies in
the data and this becomes a potential source of error resulting from the manual
interference if the number of variables is large. The latter two issues can be
overcome using modern machine learning techniques but the resulting models
typically are of a black box nature, as it has been outlined in the previous
section.
3.2.2 Challenger Approaches
Several black-box machine learning models have been tested to challenge the
scorecard model. The algorithms considered in this paper are state-of-the-
art machine learning models, including: generalised boosted models (Greenwell
et al. 2019), elastic net (Friedman et al. 2010), logistic regression with spline-
based transformations (Harrell 2015), two implementations of random forests
(Liaw and Wiener 2002; Wright and Ziegler 2017), support vector machines
10
(Cortes and Vapnik 1995), and extreme gradient boosting (Chen and Guestrin
2016). Moreover, two automated machine learning frameworks were examined,
namely H2O (Cook 2016) and mljar (P lon´ski 2019). These models are able to
cover a wide range of potential relationships between variables and can capture
complex interactions.
The challenger models have been trained without any further data prepro-
cessing. Random search optimisation has been used to tune hyperparameters of
the models. All optimised hyperparameters and their tuning ranges are provided
in Table 3 and Table 2.
On the test data, the best results were obtained for the logistic regres-
sion with spline-based transformations (rms), see Figure 3. For 13 continuous
variables the linear tail-restricted cubic spline transformation was applied to
adapt for non-linear relations. Additionally, we also considered a model with
manually tuned penalty parameters. Reproducible code for all models can be
found in the respective GitHub repository: https://github.com/agosiewska/
fico-experiments.
4 Results of model and instance level exploration
and explanation
4.1 Model level exploration and explanation
4.1.1 Model performance
For the model level exploration, the first step is usually related to model per-
formance. Different measures may be used. Common choices for credit scoring
include AUC, Gini, KS, F1, pAUC (Robin et al. 2011), H-measure (Hand 2009)
or profit-based measures (Crook et al. 2007; Verbraken et al. 2014). As the
discussion of performance measures is not the scope of this paper, we apply the
commonly used AUC for the remainder of the paper.
We denote the performance of a model fθ measured on a dataset X with
known values of a target variable y as
M(θ) = L(fθ, X, y),
where L represents the performance measure (loss function) of interest.
Typically, model performances on training and test data are compared. It
is common practice to compare model performance on at least out-of-sample
and out-of-time test data. In case of the HELOC data out of time data is
not available. For this reason, during the comparative study of this paper, we
restricted the analysis to a comparison of model performance between training
and test data.
A performance comparison of the various models is provided in Figure 3.
Surprisingly, the more complex machine learning models showed only slightly
superior performance compared to the baseline scorecard using the HELOC
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Figure 3: Model performance measured by AUC on test data
data. The best results on both training and test data were obtained for logistic
regression using spline transformations.
Elastic models are known to be sensitive to overfitting. Usually, overfitting is
assessed as the difference in model performance on the training and test dataset.
overfitting(θ) = L(fθ, Xtrain, ytrain)− L(fθ, Xtest, ytest),
Figure 4 shows a scatterplot with model performance on the train and test
data sets. Note the different scale of both axes. The graph nicely shows the
common performance gap between training and test data for random forests
(cf. e.g. Szepannek 2017b). For further analysis we selected four models based
on a comparison of their predictive power on the training and test data to
account for potential overfitting (cf. Figure 4): the traditional scorecard, the
SVM, the GBM10000 as well as the best model.
4.1.2 Variable importance
The next step, according to the introduced framework, consists in assessing the
importance of each variable. Model agnostic variable importance (Fisher et al.
2018) measures how much the model’s loss function (or performance function)
will change if a selected variable is randomly permuted.
It may be simply introduced as
FI(θ, i,X, y) = L(fθ, X, y)− L(fθ, X∗,j , y),
where X∗,j is a dataset X with jth column being permuted.
Figure 6 shows the importance FI for the GBM 10000 model in terms of
a decrease in 1-AUC, which takes into account the explicit performance mea-
sure under investigation. As an example, the most important feature is the
ExternalRiskEstimate: After permutation of this variable the 1-AUC increases
from 0.25 to over 0.28.
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Figure 4: Selection of models for comparison based on AUC on training and
test data. Black line stands for AUC equal on training and test sets. The in-
cluded models are gradient boosting machines (‘gbm‘) with different numbers
of trees, logistic regression (‘glm‘), elastic net (‘glmnet‘), logistic regressions
with spline based transformations (‘rms‘), two implementations of random for-
est (‘randomForest‘, ‘ranger‘), support vector machines (‘svm‘), and extreme
gradient boosting (‘xgboost‘). There are also included H2O’s AutoML (‘h2o‘)
and MLJAR AutoML (‘mljar‘) trained for different amount of time.
MaxDelq2PublicRecLast12M
NumBank2NatlTradesWHighUtilization
MSinceMostRecentDelq
MSinceOldestTradeOpen
NumInqLast6M
AverageMInFile
NetFractionRevolvingBurden
NumSatisfactoryTrades
MSinceMostRecentInqexcl7days
ExternalRiskEstimate
NumRevolvingTradesWBalance
PercentTradesNeverDelq
PercentInstallTrades
NoValid_MSinceMostRecentInqexcl7days
0 10 20 30 40
Range of Score Card points
Variable importance for Score Card model
Figure 5: Range of scorecard points as measure of variable importance for the
Score Card
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Figure 6: Drop-out loss of AUC as measure of variable importance for the
Machine Learning models.
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Figure 7: Marginal effect of variable ’ExternalRiskEstimate’ based on Score
Card points
Note that variable importance corresponds to the effect of a variable if all
other variables are part of the model (similar to a backward variable selec-
tion from a full model) which should be taken into account during the analysis
(Szepannek and Aschenbruck 2019).
4.1.3 Variable effects
Once the most important features are selected, the next layer of model explo-
ration is the assessment of marginal effects. Partial Dependency Profiles are
useful plots that show how an average model response changes along changes in
a selected feature.
PD profiles can be calculated as
PD(θ, i, z) = E[fθ(x|i = z)]
where x|i = z is an observation x with ith coordinate replaced by value z.
The E stands for expected value over the marginal distribution of all variable
except i.
For the scorecard model (Figure 7) the effect of a variable is directly given by
the scorecard points (cf. Appendix), which are often a linear transformation of a
variable’s effect on the logit of the default probabilities. For the Scorecard, the
variables’ effects are given by step functions, which result from the preliminary
coarse classing step in model development.
Figure 9 compares all four models using PDPs for the variable ExternalRiskEstimate.
This suggests that more complex models typically show smoother responses.
Three of the presented models, SVM, scorecard and RMS, have monotonic re-
sponses while the GBM model exhibits some non-monotonic behavior on the
edges.
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Figure 8: Ceteris Paribus plots for the variable ’ExternalRiskEstimate’ based
on the selected Machine Learning models
Note that the Partial Dependency Profile is an average of individual model
responses. A sample of such individual responses is presented in Figure 8. If
these individual profiles are parallel to each other, then an average correctly
describes individual behavior of the model. In the presence of interactions,
model responses may not be parallel.
Whenever PDPs are used it has to be kept in mind that the value of a true
model prediction typically differs from the PDP depending on the explicit values
in all other variables. In (Szepannek 2019) a measure is proposed to quantify
how well the visualisation as given by a partial dependence function matches
the predictions of the model of interest.
4.2 Instance level exploration and explanation
For model level exploration, as presented in the previous section, the average
behavior of the whole model has been examined. For additive and linear models,
the average behavior is often similar to a local behavior for particular instances.
However, it is not necessarily the case for more complex and elastic models.
Interaction effects for particular instances may be different than the average.
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Figure 9: Partial Dependence plots for the variable ’ExternalRiskEstimate’
based on the selected Machine Learning models
For this reason in the proposed framework, the subsequent step consists of
instant level explanations.
There are two primary use cases for instance level explanations. Either the
target is to explain the prediction for a new observation when the model is
applied (in this case we want to identify factors that contribute strongly the
model prediction) or a second possibility is that some interesting points in the
training data have been identified. The latter case represents a useful tool for
model debugging during the development process: For the observations with
largest residuals, one may look for factors that fool the model predictions.
4.2.1 Model prediction
The first step of instance level explanations and exploration of a model is to
look at the accuracy of the prediction for a single observation.
The prediction is denoted as yˆi = fθ(xi), where xi stands for ith observation.
4.2.2 Local variable attribution
The second layer in the local part of the TAX4CS framework is given by the
attribution of particular features to the final model response for a selected ob-
servation which allows to identify an applicant’s most adverse characteristics
that were negatively contributing to a credit rejection by a given model. For
the traditional scorecard model, these effects can be directly assessed by com-
paring scorecard points for a single observation x in variable i to the average
score of the entire training sample in this variable. Figure 10 shows an example
where these differences are compared for all variables and a single observation.
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There are various model-agnostic methods which can be used to assign lo-
cal contributions to a single prediction, e.g. LIME, SHAP or iBreakDown as
introduced in the previous section. A desired property for such methods is the
completeness of the explanation, i.e. the sum of variable attributions shall sum
up to model response
fθ(x) =
∑
i
δi(θ, x),
where δi(θ, x) is the attribution of the i
th variable. Both SHAP and iBreakDown
do possess this property.
Figure 11 shows the iBreakDown result for instance level attributions of
the GBM 10000 model. The three most influential variables are presented in
the first three segments of the waterfall plot. For non-additive models, feature
attribution depends on the order in which features are added to the iBreak-
Down Plot. Figure 12 shows an average contribution from different paths. Such
averages are approximations of Shapley Additive exPlanations (SHAP values).
The main goal of these attributions is to identify key factors that influence
model prediction.
4.2.3 Local variable effects
The third layer of the local part of TAX4CS is also related to effects of partic-
ular features on model response for a single observation. These effects can be
captured with Ceteris Paribus (CP) profiles. Figure 8 shows responses for the
ExternalRiskEstimate for 10 example observations.
CP profiles for an observation x and a variable i are defined in the following
way:
CP (θ, x, i, z) = fθ(x|i = z),
i.e. it corresponds to a model response profile for an observation in which
variable ith is changed to z.
Please note that the partial dependency profile is a pointwise average of
individual Ceteris Paribus profiles. For additive relations, individual Ceteris
Paribus profiles are parallel and have the same shape as the Partial Depen-
dency profile. However, for non-additive models, individual profiles can bring
additional information about instance-specific model behavior.
4.3 Conclusions
In this section, we saw a minor advantage of complex machine learning models
over the the traditional scorecard baseline model. Similar results were also
described by participants in the Explainable Machine Learning Challenge. For
example, the second-place winners have shown that an SVM model with a linear
kernel achieved higher accuracy than more complex models, such as random
forest (Holter et al.). Also when comparing multiple measures, such as balanced
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Gradient Boosting)
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and unbalanced accuracy, AUC, and Kolmogorov Smirnov statistic complex
models have achieved little or no advantage over simple models (Ariza-Garzo´n
et al. 2020). As a first conclusion we want to note that a blind belief in the
superior performance of modern ML algorithms should always be challenged and
a proper benchmark analysis of its benefits from the stakeholder’s perspective
should be undertaken for each separate scorecard model development (see also
Szepannek 2017b; Rudin 2019).
Many participants have developed new explainable classification algorithms:
The winning team proposed the column generation (CG) algorithm to efficiently
search the best possible rule set (Dash et al. 2018), while the Recognition Award
winning team used 10 small regression models combined into a globally inter-
pretable model (Chen et al.).
The teams that took high spots in the competition used existing interpretable
models or developed their own one. The suggested framework for Trans-
parency, Auditability and eXplainability for Credit Scoring (TAX4CS)
provides a structured set of steps required for explanatory analysis of any com-
plex model, which makes it possible to place greater emphasis on the suitability
of the model instead of interpretability only. It allows to not only explore a
single model but also provides tools for comparison of several models. Once the
algorithms of interest are chosen, the similarity of them might be assessed by
variable importance. Models driven by similar factors would have an overlap
between the most important variables. In the next step, comparing PD profiles
of important variables between models can be used to determine whether the
type of relationships between variables and predictions are the same or differ-
ent for different models, for example, linear vs squared relationships. In the
HELOC dataset example, SVM, scorecard, and RMS models had similar mono-
tonic responses while the GBM model was non-monotonic at the edges. With
this insight, it might be desired to further check of suitability of GBM, whether
it caught a relationship undiscovered by other models or overfitted due to the
small number of observations with extreme values. In addition, PD profiles can
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be used to assess the model’s appropriateness. If the dependency between vari-
able and model predictions is inconsistent with the domain knowledge it can be
considered as a signal that the model might be poorly suited.
An important aspect to be considered within scorecard developments is
bias. As an example consider a binary variable denoting whether one or sev-
eral debtors are liable. From historical data it might turn out that additional
debtors were added often if the creditworthiness of the applicant alone was not
sufficient for granting the credit (i.e. more likely to occur in situations of a higher
probability of default). This kind of sampling bias will erroneously lead to an
increased score if a potential additional debtor will be removed from an applica-
tion which is of course not desirable from the business point of view. In contrast,
it is desirable to avoid such kind of wrong conclusions from correlations in data
which are the topic of causal inference (cf. also Luebke et al. 2020). A similar
sampling bias can be implied through reject inference (Banasik and Crook 2007;
Bu¨cker et al. 2013). Scho¨lkopf (2019) reviews the impact on causal inference
on machine learning. The connection between partial dependence plots and the
back-door adjustment for causal effects is shown in Zhao and Hastie (2019):
PDPs can be used for causal inference if corresponding assumptions are met.
Gomez et al. (2020) suggests to use Visual Counterfactual Explanations (ViCE).
The analysis of a single observation can be performed with instance level
methods. The local variable attributions assess the influence of the variables
on the prediction for the selected observation. The iBreakDown method was
used for explaining GBM model in the HELOC data set example because in
contrast to LIME or SHAP, iBreakDown might be supported by the analysis
of the stability, presented in Figure 12. Once the contribution of variables is
established, the Ceteris Paribus (CP) profiles for the most impactful variables
can be used for what-if analysis of the model’s predictions. The results might
be then confronted with domain experts to assess the suitability of predictions.
The methods presented in this chapter with the example on the HELOC
dataset form a structured framework for explanation analysis of machine learn-
ing models. The proposed framework provides tools to not only assess the
suitability of models but also to compare them. This is a strongly increasing
field of research in AI. The framework shows how this can be added to the pro-
cess for developing score cards. Future research could look into how to include
more and newly developed methods into the framework.
5 Summary
We have demonstrated that interpretations comparable to those of traditional
logistic regression models are also possible for modern complex machine learn-
ing techniques. We propose a structured framework (TAX4CS) for model-level
and instance-level exploration, starting with general measures of model per-
formance (or accuracy of single predictions respectively) and drill down into
detailed descriptions of model behavior through variable importance and effects
(attribution and response profiles for instance level explanations respectively).
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For every single step in the process we provide an introduction to model agnostic
measures and approaches that can be used for arbitrary predictive models such
as black-box Machine Learning algorithms used for classification or regression.
This framework can be used in fields of application such as credit scoring as a
guideline to ensure that the required degree of explanability can be achieved.
In an empirical study on a publicly available credit bureau data set, the avail-
able methodology for model transparency is compared to the interpretability
given by the traditional scorecard modelling approach. Notably, the basic score-
card shows suprisingly good performance in comparison with advanced Machine
Learning techniques such as Gradient Boosting or Support Vector Machines. As
a consequence, we find that in practice, it is advisable to run different models of
different complexity and carefully evaluate up to which degree a higher model
complexity is beneficial for each specific situation (cf. also Szepannek 2017b)
The comparable performance of the scorecard model in our study can be
explained by the simple tabular structure of the data set as well as the thorough
manual data preparation that enables the Logistic Regression model to capture
the relevant information in a similar fashion as more complex and non-linear
models. Given that the use of transaction data and additional external data
sources (e.g. in social scoring) is going to increase significantly in the future, the
data used for credit scoring will become more complex and feature engineering
will become more important. Since manual data preparation for using logistic
regression with a large number of variables will become more and more extensive
and costly, machine learning will be able to leverage its strengths (Tobback and
Martens 2019; Financial Stability Board 2017). In this case, the presented model
exploration process will be inevitable in order to meet regulatory requirements.
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6 Appendix: Scorecard Model
Level Points % Population % Default Average PD
Total population 1.00 0.52 0.521
Intercept 385
ExternalRiskEstimate
(-Inf,67.1] -11 0.333 0.78 0.78
(67.1,72.6] -2 0.216 0.58 0.584
(72.6,81.3] 5 0.253 0.39 0.388
(81.3, Inf] 14 0.196 0.19 0.186
AverageMInFile
(-Inf,59.3] -13 0.259 0.71 0.709
(59.3,80.4] 0 0.327 0.52 0.527
(80.4, Inf] 8 0.412 0.40 0.399
NetFractionRevolvingBurden
(59.4, Inf] -13 0.204 0.78 0.762
(26.3,59.4] -3 0.359 0.59 0.602
(-Inf,26.3] 8 0.436 0.35 0.342
PercentTradesNeverDelq
(-Inf,58.4] -24 0.204 0.90 0.877
(58.4,83.2] -12 0.131 0.75 0.754
(83.2,95.4] -4 0.308 0.60 0.602
(95.4, Inf] 5 0.534 0.40 0.401
MSinceMostRecentInqexcl7days
(-Inf,2.68] -3 0.813 0.56 0.560
(2.68,10.5] 12 0.129 0.38 0.387
(10.5, Inf] 21 0.057 0.29 0.284
NoValidMSinceMostRecentInqexcl7days
0 -1 0.951 0.54 0.539
1 30 0.048 0.18 0.183
MSinceMostRecentDelq
(-Inf,18.1] -8 0.270 0.72 0.717
(18.1, Inf] 3 0.729 0.45 0.449
NumSatisfactoryTrades
(-Inf,11.2] -16 0.188 0.67 0.674
(11.2,23.1] 0 0.460 0.52 0.509
(23.1, Inf] 7 0.351 0.45 0.456
NumBank2NatlTradesWHighUtilization
(2.4, Inf] -5 0.120 0.72 0.713
(0.383,2.4] -2 0.469 0.61 0.609
(-Inf,0.383] 4 0.419 0.37 0.365
MSinceOldestTradeOpen
(-Inf,87.2] -9 0.099 0.76 0.756
(87.2,134] -4 0.128 0.64 0.646
(134,266] 1 0.566 0.51 0.506
(266, Inf] 5 0.206 0.38 0.375
PercentInstallTrades
(85.4, Inf] -29 0.011 0.87 0.888
(50.3,85.4] -8 0.142 0.64 0.635
(45.1,50.3] -5 0.075 0.59 0.589
(23.1,45.1] 1 0.492 0.50 0.510
(-Inf,23.1] 4 0.278 0.46 0.451
NumRevolvingTradesWBalance
(13.3, Inf] -9 0.012 0.65 0.657
(11.8,13.3] -25 0.011 0.82 0.775
(5.35,11.8] -7 0.206 0.61 0.605
(3.07,5.35] -1 0.294 0.54 0.561
(-Inf,3.07] 4 0.475 0.46 0.451
NumInqLast6M
(6.13, Inf] -15 0.025 0.78 0.742
(1.81,6.13] -3 0.299 0.59 0.602
(-Inf,1.81] 2 0.674 0.48 0.477
MaxDelq2PublicRecLast12M
(-Inf,5.26] -6 0.237 0.73 0.730
(5.26, Inf] 2 0.762 0.46 0.456
Table 1: Scorecard model.
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7 Appendix: Challenger Models
The reproducible R and Python code for model tuning can be found in the
GitHub repository: https://github.com/agosiewska/fico-experiments.
Algorithm Hyperparameter Values
Generalised Boosted Models (gbm)
n.trees [1000, 50000]
Logistic Regression (glm)
Elastic Net (glmnet)
alpha [0,1]
lambda [0, Inf]
H2O AutoML
time 1h, 2h, 8h
MLJAR AutoML
time 1h, 2h
Random Forest (randomForest)
ntree [100, 5000]
mtry [3, 20]
Random Forest (ranger)
num.trees [100, 5000]
mtry [3, 20]
Logistic Regression with Splines (rms)
manually tuned
Radial Basis Function kernel Support Vector Machines (svm)
cost [0, Inf]
gamma [0, Inf]
Extreme Gradient Boosting (xgboost)
eta [0,1]
max depth [3, 10]
nrounds [50, 2000]
lambda [0, Inf]
alpha [0, Inf]
Table 2: Ranges of hyperparameters for challenger models.
Name Algorithm Hyperparameter Value
gbm 100 Generalised Boosted Models (gbm)
n.trees 1000
interaction.depth 3
gbm 5000 Generalised Boosted Models (gbm)
n.trees 5000
interaction.depth 3
gbm 10000 Generalised Boosted Models (gbm)
n.trees 10000
interaction.depth 3
gbm 15000 Generalised Boosted Models (gbm)
n.trees 15000
interaction.depth 3
gbm 5000 Generalised Boosted Models (gbm)
n.trees 50000
interaction.depth 3
glmnet Elastic Net (glmnet)
alpha 0.3881912
lambda 0.001120922
randomForest Random Forest (randomForest)
ntree 296
mtry 3
ranger Random Forest (ranger)
num.trees 1425
mtry 3
svm Radial Basis Function kernel Support Vector Machines (svm)
cost 0.2010253
gamma 0.01930817
xgboost Extreme Gradient Boosting (xgboost)
eta 0.1583868
max depth 5
nrounds 1515
lambda 185.8683
alpha 14.11926
Table 3: Optimal hyperparameters fo challenger models.
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