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012.12.0Abstract In this paper, an improved implementation of multiple model Gaussian mixture proba-
bility hypothesis density (MM-GM-PHD) ﬁlter is proposed. For maneuvering target tracking,
based on joint distribution, the existing MM-GM-PHD ﬁlter is relatively complex. To simplify
the ﬁlter, model conditioned distribution and model probability are used in the improved MM-
GM-PHD ﬁlter. In the algorithm, every Gaussian components describing existing, birth and
spawned targets are estimated by multiple model method. The ﬁnal results of the Gaussian compo-
nents are the fusion of multiple model estimations. The algorithm does not need to compute the
joint PHD distribution and has a simpler computation procedure. Compared with single model
GM-PHD, the algorithm gives more accurate estimation on the number and state of the targets.
Compared with the existing MM-GM-PHD algorithm, it saves computation time by more than
30%. Moreover, it also outperforms the interacting multiple model joint probabilistic data associ-
ation (IMMJPDA) ﬁlter in a relatively dense clutter environment.
ª 2013 CSAA & BUAA. Production and hosting by Elsevier Ltd.
Open access under CC BY-NC-ND license.1. Introduction
Multiple target tracking (MTT) is an important theoretical
and practical problem, which has been widely applied to
military ﬁelds such as ballistic missile defense, air reconnais-
sance and early-warning, battleﬁeld surveillance, etc. and someAutomatic Control Research
. Tel.: +86 29 88366830.
l.com (X. Wang), czhan@
orial Committe of CJA.
g by Elsevier
duction and hosting by Elsevier L
04civil ﬁelds such as intelligent vehicle system, air trafﬁc control,
trafﬁc navigation and robot vision system, etc. In the MTT
problem, the number of targets changes due to targets’
appearing and disappearing and it is not known the
corresponding relationship between targets and measurements.
The probability hypothesis density (PHD) is a novel approach
to multi-target multi-sensor tracking. Based on random ﬁnite
set (RFS) theory, the PHD is the ﬁrst moment of a point
process of a random track set, and it can be propagated by
Bayesian prediction and observation equations to form a
multi-target, multi-sensor tracking ﬁlter. PHD ﬁlter provides
a straightforward method of estimating the number of targets
in the region under observation,1,2 which has been widely used
recently, such as visual tracking,3,4 track management5,6 and
maneuvering target tracking.7–9 Sequential Monte Carlo meth-
od proposes an implementation of PHD ﬁlter.10,11 The main
drawbacks of the approach are the large number of particlestd. Open access under CC BY-NC-ND license.
180 X. Wang, C. Hanand the unreliability of clustering techniques for extracting
state estimates. Based on Gaussian sum theory,12 Vo and
Ma13 proposed a closed-form solution to the PHD ﬁlter called
Gaussian mixture PHD (GM-PHD) ﬁlter, which is a solution
for multi-target tracking with linear Gaussian models without
the need for measurement-to-track data association.
For the problem of tracking highly maneuvering target, it
is usually more difﬁcult for the uncertainty of the targets’
motion mode. The advantage of PHD is that it can deal
with unknown number of targets. But for maneuvering tar-
get, it does not have special good method. By using joint
PHD distribution, a GM-PHD ﬁlter for jump Markov sys-
tem is proposed in Ref. 7 which can be used in the maneu-
vering target tracking. In this paper, an improved MM-GM-
PHD ﬁlter is proposed. Different from the implementation
in Ref. 7 using the conditioned model distribution and mod-
el probability, the procedure of MM-GM-PHD ﬁlter is
simpliﬁed.
2. Gaussian mixture PHD ﬁlter
In the RFS theory, the state of a target is represented by a state
vector x and a state set of multiple targets is represented as a
random ﬁnite set X ¼ fx1; x2; . . . ; xnxg. Measurement of a sen-
sor is represented by a measurement vector z and the measure-
ment set at that time is also represented as a random ﬁnite set
Z ¼ fz1; z2; . . . ; znzg.
Based on RFS theory, the PHD ﬁlter consists of two steps
which are prediction and update.5 The prediction step is
Dkjk1ðxkjZ1:k1Þ
¼ ckðxkÞ þ
Z
ukjk1ðxk; xk1ÞDk1jk1ðxk1jZ1:k1Þdxk1 ð1Þ
where ck(xk) denotes the intensity function of the random ﬁnite
set of the new born targets and
ukjk1ðxk; xk1Þ ¼ bkjk1ðxkjxk1Þ
þ ekjk1ðxk1Þfkjk1ðxkjxk1Þ ð2Þ
where bkŒk1(xkŒxk1) denotes the intensity function of the ran-
dom set of targets spawned from the previous state xk1,
ekŒk1(xk1) the probability that the target still exists at time
k, and fkŒk1(xkŒxk1) the transition probability density of indi-
vidual targets.
The update step is
DkjkðxkjZ1:kÞ ¼ Dkjk1ðxkjZ1:k1Þ

1 pD;kðxkÞ
þ
X
zk2Zk
wk;zkðxkÞ
jkðzkÞ þ
R
wk;zkðxkÞDkjk1ðxkjZ1jk1Þdxk
#
ð3Þ
where wk;zkðxkÞ ¼ pD;kðxkÞgkjkðzkjxkÞ with pD,k(xk) denoting the
probability of detection, gkŒk(zkŒxk) the likelihood of individual
targets. jk(zk) = kkck (zk), where kk the average number of
clutter points per scan, and ck(zk) the probability distribution
of each clutter point.
The closed form version of the PHD ﬁlter for linear Gauss-
ian target dynamics was developed to provide a multi-target
tracker without the complexity of the particle PHD ﬁlterapproach.7 In the GM-PHD ﬁlter, some assumptions are
required:
A1 Each target evolves and generates observations indepen-
dently of one another.
A2 Clutter is Poisson and independent of target originated
measurements.
A3 The predicted multi-target random ﬁnite set is Poisson.
A4 Each target follows a linear Gaussian dynamical model
and the sensor has a linear Gaussian measurement
model
fkjk1ðxjfÞ ¼ Nðx;Fk1f;Qk1Þ ð4Þ
gkðzjxÞ ¼ N ðz;Hkx;RkÞ ð5Þ
where x and f are state variables, Nð;m;PÞ denotes a Gauss-
ian density with mean m and covariance P, Fk1 the state tran-
sition matrix, Qk1 the process noise covariance, Hk the
observation matrix and Rk the observation noise covariance.
A5 The survival and detection probabilities are state
independent,
pS;kðxÞ ¼ pS;k
pD;kðxÞ ¼ pD;k
A6 The intensities of the birth and spawn random ﬁnite sets
are Gaussian mixtures of the form
ckðxÞ ¼
XJc;k
i¼1
w
ðiÞ
c;kNðx;mðiÞc;k;PðiÞc;kÞ ð6Þ
bkjk1ðxjfÞ ¼
XJb;k
j¼1
w
ðjÞ
b;kN x;FðjÞb;k1fþ dðjÞb;k1;QðkÞb;k1
 
ð7Þ
where Jc;k; w
ðiÞ
c;k; m
ðiÞ
c;k; P
ðiÞ
c;k ði ¼ 1; 2; . . . ; Jc;kÞ are given model
parameters that determine the shape of the birth intensity;
Jb,k, w
ðjÞ
b;k, F
ðjÞ
b;k1, d
ðjÞ
b;k1, Q
ðjÞ
b;k1ðj ¼ 1; 2; . . . ; Jb;kÞ determine
the shape of the spawning intensity of a target with previous
state f.
Assume m and P denote the mean and covariance of the
state variable, respectively. Based on the assumptions A1–
A6, suppose the posterior intensity at time k  1 is a Gaussian
mixture of the form
Dk1ðxÞ ¼
XJk1
i¼1
w
ðiÞ
k1Nðx;mðiÞk1;PðiÞk1Þ ð8Þ
the predicted intensity for time k can be written as
Dkjk1ðxÞ ¼
XJkjk1
i¼1
w
ðiÞ
kjk1N x;mðiÞkjk1;PðiÞkjk1
 
ð9Þ
then the posterior intensity at time k is a Gaussian mixture and
is given by
DkðxÞ ¼ ð1 pD;kÞ
XJkjk1
i¼1
w
ðiÞ
kjk1N x;mðiÞkjk1;PðiÞkjk1
 
þ
X
z2Zk
XJkjk1
j¼1
w
ðiÞ
kjk1N x;mðiÞk ;PðiÞk
 
ð10Þ
The posterior PHD is propagated via the PHD recursion by
a calculation process similar to Kalman ﬁlter. Detailed process
of the GM-PHD ﬁlter can be seen in Ref. 7.
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When target performs maneuver, the motion mode is uncer-
tain. Multiple model method is the mainstream approach to
maneuvering target tracking under motion mode uncer-
tainty.14–16
A GM-PHD ﬁlter for jump Markov system (JMS) models
is proposed for maneuvering target tracking.4 A linear Gauss-
ian JMS (LGJMS) multi-target model is modeled, which
accommodates targets with switching linear dynamics. In
Ref. 4 the joint PHD distribution including states of targets
and model variable is propagated in PHD ﬁlter. Combined
with model variable, the algorithm expands PHD distribution
D(x) to joint PHD distribution D(x,r), where r is the model la-
bel. When the joint PHD distribution D(x,r) is obtained, the
PHD distribution can be extracted by
DðxÞ ¼
X
r
Dðx; rÞ ð11Þ
Because the joint PHD distribution is used in the ﬁlter, the
procedure of the algorithm is fairly complex.
To simplify the procedure of the algorithm, we take a dif-
ferent approach to compute the multiple model estimation re-
sult. Firstly, construct the model conditioned PHD
distribution D(xŒr). The model probability p(r) can be com-
puted by using measurement. At last the multiple model fusion
PHD can be described as
DðxÞ ¼
X
r
DðxjrÞpðrÞ ð12Þ
In the MM-GM-PHD ﬁlter, the model conditioned predicted
intensity at time k is expanded as
Dkjk1ðxjrÞ ¼
XJkjk1
i¼1
w
ðiÞ;r
kjk1N x;mðiÞ;rkjk1;PðiÞ;rkjk1
 
ð13Þ
then the model conditioned intensity ﬁltering result is
DkðxjrÞ ¼ ð1 pD;kÞ
XJkjk1
i¼1
w
ðiÞ;r
kjk1N x;mðiÞ;rkjk1;PðiÞ;rkjk1
 
þ
X
z2Zk
XJkjk1
j¼1
w
ðiÞ;r
k N x;mðiÞ;rk ;PðiÞ;rk
 
ð14Þ
the fusion result of the posterior intensity at time k is
DkðxÞ ¼
X
r
DkðxjrÞpðrÞ ð15Þ
The assumption A4 of GM-PHD describes the motion of
the existing targets. We expand it as follows.
Each target follows a linear Gaussian dynamical model and
the sensor has a linear Gaussian measurement model
Frk1;Q
r
k1;H
r
k;R
r
k
 ðr ¼ 1; 2; . . . ; MÞ. Suppose the rth model
in the MM method obeys the following equations
fkjk1ðxjfÞ ¼ N x;Frk1f;Qrk1
  ð16Þ
gkðzjxÞ ¼ N z;H rkx;Rrk
  ð17Þ
Then for the ith Gaussian component, we summarize the pro-
posed algorithm.Prediction step:
w
ðiÞ;r
kjk1 ¼ pS;kwðjÞk1 ð18Þ
m
ðiÞ;r
kjk1 ¼ Frk1mðjÞk1 ð19Þ
P
ðiÞ;r
kjk1 ¼ Qrk1 þ Frk1PðjÞk1 Frk1
 T ð20Þ
PHD components construction step:
g
ðiÞ;r
kjk1 ¼ H rkmðiÞ;rkjk1 ð21Þ
S
ðiÞ;r
k ¼ Rrk þH rkPðiÞ;rkjk1 H rk
 T ð22Þ
K
ðiÞ;r
k ¼ PðiÞ;rkjk1 H rk
 T
S
ðiÞ;r
k
 1
ð23Þ
P
ðiÞ;r
kjk ¼ I  K ðiÞ;rk H rk
 
P
ðiÞ;r
kjk1 ð24Þ
Update step:
l ¼ 0
w
ðiþlÞ;r
k ¼ ð1 pD;kÞwðiÞ;rkjk1 ð25Þ
m
ðiþlÞ;r
k ¼ mðiÞ;rkjk1 ð26Þ
P
ðiþlÞ;r
k ¼ PðiÞ;rkjk1 ð27Þ
w
ðiþlÞ
k ¼
XM
r¼1
w
ðiÞ;r
k pðrÞ ð28Þ
m
ðiþlÞ
k ¼
XM
r¼1
m
ðiÞ;r
k pðrÞ ð29Þ
P
ðiþlÞ
k ¼
XM
r¼1
P
ðiÞ;r
k þ mðiÞk mðiÞ;rk
 
m
ðiÞ
k mðiÞ;rk
 T 	
pðrÞ ð30Þ
For each measurement z 2 Zk,
l ¼ lþ 1
w
ðlþiÞ;r
k ¼ pD;kwðiÞ;rkjk1N z; gðiÞ;rkjk1;SðiÞ;rk
 
ð31Þ
m
ðlþiÞ;r
k ¼ mðiÞ;rkjk1 þ K ðiÞ;rk z gðiÞ;rkjk1
 
ð32Þ
P
ðlþiÞ;r
k ¼ PðiÞ;rkjk ð33Þ
w
ðlþiÞ
k ¼
XM
r¼1
w
ðlþiÞ;r
k pðrjzÞ ð34Þ
m
ðlþiÞ
k ¼
XM
r¼1
m
ðlþiÞ;r
k pðrjzÞ ð35Þ
P
ðlþiÞ
k ¼
XM
r¼1
P
ðlþiÞ;r
k þ mðlþiÞk mðlþiÞ;rk
 
m
ðlþiÞ
k mðlþiÞ;rk
 T 	
pðrjzÞ
ð36Þ
w
ðlþiÞ
k ¼
w
ðlþiÞ
k
jkðzÞ þ
PJkjk1
i¼1 w
ðlþiÞ
k
ð37Þ
Suppose the prior probability of each model is
pðrÞ ¼ 1
M
ðr ¼ 1; 2; . . . ; MÞ, then for each measurement z 2 Zk,
the model likelihood is
Lrk ¼ pðzjrÞ ¼ N z; gðiÞ;rkjk1;SðiÞ;rk
 
ð38Þ
then the posterior probability of the model is
g
ðjÞ;r
kjk1 ¼ H rkmðjÞ;rkjk1;
S
ðjÞ;r
k ¼ Rrk þH rkPðjÞ;rkjk1ðH rkÞT;
K
ðjÞ;r
k ¼ PðjÞ;rkjk1 H rk
 T
S
ðjÞ;r
k
 1
;
P
ðjÞ;r
kjk ¼ I  K ðjÞ;rk H rk
 
P
ðjÞ;r
kjk1;
(r= 1,2, . . .,M)
End
Step 4: Update
For j= 1,2, . . .,JkŒk1  Jk1
w
ðjÞ
k ¼ ð1 pD;kÞwðjÞkjk1;
m
ðjÞ
k ¼ mðjÞkjk1;
P
ðjÞ
k ¼ PðjÞkjk1;
End
For j= JkŒk1  Jk1 + 1,JkŒk1  Jk1 + 2, . . ., JkŒk1
w
ðjÞ;r
k ¼ ð1 pD;kÞwðjÞ;rkjk1;
m
ðjÞ;r
k ¼ mðjÞ;rkjk1;
P
ðjÞ;r
k ¼ PðjÞ;rkjk1;
ðjÞ P ðjÞ;r
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r
pðrÞpðzjrÞ ð39Þ
The assumption A6 of GM-PHD describes the birth and
spawn targets’ model. With similar method, they can also be
extended to multiple model conditions. Compared with the
algorithm in Ref. 4, the algorithm does not need to compute
the joint PHD distribution and, thus, has a simpler computa-
tion procedure. For the existing, spawned, and birth target, the
algorithm does not need to model them by multiple models at
the same time. Different principles can be selected to model
targets by multiple model method according to different
requirements, which saves computation time too.
We focus on the problem that the motion mode of the tar-
get changes in relation to the previous time. Our MM-GM-
PHD ﬁlter only models the existing targets by multiple model
method. The complete improved MM-GM-PHD ﬁlter is de-
scribed in Algorithm 1.
Algorithm 1. Improved MM-GM-PHD algorithmGiven w
ðiÞ
k1;m
ðiÞ
k1;P
ðiÞ
k1
n oJk1
i¼1
, and the measurement set Zk
Step 1: Prediction for birth targets
i= 0;
For j= 1,2, . . ., Jc,k
i= i+ 1;
w
ðiÞ
kjk1 ¼ wðjÞc;k;
m
ðiÞ
kjk1 ¼ mðjÞc;k;PðiÞkjk1 ¼ PðjÞc;k;
End
For j= 1,2, . . ., Jb,k
For l= 1,2, . . ., Jk1
i= i+ 1;
w
ðiÞ
kjk1 ¼ wðlÞk1wðjÞb;k;
m
ðiÞ
kjk1 ¼ dðjÞb;k1 þ FðjÞb;k1mðlÞk1;
P
ðiÞ
kjk1 ¼ QðjÞb;k1 þ FðjÞb;k1PðlÞk1 FðjÞb;k1
 T
;
End
End
Step 2: Prediction for the existing targets
For j= 1,2, . . ., Jk1
i= i+ 1;
w
ðiÞ;r
kjk1 ¼ pS;kwðjÞk1;
m
ðiÞ;r
kjk1 ¼ Frk1mðjÞk1;
P
ðiÞ;r
kjk1 ¼ Qrk1 þ Frk1PðjÞk1 Frk1
 T
;
(r= 1,2, . . ., M)
End
JkŒk1 = i;
Step 3: Construction of PHD update components
For j= 1,2, . . ., JkŒk1  Jk1
g
ðjÞ
kjk1 ¼ HkmðjÞkjk1;
S
ðjÞ
K ¼ Rk þHkPðjÞkjk1ðHkÞT;
K
ðjÞ
k ¼ PðjÞkjk1ðHkÞTðSðjÞk Þ1;
P
ðjÞ
kjk ¼ ðI  K ðjÞk HkÞPðjÞkjk1;
End
For j= JkŒk1  Jk1 + 1,JkŒk1  Jk1 + 2, . . ., JkŒk1
wk ¼ Mr¼1wk pðrÞ;
m
ðjÞ
k ¼
PM
r¼1m
ðjÞ;r
k pðrÞ;
P
ðjÞ
k ¼
PM
r¼1 P
ðjÞ;r
k þ ðmðjÞk mðjÞ;rk Þ
h
ðmðjÞk mðjÞ;rk ÞT
i
pðrÞ;
and
l= 0;
For each z 2 Zk
l= l+ 1;
For j= 1,2, . . ., JkŒk1  Jk1
w
ðlJkjk1þjÞ
k ¼ pD;kwðjÞkjk1N z; gðjÞkjk1;SðjÞk
 
;
m
ðlJkjk1þjÞ
k ¼ mðjÞkjk1 þ K ðjÞk ðz gðjÞkjk1Þ;
P
ðlJkjk1þjÞ
k ¼ PðjÞkjk;
End
For j= JkŒk1  Jk1 + 1,JkŒk1  Jk1 + 2, . . .,JkŒk1
w
ðlJkjk1þjÞ;r
k ¼ pD;kwðjÞ;rkjk1Nðz; gðjÞ;rkjk1;SðjÞ;rk Þ;
m
ðlJkjk1þjÞ;r
k ¼ mðjÞ;rkjk1 þ K ðjÞ;rk ðz gðjÞ;rkjk1Þ;
P
ðlJkjk1þjÞ;r
k ¼ PðjÞ;rkjk ;
(r= 1,2, . . ., M)
w
ðlJkjk1þjÞ
k ¼
PM
r¼1w
ðlJkjk1þjÞ;r
k pðrjzÞ;
m
ðlJkjk1þjÞ
k ¼
PM
r¼1m
ðlJkjk1þjÞ;r
k pðrjzÞ;
P
ðlJkjk1þjÞ
k ¼
PM
r¼1

P
ðlJkjk1þjÞ;r
k þ

m
ðlJkjk1þjÞ
k m
ðlJkjk1þjÞ;r
k

 mðlJkjk1þjÞk m
ðlJkjk1þjÞ;r
k
 T	
pðrjzÞ;
End
w
ðlJkjk1þjÞ
k ¼
w
ðlJkjk1þjÞ
k
jkðzÞþ
PJkjk1
i¼1 w
ðlJkjkþ1þiÞ
k
;
(j= 1,2, . . ., JkŒk1)
End
Jk = lJkŒk1 + JkŒk1;
Output w
ðiÞ
k ;m
ðiÞ
k ;P
ðiÞ
k
n oJk
i¼1In the GM-PHD ﬁlter, the number of Gaussian compo-
nents may increase greatly. Pruning procedure can solve the
problem of the increasing number of Gaussian components
Fig. 1 Trajectories of maneuvering targets.
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state can be extracted from the Gaussian components. The de-
tails about the pruning procedure and state extraction can be
seen in Ref. 7.
4. Simulation
Two simulation examples are used to test the MM-GM-PHD
ﬁlter.
4.1. Example 1
Consider a two-dimensional scenario with an unknown and
time varying number of targets in clutter for a period of 60 s
over the surveillance region [1000,1000] · [1000,1000].
The tracking system is modeled as follows:
xk ¼ Fkjk1xk1 þ wk
zk ¼
1 0 0 0
0 0 1 0
 	
xk þ vk
The state of each target xk ¼ ½ xk1 xk2 xk3 xk4 T con-
sists of position ½ xk1 xk3 T and velocity ½ xk2 xk4 T and the
measurement consists of position zk ¼ ½ zk1 zk2 T.
FkŒk1 is the state transition matrix.
wk is the measurement noise with covariance.
Qk = diag(225,100,225,100).
vk is the unknown system noise with covariance.
Rk = diag(100,100).Fig. 2 An estimated trajectory with GM-PHD ﬁlter.The clutter is uniformly distributed over the region
[1000,1000] · [1000,1000] with an average rate of k= 50
points per scan.
In the simulation of multiple model GM-PHD ﬁlter, a con-
stant velocity (CV) and two constant turn (CT) models are
used. In the CV model,
FCVkjk1 ¼
1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1
2666664
3777775
and in the CT model,
FCTkjk1 ¼
1 sinxTx 0  cosxT1x
0 cosxT 0  sinxT
0 1cosxTx 1
sinxT
x
0 sinxT 0 cosxT
2666664
3777775
where T stands for the sample interval and x stands for turn
rate which is supposed to be known. In the simulation we
choose T= 1 s, x=±0.5 rad/s.
Fig. 1 shows the true target trajectories of four targets in
clutter. Target 1 starts at time 1s with state
½ 600 45 250 12 T and expires at time 50 s. From
time 1 s to time 20 s it does CV motion; from time 21 s to
time 38 s it does CT motion with x= 0.2 rad/s; from time
39 s to 50 s it does CT motion with x= 0.2 rad/s. Target 2
starts at time 4 s with state ½ 300 60 400 32:5 T andexpires at time 55 s. From time 4 s to time 6 s it does it CV
motion; from time 7 s to time 15 s it does CT motion with
x= 0.2 rad/s; from time 16 s to 42 s it does CT motion with
x= 0.2 rad/s; from time 43 s to 55 s it does CT motion
with x= 0.4 rad/s. Target 3 spawns from Target 1 at time
5 s and expires at time 60 s; from time 5 s to time 25 s it
does it CV motion; from time 26 s to time 40 s it does CT
motion with x= 0.4 rad/s; from time 41 s to 47 s it does
CT motion with x= 0.4 rad/s; from time 48 s to 60 s it does
CV motion. Target 4 starts at time 1 s with state
½ 900 25 400 10 T, expires at time 60 s, and does
CV motion all the existing time. In the scenario, there are
ﬁve motion modes.
For the purpose of comparison, we estimate the number
and states of the targets using the GM-PHD MM-GM-PHD
in Ref. 7 and MM-GM-PHD ﬁlters, respectively. The simula-
tion results of one trial are presented as follows. Fig. 2 shows
an estimated trace result of the GM-PHD ﬁlter. Fig. 3 shows
an estimated trace result of the two MM-GM-PHD ﬁlters.
From Fig. 2, it can be seen that the position estimates, derived
by the standard PHD ﬁlter, deviate from the ground truth be-
cause of the maneuvering motion of the targets. On the other
hand, as illustrated in Fig. 3, the position estimates from the
extended PHD ﬁlters are close to the ground truth satisfacto-
rily. The multiple model structure of the GM-PHD ﬁlter can
estimate the maneuvering targets’ track correctly.
The MC average of the means of the target number esti-
mates, derived by both methods at each time step, is shown
along with the true target number in Fig. 4.
Fig. 4 Average target number estimates.
Fig. 3 An estimated trajectory with MM-GM-PHD ﬁlters. Fig. 5 Average WD for position estimates of GM-PHD ﬁlter
and MM-GM-PHD ﬁlter.
Fig. 6 Average WD for position estimates of IMMJPDA ﬁlter
and MM-GM-PHD ﬁlter with k= 50.
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rived by the GM-PHD ﬁlter are smaller than the ground truth
during the whole surveillance period. The reason for this phe-
nomenon is that the target estimates are more easily lost by the
GM-PHD ﬁlter because of the targets’ maneuvering motion.
On the other hand, since the MM-GM-PHD ﬁlters can well
estimate and compensate the model’s uncertainty, its target
number estimates are unbiased and close to the truth.
Without the data association, the root mean square error
(RMSE) used in the single target tracking problem is not
appropriate for the multi-target problem. The criteria, known
as the Wasserstein distance (WD),6 are used to evaluate the
performance of both methods.
The WD is deﬁned for any two nonempty subsets bX and X
as dpð bX ;XÞ ¼ minC ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPjbX ji¼1PjXjj¼1Ci;jkx^i  xjkpp
r
. C is transporta-
tion matrix whose entrices Ci,j satisfy Ci;j P 0;
PjXj
j¼1Ci;j ¼
1=j bX j;PjbX ji¼1Ci;j ¼ 1=jX j. Fig. 5 shows the WD of the two
ﬁlters.
From Figs. 4 and 5, we can see that when the target is of
high maneuvering, the single model GM-PHD cannot estimate
the number of the target correctly. For the two MM-GM-
PHD ﬁlters, the WD increases when the target’s number
changes or when the maneuvering motion of the targets
happens.
The computational requirements for the three methods are
compared via the indication of CPU processing time. Based on100 runs, the average computational times per scan of a fairly
optimal MATLAB implementation for GM-PHD, MM-GM-
PHD in Ref. 7 and MM-GM-PHD algorithms on Authenti-
cAMD 2.8 GHz processor 1 GB RAM, are, respectively,
0.093 s, 0.312 s and 0.198 s. It can be seen that the multiple
model GM-PHD ﬁlter is not much more computationally
expensive than GM-PHD ﬁlter. However, it outperforms
GM-PHD a lot with respect to accuracy. Compared with the
algorithm in Ref.7 the algorithm proposed here decreases
computation time by more than 30%.
4.2. Example 2
In this example, we evaluate the performance of the MM-GM-
PHD ﬁlter against the interacting multiple model joint
probabilistic data association (IMMJPDA) ﬁlter, which is a
classical association-based multi-sensor ﬁlter for tracking a
known and ﬁxed number of targets in clutter.17–20 The IM-
MJPDA is given the correct number of targets whereas the
MM-GM-PHD ﬁlter has no knowledge of the number of tar-
gets. Therefore the IMMJPDA ﬁlter is expected to outperform
the MM-GM-PHD ﬁlter if the measurement noise and clutter
do not exist. The experiment settings are the same as those of
Example 1.
To verify the performance of the proposed ﬁlter, 100 Monte
Carlo runs are performed with independently generated clutter
Fig. 7 Time averaged WD for position estimates of IMMJPDA
ﬁlter and MM-GM-PHD ﬁlter with different k.
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estimates of IMMJPDA ﬁlter and MM-GM-PHD ﬁlter with
clutter rate k= 50 are shown in Fig. 6, which suggests that
the estimation result of the two ﬁlters is similar, while there
is no information about the target number for the MM-
GMPHD ﬁlter. The WD of the IMMJPDA ﬁlter increases
when the targets perform maneuvers.
We compare the tracking performance of the two algo-
rithms for various clutter rates. Fig. 7 shows the time averaged
WD in various k. It demonstrates that the IMMJPDA ﬁlter
outperforms the MM-GM-PHD ﬁlter when k is relatively
low. A reason for this phenomenon is that the targets’ maneu-
vering motion would not lead to serious position estimation re-
sults in a relatively sparse clutter environment. However, the
performance of the IMMJPDA ﬁlter degrades much more rap-
idly than that of the MM-GM-PHD ﬁlter as k increases,
although the latter possibly has an additional error in the esti-
mation of the target number. A reasonable explanation is that
when the clutter is relatively dense, the data association be-
comes rather difﬁcult. The possibly incorrect association
would rapidly lead to the divergence of the bias and target
state estimates. As a result, as illustrated in Fig. 7, the associ-
ation-based IMMJPDA ﬁlter performs much worse than the
MM-GM-PHD ﬁlter when k is relatively high.
5. Conclusions
In this paper, an implementation of MM-GM-PHD ﬁlter is
proposed. Model conditioned PHD distribution and model
probability are used in the algorithm to compute the fusion re-
sult of multiple models. It has the advantage of both PHD ﬁl-
ter and multiple model method. Simulation results show that
the proposed method can estimate and compensate model’s
uncertainty relatively accurately. It outperforms the standard
GM-PHD ﬁlter in estimating the number and states of the tar-
gets. Compared with the existing MM-GM-PHD ﬁlter, it sim-
pliﬁes the calculation procedure. Moreover, it also
outperforms the IMMJPDA ﬁlter in a relatively dense clutter
environment.
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