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Chambers and Quiggin (2000) advocate the use of state-contingent production 
technologies to represent risky production and establish important theoretical results 
concerning producer behaviour under uncertainty.  Unfortunately, perceived problems 
in the estimation of state-contingent models have limited the usefulness of the approach 
in policy formulation.  We show that fixed and random effects state-contingent 
production frontiers can be conveniently estimated in a finite mixtures framework.  An 
empirical example is provided.  Compared to standard estimation approaches, we find 
that estimating production frontiers in a state-contingent framework produces 
significantly different estimates of elasticities, firm technical efficiencies and other 
quantities of economic interest. 
                                                 
1 Paper presented at the 2004 Asia-Pacific Productivity Conference, Brisbane, 14-16 July.  The authors thank 
the International Rice Research Institute (IRRI) for providing access to the data.      2
1.  INTRODUCTION 
 
One of the defining features of agricultural industries is the presence of production risk.  
Production risk refers to the unpredictable and uncontrollable characteristics of the physical 
environment (eg. lack of rainfall, pest infestations, natural disasters) that typically give rise to 
output shortfalls.  A model that allows for this type of uncertainty is 
 
(1) ln  Y = f(X1, ..., XK, ε) − u  
 
where Y is output, ε is a random variable representing production risk, X1, ..., XK are inputs 
that must be chosen before ε is revealed, and u is a non-negative variable representing 
technical inefficiency.  By technical inefficiency we mean the inability of the firm to manage 
a chosen bundle of inputs to maximize output.  Common causes of technical inefficiency 
include failure to perform production operations at exactly the right time (eg. planting or 
application of herbicides) and the sub-optimal assignment of personnel to specialised tasks.  
Special cases of model (1) can be found in both the uncertainty literature (eg Just and Pope, 
1978; Newbery and Stiglitz, 1981) and the efficiency literature (eg Pitt and Lee, 1981; 
Kumbhakar, 1990; Battese and Coelli, 1992).      
In a series of recent contributions, Chambers and Quiggin (1996, 1997, 2000, 2002, 
2004) have investigated the ability of this model to explain important aspects of producer 
behaviour under uncertainty.  For the purposes of their analyses they found it convenient to 
treat ε as a discrete random variable that assumes values in the set Ω = {1, 2, ..., J}.  The 
elements of this set correspond to different states of nature – combinations of rainfall, 
temperature, humidity and other factors that produce environments ranging from "very poor 
seasonal conditions" (state 1) to "excellent seasonal conditions" (state J).  Chambers and 
Quiggin (2000) show that for each state of nature there exists a so-called state-contingent 
production function that , in the context of the production frontier in equation (1), can be 
written as 
 
(2) ln  Y = fj(X1, ..., XK) − u   
 
This function specifies the output level realised when state ε = j occurs.  They have used this 
type of representation of the production technology to establish important theoretical results   3
concerning input and output choices in the presence of risk.  Unfortunately, perceived 
difficulties in estimating state-contingent frontiers have limited the usefulness of the 
approach in applied economic analysis and policy formulation.    
Estimation of state-contingent frontiers is complicated by the fact that states of nature 
are usually unobserved.  Although it is possible to collect data on rainfall, temperature, 
humidity and other determinants of states of nature, this data is usually highly aggregated 
across space and time and cannot be used to reliably discriminate between different states of 
nature at the farm level.  In this paper we overcome the problem by treating ε as a latent 
variable and estimating the model using Bayesian methods.  
The plan of the paper is as follows.  In Section 2 we make the common simplifying 
assumption that fj(.) can be approximated by a function that is linear in the parameters.  We 
then write a simple panel data version of (2) as a finite mixture model.  In Section 3 we 
consider Bayesian estimation of this model under the assumption that the inefficiency term u 
is a fixed parameter.  In Section 4 we reconsider the estimation problem under the alternative 
assumption that u is a random variable.  In Section 5 we consider a more general state-
contingent model that permits certain functions of the parameters to vary in economically-
plausible ways.  An empirical illustration is presented in Section 6 where we use Philippines 
rice data to estimate several state-contingent frontiers.  Compared to more traditional 
methods, we find that estimating production technologies in a state-contingent framework 
produces significantly different estimates of expected output elasticities and measures of 
technical efficiency.  The paper is concluded in Section 7 where we comment on the way 
state-contingent frontiers can be used to disentangle the effects of inefficiency and risk. 
 
2.  A FINITE MIXTURE REPRESENTATION 
  
Let Yit denote realised output and Xkit the amount of the k-th input used by firm i in period t (k 
= 1, ..., K; i = 1, ..., N; t = 1, ..., T).  If fj(.) can be approximated by a function that is linear in 
the parameters we can specify a relationship between observed outputs and inputs of the 
form: 
 
(3) ln  Yit = φj + xit'α + vitj − ui   if    εit = j  
   4
where φj is a state-varying intercept parameter, xit is an M × 1 vector of (transformations of) 
inputs, α is a state-invariant M × 1 vector of slope parameters, and   is a normal 
random variable representing statistical noise (ie. the combined effects of measurement errors 
and errors arising from the use of approximating functional forms).  The precision (inverse 
variance) of this random error 
1 (0, ) itj j vN h
− ∼
j h  is assumed to be state dependent, and hence carries the 
subscript j. By using the subscript j on the intercept φj we are allowing expected log-output to 
vary across states of nature.  However, by not using this subscript on the slope coefficients 
we are, among other things, keeping the elasticities of expected output with respect to inputs 
constant across states – this is a convenient but implausible assumption that will be relaxed 
later in the paper.  By using the subscripts i and t on εit we are allowing states of nature to 
vary across both firms and time, thus allowing for localised weather conditions (eg. 
hailstorms) and contained outbreaks of disease (ie. outbreaks that may cause farms to be 
placed in quarantine).  Finally, by using the single subscript i on ui we are assuming the 
inefficiency effects are time-invariant – if this assumption is found to be too restrictive then 
generalising the model to account for time-varying inefficiency effects is straightforward 
using, for example, the framework developed by Kumbhakar (1990) and Battese and Coelli 
(1992, 1995).   
After the introduction of probabilities for the realization of each state, πj = Pr(εit = j), 
equation (3) becomes an example of a finite mixture model.  Such models usually arise 
whenever a variable is observed under a finite number of different conditions (eg. the 
distribution of the height of adults reflects the mixture of males and females in the 
population; the distribution of agricultural output reflects the mixture of relatively poor, 
average and good seasons across firms and time).  For an in-depth treatment of mixture 
models see McLachlan and Peel (2000).  For a more concise Bayesian treatment see Koop 
(2003). 
When estimating mixture models it is convenient to introduce dummy variables that 
indicate the mixture component from which each observation is drawn.  In this paper we 
define the vector of dummy variables dit = (dit1, ..., ditJ)' where ditj = 1 if εit = j and ditj = 0 
otherwise.   Then (3) can be written as 
 
(4) ln  Yit = dit'φ + xit'α + vit – ui   
    5
where φ = (φ1, ..., φJ)'.  The disturbance term is now vit ~ N(0, (dit'h)
-1) where h = (h1, ..., hJ)' 
is the vector of state-varying precision parameters.   
Conditional on u = (u1, ..., uN)', the likelihood function for this model can be written  
 
















Σ πj hj exp[] –0.5hj(ln Yit  – φj – xit'α + ui)
2  
 
where π = (π1, ..., πJ)' and y is an NT-dimensional vector with elements l .  There are two 
problems with this likelihood function that make estimation difficult.  First, it is unbounded, 
implying the standard theory underpinning maximum likelihood estimation breaks down (see 
Koop, 2003, p.255).  Second, more than one set of parameter values will yield the same 
likelihood, implying the parameters are unidentified.  A solution to the first problem, and the 
one we adopt in this paper, is to estimate the model in a Bayesian framework using an 
informative prior.  One of several solutions to the second problem is to impose identifying 
restrictions of the form 
n it Y
 




(7)  φ1  ≤  φ2  ≤  ...  ≤  φJ. 
 
These restrictions are known in the mixtures literature as labelling restrictions.  In the current 
context they ensure that expected log-output increases as seasonal conditions improve.  It is 
also possible to identify the parameters of the model using labelling restrictions on expected 
output (rather than log-output), the state probabilities or the state-dependent variances of the 
noise components.  However, the rationale for imposing such restrictions may not be as 
appealing as the rationale underpinning (6) and/or, when expressed in terms of the 
parameters, they may not be as simple as the inequality constraints (7). 
In the following sections we consider Bayesian estimation of the model under the 
assumptions that the inefficiency effects are either fixed or random.  Following the work of 
Schmidt and Sickles (1984), these two competing assumptions have become commonplace in 
the efficiency literature.   6
3.  FIXED EFFECTS 
 
For the case where the ui are treated as fixed effects it is convenient to parameterise the 
model in terms of δj = φj – u1 and ψi = u1 – ui.  Defining the dummy variable mitk = 1 if i = k 
and mitk = 0 otherwise, equation (4) can then be written: 
 
(8) ln  Yit  = dit'δ + mit'ψ + xit'α + vit  
 
where δ = (δ1, ..., δJ)', mit = (mit2, ..., mitN)' and ψ = (ψ2, ..., ψN)'.  Including only N – 1 
individual dummy variables in (8) allows us to avoid a dummy variable trap (the N individual 
dummy variables and J state dummy variables are perfectly collinear).    
For Bayesian analysis we define β = (δ', ψ', α')' and adopt the independent but proper 
prior p(β, h, π) = p(β) × p(h) × p(π) where 
 
(9)  p(β) ∝ fN(β | _ β, _ V) × I(δ1  ≤  δ2  ≤  ...  ≤ δJ) 
(10)  p(h) = 
j=1
J
Π f (h |  G j s
–2
j , υj) 
and 
 
(11)  p(π) = fD(π | _ π). 
 
The notation fN(.), fG(.) and fD(.) for the normal, gamma and dirichlet probability density 
functions (pdfs) is adopted from Koop (2003), and I(.) is an indicator function that takes the 
value one if the argument is true and zero otherwise.  The inequality constraints in (9) are 
simply a reparameterization of the inequality constraints in (7).  We underscore some of the 
parameters in equations (9) to (11) to indicate they are parameters of the prior distribution to 
be chosen by the researcher – we will discuss the elicitation of prior parameters in the context 
of our empirical example in Section 6. 
Bayes's Theorem is used to combine the priors (9) to (11) with the likelihood function 
(5).  Because we use Gibbs sampling to estimate posterior quantities of interest, the 
mathematical form of the resulting posterior pdf is of less interest than the conditional 
posterior pdfs that can be derived from it.  If we define d = (d11', ..., dNT')' we can write these 
conditional posteriors as: 
   7




V) × I(δ1  ≤  δ2  ≤  ...  ≤ δJ) 
(13)  p(h | y, β, π, d) = 
j=1
J
Π f (h |  G j – s
–2
j , – υj)  
(14)  p(π | y, β, h, d) = fD(π | – π) 










where fM(.) is the notation used by Koop (2003) for the multinomial pdf.  We use overbars on 
some of the parameters to indicate they are parameters of posterior pdfs.  Expressions for 
these parameters are provided in Appendix A.   
The conditional posterior pdfs given by (12) to (15) can be used within a Gibbs sampler 
to obtain samples of observations on the unknown parameters.  The Gibbs sampler is now 
routinely used for Bayesian analysis in problems involving latent variables – for details see 
Koop (2003).  Simulating from the gamma, dirichlet and multinomial pdfs is reasonably 
straightforward using most software packages.  Efficient sampling from the truncated normal 
pdf in (12) can be done using a mixture of normal rejection sampling and exponential 
rejection sampling (see Geweke, 1991).  These samples can then be used to draw inferences 
concerning any quantities of interest.  For example, observations on ψ can be used to draw 
inferences concerning the measure of relative technical efficiency  
 
(16)  RTEi = exp(ψi – maxk(ψk)).  
 
 
4.  RANDOM EFFECTS 
 
As an alternative to the fixed effects model we now assume ui in equation (4) is an 
exponential random variable (gamma with 2 degrees of freedom) with pdf 
 
(17)  p(ui | λ




This assumption is a common one in the literature – see for example Koop and Steel (2001) – 
although other distributions such as the half normal or truncated normal have been used. For 
Bayesian analysis we redefine β = (φ', α')' and adopt the prior p(β, h, u, π, λ
–1)  =  p(β) × p(h)   8
× p(π) × p(u |λ
–1) × p(λ
–1) where p(β), p(h) and p(π) are given by (9) to (11). In the case of 
p(β), the dimensions of the prior parameters are suitably redefined and the inequality 
restrictions are expressed in terms of the  j φ . The other prior pdfs are given by 
 









–1 | –1/(ln τ




* in (19) is the researcher's prior estimate of median technical efficiency 
(Koop, Steel and Osiewalski 1995).  Again, the posterior pdf is of less interest than the 
following conditional posterior pdfs: 
 




V) × I(φ1  ≤  φ2  ≤  ...  ≤  φJ) 
(21)  p(h | y, β, π, d, u, λ) = 
j=1
J
Π f (h |  G j – s
–2
j , – υj)  
(22)  p(π | y, β, h, d, u, λ) = fD(π | – π) 










–1 | y, β, h, π, d, u) = fG(λ
–1 | (N + 1)/(u'jN – ln τ
*), 2(N + 1)) 
(25)  p(ui | y, β, h, π, d, λ) ∝ fN(ui | µui, σ
2
ui) × I(ui ≥ 0) 
 
where jN is a vector of ones of length N.  Expressions for the parameters of these conditional 
posterior pdfs are provided in Appendix B.  Again, they can be used within a Gibbs sampler 
to obtain samples of observations on all unknown parameters, including the elements of u.  
These elements are of particular interest because they can be used to calculate the measure of 
technical efficiency 
 
(26)  TEi = exp(–ui).  
 
   9
5.  STATE-VARYING SLOPE COEFFICIENTS 
  
The state-contingent production frontier given by (3) has the desirable property that expected 
output is permitted to vary across states of nature.  Specifically, if ui is fixed then 
 
(27)  E(Yit | εit = j) =  exp{δj + mit'ψ + xit'α + 0.5h
–1
j }  
 
while if ui is random  
 
(28)  E(Yit | εit = j) = 
⎝ ⎜ ⎛
⎠ ⎟ ⎞ 1




However, in both cases the elasticity of expected output in state j with respect to the k-th 
input, 
 
(29)  ηjkit =  
∂ln E(Yit | εit = j)
∂ln Xkit





is state-invariant.  This property may be implausible in some production contexts.  For 
example, it rules out the possibility that marginal increases in irrigation water will increase 
expected crop output in a dry season but decrease expected crop output in a wet season.  To 
allow for such possibilities, the slope coefficients in equations (3) and (4) must be permitted 
to vary with j.  Allowing the slope coefficients to vary across states of nature also gives rise 
to more plausible properties concerning the variances of state-contingent outputs – inputs 
may become 'risk-increasing' in some states of nature and 'risk-decreasing' in others. 
A model allowing both slope and intercept coefficients to vary across states of nature 
can be written in the form: 
 
(30) ln  Yit = dit'φ + (xit⊗dit)'α + vit – ui   
 
where α is now a vector of length MJ × 1.   To solve the mixtures identification problem we 
encountered in Sections 4 and 5 it is convenient to scale the inputs so that xit = 0 at the 
variable means.  Then the constraint: 
   10
(31)  E[ln Yit | xit = 0, εit = 1] ≤ E[ln Yit | xit = 0, εit = 2] ≤  ...  ≤ E[ln Yit | xit = 0, εit = J] 
 
is equivalent to the labelling restriction (7).  Suitable priors for this model are straightforward 
generalisations of the priors discussed in Sections 4 and 5, and the conditional posterior pdfs 
are then generalisations of equations (12) to (15) and (20) to (25).  The parameters of the 
conditional posterior pdfs for the random effects model are presented in Appendix C (for 
reasons that will become apparent in the following section, we are mainly interested in state-
contingent random effects frontiers). 
  For input allocation under uncertainty and for assessing the optimality of a particular 
input bundle, the marginal expected product and marginal risk (defined as the derivative of 
the variance of output with respect to an input) of each input are of interest. In our case, 
where we have a state-contingent function with a firm-specific inefficiency term, there are 
four different marginal expected products and marginal risks that are potentially useful: there 
are those that are conditional on a specific inefficiency term   and a specific state j; those 
that are conditional on  , but not j; those that are conditional on j, but not  ; and those that 
are conditional on neither   nor j. Expressions for the conditional and unconditional means 
and variances and their derivatives for both the state-varying intercept model and the state-
varying slopes model are given in Appendix D. The values of these expressions depend on all 
the parameters and the levels of inputs. An example of the posterior pdf for one of them is 
given in the next section. 
i u
i u i u
i u
 
6.  EMPIRICAL EXAMPLE 
  
Villano et al (2004) investigate input-output relationships for a sample of rice farmers in the 
Tarlac region of the Philippines.   These farmers have no access to irrigation and so output 
shortfalls are due to variations in both technical efficiency and seasonal conditions.  In this 
paper we analyse a subset of the Villano et al data.  Our sample comprises 352 observations 
on N = 44 rice farmers covering the T = 8 years from 1990/91 to 1997/98.  The output 
variable is tonnes of freshly-threshed rice.  Input variables are hectares planted (X1it), person-
days of hired and family labor (X2it) and kilograms of fertilizer (X3it).  Descriptive statistics 
for the raw data are reported in Table 1.  
We begin by assuming a translog functional form where 
   11
(32)  xit = [TRit, ln X1it, ln X2it, ln X3it, 0.5(ln X1it)
2, (ln X1it)(ln X2it), (ln X1it)(ln X3it),  
            0.5(ln  X2it)
2, (ln X2it)(ln X3it), 0.5(ln X3it)
2]' 
 
and TRit is a time trend included to account for technical change.  Prior to estimation the 
input variables were scaled to have unit means.  Thus, when TRit = 0 and all inputs are set to 
their mean values we have xit = 0.  Among other things, this means the first-order coefficients 
in the model can be interpreted as elasticities of expected output evaluated at the input means, 
and the constraint (31) collapses to the labelling restriction (7).   
For Bayesian analysis we must specify the parameters of the prior densities.  It is 
convenient to start with the parameters of (11) and (19), namely _ π and τ
*.   Since we have no 
prior information on the relative likelihoods of different states of nature we set _ π = jJ, 
implying each state is equally likely.  Since we have no prior information concerning farm 
efficiency we follow Koop, Steel and Osiewalski (1995) and set the median of the prior 
efficiency distribution to τ
* = 0.875.    
To elicit the parameters of the prior density (10) we note from Table 1 that the range of 
ln Yit is 5.85.  Thus, we could expect any reasonable regression model to have errors that are 
less than 5.85/2 = 2.925 in absolute value.  If a normally distributed random variable has 
precision 0.44 then 95% of values will lie in the interval ±2.94.  This leads us to set s
–2
j  = 
0.44.  To ensure this prior information is given small weight relative to the data we set υj = 
0.01NT  ≈  4. 
For the prior density (9) we consider E(ln Yit | ui = – ln 0.875, εit = j, xit = 0) = φj – 
0.134.  This leads us to centre the prior distribution for φj at qj + 0.134 where qj denotes the 
(2j – 1)/2J-th percentile of the sample observations on ln Yit.  To ensure this prior information 
is given small weight relative to the data we use a prior variance of 100s
2
j = 225.  We use 
similar reasoning and our knowledge of economic theory and the Philippines rice industry to 
specify prior means and variances for the remaining elements of β: the coefficient of TRit 
measures the annual rate of growth in output and our prior pdf for this coefficient is centred 
at 0.02 with a variance of 0.15; the first-order slope coefficients are elasticities evaluated at 
the input means and their pdfs are centred at 0.5 with prior variances of 6.5; and the second-
order slope coefficients must be close to zero if the translog function is to satisfy curvature 
properties implied by economic theory, so we centre their pdfs at zero with variances of 26.  
All these variances are large enough to ensure the joint prior density is very diffuse.  Among   12
other things, this means our empirical estimates are robust to large changes in the mean of the 
joint prior density. 
In the remainder of this section we report and discuss estimates of parameters and other 
interesting characteristics of several stochastic frontiers.  For purposes of comparison, we 
estimated a standard (ie. not state-contingent) fixed effects frontier (labelled FE) and a 
standard random effects frontier with exponentially distributed inefficiency effects (RE).  The 
Gibbs samplers used for these models are special cases of those discussed in Sections 3 and 4 
– details can be found in Koop and Steel (2001).  We then specified J = 3 states 
corresponding to relatively "poor", "average" and "good" seasonal conditions and proceeded 
to estimate several state-contingent frontiers.  The simplest of these are the fixed effects 
frontier discussed in Section 3 (SC-FE) and the random effects frontier discussed in Section 4 
(SC-RE).  A more general model is the state-contingent random effects frontier discussed in 
Section 5, where all the parameters are permitted to vary across states.  We estimated this 
more general model twice, each time with different prior information. In the first case (SC-
RE-all) we used the prior information already described.  In the second (SC-RE-η>0), partly 
to illustrate the flexibility of the Bayesian approach, and partly to include genuine prior 
information, we estimated the frontier with additional prior information in the form of non-
negativity constraints on land and labor elasticities..  We chose not to impose non-negativity 
constraints on the fertilizer elasticity because it is possible that higher rates of fertilizer 
application in dry seasons may burn the rice crop and lead to lower outputs.   Estimation of 
the SC-RE-η>0 model required a trivial modification to the program used to estimate the SC-
RE-all model.   
The Gibbs sampling algorithms used to estimate the various models were programmed 
in GAUSS and used to generate stationary Markov chains of length 20,000.  The results 
reported below are summary statistics for these chains, and include estimates of unknown 




Parameter estimates for our six models are reported in Table 2.  Estimated posterior means 
are reported in one block of six columns and estimated posterior standard deviations are 
reported in a second block.    13
The FE and RE parameter estimates suggest that rice output in the study region has 
been increasing at a rate of 1.4% to 1.7% per annum, and that the elasticity of expected 
output with respect to area (evaluated at the input means) is approximately 0.6.  However, the 
SC-FE and SC-RE estimates suggest that productivity growth has been as low as 0.8% per 
annum and the area elasticity is less than 0.3.  We conclude that estimating production 
technologies in the simplest of state-contingent frameworks can have a significant impact on 
estimates of (functions of) parameters of interest to economists.   
Not surprisingly, we find that estimating more flexible state-contingent models can 
provide additional insights into the rate and nature of technical change.  For example, the SC-
RE-all and SC-RE-η>0 results provide evidence that technological developments have led to 
higher expected outputs in poor seasons and lower expected outputs in average seasons.   
Specifically, we estimate that poor-season expected outputs have been increasing at a rate of 
more than 2.5% per annum while average-season expected outputs have been decreasing at a 
rate of 1.3% to 1.4% per annum.  These results may be partly due to the development of rice 
varieties that are lower-yielding but better able to tolerate extremes of temperature, humidity 
and rainfall.   
Our SC-RE-all and SC-RE-η>0 results also point to relatively high elasticities in 
extreme seasonal conditions.  For example, we estimate that a one percent increase in area 
planted will increase expected output by as much as 0.6% in either a poor or a good season, 
but will increase expected output by only 0.1% in an average season.  Furthermore, the SC-
RE-all results suggest that labor and fertilizer elasticities are negative in poor seasons.   
Negative elasticities are generally regarded as implausible, so the SC-RE-η>0 model 
constrains the labor and area elasticities to be nonnegative.  We did not sign-constrain the 
fertilizer elasticity because we are aware that high rates of fertilizer application in very dry 
(ie. poor) seasons may decrease output.  The SC-RE-η>0 results suggest that the fertilizer 
elasticity is only negative in poor seasons, and that it increases as seasonal conditions 
improve.  The estimates of the sign-constrained labor elasticities also increase as seasonal 
conditions improve. 
It is clear that the state-contingent models are flexible enough to produce qualitatively 
different estimates of technical change and output response across different states of nature – 
these models contain enough parameters to capture state-varying characteristics of the 
production technology.  However, this flexibility comes at a cost – greater uncertainty 
associated with estimating larger numbers of parameters is reflected in higher estimated   14
posterior standard deviations.  In the most extreme case, estimated standard deviations for the 
SC-RE-all model are approximately five times larger than those for the RE model.   
Inequality constraints on the area and labor elasticities have the effect of lowering these 
estimated posterior standard deviations, highlighting one of the advantages of incorporating 
non-sample information into the estimation process. 
Estimated posterior means and standard deviations give an incomplete picture of likely 
and unlikely values of the unknown parameters.  A more complete picture is given by 
estimated marginal posterior pdfs such as those depicted in Figures 1 and 2.  Both of these 
figures illustrate the effects of imposing inequality constraints.  The effect of the labelling 
restriction (7) is illustrated in Figure 1 where we present SC-RE estimates of the marginal 
posterior pdfs of the intercept coefficients in each state of nature.  The effect of imposing 
non-negativity constraints is illustrated in Figure 2 where we present the SC-RE-all and SC-
RE-η>0 estimates of the marginal posterior pdf of the good-season labor elasticity (evaluated 




Estimates of unconditional state probabilities are reported at the bottom of Table 2.  Results 
from the simpler state-contingent models (SC-FE and SC-RE) suggest that a randomly-
selected farmer is roughly twice as likely to experience average seasonal conditions than 
good seasonal conditions.  These estimates are reasonably precise – see Figure 3 where we 
present SC-RE estimates of the marginal posteriors.  The more flexible state-contingent 
models (SC-RE-all and SC-RE-η>0) suggest that the probabilities of experiencing poor, 
average and good seasonal conditions are fairly similar, ranging from 0.31 to 0.36. 
Table 3 reports estimates of state probabilities for three representative farmers in all 
eight time periods.  The results from different models are similar, and provide evidence that 
different farmers may experience different seasonal conditions in the same time period.   
Using the SC-RE-η>0 results, for example, we see that farmer 2 almost certainly had a good 




   15
Technical Efficiency 
 
Table 4 reports estimated means and standard deviations of posterior pdfs for measures of 
technical efficiency.  In the case of the fixed effects models we measure relative technical 
efficiency using (16); in the case of the random effects models we measure technical 
efficiency using (26).   
Whether or not standard (ie. non-state-contingent) stochastic frontier models are 
estimated in a frequentist or Bayesian framework, efficiency estimates obtained from fixed 
effects models are often found to be significantly lower than estimates obtained from random 
effects models.  This stylised fact is evident in Table 4 where the FE technical efficiency 
estimates are on average only half the size of the RE estimates.  As noted in Koop and Steel 
(2001), the reason, in Bayesian terms, is that the fixed effects prior pdf for relative technical 
efficiency has probability mass concentrated towards zero (the use of a noninformative prior 
pdf for the ψi implies an informative prior pdf for RTEi of the form p(RTEi) ∝ 1/RTEi).  In 
contrast, the random effects prior pdf for TEi has probability mass concentrated closer to one.   
It is apparent from Table 4 that estimating a fixed effects frontier in a state-contingent 
framework has very little impact on measures of relative technical efficiency.  The SC-FE 
estimates of RTEi  are still implausibly low, suggesting the information contained in the 
(implausible) fixed effects prior pdf is still dominating the information contained in the data.  
Like many other frequentist and Bayesian researchers, our inability to obtain sensible results 
from a fixed effects model has caused us to focus our attention on models in which the 
inefficiency effects are treated as random. 
In contrast with our experience with the fixed effects model, we find that estimating a 
random effects frontier in a simple state-contingent framework has a significant impact on 
measures of technical efficiency – the RE estimates reported in Table 4 average 0.86 while 
the SC-RE estimates average 0.93.  Thus, our use of a simple state-contingent random effects 
model means that on average half of the output shortfall previously attributed to inefficiency 
can now be attributed to unfavourable states of nature, ie., risk.  Estimating more flexible 
state-contingent models yields even higher estimates of technical efficiency – whether or not 
we impose sign constraints on the area and labor elasticities, the state-contingent models with 
state-varying slope coefficients yield technical efficiency estimates that range from 0.88 to 
0.97, with an average of 0.95.     16
The results for individual firms provide stronger evidence of the importance of 
accounting for risk.  In the case of farmer 34, for example, if we estimate the production 
technology in a non-state-contingent framework we obtain a technical efficiency estimate of 
only 0.55 (RE model); after accounting for risk we obtain a technical efficiency estimate of 
0.91 (SC-RE-η>0 model).  Thus, for this farmer the estimated output shortfall due to 
inefficiency (9%) is minor compared to the estimated output shortfall due to risk (34%).   
The consequences of estimating random effects frontiers in different empirical 
frameworks are summarised in Figures 4 to 6 where we present estimated marginal posterior 
pdfs for the technical efficiencies of three representative firms.  Firm 12 can be regarded as 
an above-average firm in terms of technical efficiency; the efficiency of firms 5 and 34 can 




One of the important advantages of the Bayesian estimation approach is that we can easily 
obtain finite sample results concerning any (possibly nonlinear) functions of the parameters.  
For example, using results in Appendix D, for the case of a random effects model with state-
dependent slope coefficients, the marginal risk of input  k X , evaluated at the input means 






















where  ,    and α
1 exp{ 0.5 } jj j h





θ= π κ ∑ 0kj is the coefficient of ln Xkit.   
For illustrative purposes, Figure 7 presents the SC-RE-η>0 estimated posterior pdf for 
the marginal effect given by (33), evaluated for k = 2 (labor).  It is evident from this figure 
that there is high probability that labor is a 'risk-increasing' input. 
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6.  CONCLUSION 
    
For many years the standard tool for analysing relationships between agricultural inputs and 
outputs has been the simple production function.  In the late 1970s, consideration of output 
shortfalls led some researchers to specify econometric models with heteroskedastic error 
terms representing risk (eg. Just and Pope 1978).  At the same time, productivity researchers 
began specifying frontier models containing one-sided error terms representing technical 
inefficiency (eg. Pitt and Lee 1981).  Only recently have economists attempted to construct 
econometric models that explicitly account for both inefficiency and risk (eg. Kumbhakar 
2002).  
One of the simplest and arguably most powerful theoretical frameworks for jointly 
analysing inefficiency and risk is the state-contingent framework recently popularised by 
Chambers and Quiggin (2000).  However, there have been few if any attempts to empirically 
estimate state-contingent models in the economics literature, possibly because underlying 
'states of nature' are unobserved and regarded as too difficult to quantify (eg. Rasmussen, 
2004).  In this paper we have shown how to overcome the problem by representing state-
contingent models in a finite mixture framework.   
We have used Bayesian methods to estimate several state-contingent production 
frontiers for Philippines rice farmers.  Our results suggest that elasticities of expected output 
with respect to inputs vary significantly across states of nature.  Moreover, estimating 
production frontiers in a state-contingent framework yields significantly higher estimates of 
technical efficiency.  This is not surprising – standard (ie. non-state-contingent) stochastic 
frontier models decompose deviations from the frontier into inefficiency and noise, while 
state-contingent frontier models decompose these deviations into inefficiency, noise and risk.  
In the case of one farmer in our sample, we found that three-quarters of average estimated 
output shortfalls were due to unfavourable seasonal conditions (ie. risk) and only one quarter 
to inefficiency. 
Our ability to decompose output shortfalls into inefficiency and risk components 
represents a step forward in the econometric analysis of agricultural production technologies.  
However, our methods also have application in areas outside agriculture.  Indeed, our 
methods are likely to have application in every area of business and commerce – whether 
they are efficient or not, most firms carry some form of liability insurance, implying they 
operate in environments characterised by risk.   18
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APPENDIX A 
Posterior Parameters for Fixed Effects Model 
 
Define zit = (dit', mit', xit')' and yit = ln Yit.   Then, the parameters for the conditional posterior 
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APPENDIX B 
Posterior Parameters for Random Effects Model  
with State-Invariant Slope Coefficients 
 
Define zit = (dit', xit')' and yit = ln Yit.  Then, the parameters for the conditional posterior pdfs 
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APPENDIX C 
Posterior Parameters for Random Effects Model with State-Varying Slope Coefficients 
 
Define zit = (dit', (xit⊗dit)')' and yit = ln Yit.  Then, expressions for the conditional posterior pdf 
parameters  j υ , 
2
j s ,  π  and   are the same as those given in Appendix B, with the 
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The above expressions for V  and β assume a prior covariance matrix for β that can be 
written as  J ⊗ VI . That is, the prior covariance matrices for the coefficient vectors for each 
state are identical. Our empirical work did employ such a prior covariance matrix, but a more 
general one can be used by simply replacing  J ⊗ VI  by a newly-defined V . 
  µui =  
t=1
T


















π f (y  | φ + (x ⊗i1)'α – ui, h )
 




Σπj fN(yit | φj + (xit⊗ij)'α – ui, h j
–1
)




⎤ π f (y  | φ + (x ⊗iJ)'α – ui, h )
 











where ij is the j-th column of IJ. 
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APPENDIX D 
Conditional and Unconditional Means and Variances of Output and Their Derivatives 
Random effects model with state-invariant slope coefficients
Letting  , expressions for the different mean outputs can be written as 
1 exp{ 0.5 } jj h
− κ= φ+ j
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For consideration of the derivatives it is convenient to let  ( )/ kit it kit X ′ ω =∂ ∂ x α .  For example, in 
the case of our three-input translog model we define α = (αTR, α01, α02, α03, α11, α12, α13, α22, 
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The conditional and unconditional variances are given by 
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The corresponding expressions for marginal risk are 
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Random effects model with state-dependent slope coefficients
When α is state-dependent we replace α (and its components) by αj in any expressions that are 
conditional on εit = j.  Correspondingly, we define  () / kitj it j kit X ′ ω =∂ ∂ x α . For the three-input 
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For the expressions that are not conditional on εit = j we then have: 
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Table 1.  Descriptive Statistics 

























   27
Table 2.  Parameters 
Estimated Posterior Means  Estimated Posterior Standard Deviations 
Variable   
   
State
FE RE    SC-FE SC-RE  SC-RE-all  SC-RE-η>0 FE RE    SC-FE SC-RE  SC-RE-all  SC-RE-η>0 
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Table 3.  State Probabilities For Firms 1 to 3 
SC-FE    SC-RE SC-RE-all  SC-RE-η>0  Firm    Period
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Table 4.  Technical Efficiencies 
Estimated Posterior Means  Estimated Posterior Standard Deviations 
Firm 




















































































































































































































































































































































































































































































 Figure 2.  Estimated Posteriors for the Labor Elasticity 

































Figure 7.  SC-RE-η>0 Posterior for ∂var(Yit )/∂X2it evaluated at xit = 0.
 
 
 