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Résumé : 
Le niveau des cycles limites obtenus dans les zones d’instabilité des systèmes frottants 
dépend fortement de la valeur du coefficient de frottement qui admet des dispersions 
importantes. Ainsi, l’objectif des travaux est d’étudier le comportement dynamique d’un 
système frottant afin de pouvoir déterminer la dispersion de l’amplitude des cycles limites lors 
des instabilités de type sprag-slip en prenant en compte les incertitudes du coefficient de 
frottement avec une approche par intervalles. 
 
Abstract : 
The level of the limit cycles obtained in the zones of instability of dry friction systems 
strongly depends on the value of the friction coefficient which admits important dispersions. 
Thus, the objective of work is to study the dynamic behavior of a dry friction system in order to 
be able to determine the dispersion of the amplitude of the limit cycles at the time of sprag-slip 
instabilities by taking of account uncertainties of the friction coefficient with an approach by 
intervals. 
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1 Introduction 
De nombreux travaux de recherche se sont intéressés à l’étude du comportement 
dynamique de systèmes frottants tels que des systèmes de freinage, des essuie-glaces. Ces 
études ont montré que de tels systèmes peuvent être soumis à des instabilités de type sprag-Slip, 
et ainsi avoir leurs performances dégradées. Ces travaux ont fait ressortir une grande sensibilité 
du niveau des cycles limites aux paramètres de conception et aux paramètres physiques associés 
à la loi de frottement. Compte tenu des dispersions importantes observées sur les lois de 
frottement il s’avère donc nécessaire de prendre en compte ces incertitudes dés l’étape de 
conception. La valeur du coefficient de frottement n’est pas connue et ne peut être que bornée. 
Dans ce contexte, l’objectif de nos travaux est d’étudier le comportement dynamique d’un 
système frottant afin de pouvoir déterminer la dispersion de l’amplitude des cycles limites lors 
des instabilités de type sprag-slip en prenant en compte les incertitudes du coefficient de 
frottement avec une approche par intervalles. 
 
2 Système étudié 
Le modèle permettant d’étudier des instabilités de type sprag-slip a été défini à partir de  
travaux (Grenouillat 2002) sur des lames de balai d’essuie-glace. Le système se compose d’une 
masse ponctuelle m  et deux tiges indéformables T1 et T2 (figure 1). Ces trois solides sont reliés 
les uns aux autres par des  liaisons pivots parfaites, associées  à une raideur angulaire k1 entre la 
masse m et la première tige T1, et une raideur angulaire k2 entre les tiges T1 et T2. La masse m 
est liée au bâti par un ressort de rappel K1. Une force d’appui Fo est appliquée sur la masse m.  
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La tige T2 est en permanence en contact ponctuel glissant sur une surface en mouvement (pi). Le 
frottement est modélisé par la loi de frottement de Coulomb T = µN, avec T la composante 
tangentielle et N la composante normale de la force de frottement. 
 
FIG. 1 – système frottant 
Les équations du mouvement  du système non linéaire peuvent s’écrire sous la forme  
( )+ =ɺɺMX + KX FNL X 0  (1) 
avec [ ]Tv=X θ φ . Xɺɺ , Xɺ  et X  sont respectivement les vecteurs accélération, vitesse et 
déplacement à 3 dimensions associés aux degrés de liberté du système. M , K et ( )FNL X  
respectivement la matrice masse, la matrice raideur et les expressions non linéaires du système.  
 
3 Amplitude des cycles limites basés sur une analyse par intervalles 
Lors d’instabilité avec flottement, le système oscille autour de sa position d’équilibre avec 
des amplitudes qui dépendent de la valeur des paramètres et en particulier de celle du coefficient 
de frottement. Ce sont des oscillations auto-entretenues qui diminuent les performances du 
système et peuvent le dégrader par fatigue. Aussi, les équations dynamiques non linéaires 
peuvent être intégrées numériquement pour obtenir une réponse temporelle et ainsi les cycles 
limites. Il est alors possible de quantifier l’amplitude de ces cycles limites pour chaque jeu de 
paramètres et plus particulièrement pour chaque valeur du coefficient de frottement. Ainsi pour 
déterminer la dispersion des amplitudes des cycles limites il faut effectuer des études 
paramétriques. Cependant, ces études peuvent s’avérer fastidieuses et prohibitives en temps de 
calcul sans avoir la certitude d’obtenir la totalité de la dispersion des amplitudes. Il est donc 
nécessaire d’utiliser une approche non déterministe 
Une  approche classique pour simuler le comportement de systèmes non linéaires avec des 
paramètres incertains est l’application de méthodes de Monte Carlo. Cependant, ces méthodes 
ne peuvent pas fournir des limites garanties sur les variables d’états et demandent des temps de 
calculs prohibitifs. A l’inverse, les méthodes par intervalles appliquées à la simulation de 
systèmes dynamiques temporels avec paramètres incertains conduisent à des estimations 
conservatives des limites hautes et basses de toutes les variables d’état (Moore R. 1979, 
Nedialkov 1999, Jaulin  2001).  
 
3.1 Arithmétique des intervalles: définition et limitations 
Un intervalle est un sous ensemble du corps des réels R. Il est défini par 
[ ] { }/ ,  x t x t x x et x R− + − += ≤ ≤ ∈ .  Un intervalle est noté entre crochet avec ses deux bornes extrêmes  
[x] = [x−, x+].  Avant d’appliquer l’analyse par intervalle sur la détermination des amplitudes des 
cycles limites, les limitations de la méthode des intervalles sont donnés.  
La simple application de l’arithmétique des intervalles qui consiste à remplacer toutes les 
opérations arithmétiques et les fonctions par leurs équivalents en intervalles peut conduire à des 
surestimations significatives. Ces surestimations peuvent être dues à plusieurs phénomènes. 
Premièrement, Le calcul par intervalle considère que chaque occurrence dans une équation 
ou dans un système d’équations d’un paramètre modélisé par un intervalle est indépendante. En 
effet, par exemple pour une soustraction [a]-[b], l’algèbre des intervalles donne comme résultat 
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l’intervalle [c] que parcourt n’importe quel élément de [a] moins n’importe quel élément de [b]. 
Cette indépendance des occurrences appelée phénomène de pessimisme ne correspond  pas à la 
réalité physique du système. 
Deuxièmement, en utilisant des boites intervalles dont les côtés sont  parallèles aux axes, 
l’arithmétique des intervalles ne peut pas représenter correctement des domaines complexes des 
variables d’état dans l’espace d’état. Par exemple, l’algorithme du calcul par intervalle 
considère que l’image d’un intervalle est un intervalle unique, ce qui n’est pas toujours le cas. Il 
est  possible que l’image soit composée de différentes zones distinctes, alors que la solution 
trouvée sera un intervalle unique englobant toutes ces différentes zones. Dans ce cas, le 
”wrapping effect” donne un intervalle qui surestime de façon excessive l’image exacte. 
Et troisièmement, selon la forme sous lesquelles les équations d’état sont écrites, les 
intervalles représentant les variables d’état peuvent être différent. Les amplitudes des intervalles 
peuvent varier de façon significative. Ainsi, la forme sous laquelle les équations d’état sont 
écrites est primordiale. 
Afin de limiter le phénomène de pessimisme les différentes occurrences du paramètre  
incertain  et des variables d’état sont factorisées dans les équations le plus souvent possible. 
Lorsqu’il n’est pas possible de factoriser le paramètre incertain dans certaines composantes des 
équations, des études de fonctions sont effectuées. 
 L’une des solutions pour limiter le « wrapping effect » est le sous-pavage. Il consiste à 
subdiviser l’ensemble de départ en différentes zones, et d’étudier le comportement du système 
dans chacune de ces zones. En découpant le domaine de départ de façon assez fine, il est 
possible de diminuer significativement la surestimation et ainsi d’obtenir des intervalles plus 
étroits (Jaulin 2001, Rauh 2004, Kletting 2005). Cependant dans notre cas d’étude la méthode 
de sous-pavage est difficile à mettre en place de façon efficace. Pour le faire, il faudrait 
connaître au préalable l’allure de la réponse et ensuite ajuster le découpage. Le système étant 
très non linéaire il est impossible d’estimer l’allure sans faire une étude complète. 
Finalement pour limiter la surestimation des amplitudes des intervalles, l’idée est de 
rajouter des équations supplémentaires à celles du modèle (Jaulin 2001). Ces équations 
supplémentaires, appelées contracteurs, sont des relations mathématiques toujours vérifiées, 
comme par exemple l’équation cos2θ + sin2φ = 1. Dans le cadre du système étudié, l’équation 
supplémentaire choisie pour l’angle θ est 2cos( 1 sin )arθ θ= − . Les équations du modèle donnent 
un intervalle pour l’angle θ, qui est introduit dans l’équation contracteur pour obtenir un nouvel 
intervalle pour θ. L’intersection entre ces deux intervalles permet de définir un intervalle pour θ 
plus étroit. Ce processus peut être répété de façon itérative jusqu’à convergence vers un 
intervalle. De la même façon le contracteur 2cos( 1 sin )arφ φ= −  est mis en place pour l’angle φ.  
 
3.2 Determination of the double pendulum’s dynamic behaviour 
Pour déterminer la dispersion des amplitudes des cycles limites le comportement 
dynamique du système doit être simulé en tenant compte de l’incertitude du coefficient de 
frottement µ représenté par un intervalle [µ-,µ+]. Pour cela le système d’équations d’état  
T1 1 1
  avec  ( ) ( )    ( )  ( ) ( ) ( ) et (t)− − −  = = + + =  CL CL 0 CLZ Fz F z M z A  z M z B z F M z G z z X Xɺ ɺ     (2) 
est résolu avec l’arithmétique des intervalles. La résolution temporelle peut être effectuée à 
partir d’une discrétisation des équations avec des formules de type Euler ou de Runge-Kutta. 
Elle consiste à déterminer z(t) à partir d’un état initial sur un intervalle de temps donné [t0, tf]. 
Les variables d’états v(t) , v(t)ɺ , (t)θ , (t)θɺ , (t)φ , (t)φɺ et le coefficient de frottement sont définis 
par des intervalles, les autres paramètres étant des réels. 
Les résultats de plusieurs simulations du comportement dynamique du double pendule 
autour d’une de ses positions d’équilibre sont présentés. Le coefficient de frottement est défini 
par l’intervalle [0.11 , 0.13], les autres paramètres étant des réels donnés.  
18ème Congrès Français de Mécanique Grenoble, 27-31 août 2007 
4 
Selon les études, la résolution du système d’équations (2) a été effectuée avec la méthode 
d’Euler  ou avec la méthode de Runge-Kutta sur un temps de 4s ou 12s. 
Les résultats de quatre études sont présentés : 
Etude 1 : Etude de référence directement effectuée à partir du système d’équations (6) avec 
la formule d’Euler et optimisation de la mise en forme des équations 
Etude 2 : Etude 1 avec études de fonctions sur les coefficients 
Etude 3 : Etude 2 avec études de fonctions sur les variables d’état 
Etude 4 : Etude 3 avec méthode de Runge-Kutta 
A travers ces quatre études est montrée l’influence des différentes méthodes cherchant à 
diminuer la surestimation des résultats. 
Le tableau 1 montre l’amplitude des intervalles pour les variables d’état ,  , , θ θ φ φɺ ɺ  en 8 
instants t. Les résultats des différentes études sont comparés, l’amplitude des intervalles pour 
l’étude 1 étant supposée la référence 100. Ces résultats montrent que les méthodes mises en 
place pour réduire le phénomène de surestimation diminuent effectivement les amplitudes. Ces 
diminutions peuvent atteindre près de 30% pour l’angle θ, 36% pour l’angle φ et respectivement 
30% et 37% pour les vitesses angulaires 
 et θ φɺ ɺ . Par exemple à l’instant t=4s, l’amplitude de 
l’intervalle de l’angle θ pour l’étude 4 est égale à 71.54 % de l’amplitude de l’intervalle l’étude 
1 ce  qui correspond à une diminution de prés de 28,46%. 
 Les figures 3 et 4 montrent les évolutions des variables d’état ,  , , θ θ φ φɺ ɺ  en fonction du 
temps  sur 4s pour l’étude dont la surestimation est la plus faible (étude 4). Ainsi, les amplitudes 
des intervalles augmentent de façon monotone en fonction du temps.  
Lorsque la simulation est effectuée sur un temps plus long, par exemple 12s les amplitudes 
des intervalles divergent très rapidement. Les graphes correspondant à ces études ne sont pas 
présentés car la divergence des amplitudes des intervalles conduit à une échelle qui rend 
illisibles les courbes. Ce phénomène de divergence est dû à l’accumulation des surestimations 
effectuées sur les différentes  variables d’état à chaque instant t. 
Pour contrer ce phénomène de divergence les contracteurs définis précédemment sont mis 
en place. Les figures 5 et 6 présentent l’évolution des variables d’état obtenus avec des 
contracteurs en fonction du temps jusqu’à l’instant t=12s. A partir de l’instant t=4s 
l’augmentation des amplitudes des l’intervalles des angles θ et φ s’accélère rapidement jusqu’à 
atteindre  la valeur pi et s’y stabiliser. Ainsi la mise en place des contracteurs sur les angles 
permet de borner les valeurs des angles entre -pi/2 et pi/2 et ainsi de saturer les amplitudes des 
intervalles des angles à la valeur pi. 
Les méthodes de réduction des amplitudes permettent de diminuer le phénomène de 
surestimation mais n’empêchent pas les amplitudes des intervalles de croître rapidement vers la 
valeur limite pi imposée par les contracteurs  à partir d’un certain temps.  Les méthodes ne font 
que retarder le phénomène de divergence.  
 
FIG. 3 – Etude 4 sur 4s sans contracteurs - Angle θ  et vitesse angulaire θɺ  en fonction du temps 
18ème Congrès Français de Mécanique Grenoble, 27-31 août 2007 
5 
  
FIG. 4 – Etude 4 sur 4s sans contracteurs - Angle θ et vitesse angulaire φɺ  en fonction du temps 
 
FIG. 5 – Etude 4 sur 12s avec contracteurs - Angle θ  et vitesse angulaire θɺ  en fonction du 
temps 
 
FIG. 6 – Etude 4 sur 12s avec contracteurs - Angle φ  et vitesse angulaire φɺ  en fonction du 
temps 
 
4 Conclusions 
 Les résultats de plusieurs simulations du comportement dynamique du double pendule 
autour d’une de ses positions d’équilibre avec prise en compte de l’incertitude du coefficient de 
frottement avec des intervalles ont été présentés. La résolution du système d’équations d’états a 
été effectuée avec les formules d’Euler et de Runge-kutta en utilisant l’arithmétique des 
intervalles. Les résultats obtenus avec différentes méthodes cherchant à diminuer la 
surestimation des résultats ont été comparés. Ces méthodes permettent de diminuer le 
phénomène de surestimation mais n’empêchent pas les amplitudes des intervalles de croître vers 
une valeur limite imposée par les contracteurs  à partir d’un certain temps.  
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Tableau 1: Variables d’états en 8 instants différents pour 4 simulations 
    0.5 s 1 s 1.5 s 2 s 2.5 s 3 s 3.5 s 4 s 
Etude 1 θ 0.000040692 0.00018059 0.0004786 0.0010581 0.0021544 0.0042051 0.0080178 0.015078 
  dθ/dt 0.00016899 0.00041001 0.00082252 0.0015725 0.002956 0.0055117 0.010226 0.018909 
  φ 0.000040323 0.00017384 0.00044118 0.00092601 0.0017852 0.0033056 0.0060095  0.010847 
  dφ/dt 0.000016583 0.00038177 0.00071519 0.0012758 0.0022552 0.0039981 0.0071293 0.012788 
Etude 2 θ 0.000040534 0.00017988 0.00047674 0.001054 0.002146  0.0041887 0.0079866 0.015019 
  
 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 
  dθ/dt 0.00016833  0.00040841  0.00081931 0 .0015664  0.0029445  0.0054902  0.010186  0.018835 
    99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 
  φ 0.000040166  0.00017317  0.00043946  0.0009224  0.0017782  0.0032928  0.0059861  0.010805 
  
 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 
  dφ/dt 0.00016518  0.00038029  0.00071241  0.0012708  0.0022465  0.0039825  0.0071015  0.012738 
    99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 99.61% 
Etude 3 θ 0.00004023  0.00017512  0.00045005  0.00095544  0.0018534  0.0034254  0.0061552  0.010871 
  
 98.86%  96.97%  94.03%  90.29%  86.02%  81.45%  76.76%  72.09% 
  dθ/dt  0.00016601  0.00038872  0.00074101  0.0013343  0.0023508  0.0040975  0.0070961  0.012236 
    98.23%  94.80%  90.09%  84.84%  79.52%  74.34%  69.39%  64.71% 
  φ 0.000039865  0.00016855  0.00041448  0.00083422  0.0015289  0.0026739  0.00457 0 .0077314 
  
 98.86%  96.95%  93.94%  90.08%  85.64%  80.89%  76.04%  71.27% 
  dφ/dt 0.00016289  0.00036145  0.00064117  0.0010714  0.0017656  0.0029142  0.0048406  0.0080963 
    98.22%  94.67%  89.64%  83.98%  78.28%  72.89%  67.89%  63.31% 
Etude 4 θ 0.00003884  0.00017191  0.00044406  0.00094494 0.0018354  0.0033951  0.0061044  0.010786 
  
 95.44%  95.19%  92.78%  89.30%  85.19%  80.73%  76.13%  71.53% 
  dθ/dt 0.00016275  0.00038406  0.00073361  0.0013221  0.0023305  0.0040639  0.0070403  0.012144 
    96.3%  93.67%  89.19%  84.07%  78.84%  73.73%  68.84%  64.22% 
  φ 0.000038499 0.00016554  0.00040923  0.00082565  0.0015152  0.002652  0.0045349  0.0076748 
  
 95.47%  95.22%  92.75%  89.16%  84.87%  80.22%  75.46%  70.75% 
  dφ/dt 0.00015978  0.00035747  0.00063547  0.0010628  0.0017519  0.0028922  0.0048048  0.0080378 
    96.35%  93.63%  88.85%  83.30%  77.68%  72.33%  67.39%  62.85% 
