Appropriately classifying neuronal subgroups is critical to numerous downstream procedures in several disciplines of biomedical research. The cortical pyramidal neuron characterization technology has achieved rapid development in recent years. However, capturing true neuronal features for accurate pyramidal neuron characterization and segmentation has remained elusive. In the current study, a novel global preserving estimate algorithm is used to capture the non-linearity in the features of cortical pyramidal neuron after Factor Algorithm. Our results provide evidence for the effective integration of the original linear and nonlinear neuronal features and achieves better characterization performance on multiple cortical pyramidal neuron databases through array matching.
1． Introduction
As a key area of biologic characterization technology, cortical pyramidal neuron characterization technology has achieved rapid development in recent years. A large number of Array characterization technologies are applied in this field. The main application areas include: FACS based characterization, immunological characterization, man-machine interaction and so on. 2 From the main process of cortical pyramidal neuron characterization we can see that the feature mining and processing as well as classifier selection are the main factors that affect the characterization performance. The Factor Algorithm (FA) [1] , Linear Differential Algorithm (LDA) [2] and Regularization Preserving Estimates (RPP) [3] algorithm have been proved to be able to greatly improve the characterization rate. It is found that the cortical pyramidal neuron global feature mining can represent the cortical pyramidal neuron overall contour and any other global data, but it is sensitive to changes of illumination and posture. The native feature mining can represent the native detail of cortical pyramidal neuron and has certain robustness to light, but representational capacity for overall data is not strong [4] . The union of global eigen cortical pyramidal neurons and native Gabor features improves the characterization rate, but due to the complexity of computation and the long computation time, its application scope is limited [5] .By using the TAT feature to describe the cortical pyramidal neuron features, and extracts the global data and native data. Characterization ability is improved to some extent. However, the union process of global features and the native features is just amalgamating, lacking effective integration [6] .
In this paper, aiming at the shortcomings of the algorithm, the RPP is introduced to extract the features. At the same time, Euclidean correlation Algorithm [7] is used to integrate the global features and the native features effectively, and constructs classifier by the Array Matching algorithm [8] . After comparing and aggregating multiple cortical pyramidal neuron databases, the algorithm is better than contrast algorithm, and has high characterization performance.
Feature mining and dimension decline algorithm

TAT feature mining
TAT feature descriptor is evolved from the HULT operator, which can describe the native difference data of the imprint well and is not easily disturbed by the noise.
The TAT feature mining process is as follows:
Step1. Imprint cropping, in this paper, the imprint length and height can be divisible by 16;
Step2. The divided sample imprint is a number of small blocks, each consists of 4 adjacent neuron. The block slides in the form of overlapping two neuron, selects 3 unsigned gradient direction, the number of the gradient direction angles is 9, the parallel and vertical gradients of the pixel point ( , ) xyin the imprint are computed as follows:
The gradient amplitude and the gradient direction of the pixel point ( , ) xy are derived respectively 
The histogram features of all the pixels in all directions are counted so as to obtain the histogram features of each cell, and further the histogram of each block is derived.
Step3. Cascading the histogram features of each block sequentially to obtain the overall TAT feature A S of the overall imprint. For instance: an imprint with a width of 92 * height of 112, each line has (112-16) / 8 + 1 = 13 blocks, since each column cannot be divisible by 16, first incise it to make it into 80, and then compute the total (80-16) / 8 +1 = 9 blocks, then the whole imprint has 13 * 9 = 117 blocks, each of which has 2 * 2 neuron and each cell has 9 bins, and all the feature dimensions of each block are 2 * 2 * 9 = 36 dimensions, thus the TAT feature dimensions of the entire imprint is 117 * 36 = 4212.
In the selection of native features, the difference of the coordinates of the key parts of cortical pyramidal neuron is relatively small. After comparison, the selected L pcs sub-blocks can contain most of the classified data easily, which can not only reduce the feature dimension and computational complexity, but also the characterization rate will not change too much. In this paper, it adopts the same steps as the global feature mining method to extract the above L pcs sub-block features. The original native TAT features T  T  2  1  2 ,
RPP algorithm
Among them, 12 [ , , ]
The transposition Array W deduced minimum value can be derived by solving the following generalized eigenvalue problem.
The eigenvectors corresponding to d pcs smallest non-zero eigenvalues of the above formula form a estimate Array 
Feature union and classifier learning algorithm
Feature union
How to use the extracted global features and native features rationally to realize effective cortical pyramidal neuron characterization is considered as the next problem.
If we just merge the two groups of features end-to-end by Array (vector) to generate a new feature vector, it will lack rational use of valuable identification data, feature union through effective optimization combination not only retain the participant multi-feature identification data, but also to some extent eliminate redundant data due to subjective factors, is of great significance to improve the characterization rate. In this paper, Euclidean Correlation Algorithm (ECA) is introduced to achieve feature union.
Euclidean Correlation Algorithm (ECA) process is as follows:
Step1, extract the global and native eigenvectors of the same Array based on the Array is used to respectively extract features from the corresponding feature subsets.
Classification Algorithm
For a certain sample to be charecterized, firstly, it is divided into L pcs subsets according to the uniform rules, and then based on the construction method of the above 7 sub-Arrays, L pcs feature sub-vectors 12 ( , , , )
to be tested are derived, and the consistency between two feature sub-vectors i y and i t can be defined as:
First, compute the displacement between the ith sub-segments to be tested and the feature subvector used in the corresponding sub-Array, and then determine the categories of the sub-sample and a sub-sample most consistent with the sub-sample, call it as i C . Finally, correct ultimate attribution of the sample to be tested by simple voting, and the probability that the sample to be tested is charecterized as the kth class can be defined as:
In the formula, when the first sub-mode of the sample to be tested is judged as the first kth class, the value of i d is 1, otherwise the value is 0. Finally, the characterization result of the sample under test is recorded as:
Experimental results and Algorithm
Pretreatment
In this paper, we test the cortical pyramidal neuron database, mainly including GMR, MIT, NCBR, MIT-CBCL, Fintech, KAIPO, UMASS, MITB, Grimace, UTMB,
MUCT. According to the requirements of 2.1, Imprint size and data set were preprocessed, the main contents include:
For the GMR database, use the original 92 * 112 bmp imprint.
For the MIT database, use the original 100 * 100 bmp imprint.
For the NCBR database, as the 45th category is as same as the 51th category, the 46th category is as same as the 52th category, the 47th category is as same as the 53th category, the 48th category is as same as the 54th category, the 49th category is as same as the 55th category, the 50th category is as same as the 56th category, categories 51-56 are eliminated to prevent misclassification.
For the MIT-CBCL database, the original imprint is in the 115 * 115 pgm format.
For easy calculation of TAT features, the size is normalized to 80 * 80 and converted to bmp format. 8 For the Fintech database, the cortical pyramidal neuron area is segmented using a given cortical pyramidal neuron area calibration point, then normalized to 80 * 100 size, NCBR and other cortical pyramidal neuron banks is greater than that when the sample value of 5 or 7.
Figure 3. The Impact of Different Algorithms on Characterization Accuracy
In Figure 3 , we fixed the test sample value to 3, and compared the accuracy of identifying the global features and native features by using PDA algorithm and RPP algorithm. It can be seen that after using the RPP algorithm to reduce the dimension, the correct rate of overall characterization is higher, especially in the NCBR, UMASS, MUCT database, the performance is obviously better than the use of FA dimensionality decline, while in the other database test results, the test accuracy is similar or close. 
Conclusion
In this paper, the TAT feature descriptor is used to extract cortical pyramidal neuron features, and the global TAT feature and the native key part TAT feature are conducted union of feature layer to form the final classification feature, and the displacement similarity between the feature vectors is used for discrimination.
Experiments conducted in multiple cortical pyramidal neuron databases show that the method using RPP dimensionality decline is better than using FA as a whole, which can meet the requirements of shortening the classification time and improving the characterization rate. In the future research, we also need to optimize the algorithm to further describe the degree of influence of different feature dimensions and key features on the characterization effect.
