Statistical physics of unsupervised learning with prior knowledge in
  neural networks by Hou, Tianqi & Huang, Haiping
Statistical physics of unsupervised learning with prior knowledge in neural networks
Tianqi Hou
Department of Physics, the Hong Kong University of Science and Technology,
Clear Water Bay, Hong Kong, People’s Republic of China
Haiping Huang∗
PMI Lab, School of Physics, Sun Yat-sen University, Guangzhou 510275, People’s Republic of China
(Dated: May 28, 2020)
Integrating sensory inputs with prior beliefs from past experiences in unsupervised learning is
a common and fundamental characteristic of brain or artificial neural computation. However, a
quantitative role of prior knowledge in unsupervised learning remains unclear, prohibiting a scientific
understanding of unsupervised learning. Here, we propose a statistical physics model of unsupervised
learning with prior knowledge, revealing that the sensory inputs drive a series of continuous phase
transitions related to spontaneous intrinsic-symmetry breaking. The intrinsic symmetry includes
both reverse symmetry and permutation symmetry, commonly observed in most artificial neural
networks. Compared to the prior-free scenario, the prior reduces more strongly the minimal data
size triggering the reverse symmetry breaking transition, and moreover, the prior merges, rather
than separates, permutation symmetry breaking phases. We claim that the prior can be learned
from data samples, which in physics corresponds to a two-parameter Nishimori constraint. This
work thus reveals mechanisms about the influence of the prior on unsupervised learning.
The sensory cortex in the brain extracts statistical reg-
ularities in the environment in an unsupervised way. This
kind of learning is called unsupervised learning [1], rely-
ing only on raw sensory inputs, thereby thought of as a
fundamental function of the sensory cortex [2]. When
sensory information is uncertain, a natural way to model
the outside world is integrating sensory inputs with inter-
nal prior beliefs, in accordance with Bayesian inference.
Bayesian theory formalizes how the likelihood function of
sensory inputs and the prior statistics can be coherently
combined, taking a trade-off between input feature relia-
bility, as encoded in the likelihood function, and the prior
distribution [3]. The Bayesian brain hypothesis [4] was
widely used to model sensorimotor behavior [5, 6], per-
ceptual decision making [7], object perception in visual
cortex [8, 9], and even cognition [10]. Bayesian inference
is also a principled computational framework in deep-
learning-based machine learning [11–13]. When the prior
beliefs are taken into account, the unsupervised learning
meets Bayesian inference. Thus incorporating prior be-
liefs from past experiences into unsupervised learning is
a common and fundamental characteristic of the com-
putation in the brain or artificial neural networks. How-
ever, current studies mostly focused on neural implemen-
tations of the Bayesian inference [4, 14], or focused on
designing scalable Bayesian learning algorithms for deep
networks [12, 13], making a scientific understanding of
unsupervised learning with prior knowledge lag far be-
hind its neural implementations or engineering applica-
tions.
By asking a minimal data size to trigger learning in a
two-layer neural network, namely a restricted Boltzmann
machine (RBM) [15], a recent study claimed that sensory
inputs (or data streams) are able to drive a series of phase
transitions related to broken inherent-symmetries of the
model [16]. However, this model does not assume any
prior knowledge during learning, therefore the impact of
priors on the learning remains unexplained. Whether
a learning is data-driven or prior-driven depends highly
on feature reliability of sensory inputs. When sensory
inputs become highly unreliable, prior knowledge domi-
nates the learning. Otherwise, the data likelihood takes
over. A quantitative role of prior knowledge is thus a
key to unlock the underpinning of unsupervised learning
with priors.
Here, we propose a mean-field model of unsuper-
vised learning with prior knowledge, to provide an an-
alytical argument supporting surprising computational
roles of priors. First, the prior knowledge reduces
strongly the minimal data (observations) size at which
the concept-formation starts, as quantitatively predicted
by our model. Second, phase transitions observed in the
RBM model of unsupervised learning without priors are
significantly reshaped, showing that the prior shifts an
intermediate phase observed in the model without pri-
ors. Lastly, our theory reveals that the variability in
data samples, as encoded by a temperature-like hyper-
parameter, as well as the intrinsic correlation between
synapses connecting layers of the RBM, can be learned
directly from the data. In physics, this corresponds to
a two-parameter Nishimori constraint, generalizing the
original concept of a single-parameter Nishimori line [17].
Therefore, our model provides deep insights about roles
of prior knowledge in unsupervised learning.
From a neural network perspective, the interplay be-
tween the prior and the likelihood function of data
can be captured by synaptic weights. These synaptic
weights are modeled by feedforward connections in a
RBM [15, 16, 18]. More precisely, the RBM is a two-
layer neural network where there do not exist intra-layer
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2connections. The first layer is called the visible layer,
receiving sensory inputs (e.g., images), while the second
layer is called the hidden layer, where each neuron’s in-
put weights are called the receptive field (RF) of that
hidden neuron. In an unsupervised learning task, these
synaptic weights are adjusted to encode latent features in
the data. We assume that both the neural and synaptic
states take a binary value (±1). The RBM is a universal
approximator of any discrete distributions [19]. For sim-
plicity, we consider only two hidden neurons. Therefore,
the joint activity distribution reads as follows [20, 21],
P (σ, h1, h2|ξ1, ξ2) = 1
Z(ξ1, ξ2)
e
β√
N
∑
j hj
∑
i∈∂j ξ
j
iσi , (1)
where ∂j denotes neighbors of the node j, σ indicates
an N -dimensional sensory input, h1 and h2 are the hid-
den neural activity, an inverse-temperature β character-
izes the noise level of the input, the network-size scaling
factor ensures that the free energy of the model is an ex-
tensive quantity, finally ξ1 and ξ2 are the receptive fields
of the two hidden neurons, respectively. Z(ξ1, ξ2) is the
partition function in physics. Another salient feature in
this model is that the hidden activity can be marginalized
out, which helps the following analysis.
For an unsupervised learning task, one can only have
access to raw data, defined by D = {σa}Ma=1. We assume
a weak dependence among data samples [20]. The task is
to infer the synaptic weights encoding latent features in
the data. This is naturally expressed as computing the
posterior probability, and thus the Bayes’ rule applies as
follows,
P (ξ1, ξ2|D) =
∏
a P (σ
a|ξ1, ξ2)∏Ni=1 P0(ξ1i , ξ2i )∑
ξ1,ξ2
∏
a P (σ
a|ξ1, ξ2)∏Ni=1 P0(ξ1i , ξ2i )
=
1
Ω
∏
a
1
cosh (β2Q)
cosh
(
β√
N
ξ1 · σa
)
× cosh
(
β√
N
ξ2 · σa
) N∏
i=1
P0(ξ
1
i , ξ
2
i ),
(2)
where Q = 1N
∑
i ξ
1
i ξ
2
i stemming from Z(ξ
1, ξ2) '
2Neβ
2
cosh(β2Q) [16], Ω is the partition function for
the learning process, and P0(ξ
1
i , ξ
2
i ) =
1+q
4 δ(ξ
1
i − ξ2i ) +
1−q
4 δ(ξ
1
i + ξ
2
i ) specifying the prior knowledge we have
about the distribution of synaptic weights. Note that q
determines the correlation level of the two RFs. The prior
P0(ξ
1
i , ξ
2
i ) can be recast into another form of P0(ξ
1
i , ξ
2
i ) =
eJ0ξ
1
i ξ
2
i
4 cosh(J0)
where J0 = tanh
−1 q. The unsupervised learn-
ing can thus be investigated within a teacher-student
scenario. First, we prepare a teacher-type RBM whose
synaptic weights are generated from the prior distribu-
tion with a prescribed q. Then the data D is collected
from the equilibrium state of the model (Eq. (1)) through
Gibbs sampling [20]. Finally, a student-type RBM tries
to infer the teacher’s RFs only based on the noisy data
the teacher generates with another prescribed β. There-
fore, the unsupervised learning with prior knowledge (in-
cluding both q and β) can be studied within the Bayes-
optimal framework (Eq. (2)) [22]. Note that there ex-
ist two types of inherent symmetries in the model, i.e.,
the model (Eq. (2)) is invariant under the operation of
ξ → −ξ for two hidden nodes (reverse symmetry) or the
permutation of ξ1 and ξ2 (permutation symmetry (PS)).
The teacher-student scenario is amenable for a theoret-
ical analysis, since the data distribution can be analyti-
cally calculated. This is different from numerical exper-
iments on a real dataset whose exact distribution is not
accessible. Moreover, we are interested in the limits—
M → ∞ and N → ∞ but the ratio or data density is
kept constant as α = MN .
The emergent behavior of the model is captured by the
free energy function defined by −βNf = 〈ln Ω〉, where
〈•〉 denotes the disorder average over both the distribu-
tion of planted true RFs and the corresponding data dis-
tribution P (D|ξ1, ξ2). However, a direct computation of
the disorder average is impossible. Fortunately, by intro-
ducing n replicas of the original system, we can estimate
the free energy density by applying a mathematical iden-
tity −βf = limn→0,N→∞ ln〈Ω
n〉
nN where we only need to
evaluate an integer power of Ω. Technical calculations are
deferred to Supplemental Material [23]. Here we quote
only the final result, and give an intuitive explanation.
For simplicity, we assume that order parameters of the
model (defined below) are invariant under permutation
of replica indexes. This is called the replica symmetric
(RS) Ansatz in spin glass theory [24].
The order parameters (T1, T2, q1, q2, τ1, τ2, R, r) and
their associated conjugated counterparts are stationary
points of the free energy function, obtained through a
saddle-point analysis in the thermodynamic limit [23].
The order parameters are calculated as follows,
T1 = [ξ
1,true〈ξ1〉], T2 = [ξ2,true〈ξ2〉], (3a)
q1 = [〈ξ1〉2], q2 = [〈ξ2〉2], (3b)
τ1 = [ξ
1,true〈ξ2〉], τ2 = [ξ2,true〈ξ1〉], (3c)
R = [〈ξ1ξ2〉], r = [〈ξ1〉〈ξ2〉], (3d)
where 〈•〉 denotes an average under the Boltz-
mann measure of an effective two-spin interaction
Hamiltonian, arising from the entropic computa-
tion of the replica method [23], i.e., Peff(ξ
1, ξ2) ∝
1
4 cosh J0
eb1ξ
1+b2ξ
2+(b3+J0)ξ
1ξ2 where b1 (or b2) and
b3 are random effective fields and couplings, re-
spectively, related to conjugated order parameters
(Tˆ1, Tˆ2, qˆ1, qˆ2, τˆ1, τˆ2, Rˆ, rˆ), and [•] indicates an average
over the standard Gaussian random variables and the
true prior P0(ξ
1,true, ξ2,true). These order parameters
capture the emergent behavior of our model. T1 and T2
3characterize the overlap between prediction and ground
truth. q1 and q2 characterize the self-overlap (Edwards-
Anderson order parameter in physics [24]). τ1 and τ2
characterize the permutation-type overlap. R and r char-
acterize the student’s guess on the correlation level of the
planted RFs.
Interestingly, when α is small, trivial (null values) or-
der parameters except R are a stable solution of Eq. (3),
thereby specifying a random guess (RG) phase. As ex-
pected, R reflects the prior information, thus being equal
to q irrespective of α. In this phase,
〈
ξ1
〉
=
〈
ξ2
〉
= 0, the
weight thus takes ±1 with equal probabilities, implying
that the data does not provide any useful information to
bias the weight’s direction. The underlying rationale is
that the posterior (Eq. (2)) is invariant under the reverse
operation ξ → −ξ, and this symmetry is unbroken in the
RG phase.
Surprisingly, as more data is supplied, the RG phase
would become unstable at a critical data density. By a
linear stability analysis [23], this threshold can be ana-
lytically derived as
αc =
Λ(β, q)
(1 + |q|)(1 + | tanh(β2q)|) , (4)
where Λ(β, q) = β
−4
1+q tanh(β2q)+|q+tanh(β2q)| denoting the
learning threshold for the prior-free scenario [16]. In the
correlation-free case (q = 0), the known threshold αc =
β−4 is recovered [18, 25]. Compared to the prior-free
scenario, the prior knowledge contributes an additional
factor leading to a further reduction of the threshold (∼
60% of the prior-free one for q = 0.3 and β = 1). Most
interestingly, in the weak-correlation limit, where q ∼
β−2 with a proportional constant q0 in the presence of
less noisy data (large β), αcβ
4 = 1(1+| tanh q0|)2 , which
implies that the learning threshold can be lowered down
to only 32% of the correlation-free case for q0 = 1. This
demonstrates that the weak correlation between synapses
plays a key role of reducing the necessary data size to
trigger concept-formation, a surprising prediction of the
model.
When α > αc, the RG phase is replaced by the
symmetry-broken phase, where
〈
ξ1
〉
=
〈
ξ2
〉 6= 0 and
the intrinsic reverse symmetry is spontaneously broken.
We thus call the second phase a spontaneous symme-
try breaking (SSB) phase. The SSB leads to a non-zero
solution of q1 = q2 = T1 = T2 = τ1 = τ2 = r. A rea-
sonable interpretation is that, the student infers only the
common part of the two planted RFs. Thus the PS still
holds for the student’s hidden neurons. Moreover, ξ1,true
and ξ2,true have the PS property as well, explaining the
solution we obtained. The SSB phase is thus permuta-
tion symmetric, which is stable until a turnover of the
order parameter r is reached (Fig. 1 (a)).
At the turnover, the PS is spontaneously broken,
thereby leading to a permutation symmetry breaking
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FIG. 1: (Color online) Phase diagram of unsupervised learn-
ing with priors. (a) Order parameters versus data densities
with (β, q)=(1.0, 0.3). Lines are replica results compared with
symbols obtained from the message passing (MP) procedure
(instances of N = 200). Previous results of the prior-free un-
supervised learning [16] are also plotted for comparison. The
arrows indicate the role of priors in shifting the phase tran-
sition points. (b) Critical data densities for SSB and PSB
are obtained from replica analysis and plotted for increasing
values of β.
(PSB) phase. The third phase is characterized by two
fixed points: (1) q1 = q2 = T1 = T2, and τ1 = τ2 = r;
(2) q1 = q2 = τ1 = τ2, and T1 = T2 = r. These
two fixed points share the same free energy, representing
two possible choices of ground truth— (ξ1,true, ξ2,true)
or (ξ2,true, ξ1,true). In fact, the PSB phase has two
subtypes—a PSBs phase where the permutation sym-
metry between ξ1 and ξ2 is broken on the student’s
side, i.e.,
〈
ξ1
〉
can point conversely to
〈
ξ2
〉
yet with
the same magnitude, thereby q1 = q2 6= r, and a PSBt
phase where the PSB occurs on the teacher’s side, i.e.,
ξ1,true and ξ2,true can not be freely permuted, thereby
T1,2 6= τ2,1 [16]. Interestingly, the self-overlap deviates
from r at the turnover, thereby merging PSBs phase and
PSBt phase into a single PSB phase, rather than sep-
arating these two subtypes as in the prior-free scenario
(Fig. 1 (a)). With the help of prior knowledge, the stu-
4dent is able to distinguish two planted RFs (PSBt) at the
same time when starting to infer different components of
the true RFs (PSBs). Furthermore, the prior does not
change the PSBt transition point of the prior-free case, as
knowing q does not help to accelerate the recognition of
two choices of ground truth. However, the knowledge of q
does elevate the overlap values before the turnover, lead-
ing to a larger value of r in the post-turnover regime com-
pared to the prior-free case (see a proof in [23]). After the
turnover, the overlap equal to min(T1, τ1) or min(T2, τ2)
has the same value with r, since (ξ1,true, ξ2,true) follows
the same posterior as (ξ1, ξ2). As expected, r finally
tends to q at a finite but large value of α (Fig. 1 (a)).
We conclude that with the prior knowledge, the data
stream drives the SSB and PSB phase transitions of con-
tinuous type. Thresholds of the transitions are sum-
marized in Fig. 1 (b). This conclusion is verified by
numerical simulations on single instances of the model
by applying a message-passing-based learning algorithm
(Fig. 1 (a)). Briefly, a cavity probability of (ξ1i , ξ
2
i )
without considering the a-th data sample Pi→a(ξ1i , ξ
2
i )
is defined. Then the cavity magnetization m1,2i→a =∑
ξ1i ,ξ
2
i
ξ1,2i Pi→a(ξ
1
i , ξ
2
i ) and the cavity correlation qi→a =∑
ξ1i ,ξ
2
i
ξ1i ξ
2
i Pi→a(ξ
1
i , ξ
2
i ) can be written into a closed-form
iterative equation, using the approximation that the cav-
ity probabilities surrounding a data sample are factor-
ized [23]. For evaluating the order parameters, the full
(not cavity) magnetization m1,2i and correlation qi can
be computed by considering contributions from all data
samples.
In our model, the learning thresholds related to the
SSB and PSB phase transitions are only determined by
two parameters β and q. We then ask whether these
two parameters can be learned from the raw data (not
necessary to explore all data samples). In principle, this
can be achieved by maximizing the following posterior of
the hyper-parameters,
P (β, q|D) =
∑
ξ1,ξ2
P (β, q, ξ1, ξ2|D) ∝ e−αNβ2Ω, (5)
where the Bayes’ rule is applied [23]. The maximum of
this posterior has the following property,
β = −(β)
2α
, (6a)
q =
1
N
N∑
i=1
qi(β, q), (6b)
where the energy density (β) independent of q and the
full correlation {qi} can be estimated from the mes-
sage passing algorithm [23]. Eq. (6) constructs a two-
parameter Nishimori constraint [23], implying that the
energy density of the model with prior knowledge is an-
alytic ( = −2αβ). Given only the data samples, al-
though we do not know the hyper-parameters (β,q) un-
derlying the data, iteratively imposing the Nishimori
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FIG. 2: (Color online) Inference of the hyper-parameters
(β, q) from raw data. The performance is measured by the
relative error defined as |Lest/Ltrue− 1|, where L denotes the
negative log-likelihood (Eq. (5)) [23]. The error bar charac-
terizes the fluctuation among twenty independent runs. The
inset shows learning trajectories on random instances of the
model (N = 100). The sub-inset shows results on the MNIST
dataset including full dataset (containing all ten types of dig-
its) or part of the dataset (containing only four types of dig-
its).
constraint helps to reach a consistent value of (β, q) to
explain the data. In statistics, this iterative scheme
is called the expectation-maximization algorithm [26],
where the message update to compute (, {qi}) is called
an expectation-step, while the hyper-parameter update is
called a maximization-step. The hyper-parameter space,
especially when the amount of data samples is not suf-
ficient, is not guaranteed to be convex, instead being
highly non-convex in general, as verified by a high rel-
ative inference error with a large fluctuation in a data-
deficient regime (Fig. 2). We first apply this frame-
work to synthetic datasets, where the hyper-parameters
can be accurately predicted provided that the supplied
dataset is large enough (Fig. 2). Using the current neu-
ral network model with N input neurons and two hidden
neurons, we then apply this algorithm to a handwritten
digit dataset [27], with N = 784. We obtain a value of
(β, q) = (12.697, 0.524) (Fig. 2). This predicted β value is
much smaller than that reported in a one-bit RBM [18].
Summary.—Learning statistical regularities in sensory
inputs is naturally characterized by integrating sensory
information with prior beliefs on the latent features. Our
theory clarifies the role of prior knowledge, when unsu-
pervised learning meets Bayesian inference. Incorporat-
ing the prior merges PSBs and PSBt phases, while the
PSBt phase lags behind the PSBs phase in the prior-free
model. Thus the prior is able to reshape the concept-
formation process in unsupervised learning. This is one
5key prediction of our theory. As expected, the prior
knowledge reduces much more significantly the mini-
mal data size triggering SSB than the prior-free case.
Moreover, a weak correlation between synapses reduces
strongly the minimal data size as well, in consistence with
the well-known non-redundant weight hypothesis [28].
This contributes to the second prediction of the model.
The PSB phase was also recently observed in a RBM with
more than two hidden neurons [29]. The predictions may
be generalized to a hierarchical complex system, and even
testable in a visual hierarchy where top-down contextual
priors are combined with bottom-up observations when
implementing probabilistic inference [3, 9].
Therefore, using the concept of SSB and PSB in
physics, our theoretical study provides deep insights
about roles of prior knowledge in unsupervised Bayesian
learning, which is linked to the Bayesian brain hy-
pothesis (e.g., when sensory inputs become highly un-
reliable, prior knowledge dominates the learning) and
the Bayesian inference in neural networks (both prior-
induced SSB and PSB are related to the weight symmetry
commonly observed in most artificial neural networks).
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Supplemental Material
Message Passing Algorithms for unsupervised learning with prior information
In our current setting, we assume that the statistical inference of synaptic weights from the raw data has the
correct prior information P0(ξ
1, ξ2) =
∏N
i=1 P0(ξ
1
i , ξ
2
i ), where P0(ξ
1
i , ξ
2
i ) =
1+q
4 δ(ξ
1
i − ξ2i ) + 1−q4 δ(ξ1i + ξ2i ), where q
is the correlation level between the two receptive fields. According to the Bayes’ rule, the posterior probability of
synaptic weights is given by
P (ξ1, ξ2|{σa}Ma=1) =
∏
a P (σ
a|ξ1, ξ2)∏Ni=1 P0(ξ1i , ξ2i )∑
ξ1,ξ2
∏
a P (σ
a|ξ1, ξ2)∏Ni=1 P0(ξ1i , ξ2i )
=
1
Ω
∏
a
1
cosh (β2Q)
cosh
(
β√
N
ξ1 · σa
)
cosh
(
β√
N
ξ2 · σa
) N∏
i=1
P0(ξ
1
i , ξ
2
i ),
(S1)
where Q ≡ 1N
∑N
i=1 ξ
1
i ξ
2
i , representing the overlap of the two RFs, and Ω is the so-called partition function in statistical
physics.
Using the Bethe approximation [16, 18, 30], we can easily write down the belief propagation equations as follows,
Pi→a(ξ1i , ξ
2
i ) =
1
Zi→a
P0(ξ
1
i , ξ
2
i )
∏
b∈∂i\a
µb→i(ξ1i , ξ
2
i ), (S2a)
µb→i(ξ1i , ξ
2
i ) =
∑
{ξ1,ξ2}\{ξ1i ,ξ2i }
1
cosh
(
β2Qc +
β2
N ξ
1
i ξ
2
i
) cosh(βXb + β√
N
ξ1i σ
b
i
)
cosh
(
βYb +
β√
N
ξ2i σ
b
i
)
×
∏
j∈∂b\i
Pj→b(ξ1j , ξ
2
j ),
(S2b)
where we define auxiliary variables Xb =
1√
N
∑
j 6=i ξ
1
jσ
b
j , Yb =
1√
N
∑
j 6=i ξ
2
jσ
b
j , and Qc =
1
N
∑
j 6=i ξ
1
j ξ
2
j . j ∈ ∂b\i
indicates neighbors of the data node b excluding the synaptic weight i. In our model, all synaptic weights are used
to explain each data sample. The belief propagation is commonly defined in a factor graph representation, where
the synaptic-weight-pair acts as the variable node, while the data sample acts as the factor node (or constraint
to be satisfied) [31]. The learning can then be interpreted as the process of synaptic weight inference based on
the data constraints. The cavity probability Pi→a(ξ1i , ξ
2
i ) is defined as the probability of the pair (ξ
1
i , ξ
2
i ) without
considering the contribution of the data node a. Zi→a is thus a normalization constant for the cavity probability
Pi→a(ξ1i , ξ
2
i ). The cavity probability can then be parameterized by the cavity magnetization m
1,2
i→a and correlation
qi→a as Pi→a(ξ1i , ξ
2
i ) =
1+m1i→aξ
1
i+m
2
i→aξ
2
i+qi→aξ
1
i ξ
2
i
4 . µb→i(ξ
1
i , ξ
2
i ) represents the contribution of one data node given the
value of (ξ1i , ξ
2
i ). Due to the central limit theorem, Xb and Yb can be considered as two correlated Gaussian random
6variables. We thus define G1b→i =
1√
N
∑
j 6=i σ
b
jm
1
j→b, G
2
b→i =
1√
N
∑
j 6=i σ
b
jm
1
j→b, Γ
1
b→i =
1
N
∑
j 6=i(1 − (m1j→b)2), and
Γ2b→i =
1
N
∑
j 6=i(1− (m2j→b)2) as the means and variances of the two variables, respectively. The covariance is given
by Ξb→i = 1N
∑
j 6=i(qj→b −m1j→bm2j→b). Moreover, Qc is approximated by its cavity mean Qb→i = 1N
∑
j 6=i qj→b. As
a result, the intractable summation in Eq. (S2b) can be replaced by a jointly-correlated Gaussian integral,
µb→i(ξ1i , ξ
2
i ) =
1
cosh
(
β2Qb→i + β
2
N ξ
1
i ξ
2
i
) ∫∫ DxDy cosh(β√Γ1b→ix+ βG1b→i + β√
N
ξ1i σ
b
i
)
× cosh
(
β
√
Γ2b→i(ψx+
√
1− ψ2y) + βG2b→i +
β√
N
ξ2i σ
b
i
)
,
(S3)
where the standard Gaussian measure Dx = e
−x2/2dx√
2pi
, and ψ = Ξb→i√
Γ1b→iΓ
2
b→i
.
We further define the cavity bias ub→i(ξ1i , ξ
2
i ) = lnµb→i(ξ
1
i , ξ
2
i ) as
ub→i(ξ1i , ξ
2
i ) =
β2
2
(Γ1b→i + Γ
2
b→i + 2Ξb→i)− ln
(
2 cosh
(
β2Qb→i +
β2ξ1i ξ
2
i
N
))
+ ln cosh
(
βG1b→i + βG
2
b→i +
β√
N
σbi (ξ
1
i + ξ
2
i )
)
+ ln
1 + e−2β2Ξb→i cosh
(
βG1b→i − βG2b→i + β√N σbi (ξ1i − ξ2i )
)
cosh
(
βG1b→i + βG
2
b→i +
β√
N
σbi (ξ
1
i + ξ
2
i )
)
 .
(S4)
Using Eq. (S2a), the cavity magnetizations m1i→a, m
2
i→a, and the cavity correlation qi→a can be computed as follows,
m1i→a =
∑
ξ1i ,ξ
2
i
ξ1i e
∑
b∈∂i\a ub→i(ξ
1
i ,ξ
2
i )P0(ξ
1
i , ξ
2
i )∑
ξ1i ,ξ
2
i
e
∑
b∈∂i\a ub→i(ξ
1
i ,ξ
2
i )P0(ξ1i , ξ
2
i )
,
m2i→a =
∑
ξ1i ,ξ
2
i
ξ2i e
∑
b∈∂i\a ub→i(ξ
1
i ,ξ
2
i )P0(ξ
1
i , ξ
2
i )∑
ξ1i ,ξ
2
i
e
∑
b∈∂i\a ub→i(ξ
1
i ,ξ
2
i )P0(ξ1i , ξ
2
i )
,
qi→a =
∑
ξ1i ,ξ
2
i
ξ1i ξ
2
i e
∑
b∈∂i\a ub→i(ξ
1
i ,ξ
2
i )P0(ξ
1
i , ξ
2
i )∑
ξ1i ,ξ
2
i
e
∑
b∈∂i\a ub→i(ξ
1
i ,ξ
2
i )P0(ξ1i , ξ
2
i )
.
(S5)
Starting from random initialization values of cavity magnetizations and correlations, the above belief propagation
iterates until convergence. To carry out the inference of synaptic weights (so-called learning), one only need to
compute the full magnetizations by replacing b ∈ ∂i\a in Eq. (S5) by b ∈ ∂i. The free energy can also be estimated
under the Bethe approximation, given by −βfBethe = 1N
∑
i ∆fi− N−1N
∑
a ∆fa where the single synaptic-weight-pair
contribution ∆fi and the single data sample contribution ∆fa are given as follows,
∆fi = ln
∑
ξ1i ,ξ
2
i
P0(ξ
1
i , ξ
2
i )
∏
b∈∂i
µb→i(ξ1i , ξ
2
i ), (S6a)
∆fa =
β2Γ2a(1− ψ˜2)
2
− ln (2 cosh(β2Qa))+ β2
2
(√
Γ1a +
√
Γ2aψ˜
)2
+ ln cosh
(
βG1a + βG
2
a
)
+ ln
[
1 + e−2β
2Ξa
cosh
(
βG1a − βG2a
)
cosh (βG1a + βG
2
a)
]
,
(S6b)
where G1a =
1√
N
∑
j∈∂a σ
a
jm
1
j→a, G
2
a =
1√
N
∑
j∈∂a σ
a
jm
2
j→a, Γ
1
a =
1
N
∑
j∈∂a(1 − (m1j→a)2), Γ2a = 1N
∑
j∈∂a(1 −
(m2j→a)
2), Qa =
1
N
∑
i∈∂a qi→a, Ξa =
1
N
∑
j∈∂a
(
qj→a −m1j→am2j→a
)
, and ψ˜ = Ξa√
Γ1aΓ
2
a
.
Replica analysis of the model
For a replica analysis, we need to evaluate a disorder average of an integer power of the partition function 〈Ωn〉,
where 〈•〉 is the disorder average over the true RF distribution P0(ξ1,true, ξ2,true) that is factorized over components
7and the corresponding data distribution P ({σa}Ma=1|ξ1,true, ξ2,true) as
〈Ωn〉 =
∑
{ξ1,true,ξ2,true,{σa}}
N∏
i=1
[
P0(ξ
1,true
i , ξ
2,true
i )
] M∏
a=1
cosh
(
β√
N
ξ1,true · σa
)
cosh
(
β√
N
ξ2,true · σa
)
2Neβ2 cosh (β2q)
×
∑
{ξ1,γ ,ξ2,γ}
∏
a,γ
cosh
(
β√
N
ξ1,γ · σa
)
cosh
(
β√
N
ξ2,γ · σa
)
cosh (β2Rγ)
∏
i,γ
P0(ξ
1,γ
i , ξ
2,γ
i ),
(S7)
where q = 1N ξ
1,true · ξ2,true, and γ is the replica index. The typical free energy can then be obtained as −βf =
limn→0,N→∞
ln 〈Ωn〉
nN . To compute explicitly 〈Ωn〉, we need to specify the order parameters as follows:
T γ1 =
1
N
ξ1,true · ξ1,γ , T γ2 =
1
N
ξ2,true · ξ2,γ , τγ1 =
1
N
ξ1,true · ξ2,γ , τγ2 =
1
N
ξ2,true · ξ1,γ , (S8a)
qγ,γ
′
1 =
1
N
ξ1,γ · ξ1,γ′ , qγ,γ′2 =
1
N
ξ2,γ · ξ2,γ′ , Rγ = 1
N
ξ1,γ · ξ2,γ , rγ,γ′ = 1
N
ξ1,γ · ξ2,γ′ . (S8b)
Inserting these definitions in the form of the delta functions as well as their corresponding integral representations,
one can decompose the computation of 〈Ωn〉 into entropic and energetic parts. However, to further simplify the
computation, we make a simple Ansatz, i.e., the order parameters are invariant under the permutation of replica
indexes. This is the so-called RS Ansatz. The RS Ansatz reads,
Rγ = R, iRˆγ = Rˆ, T γ1 = T1, iTˆ
γ
1 = Tˆ1, T
γ
2 = T2, (S9a)
iTˆ γ2 = Tˆ2, τ
γ
1 = τ1, iτˆ
γ
1 = τˆ1, τ
γ
2 = τ2, iτˆ
γ
2 = τˆ2, (S9b)
for any γ, and
qγ,γ
′
1 = q1, iqˆ1
γ,γ′ = qˆ1, q
γ,γ′
2 = q2, (S10a)
iqˆ2
γ,γ′ = qˆ2, r
γ,γ′ = r, irˆγ,γ
′
= rˆ, (S10b)
for any γ and γ′. Note that (Tˆ1, Tˆ2, qˆ1, qˆ2, τˆ1, τˆ2, Rˆ, rˆ) are conjugated order parameters introduced when using the
integral representation of the delta function.
Then we can reorganize 〈Ωn〉 as
〈Ωn〉 =
∫
dOdOˆeNA(O,Oˆ,α,β,q,n), (S11)
where O and Oˆ denote, respectively, all non-conjugated and conjugated order parameters. In the large N limit, the
integral is dominated by an equilibrium action:
A = −nRRˆ− nT1Tˆ1 − nT2Tˆ2 − nτ1τˆ1 − nτ2τˆ2 − n(n− 1)
2
q1qˆ1
− n(n− 1)
2
q2qˆ2 − n(n− 1)
2
rrˆ +GS + αGE ,
(S12)
where GS is the entropic term, and GE is the energetic term.
We first compute the entropic term as follows,
GS = ln
 ∑
{ξ1,γ ,ξ2,γ}
exp
(
Rˆ
n∑
γ=1
ξ1,γξ2,γ + Tˆ1
n∑
γ=1
ξ1,γξ1,true + Tˆ2
n∑
γ=1
ξ2,γξ2,true + τˆ1
n∑
γ=1
ξ1,trueξ2,γ
)
× exp
τˆ2 n∑
γ=1
ξ1,γξ2,true +
∑
γ<γ′
(
qˆ1ξ
1,γξ1,γ
′
+ qˆ2ξ
2,γξ2,γ
′
+ rˆξ1,γξ2,γ
′)
+
n∑
γ=1
lnP0(ξ
1,γ , ξ2,γ)

ξ1,true,ξ2,true
.
(S13)
8After a bit lengthy algebraic manipulation with the techniques developed in our previous work [16], we arrive at the
final result of GS as
GS = ln
∫ Dz
∑
ξ1,ξ2
eb1ξ
1+b2ξ
2+b3ξ
1ξ2+lnP0(ξ
1,ξ2)
n
ξ1,true,ξ2,true
− n
2
qˆ1 − n
2
qˆ2, (S14)
where we define Dz = Dz1Dz2Dz3 with three independent standard Gaussian random variables (z1, z2 and z3), [•]
denotes a disorder average with respect to the true prior. From this expression, an effective two-spin interaction
Hamiltonian can be extracted, determining the effective partition function Zeff in the main text. The effective fields
and coupling are given as follows,
b1 =
√
qˆ1 − rˆ
2
z1 +
√
rˆ
2
z3 + Tˆ1ξ
1,true + τˆ2ξ
2,true, (S15a)
b2 =
√
qˆ2 − rˆ
2
z2 +
√
rˆ
2
z3 + Tˆ2ξ
2,true + τˆ1ξ
1,true, (S15b)
b3 = Rˆ− rˆ
2
. (S15c)
Therefore, Zeff =
1+q
2 e
b3 cosh(b1 + b2) +
1−q
2 e
−b3 cosh(b1 − b2).
Next, we compute the energetic term GE given by
GE = ln
〈
cosh (βX0) cosh (βY 0)
eβ2 cosh (β2q)
n∏
γ=1
cosh (βXγ) cosh (βY γ)
cosh (β2Rγ)
〉
, (S16)
where 〈•〉 defines the disorder average. X0 = 1√
N
∑N
i=1 ξ
1,true
i σi, Y
0 = 1√
N
∑N
i=1 ξ
2,true
i σi, and X
γ = 1√
N
∑N
i=1 ξ
1,γ
i σi,
Y γ = 1√
N
∑N
i=1 ξ
2,γ
i σi, where σ represents a typical data sample. These four quantities are correlated random
Gaussian variables, due to the central limit theorem. To satisfy their covariance structure determined by the order
parameters, the random variables X0, Y 0, Xγ and Y γ are parameterized by six standard Gaussian variables of zero
mean and unit variance (t0, x0, u, u
′, yγ , ωγ) as follows,
X0 = t0, (S17a)
Y 0 = qt0 +
√
1− q2x0, (S17b)
Xγ = T1t0 +
τ2 − T1q√
1− q2x0 +Bu+
√
1− q1ωγ , (S17c)
Y γ = τ1t0 +
T2 − τ1q√
1− q2x0 +
r −A
B
u+
R− r√
1− q1ωγ +Ku
′
+
√
1− q2 − (R− r)
2
1− q1 yγ ,
(S17d)
where A = T1τ1 +
(τ2−T1q)(T2−τ1q)
1−q2 , B =
√
q1 − (T1)2 − (τ2−T1q)21−q2 , and K =
√
q2 − (τ1)2 − (T2−τ1q)21−q2 − ( r−AB )2. There-
fore, the GE term can be calculated by a standard Gaussian integration given by
GE = ln
[∫
Dt0Dx0DuDu
′ cosh (βt
0) coshβ(qt0 +
√
1− q2x0)
eβ2 cosh (β2q)
×
(∫
DωDy
1
cosh (β2R)
coshβ(T1t0 +
τ2 − T1q√
1− q2x0 +Bu+
√
1− q1ω)
× coshβ(τ1t0 + T2 − τ1q√
1− q2x0 +
r −A
B
u+ +
R− r√
1− q1ω +Ku
′ + Cy)
)n]
,
(S18)
where C ≡
√
1− q2 − (R−r)21−q1 .
9By introducing the auxiliary variables as follows,
ZE = e
β2(R−r) cosh (βΛ+) + e−β
2(R−r) cosh (βΛ−), (S19a)
Λ+ = (T1 + τ1)t0 +
(T2 + τ2)− q(T1 + τ1)√
1− q2 x0 +
(
B +
r −A
B
)
u+Ku′, (S19b)
Λ− = (T1 − τ1)t0 + (τ2 − T2)− q(T1 − τ1)√
1− q2 x0 +
(
B − r −A
B
)
u−Ku′, (S19c)
we finally arrive at the free energy Fβ = −βfRS as
Fβ = −RRˆ− T1Tˆ1 − T2Tˆ2 − τ1τˆ1 − τ2τˆ2 + qˆ1
2
(q1 − 1) + qˆ2
2
(q2 − 1)
+
rrˆ
2
+
∫
Dz [lnZeff ]ξ1,true,ξ2,true − α ln
(
2 cosh(β2R)
)
+ αβ2
(
1− q1 + q2
2
)
+
αe−β
2
cosh (β2q)
∫
Dt coshβt0 coshβ(qt0 +
√
1− q2x0) lnZE,
(S20)
where Dt = Dt0Dx0DuDu
′. The saddle-point analysis in Eq. (S11) requires that the order parameters should be
the stationary point of the free energy. All these conjugated and non-conjugated order parameters are subject to
saddle-point equations derived from setting the corresponding derivatives of the free energy with respect to the order
parameters zero. Here we skip the technical details to derive the saddle-point equations. We refer the interested
readers to our previous work [16].
The saddle-point equations for non-conjugated order parameters are given by
T1 = [ξ
1,true〈ξ1〉], (S21a)
T2 = [ξ
2,true〈ξ2〉], (S21b)
q1 = [〈ξ1〉2], (S21c)
q2 = [〈ξ2〉2], (S21d)
τ1 = [ξ
1,true〈ξ2〉], (S21e)
τ2 = [ξ
2,true〈ξ1〉], (S21f)
R = [〈ξ1ξ2〉], (S21g)
r = [〈ξ1〉〈ξ2〉], (S21h)
where [•] indicates an average over the standard Gaussian random variables z and the true prior P0(ξ1,true, ξ2,true),
and 〈•〉 is an average under the effective Boltzmann distribution P (ξ1, ξ2) = 1Zeff eb1ξ
1+b2ξ
2+b3ξ
1ξ2+lnP0(ξ
1,ξ2).
It is straightforward to show that
〈ξ1〉 = ∂
∂b1
lnZeff
=
tanh b1(1 + q tanh b3) + tanh b2(q + tanh b3)
1 + q tanh b3 + tanh b1 tanh b2(q + tanh b3)
.
(S22)
The expression of
〈
ξ2
〉
is obtained by exchange of b1 and b2 in Eq. (S22). The correlation term is computed similarly,
〈ξ1ξ2〉 = ∂
∂b3
lnZeff
=
q + tanh b3 + tanh b1 tanh b2(1 + q tanh b3)
1 + tanh b1 tanh b2(q + tanh b3) + q tanh b3
.
(S23)
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The saddle-point equations for conjugated order parameters are given by
Tˆ1 = αβ
2〈〈G+s 〉〉, (S24a)
Tˆ2 = αβ
2〈〈〈G−s 〉〉〉, (S24b)
qˆ1 = αβ
2
〈
(G+s )
2
〉
, (S24c)
qˆ2 = αβ
2
〈
(G−s )
2
〉
, (S24d)
τˆ1 = αβ
2〈〈G−s 〉〉, (S24e)
τˆ2 = αβ
2〈〈〈G+s 〉〉〉, (S24f)
Rˆ = αβ2
〈
G−c
〉− αβ2 tanh(β2R), (S24g)
rˆ = 2αβ2
〈
G+s G
−
s
〉
, (S24h)
where we define three different measures as
〈•〉 ≡ e
−β2
cosh(β2q)
∫
Dt cosh(βt0) cosh(βqt0 + β
√
1− q2x0)•, (S25a)
〈〈•〉〉 ≡ e
−β2
cosh(β2q)
∫
Dt sinh(βt0) cosh(βqt0 + β
√
1− q2x0)•, (S25b)
〈〈〈•〉〉〉 ≡ e
−β2
cosh(β2q)
∫
Dt cosh(βt0) sinh(βqt0 + β
√
1− q2x0)•, (S25c)
and three auxiliary quantities as
G−c =
eβ
2(R−r) coshβΛ+ − e−β2(R−r) coshβΛ−
eβ2(R−r) coshβΛ+ + e−β
2(R−r) coshβΛ−
, (S26a)
G+s =
eβ
2(R−r) sinhβΛ+ + e−β
2(R−r) sinhβΛ−
eβ2(R−r) coshβΛ+ + e−β
2(R−r) coshβΛ−
, (S26b)
G−s =
eβ
2(R−r) sinhβΛ+ − e−β2(R−r) sinhβΛ−
eβ2(R−r) coshβΛ+ + e−β
2(R−r) coshβΛ−
. (S26c)
A small-q expansion of the order parameter r
To understand why the order parameter r with prior is higher than that without prior, we carry out a small-q
expansion of the order parameter. In the small-q limit, we can reasonably assume that the conjugated parameters
are close to those estimated under the prior-free case, thereby avoiding a complex analysis of the original iterative
equations. We first denote some short-hand notations, as t1 ≡ tanh b1, t2 ≡ tanh b2, t3 ≡ tanh b3, a ≡ t1 + t2t3,
b ≡ t2 + t1t3, and c ≡ 1 + t1t2t3. It then follows that〈
ξ1
〉
p
〈
ξ2
〉
p
=
(t1(1 + qt3) + t2(q + t3))(t2(1 + qt3) + t1(q + t3))
(1 + qt3 + t1t2(q + t3))2
(S27a)
=
(〈
ξ1
〉
pf
+ q
〈
ξ2
〉
pf
)(〈
ξ2
〉
pf
+ q
〈
ξ1
〉
pf
)
(
1 + q 〈ξ1ξ2〉pf
)2 (S27b)
=
〈
ξ1
〉
pf
〈
ξ2
〉
pf
+ q
(〈
ξ1
〉2
pf
+
〈
ξ2
〉2
pf
)
− 2q
(〈
ξ1ξ2
〉
pf
〈
ξ1
〉
pf
〈
ξ2
〉
pf
)
+O(q2). (S27c)
where we have used the result of the prior-free case, i.e.,
〈
ξ1
〉
pf
= ac ,
〈
ξ2
〉
pf
= bc , and
〈
ξ1ξ2
〉
pf
= t3+t1t2c . The
subscripts p and pf indicate prior and prior-free, respectively. After taking the disorder average, i.e., [•], we obtain
the following relationship:
rp = rpf + q
(
[〈ξ1〉2pf ] + [〈ξ2〉2pf ]− 2[〈ξ1〉pf 〈ξ2〉pf 〈ξ1ξ2〉pf ]
)
. (S28)
For positive q, the last term is verified to be non-negative and decreasing as α increases. For negative q, the result also
holds. Therefore the last term contributes to the larger value of the order parameter rp (more precisely, in absolute
value) compared with the prior-free case.
11
Derivation of the critical point αc for spontaneous symmetry breaking
When α approaches the SSB threshold from below, all order parameters get close to zero, except for R which is
always equal to q due to the prior information. It is easy to show that Rˆ is also zero below the SSB threshold.
Therefore, b1, b2 and b3 are all small quantities. Then we can expand our order parameters to leading order. Note
that 〈ξ1〉 ' b1 + qb2, and 〈ξ2〉 ' b2 + qb1. It then follows that
T1 = [ξ
1,true〈ξ1〉] ' Tˆ1 + qτˆ2 + qτˆ1 + q2Tˆ2, (S29a)
T2 = [ξ
2,true〈ξ2〉] ' Tˆ2 + qτˆ2 + qτˆ1 + q2Tˆ1, (S29b)
τ1 = [ξ
1,true〈ξ2〉] ' τˆ1 + qTˆ1 + qTˆ2 + q2τˆ2, (S29c)
τ2 = [ξ
2,true〈ξ1〉] ' τˆ2 + qTˆ1 + qTˆ2 + q2τˆ1. (S29d)
Because R = q, by defining W (q) = e
β2q
2 cosh(β2q) , one arrives at the approximation G
±
s ' βW (q)(Λ+ ∓ Λ−) ± βΛ−.
To proceed, it is worth noticing that
〈〈Λ+〉〉 = β[T1 + τ1 + τ2 tanh (β2q) + T2 tanh (β2q)], (S30a)
〈〈Λ−〉〉 = β[T1 − τ1 + τ2 tanh (β2q)− T2 tanh (β2q)], (S30b)
〈〈〈Λ+〉〉〉 = β[T2 + τ2 + τ1 tanh (β2q) + T1 tanh (β2q)], (S30c)
〈〈〈Λ−〉〉〉 = β[τ2 − T2 + T1 tanh (β2q)− τ1 tanh (β2q)]. (S30d)
(S30e)
Based on the above approximations, it is easy to derive the following approximate values of the relevant conjugated
quantities
Tˆ1 ' αβ4[T1 + Υτ1 + τ2 tanh (β2q) + ΥT2 tanh (β2q)], (S31a)
Tˆ2 ' αβ4[T2 + Υτ2 + τ1 tanh (β2q) + ΥT1 tanh (β2q)], (S31b)
τˆ1 ' αβ4[τ1 + ΥT1 + T2 tanh (β2q) + Υτ2 tanh (β2q)], (S31c)
τˆ2 ' αβ4[τ2 + ΥT2 + T1 tanh (β2q) + Υτ1 tanh (β2q)], (S31d)
where Υ ≡ 2W (q)− 1.
The above approximations of (T1, T2, τ1, τ2) and (Tˆ1, Tˆ2, τˆ1, τˆ2) can be easily recast into a compact matrix form as
follows, 
T1
T2
τ1
τ2
 =

1 q2 q q
q2 1 q q
q q 1 q2
q q q2 1


Tˆ1
Tˆ2
τˆ1
τˆ2
 , (S32)
and 
Tˆ1
Tˆ2
τˆ1
τˆ2
 = αβ4

1 Υ tanh (β2q) Υ tanh (β2q)
Υ tanh (β2q) 1 tanh (β2q) Υ
Υ tanh (β2q) 1 Υ tanh (β2q)
tanh (β2q) Υ Υ tanh (β2q) 1


T1
T2
τ1
τ2
 . (S33)
A linear stability analysis implies that the stability matrix M can be organized in this case as a block matrix of the
form M =
(
A B
B A
)
, where the matrices A and B are derived from Eq. (S32) and Eq. (S33), and given respectively
by
A = αβ4
(
(1 + q tanh (β2q))(1 + qΥ) (tanh (β2q) + q)(q + Υ)
(tanh (β2q) + q)(Υ + q) (1 + q tanh (β2q))(1 + qΥ)
)
, (S34a)
B = αβ4
(
(Υ + q)(1 + q tanh (β2q)) (Υq + 1)(q + tanh (β2q))
(Υq + 1)(q + tanh (β2q)) (Υ + q)(1 + q tanh (β2q))
)
. (S34b)
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FIG. S1: (Color online) Comparison of SSB critical data densities in models with/without prior knowledge.
According to the determinant identity for a block matrix, |M− λI| = |A+B − λI| |A−B − λI|, the eigenvalues of
the stability matrix can be determined by the following two equations,∣∣∣∣ αβ4(1 + q)(1 + q tanh (β2q))(1 + Υ)− λ αβ4(1 + q)(Υ + 1)(q + tanh(β2q))αβ4(1 + q)(Υ + 1)(q + tanh (β2q)) αβ4(1 + q)(1 + q tanh (β2q))(1 + Υ)− λ
∣∣∣∣ = 0, (S35)
and ∣∣∣∣ αβ4(1− q)(1 + q tanh (β2q))(1−Υ)− λ αβ4(1− q)(Υ− 1)(q + tanh (β2q))αβ4(1− q)(Υ− 1)(q + tanh (β2q)) αβ4(1− q)(1 + q tanh (β2q))(1−Υ)− λ
∣∣∣∣ = 0. (S36)
Using the mathematical identity max(1− q, 1 + q) = 1 + |q|, and max(1−Υ, 1 + Υ) = 1 + |Υ|, we conclude that the
maximal value of all eigenvalues is given by λmax = αβ
4(1 + |q|)(1 + |Υ|)(1 + q tanh (β2q) + |q + tanh (β2q)|). The
critical data density for the SSB phase is thus given by
αc =
β−4
(1 + |q|)(1 + |Υ|)(1 + q tanh (β2q) + |q + tanh (β2q)|) . (S37)
This SSB critical data density is compared with that of the prior-free case (i.e., Λ(β, q) in the main text, see also our
previous work [16]) in Fig. S1. We clearly see that the prior knowledge about q significantly reshapes the critical data
density surface for the SSB phase, which provides deep insights about roles of prior information beyond our previous
work [16].
Prediction of noise level β and correlation level q from raw data
We first write the posterior probability of the hyper-parameters β and q as
P (β, q|D) =
∑
ξ1,ξ2
P (β, q, ξ1, ξ2|D) =
∑
ξ1,ξ2
P (D|β, q, ξ1, ξ2)P0(ξ1, ξ2|q)∫ ∫
dβdq
∑
ξ1,ξ2 P (D|β, q, ξ1, ξ2)P0(ξ1, ξ2|q)
, (S38)
where we have used the Bayes’ rule, and we assume that P0(ξ
1, ξ2, β, q) = P0(ξ
1, ξ2|q)P˜0(β, q) where P˜0(β, q) is a
constant or we have no prior knowledge about the true values of the hyper-parameters. Therefore, we have
P (β, q|D) ∝
∑
ξ1,ξ2
M∏
a=1
P (σa|β, q, ξ1, ξ2)
N∏
i=1
P0(ξ
1
i , ξ
2
i |q). (S39)
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Note that the data distribution can be expressed as
P (σa|β, q, ξ1, ξ2) =
cosh
(
β√
N
ξ1 · σa
)
cosh
(
β√
N
ξ2 · σa
)
2Neβ2 cosh (β2Q)
. (S40)
The posterior probability of the hyper-parameters can be finally simplified as P (β, q|D) ∝ e−β2MΩ, where Ω is exactly
the partition function of the posterior P (ξ1, ξ2|D). This partition function can be written explicitly as follows,
Ω(β, q) =
∑
ξ1,ξ2
M∏
a=1
cosh
(
β√
N
ξ1 · σa
)
cosh
(
β√
N
ξ2 · σa
)
cosh (β2Q)
N∏
i=1
P0(ξ
1
i , ξ
2
i |q). (S41)
Searching for consistent hyper-parameters (β, q) compatible with the supplied dataset is equivalent to maximizing
the posterior P (β, q|D). Following this principle, we first derive the temperature equation as
∂ lnP (β, q|D)
∂β
= −2Mβ + ∂
∂β
ln Ω(β, q). (S42)
Note that in statistical physics, the energy function is given by N = −∂ ln Ω∂β , where (β, q) denotes the energy density
(per neuron). We thus conclude that β should obey the following temperature equation,
β = −(β, q)
2α
. (S43)
Note that when the true prior is taken into account, the energy density of the model is analytic with the result
 = −2αβ independent of q.
Given the dataset and an initial guess of β, the aforementioned message passing scheme can be used to estimate
the energy density of the system as N = −∑i ∆i+ (N −1)∑a ∆a based on the Bethe approximation. The energy
contribution of one synapse-pair reads
∆i =
∑
ξ1i ,ξ
2
i
∑
b∈∂i
∂ub→i(ξ1i ,ξ
2
i )
∂β e
∑
b∈∂i ub→i(ξ
1
i ,ξ
2
i )+lnP0(ξ
1
i ,ξ
2
i )∑
ξ1i ,ξ
2
i
e
∑
b∈∂i ub→i(ξ
1
i ,ξ
2
i )+lnP0(ξ
1
i ,ξ
2
i )
, (S44)
where
∂ub→i(ξ1i ,ξ
2
i )
∂β reads as follows,
β
∂ub→i(ξ1i , ξ
2
i )
∂β
= β2[Γ1b→i + Γ
1
b→i + 2Ξb→i]− 2β2
(
Qb→i +
ξ1i ξ
2
i
N
)
tanh
(
β2Qb→i +
β2
N
ξ1i ξ
2
i
)
+ Yb→i tanhYb→i +
∆b→i
1 + ∆b→i
(−4β2Ξb→i +Xb→i tanhXb→i − Yb→i tanhYb→i) , (S45)
where Xb→i ≡ βG1b→i − βG2b→i + β√N σbi (ξ1i − ξ2i ), Yb→i ≡ βG1b→i + βG2b→i +
β√
N
σbi (ξ
1
i + ξ
2
i ), and ∆b→i ≡
e−2β
2Ξb→i coshXb→i
coshYb→i
. The energy contribution of one data sample is given by
β∆a = β
2(Γ1a + Γ
2
a + 2Ξa)− 2β2Qa tanh (β2Qa) + Ya tanhYa
+
∆a
1 + ∆a
(−4β2Ξa +Xa tanhXa − Ya tanhYa) , (S46)
where Xa ≡ βG1a − βG2a, Ya ≡ βG1a + βG2a, and ∆a = e−2β
2Ξa coshXa
coshYa
.
Next, we derive the correlation equation. Note that P0(ξ
1
i , ξ
2
i ) =
eJ0ξ
1
i ξ
2
i
4 cosh J0
, where J0 = tanh
−1 q. We then have
∂P (β, q|D)
∂q
= e−Mβ
2 ∂Ω
∂q
= 0, (S47)
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which requires that ∂Ω∂q = 0. It then follows that
∂Ω
∂q
= Ω
∑
ξ1,ξ2
P (ξ1, ξ2|D)
∑
i
(ξ1i ξ
2
i − tanh J0)
∂J0
∂q
= Ω
(∑
i
〈
ξ1i ξ
2
i
〉
P (ξ1,ξ2|D) −N tanh J0
)
∂J0
∂q
= 0.
(S48)
To satisfy Eq. (S48), we must enforce the following correlation equation,
q =
1
N
∑
i
qi, (S49)
where qi can be computed in a single instance by iterating the message passing scheme. More precisely,
qi =
∑
ξ1i ,ξ
2
i
ξ1i ξ
2
i e
∑
b∈∂i ub→i(ξ
1
i ,ξ
2
i )P0(ξ
1
i , ξ
2
i )∑
ξ1i ,ξ
2
i
e
∑
b∈∂i ub→i(ξ
1
i ,ξ
2
i )P0(ξ1i , ξ
2
i )
. (S50)
In addition, the negative log-likelihood of the hyper-parameter posterior per neuron can be estimated as LN =
C − ln ΩN + αβ2, where C is an irrelevant constant, and the second term can be approximated by βfBethe.
We finally remark that, in the original Nishimori model [32], a parameter p is used to characterize the coupling
bias in a multi-spin interaction model (e.g., two-body interactions), while in our case q is used to characterize the
correlation level among synapses (couplings). Therefore, p and q are physically different. In addition, the Nishimori
line is specified by T = T (p), where T is the temperature of the model, and T (p) is a temperature-like parameter
expressed as a function of p [32]. However, in our setting, the energy is analytic, i.e.,  = −2αβ, only when the
student uses the same true q and the same temperature as the true one (not a q-transformed temperature). During
the expectation-maximization estimation, the estimated q (or β) is a complex function of β and q at a previous step
(see Eqs. (S43), (S49) and (S50)), therefore β and q have a highly non-trivial relationship, unlike simply T = T (p) in
the original Nishimori model.
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