We restrict the types of 2 × 2-matrix rings which can occur as simple components in the Wedderburn decomposition of the rational group algebra of a finite group. This results in a description up to commensurability of the group of units of the integral group ring ZG for all finite groups G that do not have a non-commutative Frobenius complement as a quotient.
Introduction
For a group G we denote by U(ZG) the unit group of the integral group ring ZG. Bass [1] proved that if C is a finite cyclic group, then the so-called Bass cyclic units generate a subgroup of finite index in U(ZC). Next Bass and Milnor proved this result for finite abelian groups. This work stimulated the search for subgroups of finite index in the unit group of the integral group ring of finite non-abelian groups. For several classes of finite groups G including nilpotent groups of odd order, Ritter and Sehgal [2, 3, 4] showed that the Bass units together with the bicyclic units generate a subgroup of finite index in U(ZG).
Later on, Jespers and Leal [5] proved that the group generated by the Bass units and the bicyclic units is of finite index in U(ZG) for finite groups G which do not have any non-abelian homomorphic images that are Frobenius complements (equivalently, are fixed point free) and, additionally, whose rational group ring QG does not have any simple components of one of the following types:
1. a 2 × 2-matrix ring over the rationals; 2. a 2 × 2-matrix ring over a quadratic imaginary extension of the rationals; 3. a 2 × 2-matrix ring over a non-commutative division algebra, ✩ The research is supported by the Research Foundation Flanders (FWO -Vlaanderen), partially by FWO project G.0157. 12N Email addresses: feisele@vub.ac.be (Florian Eisele), akiefer@vub.ac.be (Ann Kiefer), ivgelder@vub.ac.be (Inneke Van Gelder)
The reason why some simple components are excluded is that not all congruence subgroups in the corresponding special linear groups over a maximal order are generated up to finite index by elementary matrices. Using our knowledge of the following theorems [6 [8, Theorem 24] and [9, Theorem] , we can reduce the restrictions and also allow a 2 × 2-matrix ring over a non-commutative division algebra as long as this division algebra is not a totally definite quaternion algebra over Q.
Recently, Caicedo and del Río [10] investigated the congruence subgroup problem for U(ZG). To do this, they classified all finite groups G such that QG has an exceptional component but Q(G/N) has no exceptional components for any non-trivial normal subgroup N of G. This classification is mainly based on the work of Amitsur [11] and Banieqbal [12] . We treat related problems, namely the classification of all isomorphism types of 2 × 2-matrix rings which actually occur as exceptional components, and all finite groups which have such an exceptional component as a faithful Wedderburn component (without the condition of no quotient having an exceptional component which is assumed in [10] ). We opted to rely on the heavy classification results of [12, 13] as little as possible, and for the most part we use only elementary techniques. Theorems 3.1 and 3.5 as well as Method 4.2, which is a corollary of these two theorems, are proved without making use of these classification results (and, in fact, this makes things much simpler). Only the proof of Theorem 3.7 relies on [13] , and [12] is not used at all. It should be noted that, mostly due to the use of the classification [13] instead of [12] , Theorem 3.7 can serve to significantly shorten the part in the work of Caicedo and del Río ( [10] ) that deals with Banieqbal's classification [12] .
We prove in Theorems 3.1 and 3.5 that if QG has a simple component which is a 2 × 2-matrix ring over a quadratic imaginary extension of the rationals or a 2 × 2-matrix ring over a totally definite quaternion algebra over Q, then this component is a 2 × 2-matrix ring over one of the following rings:
2.
The fields listed under point 1 are all norm Euclidean quadratic fields [14] , and the quaternion algebras listed under point 2 all have a maximal order which is norm Euclidean [15] . This makes it possible to describe generators for a group of finite index in SL 2 (O), with O the maximal order in one of the algebras listed under points 1 and 2 (see Proposition 4.1). Moreover, we are able to describe an effective method to describe generators for a subgroup of QG which is commensurable with the group of units of ZG for a finite group G under the condition that G has no epimorphism onto a non-commutative Frobenius complement. One may allow epimorphisms onto Frobenius complements whose exceptional components are totally definite quaternion algebras.
Other constructions of subgroups of finite index of U(ZG) for some specific classes of finite groups G, using a description of the center Z(U(ZG)) and a description of the matrix units in QG, have been given for example in [16, 17] .
Preliminaries
We start by introducing some notations. Given a field K as well as two elements a, b ∈ K we define the quaternion algebra
.
The following classical theorem classifies quaternion algebras over number fields up to isomorphism, see [18] for more details.
Theorem 2.1. Let K be a number field. If D is a quaternion algebra over K, the set Ram(D) ⊂ S(K) of places v such that D is ramified at v, i.e. such that D ⊗ K K v is not split, is a finite set with an even number of elements. Moreover, for any finite set S ⊂ S(K) such that |S| is even, there is a unique quaternion algebra with center K such that Ram(D) = S.
It is well known that for each finite group G there exists a splitting p-modular system in the sense of the following definition. Definition 2.2. If p is a prime, (E, R, F ) is called a p-modular system if R is a complete discrete valuation ring of characteristic zero with maximal ideal Rπ such that its residue field F = R/Rπ has characteristic p and E is the field of fractions of R. It is called a p-modular splitting system for G if F is algebraically closed and E is a splitting field for G.
Throughout, G will be a finite group. If H ≤ G, we set H =
where M(H/K) denotes the set of all minimal normal subgroups of H/K. We extend this notation by setting ε(H, H) = H. Clearly ε(H, K) is an idempotent of the group algebra QG. Let e(G, H, K) be the sum of the distinct G-conjugates
Clearly, e(G, H, K) is a central element of QG and if the G-conjugates of ε(H, K) are orthogonal, then e(G, H, K) is a central idempotent of QG.
Let g be an element of G of order n and k and m positive integers such that k m ≡ 1 mod n. Then
is a unit of the integral group ring ZG; called a Bass unit. The bicyclic units of ZG are the elements of one of the following forms
where g, h ∈ G and g has order n. Let B 1 denote the group generated by the Bass units of ZG and B 2 the group generated by the bicyclic units of ZG.
More generally, given a collection {e 1 , ..., e n } of idempotents of QG, we define generalized bicyclic units
where z ∈ N is chosen of minimal absolute value with respect to the property that ze i lies in ZG. We shall call the group generated by the various β i,g and γ i,g the group of generalized bicyclic units and also denote it by B 2 (i.e., when we refer to B 2 , a collection of idempotents should be given at least implicitly; for the ordinary bicyclic units this system of idempotents would be formed by the elements of the form 1 |g| g where g ranges over all elements of G).
We recall some notions concerning the rational group algebra QG. Let e 1 , . . . , e n be the primitive central idempotents of QG, then
where each QGe i is identified with the matrix ring M n i (D i ) for some division algebra
is an order in QGe i . Denote by GL n i (O i ) the group of invertible matrices in M n i (O i ) and by SL n i (O i ) its subgroup consisting of matrices of reduced norm 1.
The following proposition is a reformulation of the result of chapter 22 from [19] .
Proposition 2.3. Assume G is a finite group and let U ≤ U(ZG) be a subgroup of the unit group of the integral group ring.
Then U is of finite index in U(ZG) if and only if both of the following hold:
1. The natural image of U in K 1 (ZG) is of finite index.
2. For each i ∈ {1, ..., n}, the group U contains a subgroup of finite index in 1 − e i + SL n i (O i ).
For an ideal Q i of O i we denote by E(Q i ) the subgroup of SL n i (O i ) generated by all Q-elementary matrices, that is E( [8, Theorem 24] and [9, Theorem] .
If n i = 2 and if D i is different from Q, a quadratic imaginary extension of Q and a totally definite quaternion algebra with center Q, then
Note that Kleinert [20] proved that if D i is non-commutative then SL 1 (O i ) is finite if and only if D i is a totally definite quaternion algebra.
Since the image of B 1 in K 1 (ZG) is always of finite index [1, Theorem 5] , one is interested in finding additional units such that the group generated by B 1 and these additional units satisfies condition 2 of Proposition 2.3. Often the bicyclic units can be used for this purpose, but our main focus will lie on groups G for which this is not the case.
This leads us to the definition of exceptional components. Note that this is a weaker version of the definition used in [5] , since the result of Venkataramana stated in Theorem 2.4 immediately leads to a strengthening of the results of [5] .
Definition 2.5. Let G be a finite group. An exceptional component of QG is a simple component of the types: type 1: a non-commutative division ring other then a totally definite quaternion algebra, type 2: a 2×2-matrix ring over the rationals, a quadratic imaginary extension of the rationals or over a totally definite quaternion algebra over Q.
The following result is a reformulation of [5, Theorem 3.3] .
Proposition 2.6. Let G be a finite group such that QG has no exceptional components. Let e 1 , ..., e k be a set of idempotents in QG such that for each irreducible representation ∆ : QG → M n (D) for a division ring D and an integer n > 1 there is some index i such that
. Then the Bass cyclic units together with the generalized bicyclic units associated with e 1 , ..., e k generate a subgroup of finite index in U(ZG).
We will restrict the types of exceptional components that can actually occur in group rings, and we will show that this restriction results in a more general method of constructing a subgroup of U(QG) which is commensurable with U(ZG).
Main results
In this section we restrict the type of 2 × 2-matrices which can occur as simple components in the Wedderburn decomposition of QG for finite groups G. We also give a classification of those finite groups which have a faithful exceptional 2 × 2-matrix ring component.
Theorem 3.1. If QG has a simple component which is a 2×2-matrix ring over a quadratic imaginary extension of the rationals, then this component is a 2 × 2-matrix ring over one of the following fields:
Moreover, a finite subgroup G of U(M 2 (K)), where K is one of the above quadratic imaginary extension of the rationals, is solvable and |G| = 2 a 3 b for a, b ∈ N.
Assume that there is a finite group G and a primitive central idempotent e of QG such that the simple component QGe is isomorphic to M 2 (K). We can assume without loss of generality that the Q-representation of G determined by e is faithful and hence G can be embedded into M 2 (K). We will identify G with its image in M 2 (K).
Since the characteristic polynomial of a matrix in M 2 (K) always has degree 2 over K and degree 4 over Q, we conclude that the minimal polynomial of any element in G over Q has degree 1, 2 or 4. Moreover, for any prime p, we know that the Q-irreducible cyclotomic polynomial
divides the minimal polynomial of g ∈ G over Q whenever g has order p. Therefore we deduce that if the order of an element of G is a prime, then this prime must be equal to either 2, 3 or 5, as these are the only primes whose associated cyclotomic polynomials have admissible degrees. Hence |G| = 2 x 3 y 5 z for some integers x, y, z. We claim that G has no elements of order 5. Indeed, suppose g ∈ G and o(g) = 5. Then the minimal polynomial of g over K, which we shall denote by µ g , divides X 5 − 1 and has degree at most 2. Moreover µ g cannot be of degree 1, because then g would be a scalar matrix and a scalar matrix in M 2 (K) cannot have order 5. Clearly X 5 − 1 factorizes completely over the field Q(ζ 5 ), where ζ 5 is a 5th root of unity. Indeed in Q(ζ 5 ),
Consequently µ g is a product of two out of these five terms and we have two possibilities:
1. The constant term of µ g is of the form ζ 2. The constant term of µ g is equal to one, and the coefficient of X is equal to −(ζ 5 + ζ
, which is impossible since by assumption K is a quadratic imaginary extension of Q.
Hence |G| = 2 x 3 y for some integers x, y. By Burnside's p a q b -theorem, this implies that G is solvable. This proves our claim on the solvability and possible orders of finite subgroups of U(M 2 (K)).
Assume that g ∈ G has order p n with either p = 2 and n > 3 or p = 3 and n > 1. In this case the minimal polynomial of g over Q is divisible by
, which has degree bigger than 4, a contradiction. Now let us consider the case where G has an element g of order 8. Denote by µ Q,g and µ K,g the minimal polynomials of g over Q and K respectively. Their degrees are 4 and 2, respectively. The field Q(ζ 8 
is an extension of Q of degree 4 and the
is an extension of K of degree 2. However, since K/Q is also a field extension of degree 2 and Q(ζ 8 ) ⊆ K(ζ 8 ), we have that Q(ζ 8 ) = K(ζ 8 ) and hence K ⊆ Q(ζ 8 ). Using Galois' fundamental theorem we conclude that K is either Q(
. Since K is assumed to be totally imaginary, we can exclude
Assume from now on that G has no element of order 8. Then the exponent of G divides 12 and hence K ⊆ Q(ζ 12 ) (Q(ζ 12 ) is even a splitting field of G). Again using Galois' theorem we deduce that K is either
. We can exclude Q( √ 3) since this is a real field extension of Q. This finishes the proof.
Remark 3.2. Note that not only finite subgroups of U(M 2 (K)) for quadratic imaginary field extensions K but also finite subgroups of U(M 2 (Q)) are solvable. This is clear since the only possible prime power orders for elements of finite order in U(M 2 (Q)) are 1, 2, 3 and 4 (again by looking at the degrees of the corresponding cyclotomic polynomials, and noting that the degree of the minimal polynomial of an element is bounded by two).
The following proposition turns the classification of all finite subgroups of U(
, and let G ≤ U(M 2 (K)) be a finite group. Then G can be embedded in the finite group GL(2, 25).
Proof. The finite field F 25 contains roots of −1, −2 and −3. By Hensel's lemma it follows that the given fields K can all be embedded in Q 5 2 , the unramified extension of Q 5 of degree 2. Let Z 5 2 be the integral closure of Z 5 in Q 5 2 , and let π denote a generator of the maximal ideal of Z 5 2 (so, in particular, Z 5 2 /πZ 5 2 ∼ = F 25 ). The algebra M 2 (Q 5 2 ) contains the maximal order M 2 (Z 5 2 ), which is unique up to conjugation. Therefore we can assume without loss that G ≤ U(M 2 (Z 5 2 )). There is some n such that G ∩ (1 + 5 n · M 2 (Z 5 2 )) = {1}, and therefore we can assume without loss that
There is a short exact sequence
The leftmost term in this sequence is a 5-group, and we know by Theorem 3.1 that 2 and 3 are the only possible prime divisors of the order of G. Therefore G intersects trivially with the kernel of the epimorphism to GL (2, 25) , which proves our claim.
We will use the following proposition in the proof of Theorem 3.5 below. 
Proof. This is an immediate consequence of [21, Theorem 14.3] .
The following theorem can in principle be derived from the classification theorems in [12] and [13] . However, these classifications have incredibly tedious and long proofs, and moreover rely partially on the classification of finite simple groups. The proof given here does only use comparatively elementary techniques, and is entirely self-contained.
Theorem 3.5. Let G be a finite group. If QG has a simple component which is a 2 × 2-matrix ring over a totally definite quaternion algebra with center Q, then this component is a 2 × 2-matrix ring over one of the following algebras:
1.
be a totally definite quaternion algebra over Q. Assume that there is a finite group G and a primitive central idempotent e of QG such that the simple component QGe is isomorphic to M 2 (D). We can assume without loss of generality that the Q-representation of G determined by e is faithful and hence G can be embedded into M 2 (D). We will identify G with its image in M 2 (D).
Since the reduced characteristic polynomial of a matrix in M 2 (D) always has degree 4 over Q, we conclude that the minimal polynomial of any element in G over Q has degree at most 4. Moreover, when p is prime we know that the cyclotomic polynomial
is irreducible over Q and it divides the minimal polynomial of g ∈ G over Q whenever g has order p. Therefore we deduce that 2, 3 and 5 are the only primes that can occur as orders of elements of G. Hence |G| = 2 x 3 y 5 z for some integers x, y, z. We claim that if D is ramified at a prime p then p divides the order of G. Suppose by way of contradiction that p is a prime such that D ramifies at p but p does not divide the order of G. Let (E, R, F ) denote a splitting p-modular system for G. Then by [21, Theorem (41.1)] the R-order RG is maximal. Hence RGe is a maximal order in EGe ∼ = M 4 (E), which implies RGe ∼ = M 4 (R). Let M be a maximal order in QGe containing ZGe. Then M 4 (R) ∼ = RGe ∼ = R⊗ZGe ∼ = R⊗M, the last isomorphism being due to the fact that R⊗M would by construction be an R-order containing R ⊗ ZGe, which is already known to be maximal. Since D is ramified at p the Q p -algebra Q p ⊗ QGe is not split. This implies in particular that Z p ⊗ M does not contain a system of more than two non-trivial orthogonal idempotents and hence neither does F p ⊗ M since idempotents of F p ⊗ M can be lifted to Z p ⊗ M (see [22, Theorem 6.7] ). It follows that if F p ⊗ M is semisimple, then it must be isomorphic to either
, since all other semisimple F p -algebras of dimension 16 have a larger system of orthogonal primitive idempotents. If F p ⊗ M is not semisimple, then its Jacobson radical is non-zero. This would imply that the Jacobson radical of F ⊗ M is non-zero as well. In any case it follows that F ⊗ M is not isomorphic to M 4 (F ) and hence R ⊗ M is not isomorphic to M 4 (R), a contradiction.
What we showed so far in conjunction with Theorem 2.1 implies that the only possible sets of ramified places for D are {∞, 2}, {∞, 3}, {∞, 5} and {∞, 2, 3, 5}. The following quaternion algebras have these respective sets as their set of ramified places: . The algebra D is ramified at the primes 3 and 5 and hence G contains an element of order 3 and an element of order 5. We will use this to show that G must be non-solvable. To see this we first bound the 3-part and the 5-part of the order of G. Note that G embeds into U(M p /p i M p ) for any prime p and sufficiently large i, where M is a maximal order in QGe containing ZGe and M p := Z p ⊗M denotes the completion of M at the prime p. The finite group
As a consequence, every p ′ -subgroup of G can be embedded in U(M p /Jac(M p )). In particular, a Sylow 3-subgroup of G can be embedded in U(M 5 /Jac(M 5 )) ∼ = GL(2, 25) (by Proposition 3.4) and a Sylow 5-subgroup of G can be embedded in U(M 3 /Jac(M 3 )) ∼ = GL(2, 9). It follows that the Sylow 5-subgroup of G has order at most 5, and the Sylow 3-subgroup of G has order at most 9. But all groups of order 3 · 5 and 3 2 · 5 are abelian, and hence a Hall {3, 5}-subgroup of G (if it exists) must be abelian. In particular, a Hall {3, 5}-subgroup of G would contain an element of order 15. If G is solvable, then, by Hall's Theorem, all possible Hall-subgroups exist, which implies that G contains an element of order 15. But an element of order 15 in U(M 2 (D)) would have minimal polynomial over Q divisible by the irreducible cyclotomic polynomial
. This is impossible, since an element of M 2 (D) has minimal polynomial of degree at most 4. We conclude that G is non-solvable. Now we will place restrictions on the structure of the Sylow 2-subgroups of G. Let S 2 denote such a Sylow 2-subgroup. Clearly, the Q-span of S 2 in M 2 (D), which we shall denote by A, is a semisimple Q-subalgebra of M 2 (D). As we have already shown that any finite group spanning M 2 (D) must be non-solvable, it is also clear that A is properly contained in M 2 (D). Hence dim Q (A) < 16. We get the following cases: 
2.
A is simple and neither a skew-field nor a field: We get A = M 2 (K), where K is a field contained in D. This means that either K = Q or K is a quadratic imaginary extension of Q. In the latter case Theorem 3.1 tells us that K = Q( √ −d) for d ∈ {1, 2, 3}. Since A occurs as a simple component of QS 2 , Z(A) = K occurs as a simple component of Z(QS 2 ), and we know that those are contained in Q(ζ exp(S 2 ) ). But Q( √ −3) = Q(ζ 3 ) cannot be embedded in Q(ζ 2 i ) for any i, so d = 3 is impossible. Moreover, Q( √ −1) ⊂ Q 5 and Q( √ −2) ⊂ Q 3 . If K were either one of those, then it would be a maximal subfield of D and therefore a splitting field. This would imply that either Q 3 or Q 5 is also a splitting field for D, but we know that this is not the case. The only possibility is hence K = Q, and in this case S 2 ≤ GL 2 (R). Using some basic linear algebra (see for example [23] ), one can see that finite subgroups of GL 2 (R) can only be cyclic or dihedral. Hence, by Remark 3.2, we get that S 2 ∼ = D 8 .
3.
A is a skew-field or a field: In this case S 2 has a faithful fixed-point free representation and is therefore a Frobenius complement. By [24, Theorem 18 .1], the Sylow 2-subgroups of Frobenius complements are cyclic groups or generalized quaternion groups. So S 2 ∼ = Q 2 i for some i ≥ 3 or S 2 ∼ = C 2 i for some i ≥ 0. Among those possibilities the quaternion groups Q 8 and Q 16 and the cyclic groups of order 1, 2, 4, 8 and 16 are the only ones whose group ring over Q has a faithful Wedderburn component of dimension strictly smaller than 16.
In particular we can conclude that the order of S 2 is at most 16.
For sufficiently large i we can embed G in U(M/2 i M), and we have a short exact sequence (2) where we again use the notation M 2 := Z 2 ⊗ M. Since the leftmost group in this sequence is a 2-group, and G is non-solvable, the rightmost arrow must map the image of G in U(M 2 /2 i M 2 ) to a non-solvable subgroup of GL(2, 4), which we shall denote byḠ. We know that SL(2, 4) ∼ = PSL(2, 4) ∼ = A 5 is a normal simple subgroup of GL(2, 4) of index 3. The groupḠ ∩ SL(2, 4) is a normal subgroup ofḠ, andḠ/Ḡ ∩ SL(2, 4) ֒→ GL(2, 4)/SL(2, 4) ∼ = C 3 . IfḠ ∩ SL(2, 4) were properly contained in SL(2, 4), then it would have to be solvable (as any group of order < 60 is solvable). ThenḠ would be solvable, which is impossible. It follows that SL(2, 4) ⊆Ḡ. Since SL(2, 4) is a maximal subgroup of GL(2, 4) it follows thatḠ ∈ {SL(2, 4), GL(2, 4)}. We already saw that G may not contain an element of order 15, and hence neither mayḠ. ThusḠ cannot be equal to GL(2, 4), and we concludē G = SL (2, 4) .
We have bounded the order of the Sylow 2-subgroup of G by 16, and therefore we get a short exact sequence
where X is a 2-group of size ≤ 4. The automorphism groups of 2-groups of those sizes are solvable, and therefore SL(2, 4) has no non-trivial homomorphisms into those automorphism groups. Hence (3) is a central extension. We know that the center of G is contained in Z(M 2 (D)) ∼ = Q, which implies that X can have order at most 2. Hence G corresponds with an element in H 2 (SL(2, 4), C 2 ). It is well known that this cohomology group is of order 2 and thus G is isomorphic with either C 2 × SL(2, 4) (corresponding to the trivial element in the cohomology group) or with SL (2, 5) . Theorems 3.1 and 3.5 and some computations done in [14, 15] yield the existence of norm Euclidean orders in the corresponding 2×2-matrix ring components of rational group algebras. It is easy to verify that this norm Euclidean order has to be a (and hence the unique) maximal order O. For quaternion algebras, it can even be shown that the listed algebras are the only possible positive definite quaternion algebras over Q having this property [15] . Corollary 3.6. Let G be a finite group with the property that QG has a simple component M 2 (D) of one of the following types:
1. a 2 × 2-matrix ring over Q; 2. a 2 × 2-matrix ring over an imaginary quadratic extension of Q; 3. a 2 × 2-matrix ring over a totally definite quaternion algebra with center Q.
Then a maximal order of D is norm Euclidean and therefore unique. The corresponding maximal orders are listed in Table 1 below. 
Theorem 3.7. Let G be a finite group with the property that QG has a faithful simple component of one of the following types:
Then G is isomorphic to one of the 55 groups listed in Table 2 below.
Proof. The maximal finite subgroups of 2 × 2-matrices over totally definite quaternion algebras with center Q were classified in [13] by means of investigating invariant rational lattices. Among those groups, the ones acting primitively are listed in a database which forms part of the computer algebra system Magma. The two groups acting imprimitively are explicitly given. All finite subgroups of M 2 (Q) and M 2 (Q( √ −d)) for d ∈ {1, 2, 3} can be embedded in the finite group GL (2, 25) . The rest is a computation, which was performed using Gap.
Note that the problem of determining all groups in Theorem 3.7 was even a priori (i.e. without using [13] ) clearly a finite problem: If G ≤ M 2 (D) with D a totally definite quaternion algebra over Q, then it can be shown with techniques as in the proof op Proposition 3.3 that G ≤ U(M 2 (O/7O)), where O is the maximal order of D. Table 2 ). We use the abbreviations
Remark 3.8 (Notation in
We use the standard short Gap notation for the group structure. In this description, cyclic groups are denoted by their order, e. g. "3" denotes the cyclic group C 3 , and "3 2 " denotes the elementary abelian group C 3 × C 3 . Direct products are denoted by A × B and semidirect products by A : B. For non-split extension of A by B, we write A.B. Faithful exceptional components
4. An effective method to compute U(ZG) up to commensurability
The proof of the following proposition is based on the Euclidean algorithm and is well known.
Proposition 4.1. Let O be a norm Euclidean order in Q, in a totally definite quaternion algebra over Q or in a quadratic imaginary extension of Q with Z-basis B. Let
Then X generates a subgroup of finite index in SL 2 (O).
Due to the restriction of exceptional components, together with Proposition 4.1, we can allow exceptional components of type 2 and modify Proposition 2.6. Recall that B 1 denotes the group generated by the Bass units of ZG and B 2 the group generated by the bicyclic units of ZG. 
Assume that QG has no simple component which is a non-commutative division ring other than a totally definite quaternion algebra. Assume furthermore that for each i ∈ {1, ..., n} with n i > 2 or n i = 2 and D i different from Q, a quadratic imaginary extension of Q or a totally definite quaternion algebra over Q, there exists a g i ∈ G \ {1} such that " g i e i / ∈ {0, e i }.
, with D i one of the following rings:
3.
Let O i be a maximal order of D i with Z-basis B i and set
This construction yields a subgroup B 1 ∪ B 2 ∪ i U i of QG which is commensurable with U(ZG).
Proof. Let O i ⊂ D i denote the maximal order in each division ring. It satisfies to verify condition 2 of Proposition 2.3 for each simple component of QG, i.e.
For the components with n i = 1, the result follows trivially since D i is either commutative or a totally definite quaternion algebra. In both cases SL 1 (O i ) is finite [20] .
For the components M 2 (D) with D equal to Q, a quadratic imaginary extension of Q or a totally definite quaternion algebra over Q, we know by Corollary 3.6 that a maximal order of D is norm Euclidean and unique. The result then follows from Proposition 4.1.
For the remaining components QGe i , there always exists a g i ∈ G such that
is a non-central idempotent in QGe i . By applying an adapted version of the proof of [5, Corollary 4.1] one can conclude that this implies that QGe i contains a group of the form E(Q i ) for some ideal Q i O i (where E(Q i ) is defined as in Theorem 2.4). Now Theorem 2.4 implies that condition 2 holds for all these components, which finishes the proof.
It should be noted that the existence of a g i ∈ G \ {1} such that " g i e i / ∈ {0, e i } results in a non-central idempotent
g i e i . However, if one can find other non-central idempotents, one can replace the notion of bicyclic units by generalized bicyclic units and still obtain the previous result as in Proposition 2.6. For the explicit determination of the isomorphisms ∆ i : M 2 (D i ) → QGe i , one needs a construction of non-central idempotents in QGe i as well.
Furthermore we may assume without loss of generality that the group homomorphism G → U(QGe i ) has trivial kernel. Namely, if e is an idempotent in QG/N, then we may pick an arbitrary preimage e ∈ QG of e, and e := 1 |N | N e will be an idempotent in QG that is mapped to e under the natural epimorphism. Remarkably, there is a classification of all finite groups G such that QG has a faithful component (i.e. a component with a corresponding faithful representation) on which all idempotents of the form 1 |g| g acts as the identity. Namely, this class of groups consists exactly of the Frobenius complements.
One may show that such a faithful component is also essentially unique. Indeed following Theorem 12.2 in [25] , one defines the truncated group ring R G of a finite group G as
where (...) denotes the two-sided ideal generated by the bracketed elements. We call R G the critical component. Brown shows that Q G is a simple algebra for each Frobenius complement G. is the Wedderburn decomposition of QG. Then there is exactly one i ∈ {1, .., n} such that ge i = 0 for all g ∈ G \ {1}.
We conclude that we can reduce the conditions on the existence of the elements g i to the condition that if G has an epimorphism onto some non-commutative Frobenius complement H, then the critical component Q H of H is a totally definite quaternion algebra.
Examples

U(ZC
Let G be the group with presentation a, b | a 8 = 1, b 2 = 1, bab = a 5 . This is the group with SmallGroup ID [16, 6] . The computation of U(ZG) is also done in [26] using Poincaré's Polyhedron Theorem. We approach this example with more elementary techniques.
Using Wedderga [27] based on the papers [28, 29] , we compute the Wedderburn decomposition
and see that the primitive central idempotent e yielding the last simple component is afforded by the pair ( a , 1) and equals e = e(G, a , 1) = We already know possible images for E and I:
∆(E) = e b ∈ 1 4 ZG, ∆(I) = ba 2 e b ∈ 1 4 ZG.
Hence it suffices to find images for A and B. These must merely satisfy ∆(A) · ∆(B) = ∆(E),
∆(E) · ∆(A) · (1 − ∆(E)) = ∆(A) (6) and (1 − ∆(E)) · ∆(B) · ∆(E) = ∆(B). where α ∈ Q is an element yet to be determined. Equations (6) and (7) are satisfied by definition. Consider the standard involution It is easy to see that the congruence subgroup C has index 4 in Γ, and one can check that a right transversal is given by T = {I, r 2 , r 3 , r 2 r 3 }. Applying Schreier's lemma to Γ and C with transversal T and list of generators X = {l 1 , ..., l 9 , r 1 , ..., r 8 }, we get a set of 66 generators of C up to finite index of the form
where tx ∈ T is the representative of the right coset containing the element tx. Thus, up to finite index, U(ZG) is generated by at most 66 generators which are of the following form 1 − e + ∆ Ä tx(tx) 
U(ZSL(2, 5)) up to commensurability
By a classification of Frobenius complements [24] , we know that SL(2, 5) is the smallest non-solvable Frobenius complement. Since this group does not satisfy the properties needed for the Jespers-Leal-result, we will apply our results to investigate the units of ZSL (2, 5) . Using [27] , we compute that QSL(2, 5) is isomorphic to
with
The group SL(2, 5) satisfies the condition of Method 4.2 because of Theorem 4.3 since it can be shown that Q G = .
We take the maximal order O = Z (1 + j), Then U ∪ B 1 ∪ B 2 is commensurable with U(ZG).
