Abstract. We prove the well-posedness and the asymptotic decay to the mean value of Besicovitch almost periodic entropy solutions to nonlinear anisotropic degenerate parabolic-hyperbolic equations. After setting up the problem and its kinetic formulation on the Bohr compact, the main result, that is, the decay property, ia achieved by devising a suitable adaptation of the technique introduced by Chen and Perthame (2009) in their proof of the decay of periodic entropy solutions to the same equations.
Introduction
We address the problem of the decay to the mean-value of L ∞ Besicovitch almost periodic solutions to nonlinear anisotropic degenerate parabolic-hyperbolic equations. Consider the Cauchy problem We assume to begin with that u 0 ∈ L ∞ (R d ). In this paper, we are concerned with the large-time behavior of entropy solutions of (1.1)-(1.2) with initial function u 0 satisfying
Here, BAP(R d ) denotes the space of the Besicovitch almost periodic functions (with exponent p = 1), which can be defined as the completion of the space of trigonometric polynomials, i.e., finite sums λ a λ e 2πiλ·x (i = √ −1 is the purely imaginary unity) under the semi-norm N 1 (g) := lim sup
where, for R > 0,
|x i | ≤ R/2}.
We observe that the semi-norm N 1 is indeed a norm over the trigonometric polynomials, so the referred completion through it is a well defined Banach space. Equivalently, the space BAP(R d ) is also the completion through N 1 of the space of uniform (or Bohr) almost periodic functions, AP(R d ), which is defined as the closure in the sup-norm of the trigonometric polynomials.
We begin by stating the definition of entropy solution for (1.1)-(1.2), which is motivated by [10] . 
(ii) (Chain Rule) For any function ψ ∈ C(R) and any k = 1, · · · , d, the following chain rule holds: (1.9) ∂ t |u(t, x) − k| + ∇ · sgn(u(t, x) − k)(f (u) − f (k)) exists (see, e.g., [3] ). The mean value M(g) is also denoted by R d g dx. Also, the Bohr-Fourier coefficients of g ∈ BAP(R d )
are well defined and we have that the spectrum of g, defined by
Sp(g) := {λ ∈ R d : a λ = 0}, is at most countable (see, e.g., [3] ). We denote by Gr(g) the smallest additive subgroup of R d containing Sp(g). we now state the main result of this paper. Remark 1.3. We remark that condition (1.11) is equivalent to the following condition: for any (τ, κ) ∈ R d+1 with τ 2 + |κ| 2 = 1, (1.13) L 1 {ξ ∈ R : |ξ| ≤ u 0 ∞ , τ + a(ξ) · κ = 0, κ ⊤ A(ξ)κ = 0} = 0.
Indeed, first we see that if (1.13) does not hold, then, for some (τ, κ), with τ 2 + |κ| 2 = 1, L 1 {ξ ∈ R : |ξ| ≤ u 0 ∞ , τ + a(ξ) · κ = 0, κ ⊤ A(ξ)κ = 0} > 0. Therefore, for such (τ, κ), the integrand of the integral in (1.11) equals 1 in a fixed set of positive measure, for all ℓ > 0. Hence, (1.11) does not hold as well. Now, assume that (1.13) holds. We first observe that the sup must be assumed for |τ | + |κ| = δ, since the integrand decreases when |τ | + |κ| increases, which is easily seen by writing the integrand in terms ofτ = τ /(|τ | + |κ|),κ = κ/(|τ | + |κ|) and r = |τ | + |κ|.
where
Then, it is easy to check that condition (1.13) implies that ̟ is continuous on
. Also, we observe that the integral in (1.11) is continuous in (τ, κ), with |τ | + |κ| = δ. In particular, for each ℓ > 0, the sup is assumed in S δ = {(τ, κ) : |τ | + |κ| = δ}. Now, given any sequence ℓ n → 0+, for each n, let (τ n , κ n ) ∈ S δ be a point where the sup is assumed. Given ε > 0, we split the integral in (1.11) in two, one over {ξ ∈ R : |ξ| ≤ u 0 ∞ , τ + a(ξ) · κ < σ, κ ⊤ A(ξ)κ < σ}, with γ(σ) < ε, and another over the complement. The first one is less than ε, since the integrand is less than or equal to 1. As for the second one, its value is less than ℓ n u 0 ∞ ℓ n + σ 2 which converges to 0 as n → ∞. So, taking the lim sup as n → ∞, we obtain that lim sup n→∞ ω δ (ℓ n ) ≤ ε and, since ε is arbitrary, the assertion follows.
There is a large literature related with degenerate parabolic equations, being the first important contribution by Vol'pert and Hudjaev in [32] . Uniqueness for the homogeneous Dirichlet problem, for the isotropic case, was only achieved many years later by Carrillo in [4] , using an extension of Kruzhkov's doubling of variables method [20] . The result in [4] was extended to non-homogeneous Dirichlet data by Mascia, Porretta and Terracina in [24] . An L 1 theory for the Cauchy problem for anisotropic degenerate parabolic equations was established by Chen and Perthame [10] , based on the kinetic formulation (see [28] ), and later also obtained using Kruzhkov's approach in [2, 9] (see also, [19] , [15] and the references therein). Decay of almost periodic solutions for general nonlinear systems of conservation laws of parabolic and hyperbolic types was first addressed in [16] , as an extension of the ideas put forth in [5] . Only recently the problem of the decay of almost periodic solutions was retaken, specifically for scalar hyperbolic conservation laws, by Panov in [26] , where some elegant ideas were introduced to successfully extend the corresponding result in [16] to general bounded measurable Besicovitch almost periodic initial functions.
Here we establish the well-posedness and decay of Besicovitch almost periodic entropy solutions of the anisotropic degenerate parabolic-hyperbolic equation (1.1) using an adaptation of the method introduced by Chen and Perthame in [11] , which is based on the analysis of the sequence v k (t, x) := u(t + k, x) of time translates of the entropy solution and its limits, as well as the corresponding kinetic functions and its limits. The extension of the method of [11] developed in this paper consists basically in upgrading the analysis framework from the torus T d , which is the compactification of R d generated by the continuous periodic functions with a fixed periodic cell, to the Bohr compact group, G d , which is the compactification of R d induced by the space of Bohr almost periodic functions, AP(R d ), according to a classical theorem of Stone (see, e.g., [14] ). In the case of the hyperbolic conservation laws, the definition and well-posedness of the entropy solutions in G d was established in [26] , where it is shown the equivalence between the solutions in R d and G d ; these facts are extended here to the context of anisotropic degenerate parabolic-hyperbolic equations. Another basic tool used here, motivated by [26] , is the contraction of the L 1 -mean distance between two entropy solutions, which was established in [26] in the hyperbolic case, and is easily extended here to the anisotropic degenerate parabolic-hyperbolic case. This contraction provides the compactness in the Besicovitch space equivalent to L 1 (G d ), which is the analog of the compactness in L 1 (T d ) provided by the contraction in L 1 -distance between periodic entropy solutions. We also introduce the kinetic formulation in G d . Using the compactness provided by the contraction of the distance in L 1 (G d ) of the solutions of the kinetic equation satisfied by the limits of the translating sequence, we show that only a finite number of terms in the generalized Fourier series of the limit kinetic function contribute significantly to its L 2 -norm, which allows to adapt the last part of the proof in [11] .
An alternative approach, whose feasibility we do not investigate in this paper, would be to use the method of reduction to the periodic case, introduced by Panov in [26] , where it is successfully implemented in the hyperbolic case. Then apply the decay property proved in [11] , noticing the important fact that the result in [11] only requires the non-degeneracy condition (1.13) for κ ∈ 2πZ, if the periodic cell is fixed as [0, 1] d , or some other equivalent lattice corresponding to a different periodic cell. In this connection we mention [27] and [13] , which also establish decay results for periodic entropy solutions with the non-degeneracy condition imposed only on the periodic lattices, both of which, however, require yet weaker assumptions.
A brief description of the organization of the rest of this paper, whose main purpose is the proof of Theorem 1.1, is as follows. In Section 2, we start by proving a fundamental lemma establishing the contraction of the L 1 -mean distance between any two entropy solutions of (1.1)-(1.2), which extends the corresponding result in [26] . Then we state the existence, uniqueness, stability and monotonicity with respect to the initial data, which are by now standard, whose proofs we just outline briefly. We then establish the preservation of the space BAP(R d ) and that the entropy solution
In Section 3, we introduce the concept of entropy solution in (0, ∞) × G d and translate the properties proved in the previous section in this new context. Finally, in Section 4, we establish the decay of the Besicovitch almost periodc entropy solution by upgrading the method of Chen and Perthame, in [11] , from the torus
L
1 -mean contraction, existence, uniqueness and (1.10)
In this section we prove Theorem 1.1 through a number of auxiliary results and results that establish parts of its statement.
We begin with a proposition which plays a central role in the proof of Theorem 1.1. We will need the following simple technical lemma of [26] , to which we refer for the proof.
Then E is a set of full measure and x ∈ E is a common Lebesgue point of the functions
and also for a.e. t > 0,
Proof. We follow closely with the due adaptations the proof of proposition 1.3 in [26] . We first recall that by using the doubling of variables method of Kruzhkov [20] , as adapted by Carrillo [4] to the isotropic degenerate parabolic case and [2] to the anisotropic one, we obtain
in the sense of distributions in R d+1 + . As usual, we define a sequence approximating the indicator function of the interval (t 0 , t 1 ] , by setting for ν ∈ N,
We see that δ ν (s) converges to the Dirac measure in the sense of distributions in R while θ ν (t) converges everywhere to the Heaviside function. For
, and the sequence χ ν (t) converges everywhere, as ν → ∞, to the indicator function of the interval (t 0 , t 1 ]. Let us take g ∈ C ∞ 0 (R d ), satisfying 0 ≤ g ≤ 1, g(y) ≡ 1 in the cube I 1 , g(y) ≡ 0 outside the cube I k , with k > 1. We apply (1.9) to the test function
As a consequence of Fubini's theorem, F is a set of full Lebesgue measure and by Lemma 2.1 each t ∈ F is a Lebesgue point of the functions
for all R > 0 and all g ∈ C 0 (R). Now we assume t 0 , t 1 ∈ F and take the limit as ν → ∞ in (1.9) , to get
Also, we have
On the other hand, we have
so taking the limit as R → ∞ in (2.5), for t 0 , t 1 ∈ F , t 0 < t 1 , we get
and since k > 1 is arbitrary we can make k → 1+ to get the desired result. Finally, for t 0 = 0, we use (1.8) to send t 0 → 0+ in (2.5) and proceed exactly as we have just done. Proof. The proof follows through standard arguments (cf., e.g., [32] ). So, let u, v ∈ L ∞ (R d+1 + ) be two weak entropy solutions. As in Proposition 2.1, by using the doubling of variables method of Kruzhkov [20] , as adapted by Carrillo [4] to the isotropic degenerate parabolic case and [2] to the anisotropic one, we obtain (2.8)
and χ ν is as in the proof of Proposition 2.1. We observe that
for some constant C > 0 depending only on d. Hence, making ν → 0, we arrive at
for a.e. 0 < t 0 < t 1 , for someC > 0 depending only on f , A and the dimension d. Therefore, using Gronwall and (1.8), we conclude (2.9)
which gives the desired result.
Observing that in the same way we got (2.9) from (2.8), we may get (2.10)
where (u − v) + = max{0, u − v} and sgn(u − v) + = H(u − v) where H(s) is the Heaviside function. Taking v = k, with k > u 0 ∞ , and then reversing the roles of u and v, making u = k and v = u, with k < − u 0 ∞ , we deduce that
Lemma 2.3 (Existence).
There exists an entropy solution to the problem (1.1),(1.2).
Proof. We consider the problem (1.1)-(1.2) with initial function
where B R = B(0, R) is the open ball with radius R centered at the origin. By the existence theorem in [10] , which holds for initial data in
, we obtain an entropy solution u R (t, x) of (1.1)-(1.2) R . Now, using (2.9), we see that, for a.e. t > 0, (2.13)
, which satisfies the bound in (2.12) since it holds for all u R . It is now easy to deduce from the fact that the u R 's satisfy all conditions of Definition 1.1 that u(t, x) also satisfies all those conditions. We just observe that for the verification of (1.7) from the fact that the u R 's satisfy (1.7), we use the uniform boundedness in
and the weak lower semi-continuity of the L 2 -norm. Also, to prove (1.8) we first include the initial function in (1.7), with u(t, x) replaced by u R (t, x), tested against any function in C ∞ 0 (R d+1 ), then take the limit as R → ∞ to get an entropy inequality for u including the initial function. Once we get the latter, as usual, we use a test function of the form ζ(t)φ(x), with ζ ′ (t) = δ ν (t − t 0 ), for t ≥ 0, where δ ν (s) is as in the proof of Proposition 2.1, make ν → 0, to obtain that
is valid for any convex function η, which in turn implies (1.8).
We recall that the space of Stepanoff almost periodic functions (with exponent
, is defined as the completion of the trigonometric polynomials with respect to the norm
Another characterization of the Stepanoff almost periodic function (S-a.p., for short) is obtained by introducing the concept of ε-period of a function f , that is a number τ satisfying (2.14)
Let E S {ε, f } denote the set of such numbers. If the set E S {ε, f } is relatively dense for all positive values of ε, then the function f is S-a.p. (see, e.g., [3] ). By the set E S {ε, f } being relatively dense it is meant that there exists a length l ε , called ε-inclusion interval, such that for any
Lemma 2.4. If u 0 is a trigonometric polynomial, then the entropy solution u(t, x) of (1.1)-(1.2) is S-a.p. for all t > 0, and, for any
Proof. Clearly, u 0 , being a trigonometric polynomial, is S-a.p. The fact that u(t, x) is S-a.p. for all t > 0 follows from (2.9), with v(t, x) = u(t, x + τ ) and ρ(x − x 0 ) instead of ρ(x), from which we deduce
where c(t) = eC t withC > 0 only depending on ρ, c(R, t) is a positive constant depending only on R, t, and O(1/R) goes to zero when R → ∞ uniformly with respect to x 0 . So, choosing R large enough so that c(t)O(1/R) ≤ ε/2 and then taking any τ ∈ E S {ε/(2c(R, t)), u 0 }, we get that τ ∈ E S {ε, u(t, ·)}, and so u(t, ·) is S-a.p. A technical computation on the terms on the right-hand side of (2.15), using ρ to estimate R as a function of ε/(2c(t)), and then getting an expression for c(R, t), gives the estimate l ε (t) = l ε ′ (ε,t) (0), with ε ′ (ε, t) = ε| log ε| −1 e −Ct , for certain C > 0, as desired.
As for the final assertion, given u 0 satisfying (1.4), we approximate u 0 by trigonometric polynomials, say, using Bochner-Féjer's polynomials (see [3] ). Then, we use the Proposition 2.1 to obtain that the solutions corresponding to the approximating trigonometric polynomials converge in the N 1 -seminorm uniformly in t to the entropy solution associated to u 0 , and so we have u(t, ·) ∈ BAP(R d ) for a.e. t > 0.
We prove now the continuity of the (weak) entropy solution of (1.
Lemma 2.5. Let u be the entropy solution of
Proof. We first show that u ∈ C([0, ∞); L 1 (I R )), for any R > 0. By the uniqueness (see Lemma 2.2), we may assume that u is obtained as the limit of the solutions of the parabolic approximate problems with a vanishing viscosity ε > 0,
Using the analog of Lemma 2.2 for problem (2.16)-(2.17) we obtain a uniform in ε and t, for 0 ≤ t ≤ T , modulus of continuity ω x r (σ) for
where we denote by u ε (t, x) the vanishing viscosity approximation. Then we use lemma 5 of [20] to obtain a uniform in ε and t, for 0 ≤ t ≤ T , modulus of continuity in L 1 loc (R d ) in the t variable of the form
with 0 < 2ρ ≤ r. These estimates imply the compactness of the sequence u
and the limit u(t, x) also satisfies both estimates. In particular,
, let us first consider the case where u 0 is a trigonometric polynomial. By Lemma 2.4, the corresponding entropy solution of (1.1)-(1.2) is S-a.p. for all t > 0. Also, given any T > 0, and ε > 0, we can get l ε sufficiently large which is an ε-inclusion interval for u(t, ·) for all t ∈ [0, T ]. Let us partition R d through a net of cubes with edges of length l ε parallel to the axes. For each such cube I ′ there exists an ε-almost period τ I ′ such that
we may assume for simplicity that the τ I ′ are common ε-almost periods for both u(t, ·) and u(s, ·). We then have
The above inequality holds for any t, s ∈ [0, T ] and ε > 0. Since, as we have just
, we see that for t and s close enough, the right-hand side of (2.18) is ≤ (1 + 2 d+1 )ε, which proves that u ∈ C([0, ∞); BAP(R d )) in the case where u 0 is a trigonometric polynomial. Now, for general initial data satisfying (1.4), we use Proposition 2.1 and approximate u 0 by trigonometric polynomials u 0k , e.g., using Bochner-Féjer's polynomials (see [3] ), and observe that, for each t > 0, the corresponding solutions u k (t, ·) converge to the entropy solution u(t, ·) corresponding to u 0 , in BAP(R d ), uniformly for t > 0. Therefore, we again have u ∈ C([0, ∞), BAP(R d )), proving the lemma.
As a consequence of the fact that u ∈ C([0, ∞); BAP(R d )) we have the following.
Proof. For any 0 ≤ t ∈ Q, we have that Sp(u(t, ·)) is at most countable, so the set L = {λ ∈ Sp(u(t, ·)) : 0 ≤ t ∈ Q} is at most countable. Now, for 0 ≤ t / ∈ Q and
, it follows that λ / ∈ Λ u , that is Λ u ⊂ L and so it is at most countable.
3. The problem on the Bohr compact G d .
the space of the L p -Besicovitch almost periodic functions, which can be defined as the completion of the space of trigonometric polynomials, i.e., finite sums λ a λ e 2πiλ·x under the semi-norm [14] , also [1] ). G d is endowed with the (probability) measure induced by the mean value functional over AP(R d ), which coincides with the normalized Haar measure inherent to its topological group structure, and henceforth will be denoted by m. It then follows that BAP 
is sometimes referred to as Gelfand transform.
We can also define BAP ∞ (R d ) in the following way
In this way, the association f →f is also an isometric isomorphism between
The converse is trivially true, that is, given any f ∈ BAP
Concerning the mean value, it is well known that if a function g ∈ L
and, reciprocally, the latter also serves as a definition for the mean value. This relation can also be written, by a trivial change of coordinates, in the form
Concerning the structure of topological (commutative) group of which G d is endowed, another important consequence is the existence of an approximate identity, that is, a (generalized) sequence {ρ α : α ∈ J} ⊂ AP(R d ), where J is the partially ordered set of neighborhoods of 0 in G d , satisfying ρ α ≥ 0, M(ρ α ) = 1, for all α, supp ρ α ⊂ᾱ, whereᾱ is the closure of the neighborhood α, with the property that ρ α * f → f , as α → {0}, for all f ∈ AP(R d ), and we may assume ρ α (−x) = ρ α (x) (see [23] ). Here, " * " is the convolution operation naturally defined in AP(R d ) by
In what follows we will frequently identify functions in BAP(R d ) with their Gelfand transforms in L 1 (G d ) omitting the "ˆ". Given a family F of functions in BAP(R d ), we denote by A F the closure in the sup-norm of the algebra, over the complex numbers, generated by {1, e 2πiλ·x : λ ∈ Sp(v), v ∈ F } and by Gr(F ) the smallest additive group generated by Λ F := {λ ∈ Sp(v) : v ∈ F }. In the particular case where F = {u(t, ·) : t ≥ 0}, with u(t, ·) ∈ BAP(R d ), for all t ≥ 0, we use the simplified notation Λ u , Gr(u), A u instead of Λ F , Gr(F ), A F , respectively. Similarly, when F := {u(t, ·), v(t, ·) : t ≥ 0}, we use the simplified notation
If u(t, ·) and v(t, ·) are entropy solutions of (1.1)-(1.2), satisfying (1.4), Lemma 2.6 implies that Λ u , Λ v and Λ u,v are countable sets, and so A u , A v and A u,v generate separable topologies in G d , that is, topologies endowed with a countable basis of neighborhoods of 0. Moreover, if u(t, ·) and v(t, ·) are two entropy solutions of (1.1)-(1.2), satisfying (1.4), and
since h(u(t, ·)) and H(u(t, ·), v(t, ·)) may be approximated in BAP(R d ) by functions in A u and A u,v , respectively, since, as already seen,
In particular, if all the BAP functions we are considering are of the form h(u(t, ·)) or H(u(t, ·), v(t, ·)), where u(t, ·) and v(t, ·) are entropy solutions of (1.1)-(1.
In what follows we will be dealing with functions of these types so we will use the approximate identity ρ α assuming α ∈ N; in particular, ρ α * g → g, as α → ∞, in the sup-norm, for all g ∈ A u , or A v , or A u,v , according to the case.
More generally, if u(t, x) is the entropy solution of (1.1)-(1.2), satisfying (1.4), and
On the other hand, the class of bounded Borel functions g satisfying Sp(g(u(t, ·))) ⊂ Gr(u), for all t ≥ 0, is closed under everywhere convergence, by dominated convergence.
The following lemma establishes an important fact about the entropy solution of (1.1)-(1.2).
Lemma 3.1. Let u(t, x) be the entropy solution of (1.1)-(1.2). Then, the set {u(·, t) : t > 0} is relatively compact in
Proof. We first observe that, by Proposition 2.1, we have, for any h ∈ R d ,
Identifying functions with their Gelfand transform, this may also be written as
Let ρ α be an approximation of the identity in AP(R d ) and, as just discussed in the paragraph before the statement of the lemma, since we are only interested in applying ρ α to functions which belong to the closure in the BAP-norm of the space A u , we may assume that α runs through N or a countable decreasing family of neighborhoods of 0. Now, for each α, the set of almost periodic functions {g α t (x) := [ρ α * u(t, ·)](x) : t > 0} is an equicontinuous family of almost periodic functions. Indeed, again by Proposition 2.1, we have
Moreover, the set of almost periodic functions {g α t } t>0 has the following property: given any ε > 0, there exist λ 1 , · · · , λ N ∈ R d , such that, for any λ ∈ R d , there is λ j , with j ∈ {1, · · · , N }, with g α t (· + λ) − g α t (· + λ j ) ∞ < ε, for all t > 0. Indeed, since g α t (x + λ) = M(ρ α (· + λ)u(t, x − ·)) this follows from the almost periodicity of ρ α , which guarantees that, given ε ′ > 0, we have λ 1 , · · · , λ N ∈ R d so that, for any λ ∈ R d , there exists λ j , j ∈ {1, · · · , N },
where we use Proposition 2.1. Hence, we can invoke a well known criterion by Lyusternik (see, e.g., [22] , [1] ) to conclude that, for each fixed α, the set {g α t } t>0 is relatively compact in AP(R d ). Now, we have
where we use Fubini and, once more, Proposition 2.1. Now, since {supp ρ α } is a countable decreasing family of neighborhoods of 0 converging to {0}, we deduce that the set {g α t } t>0 is as close as we wish to {u(t, ·)} t>0 , in BAP 2 (R d ). Hence, the relative compactness of {g
For each α, which for simplicity we may assume to run through N, {g α t k } is relatively compact and so it possesses a converging subsequence in AP(R d ). So, for α = 1, there is a subsequence t 1k such that g 1 t 1k converges in the sup-norm as k → ∞. Similarly, for α = 2, we may extract a subsequence {t 2k } ⊂ {t 1k } such that g
converges in the sup-norm, and so on. We claim that u(t kk , ·) is a convergent sequence in BAP 2 (R d ). In fact, given ε > 0, for α sufficiently large, [|g α t αk − u(t αk , ·)|] 2 < ε/3, by (3.4), for all k ∈ N. Now, since g α t αk converges, for k, l > N 0 > α, for some N 0 sufficiently large, g
Now, the compactness of {u(t, ·) : t > 0} in BAP 2 (R d ) implies, in particular, the following.
Lemma 3.2. If we write, for any
with equality in the sense of BAP 2 (R d ), then, given any ε > 0, there exists a finite set F ε ⊂ Λ u , such that
Proof. By compactness, given any ε > 0, we may find g 1 := u(t 1 , ·), · · · , g m = u(t m , ·), such that for any t ≥ 0, M(|u(t, ·) − g ν | 2 ) < ε/2, for some ν ∈ {1, · · · , m}. We observe that, given any ε > 0, we may find a finite set F ε such that
We are going to define entropy solution of the problem corresponding to (1.1)-(1.2) in G d . A similar procedure was carried out in [26] for the case of the hyperbolic conservation laws. We point out that in [26] the role of the approximate identity is played by the Bochner-Fejér kernels, whose explicit formula in the multidimensional case is given in [26] , based on that for the one-dimensional case given in [3] . Here we use the approximate identity ρ α , with α running through the countable set of neighborhoods of 0 in G d forming a basis for the topology generated by A u , because they are supported in the corresponding neighborhoods and this fact simplifies some arguments.
Lemma 3.3. Let v ∈ BAP(R d ), and ρ α , be an approximation of the identity with α running through a countable basis of neighborhoods of 0 in the topology generated by
Equivalently, identifying v and ρ α with their Gelfand transforms, this may be written as
Proof. Since the Gelfand transform is an isomorphism between AP(R
where the Haar measure m in G d is induced by the mean-value over R d , it suffices to prove (3.8). Now, any function v ∈ BAP(R d ) may be approximated in the BAP-norm by functions v r ∈ A v , such as its Bochner-Fejér trigonometrical polynomials (see, e.g., [3] ), which is the same to say that
, v is uniformly continuous in G d , in the sense of the natural uniformities in topological groups (see [23] ), and so, given ε > 0, |v(ω) − v(ζ)| < ε, for ζ ∈ ω + V α , where V α is a neighborhood of 0 sufficiently small, for all ω ∈ G d . So,
for α sufficiently large, uniformly in x ∈ G d , which proves (3.8) in case v ∈ AP(R d ), and, as already shown, this suffices to conclude the proof in the general case where
For a function f ∈ C((0, ∞) × G d ) we define the partial derivatives f t , f xi in the usual way
whenever these limits exist, for some (t, ω) ∈ (0, ∞) × G d , where e i is the i-the element of the canonical basis. When these derivatives exist at all (0, ∞) × G d we may define derivatives D β f , for any multi-index β = (k 0 , k 1 , · · · , k d ) in an inductive way, that is, assuming that D β f exists for all multi-index with |β| < k, we define
with |β 0 | = 1, |β| = k, and defining D β f by the limits above, whenever they exist, with D β f in the place of f . We denote by 
where ν i is the i-th component of the unity outer normal to ∂I R . We are going to define entropy solution for the problem
Definition 3.1. An entropy solution for (3.10), (3.11) , is a function
(ii) (Chain Rule) For any function ψ ∈ C(R) and any k = 1, · · · , d the following chain rule holds:
Theorem 3.1 (Existence).
There exists an entropy solution to the problem (3.10), (3.11) .
, then it is equivalent, via Gelfand transform, to a function, which we also denote u 0 , in
Let u(t, x) be the entropy solution of (1.1),(1.2) with initial data u 0 . Applying (1.7) to a test function ψ(t, x) = φ(t, x)
We make R → ∞ and observe that the two last lines of the above inequality vanish as R → ∞, while the first two give, as R → ∞,
which is (3.14) in the sense of the distributions in (0,
which, sending first h → 0 and then t 0 → 0, T → ∞, gives (3.17)
which gives (3.13), where we use (3.15), which follows directly from Lemma 2.5.
As to the chain rule (3.13), it follows directly from (1.6) and the already proved (3.13). This concludes the proof.
For the proof of the uniqueness of the entropy solution to (3.10),(3.11) we use the following lemma, which is a trivial extension to (0, ∞) × G d of the corresponding fact in (0, ∞) × R d , whose detailed proof is given in [2] , which in turn extends to the anisotropic case a fundamental trick first proved in [4] . Let us denote
Let u(t, ω) and v(s, ζ) be two entropy solutions to (3.10), (3.11) . Then, we have
Proof. The proof follows the same lines as the proof of the uniqueness theorem in [2] . From (3.14), by approximating sgn(v) as in (1.9), we obtain (3.19)
. We then use Kruzhkov's doubling of variables method (see [20] ), making k = v(s, ζ) and integrating with respect to (s, ζ) ∈ Q to get (3.20)
We proceed in the same way with the inequality for v(s, ζ) analog to (3.19) , this time making k = u(t, ω) and then integrating with respect to (t, ω) ∈ Q to get (3.21)
We sum these inequalities to get
We then add the mixed derivatives r ij (u, v)(∂ 2 xiyj ξ + ∂ 2 yixj ξ) in the third term and use the trivial inequality
in the fourth term to get
As in [2] , we conclude the proof by using twice the chain rule followed by integration by parts in the third line of (3.23). Namely, using the chain rule first in the y j partial derivatives followed by integration by parts in the same derivatives, this line becomes
, so, we may take
We use again the chain rule, now in the x i partial derivatives, followed by integration by parts in the same derivatives, so that the third line becomes
so, taking the limit when ε → 0, the third line becomes
which cancels with the fourth line in (3.23) since r ij (u, v) = r ji (u, v), proving the lemma.
Theorem 3.2 (Uniqueness).
There is at most one entropy solution to (3.10), (3.11) . More specifically, given two entropy solutions (3.10),(3.11), u(t, ω), v(t, ω), with initial functions u 0 (ω), v 0 (ω), for a.e. t > 0,
Proof. In (3.18) we take
where δ ν is as in the proof of Proposition 2.1, φ ∈ C ∞ 0 ((0, ∞) × G d ), and ρ α is an approximate identity with α running through a countable basis of neighborhoods of 0 in the topology generated by A u,v and for simplicity we take α ∈ N, so that ρ α * g → g as α → ∞, in the sup-norm, for all g ∈ A u,v . We observe that for any g ∈ C 2 (G d ), trivially we have
Therefore, when we take ξ, defined as in (3.25) , in (3.18) and make ν → ∞ and α → ∞, we end up with (3.26)
Proof of the decay property
In this section we prove the decay property (1.12). Our proof is heavily inspired on the proof of the corresponding decay property for periodic entropy solutions in [11] . As in [11] , we assume, without loss of generality, that M(u 0 ) = G d u 0 (ω) dm(ω) = 0 and so G d u(t, ω) dm(ω) = 0, for all t ≥ 0; otherwise we may replace u(t, ω) by u(t, ω) −ū, f (u) by f (u +ū), and A(u) by A(u +ū) in (1.1) and (3.10), em u 0 by u 0 −ū in (1.2) and (3.11).
First we observe that (3.14) can be rewritten in the form
in the sense of the distributions on (0,
Let us recall the kinetic χ on R 2 defined by:
The relation S(u) = R S ′ (ξ)χ(ξ; u) dξ, valid for all Lipschitz S(u) with S(0) = 0, yields the following kinetic equation for χ(ξ; u(t, ω)), where u(t, ω) is the entropy solution of (3.10), (3.11) , which is equivalent to the entropy identity (4.1):
in the sense of the distributions on (0, ∞) × G d × R, with initial condition
and n(t, ω, ξ) is defined by (4.4). We observe that by Lemma 3.5 the function
is a non-increasing, bounded function and so the following limit exists:
We define the translation sequence
. We have the following compactness property for the sequence v k (t, ω).
and, correspondingly,
In particular, (4.14)
where I ∞ is given by (4.8).
Proof. Let N 0 ∈ N be given. For k ≥ N 0 , we have from (3.27), for t ≥ −N 0 , (4.15)
for any ζ ∈ G d , where we also use the fact that if u(t, ω) is an entropy solution of (3.10), (3.11) , then u(t, ω + ζ) is also an entropy solution of (3.10) with initial data u 0 (ω + ζ), which may be trivially checked. For each fixed t ≥ −N 0 , the inequality (4.15) implies the compactness in L 1 (G d ) of the family {v k (t, ·)} k∈N , which can be easily proven by means of an approximate identity ρ α as in the proof of Lemma 3.1 (see (3.4) ). In particular, for t = −N 0 , we can extract a subsequence {v
We may now, in an iterative way, making N 0 = 1, 2, · · · , extract successive subsequences {v
We then use a diagonal process, to define a subsequence
Extracting a further subsequence, if necessary, we obtain that v kj converges a.e. to v in R × G d , which is (4.11). Assertion (4.12) follows from (4.11) by a well known property of χ-functions. Now, multiplying (4.10) by ξ and integrating on (t, x, ξ) ∈ (−T, T ) × G d × R, for any 0 < T ≤ k, we obtain (4.16)
So, the nonnegative measures sequences {m k (t, ω, ξ)}, {n k (t, ω, ξ)} are uniformly bounded in k over (−T, T ) × G d × R. Therefore, there exist a subsequence, which we still label k j , and measures M 1 (t, ω, ξ) and M 2 (t, ω, ξ) such that
Now, since I(t) converges, we have that
Hence, (4.16) implies that
Moreover, taking k = k j and making j → ∞ in (4.10), we conclude that
. Finally, multiplying (4.13) by ξ and then integrating dm(ω) dξ over G d × R, we get (4.14).
About the limit function v(t, ω) we also have the following: Lemma 4.2. The limit function v(t, ω) also satisfies the properties:
and so is Gr(v), the smallest additive group generated by Λ v . Actually,
with equality in the sense of
Proof. To prove (i), we observe first that multiplying (4.13) by η ′ (ξ), with η ∈ C 1 (R), integrate in ξ, to obtain
Let t 0 be a Lebesgue point of the function
Then, replacing φ in (4.22) byφ(t, ω) = χ ν (t)φ(t, ω), where χ ν is as in the proof of Proposition 2.1, with t 1 such that supp φ ⊂ {(−∞,
We may take φ as running through a dense subset of
, so that the set of points that are Lebesgue points of all the corresponding functions (4.23) form a subset of R whose complement has measure zero. Denoting
we see that the set of points that are Lebesgue points of (4.23) for all φ in the referred dense subset of
, is also a set of Lebesgue points of (4.23) for all φ ∈ C 1 0 (R;
, and it is also a set of Lebesgue points for all
, and, by orthogonality, the Lebesgue points of (4.23) for φ ∈ C 1 0 (R; C 2 (G d )) are the Lebesgue points for the corresponding
, for a.e. t ∈ R. Therefore, we conclude that (4.22) holds for all φ ∈ C 1 0 (R; C 2 (G d )) and a.e. t 0 ∈ R. We can also take η belonging to a dense subset of
) and a.e. t 0 ∈ R. Now, from the discussion leading to (4.17), we see that
More generally, recalling the notation
Finally, we claim that for all t 0 for which (4.24) holds, then we have (4.27) lim
Indeed, follows in an standard way from (4.24), by first choosing φ of the form φ(t, ω) = χ ν (t)ϕ(ω), for χ ν as above, but approaching the characteristic function of an interval [t * , t 1 ], with t * < t 0 < t 1 , with t 1 belonging to the set of Lebesgue points obtained above, and ϕ ∈ C 2 (G d ). Then, making ν → ∞ and then t 1 → t 0 +, we deduce that (4.28) lim
Choosing, by approximation, η(v) = |v −k|, for k ∈ R arbitrary, and then extending (4.28) to ϕ ∈ L 1 (G d ), we get for any simple function σ(ω) we have
so that, choosing σ(ω) as a sequence of simple functions converging to
The facts proved so far show that, for t 0 in a set of total measure in R, v(t 0 +t, ω) is an entropy solution of (3.10), (3.11) 
, and so (i) is proved. The assertion (ii) follows immediately from (i) as in Lemma 2.6. The fact that Λ v = Λ u follows from the fact that, for a.e. t ∈ R, v(t, ·) is the limit in
, and so follows the equality. As for (iii), we observe first that, for each j, the family {v kj (t, ·)} t≥−kj coincides with the family {u(t, ·)} t≥0 , which is compact. In particular, for each t ∈ R, the sequence {v kj (t, ·)} j∈N is contained in a fixed compact in L 1 (G d ). Since, for a.e. t ∈ R, the sequence {v kj (t, ·)} converges in L 1 (G d ) to v(t, ·), we conclude that the family {v(t, ·)} t∈R is relatively compact.
Finally, (iv) follows from (iii) as in Lemma 3.2.
The next final step follows closely the lines in [11] . The major problem in order to adapt the ideas in [11] to the present Besicovitch almost periodic case is that, in order to apply condition (1.11), it would be necessary to have the frequencies (4.30) κ = 2πλ, for λ ∈ Λ v , satisfying κ ≥ δ 0 , for some δ 0 > 0. Since the 0 frequency is excluded by the assumption that M(u 0 ) = 0, in the periodic case this property is trivially satisfied by the fact that the of of κ's coincides with the set of integer numbers multiplied by a constant. In the almost periodic case, although the set of frequencies is still countable, it may accumulate in 0 and so we would not have the mentioned property satisfied. Nevertheless, Lemma 4.2 (iv) provides us with a way around this difficulty. Proof. As in [11] , we introduce a "time truncation" function φ(t), 0 ≤ φ(t) ≤ 1, so that φχ belongs to L 2 (R × G d × R), where χ(t, ω, ξ) := χ(ξ; v(t, ω)). We then have Now, we take the global Fourier transform in t ∈ R and the local Fourier transform in ω ∈ G d of the functions φχ and χφ t to obtainĝ(τ, κ; ξ) for (φχ)(t, ω, ξ) and h(τ, κ; ξ) for (χ∂ t φ)(t, ω, ξ) in Here, the countable set G is defined by G := {2πλ : λ ∈ Gr(v)} and it contains 2π Sp(χ(t, ·, ξ)) for all (t, ξ) ∈ R 2 , since, for each ξ ∈ R, χ(ξ; v) is a Borelian function of v.
Taking the global Fourier transform in t ∈ R and the local Fourier transform in ω ∈ G d on (4.13), we obtain i(τ + a(ξ) · κ) + κ ⊤ A(ξ)κ ĝ =ĥ.
As in [11] , we introduce the parameter ℓ > 0, to be chosen later, and write √ ℓ + i(τ + a(ξ) · κ) + κ ⊤ A(ξ)κ ĝ =ĥ + √ ℓĝ.
We then getĝ
Integrating in ξ and applying Cauchy-Schwarz inequality, we find
Now, recalling (4.14), we are going to prove that I ∞ = 0. Suppose, by contradiction that I ∞ > 0. We choose a finite set F ε as in Lemma 4.2 (iv), with ε = I ∞ /4, and denoteF = 2πF ε . In particular, there is δ 0 > 0 such that |κ| ≥ δ 0 for κ ∈F , and we recall that, since M(v(t, ·)) = 0, we have φv(τ, 0) = 0.
Condition (1.11), for |κ| > δ > 0, with 0 < δ < δ 0 , implies
Therefore, integrating in τ , summing over κ ∈F , and majorizing the right-hand side extending the summation for all κ ∈ G, we get
Denoting v 0 (t, x) = λ∈Fε a λ (t)e 2πλ·x , with a λ (t) = M(e −2πλ·(·) v(t, ·)),
we get from the last inequality We now choose ℓ small enough so that 
The conclusion is now completely identical to the one in [11] . We choose a sequence of functions φ B (t) = 1 for |t| ≤ B, with B a given large number and φ B (t) =
2B−|t| B
for B ≤ |t| ≤ 2B, and φ B (t) = 0 for |t| ≥ 2B. In the above inequality, we find
where C > 0 is an absolute constant. When B → ∞ we get that I ∞ = 0 which contradicts the initial assumption about I ∞ . Hence I ∞ = 0 and so v(t, ω) = 0 for a.e. (t, ω) ∈ R × G d .
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