Abstract. We compute the L 2 -norm of the minimizer of the Ginzburg-Landau functional in a planar domain with a finite number of corners. Our computations are valid for a uniform applied magnetic field, large Ginzburg-Landau parameter and in the regime where superconductivity is confined near the corners of the domain.
Introduction and main results
1.1. Superconductivity in domains with corners. Superconducting samples with non-smooth cross sections are interesting for their particular response to the applied magnetic field. When a superconducting sample is submitted to a uniform applied magnetic field of very large intensity, superconductivity breaks down and the sample returns to the normal conducting state (see [12] ). When the intensity of the magnetic field is decreased just below a certain threshold value H C 3 , superconductivity appears again on the surface of the sample. The value H C 3 is called the third critical field and is computed via a linear spectral problem (see [9] ). The existing results (in physics and mathematics) show that H C 3 depends on the geometry of the sample's cross section. In particular, the value of H C 3 is significantly larger when the cross section of the sample has corners than for samples of the same material but with smooth cross section. That has been early observed in the Physics literature [5] , then established by rigorous analysis of the GinzburgLandau functional. We refer to the works of Pan [18] , Pan-Kwek [19] , Jadallah [15] , Bonnaillie [1] , Bonnaillie-Noël-Dauge [2] , Bonnaillie-Noël-Fournais [3] , and to Chapter 16 in the book [9] for the state of the art in 2014.
The experimentally observed change in the value of the third critical H C 3 is due to the fact that the first eigenvalue for the magnetic Neumann Laplacian is asymptotically smaller when a domain has a corner. Eigenfunctions corresponding to the lowest eigenvalues will be localized near the corners and their leading order large field asymptotics are controlled by the model of an infinite sector [1, 2] .
Recently, Correggi-Giacomelli [6] studied the non-linear aspects of surface superconductivity in domains with corners, and Exner-Lotoreichik-Pérez-Obiol [7] obtained new estimates on the spectral model in an infinite sector. In this contribution, we implement the recent improvements for the analysis of bulk superconductivity in [14] in order to provide a precise description of the confinement of superconductivity near the corners of the domain. Our results sharpen the results by Bonnaillie-Noël-Fournais [3] and are complementary to those of Correggi-Giacomelli [6] . The later article is devoted to the regime where superconductivity is uniformly distributed along the whole surface of the sample.
Domains with corners.
Let Ω ⊂ R 2 be an open, bounded and simply connected domain. Assume that the boundary Γ of the domain Ω is a curvilinear polygon of class C 3 (see [13, p. 34-42] ). By this we mean that for all x ∈ Γ, there exists a neighborhood V x of x in R 2 and an injective mapping ψ x = (ψ x 1 , ψ x 2 ) : V x → R 2 such that: When Ω ∩ V x = {y ∈ Ω : ψ x 2 (y) < 0}, the point x is said to be smooth. Otherwise, x is said to be a corner point. We assume that Γ consists exactly of m ≥ 2 connected simple smooth curves
and
2) with the convention Γ 0 := Γ m . The number m is assumed to be the minimal number such that the boundary consists of m smooth curves. The points s k , k ∈ {1, · · · , m}, are the vertices (corners) of the domain Ω. Furthermore, for 1 ≤ k ≤ m, we assume that the curve Γ k is oriented counter clockwise from s k to s k+1 , and we denote by α k the (interior) angle at s k between Γ k−1 and Γ k (see Figure 1 ). In the sequel,
(1.3)
1.3. The Ginzburg-Landau model. Assume that Ω is the horizontal cross section of a superconducting wire submitted to the applied magnetic field κH e, where e = (0, 0, 1), κ is the Ginzburg-Landau parameter and H > 0 measures the intensity of the magnetic field. The superconducting properties of the sample are described by a configuration (ψ, A) ∈ H minimizing the Ginzburg-Landau energy
The space H is defined as follows (see Appendix D in [9] )
(1.6) and
The ground state energy of the functional in (1.4) is:
We consider (ψ, A) ∈ H a minimizer of the functional E GL . We will denote it by (ψ, A) κ,H to emphasize its dependence on κ and H. A minimizer (ψ, A) κ,H is a solution of the following Ginzburg-Landau equations (we use the notation
(1.9)
The following quantities
are invariant under the gauge transformation (ψ, A) → (e iχ , A − ∇χ), for any χ ∈ H 1 (Ω; R). These are the physically relevant quantities which are called density, induced magnetic field, kinetic energy density and supercurrent respectively.
1.4. The reference energy. The behavior of the minimizers of the functional in (1.4) has been analyzed by Bonnaillie-Noël and Fournais in [3] (and recently by Correggi-Giacomelli in [6] ). The focus in [3] was mainly on the asymptotics of the ground state energy in the regime where the minimizing order parameter is concentrated near the corners of the domain ( [6] is devoted to the full surface regime). In that respect, a central role is played by the reference functional defined as follows:
where µ > 0 and α ∈ (0, 2π) are given,
is the infinite sector in R 2 of opening α, and
The functional in (1.11) is bounded from below if and only if µ ≤ Θ 0 , where Θ 0 is a value defined in (1.17) below. This is a consequence of the spectral theory of the magnetic Schrödinger operator in the half-plane and the plane respectively. In fact, if K Ω α is an unbounded domain such that 0 ∈ K, and if u ∈ C ∞ 0 (R 2 ) with support in K, then the following inequality holds
If K intersects one edge of Ω α and u = 0 on Ω α ∩ ∂K, then we have the alternative inequality
Define the ground state energy
14)
The functional (1.11) has non-trivial minimizers if and only if µ satisfies a spectral condition, namely µ > µ 1 (α) , (1.15) where µ 1 (α) is the smallest eigenvalue of the operator
with Neumann boundary conditions,
The bottom of the essential spectrum of the operator P α is independent of α (see [1] )
and its approximate value is 0.59. Θ 0 can be defined starting from a family of harmonic oscillators on the semi-axis and is commonly called the de Gennes constant. It is also the bottom of the spectrum of the operator P Ωα in the half-space case, i.e. when α = π.
Earlier results.
In a specific asymptotic regime of the applied magnetic field, superconductivity is confined near at least one corner of the domain; see [3] . This happens under the following assumption on the domain:
Examples of angles α satisfying the spectral condition µ 1 (α) < Θ 0 are discussed in [1, 18] . Recently, in [7] , it is proved that the inequality µ 1 (α) < Θ 0 holds for all α ∈ (0, 0.595π). It is actually conjectured in [1] (and supported by numerical evidence) that this inequality holds if and only if α ∈ (0, π). If this conjecture was proved, Assumption 1.1 would be simply interpreted as the domain Ω being convex.
If Assumption 1.1 holds, then for all µ ∈ (0, Θ 0 ), it is proven in [3] that the ground state energy in (1.8) satisfies for H = µ −1 κ and κ → +∞
This result suggests that superconductivity in this regime is confined in the corners satisfying the spectral condition µ 1 (α k ) < µ . This will be made precise by our results below.
1.6. New results. Under Assumption 1.1 and for
(hence with (1.18) satisfied), we will give in the limit κ → +∞, for any minimizer (ψ, A) κ,H :
• the asymptotics for the local energy (i.e. energy in any domain D ⊂ Ω) of ψ,
19)
• the asymptotics for the local integrated density:
for an arbitrary open set D in Ω. Let us come back to the reference energy E(µ, α) in (1.14). For every α, it is easy to check that the function µ → E(µ, α) is concave. Consequently, the left-and right-sided derivatives with respect to µ E (µ ± , α) := lim
exist and the set S α = {µ > 0 :
For all x ∈ R 2 and > 0, we use the notation N (x, ) = {y ∈ Ω : |y − x| < } .
(1.21)
Our main result is: If (ψ, A) κ,H is a minimizer of the functional in (1.4) for H = µ −1 κ and κ ≥ κ 0 , then for all k ∈ {1, · · · , m}, and with = κ −δ , we have:
(1)
Remark 1.3. Theorem 1.2 asserts that superconductivity is present in the set N (s k , ) as long as µ 1 (α k ) < µ, the necessary and sufficient condition to get E(µ, α k ) = 0. In the particular case of a domain with symmetries, where one finds two corners s k and s k with the same angle α k = α k =: α, Theorem 1.2 demonstrates that superconductivity is present near both corners with the same strength provided that µ 1 (α) < µ. This phenomenon can be seen as a non-linear form of the tunneling effect, expected to occur for the linear problem in domains with symmetries. We refer to [4] for details reagrding the linear problem. 
defined as follows
Loosely speaking, these critical fields correspond to the following transitions. Below H C 2 , bulk superconductivity persists [20] ; between H C 2 and H 0
, surface superconductivity is uniformly distributed (in the L 2 sense) along the whole surface [6] ; between H C 3 and H , superconductivity disappears everywhere [3] . The critical field H m C 3 is actually the principal term of the third critical field H C 3 whose precise definition and asymptotics are discussed in [3] .
Former estimates

2.1.
On the global Ginzburg-Landau energy. We recall that if (ψ, A) κ,H is a critical point to the functional in (1.4), then we can apply a gauge transformation and assume that (ψ, A) κ,H satisfies (cf. [ 
Hereafter, a critical point of the functional in (1.4) is supposed to satisfy (2.1). We will not mention this explicitly afterwards. Next we collect useful estimates regarding the critical points of the Ginzburg-Landau functional (cf. 
To state the results concerning the concentration of the order parameter near the corners (s k ) 1≤k≤n , we introduced the following set of vertices, for µ > 0 ,
We also introduce the following quantity
, there exist positive constants κ 0 , and C such that, for all κ ≥ κ 0 , H = µ −1 κ and (ψ, A) κ,H a solution of (1 .9),
2.2.
Change of coordinates. Let s = s k ∈ Σ be a vertex of the Ω (see (1.3)) and α = α k . We may select a constant 0 > 0 (independent of s) and a diffeomorphism Φ s of R 2 such that Φ s = 0 and, and for all ∈ (0, 0 ), Φ s (N (s, )) = Ω α ∩ Φ s (B(s, )) and |det(DΦ s )(s)| = 1, where N (s, ) and Ω α are introduced in (1.21) and (1.12) respectively. This transformation was used previously in [3, Sec. 6.2]. For every (u, A) defined on N (s, ), we assign the configuration (ũ,Ã) by the change of coordinates x → y = Φ s (x). Assuming that supp u ⊂ {|x − s| < }, we get the change of variables formulas
A generates the magnetic field
In the particular case when the magnetic potential is F, we can pick a smooth function η such thatF (y) =F(y) + ∇η(y) (2.8)
On the reference energy.
We now come back to the reference functional introduced in (1.11). Assume that α ∈ (0, 2π), µ 1 (α) < Θ 0 , and µ ∈ (µ 1 (α), Θ 0 ). Under these conditions, the functional in (1.11) is bounded from below and has a non identically 0 minimizer u α (= u α,µ ) satisfying (cf. [3] or [9, Prop. 15.
where a 0 and C are two positive constants that depend on α and µ . Note that, if µ 1 (α) ≥ µ , then u α ≡ 0 .
On the local energy of minimizers
In this section and the rest of this paper, we assume that Assumption 1.1 holds, that Λ 1 is given by (2.7), and that Λ 1 < µ < Θ 0 is a given constant.
For any open set D ⊂ Ω and for any (g, a) ∈ H, we define the the energy of (g, a) in D by
In the next proposition, we estimate the energy of (ψ, A) in N (s, ), where s is a vertex of the domain Ω, by comparison with the reference energy E(µ, α) introduced in (1.14). This result is new and not given in [3, 6] (especially the upper bound part). 
and (ψ, A) κ,H is a minimizer of the Ginzburg-Landau functional introduced in (1.4).
Proof.
Step 1: A useful identity. We will prove Proposition 3.1 by establishing matching lower and upper bounds independently. In the sequel,
The parameter κ is sufficiently large so that γ ∈ (0, 1) and for two distinct vertices s = s of Ω,
Pick a smooth function f = f s,κ satisfying, for some constant C > 0 independent of κ,
Then we can write the following simple identity using integration by parts (see [17, p. 2871 
Step 2: Energy lower bound.
According to Proposition 2.2, the L 2 -norm of ψ is exponentially small as κ → +∞ in the support of ∆f . Thus
Also, since supp (f − 1) ⊂ N (s,ˆ ) and ψ is exponentially small there, we obtain
Now, we come back to the energy in N (s, ) and write
In [3, Eq. (6.11)], the authors prove the following lower bound for the energy:
Consequently, we obtain the lower bound part in Proposition 3.1:
Step 3: Energy upper bound. We define the function w ∈ H 1 (Ω) as follows (see [20] )
where f is the function introduced in (3.3), η is the function introduced in (2.8) and Φ s is the diffeomorphism that transforms N (s, ) to Ω α ∩ {|y| < }. Note that w is in H 1 (Ω) because f = 0 on N (s, ) . Finally, the function u α is the minimizer of the reference functional in (1.11). Since (ψ, A) is a minimizer of the functional in (1.4),
And after dropping the magnetic energy term κ 2 H 2 curl A − 1 2 2 , we obtain
The obvious decomposition
in turn yields E 0 (ψ, A; N (s, )) ≤ E 0 (w, A; N (s, )) . The energy E(w, A; N (s, )) was estimated in [3, Eq. (6.4) ]. Indeed, the identity in (3.4), the decay of the minimizer u α in (2.10) and the formula in (2.8) yield,
Step 4: Estimating the order parameter.
Multiplying the first equation in (1.9) by f 2 ψ , and then integrating by parts over N (s, ) we obtain the following identity,
Using the exponential decay of ψ in N (s, ) \ N (s,ˆ ) (see Proposition 2.2) and the properties of the function f in (3.3), we get
Inserting these two estimates into (3.7) and then using the energy estimate for E 0 (f ψ, A; N (s, )), we deduce the estimate on the integral of |ψ| 4 over N (s, ).
Proof of Theorem 1.2
We use the idea introduced in our earlier paper [14] which has some similarities with the analysis of diamagnetism [10] and the computation of the quantum supercurrent [8] .
Let δ ∈ ( uniformly with respect to ∈ (−1, 1). Now assume in addition that µ + < Θ 0 (which holds when is small enough for example). We can bound the energy E (f ψ, A; N (s, )) from below as done in [3, Eq. (6.11)] (by converting the functional to a functional defined in an infinite sector and then comparing the resulting functional with the reference energy in (1.11)). We obtain E (f ψ, A; N (s, )) ≥ E(µ + , α) + O(κ 2−3δ )
uniformly with respect to ∈ (−1, 1). Thus, Taking → 0 ± , we get the following two inequalities: 
