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This paper gives a brief introduction to some important fractional and multifractional
Gaussian processes commonly used in modelling natural phenomena and man-made
systems. The processes include fractional Brownian motion (both standard and the
Riemann-Liouville type), multifractional Brownian motion, fractional and multifrac-
tional Ornstein-Uhlenbeck processes, fractional and mutifractional Reisz-Bessel motion.
Possible applications of these processes are briefly mentioned.
Keywords: Fractional and multifractional stochastic processes, locally self-similarity,
short and long-range dependence
PACS numbers: 02.50.-r, 02.50.Ey, 05.40.-a
1. Introduction
During the past few decades, fractional calculus1, 2, 3, 4 has found applications in
diverse fields ranging from physical and biological sciences, engineering to inter-
net traffic and economics. One of the main reasons for its popularity in mod-
elling many phenomena is that it provides a natural setting for describing pro-
cesses which are fractal in nature and with memory.5, 6, 7, 8, 9, 10, 11Many applica-
tions of fractional calculus are based on the fractional integro-differential equa-
tions.12, 13, 14, 15For example, various types of fractional diffusion equations and frac-
tional Langevin-type equations have been proposed to model anomalous diffusion,
and both deterministic and stochastic fractional equations are used to describe
viscoelastic phenomena, telecommunication, and other systems in science and engi-
neering.16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29
The usual way to obtain concrete realization of a particular fractional model is to
associate it with a fractional generalization of an ordinary stochastic process. This
can be carried out nicely due to the smooth integration of fractional calculus and
probability theory. The most well-known among these fractional stochastic processes
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include fractional Brownian motion30, 31, 32 and fractional Levy motion.33, 34, 35 An-
other fractional stochastic process of interest is fractional Ornstein-Uhlenbeck pro-
cess.36, 37, 38
Fractional Brownian motion (FBM) and fractional Ornstein-Uhlenbeck (FOU)
process are characterized by a single parameter. It is possible to extend FBM to
bifractional Brownian motion39 and mixed FBM,40 which are indexed by two pa-
rameters and two or more parameters respectively. Similarly, FOU process can also
be generalized to a process parametrized by two fractional indices.41, 42 Other ex-
amples of stochastic processes with two indices are fractional Riesz-Bessel motion
(FRBM)43, 44 and Gaussian process with generalized Cauchy covariance (general-
ized Cauchy process).45, 46 In general, processes parametrized by two indices can
provide more flexibility in modelling physical phenomena. In the case of the gener-
alized Cauchy process both have the advantage that the two indices provide separate
characterization of the fractal dimension or self-similar property, a local property,
and the long-range dependence, a global property. This is in contrast to models
based on fractional Brownian motion which characterizes these two properties with
a single parameter. On the other hand, the two indices of FRBM characterize the
long-range dependence and intermittency separately. In contrast, FBM is not inter-
mittent.
Further generalization of fractional process can be carried out by replacing the
constant index by a continuous function of time. In this way, one obtains multi-
fractional Brownian motion47, 48 and multifractional Ornstein-Uhlenbeck process.49
Similarly, it is possible to have the multifractional extension of Riesz-Bessel mo-
tion50, 51 and generalized Cauchy process. These processes can be used to describe
systems with variable fractal dimension and variable memory. In this short pa-
per we shall restrict our discussion on some fractional and multifractional Gaussian
processes, and mentioned briefly their possible applications. The non-Gaussian frac-
tional and multifractional Levy motion will not be considered here.
2. Fractional Brownian Motion
Among all the fractional stochastic processes applied to modeling natural and man-
made systems, fractional Brownian motion (FBM) can be regarded as the most
widely used. Here we would like to summarise briefly the main properties of FBM.
The standard FBM as introduced by Mandelbrot and Van Ness52 is defined by
the following moving average representation:
DH(t) =
1
Γ(H + 1/2)
{∫ 0
−∞
[
(t− u)H−1/2 − (−u)H−1/2]dB(u)
+
∫ t
0
(t− u)H−1/2dB(u)
}
, (1)
where B(t) is the standard Brownian motion, Γ is the gamma function and the
Ho¨lder exponent (or Hurst index) H lies in the range 0 < H < 1. Equation (1) can
Some Fractional and Multifractional Gaussian Processes: A Brief Introduction 3
be written more compactly as
BH(t) =
1
Γ(H + 1/2)
∫
∞
−∞
[
(t− u)H−1/2+ − (−u+)H−1/2
]
dB(u), (2)
where (x)+ = max(x, 0). Note that there exists an equivalent representation of FBM
known as the harmonizable or the spectral representation:33
BH(t) =
1
2pi
∫
∞
−∞
eitξ − 1
|ξ|H+1/2 dB(ξ). (3)
BH is a Gaussian process with zero mean and its variance and covariance are re-
spectively 〈(
BH(t)
)2〉
= σ2H |t|2H , (4)〈(
BH(t)BH(s)
)2〉
=
σ2H
2
[|t|2H + |s|2H − |t− s|2H], (5)
with
σ2H =
〈
(BH(1)
)2〉
=
Γ(1− 2H) cos(piH)
piH
. (6)
FBM defined above is continuous everywhere non-differentiable with an unique
scaling exponent H , a characteristic of a monofractal process.
The standard FBM BH has some desirable properties. It is a self-similar process
of order H :
BH(at) = a
HBH(t), ∀a > 0, t ∈ R, (7)
where the equality is in the sense of finite joint distributions. Though BH is itself
non-stationary, its increment process
∆BH(t, τ) ≡ BH(t+ τ) −BH(t), τ > 0, (8)
is stationary with covariance〈
∆BH(t, τ1)∆BH(t, τ2)
〉
=
σ2H
2
[|τ1|2H + |τ2|2H − |τ1 − τ2|2H]. (9)
Self-similarity together with stationary increments imply
BH(t+ τ)−B(t) = a−H
[
BH(t+ aτ)−BH(t)
]
, ∀a > 0, t ∈ R. (10)
In contrast to the local properties which depend mainly on the correlations
between points that are close to each other, the long and short-range dependence
of a stochastic process is a global property that measure the total strength of the
correlation over a large domain. Given a Gaussian stochastic process Y (t) with
correlation R(t, s) =
〈
Y (s)Y (t)
〉[〈(
Y (s)
)2〉〈(
Y (t)
)2〉]−1/2
we say that it has
long-range dependence (LRD) or long memory if the integral
∫
R
R(t, t + u)du is
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divergent. On the other hand, if the integral is convergent, the process has short-
range dependence (SRD) or short memory.37 One can easily verify that FBM is LRD
except for H = 1/2, which corresponds to Brownian motion, a Markov process.
Despite of the nice properties mentioned above, the standard FBM does not
represent a causal time-invariant system as there does exist a well-defined impulse
response function. There is another type of FBM, the one-sided FBM first intro-
duced by Barnes and Allan53 using the Riemann-Liouville (RL) fractional integral:
XH(t) =
1
Γ(H + 1/2)
∫ t
0
(t− u)H−1/2dB(u), (11)
represents a linear system driven by white noise η(t), with the impulse response
function tH−1/2/
(
Γ(H+1/2)
)
. The RL-FBMXH(t) is a zero-mean Gaussian process
with a complicated covariance:〈
XH(t)XH(s)
〉
=
tH−1/2sH+1/2(
H + 1/2
)(
Γ(H + 1/2)
)2 2F1(1, 1/2−H, 3/2 +H, s/t), (12)
where s < t and 2F1 is the Gauss hypergeometric function. However, the variance
of XH has the same time dependence as BH :〈(
XH(t)
)2〉
=
t2H
2H
(
Γ(H + 1/2)
)2 . (13)
Except for the absence of stationary increments, XH has many properties in
common with BH , such as self-similarity, regularity of sample path, LRD, etc. Ab-
sence of stationary property for its increments implies that XH can not have a
harmonizable representation, and it is also not possible to associate to XH a gen-
eralized spectrum of power-law type as in the case of standard FBM. This is the
main reason for the lesser use of FBM of RL-type in modeling systems with power
law type spectrum. However, XH has gained more popularity recently in some ap-
plications as the process is physically more realistic since it starts at time zero.
Applications of FBM are well-known and diverse. Here we just mention the more
common ones such as anomalous transport phenomena in physical and biological
sciences, telecommunication,54 finance,30, 55
3. Multifractional Brownian Motion
FBM can only be used in modelling phenomena which are monofractal with same
irregularity globally and with constant memory as characterised by the constant
Ho¨lder exponent H . However, for real world systems global self-similarity seldom
exists. Fixed scaling only holds for a certain finite range of intervals. In addition,
empirical data indicates that the scaling exponent or order of self-similarity usually
has more than one value. Thus in many complex heterogeneous systems there ex-
ist phenomena which exhibit multifractal properties with variable space and time
dependent memory.56, 57, 58 One simple way to generalize a mono-scaling FBM to
a multi-scaling FBM (or multifractional Brownian motion, MBM) is to replace the
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constant Ho¨lder exponent by H(t), t ∈ R+, a (0, 1)-valued function with Ho¨lder
regularity r, r > supH(t). In general H(t) can be a deterministic or random func-
tion, and it needs not be a continuous function. This time-varying Ho¨lder exponent
H(t) describes the local variations of the irregularity of the MBM. Such a general-
ization of FBM BH to MBM BH(t) was carried out independently by Peltier and
Le´vy-Ve´hel47 based on the moving-average representation and by Benassi et al48
using the harmonizable representation. As expected, these two generalizations of
MBM are almost certainly equivalent up to a multiplicative deterministic function
of time.59, 60
MBM does not satisfy the self-similar property and its increments are no longer
stationary as a result of the time-dependence of the Ho¨lder exponent. However, one
expects BH(t) to behave like FBM locally. If an additional condition is imposed on
H(t) such that H(t) ∈ Cr(R, (0, 1)), t ∈ R for some positive r with r > supH(t),
then it can be shown that H(t◦) is almost certainly the Ho¨lder exponent of the
MBM at the point t◦; and the local Hausdorff and box dimensions of the graph of
BH(t) at t◦ are almost certainly 2−H(t◦). One can also characterize the above local
fractal property by using the following notion. A process Z(t) is said to satisfy the
locally asymptotically self-similarity at a point t◦ if
lim
ρ→0+
[
Z(t+ ρu)− Z(t◦)
ρH(t◦)
]
u∈R
=
(
BH(t◦)(u)
)
u∈R
, (14)
where the equality is up to a multipltcative deterministic function of time. It can be
verified that BH(t) is locally asymptotically self-similar. Thus MBM at a time t◦ be-
haves locally like a FBM with Ho¨lder exponent H(t◦). Note that the time-dependent
Ho¨lder exponent has no effect on the long range dependence of the process. Just
like FBM, BH(t) is a long memory process.
Similar to the case of standard FBM, one can also extend FBM of RL type to
its corresponding multifractional process. By replacing H by H(t) in (11), one gets
MBM of RL type with the following covariance:60, 61
〈
XH(s)XH(t)
〉
=
2F1
(
1, 12 −H(t), H(s) + 32 , st
)
(
2H(s) + 1
)
Γ
(
H(s) + 12
)
Γ
(
H(t) + 12
)sH(s)+ 12 tH(s)+ 12 . (15)
The two type of MBM (standard and RL) have more properties in common
as compared with the corresponding two types of FBM. They have non-stationary
increments, and both are locally asymptotically self-similar with local fractal di-
mension at a point t◦ given by 2−H(t◦), and they are both LRD.
MBM has been applied to model many phenomena which have variable irregu-
rities or variable memory. For examples, it is used in modelling network traffic and
signal processing,62, 63 in geophysics for terrain modelling,64, 65 in financial time se-
ries for stochastic volatility modelling,66 and in modelling anomalous diffusion with
variable memory.67, 68
Finally we remark that MBM can be further generalized. Various generalizations
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of to MBM have been proposed69, 70 to allow Ho¨lder function to be very irregular,
and enable the prescription of local intensity of jumps in space or time.
4. Fractional and Multifractional Ornstein-Uhlenbeck Process
FBM and MBM are used to model long memory phenomena. For describing systems
which are short-range dependent, Ornstein-Uhlenbeck process can be a suitable
candidate. Recall that Ornstein-Uhlenbeck process is the solution ofthe ordinary
Langevin equation
Dtx(t) + ωx(t) = η(t), (16)
where η(t) is standard white noise which can be regarded as the time derivative
of Brownian motion in the sense of generalized function. Assuming x(a) = 0, the
solution of (16) is given by
x(t) =
∫ t
a
eω(t−u)η(u)du. (17)
There are several ways to fractionalize Ornstein-Uhlenbeck process. One way is to
replace the white noise by a fractional Gaussian noise in (16) or (17),36, 37 or one
can apply the Lamperti transformation to fractional Brownian motion.37, 38
In this paper we shall consider a different type of FOU processes. FOU process
of Weyl type and Riemann-Liouville type can be defined as71
Y Wα (t) =
1
Γ(α)
∫ t
−∞
(t− u)α−1eω(t−u)η(u)du, (18)
Y RLα (t) =
1
Γ(α)
∫ t
0
(t− u)α−1eω(t−u)η(u)du. (19)
The condition α > 1/2 is imposed to ensure finite variance for both the FOU
processes. (18) and (19) can be regarded as the generalizations of (17), with a =
−∞ and a = 0. These fractional processes are solutions to the following nonlinear
fractional Langevin equation:(
aDt + ω
)α
Y (t) = η(t). (20)
The Weyl fractional Ornstein-Uhlenbeck process YWα (t) is stationary centred
Gaussian process with variance and covariance
E
([
YWα (t)
]2)
=
Γ(2α− 1)(2ω)1−2α
Γ(α)2
, (21a)
E
(
Y Wα (t)Y
W
α (s)
)
=
1√
piΓ(α)
( |t− s|
2ω
)α−1/2
Kα−1/2
(
ω|t− s|), t 6= s, (21b)
where Kν(z) is the modified Bessel function of second kind.
72 On the other hand,
the Riemann-Liouville fractional Ornstein-Uhlenbeck process Y RLα (t) is a non-
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stationary centred Gaussian process with variance and covariance
E
([
Y RLα (t)
]2)
=
(2ω)1−2αγ(2α− 1, 2ωt)
Γ(α)2
, (22a)
E
(
Y RLα (t)Y
RL
α (s)
)
=
e−ω(t+s)sαtα−1
Γ(α+ 1)Γ(α)
Φ1
(
1, 1− α, 1 + α), s
t
, 2ω(s)
)
, t > s, (22b)
where γ(a, x) is the incomplete Gamma function, and Φ1(a, b, c, x, y) is the con-
fluent hypergeometric function in two variables. For discussion of properties and
applications of the FOU process of Weyl and RL type, and their extension to FOU
process with two indices can be found elsewhere.71, 41, 42
Just like the case of MBM, one can extend the two types of FOU processes to
their corresponding multifractional OU (MOU) processes by replacing α by α(t).
The covariance of the MOU process of Weyl type for s < t is given by
E
(
Y Wα(t)(t)Y
W
α(s)(s)
)
=
e−ω(t+s)
Γ
(
α(t)
)
Γ
(
α(s)
) ∫ s
−∞
(t− u)α(t)−1(s− u)α(s)−1e2ωudu
=
e−ω(t−s)
Γ
(
α(t)
)
Γ
(
α(s)
) ∫ ∞
0
uα(s)−1(u+ t− s)α(t)−1e−2ωudu
=
e−ω(t−s)(t− s)α(s)+α(t)−1
Γ
(
α(t)
) Ψ(α(s), α(s) + α(t), 2ω(t− s)), (23)
where Ψ(α, y; z) is the confluent hypergeometric function. In contrast to the Weyl
fractional Ornstein-Uhlenbeck process, the multifractional process is in general not
stationary.
For MOU process of RL type, its covariance for s < t is
E
(
Y RLα(t)(t)Y
RL
α(s)(s)
)
=
e−ω(t+s)
Γ
(
α(t)
)
Γ
(
α(s)
) ∫ s
0
(t− u)α(t)−1(s− u)α(s)−1e2ωudu
=
e−ω(t+s)sα(s)tα(t)−1
Γ
(
α(t)
)
Γ
(
α(s)
) ∫ 1
0
(1 − u)α(s)−1
(
1− s
t
u
)α(t)−1
e2ωusdu
=
e−ω(t+s)sα(s)tα(t)−1
Γ
(
α(s) + 1
)
Γ
(
α(s)
)Φ1(1, 1− α(t), 1 + α(s), s/t, 2ω(s)). (24)
The local properties of these two types of MOU processes are similar to that
of the corresponding MBM. With probability one, both the functions YWα (t) and
Y RLα (t) have Ho¨lder exponent α(t◦)−1/2 at the point t◦; and the Hausdorff dimen-
sion of the two processes is 5/2−α(t◦).49 In addition, MOU processes of Weyl and
RL-type are locally asymptotically self-similar, their tangent process at a point t◦
is the FBM indexed by parameter α(t◦)−1/2. In contrast to MBM, MOU processes
are SRD, that is they are short memory processes.
The remark concerning the multifractality of the multifractional Brownian mo-
tion applies to the multifractional Ornstein-Uhlenbeck process. That is, the multi-
fractional process is truly multifractal if the Ho¨lder exponent is a random function,
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otherwise it is a multiscaling process. However, there are many phenomena that are
multiscaling instead of multifractal.
5. Fractional and Multifractional Riesz-Bessel Motion
Fractional Riesz-Bessel motion (FRBM) was first introduced by Anh et al. as
fractional Riesz-Bessel random field.43 In one dimension, it is a Gaussian process
parametrized by two indices which characterize separately two distinct properties
— self-similarity and intermittency. The latter property corresponds to features
such as sharp peaks or random bursts, and properties of processes that can be
described by high skewed probability distributions with very slowly decaying tails.
Thus FRBM has an advantage over FBM, which is unable to describe intermittency.
In addition, for certain ranges of the two parameters, FRBM has a semimartigale
representation.44
FRBM is closely related to Riesz and Bessel potentials. In the one dimension
case, FRBM can be regarded as the solution of the following fractional stochastic
differential equation:
D
γ/2
t
(
Dt + ω
)α/2
Vα,γ = η(t), α ≥ 0, 0 ≤ γ < 1, (25)
where D
γ/2
t is the Riesz derivative defined by
D
γ/2
t f(t) = F
−1
(
|k|γ fˆ(k)
)
, (26)
where F denotes Fourier transform, fˆ = F (f). Formally, the solution of (25) is
given by
Vα,γ(t) =
1
2pi
∫
R
eikt
|k|γ(ω2 + k2)α/2 η(t)dt. (27)
(27) is to be regarded as a generalized random process.
Note that Vα,γ(t) can be defined as an ordinary stochastic process if 0 ≤ γ < 1/2,
and α + γ > 1/2. In the limit γ = 0, Vα,γ(t) becomes FOU process of Weyl type
which is SRD. On the other hand, if α = 0, (27) becomes the generalized spectral
density associated with FBM, a long memory process. In general, Vα,γ(t) is LRD
when γ 6= 0. Thus, FRBM allows interpolation between long and short memory
processes.
The spectral density of Vα,γ(t) is
S(k) =
1
(2pi)|k|2γ(ω2 + k2)α (28)
The covariance of FRBM can be calculated as the inverse Fourier transform of the
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spectral density (28)
Cα,γ(x) =
ω1−2α−2γΓ
(
1
2 − γ
)
Γ
(
α+ γ − 12
)
2piΓ(α)
1F2
(
1
2
− γ; 3
2
− α− γ, 1
2
;
[ω|x|
2
]2)
+
|x|2α+2γ−1Γ
(
1
2 − α− γ
)
22α+2γ
√
piΓ(α+ γ)
1F2
(
α;α+ γ, α+ γ +
1
2
;
[ω|x|
2
]2)
, (29)
Note that when γ = 0, (29) becomes
Cα,0(x) =
21/2−α√
piΓ(α)
( |x|
ω
)α−1/2
Kα−1/2
(
ω|x|) (30)
which is the covariance of the fractional Bessel process.72 When α = 1, (30) becomes
the two-point Schwinger function of the one-dimensional Euclidean scalar massive
field.
Additional properties of FRBM are discussed elsewhere.43, 44, 51 Generalization
of FRBM to multifractional RBM (MRBM) can again be carried out by replacing
α and γ by α(t) and γ(t) respectively in (27). The resulting MRBM Vα(t),γ(t)(t)
is a Gaussian process which has many properties similar to MBM. For examples,
MRBM is locally asymptotically self-similar, its tangent process at a point t◦ is a
standard FBM indexed by α(t◦) + γ(t◦)− 1/2. Note that this is an example of the
general result of Falconer73 that under certain conditions, the tangent process of
a Gaussian process is FBM up to a multiplicative deterministic function of time.
Another local property is that the Hausdorff dimension at a point t◦ of the graph
of FRBM is with probability one equals to 5/2− α(t◦)− γ(t◦).
Finally, we consider the LRD and SRD properties of MRBM. In the general case
where α(t) and γ(t) are not constants, we can show the following:51 (a). If γ(t) = 0
and there exists a constantM so that n/2 < α(t) ≤M then the MRBM of variable
order Vα(t),0(t) is SRD. (b). If there exist constants L1 ∈ (0, n/2) and L2 > n/2,
M1 ∈ (L1, n/2), M2 ≥ L2 so that L1 ≤ γ(t) ≤M1 and L2 ≤ α(t)+ γ(t) ≤M2, then
MRBM Vα(t),γ(t)(t) is LRD.
FRBM and MRBM can be used to model systems that exhibit both long-range
dependence and intermittency. For examples, in financial time series, air pollution,
rainfall data, porosity in heterogenous aquifer, turbulence, etc.43, 44, 74, 75, 76
6. Generalized Cauchy Process
The stationary Gaussian process defined by the following generalized Cauchy (GC)
covariance parametrized by two indices
Cα,β(t) =
〈
Uα,β(s)Uα,β(t+ s)
〉
=
(
1 + |t|α)−β , t ∈ R, 0 < α ≤ 1, β > 0, (31)
is known as generalized Cauchy process.46 When α = 2, β = 1 one gets the usual
Cauchy process. This process was first introduced by Gneiting and Schlather.45
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It has a nice and useful property which allows separate characterization of fractal
dimension and LRD by two different parameters.
It is well-known that a stationary process cannot be self-similar. Uα,β(t) satis-
fies a weaker self-similar property known as local self-similarity.77, 78 A Gaussian
stationary process is locally self-similar of order κ if its covariance C(t) satisfies for
t→ 0,
C(t) = 1− β|t|κ
[
1 +O
(|t|ν)], ν > 0. (32)
A more intuitive alternative definition is the following. A Gaussian process U(t) is
said to be locally self-similar of index κ if
Uα,β(s)− Uα,β(rt) = rκ
[
Uα,β(s)− Uα,β(t)
]
, as |t− s| → 0, (33)
where the equality is in the sense of finite joint distributions. The above two def-
initions and also the locally asymptotically self-similarity defined by (14) are all
equivalent.46 It is straight forward to show that the tangent process at a point t◦ is
FBM indexed by α. In other words, GC process behaves locally like a FBM. The
fractal dimension of the graph of a locally self-similar process of order α is 5/2−α.
GC process is LRD for 0 < αβ ≤ 1 and is SRD if αβ > 1. The large time lag
behaviour of the covariance (31) is given by the hyperbolically decaying covariance
C(t) ∼ |t|−αβ , t → ∞ which is characteristic of LRD. If the covariance is re-
expressed as
(
1 + |t|α)−ζ/α then the parameters α and ζ, respectively, provide
separate characterization of fractal dimension and LRD.
It is interesting to point out that the covariance of GC process has the same
functional form as the characteristic function of generalized Linnik distribution79
and spectral density of the generalized Whittle-Mate´rn process.72 There are also
laws in physics which have this same analytic form. One example is the Havriliak-
Negami relaxation law in the non-Debye relaxation theory.46 Thus, all of these
quantities should have the same analytic and asymptotic properties, and results
obtained in any one of them are of relevance to the other.
Applications of GC process can be found in geostatistics, telecommunication
and climate modelling.46, 80, 81 Extension to GC field82 is particularly useful for
geological modeling. Generalization of GC process to multifractional GC process so
far has not been carried out. However, it is expected such a generalization would
be similar to MRBM indexed by two variable parameters.
7. Concluding remarks
From the brief discussion given above, one notes that many of the fractional and
multifractional Gaussian processes have similar local properties, in particular the
local self-similarity (or having FBM as the tangent process at a point). The LRD (or
SRD) character is carried over from the fractional process to the corresponding mul-
tifractional process. Some related processes such as step FBM83 and mixed FBM40
are not included. The step FBM can be regarded as a special case of MBM, with
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H(t) a piecewise linear function. Such a multiscale process can be used to model
anomalous transport phenomena such as single-file diffusion.84 Mixed FBM is a
linear combination of two or more independent FBM, and it can be used to model
retarding anomalous diffusion,85 financial time series,31, 40 telecommunication,86 etc.
As far as applications of fractional and multifractional stochastic processes are con-
cerned, it is possible to select from a variety of processes one that provides the best
description of the system under study.
Finally, we remark that path integral formulation of fractional stochastic pro-
cesses has recently attracted considerable interest from physicists as well as mathe-
maticians.87, 88, 89, 90 In view of the fact that several candidate theories of quantum
gravity91, 92, 93, 94 share the idea that spacetime is multifractal, one would expect
path integral formulation of fractional and multifractional stochastic processes may
play an important role in physics, just like the case in Brownian motion.
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