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1 Introduction 
 
The demands on modern electrical machines are continuously increasing. Electrical 
motors are more frequently used in variable-speed drives and thus their operation at 
resonant speeds has become a critical aspect, together with the increased audible noise 
and vibration. Simultaneously, the machines should be lighter, noiseless, and more 
reliable and user-friendly. During recent years, the electrical machine markets have 
shown a growing interest in high-frequency vibration and noise issues. High frequency 
in this context means a frequency range from 300 to 8000 Hz. In particular, the process 
industry and shipyards specify limits for airborne and structure-borne noise for their 
applications. This poses a challenge for electrical machinery manufacturers in the form 
of demanding vibration and noise performance characteristics. This fact has to be taken 
into account in the electrical machine design process. 
 
An electrical machine converts mechanical energy to electrical energy, or vice versa. 
The magnetic field in the air gap of the machine generates the tangential forces required 
for the torque production. In addition, the field produces other force components that 
interact with the machine structure and create unwanted vibration and noise. 
Furthermore, the use of a frequency converter supply creates additional components in 
the magnetic forces and thus increases the acoustic noise level remarkably. The increase 
in the A-weighted sound power level can be as high as 15 dB (Belmans & Hameyer 
1998). 
 
The simulation of the electromagnetic sound power emission of an electrical machine is 
a three-stage process. First, the magnetic force waves in the air gap are calculated. Then 
a structure-dynamical model of the electrical machine is created. At this stage, the 
structural response, usually the vibration velocity, is calculated for the magnetic 
excitation forces given. Finally, the radiated sound power is calculated. The sound 
power simulation process that has been described is numerically heavy and time-
consuming and thus cannot be considered as an everyday or practical approach to 
electrical machine design. Furthermore, there is no commercial simulation software 
available for this specific task. As a result, a new approach is required in order to carry 
out electromagnetic sound power calculation in a realistic time frame and with realistic 
effort. 
 
In this thesis, a simplified methodology for electromagnetic sound power estimation 
based on unit-wave responses is presented, studied, and discussed.  
 
 
1.1  Audible noise of rotating electrical machines 
 
The total sound power emission from an electrical machine can be considered as a 
combination of three uncorrelated noise sources acting together (Timár 1989). These 
sources are magnetic, cooling, and mechanical or rotational noise sources. An acoustical 
block model for an electrical machine is presented in Figure 1.1. Magnetic noise is due 
to the temporal and spatial variations of the magnetic force distribution in the air gap. 
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The operation of the cooling fan creates the bulk of the cooling noise. Rotational noise 
is generated when: 1) an unsmooth body (rotor) rotates in a cavity that has obstacles and 
discontinuities, and 2) the shaft and the bearings interact. The magnitude of each source 
depends heavily on the machine type. The following list presents the major issues 
affecting each of the sources in an electrical machine: 
 
Magnetic noise Pmagn 
 
• shaft load 
• voltage, current, frequency, and supply type 
• winding parameters 
• slot geometry 
• saturation, eccentricity, etc. 
 
Cooling noise Pcool 
 
• fan type: axial, radial, or mixed flow 
• rotational speed and fan diameter 
• airflow velocity 
• cooling method; closed vs. open, water vs. air 
 
Mechanical or rotational noise Prot 
 
• type of cooling: closed or open 
• type of bearings 
• speed 
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Figure 1.1: Acoustical block model of an electrical machine. 
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The total sound power level LWtot of an electrical machine in decibels can be expressed 
as 
 
magn cool rot
Wtot 10
ref
 
10 log
P P P
L
P
+ + 
=  
 
    (1.1) 
 
Here Pref = 1 pW is the reference sound power. Equation 1.1 shows that the total sound 
power level of an electrical machine is the result of all of the sources. The equation is 
useful in considering the reduction of the total sound power of an electrical machine. 
The reduction measures should first be applied to the most dominant source. The 
following examples clarify this concept: 
     
• For a 2-pole directly-cooled squirrel-cage induction machine, the cooling noise 
produces 99% of the total sound power, which means that neither the loading 
nor the converter supply will increase the total sound power level of the 
machine. 
• For an 8-pole totally-closed machine with water cooling, the magnetic noise 
dominates the total noise output heavily and thus the loading and/or the 
converter supply will increase the sound power level significantly. 
• With a sinusoidal supply, loading the machine can increase the magnetic sound 
output significantly but with a frequency converter supply, the increase of the 
noise output is usually much smaller (Wang et al. 2002). 
 
Finally, if the question of how much a certain noise reduction measure affects the total 
sound power level of the machine is to be answered, one has to know the sound power 
levels of each of the three sources. If, for example, one faces a situation where the 
magnetic noise equals the cooling noise, attention should be paid to both of the noise 
sources in order to achieve satisfactory noise reduction results. If only one of the 
sources is cancelled out, a maximum reduction of only 3 dB is to be expected.     
 
 
1.1.1 Noise of magnetic origin 
 
A magnetic field in the air gap of an electrical machine is needed to produce the desired 
torque. The main quantity for the magnetic field is the flux density. A simulated flux 
density distribution of a small squirrel-cage induction motor is shown in Figure 1.2. In 
an ideal electrical machine, there exists only the so-called fundamental flux density 
distribution or fundamental wave BS1 with a frequency equal to the supply frequency    
ωS1 and the wave number r is equal to the machine pole-pair number p. However, since 
a real electrical machine has slots and distributed windings, is eccentric, and is 
magnetically saturated to some extent, the flux density is added with undesired 
harmonics. As a result, the total flux density distribution in the air gap becomes a sum 
of rotating flux density waves with various frequencies ωSi and wave numbers ri (Heller 
& Hamata 1977): 
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( ) ( )S1 S1 S Sj j
S S1 S
2...
( , ) Re e e i i ip t r ti
i
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B B B           (1.2) 
 
where BS is the flux density distribution caused by sinusoidal supply,  is the phase 
angle, and  is the cylindrical coordinate. 
 
 
 
Figure 1.2: Simulated flux density distribution of a 15-kW four-pole squirrel-cage 
induction motor in no-load condition. 
 
It should be noted that the flux density distribution expression in Equation 1.2 has a 
radial and a tangential component. In other words, flux density is a vector field. The 
harmonics (i 2) create extra losses and sometimes vibration and noise. The harmonic 
content of the flux density is further increased by introducing a frequency converter 
supply, which makes the situation even worse. Since the distorted supply voltage 
contains high-frequency components, each creates a flux density distribution with a 
wave number equal to the machine pole-pair number but with a frequency different 
from the supply fundamental. The supply voltage distortion does not create any flux 
density waves at the new wave numbers; it only adds flux density waves with different 
frequencies. In this case, Equation 1.2 has to be rewritten in the form 
 
( )C Cj
conv S C S C
1...
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where Bconv is the flux density distribution caused by the frequency converter supply 
and BC is the flux density harmonics caused by the frequency converter supply. 
 
Thus, in addition to the creation of torque, a large number of radial and tangential forces 
are also generated as a side product. The reluctance force density dF in cylindrical 
coordinates acting on the stator surface can be calculated from the following equation 
based on the Maxwell stress tensor (Belahcen & Arkkio 2000): 
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where L is the axial length of the air gap, r is the radius of the air gap, 0 is the 
permeability of the vacuum (air), Br is the radial flux density, B is the tangential or 
circumferential flux density, and ur, u are radial and circumferential unit vectors. 
 
Usually, the integration of Equation 1.4 is carried out stator tooth-wise. The result is a 
radial and a tangential tooth force, together with the total torque acting on each tooth. 
This approach can be justified by the fact that the forces are much higher in amplitude 
in the region of the tip of the tooth than at its root (Belahcen 1999). 
 
Numerical magnetic field solvers can use Equation 1.4 directly to calculate the forces 
acting on the stator teeth. For analytical calculations, Equation 1.4 is simplified because 
only the radial flux density component is usually calculated using those methods. This 
principle is justified for unloaded machines to some extent but not for the loaded case, 
because the tangential flux density usually becomes larger with loading. Nevertheless, 
this approach simplifies the equations and still shows the main aspects of force 
generation in rotating electrical machines. If the tangential flux density is set to zero, 
Equation 1.4 becomes 
2
0
d d
2
r
r r
B Lr ϕ=F u             (1.5) 
   
If Equation 1.2 is rewritten in terms of radial fundamental BS1r and harmonics BSHr like 
 
                    S S1 SH  r r rB B B= +                                (1.6)                           
 
and by inserting Equation 1.6 into Equation 1.5, one gets 
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As the flux density is expressed as a sum of the cosine waves rotating in the air gap, the 
resulting radial tooth force distribution Fr is also a sum of waves 
 
( )
,
, cos( )
r r i i i i
i
F t F r tϕ ϕ ω φ= + +                                    (1.8) 
 
where ri is the wave number of force wave i and i is the frequency of force wave i in 
the stator coordinate system. As mentioned, the radial tooth force distribution is in fact a 
sum of rotating waves with different wave numbers and speeds (frequencies for static 
observer in stator frame of reference). To illustrate the wave nature of the radial forces, 
the waves with wave numbers ri = 2, 3, and 6 are shown in Figure 1.3. 
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Figure 1.3: Rotating force waves, from left to right ri = 2, 3, and 6. 
 
As an example, the radial forces of an induction machine at no-load, supplied from a 
sinusoidal voltage source, are calculated with an analytical method (Maliti 2000) and 
the results are shown in Figure 1.4. The figure is informative, as all of the essential 
features are shown. The y-axis presents the wave numbers of the force waves and, as 
one can see, there also exist negative wave numbers, which in this case means that they 
rotate in the opposite direction with respect to the rotor of the machine. 
 
 
Figure 1.4: Radial tooth force wave number frequency distribution of an induction 
motor. The color scale is in decibels referenced to 1 N. 
 
The rotating force components try to deflect the structure they act on; in other words, 
they make the machine stator, frame, and foundation vibrate. The level of vibration 
depends on three factors: 
 
1) The frequency, wave number, and amplitude of the force wave.  
2) The existence of any proper or suitable structural mode at the exciting 
frequency. 
3) The structural damping of the stator, frame, and foundation. 
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The conditions for a high vibration level and thus noise radiation are met if the shape 
and frequency of the force wave match any of the structural mode shape and natural 
frequency. In this case, only the damping properties of the structure limit the vibration 
level. The higher the damping, the lower the vibration levels, and vice versa. In welded 
steel frame machines, the side plates of the frame are usually the main radiators of 
magnetic noise. The bearing shields or machine ends rarely radiate remarkable levels of 
sound power. In some cases, the foundation also radiates sound. It should be noted here 
that only the surface normal vibration velocity can create sound waves. In-plane 
vibration cannot generate sound waves since the surrounding air transmits shear stresses 
poorly. An estimate for the sound power level radiated by a vibrating surface can be 
calculated from Equation 1.9 (Cremer et al. 1987): 
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where LW is the sound power level, A is the area of the radiator, σ is the radiation 
efficiency (Cremer et al. 1987), ρ is the density of air, c0 is the speed of sound, and 
|vn|2 is the spatially averaged mean-squared normal velocity RMS. 
          
Looking at Equation 1.9, it can be observed that the most effective way to reduce the 
radiated sound is to reduce the normal vibration of the surface. Because the vibration 
velocity is directly proportional to the radial tooth force amplitude, which in turn is 
proportional to the square of flux density B, the following holds (Timár & Lai 1994): 
 
( ) ( )4 4Wmagn 10 Wmagn 1010 log  or 10 logL B L U     (1.10) 
 
The symbol U represents the supply voltage. Equation 1.9 simply states that if, for 
example, the terminal voltage of the machine is reduced by 50%, both the sound power 
and pressure levels will be reduced by 12 dB. 
 
 
1.2 Overview of electromagnetic noise calculation 
methods 
 
In principle, all the activities around electromagnetic noise are somehow linked to the 
block diagram shown in Figure 1.5. The vibro-acoustical part of the block diagram 
(mechanical and acoustical) is common to all areas of machinery acoustics. The stator 
and rotor cores are the only exceptions, since they are made out of steel laminations. 
The laminated nature of these components sometimes makes the structural analysis 
difficult because their material parameters are orthotropic (Garvey et al. 1999c; Wang 
1998) and depend on manufacturing practices such as the axial pre-stressing of the core 
before the laminated stacks are joined together (Dias Jr 1999; Watanabe et al. 1983). 
Variations in temperature pose another challenge as the material properties of the resin 
used in the impregnation of the windings are known to depend on the temperature 
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(Watanabe et al. 1983). The generation mechanisms of the magnetic forces at the air-
iron boundaries and in the iron itself are unique to electrical machines and in order to 
understand them better, a lot of scientific research and development has been done on 
the topic over the years. The issues mentioned above make the noise of electrical 
machines a well-defined research topic in its own right in the field of machinery 
acoustics.     
 
ELECTRO-
MAGNETIC
PROCESS
MECHANICAL
PROCESS
ACOUSTICAL
PROCESSU
pmagn vmech
Lw
Coupling Coupling
 
 
Figure 1.5: Electromagnetic noise generation process (Gieras et al. 2006). 
 
 
Generally speaking, one is interested in how much sound power Lw is produced with a 
given input voltage U to the system in Figure 1.5. The answer can be found by simply 
measuring the sound power of the system under stationary conditions. If the sound 
power level is too high, it has to be reduced by modifying the system in some way. One 
way of reducing the noise output would be to make changes to the system and measure 
the sound power again, which is the well-known trial-and-error method. The method 
requires a large number of test runs and it is known not to be an efficient way of 
controlling noise. 
 
More efficient ways include the use of mathematical models to simulate the effect of 
modifications on the noise output. Mathematical models help in understanding the 
physical nature of sound power generation. By using either analytical or numerical 
models to describe the electromagnetic process, one can understand the inter-relations 
between the input voltage and magnetic stress or pressure pmagn through electromagnetic 
process parameters such as the slot number or the skewing of the rotor slots. The same 
holds true for the vibro-acoustical part of the system. The simulations can show how the 
surface normal velocity vmech is related to pmagn through mechanical process parameters 
such as plate thicknesses. The simulations of an acoustical process model reveal 
whether the use of perforated plates on the surface of the machine will reduce the sound 
power level, for example. It is then the responsibility of the manufacturer of the 
machine to decide which of the available modifications will be put into practice. 
 
The magnetic field and structure of the machine are coupled together. In cases where 
the rotor deflections are large, the effects of coupling can be observed clearly, which 
complicates the modeling task. In some cases, the surrounding fluid may couple the 
structural vibration and fluid loading together, which is known as fluid-structure 
interaction. In this thesis, however, these coupling effects are ignored.  
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1.2.1 Calculation of magnetic forces 
 
As an electrical machine operates, there will be forces and torques acting on its 
structure. The shaft torque is naturally the one to be maximized and all the other forces 
and torques are considered as parasitic in nature, i.e., they do not participate in the 
process of feeding active power to the desired process. 
 
Three types of magnetic forces exist in an electrical machine: 
 
1. The reluctance force, which acts on the boundaries of materials with different 
magnetic properties. 
2. The Lorentz force, which acts on currents in the magnetic field. 
3. The magnetostrictive force, which acts inside the iron core. 
 
The air gap between the stator and rotor is the region where the reluctance force acts, 
and the tooth tips especially serve as an interface for the forces to deliver parasitic 
energy to the structure. The forces depend on the geometry of the slots, the length of the 
air gap, the winding arrangements, the degree of saturation, etc. The reluctance force is 
the most important excitation type, since its magnitude is usually the largest when 
compared with the other two forces. 
 
The Lorentz force acts on the windings of the machine, but since the flux density in a 
slot is small, the force remains quite negligible. Thus, this force type is not included in 
this thesis.   
 
Magnetostriction can play an important role in the excitation of structures (Belahcen 
2006; Delaere et al. 2000; Garvey & Glew 1999a; Låftman 1995) but because of its 
complexity and because this thesis is not about force calculation it is also ignored.  
 
Since the reluctance force or stress is a 3-D vector and the air gap is cylindrical, a 
division into radial, tangential/circumferential, and axial components is reasonable. The 
radial components are usually the greatest in magnitude and they originate from the 
magnetic field trying to close the air gap. The magnitudes of the tangential components 
are usually smaller than those of the radial ones, but the static component (r = 0), which 
has a non-zero value when integrated around the rotor circumference produces the 
desired torque. Axial forces are usually negligible. In summary, in order to achieve the 
desired torque performance, additional radial and circumferential components are also 
introduced. 
 
When the mechanical design of an electrical machine is under consideration, one of the 
key points of interest is whether the structure can withstand all the forces acting on it. 
One source of stress is the magnetic forces acting on the machine, and it would be 
desirable to estimate their magnitudes. Sometimes, even a small magnetic force 
component, which is harmless to the structure, can be annoying to the user of the 
machine if it creates acoustic noise or vibration. The force component is dynamic in 
nature and has a certain spatial distribution around the air gap. The radial and tangential 
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force components are usually responsible for the creation of sound, and thus their 
properties play a key role in magnetic noise generation.  
 
A number of methods are available for calculating the magnetic force in the air gap. 
Conformal mapping and Fourier wave decomposition, also known as the rotating field 
theory, are the most traditional methods for force estimation. Their common feature is 
that they are analytic since they can often express the force distribution in a closed form. 
The finite element method (FEM) and reluctance networks represent a more modern 
approach to the estimation of magnetic force or traction and they can be considered to 
be numerical because of the need for large matrix computation involved in the solution. 
 
All the methods mentioned above usually assume 2-D geometry, because the axial 
phenomena are traditionally considered negligible and since the computation resources 
needed are huge with 3-D models.  
 
In the case of axial variation of eccentricity, such as a tilted rotor, the magnetic force 
also adopts variation in the axial direction. 
 
The advantages of using traditional methods, especially Fourier wave decomposition, 
are that they keep track of the origins of each component of the magnetic force, are 
computationally light and fast, and serve educational aspects very well. The drawback 
of these methods is that they can model only global effects and thus the accuracy of the 
estimation is somewhat degraded. For example, the saturation of the tooth-tip region is 
very difficult to model analytically. Analytical methods usually assume that 
 
• The machine is 2-dimensional. 
• Saturation affects the effective air gap. 
• The material characteristics of iron parts are assumed to be linear and of zero 
reluctance. 
• The magnetic field consists only of a radial component. 
• Skin effects and other eddy-current effects are excluded.  
• The supply is a symmetric three-phase sinusoidal current source. 
  
Numerical methods are more accurate and can handle non-linearity and localized effects 
such as local saturation, and can operate directly in the time domain without any 
assumptions of time-harmonicity, but the price that is paid for this is the demand for 
high computing power and the degradation of physical insight. 
 
  
1.2.2 Calculation of structural vibration 
 
Time-varying forces acting on a structure cause vibration. If the forces are time-
harmonic, their amplitudes, spatial distribution, and frequency determine how much 
vibration is observed. Every structure has an infinite number of natural frequencies and 
related mode shapes. If the excitation frequency matches one of the natural frequencies 
of the structure and if the excitation pattern and the mode shape are similar, then even 
low excitation levels can create large vibration amplitudes. This modal behavior of 
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structures has been of interest to a large number of researchers for the last hundred 
years. 
 
The equations of motion for a continuous elastic structure are partial differential 
equations, which can be solved for simple geometries such as a rod, beam, membrane, 
plate, cylinder, sphere, and so forth (Cremer et al. 1987). The trial function has to 
respect the boundary conditions in order to be a proper solution. For example, the 
equation of motion for an un-damped thin plate in bending, i.e. only movement in the 
direction normal to the plate surface, is (Soedel 1993): 
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In Equation 1.11, L is a differential operator, w is a displacement in the normal direction 
(z-direction) of the plate, m is the surface mass density, and pz is the pressure or force 
density distribution acting on the plate surface. If the forcing term on the right-hand side 
of Equation 1.11 is set to zero, the equation of motion becomes a free vibration problem 
in which time-harmonic motion with angular frequency ω is assumed 
 
2( , ) ( , ) 0Lw x y mw x yω− =     (1.12) 
   
The solutions to Equation 1.12 can exist only at certain values of ω. These values are 
the natural frequencies or eigenvalues of the system (Newland 1989).  
 
Nowadays, there are many ways to analyze structural vibration but the following are 
perhaps the most used and popular: 
 
1. Analytical methods for simple geometries. 
2. Deterministic numerical methods such as FEM. 
3. Statistical Energy Analysis (SEA). 
4. Hybrid FEM/SEA methods. 
 
The analytical methods are the oldest tools for the vibration analysis of structures. The 
early vibration analyses of electrical machines (Erdelyi 1955) treated the stator as a ring, 
for which the natural frequencies were calculated. The design rule was to avoid hitting 
these frequencies with magnetic excitation. Later on, the stator and frame were treated 
as a 3-D cylinder (Verma & Girgis 1981a). This approach is still sometimes used (Wang 
& Lai 2000a) because the analysis becomes simple and fast. The analytical methods are 
suitable for both the free and forced vibration analysis of the structure. 
 
With the rapid development of computers, deterministic numerical methods are almost 
de facto tools for vibration analyses today. The formulation of the equations of motion 
into a form suitable for numerical calculation is done through variational calculus. The 
most popular method is FEM, which is also widely used in electrical machine vibration 
analysis. Deterministic numerical methods can be applied to almost any kind of 
problem, i.e., they can be used directly in the time domain for nonlinear problems, they 
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can be used for free and forced response analyses, etc. One drawback of the 
deterministic numerical vibration analysis methods is that they usually require large 
computing resources for reasonable solution times. 
 
Even though it is an accurate and useful computational method of electrical machine 
vibration analysis, FEM is suitable only for problems at lower frequencies or for 
problems which deal with the so-called global behavior of structures. Low frequencies 
in this context are related to the dimensions of the structure and to the solution 
wavelength. If the excitations in the problem have energy at higher frequencies, FEM 
might not be an appropriate tool for solving the problem. The reasons for this are the 
following (Fahy & Walker 2004): 
 
• At higher frequencies, the local modes are being excited, and these typically 
have short wavelength characteristics, i.e. the deformation patterns are highly 
complex and detailed. This leads to a requirement for an extremely fine model 
mesh. In order to avoid spatial aliasing, the mesh density should be 
approximately ten node points per wavelength. At some point, it becomes 
impractical to use FEM for the calculation of modes, for example. 
• The other problem is the increase of modal density as a function of frequency. 
This means that the modes start to overlap each other, leading to significant 
errors if the damping in the structure is not evenly distributed. Naturally, the 
high modal density itself causes problems for the storage of results and 
increases solution times. 
• The natural frequencies and mode shapes become more sensitive to structural 
details as the frequency is increased. This means that the model needs more 
and more detailed material parameters, joint properties, boundary conditions, 
etc. Finally, the problem cannot be solved any more, no matter how massive 
the computing resources available are. 
 
If vibration analysis has to be carried out at high frequencies, one has to give up the 
requirement of deterministic models. SEA has been widely used to study the high-
frequency behavior of structures (Delaere et al. 1999a; Lyon & DeJong 1995; Wang 
1998; Wang & Lai 2005). In SEA, the structure is divided into subsystems component-
wise, i.e., one side plate of an electrical machine is one subsystem, the stator as a whole 
is another, and so on. The primary variables are the vibration energies and powers of the 
subsystems. The SEA has similarities to the diffusion equation in heat problems, i.e., 
the energy level differences tend to even out. The analysis results are the average 
quantities in subsystems, such as the averaged squared normal velocity of a plate. There 
are no node-wise results available such as vibration amplitude and phase. Contrary to 
FEM, SEA works well at high frequencies but fails at low frequencies. The frequency 
limit depends heavily on the problem. 
 
The most recent method in vibration analysis is the Hybrid FEM/SEA method (Langley 
et al. 2005; Langley 2007; Shorter & Langley 2005a, b). In this method, the subsystems 
with low modal density or a long wavelength are modeled with FEM, whereas the 
subsystems with high modal density or a short wavelength are handled with statistical 
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methods such as SEA. The equations of motion with viscous damping are written as 
(Fahy & Walker 2004): 
 
2( j )ω ω+ − = =K C M q Dq F    (1.13)              
 
Equation 1.13 is partitioned in the form 
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In Equation 1.14, the sub- or superscript g refers to a global or long wavelength 
component and l refers to a local or short wavelength component. D is the dynamic 
stiffness matrix and q is the vector of generalized coordinates describing the motion of 
the system. Equation 1.14 is the basis for a simultaneous solution combining FEM with 
some statistical method. 
 
 
1.2.3 Calculation of sound radiation 
 
A vibrating surface can radiate sound. More specifically, it is the surface-normal 
vibration that acts as a boundary condition for sound radiation problems. In this thesis, 
only the radiation into infinite space is dealt with. Thus, no interior problems, scattering, 
or suchlike are studied or discussed. A time-harmonic acoustic wave in free space that 
has no sources obeys the Helmholtz equation (Morse & Ingard 1968): 
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0
0,      
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where p is the sound pressure, k is the wave number, ω is the angular frequency, and c0 
is the speed of sound in the fluid in question. A normal velocity boundary condition is 
given as the Neumann condition, the pressure boundary condition is given as the 
Dirichlet boundary condition, and surface acoustic impedance is specified with the 
Robin boundary condition (Kirkup 1998). For simple geometries such as an infinite 
plane, cylinder, sphere, elliptical cylinder, and so on, Equation 1.15 can be solved 
analytically using specific functions for the given problem geometry. For example, 
spherical problems are solved through the use of Legendre functions and cylindrical 
problems with combinations of Bessel functions known as Hankel functions (Williams 
et al. 1987). Wang and Lai (2001, 2000b) modeled the sound radiation of an induction 
motor using analytical expressions for a cylindrical sound radiation problem. An earlier 
work in this area (Ellison & Moore 1968) modeled an electrical machine as a sphere for 
sound power calculation. 
 
The integral form of Equation 1.15 is written as (Herrin et al. 2006): 
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Figure 1.6: Description of the quantities in Equation 1.16 (Herrin et al. 2006). 
 
Equation 1.16 is also known as the Kirchhoff-Helmholtz integral equation for sound 
radiation (Kirkup 1998). In Equation 1.16, ρ0 is the density of fluid, vn is the surface 
normal velocity distribution, ps is the surface sound pressure distribution, and G(r) is the 
free-field Green’s function. The coefficient c(P) is equal to 1 for P in the acoustic 
domain, and equals 1/2 if P is located on a smooth boundary (Herrin et al. 2006). 
  
If both vn and ps are known, the evaluation of Equation 1.16 is straightforward. Usually, 
only vn is known and ps has to be solved either with some numerical method or, if the 
problem geometry is simple, with an analytical method.  
 
If the boundary S is a flat plate lying on an infinite plane, Equation 1.16 reduces to 
Rayleigh's second integral (Langley 2007): 
 
0 n( ) 2 j ( )d
S
p P v G r Sρ ω=      (1.17) 
 
Equation 1.17 is widely used in approximate methods for sound power calculation 
(Seybert & Herrin 1999). In the roughest approximations, Equation 1.17 is directly 
applied to any kind of a vibrating body, thus neglecting the requirement for flatness 
(Seybert & Herrin 1999). The power of the approximation methods based on the 
Rayleigh integral is that even if the sound pressure field calculated with Equation 1.17 
is not correct, the sound power emission can provide acceptable results, since the sound 
power is proportional to the surface integral of the squared far-field pressure; it is a 
known fact that integration smooths information through summing.  
 
Radiating body 
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If the sound radiation resides at high frequencies, Equation 1.16 can be approximated by 
using the following expression to estimate the sound pressure on the surface S 
 
S 0 0 np c vρ≈      (1.18) 
 
Equation 1.18 is inserted into Equation 1.16 and the sound power estimation can be 
carried out. The method is known as high-frequency BEM (HFBEM), as presented by 
Herrin et al. (2006). 
 
The boundary element method (BEM) is the most widely used numerical method for 
calculating sound radiation from vibrating bodies (Ciskowski & Brebbia 1991). In 
BEM, the problem can be infinite, i.e., no outer boundaries for the problem are required. 
The Sommerfeld radiation condition is automatically fulfilled with BEM. The sound 
radiation problem can also be solved with finite elements but in this case a control 
surface is required at some distance from the radiating surface S, since FEM needs a 
bounded geometry for the definition of the problem. The Sommerfeld radiation 
condition has to be fulfilled with special types of elements at the control surface (Fahy 
& Walker 2004). Moreover, FEM requires the whole volume between S and the control 
surface to be meshed. In BEM, only the radiating surface needs to be meshed (Kirkup 
1998). In BEM, the formulation of the problem starts with Equation 1.16, which is then 
discretized element-wise at the boundary S. The solution procedure has the following 
steps: 
 
1. Assuming that the normal velocity is given, the unknown sound pressures on 
a surface S are solved. The procedure is called boundary integral equation 
solving. Mixed boundary conditions are also possible. 
2. Once the boundary pressures are known, the far-field pressures at specified 
points can be calculated using the discretized version of Equation 1.16. The 
sound power calculation can also be carried out directly with vn and ps. 
 
BEM is computationally heavy, since the system has to be solved for all frequencies of 
interest; the system matrices are usually full, unsymmetric (direct method), and 
complex. Like structural FEM, BEM is not a good tool for high-frequency sound 
radiation problems because the mesh density will become too high at higher 
frequencies. BEM is an appropriate method at frequencies at which the acoustic 
wavelength is of the order of the radiating body.  
 
Statistical methods such as SEA can also be used for high-frequency radiation 
problems. In SEA, Equation 1.9 is exploited directly, since it includes the mean-squared 
velocity as an input, which is directly available from the SEA results. The radiation 
efficiency in Equation 1.9 is usually calculated by the use of analytical expressions 
(Lyon & DeJong 1995; Wang & Lai 2000b) 
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1.3 Aim of the work 
 
This thesis serves five purposes. 
 
The first aim is to develop a methodology to simulate vibration and sound power 
emission from electrical machinery using unit-wave responses. The use of unit-wave 
responses provides the designer of an electrical machine with a much deeper insight into 
the vibro-acoustical behavior of the system that is being dealt with. The unit-wave 
response also facilitates a more efficient re-use of the vibro-acoustical simulation 
models. The unit-wave response can be thought of as the “fingerprint” of the structure 
of an electrical machine. 
 
The second aim is to create a method to determine the unit-wave response 
experimentally. The goal is to be able to use the existing magnetic configuration of the 
machine for estimating the unit-wave response. Thus, no special winding arrangement is 
needed in the measurement process.   
 
The third aim concentrates on investigating the phenomenon of reluctance force 
excitation at the iron-air interface. In particular, the effects of tangential forces on the 
vibro-acoustical response are studied in depth. An attempt to expand the work of 
Garvey (1999b) is made. 
 
The fourth aim is to study the material properties of a stator of an electrical machine. 
The knowledge of correct stator material parameters is crucial for the successful 
simulation of noise. Special attention is paid to the material damping and to the effect of 
vaporized pressure impregnation (VPI) on the material properties of the stator core. 
 
The fifth aim concentrates on studying approximate methods to estimate the sound 
power emission of electrical machines, especially welded steel-frame machines. 
 
     
1.4 Scientific contribution 
 
The scientific contribution is comprised of the following items: 
 
1. A method for the simple and fast modeling of the vibro-acoustical behavior of 
electrical machines.   
2. Unit-wave response-based sound power estimation. 
3. A method for the experimental determination of the unit-wave response. 
4. Error curves for correction of the curve-fit errors involved in speed ramp 
measurements.   
5. Tangential tooth forces either increase or reduce the vibration of the stator yoke, 
depending on the phase difference between the radial and tangential force wave. 
6. In the case of a DTC converter supply, the correlation between the force waves with 
different wave numbers is weak.  
7. A method for the extraction of complex stator material parameters. 
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8. VPI impregnation increases the stiffness and reduces the damping of the stator core. 
9. The high-frequency boundary element method is suitable for the approximate 
estimation of the sound power of welded steel electrical machines. 
 
 
1.5 Outline of the thesis 
 
This chapter is intended to serve as an introduction to the field of the vibro-acoustics of 
electrical machinery. This chapter also includes a literature review of the essential work 
carried out by others. 
 
Chapter 2 introduces the concept of unit-wave response. It also presents a procedure for 
calculating the vibro-acoustical response of an electrical machine, such as the mean-
squared normal velocities of the machine surface. 
 
Chapter 3 describes the magnetic force calculation method used in this thesis. It also 
includes a treatise on tangential force coupling with yoke radial bending by the use of 
analytical formulation. Furthermore, the nature of a DTC converter supply is discussed, 
since it is very likely that the force waves created by the DTC converter supply are 
weakly correlated with each other. This simplifies the use of the unit-wave response for 
response calculation. 
 
Chapter 4 describes the calculation method used in the thesis to predict the vibration of 
the machine structure. The method is known as a modal superposition principle. A study 
of the effect of tangential forces on the stator vibration is made using numerical 
simulations. The validity of the analytical formulation presented in Chapter 3 is tested 
thereby. The complex material properties of the stator are extracted using an 
experimental modal analysis and thick cylinder model based on the Rayleigh-Ritz 
method. There is special interest in the effect of VPI impregnation on the material 
properties of the stator core. The validity of the thick cylinder model is investigated by 
comparing the calculated results with the results obtained from a full 3-D solid model of 
the same stator. 
 
Chapter 5 concentrates on issues related to the calculation of sound power emission 
from an electrical machine. The direct formulation of the boundary element method is 
presented briefly. A review of approximate methods is made and they are tested by 
comparing the sound power level calculated by commercial BEM to the sound power 
level obtained with the methods reviewed. A comparison is also made between the 
sound power level calculated through unit-wave responses and the sound power level 
obtained directly. 
 
Chapter 6 presents a method to determine the unit-wave response experimentally by 
sweeping the machine speed with a constant flux and at no-load conditions. The errors 
introduced by the sweep measurements are also studied. 
 
Chapter 7 includes the discussion and conclusions based on the results obtained in this 
thesis.      
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1.6 Literature review of vibro-acoustical research on 
rotating electrical machines 
 
The electromagnetic noise of electrical machines has perhaps been studied ever since 
the discovery of the electro-magneto-mechanical energy conversion, which means a 
time span of more than a century. The subject is also very broad, as discussed in the 
previous sections, so a division of the previous research into different classes is 
necessary. The vibro-acoustical research work is classified as follows: 
 
1. General texts, papers, and reviews of machinery noise dealing with all the 
noise sources in electrical machinery. 
2. Calculation of the magnetic forces in the air gap and in iron parts. 
3. Investigations of the structural dynamics of electrical machines 
4. Estimation of stator material properties, such as Young’s modulus, shear 
modulus, Poisson’s number, and damping factors. 
5. Modeling of sound radiation from a machine structure. 
6. Effect of frequency converter supply on magnetic noise. 
7. Full electromagnetic-vibro-acoustical analysis (simulation & measurements). 
 
 
1.6.1 General publications 
 
Ellison and Moore (1968) published a paper in which the noise of electrical machines 
was discussed and qualitatively analyzed in depth. The paper also has a good 
bibliography of the research work carried out on the subject before 1968. The well 
known book by Yang (1981) added more of a quantitative approach to the calculation of 
the magnetic noise of electrical machines. Yang used the rotating field theory in his 
work to calculate the magnetic reluctance forces in the air gap and utilized a cylindrical 
solution of the Helmholtz equation for sound radiation. The book edited by Timár 
(1989) can be considered as an expanded version of Yang’s book. Timár also introduced 
the important concepts of random signal analysis, such as the quantity called coherence. 
It is also crucial in this context to mention the book about noise measurements of 
electrical machinery by Yang & Ellison (1985). 
 
The article by Finley (1991) discusses noise issues in electrical machines and it also 
contains a list of measures for reducing the noise from an electrical machine. Later on, 
Finley published articles on general problems with electrical machines, such as starting 
torque problems, bearings, vibration, temperature issues, and so on. The papers also 
include short discussions of machinery noise (Finley & Burke 1994; Finley et al. 1999). 
Vijayraghavan and Krishnan (1999) published a paper with an approach similar to 
Ellison and Moore (1968) with an updated bibliography. In his review article Nau 
(2000) also discussed the effect of a frequency converter on the magnetic noise and he 
also gave a list of measures to be taken in order to reduce noise levels in electrical 
machinery. 
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The most recent comprehensive work on noise in electrical machines is the book written 
by Gieras et al. (2006). It discusses the use of analytical and numerical methods in the 
calculation of magnetic noise in machines. SEA is also introduced in the book.   
 
 
1.6.2 Magnetic forces 
 
A great amount of effort has been put into the calculation of magnetic fields and the 
reluctance forces they produce in the air gap of an electrical machine, since the 
reluctance forces are the main origin of magnetic noise. The importance of proper slot 
combination was understood quite early (Chapman 1922). He listed rules for slot 
combinations in squirrel-cage motors. Verma and Balan (1994) used the rotating field 
theory together with the Maxwell stress expression to derive the forces acting on the 
stator surface, and they also described the multiple armature reaction in an 
understandable way. Gerling (1994) studied the effect of different formulations of a 
permeance wave on the calculated radial force in the air gap. 
 
Akiyama et al. (1996) studied the use of uneven rotor slot pitch and its effect on radial 
forces using FEM, and they came up with encouraging results. Belahcen et al. (1999) 
calculated the forces acting on the stator surface and carried out 2-D FFT from the time-
space domain to the wave number-frequency domain. They used time-stepping FEM 
together with Maxwell stress in their analysis. Belahcen & Arkkio (2000) also 
compared the principle of virtual work and Maxwell stress in force calculation. In 
addition, they calculated the forces acting on the stator teeth, thus reducing the amount 
of data needed to describe the forces. It was also shown that the forces located in the 
tooth-tip region are much larger than those in other parts of the tooth. As a continuation 
of the earlier work, Belahcen (2001) published a review paper on the methods used for 
the calculation of the forces. In his paper, he found that nodal force methods can give 
better estimates for forces than the Maxwell stress method. 
 
Maliti (2000) performed an in-depth analysis of radial force calculation through the use 
of rotational field theory. He also studied the effect of eccentricity on magnetic noise. 
Delaere et al. (2003) used 2-D FEM to study the effect of the ferromagnetic slot wedges 
of the rotor on the stator vibration and noise. They showed that the ferromagnetic 
wedges reduce the harmonic content in the stator current and thus can bring the 
magnetic noise levels down.       
 
 
1.6.3 Structural dynamics of machine structures 
 
Verma and Girgis (1981a) modeled the teeth, windings, stator, and frame of an 
electrical machine using the Rayleigh-Ritz method. The main goal of the work was to 
predict the natural frequencies and mode shapes of the system. To test their model, they 
performed extensive experimental modal analyses for eight different machine 
components and found a reasonable correlation between the calculations and 
measurements (Verma & Girgis 1981b, c). 
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Watanabe et al. (1983) published a paper in which they studied the properties of 
medium-sized stators. They looked into the effect of the axial clamping force, teeth, 
windings, wedges, impregnation, and temperature on the modal properties of stators. 
They found out that the teeth introduce rotational inertia, the clamping force has a small 
effect on modes, the wedges and impregnation stiffen the stator, and that the 
temperature affects the damping more than the elastic properties of the stator. 
  
Verma et al. (1987a, b) calculated the eigenproperties of a thick isotropic cylinder with 
the Rayleigh-Ritz method. They also carried out an experimental modal analysis for a 
steel cylinder with the same dimensions as the modeled one. The correlation between 
the measurements and simulation was found to be good. The idea behind the work was 
to model the stator yoke of an electrical machine as a thick cylinder.  
 
Garvey (1988) studied the use of substructuring methods and special element types for 
analyzing the structural behavior of a large DC machine with 3-D FEM. He also did 
experiments to extract the material parameters of joints and laminated (stacked) 
components specific to electrical machines. Garvey & LeFlem (1999b) published an 
important paper about tangential forces and their effect on the stator vibration response. 
In the paper, it was shown that the tangential forces acting on the tips of the stator teeth 
can have an effect on the vibration responses. Furthermore, the method of sweeping a 
unit amplitude force wave through the frequencies of interest was used. 
  
Benbouzid et al. (1993) investigated the structural behavior of a stator with 3-D FEM. 
They simulated the modal properties of the stator with different configurations similar 
to those of Watanabe et al. (1983) and the results also showed similar behavior. The 
only exception was that a 3-D model was used instead of a 2-D model. Chang & 
Yacamini (1996) simulated the effect of imperfections on the symmetrical behavior of a 
ring. They also performed an experimental modal analysis on a machine stator frame 
configuration. The result of the work was that every slot or discontinuity in a cylindrical 
structure introduces more modes.  
 
Wang & Williams (1996) classified the modes of a thick isotropic cylinder both 
numerically (3-D FEM) and experimentally. They also studied the effect of the 
dimensions on the eigenproperties of the cylinder. They then continued to study the 
behavior of a laminated cylinder, resembling a stator (Wang & Williams 1997), and 
came up with the result that an axial lamination destroys some of the modes existing in 
a homogeneous cylinder, leaving only the pure radial modes. 
 
Colby et al. (1996) used 2-D FEM to calculate the eigenproperties of the stator of a 
four-phase switched reluctance motor. They also derived a simple equation to calculate 
the natural frequencies of the stator. The simulation results were verified by 
experimental results and a good agreement was found. 
 
Experimental modal testing is usually carried out with excitation being introduced 
point-wise, such as shaker or impact hammer excitation. The approach excites almost 
every mode in the structure, which is usually desirable. In the case of electrical 
machines, however, this is not always a desired result, since the magnetic forces are 
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distributed along the air gap and do not excite all the modes. This behavior was noticed 
by Verma & Balan (1998) and so they used a distributed excitation inside a stator in 
order to imitate the real conditions of an electrical machine. Using a distributed 
electromagnetic excitation, they were able to isolate modes with different 
circumferential wave numbers. They found that r = 2 excitation also excites a mode 
shape with the wave number four and vice versa, for example.  
 
Delaere et al. (1999a) determined the internal and coupling loss factors for a small 
electrical motor experimentally. These factors are vital for SEA. They found out that the 
insertion of windings increases the internal loss factor by 5 dB, for example. 
 
 The effect of clamping force on the structural behavior of a stator was studied by Dias 
(1999). He discovered that the axially uniform modes are not sensitive to a clamping 
force, whereas the other modes were slightly affected by a clamping force. He also 
found that damping increases as the clamping force is increased. 
 
Even in the era of 3-D FEM tools, it is sometimes useful to use traditional approaches, 
such as Love’s equations for cylindrical shells. Estimation of the eigenproperties of 
cylindrical shells with different boundary conditions based on axial beam functions and 
without simplifying Love’s equations was carried out by Wang & Lai (2000a). They 
verified the results with FEM and found a good agreement between the two approaches. 
Obviously, in some cases, the traditional formulation can be used to model an electrical 
machine stator. Zhu et al. (2003) studied the effect of stator eigenproperties on the 
vibration and noise levels and came up with the conclusion that resonance conditions in 
the stator can create high vibration and noise levels. They also noticed that the 
resonances could be seen in the response autospectra of vibration and noise. This feature 
is in fact the basis for operational modal analysis. 
 
 
1.6.4 Material properties of machine structures 
 
Wang (1998) investigated the extraction of stator material properties by using 
experimental modal analysis for stator stiffness and a power injection method for 
damping properties. He concluded that the stator has to be modeled as an orthotropic 
system; this was also discussed by Wang & Lai (1999). Similar results were obtained by 
Garvey et al. (1999c). Tang et al. (2004) determined the equivalent isotropic Young’s 
modulus for a stator with ultrasonic techniques. 
 
 
1.6.5 Sound radiation from electrical machines 
 
A number of researchers have used an analytical cylindrical expansion for calculating 
the sound power emission of electrical machines. The approach assumes that the 
radiating cylinder is infinite, but only a section in the axial direction is assumed to 
vibrate. The length of the section usually equals the length of the machine. Naturally, 
the end effects of the cylinder are therefore neglected. Erdelyi (1955), Zhu & Howe 
(1994), Wang (1998), and Wang & Lai (2000b, 2001) used the same approach to model 
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sound radiation from a machine structure. Ellison & Moore (1969) suggested that for a 
short machine it is possible to use a spherical sound radiation model using Legendre 
functions. Wang (1998) used BEM to predict the sound power levels of the motor he 
was studying. The problems associated with BEM that were discussed earlier were also 
noted by him.   
 
 
1.6.6 Effect of frequency converter supply on noise 
 
Belmans et al. (1991) studied the effect of a constant-frequency PWM converter on the 
magnetic forces and noise. They concluded that, at some frequencies, the increase in 
noise was not as large as expected, which they assumed to be due to a variation in the 
damping properties of the machine structure. Garcia-Otero & Devaney (1994) 
investigated different switching schemes for reducing the magnetic noise of constant-
frequency PWM drives. They were able to achieve a noise reduction of 8 dB by using 
an optimized switching strategy. 
 
Yacamini & Chang (1995) compared the noise levels of a machine with a sinusoidal 
supply at no-load and load to the case with a converter supply at no-load and load. It 
was concluded that loading increases the noise in the sinusoidal case and the 
introduction of the converter increases the noise even more. Malfait et al. (1994) tested 
an IGBT constant-power PWM drive and they discovered that the higher the switching 
frequency, the lower the noise to be expected. 
 
Belmans & Hameyer (1998) discussed the magnetic noise and presented a table of slot 
number rules introduced by earlier researchers in the field. They also pointed out that 
the mechanical design plays an important role in noise creation. The role of switching 
frequency was also acknowledged. Lo et al. (2000) compared two different constant 
PWM switching strategies against the sinusoidal case. They showed that manufacturing 
tolerances cause variations in the noise levels produced. An increase in the r = 0 force 
waves with an inverter supply was also observed. Xu et al. (2000) compared the noise 
of constant PWM, random PWM, and DTC drives. They discovered that random PWM 
and DTC produce a similar, wideband noise spectrum without any distinct peaks in it. 
The differences in overall levels were quite insignificant. The role of the bandwidth of 
flux and torque hysteresis was found to be important from the noise point of view. 
 
Muñoz (2001) modeled the noise radiation of a constant PWM-driven machine with 
FEM and BEM. He recognized the importance of structural damping and quadrature 
axis modulation to the noise generated. He also suggested that sound intensity methods 
should be used more frequently in the experimental determination of sound power. 
Leleu et al. (2005) discovered that an optimized constant PWM drive can produce less 
noise than a random PWM. Yoshida et al. (2005) suggested a modified current control 
method to reduce the commutation noise of switched reluctance motors.   
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1.6.7 Electromagnetic-vibroacoustical analysis 
 
Henneberger et al. (1992) calculated the vibration of an electrical machine frame with a 
2-D FEM model. They used the Maxwell force as an excitation and used the direct 
solution of the equations of motions. Verdyck et al. (1993) created a structural model of 
an electrical machine by experimental modal analysis and used that model to predict 
vibrations. They introduced a method to estimate the generalized force by using the 
mode shapes and flux linkages. The method is based on the principle that the work done 
in deflecting the stator structure equals the net change in magnetic energy. The method 
was described in detail later in a paper by Verdyck and Belmans (1994). 
 
Timár & Lai (1994) studied the noise of variable speed drives and derived equations for 
estimating the changes of noise versus speed. They used analytical methods and pointed 
out that the noise can vary remarkably, especially when passing through a structural 
resonance. Belmans (1994) studied the possibilities of using computer-based tools for 
the simulation of magnetic noise in electrical machines. He also described the main 
mechanisms creating vibration and noise, together with basic equations to assess their 
importance in the total vibration and noise scheme. 
 
Hadj-Amor et al. (1995) studied the optimization of machine design parameters with 
respect to noise. The outcome was that a machine that is optimized for low noise would 
be expensive and heavy. Wang (1998) carried out an extensive vibroacoustic analysis 
for an inverter-driven induction motor. He used numerical (FEM, BEM) and analytical 
methods and expanded his analysis by using SEA to predict the sound power level 
emitted. He also verified the calculation results with measurements. The agreement 
between the predicted and measured sound power levels was found to be reasonably 
good. The work carried out was also reported by Wang & Lai (1999) in a condensed 
form. The work was continued with more emphasis on the accurate calculation of the 
magnetic forces (Wang et al. 2004) 
 
Delaere et al. (1999b) modeled the vibration of an electrical machine using 2-D 
electromagnetic FEM and 2-D structural FEM. They used modal participation factors to 
study the sensitivity of the stator to different types of excitation patterns. They also 
carried out vibration measurements to check the quality of the prediction. Ishibashi et al. 
(2003) performed a full 3-D vibro-acoustical calculation of the noise radiated from a 
small squirrel-cage induction motor. They used 2-D FEM to solve the magnetic forces, 
3-D FEM for the vibration response calculation with mode summation, and BEM for the 
calculation of the radiated noise. They used an isotropic material model for the stator. 
The agreement between the measured and calculated noise levels was good. 
  
McDevitt et al. (2004) applied 2-D Fourier decomposition to the calculated Maxwell 
stress to estimate the effect of the r = 0 force wave on the sound power of an electrical 
machine. They calculated the sensitivity of the machine structure to different types of 
force waves by sweeping unit amplitude force waves through the frequencies of interest 
and calculating the averaged vibration velocities on the machine surface. They then 
used BEM to calculate the sound power emitted by the r = 0 force wave alone. Fengge 
et al. (2005) analyzed the vibration modes of a large induction motor with numerical 
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methods. They calculated the vibration response with windings and without windings 
and concluded that the vibration levels are highly dependent on the structural properties 
of the machine. They used FEM for both the magnetic (2-D) and mechanical (3-D) 
calculation tasks. 
   
Yu & Tang (2006) calculated the vibration responses of a permanent magnet machine. 
They studied the effect of eccentricity on the magnetic force, using 3-D FEM to 
calculate the complex eigenmodes of the stator with viscous damping using an 
augmented form of the equations of motions. They then used the mode summation 
principle to calculate the vibration responses as a function of frequency. Once again it 
was concluded that hitting a proper eigenmode of the stator can result in high vibration 
levels. Schlensok et al. (2007) studied the behavior of the stator and frame. They first 
used analytical expressions for the stator modes and continued with a numerical 
method. They then compared the results and found a reasonable agreement. It was also 
deduced once again that the lower-order modes are the most harmful ones regarding the 
stator vibration. Sun et al. (2007) used 3-D structural FEM to compare different cooling 
rib configurations for lower surface vibration and thus noise. They concluded that 
orienting the ribs in the circumferential direction instead of the standard axial 
orientation can reduce the noise levels. However, the amount of reduction of noise 
levels was not reported.    
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2 Unit-wave response 
 
This chapter is about the unit-wave response. First, the concept of the unit-wave 
response is presented in Sections 2.1 and 2.2. Second, the issues related to the 
calculation of the unit-wave response, such as the force scaling, are discussed in Section 
2.3. Then the method of using the unit-wave response for response calculation is 
formulated in Section 2.4. Finally, an experimental method for the determination of the 
unit-wave response is introduced. 
 
Regarding the scientific contribution of this thesis, Sections 2.2-2.5 are of the most 
importance and they relate to Items 1, 2, and 3 in Section 1.4. 
 
   
2.1 Introduction 
 
In the design of an electrical machine, the noise- or vibration-related critical speeds are 
of great importance. With constant speed machine design, the main design rule is to 
avoid any matching between the magnetic force patterns and structural resonances at the 
rated speed. As the magnetic force distribution in the air gap can be described as a sum 
of rotating waves with different wave numbers and propagation speeds, it is desirable to 
determine the sensitivity of the machine stator and frame structure to the excitation the 
force waves produce. The speed or frequency of a force wave depends on the rotational 
speed and thus the supply frequency of the machine. The wave number depends on the 
winding and slot parameters. Thus, as the rotational speed is varied, only the frequency 
of the force waves changes. 
 
The quantity describing the sensitivity of the structure to different force wave 
excitations is the unit-wave response. The unit-wave response expresses either the 
characteristic vibration in certain parts of the machine, or the radiated sound power level 
as a function of a unit-traction wave with the wave number r versus frequency. The 
difference between the traditional frequency response function with a point excitation 
and the unit-wave response is that the excitation is a wave distribution instead of a point 
force. This feature is of advantage in the study of the vibro-acoustics of electrical 
machinery. 
 
The unit-wave response concept bears similarities to the earlier work done by Garvey & 
Le Flem (1999b) and McDevitt et al. (2004). Garvey and Le Flem studied the 
vibrational sensitivity of stators to tangential force excitation at the tooth tip by 
simulating a frequency sweep of force waves with different wave numbers through the 
frequencies of interest. McDevitt et al. (2004) studied the effect of structural 
modifications on the magnetic noise of an induction motor using unit force waves with 
different wave numbers. They used numerical models, and special interest was paid to 
the r = 0 force wave excitation.    
 
The unit-wave response can be both simulated and to some extent also determined 
experimentally. This chapter describes the calculation of the unit-wave response in 
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detail. The method used for calculating forced responses through the use of unit-wave 
responses is also presented. The measurement of unit-wave responses is discussed 
further in Chapter 6.     
 
 
2.2 Unit-wave response and frequency response 
function 
 
Figure 2.1 shows a simply supported cylinder with a unit radial traction (pressure) wave 
distribution of r = 2 (Equation 2.1). The cylinder is modeled with thin shell elements 
and the 99 lowest modes are calculated numerically. The pressure wave is swept 
through the frequencies of interest, which means 0-1400 Hz in this case. During the 
sweep, the quantity of interest is determined, which in this case is the squared averaged 
normal velocity of the cylinder surface, as shown in Figure 2.2. 
 
From Figure 2.2, it can be observed that there exist two critical frequencies for the 
radial pressure wave with wave number r = 2 excitation. The first frequency is around 
313 Hz and the second is approximately at 1123 Hz. Obviously, r = 2 force wave 
excitation at those frequencies should be avoided. If a radial point excitation near the 
axial center of the cylinder is used instead, and the corresponding frequency response 
function determined, the situation will be totally different, as shown in Figure 2.3.  
 
From the point-excitation response curve shown in Figure 2.3, one cannot say anything 
about the force wave sensitivities. With a point excitation, the majority of the structural 
modes are excited. 
 
This is the reason why the unit-wave response is useful for studying structural and 
acoustical issues in electrical machines. The cylinder above behaves very much like a 
machine stator and the r = 2 radial force wave is actually in the form of the real 
magnetic force wave in the air gap. A similar analysis could be carried out for waves 
with r = 3, 4, 5, and 6, for example. 
 
                    
Figure 2.1: The unit radial force wave for r=2. 
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Figure 2.2: The unit-wave response for r = 2, i.e. the squared mean normal velocity of 
cylinder surface per unit force wave.  
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Figure 2.3: The radial point excitation response, i.e. the squared mean-normal velocity 
of the cylinder surface per unit force.  
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The use of unit-wave response for studying magnetic force-structure-noise interactions 
is advantageous for the following reasons: 
 
• The unit-wave response “picks out” the relevant modes corresponding to a 
certain type of excitation pattern. In this case, only 2 modes out of 99 were 
relevant. 
• Further, using generalized forces in the decision as to which modes to include in 
the response calculation speeds up the process.   
• At higher frequencies, the point-excitation response situation becomes even 
worse since the modal density of the system increases with an increase in 
frequency. This feature is important in experimental procedures. 
• The use of unit-wave responses can speed up the response calculation with real 
excitations since the unit-wave responses can be calculated or measured 
beforehand and stored for later use. This improves the reusability of simulation 
models. 
• In particular, if the force waves are uncorrelated, the total mean-squared 
response can be calculated by the direct superposition of the mean-squared 
responses of force waves. 
• The unit-wave response is independent of the simulation method used. It can be 
created with analytical or numerical procedures. 
• For example, the unit-wave response is useful in studying the effect of different 
slot combinations or supply types on responses. Naturally, it is assumed that the 
slot number changes are small enough not to affect the structural properties of 
the stator. 
 
 
2.3 Calculation of unit-wave response 
 
The model-based calculation of the unit-wave response is a forced response calculation 
task. Like any other response calculation it can be created either by modal superposition 
or by direct calculation (Newland 1989). Here, modal superposition is used for the 
calculation of the unit-wave response. Usually, the mode shapes are determined by 
some FE software and the geometry, mesh, nodes, and corresponding mass normalized 
eigenvectors are thus available. As the stator in the model obeys some kind of 
cylindrical symmetry, the stator FE mesh and nodes can be expressed in terms of 
cylindrical coordinates. The unit tooth force components can be created by 
 
S( ) cos( )i iF r k rϕ=                      (2.1) 
 
where Fi is the radial or tangential force at the stator node i, kS is the scaling factor, r is 
the wave number of the force wave, and ϕi is the angular coordinate for stator node i. 
The time dependence has been left out since the forces and displacements are time-
harmonic. 
 
The scaling factor kS is determined by the fact that, usually, the magnetic field solvers 
provide the force in two dimensions, i.e. the axial coordinate is neglected. In other 
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words, the tooth forces are line sources. Because the number of structural FE nodes in 
the stator is not set to any constant number, the scaling has to be carried out. The scaling 
is based on the fact that the absolute sum of the tooth line forces has to be equal to the 
absolute sum of the nodal forces as 
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where FT,j is the radial or tangential tooth force at the tooth j, QS is the stator slot 
number, and N is the total number of FE nodes in the stator. 
 
The corresponding response at a position to a given excitation pattern can be calculated 
with modal superposition (Ewins 2001): 
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A hysteretic material damping model is used in Equation 2.3. If some other type of 
damping modeling is to be used, the denominator of Equation 2.3 has to be changed 
correspondingly. 
 
 
2.4 Noise and vibration estimation with unit-wave 
response 
 
Once the desired unit-wave responses are determined, the response calculation will be 
straightforward. The excitation forces need to be given in the wave number-frequency 
domain and the response is obtained by multiplying the unit-wave response with the 
corresponding force wave spectrum. Using unit-wave responses for direct response 
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calculation may not seem so tempting, which is true, because many unit-wave responses 
need to be calculated and stored, i.e., one unit-wave response per degree-of-freedom. 
Here the term “direct response” means that the response is either an RMS- or peak-
valued quantity. In the case of squared responses, the same holds true, with an exception 
that if the force waves are weakly correlated, the total mean-squared response of a 
component such as a side plate or the total sound power can be approximated 
effectively. Naturally, the corresponding unit-wave response should now be in the form 
of power per unit force. As an example, the number of unit-wave response spectra 
needed for sound power estimation equals the number of distinct wave numbers existing 
in the magnetic force in the air gap. 
 
 
2.4.1 Direct response 
 
The direct response calculation is carried out by summing the responses of each force 
wave. In the case of deterministic models, such as the FE model, the response might be 
the surface normal vibration velocity or the sound pressure at node i, for example. In 
this context, the wave number of a force wave is designated as j, meaning that the index 
refers directly to the wave number. If a force wave with a certain index does not exist, it 
is simply set to zero or neglected in the calculation procedure. Thus, for node i, the 
response is 
 
W,
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( ) ( )f ( )
M
i ij j
j
y f W f f
=
=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where yi is a general response (pressure, displacement, etc.), Wij is an element of the 
unit-wave response matrix W, which is conjugate symmetric, and fW,j is the element of 
the force wave vector fW. All the quantities in Equation 2.4 are complex. Furthermore, 
each quantity is a 3-D array (N, M, K), where N is the number of response nodes of 
interest, M is the number of force waves, and K is the number of frequency bins. Using 
matrix notation, Equation 2.4 becomes   
  
W
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For the sake of clarity, the frequency dependence will be dropped out in the matrix 
notation from now on.  
 
 
2.4.2 Squared response  
 
The calculation of the squared response calls for a quantity called the one-sided force 
wave cross-spectral matrix GF. The diagonal of GF holds the auto-spectra of the force 
waves and the upper and lower triangular segments consist of the cross-spectra of the 
force waves. The force wave cross-spectral matrix is also conjugate symmetric. The 
elements of GF are calculated as (Bendat & Piersol 1986): 
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F, W, W, W, 0 W, 0
1
1 22 lim ( , ) ( , ) ( , ) ( , )
n
jk j k j kT l
G E F f T F f T F f T F f T
T n
∗ ∗
→∞
=
   = ≈          (2.6) 
 
where FW,j is the spectrum of force wave j, E is the expected value operator, T is the 
time for the Fourier transform, n is the number of averages, T0 stands for the practical 
record length for the discrete Fourier transform, and * means the complex conjugate. In 
the deterministic case of a stationary sinusoidal or constant-frequency PWM supply, the 
averaging can be neglected, i.e. n = 1. For DTC or a random PWM supply, however, the 
statistical principles have to be respected and n > 1. By using random signal analysis 
methods, Equation 2.6 becomes more or less general. The squared response yi2 at node i 
is calculated as 
 
2
F,
1 1
1,   
 , =   
0,   
M M
i ik im mj kj ik
m j
i k
y W G W
i k
δ δ∗
= =
=
= 
≠
               (2.7) 
 
Using matrix notation, Equation 2.7 is written as 
 
H
yy F
1
diag
N M M NM MN × ×××
 
= 	 
 
g W G W      (2.8) 
 
where gyy is the auto-spectrum vector of responses and H denotes a Hermitian transpose. 
The diag(…) operator picks out the diagonal of a matrix and converts it to a column 
vector. 
 
 
2.4.3 Squared response for weak force wave correlation  
 
In some conditions Equation 2.8 can be approximated with a simpler formulation. When 
this is the case, it is also possible to calculate the total squared response by a simple 
power summation principle. Equation 2.6 can be re-written by using the coherence 
function 2. The expression for coherence is (Bendat & Piersol 1986):  
 
2
2 ( )( ) ( ) ( )
jk
jk
jj kk
G ff
G f G fγ =                                                 (2.9) 
 
Then, Equation 2.9 is solved for the cross-spectrum and inserted in Equation 2.6 
 
2
F, (cos jsin )jk jk jk jj kkG G Gγ α α= = +G                      (2.10) 
 
where  is the phase angle of the cross-spectrum.  
 
Power summation can be used to some extent if the force wave cross-spectral matrix 
becomes diagonal. This means that the upper and lower triangular segment cross terms 
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are small compared to the diagonal. The force wave cross-spectral matrix becomes 
diagonally dominated if 
 
• There exists only one significant force wave at a given frequency, which is 
common for the case of a sinusoidally supplied machine. In principle, the 
condition for the existence of a single force wave can also be met with a 
constant-frequency PWM converter. However, because of the increase in the 
harmonic force wave components, the required condition is very unlikely to be 
met. 
• The force wave components are in phase quadrature with each other when the 
machine is supplied from a deterministic source. 
• One of the force wave components is driving the system at resonance, which 
means that the other force wave components become negligible. 
• The machine is supplied from a non-deterministic source, such as a random 
PWM or DTC-based frequency converter. Those force wave components which 
are due to the voltage distortion are weakly correlated, as shown in Section 3.4.  
 
The diagonal dominance enables the mean-squared responses of subsystems in a 
structural model to be calculated. For example, a side plate of a welded steel frame 
machine forms a subsystem. Another example could be the sound power emission 
resulting from a single force wave. Finally, the total space-averaged mean-squared 
response equals the sum of the individual force wave space-averaged mean-squared 
responses. Thus, assuming that a subsystem has N nodes, the space-averaged mean-
squared response of the surface normal velocity 2nv  is  
 
T2 H
n F
1 1 1 1
1 diag diag
M N N M M M
M M
v
N × × ×
× × ×
  
= 	 
   
W W G                               (2.11) 
 
       
2.5 Measuring unit-wave response 
 
An experimental determination of the unit-wave response can be carried out if the 
magnetic force spectrograms and order analysis data of the response signals are 
available for a particular electrical machine. As it is almost impossible to measure the 
air gap magnetic forces of a standard machine, the simulated forces are used in the 
procedure. The amplitude accuracy of the unit-wave response depends heavily on the 
following: 
 
• Accuracy of the force simulation. 
• Force wave number uniqueness, i.e., how many different force waves exist at a 
certain harmonic order. 
• Acceleration time of the measurement speed ramp. 
• Accuracy of the tangential tooth force conversion to a stator yoke-bending force. 
• Accuracy of the order analysis. 
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As the measurement is carried out by using the real forces of the machine air gap itself, 
the unit-wave response curves cannot be estimated for force wave numbers that do not 
exist in the machine. For synchronous machines, for example, the force wave number r 
obeys the following rule 
 
r np=             (2.12) 
 
where n = 0, ±1, ±2, ±3… and p is the pole-pair number of the machine. 
 
The unit-wave response determination starts from the measurement of response signals 
(acceleration, sound pressure, etc.) during a slow speed ramp. The following aspects 
should be considered before the measurements: 
 
• The machine has to be supplied from a sinusoidal voltage source. 
• The magnetic flux and load should be kept constant during the measurements. 
• The speed measurement data have to be in raw tacho-pulse format. 
• A measurement system capable of measuring long time series is needed. 
• The ramp time has to be long enough. 
• In some cases, such as machines with permanent magnets, the retardation time 
has to be increased by increasing the rotor inertia. 
 
In order to carry out the order analysis for the response signals and thus determine the 
unit-wave response, the following data are needed from the speed ramp and force 
calculation: 
 
1. A full gapless time data history of the response signals. 
2. A full time data history of the tacho signal. 
3. Radial and tangential tooth force component time series from the simulations. 
 
The experimental determination of the unit-wave response is studied in detail in Chapter 
6.  
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3 Magnetic forces 
 
This chapter is about the magnetic force excitation caused by the Maxwell stresses. 
First, the basic equations governing the quasistatic magnetic fields are shown and then 
the reluctance force calculation with the aid of the Maxwell stress tensor is presented. 
The post-processing of the calculated tooth forces into a wave number-frequency 
spectrogram is also presented. A study of the effect of tangential forces on stator yoke 
vibration is carried out with a simplified model. The main features of the impact of the 
DTC converter supply on the tooth forces are briefly considered. Finally, a study using 
simulations with a measured voltage input is made, in which the goal is to find out 
whether the tooth forces of a DTC converter-driven motor are correlated with each 
other. The outcome of the study is that they are weakly correlated. 
 
Regarding the scientific contribution of this thesis, Sections 3.2-3.4 are of the greatest 
importance and they relate to Items 5 and 6 in Section 1.4. 
 
 
3.1 Overview of force calculation method 
 
This section briefly describes the methods used to calculate and post-process the 
magnetic forces in the air gap of an electrical machine. The magnetic force calculations 
in this thesis are carried out mainly with software based on 2-D FEM. The software, 
which is known as FCSMEK, was developed in the Department of Electrical 
Engineering at Helsinki University of Technology. The software uses a time-stepping 
method and changing rotor mesh in solving the field variables. 
 
The software calculates the tooth forces at each time step by using the Maxwell stress 
tensor. The tooth-force time series are then imported to MATLAB, where they are post-
processed into the wave number-frequency domain.  
 
 
3.1.1 Magnetic field equations  
 
The behavior of an electromagnetic field is described with Maxwell equations 
 
t
∂∇× −
∂
BE =          (3.1) 
t
∂∇×
∂
DH = J +        (3.2) 
ρ∇ ⋅ =D         (3.3) 
0∇ ⋅ =B         (3.4) 
 
where E is the electric field strength, B is the magnetic flux density, H is the magnetic 
field strength, J is the current density, D is the electric flux density, and ρ is the charge 
density. The material equations for coupling the field variables are 
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ε=D E         (3.5) 
1µ
ν
=B H = H        (3.6) 
σ=J E         (3.7) 
 
where  is the electric permittivity,  is the electric conductivity, 
 is the magnetic 
permeability, and  is the magnetic reluctivity. The material parameters above are scalar 
quantities for isotropic materials. In the case of an anisotropic material, they are tensors. 
The material parameters can also be dependent on the value of a field variable itself, 
e.g., the magnetic field in a ferromagnetic material can cause saturation, which reduces 
the permeability. 
 
The general solution of Maxwell equations is an electromagnetic wave. In some 
circumstances, however, the equations can be simplified. If the frequencies of interest 
are low or if the problem dimensions are very small compared to the wavelength, the 
polarization and displacement currents become negligible and the time derivative of the 
electric flux density in Equation 3.2 equals zero. This holds quite well for electrical 
machines. The simplification leads to quasi-static Maxwell equations, which are also 
known as the eddy-current formulation. The magnetic vector potential A is defined as 
(Arkkio 1987; Kanerva 2005): 
   
∇×B = A       (3.8)  
 
Inserting Equations 3.8 and 3.6 into Equation 3.2 leads to 
 
( )ν∇× ∇× A = J          (3.9) 
 
The 2-D formulation means that A and J are parallel to the z-axis, if the solution plane is 
the x-y plane. This is also to say that the vector equations can be transformed to scalar 
equations, by setting 
 
( ), zA x yA = u                                                   (3.10) 
( ), zJ x yJ = u       (3.11) 
 
where uz denotes a unit vector in the z-axis direction. Equation 3.9 becomes 
 
( )A Jν−∇ ⋅ ∇ =         (3.12) 
 
In order to include the effect of conducting areas, such as rotor bars in an induction 
machine, in the analysis of magnetic fields, the current density in Equation 3.12 needs a 
coupling to the magnetic vector potential. In the general case, combining Equations 3.1 
and 3.8 gives    
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t
∂∇× − ∇×
∂
E = A           (3.13) 
 
which can be satisfied if the current density is defined as 
 
t
σ σ φ∂− − ∇
∂
AJ =           (3.14) 
 
where φ is the electric scalar potential. The first term on the right-hand side describes 
the effect of eddy currents. For a cage induction machine with a solid bar rotor, for 
example, the gradient of φ can be expressed for a single bar in the axial direction as 
 
bar bar
bar
z z
u u
z l
φ ∂∇ = −
∂
= u u     (3.15) 
 
where ubar is the voltage across the rotor bar and lbar is the length of the rotor bar. 
Thus, the current density in each rotor bar is 
 
bar
bar
bar
uAJ
t l
σ σ
∂
− +
∂
=                         (3.16) 
 
For stator phase windings, which consist of several coils in series in the slots, the eddy-
current term in Equation 3.16 is neglected. The reasons for this are that the area of each 
conductor is much smaller compared to the rotor bar and also that the calculation model 
would become extremely complex. Thus, the stator winding current density Jw is    
 
w w
w
w
N iJ
S
=         (3.17) 
 
where Nw is the number of turns in the winding, iw is the current in a single conductor, 
and Sw is the area of the coil cross-section.  
 
The calculation method used in this work neglects the effects of magnetic hysteresis and 
eddy currents in laminated iron parts. The saturation of iron is included by letting the 
reluctivity  be a nonlinear function of the flux density B. In the solid conductive parts 
of the machine, such as the shaft and pole shoes in a salient pole synchronous machine, 
the eddy currents are taken into account. Finally, with the described definitions, the 
model formulation takes the form 
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( )
w w
w
bar
bar
0  in air and laminated iron core
 in phase windings
 in rotor bars
 in conductive or solid iron
N i
S
A uA
t l
A
t
ν
σ σ
σ





−∇ ⋅ ∇  ∂
− + ∂
 ∂
− ∂
=         (3.18) 
 
The formulation also needs the equations for the rotor and stator windings, end 
windings, and for the external circuitry, e.g., the circuit model of a frequency converter. 
After completion, the model is discretized using the standard FEM procedures. The 
solution, i.e. the magnetic vector potential at the mesh nodes, is calculated with the 
time-stepping method and the rotor mesh is changed at each time step. The field 
solution for each rotor position is calculated with an iterative method, such as the 
Newton-Raphson method, since the iron core is non-linear material with respect to 
magnetic fields. The details of the calculation method are presented in the work of 
Arkkio (1987). 
 
 
3.1.2 Tooth force calculation with Maxwell stress tensor  
 
The primary solution variable in the software is the magnetic vector potential. Since the 
calculation of the tooth force requires knowledge of the flux densities in the machine, 
the conversion of the vector potential to flux density in the Cartesian coordinate system 
is carried out as    
 
x y
A A
y x
∂ ∂
−
∂ ∂
B = u u         (3.19) 
 
In general, the total force F acting on a body enclosed by the volume V is calculated by 
integrating the force density f over the volume in question. 
 
d
V
V= F f                (3.20) 
 
It should be emphasized that there are no restrictions on the selection of the volume 
other than that it should enclose the body totally. 
 
In the case of magnetic reluctance forces, the volume integration in iron parts is avoided 
by defining the volumetric force density as the divergence of the Maxwell stress tensor 
τ  acting on the volume surface S defined in the surrounding air or other linear material. 
 
= ∇ ⋅f                (3.21) 
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The definition above is also justified for the reason that the nature of the volumetric 
forces inside non-linear material, such as iron, is not well understood yet. 
  
Using flux densities, the Maxwell stress tensor is expressed in Cartesian coordinates as 
(Carpenter 1959; Coulomb 1983) 
 
2 21
2
2 21
2
0 2 21
2
1

x x y x z
y x y y z
z x z y z
B B B B B B
B B B B B B
B B B B B B
 −
	 

= −	 

	 

− 
     (3.22) 
 
Equation 3.21 is useful in converting the volume integration in Equation 3.20 to surface 
integration by using the Gauss theorem. Inserting Equation 3.21 into Equation 3.20 and 
using the Gauss theorem, the total force becomes  
 
d d d
V V S
V V S= = ∇ ⋅ = ⋅  F f   n                       (3.23) 
 
where S is the surface enclosing the volume V and n is the unit normal vector on the 
surface S. 
 
It is often physically more meaningful to express the flux density distribution in terms 
of normal and tangential components 
 
n n t tB B= +B u u                                                  (3.24) 
 
where Bn is the normal flux density component, un is the unit normal vector at the 
integration surface, and ut is the unit tangential vector in the direction of the tangential 
flux density component Bt. 
 
The tooth force calculation in an electrical machine uses Equation 3.23 for each tooth in 
question. In the 2-D case, the integration surface becomes a curve. The integration path 
C for a single tooth is shown in Figure 3.1. The reluctance forces at integration segment 
Ciron are assumed to be zero, which means that the integration is carried out at the iron-
air or iron-winding boundaries only. 
 
 
Figure 3.1: The integration path for tooth force calculation. 
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Once the flux densities at each node point in the path C are known, the integration is 
carried out by 
 
( )2 2T n t n n t t
0 0
1 1 d
2 C
L B B B B C
 
= − +	 

 
F u u       (3.25) 
 
where L is the axial length of the air gap. The tooth force is usually expressed in 
cylindrical coordinates as 
 
T r rF Fϕ ϕ= +F u u        (3.26) 
 
where ur is the radial unit vector and u is the tangential (circumferential) unit vector. 
 
In this thesis, the point of action of the tooth force is assumed to be located at point P, 
as shown in Figure 3.1. The effective tangential or circumferential tooth force 
component is determined through the tooth torque calculation. The tooth torque is 
calculated as 
 
( )( ) ( )2T n n
0 0
1 1 d
 2C
L B C
 
= × ⋅ − ×	 

 
T r B B u r u       (3.27) 
 
where r is the distance vector from point O to the integration point on curve C. The 
effective tangential tooth force component F,e is calculated as  
 
T
,e
T
F
hϕ
= −
T
               (3.28) 
 
where TT  is the vectoral magnitude of the tooth torque. In general 
 
,eF Fϕ ϕ≠              (3.29) 
 
The reason for the condition expressed by Equation 3.29 is that the radial Maxwell 
stress component distribution at the tooth tip is not necessarily symmetrical, i.e., it also 
contributes to the creation of tooth torque. The radial tooth force component in Equation 
3.26 does not need correction and so the tooth force is rewritten as    
 
T ,er rF Fϕ ϕ= +F u u               (3.30) 
 
Belahcen & Arkkio (2000) calculated and plotted the nodal forces on the iron surfaces 
of the stator, from which it can be seen that the largest nodal forces are located in the 
neighborhood of the stator tooth tip. 
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3.1.3 Post-processing of tooth forces 
 
The tooth force calculation method presented in the previous section is performed 
numerically, meaning that the resulting tooth forces are in a matrix format. As the 
magnetic field solver works directly in the time domain, the tooth forces are in the form 
of time series. The radial and effective tangential forces are expressed using matrix 
notation:  
   
S S
r t
   and     
N Q N Q× ×
F F           (3.31) 
 
where r stands for radial and t for tangential, N is the number of time steps, and QS is 
the stator slot number. An example of a tooth force time series on a single tooth is 
shown in Figure 3.2. 
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Figure 3.2: The radial and tangential tooth force time history. 
 
The tooth forces are manipulated further by using the discrete Fourier transform. The 
outcome of the process depends on the dimensions of the Fourier transform. A very 
basic way to transform the time history into the frequency domain is to carry out the 
transform column-wise. Proper anti-alias filtering and time windowing have to be 
performed on the time data prior to its transforming in order to reduce aliasing and 
spectral leakage. In this thesis, the Hanning window is used, which is defined as 
(Randall 1987): 
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2
0
1 cos(2 )
( )
1 cos(2 )
T
tT
TW t
t dt
T
pi
pi
 
−	 
 
=
 
−	 
 
       (3.32) 
 
where T is the length of the time history data. The window is scaled so that the RMS 
value is preserved in the Fourier transform. The 1-D discrete Fourier transform of the 
tooth force
r
kjF for tooth j is defined as 
 
21 jr r
0
1 ( ) e
nkN
Nkj n nj
n
W t
N
−
−
=
= F F       (3.33) 
 
where k refers to the frequency index. The frequency span f is calculated as 
 
1 1
 , =   , 
2 2
N Nf k f k f
T N t
 
= ∆ − ∆ = =	 
 ∆ 
        (3.34) 
 
where t is the time interval between the time steps in the force calculation. Usually, the 
components with negative frequencies are folded on the positive frequency bins, which 
results in a one-sided spectrum. The one-sided radial force spectrum for a single tooth is 
shown in Figure 3.3. 
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Figure 3.3: The radial tooth force magnitude spectrum of a single tooth. 
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Since the spectrum in Figure 3.3 is for a single tooth only, one cannot say anything 
about the distribution of the force at a given frequency. For this reason it is useful to 
plot each tooth force component in the way shown in Figure 3.4. The plot is generated 
by taking the real parts of the tooth force components at a given frequency and then the 
radial and tangential forces are combined by vector addition. This type of plot can also 
be considered as a “snapshot” of the force distribution at a certain time instant. Taking 
the real part of Equation 3.33 is the same as if one were looking at the force field at a 
time instant t = 0 s. 
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Figure 3.4: The tooth forces of a large squirrel-cage induction motor at a frequency of 
919 Hz at time instant t=0 s. 
 
The plot in Figure 3.4 shows the force distribution at a certain frequency, and if more 
than one force wave exists at the same frequency, the plot will show their spatial 
superposition. If more accurate information on the wave numbers is required, the tooth 
force spectral matrix 
r
F defined in Equation 3.33 will need more processing. Thinking 
in matrix dimensions, the 1-D Fourier transform in Equation 3.33 operated along the 
vertical dimension of the matrix, i.e., the time data were transformed to frequency data 
that kept the teeth separated. If a second 1-D Fourier transform is carried out in a 
horizontal direction (Belahcen 1999; Hubert & Friedrich 2002), a transform from the 
spatial tooth angle domain to the wave number domain takes place. The wave-frequency 
tooth force spectral matrix 
r
F is calculated as 
 
S
S
21 jr r
0S
1
e
jrQ
Q
kr kj
jQ
−
−
=
= F F          (3.35) 
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where subscript r refers to the wave number, which is calculated as 
 
S S
 
2 2
Q Q
r
 
= −	 
 
           (3.36) 
 
It should be noted that only integer values of r are allowed, since only full waves can 
exist in the air gap. The windowing is not used any more because of the cylindrical 
periodicity of the spatial quantities. Usually, the negative wave number components are 
not folded on the positive ones, since their physical meaning is that they rotate in the 
opposite direction. Naturally, this could have been defined for frequencies too, but in 
this thesis, the frequencies are always considered positive and the direction of rotation 
of a force wave is expressed by the sign of the wave number. Figure 3.5 shows an 
example of a wave number-frequency plot. The force is expressed in decibel level, 
which means 
2
F 10 ref2
ref
10log ,      1 Nrr
F
L F
F
 
=   =
 
 
              (3.37) 
 
For example, 1 N equals 0 dB, 10 N equals 20 dB, 100 N equals 40 dB, and so forth. 
 
 
Figure 3.5: The radial tooth force magnitude level in decibels, the wave number-
frequency domain presentation. 
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Looking at Equation 3.36, it is evident that the maximum wave number that can exist in 
an electrical machine with an integer number of slots per pole and phase is always half 
of the stator slot number QS. This fact has to be taken into account if rotating field 
theory (analytical method) is used for force wave estimation. The paper by Weh (1964) 
discusses the matter in detail. This limiting factor in the signal analysis of sampled time 
histories is known as the Nyquist criterion. 
 
 
3.2 Effect of tangential forces on yoke-bending 
excitation 
 
 
3.2.1 Types of tangential excitation 
 
From the stator yoke radial vibration point of view, the effective tangential tooth forces 
can be classified as 
 
• Tooth force waves with wave number r = 0 
• Tooth force waves with wave numbers |r|  1 
 
Force waves with r = 0 are also known as zero-mode or zero-order waves. The static 
component ( = 0 rad/s) creates the shaft torque of an electrical machine, while the 
time-varying components known as torque pulsation can act as an excitation for the 
harmful torsional vibration of the machinery shaft lines. A zero-order force wave is 
shown in Figure 3.6. The force is plotted as a radial one for the sake of clarity. 
 
Figure 3.6: The zero-order tangential force wave. The arrows are plotted in a radial 
direction for the sake of clarity.  
 
Even if the zero-order wave bends the teeth, its effect on the yoke bending is negligible. 
Sometimes the zero-order wave can cause high vibration levels in the machine housing 
through the machine feet-foundation coupling. In particular, the global structural modes 
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with rotational mode shapes can sometimes be responsible for vibration problems, if the 
torque pulsation frequency matches the corresponding natural frequency of the mode. 
 
Usually, the shaft-torque spectrum of an electrical machine is calculated differently, 
compared to the tooth force calculation presented in this chapter. Equation 3.27 is still 
used, but in this case the integration path C is a circle located in the air gap and r is the 
vectorial distance from the shaft centerline to the integration point on C. 
 
The higher-order force waves with |r|  1 can participate together with radial waves in 
bending the stator yoke because there is variation in the magnitudes of the tangential 
tooth force components around the air gap. As the total sum of the higher-order 
tangential tooth forces equals zero, they do not contribute to the creation of shaft torque. 
Since the higher-order tangential force waves are capable of generating stator yoke-
bending vibration, causing magnetic noise, their effect on the yoke vibration is studied 
further in the following section and in Chapter 4, Section 4.3. 
 
 
3.2.2 Combined effect of tangential and radial tooth forces 
 
The calculation of forced response quantities, such as vibration or sound power, needs 
the tooth forces as an input to the calculation procedure. If the stator is modeled using 
FEM with solid elements, i.e. the teeth are included in the model, the insertion of tooth 
forces is straightforward; The tooth forces are scaled according to the number of nodes 
per tooth tip (see Section 2.3), and transformed to the structural model coordinate 
system.  
 
Sometimes, the stator is modeled either by FEM using shell elements or with some 
analytical method. In this case, the stator is considered as a cylinder with proper 
material properties. For example, a large, multi-pole synchronous machine stator is 
sometimes modeled as a cylinder since the ratio of the yoke thickness to the stator 
diameter is very small. When this is the case, the insertion of tangential forces is not 
straightforward any more. One solution is to convert the tooth-bending torque caused by 
the effective tangential tooth force to a radial force couple acting on the middle surface 
of the stator yoke (see Figure 3.7). This approach does not need the rotational degrees of 
freedom of the shell model of the stator, which means that they can be left out from the 
calculation.  
 
A simplified formulation for the conversion of the effective tangential tooth force to a 
radial yoke force couple is presented here with the following assumptions: 
 
• The force couple is concentrated at points a slot pitch apart from each other, at 
the bottom of a slot, located radially at the middle surface of the yoke. 
• The yoke thickness hY is of the order of the tooth width. 
• The yoke curvature effect is negligible. 
• The inertia of the tooth is not considered.  
• The windings are removed. 
 
 63 
 
 
Figure 3.7: Simplified stator geometry for force couple definition.  
 
 
The tangential gain factor Gt is derived by setting the tooth torque and force couple 
torque equivalent: 
 
t t r t r t t t
SY T Y
T t S
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2 2
,                
2 4
i i i i i
a
aF bF F F G F
b
Rh h h
a h b G QQ R
= ⇔ = =
+
= + =  =
   (3.38) 
 
See Figure 3.7 for the definition of the symbols used in the derivation above. Using 
complex notation and leaving out the time dependency due to time harmonicity, the 
effective tangential and radial tooth force waves are expressed as 
 
( )
( )
t
r
j
t t
j
r r
e
e
r
r
r
F
F
ϕ φ
ϕ
ϕ φ
+
+
=
=
F u
F u
           (3.39) 
 
The angular variable  takes only values related to tooth positions around the air gap of 
the machine. The tangential tooth force wave generates two radial force waves with 
opposite magnitude signs and a phase difference of a slot pitch angle  = b/RS. 
Summing the waves together results in a force-couple radial wave Ftr 
 
( ) ( )t 2 2j jj Str t t t t e (e e ) 2 jsin ,   12 2
r rr
r z
QrG F G rβ βϕ φ β−+  = − = − × ≤ ≤ 
 
F u u F   (3.40) 
 
The vector cross-product above is used to convert u to ur. Finally, the total radial 
bending force wave Fb is formed as 
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b r tr =F F + F        (3.41) 
 
The physical force wave is formed by including the time dependency and taking the real 
part of Equation 3.41 
 
( )
( ) ( ) ( )
( ) ( )
j
b r tr
b r tr
t
r r r t t t t
e
Re  Re Re 
cos 2 sin sin
2
t
r
rF r t G F r t
ω
βϕ φ ω ϕ φ ω
= +
= =
  
+ − + + −        
  
F F F
F F + F
u
    (3.42) 
 
The wave numbers rt and rr are used, because the radial and effective tangential force 
waves do not necessarily rotate in the same direction, and thus 
 
t r t r   or     r r r r= = −           (3.43) 
 
On the basis of Equation 3.42, the following observations are made: 
 
• A zero-order tangential force wave does not contribute to yoke bending. 
• The tangential component can either increase or reduce the radial component, 
depending on the phase difference between the force waves. 
• In certain conditions, the total radial bending force wave vanishes. 
• An additional pulsating force wave is generated if the radial and tangential force 
waves rotate in opposite directions. 
 
 
3.3 Effect of DTC converter supply on magnetic 
forces 
 
In the document IEC TS 60034-25, ed.2, Annex C, 2007 it is stated that an increase of 5 
to 10 dB in A-weighted magnetic noise level is to be expected as a result of a DTC 
frequency converter supply. This is an outcome of the voltage harmonics produced by 
the converter. Compared to a constant-frequency PWM drive, the DTC-controlled drive 
behaves very differently, since it does not have a constant modulation frequency. This 
results in the forces being stochastic with broadband harmonics, while the constant-
frequency PWM drive produces deterministic forces with distinct and constant 
frequency harmonics. 
 
The problem one has with constant-frequency PWM technology is that the distinct force 
harmonics are large in amplitude and if any of those forces matches a suitable structural 
resonance frequency and shape, high vibration and noise levels are observed. The 
solution for this is to change the modulation frequency gradually until one has an 
adequate mismatch between the exciting harmonic force and the resonance frequency of 
the structure. 
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With DTC technology, the situation is totally different. As a result of the statistical 
nature of the drive, no high-amplitude distinct-frequency forces exist any more; instead, 
a medium-amplitude wide-band force distribution can be observed. In other words, the 
excitation energy is spread across the frequencies in question. This fact is an advantage 
as regards to the noise. However, as finite force components exist at almost every 
frequency of interest, more structural resonances are brought alive. Although the forces 
are not large, they do result in increased vibration and noise levels. From a theoretical 
point of view, there is also a remarkable difference between the constant-frequency 
PWM and DTC, since the force spectrum of a constant-frequency PWM has a stationary 
amplitude and phase characteristics, whereas the force spectrum of DTC has a non-
stationary amplitude and phase characteristics. Thus, the concept of phase becomes 
obsolete, which calls for an auto-spectrum representation of the DTC forces. It should 
be noted, however, that those harmonic force components which are related to the 
fundamental flux density are still deterministic.   
 
Once the machine is fed with a DTC frequency converter, high-frequency components 
are added to the supply voltage. An example of a typical behavior of the modulation 
frequency of an ABB DTC converter is shown in Figure 3.8. The data were measured 
during a test run carried out for a large synchronous machine. The measurement time 
was 900 s and the number of switching actions per 250 ms was recorded while the 
machine was running under no-load conditions. Looking at Figure 3.8, it is obvious that 
the switching frequency histogram is similar to the probability distribution of a random 
variable. 
 
As the supply voltage contains higher-frequency components, each one of them creates 
a flux density distribution with the pole-pair number equal to the machine pole-pair 
number but with a frequency different from the supply fundamental. The supply voltage 
distortion does not create any flux density waves with new pole-pair numbers; it only 
adds flux density waves with various frequencies. Equation 1.2 is rewritten, but for the 
sake of simplicity, the harmonics caused by the machine itself (slots, windings, 
saturation, etc.) are left out, keeping only the fundamental flux density. This action is 
justified by the fact that the most dominant tooth force components are generated by 
multiplication of the machine fundamental flux by the high-frequency flux 
fundamentals as a result of voltage ripple. Thus, the converter fundamental voltage 
creates the basic fundamental flux density wave for torque creation, i.e., the same wave 
as with a sinusoidal supply: 
                                    
( ) ( )S1 S1 S Sj j
S S1 S
2...
( , ) Re e e i i ip t r ti
i
t ϕ ω α ϕ ω αϕ − + − +
=
 
= +	 

 
B B B         (3.44) 
 
Because of the ripple in the supply voltage, each of the high-frequency voltage 
components generates a similar flux density wave as in Equation 3.44 at the frequency 
kS1 
                      
( )S1 C,j
C, C,( , ) Re e kp k tk kt ϕ ω αϕ − + =  B B                                (3.45) 
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Figure 3.8: The switching-frequency histogram of an ABB DTC converter driving a 
synchronous machine at no-load.  
 
In Equation 3.45, k is an integer for a constant-frequency PWM converter but a real 
number for a DTC converter. It should be noted that the wave number equals the pole-
pair number. In order to calculate the radial force waves the basic fundamental and the 
wave with order k create together, Equation 1.7 is modified as 
 
( )2S, C, ,
S,C,
0
d d
2
r k r
k r
B B
Lr ϕ
+
=F u
                                     (3.46) 
 
Continuing only with the numerator to carry out the squaring operation gives 
 
                             ( )2 2 2S, C, , S, S, C, , C, ,2r k r r r k r k rB B B B B B+ = + +                             (3.47) 
 
The middle- or cross-term is interesting since it involves the basic fundamental flux 
density, which is naturally large in amplitude. By using the trigonometric formula for 
the multiplication of cosine functions, one gets 
 
                        [ ]1cos( ) cos( ) cos( ) cos( )
2
A a B b AB a b a b= + + −                             (3.48) 
Thus 
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                  (3.49) 
   
Equation 3.49 shows that each high-frequency flux density fundamental produces force 
waves with wave numbers r = 0 and r = 2p when it is multiplied by the basic 
fundamental flux density wave. This phenomenon is already well known from constant-
frequency PWM converters. With a DTC converter, these force waves are present in a 
large frequency range since the switching frequency is not constant. Loosely speaking, 
the multiplier k and phase lag C,k can be considered as random variables for the 
analysis of DTC converter tooth forces. Obviously, a large number of other types of 
force waves exist because the harmonics in Equation 1.2 were neglected prior to the 
calculation of the forces presented above. Nevertheless, the phenomenon discussed can 
be clearly seen both in numerical force simulations and in vibration and noise 
measurements. Because the r = 0 and r = 2p force waves in a DTC converter-fed 
machine have a broadband spectral content, the stator-frame structural 0- and 2p-modes 
are usually excited to some extent.  
 
The typical influence of a DTC converter on the radiated sound of a squirrel-cage 
induction motor is shown in Figure 3.9. The measurements were carried out according 
to ISO-3745 in a semi-anechoic chamber. The original measurement distance was 3.5 
meters on a hemispherical surface, but the results shown are converted to an effective 
distance of 1 meter. Both sound pressure-level spectra are the averages of 10 
microphone positions.  
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Figure 3.9: Typical effect of DTC converter supply on sound pressure level of a 
squirrel-cage induction machine at no-load.  
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The calculated radial tooth forces of a large synchronous machine with different supply 
types are shown in Figure 3.10. The pole-pair number p of the machine is 4, which can 
be seen from the upper spectrogram as remarkable components exist at the wave 
numbers 0, –8, and 8. This verifies the issues discussed earlier. The broadband nature of 
the tooth forces of a DTC converter-supplied machine can also be seen clearly from 
Figure 3.10.  
 
 
 
 
Figure 3.10: The effect of DTC converter supply on the radial tooth forces of a large 
synchronous machine at no-load. Upper: DTC supply, lower: Sinusoidal supply.  
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3.4 Statistical dependence of force waves   
 
 
3.4.1 Background 
 
In order to find out whether the response calculation method described in Section 2.4.3 
can be used together with a DTC converter-driven machine, a combined measurement 
and force simulation task was carried out. The task consisted of voltage and current 
measurements of a DTC converter-driven cage induction machine together with tooth 
force calculation with FCSMEK. The idea was to use the real, measured voltages as an 
input for the time-stepping simulation and thus to calculate the coherence between the 
tooth force waves. The DTC voltage measurements were carried out at six different 
instants in time and six different tooth force calculations were carried out. 
 
3.4.2 Description of the measurements and force calculation 
 
A 37-kW cage induction motor was used for the test. It has the following rated values: 
 
Voltage:  415 V (star connection) 
Frequency:  50 Hz 
Power:   37 kW 
Speed:   1475 rpm 
Current:  70 A 
Power factor:  0.80 
Pole-pair number 2 
 
The motor was equipped with a straight bar rotor and the slot numbers are 48 for the 
stator and 38 for the rotor. The motor was driven by an ABB ACS-800 DTC converter 
and it was running at no-load conditions at a speed of 1000 rpm. The electrical 
quantities were as follows 
 
Voltage: 281 V, Line current: 29.5 A, Frequency: 33.34 Hz. 
 
The voltages were measured with high-voltage probes from each phase with respect to 
common ground. The line-to-line voltages were then calculated by subtracting the 
phase-to-earth voltages of the corresponding phases. The line currents were measured 
with hall-based current sensors. An oscilloscope was used for the data capture.  
 
A total of seven measurements were performed on the running machine. The first six 
measurements were taken with a DTC converter supply and the last measurement with a 
sinusoidal supply for comparison purposes. The measurement time was 10 seconds and 
the sampling frequency 200 kHz. 
 
The magnitude spectra of the measured voltage and current are shown in Figures 3.11 
and 3.12. Welch’s method was used for the spectrum estimation and the FFT window 
length was 100000 samples with Hanning windowing and 50% overlap. 
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The speed time history during the force calculation is shown in Figure 3.13. The DTC 
simulation was started by supplying the model with sinusoidal voltage in order to let the 
transients decay before switching over to the DTC voltage supply. During the initial 
sinusoidal run, the calculation step was 100 steps per fundamental period and a total of 
30 periods adding up to a total of 3000 time steps. 
 
After the sinusoidal run, the voltage input to the model was switched to the measured 
voltage time history. The data was down-sampled to 20 kHz prior to the DTC 
simulation. The DTC simulation had 601 time steps per period and 27045 steps in total. 
The simulation input voltage time histories are shown in Figure 3.14 and 3.15. The 
simulated current wave form is shown in Figure 3.16. 
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Figure 3.11: The magnitude spectrum of the measured line-to-line voltage. 
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Figure 3.12: The magnitude spectrum of the measured line current. 
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Figure 3.13: The rotation speed time history during the simulation run. The DTC supply 
voltage is switched on at a time instant of 0.9 seconds. 
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Figure 3.14: The measured line-to-line voltage used in the simulation. 
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Figure 3.15: The zoomed version of Figure 3.14. The sampling frequency is brought 
down to 20 kHz. 
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Figure 3.16: The simulated line current during switchover to DTC converter supply.  
 
 
3.4.3 Results and discussion 
 
The simulations were carried out for six different voltage-input measurements in the 
case of DTC simulation. The seventh or last simulation was carried out with a 
sinusoidal supply using the same step size and time interval as in the DTC simulations. 
The radial tooth forces for the sinusoidal supply and the average of the six simulation 
runs with the DTC supply are shown in Figure 3.17. Figure 3.17 shows once again the 
broadband nature of the radial tooth forces when the machine is supplied with the DTC 
converter. In particular, the tooth forces with wave numbers r = 0, r = –4 and r = 4 = 2p 
dominate the spectrogram. 
 
Finally, the coherence function of the radial tooth forces was calculated by using 
Equation 2.9. The number of averages in this case was six. The coherence map of the 
radial tooth force pairs is shown in Figure 3.18. The maximum limit for the wave-
number pair was set to 8, since no special behavior whatsoever on the part of the 
coherence function was observed at the higher wave numbers. On the basis of the study 
carried out, it can be said that the tooth force waves are poorly correlated with each 
other. 
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Figure 3.17: The calculated radial tooth forces of the motor at no-load. Upper: 
Sinusoidal supply, Lower: DTC supply. 
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Figure 3.18: The coherence map of the radial tooth forces of a DTC converter-driven 
motor.  
 
The higher values of coherence below 2000 Hz and with the waves (–6,6) and (–8,4) are 
due to the forces which originate from the machine design itself, meaning that they exist 
even with a sinusoidal supply. The higher coherence value for the waves (–6,6) also 
suggests the existence of a standing or pulsating wave at the frequencies in question. 
 
Finally, it should be kept in mind that the coherence function is a statistical quantity. 
This means that the accuracy of the estimate depends on the number of averages n used. 
The normalized random error  of the coherence estimate 2ˆijγ  between force waves i and 
j is approximated as (Bendat & Piersol 1986): 
 
         ( ) ( )
2
2
2 1
ˆ
ij
ij
ij n
γ
ε γ
γ
−
≈                           (3.50) 
 
Applying Equation 3.50, using the data from Figure 3.18 as ij  0.2 and n = 6, one 
obtains 
 
( )2ˆ 1.0327ijε γ =  
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which means that the coherence estimate is poor. Since Equation 3.50 is only valid for 
small values of random error, such as 0.2 or so, the random error obtained in this case is 
only a rough estimate. As the computer simulations are time-consuming, the number of 
averages cannot be large. If a better coherence estimate is needed, the simulation 
approach has to be changed accordingly. This might call for the use of analytical 
models, for example.   
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4 Structural dynamics of an electrical 
machine 
 
 
This chapter discusses the issues related to the structural dynamics of an electrical 
machine. First, the equations of motions governing the vibrations of an electrical 
machine are shown and the modal analysis is explained. Then the modal expansion or 
modal superposition method used in this thesis for response calculation is presented, 
together with the concept of modal filtering. The issues related to the stator material 
properties are studied by means of experimental modal analysis, a thick cylinder model, 
and a 3-D FEM solid model. The goal is to extract the stator material parameters 
through fitting the modeling results to the measurement data. Finally, the effects of 
tangential forces on the stator yoke vibration are studied through simulations. The 
validity of the results obtained in Section 3.2 is also studied.  
 
Regarding the scientific contribution of this thesis, Sections 4.2 and 4.3 are of the 
greatest importance and they relate to Items 5, 7, and 8 in Section 1.4. 
 
 
4.1 Forced structural response: modal superposition 
 
 
4.1.1 Introduction 
 
A mathematical model of the structural dynamics of an entity needs information on the 
geometry and material parameters, such as the mass density, elasticity, and damping. In 
this thesis, the formulation of the equations of motions is presented using a discretized 
model of the system. This is justified for the reason that the bulk of the modeling today 
is carried out using FEM. Thus, the equations of motions are written in matrix form, 
resulting in (Newland 1989; Ewins 2001; Fahy & Walker 2004):   
 
 ( ) ( ) ( ) j ( ) ( )t t t t t+ + + =Mu Cu Ku Hu f             (4.1) 
 
where M is the mass matrix, K is the stiffness matrix, and C and H are the damping 
matrices. The excitation column vector f on the right-hand side describes the forces at 
each degrees-of-freedom. Equation 4.1 is formulated using the displacement u, where a 
dot above a quantity means the first-time derivative and a double dot a second 
derivative with respect to time. The C matrix stands for viscous damping and H for 
structural or hysteretic damping (Garibaldi & Onah 1996). The model described by 
Equation 4.1 is called a spatial model of a structure (Ewins 2001). 
 
Equation 4.1 can be solved directly, either with a given force input in the form of a time 
series or with the assumption of time harmonicity, enabling one to switch over to phasor 
presentation of the quantities. Furthermore, in the case of a structurally damped system, 
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Equation 4.1 can be solved only for time-harmonic excitation. If the number of degrees-
of-freedom of the model is large, a direct solution can become hard to obtain. For the 
reason mentioned, Equation 4.1 can be solved using modal analysis, first by calculating 
the eigenvalues and eigenvectors of the system and then using the modal superposition 
principle to obtain the desired result. In this thesis, the following assumptions hold: 
 
• The system is linear. 
• Time harmonicity is assumed. 
• The viscous damping matrix C is set to zero, resulting in a first-order 
system (Ewins 2001). 
• The modal superposition principle is adopted. 
 
 
4.1.2 Free response analysis of a damped structure 
 
Modal analysis of a damped structure 
 
If the viscous damping matrix C, together with the excitation, is set to zero and time-
harmonic displacements are assumed, Equation 4.1 becomes a homogeneous equation: 
 
j
2 j
( ) ( ) j ( ) ( )
( ) 0
( ) e
j e 0
t
t
t t t t
t
t λ
λλ
 + + =

=

=
  + − = 	
Mu Ku Hu f
f
u u
K H M u

                        (4.2) 
 
The hysteretic damping matrix H is formed by using the complex parameters of 
elasticity, for example:  
(1 j )E E η→ +         (4.3) 
 
where E is Young’s modulus and  is the loss factor. Equation 4.2 has non-trivial 
solutions (Ewins 2001) 
2det [ j ] 0λ+ − =K H M                  (4.4) 
 
which leads to a generalized complex eigenvalue problem, that can be stated as 
 
2 -1 H[ j ]λ+ − = =K H M                     (4.5) 
 
where  is the diagonal eigenvalue matrix and  is the eigenvector matrix with 
eigenvectors as columns. Use is also made of the fact that since the system matrices K, 
M, and H are symmetric, the following holds true (Newland 1989): 
 
1 H−
=                 (4.6) 
 
 The eigenvalues (diagonal element at row j in ) are 
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2 2[1 j ]
2  
 is the eigenfrequency of mode 
 is the modal loss factor of mode 
j j j
j j
j
j
f
f j
j
λ ω η
ω
η
= +
=
                         (4.7) 
 
The eigenvectors are also complex, meaning that the equations of motions can be 
diagonalized even with unequally distributed damping (Fahy & Walker 2004), which is 
key to the modal superposition principle. 
 
 
Orthogonality and normalization of the modes 
 
One of the goals of modal analysis is to decouple the equations of motions into separate 
single-degree-of-freedom vibrating systems, which can be accomplished as the 
eigenvectors are orthogonal. This leads to (Ewins 2001): 
 
[ ]
[ ] [ ]
[ ] [ ]
H
H j j
j
=
+ = +
+ =
-1
 M m
 K H  k h
m k h 
         (4.8) 
 
where [m] and [k+jh] are the diagonal modal mass and complex modal stiffness 
matrices. For the response calculations, the eigenvectors are scaled with respect to the 
modal mass 
[ ]= 12-  m                                                     (4.9) 
 
where  stands for a mass normalized eigenvector matrix. Using the mass normalized 
eigenvectors, the following holds: 
[ ]
H
H j
=
+ =
 M I
 K H  
 (4.10) 
 
Equation 4.10 will be used in the derivation of the vibration-response calculation using 
the modal superposition. 
 
 
4.1.3 Forced response analysis 
 
Harmonic excitation 
 
Setting the viscous damping matrix C to zero and assuming a time-harmonic excitation 
at the angular frequency , Equation 4.1 is rewritten as 
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Then, using a transformation (Fahy & Walker 2004) 
 
=u q                                                        (4.12) 
 
where q is a vector of the generalized coordinates (Thomson & Dahleh 1998) or modal 
participation factors (Soedel 1993), Equation 4.11 becomes 
 
2j ω + − = 	K H M q f               (4.13) 
 
The time dependence is dropped out from Equation 4.13 for the sake of convenience. 
Pre-multiplying Equation 4.13 by H  gives 
 
( )H 2 H Hj ω + − = = 	 K H   M q  f Q                        (4.14) 
 
where Q is the generalized force (Thomson & Dahleh 1998). Using the results of 
Equation 4.10, Equation 4.14 is written as  
 
2ω − = 	 I q Q                                               (4.15) 
 
The multiplier of q is a diagonal matrix, which means that the inversion is 
straightforward. Thus 
 
12ω
−
 = − 	q  I Q                         (4.16) 
 
Finally, using Equation 4.12, the transformation back to the displacement vector u is 
calculated as 
 
12 Hω
−
 = − 	u   I  f                                (4.17) 
 
As a matter of interest, Equation 2.3 is a direct application of Equation 4.17 at a 
specified degree-of-freedom or at a node to a specified direction. 
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Modal filtering 
 
A closer inspection of the generalized force Q suggests that it can be used as a filtering 
criterion for the selection of modes to include in the response calculation (Thomson & 
Dahleh 1998). Depending on the force excitation pattern, some modes are excited more 
than others. An extreme case is the one in which an element i of Q gets a zero value, 
meaning that the mode in question does not participate at all in the response. Thus, the 
filtering action can be carried out on the basis of  
 
limi Q>Q                                                     (4.18) 
 
where iQ  is the magnitude of element i of Q. The generalized force is normalized by 
dividing Q by its maximum value. Depending on the accuracy demands, the threshold 
value Qlim is set accordingly. The effect of modal filtering on the response is studied 
further in Chapter 5. 
 
 
4.2 Stator material parameters 
 
This section is about determining the structural parameters of an electrical machine 
stator by fitting the models to measured data. The fitting is carried out by comparing the 
calculated and measured eigenvalues and eigenvectors. Since the use of a 3-D solid 
FEM model requires a lot of memory and the solution time is long, there is a need for a 
simpler and faster method for the extraction of the stator material parameters. Thus, the 
determination of parameters is carried out by using two different approaches. The first is 
to model the stator as a thick cylinder using the Rayleigh-Ritz method and the second 
approach is to use a full 3-D solid FEM model to extract the material parameters. The 
objective is to find out the differences between the two methods and to decide if the 
simple thick cylinder model is adequate for the task at hand. In addition, the effect of 
VPI impregnation on the material parameters of the stator core is studied by 
measurements and using the thick cylinder model. In all of the cases, the end windings 
are taken into account only as an added mass in the core, since the full modeling of the 
end windings lies beyond the scope of this work. 
 
The study is organized into the following tasks: 
 
1. Development of the thick cylinder model by using the Rayleigh-Ritz method. 
2. Experimental modal analysis of three different configurations: dry core (before 
impregnation), impregnated core, and fully assembled stator (core and 
windings). 
3. Fitting the thick cylinder model to the experimental data. 
4. Fitting the 3-D solid FEM model to the experimental data. 
5. Results and discussion. 
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4.2.1 Modeling the stator as a thick orthotropic cylinder with free ends 
 
The stator core of an AC electrical machine is an axially laminated cylindrical structure 
composed of insulated thin steel layers stacked on each other. The reason for the 
lamination is to reduce the eddy-current losses in the core. After the addition of the 
windings and resin impregnation, the stator is complete. A typical stator core and a fully 
assembled stator are shown in Figure 4.1. 
 
    
Figure 4.1: The stator core (left) and the fully assembled stator (right). 
 
The lamination makes the structural analysis of the stator quite complicated (Wang & 
Williams 1997). The micromechanical nature and processes at the laminate boundary 
pose a real challenge. In this thesis, however, the approach is practical since the interest 
is more in how the stator behaves globally than in what exactly is happening between 
the laminates. It is assumed that the stator core and complete stator behave as if they 
were made of homogenous, orthotropic material that can be unambiguously 
characterized by its elasticity matrix (Garvey et al. 1999c). 
 
The majority of texts written on cylindrical structures deal with a thin cylinder with 
simply supported ends (Arnold & Warburton 1953; Yu 1955; Dong 1968; Stavsky & 
Loewy 1971; Leissa 1973; Soedel 1983; Soedel 1993; Wang & Lai 2000a). This is 
obvious because the Love simplification for a thin isotropic cylinder with simply 
supported ends leads to a closed-form extraction of the modal parameters. The yoke 
thickness-to-radius ratio for an electrical machine stator is sometimes above 0.2, which 
means that the stator cannot be assumed to be thin. The inclusion of shear and rotational 
inertia, as in Timoshenko beam theory (Soedel 1982), leads to a closed-form solution 
only for simply supported cylinders. For the reasons mentioned, the Rayleigh-Ritz 
method seems to be a promising candidate for the extraction of the natural frequencies 
and mode shapes of a thick orthotropic cylinder with free ends. The formulation in this 
section is based on the principles and methods outlined by Mirsky (1964), Endo (1972), 
Cheung & Wu (1972), Singal & Williams (1988), So & Leissa (1997), and Loy & Lam 
(1999). 
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Effective dimensions 
 
The cross-section of a typical stator is presented in Figure 4.2. A thick cylinder is 
described by its effective properties: length Le, radius Re, thickness he, mass density ρe, 
and elasticity matrix C. Therefore, a transformation from physical dimensions and mass 
densities to effective values is needed. In the modeling task presented here, the 
following transformations are used: 
 
( ) ( ) c1 1e e out tooth e out tooth e4 2
Y
,  ,  ,  
mL L R D D h D D
V
ρ= = + = − =            (4.19) 
 
for the stator core and 
 
( ) ( ) S1 1e,S e,S out e,S tooth e,S out e,S tooth e,S4 2
Y,S
,   ,   ,  
mL L R D k D h D k D
V
ρ= = + = − =  (4.20) 
 
for the fully assembled stator (core and windings) 
 
where L is the length of the stator core, mc is the mass of the core, VY is the volume of 
the stator yoke, mS is the mass of  the complete stator, and VY,S is the volume of the 
stator yoke in a case in which the effective thickness coefficient ke,S  1. The purpose of 
ke,S is to account for the stiffening effect of the windings in the stator slots. The value of 
ke,S is obtained through fitting the model to the measured data. 
 
Dout
Din
Dtooth
Stator yoke
Stator tooth
 
 
Figure 4.2: A cross-section of a stator core. 
 
 
Formulation of the Rayleigh-Ritz model 
 
Using cylindrical coordinates, where z is the axial,  is the circumferential, and r is the 
radial coordinate of a point in the cylinder and defining the displacements as u being the 
axial, v being the circumferential, and w being the radial displacement, the deformations 
of the cylinder can be expressed as (Loy & Lam 1999): 
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In Equation 4.21,  is the complex angular frequency, t is the time, and ψm(z) is the 
beam function for a transversely vibrating beam with free ends at the beam mode m. 
The normalized version of ψm(z) is (Fahy & Walker 2004): 
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where the normalization is carried out as 
 
e
2
0
( )d 1
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Equation 4.21 can be written in matrix form as 
 
=u Na              (4.25) 
 
where 
 
[ ] [ ]T T 1 2 3 4 1 2 3 4 1 2 ,   u v w a a a a b b b b c c= =u a  (4.26) 
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The stress-strain relationship for orthotropic material is given by (Cheung & Wu 1972): 
 
C =                                                       (4.28) 
 
where 
 
T T
,    zz rr r zr z zz rr r zr zϕϕ ϕ ϕ ϕϕ ϕ ϕσ σ σ σ σ σ ε ε ε ε ε ε   = = 	  	    (4.29) 
 
The non-zero entries of the symmetric elasticity matrix C are given as (Cheung & Wu 
1972): 
 
( )
( )
( )
( )
( )
( )
1
11
1
22
1
33
1
12 21
1
13 31
1
23 32
44 r 55 66
1
1
1
 
 ,   ,  
      with      , , ,
1
z r r
zr rz
r z z
z r r rz
z rz z r
r rz z
zr z
ij j ji i
rz zr z z r
C E
C E
C E
C C E
C C E
C C E
C G C G C G
 E  E i j z r
ϕ ϕχ
ϕχ
ϕ ϕχ
ϕ ϕχ
ϕ ϕχ
ϕ ϕ ϕχ
ϕ ϕ
ϕ ϕ
ν ν
ν ν
ν ν
ν ν ν
ν ν ν
ν ν ν
ϕ
χ ν ν ν ν ν
= −
= −
= −
= = +
= = +
= = +
= = =
= =
= − − −
r r rz z r z rzϕ ϕ ϕ ϕ ϕ ϕν ν ν ν ν ν ν− −
  (4.30) 
 
 
The strain displacement relation for small strains (engineering strain) is expressed in 
matrix form as (Loy & Lam 1999): 
 
= Du            (4.31) 
 
where the differential matrix operator is defined as 
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Substituting 4.25 into 4.31 gives 
 
DNa =              (4.33) 
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The equations of motions are formed by using the complex parameters of elasticity in 
Equation 4.30  
 
(1 j )E E η→ +     (4.34) 
 
where E is the Young’s modulus and  is the loss factor. Rewriting Equation 4.2 
 
[ ]
2
j ( )
( ) 0
0
t
t
λ
 + + =
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=
  − = 	
Mu K H u f
f
K M u

         (4.35) 
 
leads to a generalized complex eigenvalue problem, which can be stated as 
 
2 H[ ]λ− =K M                           (4.36) 
 
where M and K are, in this case 
 
( ) ( )
e e e e
TT
e
, ,2 , ,2
d d d    and   d d d
L h L h
r r z r r zρ ϕ ϕ= = M N N K DN C DN       (4.37) 
 
K and C  are the complex stiffness matrix and complex matrix of elasticity. M and 
K are obtained through the energy minimization principle, which states that at a natural 
frequency the conservative energies cancel each other out, leaving only the non-
conservative energy, such as dissipation. 
 
The calculation of eigenvalue decomposition in Equation 4.36 yields the natural 
frequencies fn,m, modal damping factors n,m, and coefficients of mode shapes Ψn,m for 
the cylinder. 
 
 
4.2.2 Experimental estimation of natural frequencies and mode shapes 
 
The starting point for retrieving the bulk material properties of the stator is to carry out 
experimental modal analysis. Here the modal testing was carried out for three different 
configurations: 
 
1. The dry core (before impregnation) with Le = 0.510 m, Re = 0.317 m, he = 0.045 
m, mc = 557 kg, and QS = 54. 
2. The impregnated core (dry core after impregnation). 
3. The fully assembled stator (slightly different core and windings, impregnated) 
with core dimensions of   Le = 0.632 m, Re = 0.314 m, he = 0.051 m, mS = 962 
kg, and QS = 54. 
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The measurement setup 
 
The cores in Configurations 1 and 2 were installed vertically on soft rubber pads in 
order to approximate the free-free boundary conditions (Figure 4.3). The fully 
assembled stator in Configuration 3 was hung as shown in Figure 4.1. There were also 
rubber pads placed between the supporting beam and the inner surface of the stator. The 
measurement points are shown in Figure 4.3. It should be noted, however, that for 
Configuration 3 only 12 points were used around the stator end circle instead of the 16 
points (1-16) in Figure 4.3.   
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Figure 4.3: The test setup and measurement points in Configurations 1 and 2. 
 
 
The instrumentation and measurements 
 
The frequency response functions were obtained in the form of acceleration/force, 
which is also known as accelerance. The moving response method was used, i.e., the 
excitation position was kept constant and the responses were measured at each point. 
The impact hammer blow in the radial direction at Point 1 was used for excitation and 
the response was measured using a tri-axial accelerometer. The time average of five hits 
was used for each accelerance. The measurement frequency span for the dry core was 0-
1250 Hz, that for the impregnated core 0-4000 Hz, and that for the fully assembled 
stator 0-1400 Hz. 
 
The analyzer used in the accelerance measurements was a PULSE 3560C/version 9, the 
impact hammer used was a Kistler 9724A2000, and the tri-axial accelerometer was an 
Endevco 66A12. The local coordinate system of the accelerometer was oriented in such 
a way that the local x direction was in the axial direction of the stator, the local y 
direction in the circumferential direction, and the local z direction in the radial direction. 
 
The measured driving point accelerances for the specified configurations are shown in 
Figures 4.4, 4.5, and 4.6. The driving-point accelerances in Figures 4.4 and 4.5 already 
show that the behavior of the core changes through impregnation. 
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Figure 4.4: Driving-point accelerance of the dry core. 
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Figure 4.5: Driving-point accelerance of the impregnated core. 
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Figure 4.6: Driving-point accelerance of the fully assembled stator. 
 
The modal analysis of the data and results 
 
The measured accelerances were exported from PULSE and imported to ME’scopeVES 
Visual Modal Pro modal analysis software. The global polynomial curve fitting method 
(Ewins 2001) was used to extract the structural modes. Due to the dimensions of the 
stator and the mass of the transducer (5.5 g), the mass loading effects were not included 
in the analysis. The extracted modes (shape, frequency, and modal loss factor) for each 
configuration are shown in Table 4.1. As the modal analysis software uses the viscous 
damping model in the curve-fitting process, the following conversion was made to the 
modal damping ratio j obtained from the curve fitting (Newland 1989): 
 
 2j jη ζ=             (4.38) 
 
where j is the modal loss factor of mode j. The mode shapes for modes (2,0), (3,0) and 
(3,1) for the fully assembled stator are shown in Figures 4.7, 4.8, and 4.9, respectively. 
The notation (2,0) means that n = 2 and m = 0. For the definition of n and m, see 
Equations 4.21 and 4.22.  
 
 
Discussion 
 
On the basis of the experimental work carried out above, the following observations are 
made: 
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• As a result of the circumferential symmetry (repeated roots) and high modal 
density and large damping values of the dry core and the fully assembled 
stator, the moving response method with impact hammer excitation (single 
reference) cannot produce accurate estimates of the hysteretic modal loss 
factors. 
• The dry core is very loose for axial compression and shear, and shows high 
structural damping properties. 
• The modal analysis for the dry core was very difficult, which appears in the 
low number of modes estimated. 
• The impregnated core is much stiffer in the axial direction and has generally 
smaller damping factors than the dry core. It seems that the impregnated core 
approaches the behavior of solid homogeneous material. 
• One effect of the insertion of the windings is that the damping increases 
remarkably compared to the impregnated core. 
• The structural modes of the fully assembled stator are repeated at several 
frequencies, which can be seen from Table 4.1, where, for example, the 
mode (2,1) is repeated four times at different frequencies. The reason for the 
mode splitting is very probably the local modes of the end windings. 
 
Table 4.1: Measured natural frequencies and damping values (hysteretic damping). 
 Dry core Impregnated core Fully assembled 
stator 
Shape descriptor 
(n, m) 
Freq 
(Hz) 
Damp  
(%) 
Freq 
(Hz) 
Damp  (%) Freq 
(Hz) 
Damp  (%) 
0, 0, radial - - 2071 0.30 - - 
0, 1, torsional 415 2 - - - - 
1, 1, radial 292 1 1467 0.56 - - 
1, 2, radial - - - - 1091 1.9 
2, 0, radial 228 0.1 234 0.18 253 1.2 
2, 0, radial - - - - 357 1.8 
2, 1, radial 215 0.2 331 0.64 267 2.3 
2, 1, radial - - - - 454 2.3 
2, 1, radial - - - - 468 1.7 
2, 1, radial - - - - 481 1.1 
2, 2, radial 323 1.9 - - 1523 3.7 
3, 0, radial  617 0.2 632 0.18 751 1.5 
3, 1, radial - - 774 0.41 1000 2.5 
3, 2, radial 590 3.4 - - - - 
4, 0, radial 1120 0.5 1145 0.1 1270 3.1 
4, 1, radial - - 1294 0.3 - - 
4, 2, radial - - 2185 0.64 - - 
5, 0, radial - - 1723 0.34 - - 
5, 1, radial - - 1877 1.14 - - 
 
 91 
 
Figure 4.7: Mode (2,0) of the fully assembled stator. 
 
 
 
Figure 4.8: Mode (3,0) of the fully assembled stator. 
 
 92 
 
 
Figure 4.9: Mode (3,1) of the fully assembled stator. 
 
 
4.2.3 Fitting the thick cylinder model to the experimental data 
 
Using the formulation outlined in Section 4.2.1, a MATLAB application was developed 
for calculating the natural frequencies, hysteretic modal loss factors, and corresponding 
mode shapes of a thick cylinder. The application was also equipped with a data-fitting 
capability in order to match the measured and calculated modes. The fitting was done in 
two steps. At first, the relative least-squares principle  
 
2
, ,calc
, , ,meas
Min 1 n m
n m n m
f
f
 
  
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C     (4.39)  
 
was used in fitting the un-damped model to the measured modes by variation of the real 
part of the elasticity matrix C . The optimum fit was found by using the classical 
Nelder-Mead Simplex search. Then another relative least-squares principle 
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was used in fitting the damped model to the measured modes by variation of the 
imaginary part of the elasticity matrix C . The approach is justified if the loss factor of 
the system is small enough, which is true at least for the dry and impregnated core. 
 
The parameters that were not varied in the fitting process were: 1) the radial and 
circumferential Young’s moduli Er and Eϕ  ( = 207 GPa), and 2) the Poisson number νϕ r 
( = 0.3). In this way, the core was forced to behave like steel in the direction of the sheet 
laminate. Furthermore, the following restraints were applied: 
  
• Gzr = Gzϕ 
• νzr = νzϕ  
• ηϕ  = ηr 
• ηzr = ηzϕ 
 
which are close to the transversely isotropic material model, with the exception that the 
requirement 
 
1
2 1r r
E
G ϕϕ
ϕν
 
=  
+  	
         (4.41) 
 
was removed. This is because of the rotational inertia of the teeth, which can be 
compensated for by using a lower value of Gϕ r. Thus, the elastic parameters that were 
varied during the fit are Ez, Gϕ r, Gzr, and νzr. All the measured modes were used in 
fitting each of the models. The only exception was the case of the fully assembled 
stator, where the mode (1,2) was removed from the fit (Table 4.4). 
  
The dry core 
 
The measured and calculated values are shown in Table 4.2. The torsional mode (0,1) 
was not used in the fit, because the model cannot estimate torsional modes. 
 
Table 4.2: The dry core: measured and calculated natural frequencies and damping 
values after fitting. 
 Measured Calculated 
Shape descriptor 
(n, m) 
Freq 
(Hz) 
Damp  
(%) 
Freq 
(Hz) 
Damp  
(%) 
0, 1, torsional 415 2 - - 
1, 1, radial 292 1 295 0.8 
2, 0, radial 228 0.1 237 0.1 
2, 1, radial 215 0.2 203 0.2 
2, 2, radial 323 1.9 328 2.3 
3, 0, radial  617 0.2 628 0.2 
3, 2, radial 590 3.4 577 1.9 
4, 0, radial 1120 0.5 1115 0.3 
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The impregnated core 
 
When fitting the impregnated core model to the measured modes, the same restraints as 
for the dry core were applied. The measured and calculated values are shown in Table 
4.3.  
 
Table 4.3: The impregnated core: measured and calculated natural frequencies and 
damping values after fitting. 
 Measured Calculated 
Shape descriptor 
(n, m) 
Freq 
(Hz) 
Damp  
(%) 
Freq 
(Hz) 
Damp  
(%) 
0, 0, radial 2071 0.30 2127 0.18 
1, 1, radial 1467 0.56 1603 0.67 
2, 0, radial 234 0.18 228 0.17 
2, 1, radial 331 0.64 293 0.55 
3, 0, radial  632 0.18 626 0.16 
3, 1, radial 774 0.41 735 0.40 
4, 0, radial 1145 0.10 1153 0.15 
4, 1, radial 1294 0.30 1280 0.30 
4, 2, radial 2185 0.64 2185 0.64 
5, 0, radial 1723 0.34 1783 0.14 
5, 1, radial 1877 1.14 1912 0.25 
 
 
 
The fully assembled stator 
 
In addition to the dry and impregnated core cases, one more variable was introduced to 
the fitting procedure. The effective thickness of the yoke was included in the form of ke,s 
(Equation 4.20). At each step in the fitting procedure, the effective mass density was re-
calculated in order to keep the total mass constant. The measured and calculated values 
for the fully assembled stator are shown in Table 4.4. The mode (1,2), which is shaded 
in the table, was left out from the fitting process, because the model could not estimate 
it correctly. 
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Table 4.4: The fully assembled stator: measured and calculated natural frequencies and 
damping values after fitting. 
 Measured Calculated 
Shape descriptor 
(n, m) 
Freq 
(Hz) 
Damp  
(%) 
Freq 
(Hz) 
Damp  
(%) 
1, 2, radial 1091 1.9 1706 3.0 
2, 0, radial 253 1.2 259 1.2 
2, 0, radial 357 1.8 - - 
2, 1, radial 267 2.3 290 2.4 
2, 1, radial 454 2.3 - - 
2, 1, radial 468 1.7 - - 
2, 1, radial 481 1.1 - - 
2, 2, radial 1523 3.7 1523 3.7 
3, 0, radial  751 1.5 725 1.6 
3, 1, radial 1000 2.5 778 2.2 
4, 0, radial 1270 3.1 1374 2.1 
 
 
Results and discussion 
 
The estimated material parameters in each of the fitting processes are shown in Table 
4.5. The quantities which are shaded in the table varied during the fitting process. A 
general remark should be made at this point, which deals with the measured modes for 
all of the cases; in order to estimate the material properties reliably, at least one mode 
for each type of deformation should have been measured. Following the classification of 
modes by Wang and Williams (1996), the following mode types should have been 
extracted experimentally: 
 
1. Pure radial modes 
2. Radial motion with radial shearing modes 
3. Extensional modes 
4. Circumferential modes 
5. Axial bending modes 
 
In practice, it is almost impossible to extract all of the mode types experimentally, at 
least, with the impact hammer method with moving response. One reason for this is the 
high modal density at frequencies where the mode types 3 and 4 exist, for example. In 
this study, the majority of the measured modes fall into Type 1.  
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Table 4.5: The estimated parameters. 
Parameter Dry core Impregnated 
core 
Fully assembled 
stator 
Eϕ  [GPa] 207 207 207 
Er [GPa] 207 207 207 
Ez [GPa] 1.54 385 863 
ρ [kg/m3] 12185 12185 14300 
Gϕ r [GPa] 17.0 36.8 401 
Gzr [GPa] 1.29 51.6 33.5 
Gzϕ  [GPa] 1.29 51.6 33.5 
νϕ r   0.3 0.3 0.3 
νzr    0.036 0.31 0.007 
νzϕ   0.036 0.31 0.007 
ηϕ  [%] 0.009 0.18 0.98 
ηr [%] 0.009 0.18 0.98 
ηz [%] 6.5 0.8 3.1 
ηϕ r [%] 1.0 7.7E-9 82 
ηzr [%] 0.8 0.9 4.5 
ηzϕ  [%] 0.8 0.9 4.5 
ke,s   0.99 
 
The measured and calculated modes of the dry core are shown in Table 4.2. The 
calculation was carried out using the estimated parameters in Table 4.5. The measured 
and calculated modes match reasonably well. Looking at the quantities in Table 4.5, the 
following conclusions can be drawn: 
 
• The axial Young’s modulus Ez is very small, as expected. 
• The shear modulus Gr deviates quite considerably from that of steel, which 
is probably due to the absence of the rotatory inertia of the teeth in the 
model. By lowering Gr, the rotatory inertia of the teeth is compensated for. 
• The estimated Poisson numbers are very small, which suggests the 
decoupling of the radial and circumferential deformation from the axial 
deformation. 
• The axial loss factor z is high compared with the other loss factors. 
• The shear loss factors zr and z are surprisingly low, maybe because the 
fitting process lacked a shear-dominated mode. 
 
The calculated modes of the impregnated core in Table 4.3 were also obtained by using 
the values in Table 4.5. As with the dry core, the calculated and measured modes 
correlate quite well. The following observations can be made: 
 
• The axial Young’s modulus Ez is very high. As the teeth are missing from 
the model, two factors can cause an increase in the axial Young’s modulus: 
1) the axial cross-sectional area of the real core is larger compared to the 
model, causing an increase in the axial stiffness; 2) the core is an axially 
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ribbed cylinder, which also increases the effective axial stiffness in bending 
(Cremer et al. 1987, p.303). 
• The shear modulus Gr still deviates quite considerably from that of steel, 
which is obvious because of the fact presented earlier.  
• The estimated Poisson numbers are much larger compared with the dry 
core, which can be explained by the intrusion of the VPI resin between the 
steel laminations. 
• The estimated loss factors are smaller compared to the dry core, which is 
also probably due to the process of the VPI resin gluing the laminations 
together, making the core more homogeneous.    
 
The fitting results for the fully assembled stator are not so promising. The first mode in 
Table 4.4 was left out from the fit, since it seemed to disturb the fitting of the other 
modes. One reason for this might be an error in the experimental modal analysis. On the 
other hand, it may be that the thick cylinder model is simply not adequate for describing 
the behavior of the fully assembled stator. The following should be noted: 
 
• The axial Young’s modulus Ez is even higher. This is perhaps due to the 
insertion of windings and impregnation, which glues the windings to the 
teeth. 
• The shear modulus Gr is increased considerably, which can also be 
explained by the presence of the windings. 
• The estimated Poisson numbers are very low, compensating for the increase 
in the axial Young’s modulus, since the high axial stiffness couples to the 
radial and circumferential Young’s moduli through the Poisson effect. 
• The shear loss factor r is extremely high compared to the other loss factors. 
This behavior is probably also due to the presence of the windings.  
• The effective thickness did not change remarkably. 
• Some of the modes could not be explained by the thick cylinder model, 
which suggests that the lack of end windings can cause problems. 
• However, since the m = 0 modes are the most relevant from the magnetic 
excitation point of view, the model can be used for the fast and rough 
estimation of those modes. As can be seen from Table 4.4, those modes 
could be estimated with some accuracy. 
• Finally, the model of the fully assembled stator starts to be merely a 
mathematical model, meaning that the underlying physics become obsolete, 
making the interpretation of the material parameters difficult indeed. 
   
 
4.2.4 Fitting the 3-D solid FEM model to the experimental data 
 
The impregnated core and fully assembled stator were also modeled with the 3-D solid 
FEM. COMSOL Multiphysics Version 3.3 was used for the modeling task. The 
boundary conditions for both cases were free. The material parameters were found by 
manual fitting, i.e., by varying the parameters and re-calculating the modes until a 
reasonable match between the measured and calculated modes was found. The damping 
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effects were neglected, resulting in fully conservative models, i.e., only stiffness and 
inertia effects were included.  
 
 
The impregnated core 
 
The finite element mesh for the impregnated core is shown in Figure 4.10. The model 
used second-order hexahedral elements and the total number of degrees-of-freedom was 
57024. As an example of the calculated modes, the mode (3,1) is shown in Figure 4.11. 
The measured and calculated values are shown in Table 4.6.  
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Figure 4.10: FE mesh of the impregnated core. 
 
In fitting the model to the measured modes, the following restraints were applied: 
 
• Ex = Ey 
• νzy = νzx = νxy 
• Gzy = Gzx 
 
Thus, the parameters varied during the fitting process are Ex, Ez, Gxy, Gzx, and νzx. The 
density used in fitting (7700 kg/m3) was obtained by multiplying the standard density of 
steel (7860 kg/m3) by the assumed filling factor of 0.98. 
 
Figure 4.11: Mode (3,1) of the impregnated core. 
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Table 4.6: Measured and calculated natural frequencies of the impregnated core after 
fitting. 
 Measured Calculated 
Shape descriptor 
(n, m) 
Freq 
(Hz) 
Damp  
(%) 
Freq 
(Hz) 
Damp  
(%) 
0, 0, radial 2071 0.30 2054 - 
1, 1, radial 1467 0.56 1486 - 
2, 0, radial 234 0.18 233 - 
2, 1, radial 331 0.64 339 - 
3, 0, radial  632 0.18 628 - 
3, 1, radial 774 0.41 789 - 
4, 0, radial 1145 0.10 1137 - 
4, 1, radial 1294 0.30 1307 - 
4, 2, radial 2185 0.64 2221 - 
5, 0, radial 1723 0.34 1709 - 
5, 1, radial 1877 1.14 1870 - 
 
 
The fully assembled stator 
 
The finite element mesh for the fully assembled stator is shown in Figure 4.12. The 
windings in the slots are shown in black. The model used second-order hexahedral 
elements and the total number of degrees-of-freedom was 64152. The measured and 
calculated values are shown in Table 4.7. 
 
Only the material parameters of the windings were varied during the fitting, since it was 
assumed that the core material parameters obtained from the impregnated core fitting do 
not change as a result of the insertion of the windings. The windings were assumed to 
be of isotropic material. The effective density of the windings was obtained by dividing 
the total mass of the windings by the total volume of the slots. 
 
Figure 4.12: FE mesh of the fully assembled stator. 
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Table 4.7: Measured and calculated natural frequencies of the fully assembled stator 
after fit. 
 Measured Calculated 
Shape descriptor 
(n, m) 
Freq 
(Hz) 
Damp  
(%) 
Freq 
(Hz) 
Damp  
(%) 
1, 2, radial 1091 1.9 1704 - 
2, 0, radial 253 1.2 253 - 
2, 0, radial 357 1.8 - - 
2, 1, radial 267 2.3 331 - 
2, 1, radial 454 2.3 - - 
2, 1, radial 468 1.7 - - 
2, 1, radial 481 1.1 - - 
2, 2, radial 1523 3.7 1342 - 
3, 0, radial  751 1.5 676 - 
3, 1, radial 1000 2.5 783 - 
4, 0, radial 1270 3.1 1211 - 
 
 
Results and discussion 
 
The estimated material parameters are shown in Table 4.8. The measured and calculated 
modes of the impregnated core are shown in Table 4.6. The calculation was carried out 
using the material parameters in Table 4.8. The measured and calculated modes match 
well. Looking at the quantities in Table 4.8, the following conclusions can be drawn: 
 
• The axial Young’s modulus Ez is rather high, which could be explained by 
the intrusion of the VPI resin between the steel laminations. 
• The shear modulus Gzy is close to that of steel, which is expected, since the 
rotatory inertia of the teeth is automatically included in the model. 
 
Table 4.8: The estimated parameters. Only the mass density was fixed during the fitting. 
Parameter Impregnated 
core 
Fully assembled 
stator windings 
Ex [GPa] 212 0.5 
Ey [GPa] 212 0.5 
Ez [GPa] 165 0.5 
ρ [kg/m3] 7700 10070 
Gxy [GPa] 82 0.19 
Gzy [GPa] 63 0.19 
Gzx [GPa] 63 0.19 
νxy   0.3 0.33 
νzy    0.3 0.33 
νzx   0.3 0.33 
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Even in this case, the fitting results for the fully assembled stator are not so 
encouraging. The first mode in Table 4.7 causes problems, which was also observed in 
the case of the thick cylinder. Some remarks are listed below: 
 
• The Young’s modulus of the windings is very low, suggesting that the 
deformation of the windings takes place mainly in the winding insulation 
layer. 
• Some of the modes are also missing in the 3-D solid model, which might be 
due to the neglect of the end windings in the model, as proposed earlier. 
• The behavior of the solid model is surprisingly similar to the behavior of the 
thick cylinder model. 
• As with the thick cylinder model, since the m = 0 modes are the most 
relevant modes from the magnetic excitation point of view, the model can be 
used for the rough estimation of those modes. 
 
 
4.2.5 Discussion 
 
The thick cylinder model provides reasonably good estimates of the modes in question. 
However, the measurements were needed in order to tune the material parameters, 
which means that the model cannot be built from scratch. Additionally, the difference 
between the physical geometry and the model geometry is a drawback, meaning that the 
estimated material parameters do not explain the material physics, since they are simply 
the mathematical result of a measurement data fit. It should also be noted, as the fit was 
performed using mainly modes where radial bending dominates, that the model cannot 
explain phenomena associated with axial compression, for example. This is not 
necessarily a problem, because the magnetic excitation mainly causes a bending-type 
motion in the yoke. The thick cylinder model is a good starting point for estimating the 
material parameters, provided that the absence of the teeth is taken into account. This 
means that the axial Young’s modulus Ez and the shear modulus Gr do need special 
attention.      
  
From the material parameter estimation point of view, the 3-D solid model obviously 
provides better estimates of the physical parameters in question. If the interest is in 
finding true material parameters, a 3-D solid model should be used. As can be seen from 
the results, different material parameters should be used for each of the models.   
 
Surprisingly, the end windings seem to play an important role in the structural behavior 
of the fully assembled stator. This is justified by the fact that both the models suffer 
from similar anomalies. To conclude: if an accurate model of the fully assembled stator 
is required, the end windings have to be included in the model in some way.  
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4.3 Effect of tangential forces on stator-yoke vibration 
response: a simulation study 
 
 
In this section, the vibrational effect of the tangential forces acting on the tooth tips is 
studied through numerical simulations. The numerical method for the eigenvalue 
analysis is based on FEM and the vibration responses are calculated with modal 
superposition, as presented earlier in this chapter. The main goal of the simulations is to 
verify the total yoke-bending force wave formulation presented in Section 3.2. This 
formulation is also studied further in order to reach an understanding of the phenomena 
involved in the inclusion of tangential force components in the vibration response 
calculation. The simulations are carried out for two different stators with different 
geometrical dimensions. The verification of the total yoke-bending force wave 
formulation is carried out by calculating the responses first by the direct insertion of 
radial and tangential force waves and then by using the total radial bending force wave. 
Naturally, the responses obtained by the different methods should be equal. 
 
 
4.3.1 Description of the FE models used in the simulation 
 
Two fully assembled stator FE models (core and windings) were generated for the 
study. The large stator imitates the behavior of a medium-sized synchronous machine 
with a large pole-pair number, while the small stator models the behavior of a medium-
sized induction motor with a low pole-pair number. Table 4.9 lists the geometrical and 
calculation data related to the models. No end windings were included in the analysis. 
The FE meshes of the models are shown in Figures 4.13 and 4.14. COMSOL 
MultiPhysics Version 3.3 was used for the eigenvalue calculation task and the number 
of natural modes extracted was 150 for both the stators. In this case, the damping was 
neglected, which means the calculated eigenvectors are real. The stators were assumed 
to be freely supported. First-order hexahedral solid elements were used in the FE mesh. 
Using the first-order elements usually stiffens the structural model but in this study the 
issue is not relevant. The material parameters used for the model were the ones obtained 
in Section 4.2.4; see Table 4.8. Modal filtering was not used in this study. 
 
Table 4.9: The parameters of the stators used in the study. 
Parameter Unit Symbol Large stator Small stator 
Outer diameter m Dout 1 0.6 
Inner diameter m Din 0.8 0.38 
Yoke thickness m hY 0.04 0.06 
Tooth length m hT 0.06 0.05 
Tooth width m wT 0.0157 0.0122 
Length m L 0.5 0.6 
Slot number - QS 80 48 
Number of DOFs - - 30240 26208 
Gain factor - Gt 2.122 2.264 
Nodal scaling factor (Eq. 2.2) - kS 0.0556 0.0385 
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Figure 4.13: FE mesh of the large stator. The arrow indicates the location and 
direction of the displacement response in the simulations; see Section 4.3.3. 
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Figure 4.14: FE mesh of the small stator. The arrow indicates the location and 
direction of the displacement response in the simulations; see Section 4.3.3. 
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4.3.2 Total radial bending force 
 
 
As mentioned in Section 3.2, the tangential force waves can participate in the generation 
of the radial vibrations of the yoke; this was also discussed by Garvey and LeFlem 
(1999b). In particular, the loading of the machine can increase the magnitudes of the 
tangential force waves to substantial levels. As an example, the calculated radial and 
effective tangential tooth forces acting on a tooth of a medium-sized induction motor at 
no-load are shown in Figure 4.15. The pole-pair number of the machine is p = 7. The 
calculation is carried out with the FCSMEK program. The figure shows clearly that in 
some cases the tangential forces are of the same order of magnitude as the radial ones. 
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Figure 4.15: The radial and effective tangential tooth force spectrum of a medium-sized 
induction motor at no-load.  
 
Below, the issues considered in Section 3.2 are revisited and studied further. Since the 
tangential force waves can rotate in the opposite direction compared to their radial 
counterparts, some work is also carried out in order to clarify this feature.  
 
Recalling Equations 3.39, 3.40, 3.41, and 3.43, the total radial bending force wave Fb is 
 
( ) ( )t tr r jj jt
b r tr r t te j2 sin e e2
irr t
r
rF G F ϕ φϕ φ ωβ ++ − 
 = = −   
  	
F F + F u       (4.42) 
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where i is the angular frequency of force wave i. 
 
 
Rotation in the same direction 
 
 
For rt = rr, the total radial bending force becomes zero if 
 
( ) ( )
( )
r tr r
r t 2 r
jj j jr
r t t
j jr
t t
e e j2 sin e e
2
2 sin e e
2
i i
r i
rr t t
r t
rF G F
rG F
pi
ϕ φϕ φ ω ω
ϕ φ ω
β
β
++
− −
+ +
−

 
= = 
 

 
 
 
  (4.43) 
 
which leads to a condition 
 
r
r t t
t r
r
2 sin
2
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2
r
F G F
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β
φ φ
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=  
  


= −


         (4.44) 
 
In any other case, the tangential component either increases or reduces the radial 
component. Dropping the vector notation out and using the following insertions 
 
r t 1 and   0 F F t ϕ= = = =     (4.45) 
 
Equation 4.42 becomes 
 
t tr r jj t
b te j2 sin e2
rr rF G φφ β
 = −  
 
              (4.46) 
 
Figures 4.16 and 4.17 show the plots of Equation 4.46 for both stators. The magnitude 
of the complex total radial bending force bF  is plotted versus the phase difference 
t = rr(φt −φr) of the force waves. The curves are generated for wave numbers r = 2, 4, 6, 
8, and 10, respectively. 
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Figure 4.16: Magnitude of the total radial bending force versus the phase difference for 
the large stator. 
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Figure 4.17: Magnitude of the total radial bending force versus the phase difference for 
the small stator. 
 107 
Rotation in opposite directions 
 
 
For rt = –rr, using an identity 
 
r r r rj je e 1r rφ φ− =      (4.47) 
 
Equation 4.42 is written as 
 
( ) ( ) ( )r t rr r r r 2jjj j jr
b r t te 2 sin e e e e2
irr r t
r
rF G F
piφ φϕ φ ϕ φ ωβ − −+ − + − 
 
= +   
  	
F u             (4.48) 
 
then, leaving out the vector notation and using the following identity 
 
( )r t r 2jjr
t t r2 sin e e2
rrG F F A
piφ φβ − −
 
= + 
 
            (4.49) 
 
Equation 4.48 becomes 
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As can be seen, Equation 4.50 has both the pulsational (first term) and the rotational 
component (the second and third terms). The total radial bending force becomes fully 
pulsational if the following conditions are met: 
 
r
r t t
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r
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−
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
=
=
         (4.51) 
 
which are in fact the same as in Equation 4.44. Consequently, the pulsational 
component vanishes only if the tangential force component becomes zero. In all the 
other cases, both the components act on the yoke of a stator.   
 
 
4.3.3 Numerical simulations and results 
 
The results of the eigenvalue analyses (150 modes), together with the FE meshes of 
both the stator models, were imported to MATLAB for further processing. An 
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application for forced response calculation through Equation 4.17 was developed in 
order to study the effects of tangential force waves on the response. The application was 
also equipped with the capability of calculating the response for the total radial bending 
force Fb (Equation 4.46). All the responses were calculated in the position shown in 
Figures 4.13 and 4.14 for each stator, i.e., the locations at the tips of the white arrows, 
respectively. Figures 4.16 and 4.17 were used as a guideline for the selection of the 
wave numbers for each case, i.e., the force waves on which the cancellation is likely to 
take place were selected for the simulation. As a result, the following force waves were 
selected: 
 
• Small stator: r = 2 and 4 
• Large stator: r = 2, 5, and 10 
 
The hysteretic modal loss factor was set to a constant value of 0.1 for all the 
simulations. This was done in order to maintain an adequate clearance in the graphs. 
The excitation patterns were selected on the basis of Figure 4.16, resulting in values of 
t as –90, 0, and 90. As an example, Figure 4.18 shows the real part of the tooth force 
wave patterns at the time instant t = 0 of the large stator for a given t with r = 5. 
 
Figure 4.18: The real part of the total force Fr + Ft for given t. Left: t = –90, Center: 
t = 0, Right: t = 90 degrees (r = 5). 
 
In the following figures (4.19-4.33), the red curve represents the response for the sum of 
the radial and tangential forces acting on the tips of the teeth, which can be considered 
as a reference. The green curve represents the case of the radial force acting alone on 
the tooth tip. The blue curve represents the case of the tangential force acting alone on 
the tooth tip. The black curve represents the total radial bending force. Thus, for 
Equation 4.46 to be valid, the red and black curves should be equal. All the excitations 
are scaled according to Equation 2.2, resulting in unit-wave responses.   
 
 
Unit-wave responses of small and large stator 
 
Figures 4.19 to 4.24 show the simulation results for both the small and large stator for 
r = 2. Figures 4.25 to 4.30 show the simulation results for both the small and large stator 
for r = 4 (small stator) and for r = 5 (large stator). Figures 4.31 to 4.33 show the 
simulation results for the large stator for r = 10. 
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Figure 4.19: The unit-wave responses of the small stator for r = 2 and t = –90 deg.   
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Figure 4.20: The unit-wave responses of the large stator for r = 2 and t = –90 deg. 
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Figure 4.21: The unit-wave responses of the small stator for r = 2 and t = 0 deg.  
 
0 100 200 300 400 500
10-9
10-8
10-7
10-6
10-5
Frequency [Hz]
D
is
pl
ac
em
en
t [m
]
 
 
F
r
 + Ft
F
r
Ft
Fb
 
Figure 4.22: The unit-wave responses of the large stator for r = 2 and t = 0 deg. 
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Figure 4.23: The unit-wave responses of the small stator for r = 2 and t = 90 deg. 
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Figure 4.24: The unit-wave responses of the large stator for r = 2 and t = 90 deg.  
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Figure 4.25: The unit-wave responses of the small stator for r = 4 and t = –90 deg.  
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Figure 4.26: The unit-wave responses of the large stator for r = 5 and t = –90 deg.  
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Figure 4.27: The unit-wave responses of the small stator for r = 4 and t = 0 deg. 
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Figure 4.28: The unit-wave responses of the large stator for r = 5 and t = 0 deg. 
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Figure 4.29: The unit-wave responses of the small stator for r = 4 and t = 90 deg. 
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Figure 4.30: The unit-wave responses of the large stator for r = 5 and t = 90 deg. 
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Figure 4.31: The unit-wave responses of the large stator for r = 10 and t = –90 deg. 
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Figure 4.32: The unit-wave responses of the large stator for r = 10 and t = 0 deg  
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Figure 4.33: The unit-wave responses of the large stator for r = 10 and t = 90 deg. 
 
 
4.3.4 Discussion 
 
As can be observed from the simulation results, the tangential force waves do have an 
effect on the vibrational behavior of an electrical machine stator. Moreover, the effect is 
seen either as an amplification or attenuation of the response compared to the response 
caused by the radial force wave acting alone. The tendency of the effect of the 
tangential force wave to increase as the wave number gets larger can also be observed 
from the curves above. The attenuation of the radial force wave can also be seen from 
Figures 4.19 and 4.26. 
 
Contradicting the earlier assumptions, the tangential forces begin to dominate at lower 
wave numbers for the small stator compared with the large stator, which can be seen 
from Figures 4.25 and 4.26, for example. One reason for this behavior is that the mode 
shapes of the stator are different in the sense that the teeth of the small stator bend 
remarkably, even at lower wave numbers. The reason for this might be the greater 
thickness of the yoke of the small stator. This phenomenon is demonstrated further in 
Figures 4.34 and 4.35, where the modes sensitive to the r = 5 excitation pattern of both 
stators are shown. The visual comparison of the mode shapes reveals that the behavior 
of the teeth of the small stator differs from that of those of the large stator. The teeth of 
the small stator bend locally, meaning that they are not perpendicular to the yoke any 
more, whereas the teeth of the large stator seem to remain perpendicular to the yoke. 
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Figure 4.34: The eigenmode of the small stator for f=2896 Hz. 
 
 
Figure 4.35:  The eigenmode of the large stator for f=690 Hz.  
 
The numerical simulations carried out verify Equation 4.42 very well qualitatively. 
However, the results are not so encouraging quantitatively. Equation 4.42 works well 
for the case when amplification occurs, i.e., with a zero or positive phase difference, but 
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fails to predict the behavior correctly in the case of a negative phase difference. It is 
difficult to suggest the reason for this inaccuracy without further investigation. One 
explanation for the deviations might be the inclusion of the windings in the numerical 
simulations, while the windings were neglected in the derivation of Equation 3.38. 
Despite being a rough estimation of the effect of the tangential force wave on the 
response, the concept of the total radial bending force (Equation 4.42) describes the 
effect of the tangential force waves on the vibration response in a qualitative way well. 
Equation 4.42 is an example of an analytical expression, which usually has the benefit 
of being simple and self-explanatory. Finally, if the stator is modeled as a thick 
cylinder, either with orthotropic shell elements or with solid elements, i.e., the teeth are 
left out, the only way to include the effect of the tangential force waves is to use an 
approach similar to that expressed by Equation 4.42. 
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5 Sound power calculation using unit-
wave responses  
 
 
This chapter is about the sound power estimation of an electrical machine. First, the 
basic equations of acoustics are presented. Then the Kirchhoff-Helmholtz integral 
equation is shown, which is the starting point for the boundary element method 
formulation. The approximate methods for the estimation of the radiated sound power 
are also introduced. A comparison of the approximate sound power calculation methods 
is made with BEM as the reference method. Then the cross-power errors related to the 
use of the unit-wave response-based sound power calculation are studied. Finally, a 
study is made of the effect of tangential force waves and modal filtering on the 
calculated sound power. 
 
As regards the scientific contribution of this thesis, Sections 5.2 and 5.3 are of the 
greatest importance and they relate to Items 2 and 9 in Section 1.4. 
 
 
5.1  Sound power calculation methods 
 
 
5.1.1 Introduction 
 
This section describes the sound power calculation methods used in the comparison. 
The first method is based on the direct boundary element formulation, which is assumed 
to be the most accurate method. The second method is the high-frequency boundary 
element method as presented by Herrin et al. (2006). The third method is the plate 
approximation method, which is based on the use of the radiation resistance matrix of a 
flat plate on an infinite plane. The fourth and last method is the basic method, which is 
based on the use of radiation efficiency and mean-squared surface-normal velocity to 
predict sound power. All of the methods presented here are intended for the sound 
power calculation of an exterior sound radiation problem in which the radiation takes 
place in an infinite free space.   
 
 
5.1.2 Boundary element method 
 
 
Helmholtz equation 
 
In linear acoustics, a time-harmonic sound pressure wave traveling in 3-D source-free 
lossless isotropic fluid obeys the Helmholtz equation (Morse & Ingard 1968): 
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( ) ( )2 2
0
, , 0,      p k p k
c
ω
ω ω∇ + = =r r     (5.1) 
 
where p(r,) is the complex sound pressure, r is the position vector, k is the wave 
number, ω is the angular frequency, and c0 is the speed of sound in the fluid in question. 
A radiating body immersed in the domain Va is shown in Figure 5.1. The solution of 
Equation 5.1 depends on the boundary conditions at the surfaces Sv, Ss, Sp, and Sz. 
 
The non-homogeneous Neumann boundary condition of the radiation problem at Ss and 
Sv is also known as the normal velocity vn(r,) condition (Fahy 2006):  
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ωρ
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r r r   (5.2) 
 
where (r,) is the given complex normal velocity distribution and 0 is the density of 
the fluid. X(r) presents a point defined by the vector r.    
 
The non-homogeneous Dirichlet boundary condition of the radiation problem at Sp is 
also known as the sound pressure condition:  
 
( ) ( ) p, , ,  ( )     p X Sω κ ω= ∈r r r     (5.3) 
 
where (r,) is the given sound pressure distribution.  
 
The Robin (Kirkup 1998) or mixed boundary condition at Sz is also known as the local 
impedance boundary condition: 
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( ) ( ) zn
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ω
ω
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r
r r
r
      (5.4) 
 
where z(r,) is the given specific normal acoustic impedance.  
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Figure 5.1: Exterior radiation problem with various boundary conditions (Fahy 2006). 
 
 
The free-field Green’s function 
 
If the radiating body in Figure 5.1 is replaced by a point source at a position r0 described 
by the time-harmonic spatial Dirac delta function (r – r0), Equation 5.1 becomes a non-
homogeneous Helmholtz equation:  
  
( ) ( ) ( )2 2 0, ,p k pω ω δ∇ + = − −r r r r            (5.5) 
 
The solution to Equation 5.5 also has to fulfill the Sommerfeld radiation condition, 
which means that as the dimensions of the domain Va are expanded towards infinity, the 
solution at the domain boundary Sa approaches zero. The Sommerfeld radiation 
condition can be stated as (Fahy 2006):  
 
( , )lim j ( , ) 0p kpω ω
→∞
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r r
r
          (5.6) 
 
It can be shown (Morse & Ingard 1968, p. 319) that the solution respecting both 
Equations 5.5 and 5.6 is 
 
( ) 0
j
0
0
e
, ,
4
k
G ω
− −
=
−
r r
r r
r r
     (5.7) 
 
Sa 
X( r ) 
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which is called the free-field Green’s function. The Green’s function is crucial in the 
development of the Kirchhoff-Helmholtz integral equation, since it is a known fact that 
any sound radiation problem can be expressed by the use of the weighted sum of 
Green’s functions and their normal derivatives distributed at the boundaries of a 
radiating body. 
 
 
Kirchhoff-Helmholtz integral equation 
 
The integral form of Equation 5.1 is often used in sound radiation calculation for several 
reasons, such as: 
 
• It can be used for the sound radiation calculation of bodies of any shape 
• It can be discretized for numerical calculations more easily than Equation 5.1  
• It utilizes the free-field Green’s function as a kernel, the properties of which 
are well known 
 
There are many formulations for obtaining the integral form of Equation 5.1. The 
formulation used in this thesis is the so-called direct formulation, which requires a 
closed surface S. The details are not presented here, since the formulation can be found 
in several textbooks, such as Fahy (2006). For future needs, a position vector rS is 
defined, which locates a point X on the surface of the radiating body. Thus  
 
S v s p z( ) ,    X S S S S S S ∈ = ∪ ∪ ∪ r            (5.8) 
 
Green’s second identity 
 
( )2 2d d
S V
S V
n n
ψ ϕϕ ψ ϕ ψ ψ ϕ∂ ∂ − = ∇ − ∇	 
∂ ∂         (5.9) 
 
is used in the formulation with the substitution 
 
S( , , )    and     ( , )G pψ ω ϕ ω= =r r r          (5.10) 
 
Finally, the Kirchhoff-Helmholtz integral equation is expressed as (Fahy 2006): 
 
S S
S S
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r r
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       (5.11) 
 
or alternatively, using Equation 5.2: 
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S
S 0 S n S
( , , )( ) ( , ) ( , ) j ( , , ) ( , ) d
S
G
c p p G v S
n
ω
ω ω ρ ω ω ω∂ = + ∂ 
r r
r r r r r r         (5.12) 
 
Equation 5.12 shows that if both the sound pressure and normal velocity distribution are 
known at the boundary S, the value of the sound pressure at the position r in the domain 
Va can be found by evaluating the integral on the right-hand side. 
 
Very often, the normal velocity distribution is given and the pressure distribution is 
unknown. In such a case, Equation 5.12 is called the boundary integral equation and the 
pressure has to be solved on the boundary with c(r) = –1/2. The boundary integral 
equation is usually solved numerically, which leads to BEM. 
 
In BEM, the boundary S is first discretized into elements with procedures similar to 
FEM, with the exception that the domain Va is not discretized. Then the boundary 
integral equation is discretized, resulting in matrix expressions for each term in the 
boundary integral equation (Ciskowski & Brebbia 1991; Kirkup 1998; Fahy 2006). If 
the normal velocity is given everywhere on S, the resulting matrix equation takes the 
form (Fahy & Walker 2004): 
 
=Ap b             (5.13) 
 
where p is the column vector of unknown nodal pressures. Equation 5.13 has to be 
assembled and solved for each frequency in question. 
 
Assembling the system matrices is challenging, because if r = rS, the free-field Green’s 
function becomes singular, which requires special attention. Another problem related to 
the exterior radiation problem is the non-uniqueness of the solution at certain 
frequencies, which has led to alternative approaches such as the Burton and Miller 
formulation and Schenk’s formulation, known as the CHIEF method (Kirkup 1998). 
 
Once the sound pressures at the boundary nodes are solved, the pressure in the domain 
Va can be calculated using Equation 5.12 with c(r) = –1, for example. The calculation of 
the radiated time-averaged sound power P() is carried out directly using the boundary 
pressures and normal velocities (Kirkup 1998): 
 
S n S
1( ) Re ( , ) ( , ) d
2
S
P p v Sω ω ω ∗ =   r r            (5.14) 
 
 
5.1.3 High-frequency boundary element method 
 
At high frequencies, the sound pressure and normal velocity distribution at the boundary 
S are related as (Herrin et al. 2006): 
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If the boundary normal velocities are known, the boundary integral equation can be 
solved approximately by inserting the sound pressure obtained from Equation 5.15 into 
Equation 5.12. The far-field pressure can be approximated by setting c(r) = –1 and 
evaluating the integral on the right-hand side in Equation 5.16: 
 
( )S
0 S n S
S S
j( , ) j ( , , ) ( , ) 1 1 d
S
p G v S
k
ω ρ ω ω ω
   
− ⋅ 
= − − + 	 
 	 

− −     

r r n
r r r r
r r r r
 (5.16) 
 
If the distance |r – rS| is large enough, e.g. several wavelengths at the lowest frequency 
in question, the radiated sound power can be calculated as (Herrin et al. 2006): 
 
a
a a
0 0
1 ( , ) ( , )( ) d ,        ( )
2
S
p pP S X S
c
ω ω
ω
ρ
∗
= ∈
r r
r       (5.17) 
 
where the calculation is assumed to take place at the boundary Sa (Figure 5.1). Equation 
5.17 is based on the fact that at sufficiently long distances from the sound source the 
sound pressure wave approaches a plane wave. For a plane wave, the particle velocity 
has only a component perpendicular to the wave front and thus 
 
( ) ( ) n
0 0
,
,     
p
c
ω
ω
ρ
=
r
v r u           (5.18) 
 
where un is a unit vector oriented in the direction of the wave propagation. 
 
 
5.1.4 Plate approximation method 
 
 
Radiation impedance matrix Z() 
 
If the Neumann boundary condition is applied everywhere at the boundary S, which is 
discretized into a total of N small elements or panels, the specific acoustic impedance Zij 
between the elements i and j is defined as (Arenas & Crocker 2001): 
 
( ) ( )( )n    
i
ij
j
p
Z
q
ω
ω
ω
=         (5.19) 
 
where pi() is the sound pressure at element i caused by the normal volume velocity 
qnj() of element j 
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where Sj refers to element j. If the size of an element is small compared to the 
wavelength, the sound pressure across an element can be assumed to be constant. For 
i = j, the quantity is known as the acoustic self-impedance and for ij it is called the 
acoustic transfer impedance. If Equation 5.19 is applied to all the element combinations, 
the result is an N×N radiation impedance matrix Z(). The radiation impedance matrix 
has the following properties (Koopmann & Fahnline 1997; Arenas & Crocker 2001): 
 
• It is a Hermitian matrix. 
• It depends only on the geometry of the boundary S and frequency . 
• The diagonal of Z() holds the self-impedances of the elements and the 
upper and lower triangular the transfer impedances. 
• The real part of Z() is the radiation resistance matrix R(), which is a 
symmetric and positive definite matrix. 
• For a radiating body of arbitrary shape, the radiation impedance matrix is 
generated by the use of some numerical method, such as BEM. 
 
 
 
Radiation resistance matrix-based sound power calculation 
 
Using the definition of a radiation impedance matrix and Equation 5.14, it can be shown 
that the radiated sound power is (Koopmann & Fahnline 1997; Arenas & Crocker 
2001): 
 
n n n n
1 1 1 1
1 1( ) ( ) ( ) ( ) ( ) ( ) ( )
4 4
N N N N
ij i j ij i j
i j i j
P Z q q Z q qω ω ω ω ω ω ω∗ ∗ ∗
= = = =
= +       (5.21) 
  
Since Rij()=Re{ Zij()} and Rij()= Rji() because of the symmetry of R(), 
Equation 5.21 becomes 
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H
n n
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T
n1 n2 nN
1 1( ) ( ) ( ) ( ) ( ) ( ) ( )
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N N
ij i j
i j
P R q q
q q q
ω ω ω ω ω ω ω
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∗
= =
= =
=
 q R q
q 
          (5.22) 
 
 
Sound power of a plate on an infinite plane 
 
Since a great number of the practical sub-assemblies and components of machinery are 
geometrically flat and because the acoustical behavior of a flat plate on an infinite plane 
is well known, research work is still being done in the field of plate radiators (Langley 
2007). Another reason for modeling the practical radiator as a plate is that the sound 
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power calculation, for example, is fast and straightforward, meaning that it can be used 
in real-time processes such as the active control of sound (Elliott & Johnson 1993; 
Langley 2007). If the plate approximation is accurate enough, it can be used in 
optimizing a design against sonic properties, which speeds up the iteration, as the use of 
full numerical procedures, such as BEM, can be avoided (Langley 2007). Thus, using 
Rayleigh’s second integral (Herrin et al. 2006): 
 
[ ]
P
0 P n P P( , ) 2 j ( , , ) ( , ) d
S
p G v Sω ρ ω ω ω= − r r r r        (5.23) 
 
where SP refers to the plate surface, the radiation resistance matrix of a flat plate lying 
on an infinite plane discretized into N elements is (Elliott & Johnson 1993; Fahy 2006): 
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where rij is the distance between elements i and j, respectively. 
 
 
5.1.5 Basic method 
 
The simplest and most straightforward method for the sound power calculation of a 
radiating body is carried out by using the expression (Cremer et al. 1987): 
 
( ) ( ) ( ) 20 0 n12P A c vω σ ω ρ ω=       (5.25) 
 
where A is the area of the radiator, σ() is the radiation efficiency, which typically has 
values between 0 and 1 (Cremer et al. 1987), and |v()|2 is the spatially averaged 
mean-squared surface-normal peak velocity. The accuracy of the result depends heavily 
on the radiation efficiency used. In many cases, the sound power calculation is carried 
out by setting σ()  1. Naturally, this approach gives “the worst case” approximation, 
i.e., it maximizes the estimation of radiated sound power. 
 
 
5.2 Comparison of sound power calculation methods 
 
 
5.2.1 Introduction 
 
In order to be able to compare the presented methods for sound power calculation, a 
simplified structural FE model of a medium-sized welded steel induction machine was 
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created. Then the unit-wave responses of the surface vibration displacements were 
calculated for the radial force waves r = 0, 2, and 4 by using the modal superposition 
principle presented in Section 4.1. The obtained displacement data were used as an 
input for the sound power calculation procedures.   
 
 
5.2.2 Description of the numerical model 
 
The structural modeling and the undamped eigenvalue/mode analysis were carried out 
using COMSOL MultiPhysics Version 3.3. Figures 5.2 and 5.3 show the FE mesh used 
in the eigenvalue analysis. The dimensions of the model are 1.7 × 1.1 × 1 m (L×W×H) 
and the stator dimensions hY = 0.1, Dout = 0.86, and L = 0.82 m. The boundary condition 
used in the eigenvalue analysis was clamped machine feet, which imitates the normal 
installation of the machine (Figure 5.2). Table 5.1 shows the most relevant material and 
FE mesh details of the model. The total number of degrees-of-freedom of the model is 
77613. The stator-flange connection was modeled as a line junction, see Figure 5.3. 
 
A total of 574 modes were calculated, covering the frequency range from 0-2906 Hz. As 
an example, the mode shape of mode 445 is shown in Figure 5.4. The surface 
displacements were calculated from 100 to 2600 Hz in steps of 20 Hz, resulting in a 
total of 126 displacement datasets. The feet of the machine were left out from the 
response calculation, since direct BEM was to be applied (Figure 5.5), and thus the 
number of surface nodes used in the calculation was 8447. The radial unit-force wave 
was used as an excitation and the number of calculation sweeps was three. The first 
sweep was calculated with the force wave number r = 0, the second with r = 2, and the 
third with r = 4. The maximum wave number was limited to four in order to avoid 
severe modal truncation errors. A hysteretic modal loss factor of 0.01 was used for all 
the modes. 
 
Table 5.1: The model details. 
Parameter Stator Frame 
Ex  [GPa] 207 200 
Ey [GPa] 207 200 
Ez [GPa] 800 200 
ρ [kg/m3] 12684 7850 
Gxy [GPa] 400 75 
Gzy [GPa] 33 75 
Gzx [GPa] 33 75 
νxy   0.3 0.33 
νzy    0.007 0.33 
νzx   0.007 0.33 
Element Solid, tetrahedral Triangular shell, Argyris-type 
No. of Elements 4135 20684 
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Figure 5.2: The finite element mesh of the simplified model. The domains (machine feet) 
colored dark gray are clamped. The thickness of the side, top and bottom plates is 10 
mm. The N-end and D-end plates are 25 mm thick each. 
 
 
Figure 5.3: The interior finite element mesh of the simplified model. The radial forces 
were applied to the dark surface. The thickness of the stator support flanges is 25 mm. 
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Figure 5.4: Mode shape of mode 445, frequency 2403 Hz. 
 
 
5.2.3 Calculation procedures 
 
 
Boundary Element Method (BEM) 
 
The 3×126×8447 displacement dataset, together with the FE mesh, were imported to 
SYSNOISE Rev. 5.6 (Figure 5.5). The BEM calculations were carried out at the VTT 
Technical Research Center of Finland (Saarinen 2008). The CHIEF method was used 
with 25 over-determination points inside the surface. The density value used was 
0 = 1.21 kg/m3 and the value for the speed of sound c0 = 345 m/s. The analysis was 
carried out with the following options, taken from the SYSNOISE log file: 
 
• BEM DIRECT  
• NODE  
• EXTERIOR  
• UNCOUPLED  
• UNBAFFLED   
 
The calculation results obtained from SYSNOISE were the total radiated sound power 
for each case and the corresponding radiation efficiency. 
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Figure 5.5: Surface mesh used in BEM calculation. 
 
 
High-Frequency Boundary Element Method (HFBEM) 
 
The same displacements as used in BEM were used for the sound-power calculation 
using HFBEM, which was implemented in MATLAB. The conversion from 
displacement to velocity is defined as 
 
( ) j ( )ω ω ω=v u       (5.26) 
 
where u() is the displacement. Since the surface mesh contained only triangular 
elements, the volume velocity qnj of each element j was approximated as 
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 r v r n    (5.27) 
 
where Aj is the area of element j, nj is the element unit normal vector located at the 
center of gravity of the element, and l is the local node index of the element. Using 
Equations 5.26 and 5.27, Equation 5.16 can be evaluated numerically, which gives 
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where pi(ri,) is the sound pressure i at location ri, rj is the location of element j, and N 
is the number of the elements, which was 16890 in this case. Finally, the radiated sound 
power was evaluated using Equation 5.29. The sound pressures were evaluated on a 
spherical surface centered to the geometrical center of the machine model. 
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In Equation 5.29, R is the radius of the calculation sphere and M is the number of 
evaluation points. In this case, the radius R was 15 m and M = 400. 
 
 
Plate approximation method 
 
The plate approximation method was implemented by dividing the mesh shown in 
Figure 5.5 into plate-like radiation groups. In this case, the total number of groups was 
six. The radiation groups are shown in Figures 5.6, 5.7, and 5.8. 
 
The sound power calculation was performed with MATLAB utilizing Equations 5.22 
and 5.24. The total radiated sound power was obtained by adding all the radiation group 
sound powers together, which gives  
 
( ) ( ) ( )
6
H
P,
1
1( )
2 i i ii
P ω ω ω ω
=
= q R q                 (5.30) 
 
In Equation 5.30, i stands for the radiation group index. The volume velocities qi() 
were obtained using Equation 5.27. 
 
 
Figure 5.6: The left-hand side and right-hand side radiation groups. 
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Figure 5.7: The D-end (in front) and N-end radiation groups. 
 
Figure 5.8: The top and bottom radiation groups. 
 
 
Basic method 
 
The basic method was applied in the same way as the plate approximation method, in 
other words by dividing the mesh into the same radiation groups as earlier. In this 
calculation case, the radiation index was set to unity; σ() = 1. Numerical evaluation of 
Equation 5.25 gives 
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In Equation 5.31, Ai is the total area of the radiation group i and J is the number of 
elements in the corresponding radiation group. 
 
 
5.2.4 Comparison of results and discussion 
 
The results of the sound power calculations with different methods are presented in 
Figures 5.9, 5.10, and 5.11. The sound power is expressed in decibels using the 
conversion 
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The sound power reference value in Equation 5.32 is used in the following graphs, 
unless otherwise stated. The calculations were made using a standard PC (2 GB RAM, 
2-GHz single-core processor) with Windows (Linux for BEM calculation) and the CPU 
solution times for each method are listed in Table 5.2 
 
Table 5.2: Solution times. 
Method Duration / Frequency Total duration 
BEM 10 minutes 21 hours 
HFBEM 4.8 seconds 10 minutes 
Plate approx. 57 seconds 2 hours 
Basic 0.17 seconds 22 seconds 
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Figure 5.9: The sound power unit-wave responses for r = 0. 
 
It is shown in Figure 5.9 that the plate approximation estimate for sound power has the 
largest deviations compared to BEM. Adding the fact that the method is also slow, it 
seems that the method is not suitable for the fast computation of sound power. HFBEM 
seems to give a satisfactory estimate, although it takes 10 minutes to finish the 
calculation task. As expected, the basic method does not do well at low frequencies, i.e., 
below 500 Hz. The reason is that the radiation efficiency tends to decrease towards low 
frequencies. Nevertheless, the method performs surprisingly well at higher frequencies.  
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Figure 5.10: The sound power unit-wave responses for r = 2. 
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Figure 5.11: The sound power unit-wave responses for r = 4. 
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Looking at Figures 5.10 and 5.11, it can be observed that the same behavior continues; 
the plate approximation does not provide satisfactory results. The errors seem to be 
slightly smaller, which might be due to the fact that the r = 0 excitation does not rotate. 
This feature makes the radiation process highly symmetric, which might explain the 
larger errors with r = 0 excitation. Another reason for the problem with the plate 
approximation is that there are a lot of vibrations at the edges of the radiation groups 
(Figure 5.4). Edge vibrations disqualify the assumption of an infinite plate, which 
means that in real life the edge modes of different radiation groups are highly coupled. 
 
The other methods also seem to benefit from the rotating excitation bringing asymmetry 
to the sound radiation process, since the differences compared to BEM seem to be 
smaller for r = 2 and 4. To conclude: if the goal is to see the global behavior of the 
sound power radiation curves, the basic method should be used, since it is extremely 
fast compared to the others, but for more stringent accuracy requirements HFBEM 
should be used.  
 
 
5.3 Observations on the unit-wave response-based 
sound power calculation  
 
 
5.3.1 Introduction 
 
This section is devoted to studying the validity of the unit-wave response-based sound 
power calculation. As stated in Section 2.4.3, the squared response can be calculated 
correctly if the assumptions presented there hold. For the case of deterministic 
excitation, such as a sinusoidal voltage supply at constant speed, if there are waves of 
different wave numbers at the same frequency, remarkable errors can be observed. 
Another problematic case is when there are standing or pulsating force waves in the air 
gap. The errors are studied through simulations of the sound power emission generated 
by two different force waves at the same frequency. 
 
The other topics in this section are the study of the effect of the tangential force waves 
on sound power and the effect of modal filtering on the calculation performance and on 
the estimated sound power. 
 
The sound power calculations in this section are carried out by using the basic method 
with frequencies ranging from 100 to 2600 Hz in steps of 5 Hz and with 0 = 121 kg/m3 
and c0 = 345 m/s. The same division into radiation groups as in the comparison case is 
also used here. 
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5.3.2 Validity of the unit-wave response-based sound power 
calculation 
 
 
An example: squared sound pressure caused by two force waves 
 
Assuming that the complex sound pressure at point i is caused by two spectrally 
constant amplitude and phase force waves with wave numbers r and m, the sound 
pressure pi() is expressed as 
( ) ( ) ( )
, ,
  i i r i mp p pω ω ω= +               (5.33) 
 
where pi,r() and pi,m() are the sound pressures caused by force waves r and m. Since 
the sound power is proportional to the sound pressure squared (Equation 5.29), the 
following is written: 
 
( ) ( ) ( ) ( ) ( ) ( )
, , , ,
  i i i r i m i r i mp p p p p pω ω ω ω ω ω
∗ ∗ ∗  = + +                (5.34) 
 
If the sound pressures are expressed in terms of unit-wave responses 
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ααω ω ω ω= =            (5.35) 
 
where Wir and Wim are the corresponding unit-wave responses, fr and fm are the 
spectrally constant force wave magnitudes, and rr and mm are the phase angles of the 
force waves, Equation 5.34 is rewritten as 
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where ir and im are the phase angles of the corresponding unit-wave responses. The 
frequency dependence in Equation 5.36 was dropped out for the sake of notational 
clarity. Using substitution 
,     
r m ir imr mγ α α θ β β= − = −             (5.37) 
Equation 5.36 becomes 
 
( ) ( )2 2 j j2 2f f 2 f f e ei i ir r im m ir im r mp p W W W W
θ γ θ γ+ − +∗  = + + +             (5.38) 
 
By using trigonometric formulas, Equation 5.38 is finally written as 
 
[ ]2 22 2f f 2 f f cos cos sin sini i ir r im m ir im r mp p W W W W θ γ θ γ∗ = + + −        (5.39) 
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The first two terms on the right-hand side in Equation 5.39 are the self-powers and the 
last term is the cross-power. It should be emphasized that the unit-wave response-based 
sound power calculation neglects the cross-power. This theoretical example using 
general farfield pressures shows that if there are two separate force waves which have 
the same frequency and magnitude of the same order, the cross-power is not zero and 
the calculated sound power is incorrect. 
 
 
Sound power generated by force waves r = 2 & m = 4 and r = 2 & m = –4 
 
The calculated sound power resulting from the waves r = 2 and m = 4 is presented in 
Figure 5.12. The magnitudes of the force waves are set to unity; fr = fm = 1. The black 
curve represents the sum of the self-powers for each wave. The blue curve is generated 
by using Equation 5.39, which is in principle the same as summing the force waves 
together spatially prior to sound power calculation. The phase difference  of the force 
waves is 0, 90, and 180 degrees in the blue, red, and green curves, respectively. 
 
As can be seen, there are differences among the calculated sound powers, but the 
deviations are reasonably small, especially at frequencies below 1500 Hz. Similar 
behavior can be observed from Figure 5.13 for r = 2 and m = –4. The reason for the 
small deviations lies in the fact that the unit-wave responses are different in spectral 
shape; see Figures 5.10 and 5.11. The r = 2 unit-wave response curve dominates around 
500 Hz, whereas the r = 4 response takes over at around 2200 Hz. The deviations are 
located at frequencies where the curves are of the same order of magnitude. 
 
 
Sound power generated by force waves r = 0 and m = 4 
 
The calculated sound powers generated by force waves r = 0 and m = 4 are shown in 
Figure 5.14. The curves in the figure differ from each other more than in the case of 
r = 2 and m = 4. The reason for the large deviations can be explained to a large extent 
by looking at Figures 5.9 and 5.11; the sound power unit-wave responses are similar in 
spectral shape, which means that unit-force excitation for both curves results in sound 
powers of similar magnitudes. This means that the errors related to cross-power are 
more clearly visible. 
 
Considering the excitation patterns found in real electrical machines fed with a 
sinusoidal voltage supply (see the lower part of Figure 3.10, for example), there usually 
exists only one remarkable force wave at a given frequency. Furthermore, if there is 
more than one force component present at the same frequency, the situation is still 
tolerable, provided that the wave numbers are far apart from each other, e.g. r = 4 and 
m = 16. Finally, it should be kept in mind that the studies presented here are related to a 
sinusoidal voltage supply. For a DTC frequency converter supply, the situation is totally 
different, since it was shown in Section 3.4 that the force waves are weakly correlated, 
which means that the cross-power is negligible.    
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Figure 5.12: The sound power generated by force waves r = 2 and m = 4. 
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Figure 5.13: The sound power generated by force waves r = 2 and m = –4. 
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Figure 5.14: The sound power generated by force waves r = 0 and m = 4. 
 
 
Sound power generated by force waves r = 4 and m = –4 
 
The last case deals with errors related to a pulsating force wave. The calculated sound 
power for the waves r = 4 and m = –4 is shown in Figure 5.15. As earlier, the 
magnitudes of the force waves are set to unity; fr = fm = 1. The phase difference  of the 
waves is 0 degrees, meaning that the pulsating wave has a magnitude of 2. The black 
curve is simply the sum of two unit-wave responses and the blue curve represents a 
situation where the absolute phase is rr = mm = 0 degrees and the calculation is 
carried out using Equation 5.39. Looking at the sound power curves around 2200 Hz, it 
can be observed that both the peaks exist for a unit-wave response-based result, whereas 
the lower peak is missing from the true zero phase pulsating force wave response, the 
blue curve. 
 
The red curve represents the case with rr=mm=/2, which means that the pulsating 
force wave is rotated 90 degrees clockwise. The rotated force wave produces a totally 
different response compared to the earlier response with a non-rotated force wave, the 
blue curve. Furthermore, a lower peak exists in the response for the rotated wave. This 
is probably due to the fact that the symmetric structural modes usually found in 
cylindrical objects are separated into different frequencies because of the inclusion of 
the machine frame. Thus the non-rotated wave excites one symmetric mode and the 
rotated wave excites the other symmetric mode. 
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The behavior of the system as a result of pulsating force wave excitation leads to an 
interesting fact; namely, if there are pulsating force waves resulting from a contra-
rotating tangential force wave, for example, the sound power of the machine depends on 
how the stator is positioned in the frame. This feature might result in differences in 
sound power levels between nominally identical machines (Karkosinski 1995). 
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Figure 5.15: The sound power generated by force waves r = 4 and m = –4. 
 
 
5.3.3 Effect of tangential force waves and modal filtering on the 
calculated sound power 
 
 
Effect of tangential force waves on the sound power 
 
The effect of the tangential force wave on the calculated sound power is studied by 
adding the component resulting from the tangential force to the radial force wave 
(Equation 4.46), which results in the total radial bending force being  
 
t tr jj
b te j2 sin e2
rr rF G φφ β = − 	 

 
                          (5.40) 
 
In Equation 5.40, the magnitudes of both the force waves are set to unity; |Fr| = |Ft| = 1. 
Since the process chain of excitation-structural vibration-sound radiation is linear, the 
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inclusion of a tangential force wave merely results in a scaling of the calculated sound 
power, as shown in Figure 5.16. The phase difference t shown in Figure 5.16 is the 
same as defined in Section 4.3.2. 
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Figure 5.16: Effect of tangential force wave on the sound power for r = 4. 
 
 
Effect of modal filtering on sound power 
 
The use of modal filtering aims to reduce the computation time of the forced response. 
As expressed in Section 4.1.3, the filtering is carried out only at the excitation degree- 
of-freedom, i.e., only the components of the normalized generalized force Q exceeding 
the limit set by the user are included in the forced response calculation. This results in a 
reduction of the modal space used in the calculation. The effects of modal filtering on 
the calculated sound power for the force wave with r = 4 are shown in Figure 5.17. 
Table 5.3 lists the amount of the modal reduction and the corresponding calculation 
time.  
 
Table 5.3: Effects of modal filtering. 
Qlim Modes used/all modes Calculation time [s] 
0 (no filter)  574/574 77 
0.01 364/574 52 
0.02 240/574 34 
0.05 116/574 23 
0.1 62/574 20 
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Figure 5.17 shows that using modal filtering is highly dependent on the objectives set in 
the calculation task; it removes the modes that are not participating significantly in the 
sound power emission and preserves the modes contributing most to the sound power. 
As can be seen in Figure 5.17, setting the filter limit should be done with care in order 
not to remove too many of the modes; this is naturally a decision to be taken by the 
user. 
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Figure 5.17: Effect of modal filtering on the sound power for r=4. 
 
 
5.4  Discussion 
 
The unit-wave response-based sound power calculation can be used if the cross-power 
is negligible. Particularly, if an electrical machine is fed with a DTC frequency 
converter, the advantages of the approach based on the unit-wave response are evident. 
This is due to the fact that the excitation is broadband in nature, which calls for a large 
number of force waves to be included in the sound power calculation. Moreover, the 
sound power unit-wave responses themselves are valuable data for the designer of the 
machine, since the critical frequency regions can be detected easily from the unit-wave 
response curves. As a motivation for further work, it should be noted that if the phase 
angles shown in Equation 5.39 can be evaluated, a correction reflecting the cross-power 
can be applied in the final sound power calculation results. 
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HFBEM seems to be the most accurate method for approximate sound power 
calculation. The only drawback of the method is that the partial sound powers are 
unavailable because the calculation has to be done for the whole structure. The basic 
method does not have this limitation and it is an option if, for example, the partial sound 
power of the left-hand-side radiation group is required; see Figure 5.6. 
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6 Experimental determination of unit-
wave response  
 
This chapter is about measuring the unit-wave response. First, the method of measuring 
the unit-wave response is described. Then the errors related to sweep measurements are 
discussed thoroughly. Finally, a case study is carried out that measures the unit-wave 
responses of a synchronous machine together with a comparison between the simulated 
and the measured unit-wave responses.  
 
Regarding the scientific contribution of this thesis, Sections 6.2, 6.3 and 6.4 are of the 
greatest importance and they relate to Items 3 and 4 in Section 1.4. 
 
 
6.1  Introduction 
 
As explained in Section 2.5, the experimental determination of the unit-wave response 
starts with the measurement of response signals, such as acceleration or sound pressure, 
during a slow speed ramp. The following aspects should be considered before the 
measurements are taken: 
 
• The machine has to be supplied from a sinusoidal voltage supply. 
• The magnetic flux and slip in the case of an induction machine should be 
kept constant during measurements. 
• The speed measurement data have to be in raw tacho pulse format, i.e., no 
DC tacho is allowed. 
• A measurement system capable of measuring long time series is needed 
• The ramp time has to be long enough; see Section 6.3. 
• In some cases, for permanent magnet machines the retardation time has to be 
increased by increasing the rotor inertia. 
 
In order to carry out the order analysis for the response signals and thus determine the 
unit-wave responses, the following data are needed from the speed ramp measurements 
and force calculation: 
 
1. Gapless time data history of the response signals. 
2. A full time data history of the tacho signal. 
3. Radial and tangential tooth force component time series from simulations.  
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6.2  Description of the measurement method 
 
 
6.2.1 Pre-processing of the response signals 
 
The response signals need processing prior to unit-wave response analysis. An order 
analysis is carried out in order to track the speed-related harmonics. Since it is known 
that the frequency of the forces of a machine supplied from a sinusoidal voltage source 
follow the shaft speed linearly, the corresponding frequencies of the responses are also 
located at different speed harmonics. A typical acceleration response time history during 
the deceleration of a synchronous motor is shown in Figure 6.1. A traditional 
spectrogram with a constant sampling frequency, together with an order map with 
speed-dependent sampling frequency from the same time history as in Figure 6.1, is 
presented in Figures 6.2 and 6.3. The data in the figures are expressed in decibels with a 
reference of 1 m/s2. The motivation for the use of order analysis is that it is a better 
method for extracting the harmonics related to shaft speed, since the tracking used in 
order analysis guarantees that the same amount of data is processed, regardless of the 
rotation speed. This means that the FFT window length is shorter at higher speeds and 
longer at lower speeds. Consequently, the sampling frequency is reduced at lower 
speeds and increased as the speed is increased. Finally, as a result of the analysis 
principle, the signal-to-noise ratio of the harmonic orders is increased. The description 
and details of the order analysis are presented in Randall (1987). In brief, the order 
analysis consists of the following signal-processing steps: 
 
1. Detection of the rising and/or falling edges of the tacho signal and 
calculation of speed. 
2. Use of the tacho-signal edges to track and synchronize the response signals. 
3. Division of the responses into tacho-synchronized blocks, depending on the 
order resolution desired. 
4. Speed-controlled low-pass filtering of each block. 
5. Resampling of each block with reference to current speed. 
6. FFT calculation of each block. 
7. Synchronous or power averaging for a number of specified blocks. 
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Figure 6.1: An example of an acceleration response time history during the 
deceleration of a synchronous motor. 
 
Figure 6.2: Spectrogram of the signal in Figure 6.1. 
 
 148 
 
Figure 6.3: Order map of the signal in Figure 6.1. 
 
 
6.2.2 Pre-processing of the excitation forces 
 
The magnetic tooth forces from simulations are put through 2-D FFT in order to 
transform the time-space data into a frequency-wave number representation (see Section 
3.1.3). Since the tangential tooth forces other than the wave number r = 0 are known to 
generate yoke bending, in addition to radial forces, a conversion from the tangential 
tooth force wave to the equivalent radial tooth force wave is needed. The sum of the 
radial and converted tangential tooth force waves is called the total radial bending force 
wave Fb. The equivalent radial bending force resulting from the tangential force is 
calculated by using Equation 3.40 and the total radial bending force wave is calculated 
using Equation 4.42. The total radial bending force is needed because the real forces 
acting on the system during the sweep measurements have both radial and tangential 
components. As an example, the frequency-wave number spectrogram of the total radial 
bending force of a synchronous motor is shown in Figure 6.4. 
 
If the magnetic flux is kept constant during the speed ramp and if it is assumed that the 
forces in the air gap stay constant in amplitude, only the frequencies of the force waves 
change as the rotational speed changes. If the frequency axis of the force spectrogram in 
Figure 6.4 is changed to orders instead, the presentation shown in Figure 6.5 is 
obtained. Looking at the total radial bending force in order-wave number format implies 
the constant spectral behavior of the force orders during the speed ramp, i.e., the orders 
do not change with respect to speed. The order map in Figure 6.5 is needed for the 
determination of the unit-wave response. 
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Figure 6.4: Spectrogram of the total radial bending force of a synchronous motor.  
 
Figure 6.5: Order-based spectrogram of the total radial bending force of a synchronous 
motor. 
 150 
 
6.2.3 Generation of unit-wave response curves 
 
After the pre-processing of the force and response data, the last step is the generation of 
unit-wave response curves. The process starts with the peak-picking of the dominant 
force components using the order map shown in Figure 6.5. Peak-picking is needed 
since the FE solution of the magnetic field is continuous in time and frequency and thus 
a finite force component exists at every frequency. The peak-picking procedure is 
shown in Figure 6.6, where the red dots mark the force components included in the 
determination of the unit-wave response. The rest of the force spectrum components are 
either computational noise or so small that they do not play any role in the structural 
vibration or sound radiation process. The peak-picking is carried out only for the wave 
numbers for which the unit-wave response curves are to be generated. 
 
Figure 6.6 shows a spectrum of the force wave with the wave number r = 0. As can be 
observed, there is a peak at order 120. Thus, the response order map is searched at order 
120 (same as the force order; Figure 6.7). If no other remarkable force wave with a 
different wave number at order 120 exists, the peak of the response between 300 and 
400 rpm in Figure 6.8 is probably due to the r = 0 total radial bending force wave 
passing through a structural mode i that has a large magnitude of the generalized force 
|Qi|; see Section 4.1. 
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Figure 6.6: The peak-picking procedure of r = 0 total radial bending force wave. 
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Figure 6.7: The order map of an acceleration signal of a synchronous motor. 
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Figure 6.8: The slice plot of order 120 of the acceleration response. 
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Figure 6.9: The slice plot of order 120 of the total radial bending force 
 
The order 120 slice plot of the force extracted from Figure 6.5 is shown in Figure 6.9. 
Even if there are force waves with different wave numbers present, their magnitudes are 
negligible, which means that their impact on the acceleration response is small. The 
unit-wave response is formed by scaling the response slice in Figure 6.8 by the value of 
the force component located at the position in which the wave number equals zero in 
Figure 6.9. The x-axis is converted to frequency by multiplying the order by the 
rotational speed of the shaft. The unit-wave response for the wave number r = 0 is 
shown in Figure 6.10. 
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Figure 6.10: The unit-wave response for r = 0. 
 
 
6.3  Effect of sweep rate on the accuracy of the results 
 
 
6.3.1 Introduction 
 
During the speed ramp measurements, one usually passes several structural resonances 
of the machine. Since no structural resonance can be excited in an infinitely short time 
(Newland 1989), there exists a limiting sweep rate in order to excite a structural mode. 
The same holds true for noise studies because the surface normal vibration generating 
sound radiation takes some time to build up. 
 
Another factor limiting the sweep speed is the frequency smearing in spectral 
measurements, which means that every sweep rate determines the minimum possible 
frequency resolution in the spectrum. Thus, if a very fine narrowband spectrum of the 
system being measured is required, the sweep rate has to be very low. This limiting 
factor is removed if order analysis is performed instead of direct FFT. The sweep rate S 
is defined as 
 
2 1
2 1
2 1
( ) ( )t t
t t
t t
S ω ω− >
−
= ,                   (6.1) 
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where  is the shaft angular frequency. 
 
ISO 7626-2: 1990 “Vibration and shock - Experimental Determination of Mechanical 
Mobility - Part 2: Measurements using single-point translational excitation with an 
attached vibration exciter” discusses the finite response time of structural eigenmodes 
and defines a maximum excitation sweep speed or rate Smax (Hz/s) as a function of the 
resonance frequency fi and the corresponding damping ratio 	i of mode i 
 
2 2
max 3.6 i iS f ζ≤             (6.2) 
 
Equation 6.2 guarantees that the amplitude error will be less than 5%. However, ISO 
7626-2 does not state anything about frequency and damping ratio errors. Furthermore, 
it is not always possible to fulfill the requirement of Equation 6.2 and thus one needs to 
know how large the errors are in such cases. For this reason, the behavior of an SDOF 
system (single-degree-of-freedom) with different linear excitation sweep rates is studied 
numerically in Appendix A. 
 
    
6.3.2 Effect of sweep rate on measurement results 
 
The sweep measurements introduce two sources of error:  
 
• Smearing of frequencies of FFT spectra, which limit the high-frequency 
sweep rates. 
• Build-up time of structural eigenmodes, which limits the low-frequency 
sweep rates. 
 
Smearing can be considered as a limitation resulting from the measurement method 
used, since the definition of the Fourier transform assumes that the process is stationary. 
The build-up time of structural eigenmodes is due to the physical nature of the system 
under investigation; see Appendix A. 
 
 
Smearing of frequencies in spectra 
 
Smearing takes place because the system is undergoing a change during the gathering of 
data for FFT analysis. Since the Fourier transform is defined only for stationary 
processes, some degree of smearing is inevitable. To limit the smearing, the following 
rule should be considered: 
 
maxn S T
∆
<      (6.3) 
 
where nmax is the order of the highest harmonic component, S is the sweep rate, T is the 
measurement time for a single FFT block, and  is the criterion for smearing; for 
example, if the smearing is to be limited within one frequency bin of the FFT, the 
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criterion gets the value 1. Equation 6.3 implies that if high-resolution spectra are 
required for some reason, the sweep rate has to be very low. It should also be noted here 
that the order analysis reduces the smearing. 
 
 
Errors related to the build-up of a structural eigenmode  
 
The error curves related to the build-up of a structural eigenmode as a function of the 
relative sweep rate Srel,i of mode i  
  
                                                    rel,i
i
SS f=          (6.4) 
 
are generated, shown, and discussed in Appendix A. 
 
 
6.4 Case study: the unit-wave response of a 
synchronous motor 
 
 
6.4.1 Introduction 
 
The method presented in Sections 6.1 and 6.2 was tested on a real electrical machine. A 
large synchronous motor manufactured by ABB Oy/Machines, Helsinki, Finland was 
selected for the unit-wave response measurements. The motor has a pole-pair number 
p = 4, a shaft height of 1.12 m, and a nominal shaft power of 14 MW. The 
measurements were carried at no-load conditions and with a sinusoidal supply voltage. 
 
A structural FE model of the same motor was also created for comparison purposes. The 
unit-wave responses for the wave numbers used in the measurements were also 
simulated using the model created. Then the measured and simulated unit-wave 
responses were compared, which shows that the unit-wave responses can be determined 
experimentally with reasonable accuracy. 
 
  
6.4.2 Description of the measurements 
 
 
The setup and measurement procedure 
 
The measurements were carried out on the test floor of ABB Oy/Machines, Helsinki. 
The motor was installed rigidly on a foundation without a prime mover. Accelerometers 
were attached to the outer shell of the stator using cyano-acrylate-based superglue in 
order to maintain an adequate measurement frequency range. Furthermore, the positions 
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of the transducers were selected according to the location of the axial stiffeners of the 
stator, ensuring a rigid radial contact with the stator yoke. 
 
The motor was supplied with a sinusoidal voltage supply in such a way that the flux 
remained constant during the speed ramp. The rotor excitation current of the motor was 
adjusted for the unity power factor. The motor was initially started to a speed of 75 rpm. 
After that the motor was slowly accelerated up to 720 rpm. At this point the terminal 
voltage and the rotor current were adjusted to the values specified. 
 
The data acquisition was started and the motor was brought down from 720 rpm (12 Hz) 
to 75 rpm (1.25 Hz) with a constant deceleration rate. The time for the sweep was set to 
180 s. A total of one tacho pulse signal and six acceleration time histories were captured 
in real time. Figure 6.1 shows one of the acceleration time histories.  
 
 
Figure 6.11: The transducer locations on the outer shell of the stator (see also Figure 
6.14). The dotted line shows the location of the axial stiffener of the stator behind the 
outer shell of the stator. 
 
 
Instrumentation 
 
The measurements were performed using MTS I-Deas Pro 9 software and a Hewlett-
Packard VXI front-end equipped with Hewlett-Packard E1432 digitizers. The sampling 
rate was 10 kHz. A Braun C118 Moviport optical tachometer was used to capture the 
speed pulses. The accelerometers used were of the type 4507 manufactured by Brüel & 
Kjær. 
 
 
Measurement data analysis 
 
The measured time histories and the calculated tooth forces were imported to MATLAB 
for order analysis and unit-wave response generation. The order map of the total radial 
bending force wave is shown in Figure 6.12. Each one of the six acceleration time 
histories was first processed into an order map and then the order maps were averaged 
together (see Figure 6.13). A total of four unit-wave response curves were extracted 
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from the order maps, as described in Sections 6.1 and 6.2. Table 6.1 shows the data used 
for the unit-wave response curve calculation. Since the relative sweep rates shown in 
Table 6.1 are small, the resulting mode build-up errors can be considered negligible (see 
Figures A.6-A.8 in Appendix A). The measured unit-wave responses are shown in 
Figures 6.16-6.18. 
 
 
 
Table 6.1: The analysis parameters. 
UWR wave number Fb [N peak] Order Srel 
0 6.4 120 0.0096 
4 20.4 116 0.017 
4 5.5 124 0.019 
8 7.2 112 0.0048 
 
 
 
Figure 6.12: The order map of the total radial bending force wave of the synchronous 
motor at no-load. 
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Figure 6.13: The averaged order map of the radial acceleration responses of the outer 
shell of the stator. 
 
 
6.4.3 Description of the numerical simulations 
 
 
Numerical model  
 
The structural modeling and the undamped eigenvalue analysis were carried out using 
NX I-deas Version 5m1. A total of 1500 modes were calculated, covering the frequency 
range from 0-1800 Hz (Mäkinen 2008). Figure 6.14 shows the FE mesh used in the 
eigenvalue analysis. The main dimensions of the model are 4 × 2.5 × 2.5 m (L×W×H) 
and the stator dimensions are hY = 0.12, Dout = 1.820, and L = 1.350 m. The boundary 
condition used in the eigenvalue analysis was clamped machine feet, which imitates the 
normal installation of the machine (see Figure 6.14). Table 6.2 shows the most relevant 
material and FE mesh details of the model. The total number of degrees of freedom of 
the model is 50184. 
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Figure 6.14: The FE mesh of the model for the synchronous motor. The domains 
(machine feet) in dark gray are clamped. The stator is shown in dark red. The white 
arrows indicate the locations for both the response calculation and transducers. 
 
Since in this case the stator of the synchronous motor is equipped with radial cooling air 
ducts, the material parameters derived in Section 4.2 cannot be used. Thus, a similar 
stator to the one used in the model was measured and analyzed using the methodology 
presented in Section 4.2. The stator that was used for the material parameter extraction 
is shown in Figure 6.15. The derived material parameters are shown in Table 6.2. 
   
 
Figure 6.15: The stator used for derivation of the material parameters for the FE 
model. 
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Table 6.2: The model details. 
Parameter Stator Frame 
Ex  [GPa] 185 207 
Ey [GPa] 185 207 
Ez [GPa] 36 207 
ρ [kg/m3] 14500 7820 
Gxy [GPa] 70 80 
Gzy [GPa] 36 80 
Gzx [GPa] 36 80 
νxy   0.3 0.29 
νzy    0.003 0.29 
νzx   0.003 0.29 
Element Thin shell, type 94 Thin shell, types 91 and 94 
No. of Elements 780 11007 
 
 
Simulation of the unit-wave responses 
 
The radial nodal accelerations at the locations shown in Figure 6.14 were calculated 
using the modal superposition method described in Section 4.1. The radial unit force 
wave was used as an excitation and the number of calculation sweeps was three. The 
first sweep was calculated with a force wave number r = 0, the second with r = 4, and 
the third with r = 8. A hysteretic modal loss factor of 0.03 was used for all the modes. 
Each sweep produced six unit-wave response curves, which were averaged together, 
resulting in a single curve. 
 
 
6.4.4 Results and discussion 
 
The measured and simulated unit-wave responses for r = 0, 4, and 8 are shown in 
Figures 6.16-6.18. A reasonable agreement between the measured and simulated unit-
wave responses can be observed from the curves below. The greatest difference 
between the curves is observed for the extensional mode r = 0, which implies values of 
Young’s moduli Ex and Ey that are too low. For the other two modes, where shearing 
and pure bending dominate, better results are achieved. This is probably due to the value 
of the shear modulus Gxy being too high. Finally, a slight asymmetry of the real 
structure seems to exist, which can be observed in the measured unit-wave response for 
r = 4. This fact might call for the readjustment of the simulation model. 
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Figure 6.16: The measured and simulated unit-wave responses for r = 0. 
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Figure 6.17: The measured and simulated unit-wave responses for r = 4. 
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Simulated, η =3%, r=8
Measured, r=8
 
Figure 6.18: The measured and simulated unit-wave responses for r = 8. 
 
 
6.5  Discussion 
 
The method used for the experimental determination of unit-wave response presented in 
this chapter can be considered as a complementary method to be used together with the 
traditional method of modal testing. Especially at high frequencies, where the modal 
density of the structure is higher, the measurement of the unit-wave response can 
provide additional information about the dynamics of the structure of the electrical 
machine. However, there are still matters that need further attention and study in future 
work. These matters include, to mention just a few: 
 
• Do the forces stay constant during the sweep ramp? One factor affecting the 
forces in an induction machine is the slip, for example. If the forces change 
during the sweep ramp, then the solution to this is to calculate the forces at 
several speeds and to use an interpolation for the remaining speed points. 
• The method presented in this chapter should also be tested for sound power. 
One way of doing this could be to use a multichannel measurement system 
with a reasonable number of microphones. Then the sound pressure data 
during the speed ramp should be acquired simultaneously from all the 
channels. Finally, the sound power data as a function of speed should be 
generated using some standard sound power determination method, such as 
ISO-3744.    
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7 Summary and discussion 
 
 
This chapter is devoted to the summary and discussion of the results of this thesis. First, 
the direct or traditional method and the method based on the unit-wave response for the 
calculation of the sound power of an electrical machine are compared, followed by a 
discussion of the experimental determination of the unit-wave response. The issues 
essential for the simulation of the sound radiation from the structure of an electrical 
machine, such as the total magnetic tooth force coupling, the material parameters of the 
machine stator, and the use of approximate methods for the calculation of sound power, 
are also addressed and discussed. Second, the significance of the work is evaluated with 
respect to the work done by others in this field. Finally, some notes on open issues and 
future work are provided. 
 
 
7.1  Summary 
 
Following the direct method, the calculation of the sound power caused by magnetic 
force waves acting on the teeth of the stator of an electrical machine is a three-stage 
process. First, the radial and tangential magnetic tooth force waves in the air gap are 
calculated, usually by using 2-D FEM. Then a structural-dynamical model of an 
electrical machine is created. The mechanical modeling can be carried out with various 
ways, as discussed in Section 1.2.2. Irrespective of the modeling method chosen, the 
structural response, namely the outer surface normal vibration velocity, is calculated for 
the magnetic excitation forces given, since the sound radiation originates from the 
surface normal velocity. Finally, the radiated sound power is calculated by using some 
of the methods outlined in Sections 1.2.3 and 5.1. The described sound power 
simulation process, although theoretically exact, is numerically heavy and time-
consuming, which means that the solution time ranges are more often hours than 
minutes. Thus, the direct method cannot be considered as a practical approach to 
electrical machine design or one for everyday use. 
 
The new unit-wave response-based method proposed in this thesis can speed up the 
sound power calculation task. First, the sound power unit-wave response curves are 
generated for each radial and tangential force wave number in question. The unit-wave 
responses are calculated by using the direct method described above and stored for later 
use. The total sound power is calculated by adding up the unit-wave responses, 
weighted by the corresponding force wave. In this way, the direct method is employed 
only once, which relieves the designer of the need to run a lengthy simulation in each 
case. Obviously, if the stator frame configuration is changed, a new set of unit-wave 
responses needs to be generated. Fortunately, in many design tasks, the stator and frame 
geometry are fixed and the focus is on the slot number combinations, which means that 
the unit-wave response-based method can be used effectively, provided that the changes 
in the slot numbers are not dramatic. 
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The only disadvantage of the method is the cross-power error. If there is more than one 
remarkable force wave active at the same frequency, the cross-power effect of the 
waves can produce errors in the estimated sound power. The cross-power effect is 
observed only if the separate force waves are statistically correlated, which is true for a 
machine supplied from a sinusoidal voltage source or from a converter with a fixed 
modulation frequency. In the case of a DTC converter-fed machine, the force waves are 
weakly correlated, which was verified in this work. If the direct method is used in 
calculating the sound power of a machine supplied from a DTC converter, several 
simulation runs are required, since the force waves resulting from converter voltage 
distortion are stochastic in nature. If the unit-wave response method is used instead, 
only the force waves need to be calculated, by averaging the results together from 
several simulation runs, which is highly advantageous.   
 
A method for the experimental determination of the unit-wave response was also 
developed in this work. The key idea of the method is to use the calculated tooth forces 
as the wave input to the machine, which makes the method feasible for already-
manufactured machines without the need to install any special excitation system. The 
responses can be any swept time signals, such as accelerations and/or sound pressures, 
which are post-processed by using the standard order analysis methods. The method 
was tested for a large synchronous machine fed from a sinusoidal voltage supply at no-
load and the results were compared with the simulated unit-wave responses of the same 
machine. The comparison results were found to be highly promising. Thus, the method 
can be considered as a complementary tool to the traditional modal testing, especially at 
high frequencies, where the modal density of the structure is high. The drawback of the 
method is that it relies on the accuracy of the calculated tooth forces, which can cause 
errors in the results. Furthermore, as the machine itself generates the excitation, the 
number of tooth force waves is limited; this depends on the pole-pair number of the 
machine and the winding design. 
 
A study of how the tooth forces are coupled to the structure was made. The motivation 
for the study comes from the fact that if the stator is modeled with shell elements, the 
insertion of tangential forces is somewhat complicated, since the teeth are absent from 
the structural model. Usually, the shell elements are used to model only the yoke and 
the effect of the teeth is included as increased mass and stiffness of the yoke. Thus, the 
torque experienced by the tooth as a result of tangential (and radial) force waves is 
converted into an equivalent force couple acting on the yoke middle surface by a simple 
analytical expression. In this way, the tangential forces can be included in the shell 
element model. The sum of the radial and converted tangential force waves is termed 
the total yoke-bending force wave. The analytical expression shows that the total yoke-
bending force wave is either smaller or larger in magnitude than the radial force wave 
alone, depending on the phase difference between the radial and tangential force waves. 
Furthermore, if the tangential force wave rotates in the opposite direction compared to 
its radial counterpart, a standing force wave formation is observed. In order to study the 
accuracy of the analytical conversion expression, radial response simulations were 
performed for two freely supported stators with different geometrical dimensions. The 
stators were modeled with solid elements and the responses were calculated by using 
modal superposition. The outcome of the study was that the analytical expression is 
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qualitatively correct, meaning that the phenomena described above could be observed 
from the simulation results. However, the analytical expression is too simple for the 
accurate quantitative estimation of the response.     
 
The material parameters of the stator were investigated through experimental modal 
analysis and through numerical modal analysis. The primary aim was to extract material 
parameters for a thick cylinder model describing the stator. The secondary aim was to 
examine the effect of VPI impregnation on the material parameters of the stator core. 
The material parameters were extracted by minimizing the differences between the 
measured and calculated natural frequencies, mode shapes, and modal damping factors. 
The complex modal analysis of a thick orthotropic cylinder was performed using the 
Rayleigh-Ritz method, which also enables the orthotropic loss factor of the structure to 
be extracted. The minimization of the differences was carried out in two steps, first the 
fitting of the real part of the elasticity matrix and then the imaginary part of the 
elasticity matrix. In order to see the effect of the simplification of the model on the 
material parameters, a 3-D solid model of the stator was also created and fitted to the 
measurement results. The main result of the investigation was that the VPI impregnation 
stiffens the stator core axially and reduces the damping factors. It was also observed that 
being elastically orthotropic, the loss factor of the stator also depends on the orientation 
of the stator sheet. Finally, the material parameters obtained from fitting the thick 
cylinder differ remarkably from those obtained through fitting the 3-D solid model, 
which is evident, since the effect of the teeth and winding is included in the material 
parameters of the thick cylinder model.      
 
Although accurate, BEM is numerically heavy and thus the calculation time is long, a 
drawback that motivated a search for faster approximate methods for the calculation of 
the sound power of an electrical machine. A plate approximation method using radiation 
resistance, high-frequency BEM (HFBEM), and the basic method utilizing the radiation 
efficiency were tested against BEM with direct formulation. The test was carried out by 
creating a simplified structural model of a middle-sized induction motor with a welded 
steel frame for which the surface normal vibration unit-wave responses were calculated 
for various wave numbers. The vibration responses were used as a source of sound 
radiation for all the methods and the corresponding sound powers were calculated. BEM 
was considered as the reference method and on the basis of this the outcome of the 
comparison was that HFBEM delivered a good compromise between accuracy and 
solution time and should be seriously considered as an alternative method for the sound 
power estimation of welded steel electrical machines. Surprisingly, the basic method 
also delivered acceptable results. The plate approximation method failed to produce 
satisfactory results.     
 
 
7.2  Significance of the research 
 
This work contributes to the calculation of the electromechanical noise of electrical 
machines. A new approach to the calculation of the sound power of electrical machines 
based on unit-wave responses is presented. The need for the new method originates 
from the fact that direct calculation, which is widely utilized in the research in this field, 
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is numerically heavy and time-consuming. In particular, the electrical machine industry 
needs a sound power calculation method for everyday use that is faster and more 
memory-efficient than the direct method. The process of simulating a sweep response of 
a vibration or noise with a given unit force wave has already been discussed and 
presented in the literature. However, the use of these responses for the calculation of the 
total sound power output of a machine with its real force wave distribution has not yet 
been presented in the literature. Furthermore, the experimental determination of the 
unit-wave responses using the existing forces in the air gap of an electrical machine has 
not been studied either. In addition, the error correction curves caused by the structural 
mode build-up error have not yet been published in the literature. 
 
Because the new method needs the unit-wave response curves, the curves have to be 
generated using direct calculation, which leads to the search for an approximate method 
for the sound power calculation of a vibrating body in order to speed up the process. 
The core idea is to replace BEM in the sound radiation calculation process with a faster 
and simpler method without sacrificing the accuracy of the results too much. In this 
work, HFBEM was found to be appropriate for the calculation task. HFBEM is well 
documented in the literature, but no research results concerning its use in calculating the 
sound power of a welded steel frame electrical machine have been published.  
 
The effect of the tangential force waves on the vibration and noise has been studied in 
the literature to some extent. However, there are still issues that have not been 
investigated in depth, such as the effect of phase and the direction of rotation of the 
tangential force wave on the total response. In this thesis, these issues were studied 
further and it was found that a proper phasing between the radial and tangential force 
waves causes a cancellation of the waves, for example. As a result, the tangential force 
waves should not be left out of the response calculation. In large, slowly rotating 
electrical machines the ratio of the stator yoke thickness to the stator diameter is very 
small, which in many cases leads to a structural model in which the stator is modeled 
with shell elements. If this is the case, another way to insert the tangential excitation 
into the model is needed, since the model lacks the stator teeth. In this work, a simple 
analytical conversion expression for the inclusion of the tangential force waves into a 
stator modeled with shell elements was derived. The expression became necessary 
because no such derivation exists in the literature dealing with electrical machinery 
noise. Finally, as the new sound power calculation method is at its best in the case of 
machines fed from a DTC converter, an answer to whether the force waves with 
different wave numbers are strongly or weakly correlated was sought. In this work, the 
correlation was found to be weak, which has not been reported earlier in the literature.      
 
The stator core of an electrical machine is not structurally isotropic. Moreover, the 
windings add complexity to the system from the modeling point of view. The outcome 
of this is that in order to succeed in simulating the responses, one cannot use isotropic 
material properties for the stator. Without exception, the only way to access the material 
parameters is to carry out experiments, such as modal testing. The subject of extracting 
the stator material parameters experimentally has been widely studied in the literature. 
The main focus has been on the elastic properties of the stator, such as the Young’s 
modulus. However, the structural dissipation characteristics of the stator have not 
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gained the attention they deserve. Furthermore, the effect of the vaporized pressure 
impregnation on the structural properties of the stator core has not been thoroughly 
studied in the literature. In this work, a method for extracting both the elastic and 
dissipation properties of the stator using complex modal analysis of a damped 
orthotropic thick cylinder, together with experimental modal analysis, is presented. The 
described model of the stator is suitable for large machines in which the ratio between 
the yoke thickness and the stator diameter is small. Finally, the effect of the vaporized 
pressure impregnation on the material properties of the stator core is studied and 
reported, a result that has not been reported in the literature.       
 
 
7.3  Open issues and future work 
 
Rome was not built in a day. The same applies to the discipline of calculating the sound 
power of an electrical machine caused by magnetic forces. Although reasonably 
extensive, this work did not handle all the aspects of the sound power calculation of an 
electrical machine. There are still items left which need more attention. The following 
list addresses the items that are important from the noise calculation point of view and 
should be studied further: 
 
• The end windings of the stator should be included in the models somehow. 
As observed in the modal testing of the stator, some modes could not be 
explained by the simple thick cylinder model. 
• A better conversion expression for mapping the tangential force into the 
yoke-bending force couple is needed. 
• A measurement method for unit-wave response using a constant modulation 
converter supply should be developed. This would enable the unit-wave 
response to be determined in situ, since it is easier to use a converter supply 
to generate sweep responses than to use a sinusoidal supply. The sinusoidal 
supply requires a large facility of driving generators, which limits the 
applicability of the method, especially in the high-power range of machines. 
• The measurement method of the unit-wave response should also be tested for 
sound power. 
• The method for the calculation of the sound power using unit-wave 
responses should be tested against the measured sound power. 
• The sound-power calculation of an electrical machine using FEM with 
infinite elements should be tested. 
• Since the stator and the frame of an electrical machine are modally different, 
the unit-wave response generation using the hybrid method presented in 
Section 1.2.2 should also be investigated. This approach is also justified for 
the reason that the magnetic excitation is distributed in a highly deterministic 
manner (waves).  
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A Study on the errors related to the 
 build-up of structural resonance 
 
 
A.1 Numerical study of structural eigenmode build-up 
 
To study the effect of the damping ratio, resonance frequency, and sweep rate on the 
accuracy of resonance peak detection, a speed ramp test was simulated with a simple 
spring-mass system (see Figure A.1). For mathematical convenience, the viscous 
damping model was used in the study. All the simulations were run with the same mass 
and stiffness, resulting in a constant resonance frequency of 20 Hz (M = 1 kg, 
K = 15791 N/m). 
 
f(t)
x(t)
CK
M
 
 
Figure A.1: The SDOF system (single-degree-of-freedom) used in the simulations. 
 
The damping ratio and sweep rate were varied during the simulations. It is also assumed 
that the resonance frequency is approximately the same as the eigenfrequency of the 
system, which is justified if the system damping is low (Ewins 2001). The relative 
sweep rate Srel,i of mode i is defined as the primary sweep parameter 
 
                                                     rel,i
i
SS f=           (A.1) 
  
Equation A.2 shows the equation of motion for the system forced with a linear 
excitation sweep f(t) with an amplitude of 1 N. Since an exact closed form solution of 
Equation A.2 is unknown (Newland 1989), the MATLAB initial value numerical solver 
ode45 based on a Runge-Kutta time integration algorithm was chosen for the 
simulations. 
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In Equation A.2, x is the displacement, 0 is the starting frequency, and S is the sweep 
rate. 
 
Figures A.2, A.3, and A.4 show the most relevant results of the simulations. The curves 
are the envelopes of the underlying sinusoidal motion of the system. Figures A.2 and 
A.3 reveal that if the structural mode is well damped, the system tolerates higher sweep 
rates and vice versa. On the basis of the simulations made, the following observations 
can be made: 
 
• The magnitude of the peak of the envelope curve of the response is always 
smaller than the exact value 
• Using a positive sweep rate results in too high an estimation of the resonance 
frequency and a negative sweep rate does the opposite 
• In principle, the responses of the system for different sweep directions are 
not symmetrical about the resonance frequency (Newland 1989). However, 
the differences are very small in practice; see Figure A.4. 
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Figure A.2: The response of the system with different relative sweep rates for damping 
ratio 	 = 0.1%. 
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Figure A.3: The response of the system with different relative sweep rates for damping 
ratio 	 = 1%. 
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Figure A.4: The effect of the sweep direction on the system response. 
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A.2  Errors related to the build-up of an eigenmode 
 
As an example, a motor with the pole pair number p = 2 is to be swept from 600 to 3000 
rpm for unbalance response measurements on a floor that has an eigenmode around 35 
Hz. If the sweep rate can be controlled, Equation 6.2, rewritten here as 
 
2 2
max 3.6 i iS f ζ≤             (A.3) 
 
could be used to determine the maximum sweep rate. In this case, a good estimate for 
the damping ratio is 0.5%, and the use of Equation A.3 gives a maximum sweep rate of 
Smax = 0.11 Hz/s, which means that the speed ramp should last at least 363 s. In the case 
of coast-down measurements, the sweep rate cannot be controlled easily, which is to say 
that Equation A.3 is useless. Thus, in order to estimate the errors related to the sweep 
measurement, another approach has to be adopted.  
 
After each simulation run, the resulted displacement vs. frequency envelope graph was 
curve-fitted to the exact SDOF frequency response curve applying the principle of least 
squares through the use of the Nelder-Mead Simplex search (see Figure A.5). The exact 
frequency response curve was obtained by applying Laplace transform to Equation A.2 
with the assumption of a constant frequency time-harmonic excitation with unit 
amplitude (Newland 1989). The curve-fitting results (frequency, amplitude, and 
damping ratio) were compared to the exact values. The errors for each case are plotted 
in Figures A.6, A.7, and A.8. A total of 48 cases were studied. 
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Figure A.5: An example of curve fitting in the error analysis; Srel=0.0625, 	=1%. 
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Figure A.6: Absolute value of the magnitude error as a function of relative sweep rate 
for different damping ratio values. 
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Figure A.7: Frequency error as a function of relative sweep rate for different damping 
ratio values. 
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Figure A.8: Damping ratio error as a function of relative sweep rate for different 
damping ratio values. 
 
A.3 Discussion 
 
Since the speed ramp measurements require some understanding of the system under 
investigation, i.e., the location of resonance frequencies and the related damping ratios, 
no simple rules for the error estimation are presented here. However, the issues 
observed in the simulated cases provide a good basis for planning a speed ramp 
measurement: 
 
• Equation A.3 shows that a system with low frequency modes and low 
damping needs very slow sweep rates for good accuracy of the results 
• Equation A.3 also shows that the acceptable sweep rate increases to the 
square of the resonance frequency and damping, meaning that a mode at 
1000 Hz can be swept through much faster, for example 
• The frequency estimation is the most insensitive to sweep rates, while the 
damping estimates degrade rapidly as the sweep rate is increased (Figures 
A.7 and A.8) 
• The magnitude estimation errors fall somewhere between the frequency and 
damping errors (Figure A.6) 
• The sweep direction affects the sign of the error of the frequency estimation 
(Figure A.4) 
• The error curves in Figures A.6, A.7, and A.8 are normalized with respect to 
the resonance frequency, which means that the error curves can be utilized 
for various sweep rate-resonance frequency combinations 
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