Among all symmetries constraining topological band spectra, chiral symmetry is very distinguishable. It is naturally realized as a sublattice symmetry in a host of physical systems as diverse as electrons in solids, photons in metamaterials and phonons in mechanical networks, without relying on sophisticated material designs or crystalographic properties. In this article, we introduce a generic theoretical framework to generalize and elucidate the concept of topologically protected zero modes in chiral matter. We first demonstrate that, in the bulk, the algebraic number of zero-energy states of chiral Hamiltonians is solely determined by the real-space topology of their underlying frame: the chiral charge. In insulators this charge vanishes, however the boundary can support zero modes which emerge in materials bearing a finite chiral polarization. We establish that this chiral polarization naturally distinguishes chiral gapped phases from one another by measuring the spatial imbalance of the bulk excitations on each sub-lattice. Crucially, the chiral polarization is not set by the sole topology of Bloch Hamiltonians, but reflects its intimate relation with the underlying frame geometry. We close our article explaining how the essential interplay between interfacial chiral charge and bulk chiral polarization resolves long-standing ambiguities in the definition of topologically-protected edge states, and redefines the very concept of bulk-boundary correspondence in chiral matter.
I. INTRODUCTION
A century after the foundations of band theory of solids by Félix Bloch [1] , our understanding of the topological structure of Bloch theory has lead to the discovery of new electronic states of matter ranging from topological insulators to topological superconductors [2] [3] [4] [5] [6] [7] . This revolution built on two cornerstones: the abstract classification of the topology of Bloch eigenspace based on Hamiltonian symetries [8] [9] [10] [11] [12] [13] [14] [15] , and the practical correspondence between bulk topology and the existence of boundary states [2] [3] [4] [5] [6] 16] . During the past decade, these two generic principles spread frantically across fields as diverse as photonics, acoustics, or mechanics, leading to design principles and practical realization of maximally robust waveguides [17] [18] [19] .
Among the number of symmetries constraining wave topology, chiral symmetry has a special status. Out of the three fundamental symmetries of the overarching tenfold classification, it is the only one naturally realized with all quantum and classical waves. It generically takes the form of a sub-lattice symmetry when waves propagate in frames composed of two connected lattices A and B, with couplings only between A and B sites, see e.g. Fig. 1a . In electronic systems, the archetypal example of a chiral insulator is provided by the Su-Schrieffer-Hegger (SSH) model of polyacetylene [20] . In mechanics, the Hamiltonian description of bead-and-spring networks is intrinsically chiral [21] [22] [23] : the A sites correspond to the beads, and the B sites to the springs. In topological photonics and cold atoms chiral wave guides are among the simplest realizations of topological phases.
In this article, we establish that the zero-mode content of chiral insulators stems from an intimate tango between Bloch-Hamiltonian topology and the real-space frame structure. We show how this interplay rectifies the paradigmatic bulk-boundary correspondence built on a sole spectral picture.
In bulk, we show that the chiral charge, which counts the imbalance between the number of sites on the sublattices A and B, predicts the number of zero-energy modes of all Hamiltonians defined on a given chiral frame. To distinguish chiral insulators, where the chiral charge vanishes, we use their chiral polarization defined as the spatial imbalance of the bulk waves on the two sublattices. This essential quantity although akin to the time-reversal polarization of Z 2 insulators [24] is not merely set by the Bloch Hamiltonian topology but also by the underlying frame geometry. At boundaries, we show how the chiral polarization prescribes the surface chiral charge, and therefore the full edge content of chiral matter. The intimate relation between the surface chiral charge and the bulk polarization redefines the very concept of bulkboundary correspondence in chiral materials from condensed matter, to mechanics and photonics.
II. FROM CHIRAL CHARGE TO CHIRAL POLARIZATION AND ZAK PHASES
Introducing the concepts of chiral charge and polarization, we demonstrate that bulk properties of chiral matter are determined by an intimate interplay between the frame topology, the frame geometry and the chiral Zak phases of Bloch Hamiltonians.
A. Chiral charge and chiral polarization
We consider the propagation of waves in chiral material associated to d-dimensional frames including two arXiv:2002.02850v1 [cond-mat.str-el] 7 Feb 2020 sublattices A and B. The wave dynamics is defined by a Hamiltonian H. By definition, the chiral symmetry translates in the anti-commutation of H with the chiral unitary operator C = P A − P B , where P A and P B are the two orthogonal projectors on the sub-frames A and B. Simply put, in the chiral basis where C is diagonal, H is block off-diagonal. a.
b.
FIG. 1. Lattices with a finite chiral charge. a. The Lieb (left) and dice (right) frames are both characterized by an imbalance between the number N A and N B of sites. In both cases the chiral charge per unit cell equals 1. Any Hamiltonian defined on these frames possesses a flat energy band. b. Illustration of two band spectra associated to chiral Hamiltonians defined on the Lieb (left) and dice (right) frames. The two band spectra are computed for tight-binding Hamiltonians with nearest neighbour coupling and a hopping parameter set to 1, see e.g. [25] .
In order to determine the relative weight of the wave functions of H on the two sub-lattices, we introduce the chiral charge
where the average is taken over the complete Hilbert space. Using the basis of fully localized states, we readily find that M is fully prescribed by the frame topology: the chiral charge counts the imbalance between the number of A and B sites: M = N A − N B . We can however also evaluate Eq. (1) in the eigenbasis of H. Indexing by n the energy bands of H, the eigenstates of the chiral Hamiltonian come by pairs of opposite energies related by |−n = C |n . Chirality therefore implies that the chiral charge is solely determined by the zero modes of H as M = n n| C |n = 0| C |0 . Noting that the |0 states are eigenstates of the chiral operator with eigenvalue +1 when localized on the A sites and −1 when localized on the B sites, it follows that M also is an algebraic count the zero modes of H:
This equality is the classical result established by Maxwell and Calladine in the context of structural mechanics [26, 27] and independently discussed by Sutherland in the context of electron's localization [28] . It implies that the spectral properties of H are constrained by the frame topology. In particular, frames with a nonvanishing chiral charge impose all chiral Hamiltonian to possess flat bands. This simple prediction is illustrated in Fig. 1 where we show the Lieb and the dice lattices, which are both characterized by a chiral charge per unit cell equal to one. All Hamiltonians defined on these classical lattices are bound to support at least one flat band, Fig. 1b . No chiral insulators exist on the Lieb and dice lattices. By contrast, in chiral insulators, no zero-energy bulk modes exist and M must vanish. To probe the relative weight of the wave functions on the two sub-lattices, we therefore introduce the chiral polarization vector Π j = 1 2 Cx j . As, in chiral systems, the |±n states contribute equally to Π, we henceforth use the definition
with j = 1, . . . , d and where E < 0 indicates that the average is taken over the occupied states. In electronic systems, Π j corresponds to the algebraic distance between the charge centers associated to the A and B atoms, see Fig. 2 where we plot the Wannier functions associated to the two sub-lattices of a SSH model. In mechanical networks, Π j is the vector connecting the stress-weighted and displacement-weighted positions. A vanishing polarization indicates that the average locations of the stress and displacement coincide. Conversely, a finite chiral polarization reveals an asymmetric mechanical response discussed in [29, 30] .
B. Chiral polarization: an interplay between Zak phases and frame geometry
In electronic insulators there exists a direct relation between the electric polarization and the so-called Zak phase picked up by the Bloch states as they are transported across the Brillouin zone [31] [32] [33] [34] . More generally holonomy proved to be an effective tool to characterize the topology imposed by lattice symmetries [10] [11] [12] [13] [14] [15] . Building on this body of work, we relate the chiral polarization of a material to the two Zak phases of waves projected on sub-lattices A and B.
To do so, we first choose a unit cell and consider the basis of Bloch states |k, α = R e ik·R |R + r α , where R is a Bravais lattice vector, α labels the atoms in the unit cell and k is the momentum in the Brillouin Zone (BZ).
We henceforth use a convention where the Bloch Hamiltonian H(k) is periodic in the BZ, see [32, 35] and Appendix A 1. More quantitatively, considering first Hamiltonians with no band crossing [36] , we define the A sublattice Zak phase of the n th energy band along direction j as
where the |u n (k) are the eigenstates of H k , and C j the non-contractible loops over the Brillouin zone defined along the d crystallographic axes. γ B j (n) is defined analogously on the B sublattice. The (intercellular) Zak phase is given by the sum of γ A j (n) and γ B j (n) [37] . In Appendix B, we show how to decompose the chiral polarization into a spectral and a frame contributions:
where a is the lattice spacing (assumed identical in all directions), γ A j and γ B j are the sublattice Zak phases defined by
In Eq. (5) the p j are the components of the geometricalpolarization vector connecting the centers of mass of the A and B sites in the unit-cell:
In crystals, Eqs. 5 quantifies the difference between the polarity of the ground-state wave function Π and the geometric polarization of the frame p. This difference is finite only when the two sublattice Zak phases differ.
III. TOPOLOGY OF CHIRAL INSULATORS
We now elucidate the intimate relation between the chiral polarization and the band topology of chiral gapped phases. We outline the demonstrations of our central results below and detail them in Appendix C.
A. Sublattice Zak phases and winding numbers
Computing the Wilson loop of the non-Abelian connection A n,m (k) = u n (k)| ∂ k |u m (k) along C j , we show that chirality relates the d Zak phases γ A j + γ B j to the windings of the Bloch Hamiltonian as
where w j = i/(4π) Cj dk · Tr ∂ k HCH −1 ∈ Z. The total Zak phase is quantized but the arbitrary choice of 
FIG. 2. Chiral polarization and Wannier functions. a.
Square of the Wannier amplitude projected into the A (red) and B (blue) sublattices for the ground state configuration of the two-band SSH model as defined in [38] , with hopping ratio t1/t2 = 0.79. The chiral polarization Π = x A − x B is negative: the chain is left polarized regardless of the choice of unit cell. b. The Bloch Hamiltonian winding number encodes the chiral polarization relative to a particular unit cell. It depends on the choice of unit cell and can take any integer value for a given ground state. The magnitude of the winding number varies linearly with the distance between the A and B sites defining the unit cell.
the origin of space implies that both γ A and γ B are only defined up to an integer. As a matter of fact, a mere U (1) gauge transformation |u n → e iαn(k) |u n arbitrarily modifies γ A j (n) and γ B j (n) by the same quantized value:
By contrast, the difference between the two sublattice Zak phases is left unchanged by the same gauge transformation which echoes its independence on the space origin. Evaluating the winding of H(k) using the Bloch eigenstates in Appendix C 1, we readily establish the essential relation
Chirality quantizes the sublattice Zak phases of chiral insulators, even in the absence of inversion or any other specific crystal symmetry. γ A j and γ B j are however not independent. Combining Eqs. (8) and (9) we can always define the origin of space so that γ A j = 0 and γ B j = πw j . The d winding numbers of Eq. (9) characterize the topology of H(k). In particular, if for a given Wigner-Seitz cell the corresponding H(k) is associated to a finite winding (w j = 0), then it cannot be smoothly deformed into the atomic limit defined over the same unit cell. The set of winding numbers is however poorly informative about the spatial distribution of the charges in electronic systems, or about the stress and displacement distributions in mechanical structures. The values of w j are defined only up to the arbitrary choice of unit cell required to construct the Bloch theory. A well known example of this limitation is given by the SSH model, where the winding of H k can either take the values 0 or ±1 depending on whether the unit cell's leftmost site belongs to the A or B sublattice, see Fig. 2a and Appendix D. We show in the next section, how the chiral polarization alleviates this limitation.
B. Disentangling Hamiltonian topology from frame geometry
Equations (5) and (9) provide a clear geometrical interpretation of the winding number w j as the quantized difference between the geometrical and the chiral polarization:
We can now use this relation to illuminate the very definition of a chiral topological insulator. The chiral polarization Π j = Cx j E<0 is a physical quantity that does not depend on the specifics of the Bloch representation. Therefore computing Π j for two unit cells (1) and (2), we find that the windings of the two corresponding Bloch Hamiltonians H (1) (k) and H (2) (k) are related via Eq. (10) as
This essential relation implies that one can always construct a Bloch representation of H where H(k) is topolog-ically trivial, at the expense of a suitable choice of a unit cell geometry. As a matter of fact, a suitable redefinition of the unit cell can increase, or reduce the geometrical polarization, and therefore the winding numbers, by an arbitrary large multiple of a j as illustrated in Fig. 2b . For instance in the case of Hamiltonians with nearest neighbor couplings (|w j | ≤ 1), applying Eq. (11) to Wigner Seitz unit cells, we find that there exist as many topological classes of H, as different geometrical polarizations in the Wigner-Seitz cells. This number provides a direct count of the chiral 'atomic limits' of H.
Defining the topology of a chiral material therefore requires characterizing both the winding of its Bloch Hamiltonian, and the frame geometry. Remarkably, this interplay provides an insight on topological band properties from the sole inspection of the frame structure.
C. Inferring band topology from frame geometry
There exists no trivial chiral phase in one dimension: one can always choose a Wigner-Seitz cell such that the Bloch representation of H has a non-vanishing winding. As a matter of fact, the geometrical polarization of the Wigner-Seitz cells can only take two finite values of opposite sign depending on whether the leftmost site in a unit cell is of the A or B type, see Fig. 3a . Equation (11) therefore implies that, in 1D, there always exists, at least, two topologically distinct gapped phases smoothly connected to two atomic limits. The two gapped phases are characterized by two distinct pairs of winding numbers defined by two inequivalent choices of unit cells. In other words all SSH Hamiltonians are topological.
Similarly, in d > 1 only frames having a geometrical polarization invariant upon redefinition of the Wigner-Seitz cell can support topologically trivial Hamiltonians. Equation (11) indeed implies that a topologically trivial Hamiltonian H constrains the frame geometry to obey p
for all pairs of unit cells and in all directions j. We show a concrete example of such a frame in Fig. 3b .
In the next section, we discuss the crucial role of the frame topology and geometry on the bulk-boundary correspondance of chiral phases.
IV. BULK-BOUNDARY CORRESPONDANCE.
A. Topological chiral charge of surfaces and interfaces
We now establish a bulk-boundary correspondance relating the chiral polarization to the number of zero modes supported by the free surface of a chiral insulator. More specifically, we consider a crystalline insulator I terminated by an arbitrarily complex chiral surface B 1 as illustrated in Fig. 4a . We start with a simple situation by smoothly deforming the Hamiltonian of I into an atomic limit. In the proper Wigner-Seitz cell, the chiral and geometrical polarizations are equal (Π 1 = p 1 ) as the winding vector vanishes (w 1 = 0). The Wigner-Seitz cell then prescribes the spatial extent of the free surface: B 1 is the region of space that cannot be tiled by the unit cell compatible with the atomic limit, Fig. 4a . Noting that I is a gapped phase, all the zero modes, if any, must be localized in B 1 . Their algebraic count is then given by the chiral charge of the surface region V = M B1 .
As the atomic limit was taken without closing the gap, this count holds for the initial Hamiltonian as well. Let us show how this seemingly geometrical count relates to the topology of the Bloch Hamiltonians. To do so, we change the definition of the unit cell in the bulk, which requires a redefinition of the boundary region: B 1 → B 2 , see Fig. 4b . The chiral charge of this new interface is then given by the change in the geometrical polarization of the unit cell: M B2 − M B1 = 1 a (p 2 − p 1 ) ·n, wherê n is the outward normal to ∂I. Importantly, the invariance of the chiral polarization formalized by Eq. (11) relates the surface chiral charge to the windings of the bulk Hamiltonian as w I 2 = (1/a)(p 1 − p 2 ). These two relations demonstrate how the frame topology, the frame geometry and the band topology of Bloch Hamiltonians define a bulk-boundary correspondence generic to all chiral insulators:
This bulk boundary correspondence indicates how the naive Maxwell count of the zero-energy modes provided by the surface chiral charge M B is corrected by the winding of the Bloch Hamiltonian in the bulk. In addition, it illuminates the geometrical implication of a nonzero winding. A finite w I indeed echoes the impossibility to tile defect-free frames with unit cells compatible with the Hamiltonian atomic limit. Two comments are in order. Firstly, we stress that Eq. (12) is readily generalized to interfaces separating two chiral insulators I L and I R : V = M B +w IL ·n L +w IR ·n R , see e.g. Fig. 4c . Secondly, the formula given by Eq. (12) coincides with the Kane-Lubensky index introduced in their seminal work to count the zero-energy modes localized within isostatic mechanical networks [23] We have shown here that this index defines a bulk-boundary correspondence generic to all chiral insulators.
B. Resolving the SSH ambiguity
Given the historical and pedagogical importance of the SSH model illustrated in Fig. 4c , it is worth discussing the consequences of Eq. (12) for this one-dimensional system. Within the ten-fold classification of topological gapped phases, 1D chiral insulators are characterized by the winding of their Bloch Hamiltonian. Following the standard bulk-boundary-correspondence principle one would then expect the number of topologically protected edge states to be given by the difference of the winding numbers across an interface. Eq. (12) reveals that the number of zero-energy edge states is not solely determined by the Bloch Hamiltonian topology. V can either be fully determined by the frame, or the Bloch Hamiltonian topology depending on the specific choice of the unit cell underlying the Bloch representation. This result therefore settles a long-standing ambiguity in the topological characterization of the simplest possible example of a topological insulator [37, [39] [40] [41] [42] [43] [44] . Neither the topology of the SSH Bloch Hamiltonian, nor its boundary correspondence rely on inversion symmetry, both are however defined only relative to a unit-cell prescription. This results suggests questioning the practical relevance of the paradigmatic bulk-boundary correspondence beyond the specifics of chiral symmetry.
V. CONCLUSION
We have established that the frame topology and the frame geometry conspire with Bloch Hamiltonian topology to determine the bulk and surface properties of chiral matter. In the bulk, the frame topology fully determines the algebraic number of zero-energy modes counted by the chiral charge M. Chiral insulators, however, are distinguished one another via their chiral polarization Π set both by the frame geometry and Bloch-Hamiltonian topology. At their surface, the number of zero-energy states is prescribed by the interplay between the Bloch Hamiltonian topology and the frame geometry in the bulk on one hand, and by the frame topology of the boundary on the other hand. This subtle tango goes beyond the bulk-boundary-correspondence principles solely based on Hamiltonian topology. We stress that chiral symmetry, expressed as a sublattice symmetry, translates real-space into spectral properties without relying on any crystalline symmetry, and therefore complement the classification of topological quantum chemistry [45] [46] [47] [48] .
We expect our framework to extend beyond Hamiltonian dynamics when dissipative processes obey the chiral symmetry [49] . We therefore conjecture that real-space topology, geometry and non-Hermitian operator topology should cooperate in chiral dissipative materials as diverse as cold atoms to photonics and mechanics.
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Appendix A: Bloch theory and Wannier functions
Conventions for the Bloch decomposition
For the sake of clarity, we first introduce the main quantities used throughout all the manuscript to describe waves in periodic lattices. We note |Ψ n,k the Bloch eigenstates. They correspond to wavefunctions x|Ψ n,k = ϕ n,k (x)e ik·x , where k is the momentum in the Brillouin Zone (BZ), and where the normalized function ϕ n,k has a periodicity of one unit cell [32] . In this article, we use the following convention to express the Bloch states as a superposition of plane waves:
where α labels the different atoms in the crystal, and |k, α represents the Fourier transform of the real-space position basis: |k, α = R exp(ik · R) |R + r α , R being a Bravais lattice vector and r α a site position within the unit cell. We stress that here the components u n,α (k) are periodic functions of k over the BZ. It is worth noting, however, that there exists multiple conventions to decompose the Bloch states as discussed e.g in the context of graphene-like systems in [50] [51] [52] . A common alternative uses nonperiodic components over the BZ which carry an additional phase encoding the position of each atom within the unit cell: |Ψ n,k = αũ n,k,α e ik·rα |k, α . We will comment on the translation of our results from one convention to the other in the next Appendix section.
Wannier functions
By definition the Wannier function associated to a Bloch eigenstate is given by the inverse Fourier transform (up to a phase):
where k · ≡ (a/2π) d BZ d d k ·. Note that for sake of clarity, we here and henceforth assume that the spectrum does not include band crossings. The technical generalization of our results to degenerated spectra is straightforward but involves some rather heavy algebra, see e.g. [32] .
Appendix B: Relating the chiral polarization to the chiral Wannier center
We detail below how to derive the relations between the average projected positions, the chiral polarization and the corresponding sublattice Zak phases.
Projected position operator and sublattice Zak phases
Ignoring the distinction between the A and B sites, we can first compute the action of the position operator on the Wannier states following [32] :
where in the last step we applied an integration by parts, using that |Ψ n,k = |Ψ n,k+G with G a primitive reciprocal vector. The generalization of Eq. (B1) to the position operator projected on the sublattice a = A, B is straightforward:
x| XP a |W n,R = k e −ik·R e ik·x (R + i∂ k ) P a ϕ n,k (x), (B2) which allows us to define the average positions x a n,R restricted to the site a = A, B and to the n th band excitations:
x a n,R ≡ W n,R |P aX P a |W n,R =R k ϕ n,k |P a |ϕ n,k
where Ω is the volume of the BZ, |ϕ n,k = e −ik·X |Ψ n,k , and Γ a Zak (n) is the vector composed of the d sublattice Zak phases associated to the n-th band:
We can further simplify Eq. (B3) noting that the orthonormality of the |ϕ n,k implies ϕ n,k |P A + P B |ϕ n,k = 1 and ϕ n,k |P A − P B |ϕ n,k = 0, which yields ϕ n,k |P a |ϕ n,k = 1/2. All in all, we find a simple relation between the average of the position operator and the Zak phase of the Bloch eigenstates over the BZ:
x a n,R =
Chiral polarization and sublattice Zak phases
We are now equipped to compute the chiral polarization, defined as the difference between the expected value of the projected position operators over the occupied eigenstates (n < 0). It readily follows from Eq. (B5) that Π corresponds to the difference of the sublattice Zak phases:
Two comments are in order. Firstly, the sum could have been also taken over the unoccupied states (n > 0). As C 2 = I, the sublattice phase picked up by |ϕ n,k is indeed the same as that of its chiral partner |ϕ −n,k = C |ϕ n,k . Secondly, we stress that Eq. (B6) does not depend on the specific convention of the Bloch representation. This relation, however does not disentangle the respective contributions of the frame geometry and of the Hamiltonian on the chiral polarization. To single out the two contributions, we now use the specific Bloch representation (A1). Given this choice, the sublattice Zak phase is naturally divided into two contributions leading to
The first term on the r.h.s. is the intracellular contribution to the Zak phase while the second is proportional to the sublattice intercellular Zak phase following to the definitions of [37] γ a j (n) ≡ i dk j α∈a u * n,α (k)∂ kj u n,α (k).
Summing Eq.(B7) over all occupied bands, and using the orthogonality of the chiral component u n,α we then recover our central result:
where p = α∈A r α − α∈B r α is the geometrical polarization of the corresponding unit-cell and γ a = n<0 γ a (n). The chiral polarization is the sum of one contribution coming only from the frame geometry and one contribution characterizating the geometrical phase of the Bloch eigenstates.
Chiral polarization in different Bloch conventions
Although the physical content of the chiral polarization does not depend on the choice of the Bloch convention, it is worth explaining how to derive its functional form for the other usual representation where |Ψ n,k = αũ n,α (k)e ik·rα |k, α . Within this convention the total Zak phase takes the form
which does not allow the distinction between the geometrical and the Hamiltonian contributions to Π when performing the sum over the occupied band in Eq. (B6). This observation further justifies our choice for the Bloch representation.
Appendix C: Topological indices of chiral insulators 1.
Quantization of the intercellular Zak-phase in chiral insulators
In order to establish the quantization of γ j = γ A j + γ B j , we resort to the Wilson loop formalism reviewed e.g. in Ref. [53] .
Let us first recall the definition of the non-Abelian Berry-Wilczek-Zee connection along the Brillouin zone for a set of smooth vectors |u n (k) , n = 1, ...M :
The associated Wilson loop operator defined along the path C j through the Brillouin zone is given by the ordered exponential
The topological properties of a generic gapped chiral Hamiltonian are conveniently captured by smooth deformations yielding a flat spectrum E = ±1. The corresponding Bloch Hamiltonian is then given by where the sign ± identifies the sign of the eigenvalue E = ±1 and the normalized vectors e B n form a basis of the Hilbert space of Q † . The non-Abelian connection (C1) for the negative (resp. positive) energy states then takes the simple form
It follows from the definition of the Wilson-loop operator (Eq. (C2)) that the intercellular Zak phase for the negative energy bands γ = γ A + γ B is defined in terms of the Wilson loops for the non-Abelian connection A − (k) as
The quantization of all d intercellular Zakk phases then follows from Eqs (C2) and (C5):
where the mod (2π) indetermination stems from the choice of the branch cut of the complex ln function, and where w j is the standard winding of the chiral Hamiltonian (C3):
We therefore conclude that the d Zak phases are topological phases defined modulo 2π.
Relating the sublattice Zak phases to the Winding of the Bloch Hamiltonian
We here demonstrate the essential relation gven by Eq. (9). To do so, we relate the winding w j to the sublattice Zak phases by evaluating the trace in Eq. (C10) using the eigenstate basis. Noting that u n |∂ k H(k)CH −1 (k)|u n = −2 u n |C∂ k |u n , the winding takes the simple form w j = − i 2π Cj dk n u n |C∂ k |u n .
Decomposing the chiral operator on the two sublattice projectors C = P A − P B , yields
FIG. 5. Unit cell transformation. We illustrate the definition of the Rα vectors using the simple example of a SSH chain. For the first atom (empty symbol) R1 = ax while R2 = 0 for the second atom (solid symbol).
Quantization of the sublattice Zak phases
Eqs. (C9) and (C13) shows that both the sum and the difference of the sublattice Zak phases are quantized:
It then follows that both sublattice phases γ A j and γ B j are integer multiples of π.
Appendix D: How the winding number of a chiral Bloch Hamiltonian change upon unit cell redefinition Starting from a chiral Hamiltonian H, we demonstrate below the relation between the winding numbers associated to the Bloch Hamiltonians constructed from different choices of unit cells, Eq. (11) .
The definition of Bloch waves and Bloch Hamiltonians require prescribing a unit cell. Starting with a first choice of a unit cell geometry, say unit cell (1), we can write H (1) (k) in the chiral basis as
Let us now opt for a second choice of unit cell, say choice (2). The Bloch Hamiltonians H (1) and H (2) are then related by a unitary transformation
where the components of the unitary matrix are given by
where the R 12 α are the Bravais vectors connecting the position of the atoms in the two unit-cell conventions, see Fig. 5 for a simple illustration. We note that, we have implicitly ignored the trivial redefinitions of the unit cell that reduce to permutations of the site indices. We can then express the winding of H (2) using Eq. (D2) in the definition of Eq. (C10), which yields
(D4) Expanding the gradient, using the trace cyclic property and noting that [C, U ] = 0, we find w (2) 
