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COMPACT REPRESENTATION OF THE FULL BROYDEN
CLASS OF QUASI-NEWTON UPDATES
OMAR DEGUCHY, JENNIFER B. ERWAY, AND ROUMMEL F. MARCIA
Abstract. In this paper, we present the compact representation for matrices
belonging to the the Broyden class of quasi-Newton updates, where each up-
date may be either rank-one or rank-two. This work extends previous results
solely for the restricted Broyden class of rank-two updates. In this article, it
is not assumed the same Broyden update is used each iteration; rather, dif-
ferent members of the Broyden class may be used each iteration. Numerical
experiments suggest that a practical implementation of the compact represen-
tation is able to accurately represent matrices belonging to the Broyden class
of updates. Furthermore, we demonstrate how to compute the compact rep-
resentation for the inverse of these matrices, as well as a practical algorithm
for solving linear systems with members of the Broyden class of updates. We
demonstrate through numerical experiments that the proposed linear solver is
able to efficiently solve linear systems with members of the Broyden class of
matrices to high accuracy. As an immediate consequence of this work, it is now
possible to efficiently compute the eigenvalues of any limited-memory member
of the Broyden class of matrices, allowing for the computation of condition
numbers and the ability perform sensitivity analysis.
Limited-memory quasi-Newton methods; quasi-Newton matrices; eigenvalues;
spectral decomposition; inverses; condition numbers
1. Introduction
Quasi-Newton methods for minimizing a continuously differentiable function
f : ℜn → ℜ generate a sequence of iterates {xk} such that f is strictly decreasing
at each iterate. Crucially, at each iteration a quasi-Newton matrix is used to ap-
proximate ∇2f(xk) that is assumed to be either too computationally expensive to
compute or unavailable. The approximation to the Hessian is updated each itera-
tion using the most recently-computed iterate xk+1 by defining a new quasi-Newton
pair (sk, yk) given by
sk
△
= xk+1 − xk and yk
△
= ∇f(xk+1)−∇f(xk).
The quasi-Newton Broyden family of updates is given by
(1) Bk+1 = Bk −
1
sTkBksk
Bksks
T
kBk +
1
yTk sk
yky
T
k + φk(s
T
kBksk)wkw
T
k ,
where φk ∈ ℜ and
wk =
yk
yTk sk
−
Bksk
sTkBksk
.
For φk ∈ [0, 1], Bk+1 is said to be in the restricted or convex Broyden class of up-
dates. Setting φ = 0 gives the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update,
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arguably the most widely-used symmetric positive-definite update and a member
of the restricted Broyden class. For φ 6∈ [0, 1], the sequence of quasi-Newton ma-
trices generated by this update is not guaranteed to be positive definite. The most
well-known update not in the restricted Broyden class is the symmetric rank-one
(SR11) update, which is obtained by setting φk = (s
T
k yk)/(s
T
k yk − s
T
kBksk).
Recently, there has been renewed interest in the entire Broyden class of updates,
and in particular, in negative values of φ. Research has shown that negative values
of φ are desirable [7] and under some conditions, quasi-Newton methods based on
negative values of φ exhibit superlinear convergence rates [7, 16]. There has also
been empirical evidence that φ < 0 may lead to more efficient algorithms than
BFGS [16, 14].
In this paper, we present the compact representation for the full Broyden class
of quasi-Newton matrices, allowing φ to be negative and to change each iteration.
We also demonstrate how to efficiently solve linear systems with any member of the
Broyden class using the compact representation of its inverse. This paper can be
viewed as an extension of the results found in [10, 11], which presented the compact
representation for members of the restricted Broyden class and their inverses, as well
as a practical method for solving linear systems involving only restricted Broyden
class matrices (i.e., φ ∈ [0, 1]).
One important application of the compact representation is the ability to effi-
ciently compute the eigenvalues and a partial eigenbasis when the number of stored
pairs is small [10], which is the case in large-scale optimization with so-called
limited-memory quasi-Newton updates. In this setting, only the most recently-
computed M quasi-Newton pairs {(sk, yk)}, k = 0, 1, . . . ,M − 1, are stored and
used to update Bk+1 using the recursive application of (1). Typically, in large-scale
applications M ≤ 10 regardless of n, i.e., M ≪ n (see, e.g., [8]). With the eigen-
values it is now possible to compute condition numbers, compute singular values,
and perform sensitivity analysis.
This paper is organized in seven sections. In the second section, we review the
compact formulation for the restricted Broyden class of updates (φ ∈ [0, 1]) as
well as overview the efficient computation of their eigenvalues. The main result of
the paper is in Section 3 where the compact representation is given for the entire
Broyden class of updates that allows for φ to change each update. In this section,
we also present a practical iterative method to compute the compact representation.
In Section 4, we show how to perform linear solves with any member of the Broyden
class using the compact representation of their inverse. Numerical experiments are
reported in Section 5. Finally, Section 6 contains concluding remarks, and Section
7 includes acknowledgements for this work.
1.1. Notation and assumptions. Throughout this paper, we make use of the
following matrices:
Sk
△
=
(
s0 s1 s2 · · · sk
)
∈ ℜn×(k+1),(2)
Yk
△
=
(
y0 y1 y2 · · · yk
)
∈ ℜn×(k+1).(3)
Furthermore, we make use of the following decomposition of STk Yk ∈ ℜ
(k+1)×(k+1):
(4) STk Yk = Lk +Dk +Rk,
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where Lk is strictly lower triangular, Dk is diagonal, and Rk is strictly upper
triangular. We assume that the matrix Bk is nonsingular for each k. Finally,
throughout the manuscript, Ij denotes the j × j identity matrix.
2. Compact representation for the restricted Broyden class
Compact representations of matrices from the Broyden class of updates were
first described by Byrd et al [8] as matrix decompositions of the form
Bk+1 = B0 +ΨkMkΨ
T
k ,
where Ψk ∈ ℜ
n×l, Mk ∈ ℜ
l×l, and B0 is the initial matrix. The size of l depends
on the rank of the update; in the case of a rank-two update, l = 2(k + 1), and in
the case of a rank-one update, l = k + 1. In the case of the BFGS update (i.e.,
φ = 0), Ψk and Mk are given in [8]:
(5) Ψk
△
=
(
B0Sk Yk
)
and Mk
△
= −
(
STk B0Sk Lk
LTk −Dk
)−1
,
where Sk and Yk are defined in (2). In [10], we presented the compact representation
for any matrix in the restricted Broyden class (i.e, φ ∈ [0, 1]); in particular, for any
matrix in the restricted Broyden class,
Ψk
△
=
(
B0Sk Yk
)
and Mk =
(
−STk B0Sk + φΛk −Lk + φΛk
−LTk + φΛk Dk + φΛk
)−1
,
where Lk and Dk are given in (4) and Λk ∈ ℜ
(k+1)×(k+1) is the diagonal matrix
Λk = diag(λi), (0 ≤ i ≤ k), given by
(6) λi
△
=
(
−
1− φ
sTi Bisi
−
φ
sTi yi
)−1
.
To our knowledge, the only compact formulation known for a member of the
Broyden class of updates outside the restricted class is for an SR11 matrix. As with
the BFGS case, it is also given in [8]; in particular,
Ψk = Yk −B0Sk and Mk = (Dk + Lk + L
T
k − S
T
k B0Sk)
−1.
Notice that Ψk in the compact representation for SR11 matrices is half the size of
that of Ψk for the rank-two updates.
2.1. Applications of the compact representation. In this section, we briefly
review how the eigenvalues of any quasi-Newton matrix that exhibits a compact rep-
resentation can be efficiently computed. The first method to compute eigenvalues
of limited-memory quasi-Newton matrices was proposed by Lu [15]. This method
makes use of the singular value decomposition and an eigendecomposition of small
matrices. An alternative approach, first described by Burdakov et al. [5], uses the
QR factorization in lieu of the singular value decomposition. An overview of the
method found in [5] follows below. For this section, we assume k is small, as in the
case of limited-memory quasi-Newton matrices; moreover, we assume Ψk ∈ ℜ
n×l is
full rank, where l is either l = 2(k + 1) or l = k + 1. Finally, we assume B0 = γI,
where γ ∈ ℜ.
Let QR be the “thin” QR decomposition of Ψk, where Q ∈ ℜ
n×l has orthonormal
columns and R ∈ ℜl×l is upper triangular (see, e.g., [12]). Then,
Bk+1 = B0 +ΨkMkΨ
T
k = B0 +QRMkR
TQT .
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The matrix RMkR
T is a real symmetric l × l matrix, whose spectral decomposi-
tion can be explicitly computed since l is small. Letting V DV T be its spectral
decomposition gives that
(7) Bk+1 = B0 +QVDV
TQT = γI +QVDV TQT = QV (γI + Dˆ)V TQT ,
where Dˆ is a diagonal matrix whose leading l × l block is D while the rest of the
matrix is zeros. Thus, the spectral decomposition of Bk+1 is given by (7). (Note
that in practice, the matrices Q and V in (7) are not stored.) Note that the matrix
Bk+1 has an eigenvalue of γ with multiplicity n− l and l eigenvalues given by γ+di,
where 1 ≤ i ≤ l and Di,i
△
= di. It also turns out that it is also possible to efficiently
compute the eigenvectors associated with the nontrivial eigenvalues and only one
eigenvector associated with the trivial eigenvalue γ. (For more details, see [5, 10].)
Generally speaking, computing the eigenvalues of Bk+1 directly is an O(n
3) pro-
cess. In contrast, the above decomposition requires the QR factorization of Ψk
and the eigendecomposition of RMkR
T , requiring O(nl2) flops and O(l3) flops,
respectively. Since l ≪ n, the proposed method’s runtimes should increase only
linearly with n. (For some details regarding updating the (full) QR factorization
after a new quasi-Newton pair is computed, see [10].) This efficient computation
of eigenvalues and a partial eigenbasis appears in new methods for large-scale op-
timization [5, 4, 2, 1, 3].
The compact representation is also useful for solving linear systems with quasi-
Newton matrices. In [6], Burke et al. use the compact formulation of a BFGS
matrix to solve a linear system involving a diagonally-shifted BFGS matrix. In [11],
the compact representation for the inverse of any member in the restricted Broyden
class is given as well as a practical method to solve linear systems involving these
matrices using this representation.
3. Compact Representation for any member of the Broyden class
The main result for this section is a theorem giving the compact representation
for any member of the Broyden class. The representation allows φ to change each
iteration and to be negative. In this section, we also present a practical algorithm
for computing the compact representation.
We begin by observing that Bk+1 in (1) can be written as
(8) Bk+1 = Bk + (Bksk yk)Ok
(
(Bksk)
T
yTk
)
,
where
(9) Ok =
−
(1− φk)
sTkBksk
−
φk
yTk sk
−
φk
yTk sk
(
1 + φk
sTkBksk
yTk sk
)
1
yTk sk
 .
We now state two lemmas about Ok; specifically, we provide the condition for Ok
when is singular as well as its inverse when it is nonsingular.
Lemma 1. The 2 × 2 matrix Ok is singular if and only if φk = (s
T
k yk)/(s
T
k yk −
sTkBksk).
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Proof. The determinant of Ok is given by
det(Ok) = −
(1− φk)
sTkBksk
(
1 + φk
sTkBksk
yTk sk
)
1
yTk sk
−
φ2k(
yTk sk
)2
=
1
yTk sk
(
−
(1− φk)
sTkBksk
−
φk
yTk sk
)
.
Thus, Ok is singular if and only if
(10) −
(1− φk)
sTkBksk
−
φk
yTk sk
= 0;
in other words, φk = (y
T
k sk)/(y
T
k sk − s
T
kBksk). 
Lemma 1 states that Ok is singular if and only if the SR11 update is used.
Special care will given to the SR11 case, since unlike other members of the Broy-
den class, this is a rank-one update. For the duration of this manuscript, we let
φSR11k
△
= (yTk sk)/(y
T
k sk − s
T
kBksk). For φk 6= φ
SR11
k , Ok is invertible and its inverse
is given in Lemma 2. This result can be derived by using the formula for the inverse
of a 2× 2 matrix.
Lemma 2. If Ok is invertible, then
O−1k =
−sTkBksk +
φk
αk + βk
φk
αk + βk
φk
αk + βk
yTk sk +
φk
αk + βk
 ,
where αk = −(1− φk)/(s
T
kBksk) and βk = −φk/(y
T
k sk).
We now state the main theorem of this manuscript that presents the compact
representation for any member of the Broyden class, while allowing the parameter
φ to vary at each iteration. After proving this theorem, we discuss several aspects
of this compact representation as well as the key differences between the compact
representation for the Broyden class of matrices (Theorem 1) and the compact
representation of the restricted Broyden class reviewed in Section 2.
Theorem 1. Let Ψk = (B0Sk Yk) ∈ ℜ
n×2(k+1). Let Πk ∈ ℜ
2(k+1)×2(k+1) be the
permutation matrix
(11) Πk =

Ik 0 0 0
0 0 Ik 0
0 1 0 0
0 0 0 1
 ,
with Π0
△
= I2. Additionally, let Ξk be defined recursively as
(12) Ξk =
(
ΠTk−1Ξk−1 0
0 Ek
)
, where Ek =
{
(−1 1)T if φk = φ
SR11
k
I2 otherwise,
with Ξ0
△
= E0. Finally, let Γk ∈ ℜ
(k+1)×(k+1) be a diagonal matrix such that
(13) Γk = diag
0≤j≤k
(
γj
)
, where γj =
φj
(
−
1−φj
sTj Bjsj
−
φj
sTj yj
)−1
if φj 6= φ
SR11
j
0 otherwise.
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If Bk+1 is a member of the Broyden class of updates, then
(14) Bk+1 = B0 + Ψ̂kM̂kΨ̂
T
k ,
where
(15) M̂k =
(
ΞTkΠk
(
−STk B0Sk + Γk −Lk + Γk
−LTk + Γk Dk + Γk
)
ΠTk Ξk
)−1
,
Lk and Dk are defined in (4), and
(16) Ψ̂k = ΨkΠ
T
k Ξk.
Proof. This proof is by induction on k. For the base case (k = 0), D0 = y
T
0 s0 with
L0 = R0 = 0, and Γ0 is the scalar γ0. Thus, M̂0 defined in (15) reduces to
(17) M̂0 =
(
ΞT0 Π0
(
−sT0B0s0 + γ0 γ0
γ0 d0 + γ0
)
ΠT0 Ξ0
)−1
.
By (8), B1 is given by B1 = B0 +Ψ0M0Ψ
T
0 where Ψ0 = (B0s0 y0) and
(18) M0
△
=
−
(1− φ0)
sT0 B0s0
−
φ0
yT0 s0
−
φ0
yT0 s0
(
1 + φ0
sT0 B0s0
yT0 s0
)
1
yT0 s0
 .
It remains to show that M0 = Π
T
0 Ξ0M̂0Ξ
T
0 Π0. Since the initial permutation matrix
is defined as Π0 = I2, we only need to show M0 = Ξ0M̂0Ξ
T
0 . For simplicity, M0 can
be written as
(19) M0 =
(
α0 β0
β0 δ0
)
,
where
(20) α0 = −
(1− φ0)
sT0 B0s0
, β0 = −
φ0
yT0 s0
, and δ0 =
(
1 + φ0
sT0 B0s0
yT0 s0
)
1
yT0 s0
.
From Lemma 1, M0 is nonsingular if and only if φ0 6= φ
SR11
0 . Thus, we consider
the following two cases separately: (a) φ0 = φ
SR11
0 and (b) φ0 6= φ
SR11
0 .
Case (a): If φ0 = φ
SR11
0 , then Ξ0 = E0 = (−1 1)
T by (12). By (10), α0 + β0 = 0,
and thus, M0 can be simplified as
M0 =
(
−β0 β0
β0 −β0
)
= (−β0)
(
1 −1
−1 1
)
= −β0Ξ0Ξ
T
0 .
Finally, since φ0 = (y
T
0 s0)/(s
T
0 y0 − s
T
0 B0s0) and β0 = −φ0/y
T
0 s0, then
M̂0 =
(
ΞT0
(
−sT0B0s0 + γ0 γ0
γ0 s
T
0 y0 + γ0
)
Ξ0
)−1
=
1
sT0 y0 − s
T
0 B0s0
= −β0,
and thus, M0 = Ξ0M̂0Ξ
T
0 , as desired.
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Case (b): If φ0 6= φ
SR11
0 , then M0 is nonsingular and Ξ0 = I2. Thus, it remains to
showM0 = M̂0. By Lemma 1, α0+β0 6= 0, making γ0 = φ0/(α0+β0) well defined.
By Lemma 2, the inverse of M0 is given by
(21) M−10 =
(
−sT0B0s0 + γ0 γ0
γ0 s
T
0 y0 + γ0
)
= M̂−10 .
Note that the last equality in (21) follows since Π0 = I2.
For the induction step, assume
(22) Bm = B0 + Ψ̂m−1M̂m−1Ψ̂
T
m−1,
where M̂m−1 =
(
ΞTm−1Πm−1Ωm−1Π
T
m−1Ξm−1
)−1
and
(23) Ωm−1 =
(
−STm−1B0Sm−1 + Γm−1 −Lm−1 + Γm−1
−LTm−1 + Γm−1 Dm−1 + Γm−1
)
.
From (8), we have
Bm+1 = B0+Ψ̂m−1M̂m−1Ψ̂
T
m−1+(Bmsm ym)
(
αm βm
βm δm
)(
(Bmsm)
T
yTm
)
,(24)
where
αm = −
1− φm
sTmBmsm
, βm = −
φm
yTmsm
, and δm =
(
1 + φm
sTmBmsm
yTmsm
)
1
yTmsm
.
Multiplying (22) by sm on the right, we obtain
(25) Bmsm = B0sm + Ψ̂m−1M̂m−1Ψ̂
T
m−1sm.
Then, substituting this into (24) yields
Bm+1 = B0 + Ψ̂m−1M̂m−1Ψ̂
T
m−1 +(26) (
B0sm+Ψ̂m−1pm ym
)(
αm βm
βm δm
)(
(B0sm+Ψ̂m−1pm)
T
yTm
)
,
where pm
△
= M̂m−1Ψ̂
T
m−1sm. Equivalently,
Bm+1 = B0 +
(
Ψ̂m−1 B0sm ym
)
Mm
 Ψ̂Tm−1(B0sm)T
yTm
 ,(27)
where
(28) Mm =
M̂m−1 + αmpmpTm αmpm βmpmαmpTm αm βm
βmp
T
m βm δm
 .
Note that Mm has the following decomposition:
(29) Mm =
I pm 00 1 0
0 0 1
M̂m−1 0 00 αm βm
0 βm δm
 I 0 0pTm 1 0
0 0 1
 .
Thus,Mm is nonsingular if and only if αmδm − β
2
m 6= 0; that is,Mm is nonsin-
gular if and only if φm 6= φ
SR11
m (see Lemma 1). To complete the induction step,
we will show that the last term in (27) is equal to Ψ̂mM̂mΨ̂
T
m by considering the
following two cases separately: (i) φm = φ
SR11
m and (ii) φm 6= φ
SR11
m .
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Case (i): If φm = φ
SR11
m , then by Lemma 1, αm = −βm 6= 0. Then
(30) Mm =
I 00 −1
0 1
M˜m(I 0 00 −1 1
)
,
where
(31) M˜m =
(
M̂m−1 − βmpmp
T
m βmpm
βmp
T
m −βm
)
.
We now show that M˜m = M̂m. By the inductive hypothesis, M̂m−1 is nonsingular.
Together with the fact that βm 6= 0, it can be checked directly that
(32) M˜−1m =
(
M̂−1m−1 M̂
−1
m−1pm
pTmM̂
−1
m−1 −β
−1
m + p
T
mM̂
−1
m−1pm
)
.
The (2,2)-entry of M˜−1m can be simplified by substituting in for pm and using the
inductive step (22):
−β−1m + p
T
mM̂
−1
m−1pm = −β
−1
m + s
T
m(Ψ̂m−1M̂m−1Ψ̂
T
m−1)sm
= −β−1m − s
T
mB0sm + s
T
mBmsm
= −β−1m − s
T
mB0sm + (1 − φm)β
−1
m
= −sTmB0sm + s
T
mym.
Substituting this into (32) and using the inductive hypothesis gives:
M˜−1m =
(
M̂−1m−1 Ψ̂
T
m−1sm
sTmΨ̂m−1 −s
T
mB0sm + s
T
mym
)
=
((
ΞTm−1Πm−1Ωm−1Π
T
m−1Ξm−1
)
ΞTm−1Πm−1Ψ
T
m−1sm
sTmΨm−1Π
T
m−1Ξm−1 −s
T
mB0sm + s
T
mym
)
=
(
ΞTm−1Π
T
m−1 0
0 1
)(
Ωm−1 Ψ
T
m−1sm
sTmΨm−1 −s
T
mB0sm + s
T
mym
)(
ΠTm−1Ξm−1 0
0 1
)
= ΞTm
 Ωm−1 −ΨTm−1sm 0−sTmΨm−1 −sTmB0sm + γm γm
0 γm s
T
mym + γm
Ξm,(33)
where
Ξm
△
=
(
ΠTm−1Ξm−1 0
0 Em
)
, and Em
△
=
(
−1
1
)
.
Note that the middle matrix in (33) can be expressed as
(34)
 Ωm−1 −ΨTm−1sm 0−sTmΨm−1 −sTmB0sm + γm γm
0 γm s
T
mym + γm
 ,
which is equivalent to
−STm−1B0Sm−1 + Γm−1 −Lm−1 + Γm−1 −S
T
m−1B0sm 0
−LTm−1 + Γm−1 Dm−1 + Γm−1 −Y
T
m sm 0
−sTmB0Sm−1 −s
T
mYm −s
T
mB0sm + γm γm
0 0 γm y
T
msm + γm
 .
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Substituting this into (33), yields
(35) M˜−1m = Ξ
T
mΠmΩmΠ
T
mΞm,
where Πm is defined in (11), replacing k withm, and Ωm is defined in (23), replacing
m− 1 with m. Thus, M˜m = M̂m, as defined in (15).
We finish this case of the proof by showing that the last term in (27) is equal to
Ψ̂mM̂mΨ̂
T
m. Substituting in (30) gives that the last term in (27) can be written as
(
Ψm−1Π
T
m−1Ξm−1 B0sm ym
)I 00 −1
0 1
M˜m(I 0 00 −1 1
)ΞTm−1Πm−1ΨTm−1(B0sm)T
yTm
 .
Using (35) this simplifies to
ΨmΠ
T
m
(
ΠTm−1Ξm−1 0
0 Em
)(
ΞTmΠmΩmΠ
T
mΞm
)−1(ΞTm−1Πm−1 0
0 Em
)
ΠmΨ
T
m,
or, in other words,
ΨmΠ
T
mΞm
(
ΞTmΠmΩmΠ
T
mΞm
)−1
ΞTmΠmΨ
T
m,
which is exactly Ψ̂mM̂mΨ̂
T
m. Thus, for φm = φ
SR11
m , the inductive step is proven.
Case (ii): We consider the case that φm 6= φ
SR11
m . We begin by showing that
M̂m = Mm, given in (28). By Lemma 1, αm + βm 6= 0. Second, Em = I2 (see
(12)), and γm = φm/(αm+βm) is well-defined (see (13)). Then, the inverse ofMm
can be computed using arguments similar to those found in [10]:
M−1m =
 M̂−1m−1 −M̂−1m−1pm 0−pTmM̂−1m−1 pTmM̂−1m−1pm + α˜m β˜m
0 β˜m δ˜m
 ,(36)
where
(37) α˜m =
δm
αmδm − β2m
, β˜m = −
βm
αmδm − β2m
and δ˜m =
αm
αmδm − β2m
.
Simplifying the expressions in (37), yields
(38) α˜m = −s
T
mBmsm + γm, β˜m = γm, δ˜m = y
T
msm + γm.
We now simplify the entries of (36) using the same approach as in [10]. Since
pm = M̂m−1Ψ̂
T
m−1sm, then M̂
−1
m−1pm = Ψ̂
T
m−1sm, giving us an expression for the
(1,2) and (2,1) entries. The (2,2) block entry is simplified by first multiplying (25)
by sTm on the left to obtain s
T
mBmsm = s
T
mB0sm + p
T
mM̂
−1
m−1pm. Then,
pTmM̂
−1
m−1pm + α˜m = −s
T
mB0sm + s
T
mBmsm + α˜m = −s
T
mB0sm + γm.
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Thus, using (34), (36) can be written as
M−1m =
 M̂−1m−1 −Ψ̂Tm−1sm 0−sTmΨ̂m−1 −sTmB0sm+γm γm
0 γm y
T
msm+γm

=
ΞTm−1Πm−1Ωm−1ΠTm−1Ξm−1 −ΞTm−1Πm−1ΨTm−1sm 0−sTmΨm−1ΠTm−1Ξm−1 −sTmB0sm+γm γm
0 γm y
T
msm+γm

=
(
ΞTm−1Π
T
m−1 0
0 Em
) Ωm−1 ΨTm−1sm 0sTmΨm−1 −sTmB0sm + γm γm
0 γm y
T
msm + γm
(ΠTm−1Ξm−1 0
0 Em
)
= ΞTm
 Ωm−1 ΨTm−1sm 0sTmΨm−1 −sTmB0sm + γm γm
0 γm y
T
msm + γm
Ξm
= ΞTmΠmΩmΠ
T
mΞm,(39)
proving that M̂m = Mm. Finally, using arguments similar to those in case (i), it
can be shown that
Bm+1 = B0 +ΨmΠ
T
mΞm(Ξ
T
mΠmΩmΠ
T
mΞm)
−1ΞTmΠmΨ
T
m = B0 + Ψ̂mM̂mΨ̂
T
m,
as desired. 
There are two main differences in the compact representation for the full Broyden
class (Theorem 1) and the restricted Broyden class (Section 2). First, in Theorem
1, Ξk will always be the identity matrix for updates belonging to the restricted
Broyden class. Second, in (14), the permutation matrices in the definitions of M̂k
and Ψ̂k, (equations (15) and (16), respectively) always cancel out in the restricted
Broyden case. To emphasize that the permutation matrices do not cancel out for
the general Broyden class updates, we use the notation M̂k and Ψ̂k, in lieu of Mk
and Ψk as in the restricted Broyden case.
Finally, we provide some insight regarding the permutation matrices (11). The
permutation matrix Πk acts in the following manner:
ΨkΠ
T
k =
(
B0s0 · · · B0sk−1 y0 · · · yk−1 B0sk yk
)
=
(
Ψk−1 B0sk yk
)
,
so that
ΨkΠ
T
k Ξk =
(
Ψk−1 B0sk yk
)(
ΠTk−1Ξk−1 0
0 Ek
)
=
(
Ψk−1Π
T
k−1Ξk−1
(
B0sk yk
)
Ek
)
...
=
((
B0s0 y0
)
E0
(
B0s1 y1
)
E1 · · ·
(
B0sk yk
)
Ek
)
.(40)
In other words, when applied on the right of Ψk, the product Π
T
k Ξk permutes the
columns of Ψk and, using the matrices {Ei}, combines columns of Ψk whenever the
update is a rank-one update.
Compact Representation of the Full Broyden Class of Quasi-Newton Updates 11
Unfortunately, computing M̂k is not straightforward. In particular, the diagonal
matrix Γk in Eq. (13) involves s
T
i Bisi for each i ∈ {0, . . . , k}, which requires Bi for
0 ≤ i ≤ k. In the next section, we propose a recursive method for computing M̂k
that does not require storing the matrices Bi for 0 ≤ i ≤ k.
3.1. Computing M̂k. In this section, we propose a recursive method for comput-
ing M̂k from M̂k−1. This method is based on the method proposed in [11] for solving
a linear system whose system matrix is generated using the restricted Broyden class
of updates. In the proof of Theorem 1, we showed that
(41) M̂k =

(
M̂k−1 − βkpkp
T
k βkpk
βkp
T
k −βk
)
if φk = φ
SR11
kM̂k−1 + αkpkpTk αkpk βkpkαkpTk αk βk
βkp
T
k βk δk
 otherwise,
which are given in (29) and (31). We now relate some of the entries in M̂k with
other stored or computable quantities involving the pairs {si, yi}, i = 0, . . . , k. The
vector pk can be computed as
(42) pk = M̂k−1Ψ̂
T
k−1sk = M̂k−1Ξ
T
k−1Πk−1
(
STk−1B0sk
Y Tk−1sk
)
.
Note that in (42), the vector STk−1B0sk is the first k − 1 entries in the last column
of STk B0Sk, and the vector Y
T
k−1sk is the first k entries in the last column of Y
T
k Sk.
Moreover, the entry αk, given by αk = −(1 − φk)/s
T
kBksk, can be computed from
the following:
(43) sTkBksk = s
T
k
(
B0 + Ψ̂k−1M̂k−1Ψ̂
T
k−1
)
sk = s
T
kB0sk + s
T
k Ψ̂k−1pk.
In (43), the quantity sTkB0sk is the kth diagonal entry in S
T
k B0Sk, and s
T
k Ψ̂k−1pk is
the inner product of pk and Ψ̂
T
k−1sk, the latter vector already having been computed
in (42). Recall that the entry βk is given by βk = −φk/y
T
k sk, where y
T
k sk is the
(k+ 1)st diagonal entry in STk Yk. Finally, δk = (1 + φks
T
kBksk/y
T
k sk)/y
T
k sk, which
uses the previously computed quantities sTkBksk and y
T
k sk.
For the initialization of M̂0, notice that M̂0 in (17) can be written as
(44) M̂0 =

−β0 if φ0 = φ
SR11
0(
α0 β0
β0 δ0
)
otherwise,
where α0, β0, and δ0 are defined as in (20).
In Algorithm 1, we use the recursions described above to compute M̂k given in
(41).
Note that the matrices Πj−1 and Ξj−1 are not explicitly formed in Algorithm 1.
Instead, (40) can be used to compute Ψ̂j−1 in line 4 of Algorithm 1.
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Input: An initial φ0 and B0;
Define M̂0 using (44);
Define Ψ0 = (B0s0 y0);
for j = 1 : k
Ψ̂Tj−1sj ← Ξ
T
j−1Πj−1Ψ
T
j−1sj ;
pj ← M̂j−1(Ψ̂
T
j−1sj);
sTj Bjsj ← s
T
j B0sj + (s
T
j Ψ̂j−1)pj ;
αj ← −(1− φj)/(s
T
j Bjsj);
βj ← −φj/(y
T
j sj);
δj ← (1 + φj(s
T
j Bjsj)/(y
T
j sj))/(y
T
j sj);
Form M̂j using (41);
end
ALGORITHM 1: This algorithm computes M̂k in (41).
4. Solving linear systems
Given the compact representation of Bk+1, we can solve
(45) Bk+1r = z,
where r, z ∈ ℜn, by computing the compact representation of the inverse of Bk+1.
Intuitively speaking, computing the compact representation of the inverse is due to
the fact that Hk+1
△
= B−1k+1 can also be written using a recursion relation [9]:
(46) Hk+1 = Hk +
1
sTk yk
sks
T
k −
1
yTkHkyk
Hkyky
T
kHk +Φk(y
T
kHkyk)vkv
T
k ,
where Hk
△
= B−1k , vk = sk/(y
T
k sk)− (Hkyk)/(y
T
kHkyk), and
(47) Φk =
(1− φk)(y
T
k sk)
2
(1− φk)(yTk sk)
2 + φk(yTkHkyk)(s
T
kBksk)
.
Note that when φk = φ
SR11
k , then the corresponding Φk is given by
ΦSR11k =
yTk sk
yTk sk − y
T
kHkyk
.
In this section, we derive the compact representation of the inverse of a Broyden
class member. This derivation is similar to the process of finding the inverse of a
member of the restricted Broyden class presented in [11].
Applying the Sherman-Morrison-Woodbury formula (see, e.g., [13]) to the com-
pact representation of Bk+1 given in (14), gives that
B−1k+1 = B
−1
0 +B
−1
0 Ψ̂k
(
−M̂−1k − Ψ̂
T
kB
−1
0 Ψ̂k
)−1
Ψ̂TkB
−1
0 .
For quasi-Newton matrices it is conventional to let Hi denote the inverse of Bi for
each i; with this notation, the inverse of B−1k+1 is given by
(48) Hk+1 = H0 +H0Ψ̂k
(
−M̂−1k − Ψ̂
T
kH0Ψ̂k
)−1
Ψ̂TkH0.
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Using the definition of Ψ̂k in (16) gives that
Ψ̂TkH0Ψ̂k = Ξ
T
kΠk
(
STk B0Sk S
T
k Yk
Y Tk Sk Y
T
k H0Yk
)
ΠTk Ξk,
and thus,
−M̂−1k − Ψ̂
T
kH0Ψ̂k = −Ξ
T
kΠk
(
Γk Dk +Rk + Γk
Dk +R
T
k + Γk Dk + Γk + Y
T
k H0Yk
)
ΠTk Ξk.
Substituting H0Ψ̂k = H0(B0Sk Yk)Π
T
k Ξk = (Sk H0Yk)Π
T
k Ξk into (48) gives the
compact representation for the inverse of any member of the full Broyden class:
(49) Hk+1 = H0 + Ψ˜kM˜kΨ˜
T
k ,
where Ψ˜k = (Sk H0Yk)Π
T
k Ξk and
(50) M˜k ≡
(
−ΞTkΠk
(
Γk Dk +Rk + Γk
Dk +R
T
k + Γk Dk + Γk + Y
T
k H0Yk
)
ΠTk Ξk
)−1
.
Computing M˜k. Using an approach similar to how M̂k is computed, M˜k can be
computed as follows:
(51) M˜k =

(
M˜k−1 − β˜kp˜kp˜
T
k −β˜kp˜k
−β˜kp˜
T
k −β˜k
)
if Φk = Φ
SR11
kM˜k−1 + δ˜kp˜kp˜Tk β˜kp˜k δ˜kp˜kβ˜kp˜Tk α˜k β˜k
δ˜kp˜
T
k β˜k δ˜k
 otherwise,
where
(52) α˜k =
1
sTk yk
+Φk
yTkHkyk
(sTk yk)
2
, β˜k = −
Φk
yTk sk
, δ˜k = −
1− Φk
yTkHkyk
,
and p˜k = M˜k−1Ψ˜
T
k−1yk. The initial matrix M˜0 is given by the following:
(53) M˜0 =

−β˜0 if Φ0 = Φ
SR11
0(
α˜0 β˜0
β˜0 δ˜0
)
otherwise,
where α˜0, β˜0, and δ˜0 are defined as in (52) with k = 0. A practical iterative method
to solve equations of the form (45) is given in Algorithm 2.
5. Numerical experiments
In this section we test the accuracy of Algorithm 1 to compute the compact
representation by comparing it with the matrix obtained using the Broyden update
formula (1). In addition, we demonstrate that solves with Bk+1 in (45) can be
done efficiently using Algorithm 2 with respect to both accuracy and time. For
these experiments, we used five (limited-memory) quasi-Newton pairs to compute
Bk+1. To generate quasi-Newton pairs, we simulated a line-search method where
the iterates are updated as follows:
xj+1 = xj − αjB
−1
j gj, for 1 ≤ j ≤ 4,
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Input: An initial φ0, B0, and H0;
Define M̂0 using (18) and M˜0 = using (53);
for j = 1 : k
Compute sTj Bjsj using Algorithm 1;
Ψ˜Tj−1yj ← Ξ
T
j−1Πj−1Ψ
T
j−1H0yj ;
p˜j ← M˜j−1(Ψ˜
T
j−1yj);
yTj Hjyj ← y
T
j H0yj + (y
T
j Ψ˜j−1)p˜j ;
Φj ← (1− φj)(y
T
j sj)
2/((1− φj)(y
T
j sj)
2 + φj(y
T
j Hjyj)(s
T
j Bjsj));
α˜j ← (1 + Φj(y
T
j Hjyj)/(y
T
j sj))/(y
T
j sj);
β˜j ← −Φj/(y
T
j sj);
δ˜j ← −(1− Φj)/(y
T
j Hjyj);
Form M˜j using (51);
end
Ψ˜k ← H0ΨkΠ
T
k Ξk;
r = H0z + Ψ˜kM˜kΨ˜
T
k z;
ALGORITHM 2: This algorithm solves Bk+1r = z.
where αj ∈ [0, 1] was generated randomly. To initialize the process, we randomly
generated initial points x0 and x1 so that s0 = x1−x0. The corresponding gradients,
gj = ∇f(xj) for 0 ≤ j ≤ 5, were also generated randomly in order to form yj =
gj+1 − gj for 0 ≤ j ≤ 4. The matrix B0 was initially defined as B0 = γI, where
γ > 0 was randomly generated. We considered four experiments where we vary the
value of φi at each iteration i. In particular, we chose values of φi according to the
scheme given in Table 1. We ran each experiment ten times with n = 10, 100, and
1, 000 and report results.
Experiment φ0 φ1 φ2 φ3 φ4
1 φ0 < 0 1 0 < φ2 < 1 0 φ4 > 1
2 φ0 < 0 1 φ
SR11
2 0 φ4 > 1
3 φ0 < 0 1 φ
SR11
2 φ
SR11
3 φ4 > 1
4 φSR110 1 φ
SR11
2 0 φ4 > 1
Table 1. The values of φi for 0 ≤ i ≤ 4 for each experiment. The
choice of φ1 = 1 corresponds to the BFGS update while φ3 = 0
corresponds to the DFP update. Note that Experiment 1 does not
use SR1 updates.
5.1. Accuracy of the compact representation. To test the accuracy of the
compact representation, we form each Bk+1 using (14) together with the proposed
compact formulation given in Theorem 1. (In particular, we use Algorithm 1 to
form M̂k.) We denote the resulting matrix by B
CR
k+1. In Table 2, we report the
average relative error of the compact representation in the Frobenius norm:
Relative error =
‖Bk+1 −B
CR
k+1‖F
‖Bk+1‖F
,
where Bk+1 is computed using (1).
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n Exp. 1 Exp. 2 Exp. 3 Exp. 4
100 1.1315e-13 1.3383e-11 1.6749e-12 2.2855e-14
1,000 3.2039e-14 1.1225e-14 5.4247e-15 1.0155e-15
10,000 1.3426e-13 8.5453e-14 1.9969e-13 2.8354e-16
Table 2. Average relative error over ten different trials for each
experiment with n = 100, 1, 000, and 10, 000.
The small relative errors in Table 2 reflects the fact that the proposed compact
representation for the full Broyden class of quasi-Newton matrices is correct; more-
over, the relative errors suggest that Algorithm 1 provides a method to compute
the compact representation to high accuracy.
5.2. Accuracy of the compact representation of the inverse. In these ex-
periments, we test the accuracy of Algorithm 2 to solve linear systems of the form
Bk+1r = z, where r, z ∈ ℜ
n and Bk+1 is a quasi-Newton matrix. The matrix Bk+1
is generated using five quasi-Newton pairs as described in the beginning of this
section. Moreover, the righthand side z is randomly generated for each experiment.
In Table 3, we present the average residual error using the two-norm:
Relative error =
‖Bk+1r
ICR − z‖2
‖z‖2
,
where rICR is the solution to Bk+1r = z using the inverse compact representation
computed by Algorithm 2. These results suggest that the compact representation
of the inverse can be used to solve linear systems to high accuracy.
n Exp. 1 Exp. 2 Exp. 3 Exp. 4
100 4.0158e-13 1.342e-10 1.3065e-09 2.8160e-14
1,000 1.518e-14 7.6460e-14 6.1744e-14 1.8431e-13
10,000 2.4175e-12 1.6079e-12 4.3284e-12 1.8795e-14
Table 3. Average relative error over ten different trials for each
experiment with n = 100, 1,000, and 10,000.
In addition, during the experiments, the computational time of the proposed
method was recorded and compared to a similar solve using the MATLAB “back-
slash”. In particular, with the same quasi-Newton pairs, the backslash command
was used to solve Bk+1r = z, where Bk+1 was formed using (1). The times required
were averaged for each experiment and for each value of n. These results are given
in Table 4 and do not include the time MATLAB required to form Bk+1. Note
that the average computational times in Table 4 indicate that as n increases using
Algorithm 2 becomes significantly less computationally expensive than using the
backslash command.
6. Conclusion
We derived the compact formulation for members of the full Broyden class of
quasi-Newton updates. The compact representation allows for different φk at each
iteration as well as different ranks of updates. With this compact formulation, we
demonstrated how to solve linear systems defined by these limited-memory quasi-
Newton matrices. Numerical results suggest that the compact representation can
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n = 100 n = 1, 000 n = 10, 000
Exp. ICR MATLAB ICR MATLAB ICR MATLAB
1 9.9e-04 3.3e-04 1.1e-03 2.9e-02 3.7e-03 1.1e+01
2 7.2e-04 3.7e-04 1.1e-03 2.9e-02 3.5e-03 1.1e+01
3 6.7e-04 3.1e-04 1.1e-03 3.0e-02 3.2e-03 1.1e+01
4 5.8e-04 3.5e-04 9.8e-04 3.0e-02 2.8e-03 1.1e+01
Table 4. Average computational times for solving Bk+1r = z
using the inverse compact representation (ICR) of the inverse and
the MATLAB “backslash” command with n = 100, 1, 000, and
10, 000.
be computed to high accuracy and that we can solve (45) efficiently and accurately
using the compact representation of the inverse of Bk+1. Future work includes
integrating this linear solver inside large-scale optimization methods.
7. Acknowledgments
The authors would like to thank Lasith Adhikari and Johannes Brust for helpful
discussions regarding this work. This research is supported by NSF grants CMMI-
1334042 and CMMI-1333326.
References
[1] L. Adhikari, J. B. Erway, S. Lockhart, and R. F. Marcia, Limited-memory trust-region
methods for sparse relaxation, Technical Report 2016-1, Wake Forest University, 2016.
[2] L. Adhikari, J. B. Erway, and R. F. Marcia, Trust-region methods for nonconvex sparse
recovery optimization, in The Interational Symposium on Information Theory and Its Appli-
cations 2016, 2016, p. accepted.
[3] J. Brust, O. Burdakov, J. B. Erway, R. F. Marcia, and Y.-X. Yuan, Shape-changing
L-SR1 trust-region methods, Technical Report 2016-2, Wake Forest University, 2016.
[4] J. Brust, J. B. Erway, and R. F. Marcia, On solving L-SR1 trust-region subproblems,
Computational Optimization and Applications, (2016), pp. 1–22.
[5] O. Burdakov, L. Gong, Y.-X. Yuan, and S. Zikrin, On efficiently combining limited
memory and trust-region techniques, Tech. Rep. 2013:13, Linkping University, Optimization,
2013.
[6] J. V. Burke, A. Wiegmann, and L. Xu, Limited memory BFGS updating in a trust-region
framework, technical report, University of Washington, 1996.
[7] R. H. Byrd, D. C. Liu, and J. Nocedal, On the behavior of broyden’s class of quasi-Newton
methods, SIAM Journal on Optimization, 2 (1992), pp. 533–557.
[8] R. H. Byrd, J. Nocedal, and R. B. Schnabel, Representations of quasi-Newton matrices
and their use in limited-memory methods, Math. Program., 63 (1994), pp. 129–156.
[9] J. E. Dennis, Jr and J. J. More´, Quasi-newton methods, motivation and theory, SIAM
review, 19 (1977), pp. 46–89.
[10] J. B. Erway and R. F. Marcia, On efficiently computing the eigenvalues of limited-memory
quasi-Newton matrices, SIAM Journal on Matrix Analysis and Applications, 36 (2015),
pp. 1338–1359.
[11] J. B. Erway and R. F. Marcia, On solving large-scale limited-memory quasi-Newton equa-
tions, Technical Report 2015-2, Wake Forest University, 2015.
[12] G. H. Golub and C. F. Van Loan, Matrix Computations, The Johns Hopkins University
Press, Baltimore, Maryland, third ed., 1996.
[13] , Matrix Computations, The Johns Hopkins University Press, Baltimore, Maryland,
third ed., 1996.
[14] C. Liu and S. A. Vander Wiel, Statistical quasi-Newton: A new look at least change, SIAM
Journal on Optimization, 18 (2007), pp. 1266–1285.
Compact Representation of the Full Broyden Class of Quasi-Newton Updates 17
[15] X. Lu, A study of the limited memory SR1 method in practice, PhD thesis, Department of
Computer Science, University of Colorado at Boulder, 1996.
[16] Y. Zhang and R. Tewarson, Quasi-Newton algorithms with updates from the preconvex
part of broyde n’s family, IMA Journal of Numerical Analysis, 8 (1988), pp. 487–509.
E-mail address: odeguchy@ucmerced.edu
School of Natural Sciences, University of California, Merced, 5200 N. Lake Road,
Merced, CA 95343
E-mail address: erwayjb@wfu.edu
Department of Mathematics, PO Box 7388, Wake Forest University, Winston-Salem,
NC 27109
E-mail address: rmarcia@ucmerced.edu
School of Natural Sciences, University of California, Merced, 5200 N. Lake Road,
Merced, CA 95343
