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Abstract
Human activity recognition methods are used to support older
adults to live independently in their own homes by monitoring their
Activities of Daily Living (ADL). The gathered data and
information representing different activities will be used to identify
anomalous activities in comparison with the routine activities. In
the related research in this area, the most recent studies have mainly
focused on detecting anomalies in a single occupant environment.
Although older adults often receive visits from family members or
health care workers, representing a multi-occupancy environment.
This research is focused on the application of entropy measures for
anomaly detection in ADLs in a single-occupancy and
multi-occupancy environment. In many applications, entropy
measures are used to detect the irregularities and the degree of
randomness in data. However, this has rarely been applied in the
context of activities of daily living.
To address the research questions identified in the thesis, three novel
contributions of the thesis are; Firstly, a novel method based on
different entropy measures is investigated to detect anomalies in
ADLs, specifically in sleeping routine and human falls. Secondly, a
novel entropy-based method is explored to detect anomalies in ADLs
in the presence of a visitor, solely based on information gathered
from ambient sensors. Finally, entropy measures are applied to
investigate their effectiveness in identifying a visitor in a single home
environment based on data gathered from ambient sensors. The
results presented in this thesis show that entropy measures could be
used to detect abnormality (here, irregular sleep, human fall and a
visitor) in ADLs.
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Globally, the population of older adults aged 65 and above is estimated to be
over 1.9 billion by the year 2050 [1]. This has a major influence on the healthcare
sector, as the cost of older adults care is expected to increase enormously over the
years [2, 3]. Additionally, the researches have demonstrated that the number of
older adults living alone at home and the number of single-occupancy homes are
also growing worldwide, due partly to the high expense of residential care services
[4, 5, 6]. The majority of older adults need long-term care and require continuous
help in their Activities of Daily Living (ADL). Nevertheless, most older adults
prefer to stay in their own homes for as long as possible rather than in residential
or care home facilities, to maintain their independence [7]. In order to support
older adults to live independently in their own homes, the home environments
equipped with appropriate sensors, referred to as Intelligent Environments (IE) or
Smart Homes (SH), are used to help support individuals with their daily activities,
improve their quality of life, and allow them to stay safely and independently in
their own homes [8, 9, 10, 11]. To support independent living for older adults, it is
essential to have a means of monitoring and recognising their daily activities and
detecting any anomalies in the recognised activities. This would need a reliable
system Human Activities Recognition (HAR) [1, 5].
The HAR is the process of automatically detecting human actions from the
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data collected from different types of sensors. Research related to HAR has
devoted particular attention to monitoring and recognising the human activities
of a single occupant in a home environment, in which it is assumed that only one
person is present at any given time [12, 13, 14, 15, 16, 17, 18]. Recognition of the
activities is then used to identify any abnormalities within the routine activities of
daily living. Different types of sensors are utilised to detect anomalies in ADLs in
a home environment. Most research works so far have considered video cameras
and wearable sensors to develop HAR systems in a single-occupancy environment
[19, 20, 21, 22]. Video cameras allow the identification of different people moving
around the house, which can be considered as the violation of users’ privacy [14].
In contrast, other researchers have utilised wearable sensors, such as a wrist-worn
accelerometer or gyroscopes for anomaly detection in ADLs [16, 17, 19]. Such
devices can provide adequate information about the location of occupants in a
home environment and capture human body movements to detect any anomalies.
Using wearable sensors would be ineffective if the user forgets to wear them or
may take them off when they become uncomfortable [23, 24]. Furthermore, due
to improved privacy and reduced cost of equipment, recognising human activities
based on ambient sensors is a preferred option.
This chapter presents an introduction to this thesis. The rest of this chapter is
structured as follows: The definition of anomaly detection and multi-occupancy
environments are explained in Section 1.2. In Section 1.3, an overview of the
research describing the schematic of the work proposed is presented. The research
questions identified are outlined in Section 1.4. Section 1.5 moves to outline the
research aims and objectives, followed by the highlight of major contributions of
the thesis in Section 1.6. Finally, the structure of the thesis with a summary of
the contents of each chapter is outlined in Section 1.7.
1.2 Anomaly Detection and Multi-occupancy
Environments
The challenge of detecting anomalous/surprising/novel patterns has increasingly
attracted attention. Anomaly detection is the identification of previously
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unknown patterns. The problem is particularly difficult because what
constitutes an anomaly can greatly differ depending on the task at hand. In a
general sense, an unusual pattern significantly different from behavioural
routine is referred to as an anomaly (event), and maybe an early symptom of
Mild Cognitive Impairment (MCI) or of dementia in older adults [25, 26]. By
monitoring the sensor data, important information regarding any irregular (or
anomalies) behaviour will be identified. Anomalies are those odd patterns of
data that do not match the normal behaviour. Anomalies can be recognised
using different anomaly detection techniques.
In many real-life applications, these kinds of patterns are also called events,
discordant observations, exceptions, surprises, or outliers. Amongst all mentioned
terminology, anomalies, events, and outliers are the most frequently used terms
within the context of human behaviour detection. Human behaviour is dynamic,
and the behaviour of a person could vary from usual behavioural routines on some
days due to some factors such as visits, and the influence of health conditions,
irregular sleep and human falls. Anomaly detection aims to detect and identify
any abnormal patterns in ADLs in terms of the duration of the event such as
irregular sleep and time of occurrence such as human falls or identifying visiting
times. For example, the individual who sleeps for a short time period compared
to their usual pattern of sleep or the person goes to bed late compared to the
usual days, will be detected as the detection of an event.
Most research works related to recognising ADLs have focused only on single
occupancy environments, wherein, it is assumed that only one person (i.e. the
prominent resident) is present in the home [16, 27, 28]. However, the assumption
that home environments are occupied by one person all the time is not necessarily
true [18, 29, 30, 31]. For example, it is likely that older adults will receive visits
from family members or healthcare workers (referred to as a multi-occupancy
environment). Visiting is considered as one of the most important activities for
older adults living alone at home, which makes multi-occupancy scenarios are
far more realistic [13, 14]. Moreover, Identifying visitors and the time of the
visits (such as healthcare visitors) is essential for healthcare management [23].
Therefore, it is important to develop a system with the ability to identify the
exact time of a visit without the need for visitors to be asked to carry a tag or
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wearable device to identify them.
Many current research works acknowledge the challenges of multi-occupancy
in HAR [13, 32, 33]. Such challenges are, finding suitable models to represent
the data association problem (i.e., the detection of a visitor) and finding an
activity recognition system that captures different interactions among residents
[14, 34]. Previous studies report that detecting and identifying a visitor in a
home environment using only binary sensors is a primary challenge, as binary
sensors are not able to provide any information about the personal identity of who
triggered the sensor [18, 35]. Reliable anomaly detection in ADLs, or identifying
visiting times (e.g. visits made by healthcare workers) is considered as one of
the most important components of many home healthcare applications [5]. Thus,
existing methods are not able to reliably detect anomalous events in activities
and identify the time of visits in the presence of a visitor, therefore generating a
high false alarm rate [36].
In many applications, entropy measures are used to detect the irregularities
and the degree of randomness in data [37]. Hence, the hypothesis of the
research reported in this thesis is to investigate the application of suitable
entropy measures to identify anomalies in ADLs, and specifically in a sleeping
routine, human falls and in identifying visiting times, in a single and/or
multi-occupancy environment. Distinguishing and detecting anomalies in older
adults’ activities and identifying visitors (the time of their visits) is very
important for healthcare management, and helps carers to act early to avert
prospective problems. On the other hand, identifying the visit time for older
adults may have a significant impact on implementing preventive social distance
measures to reduce the transmission of infectious diseases, e.g., Covid-19 virus.
1.3 Overview of the Research
Ambient sensors are often used to monitor and identify daily human activities
in an Intelligent Environment or Smart Home. Most of the proposed methods
for anomaly detection in ADLs have focused on utilising statistical techniques,
including a Hidden Markov Model (HMM) [38, 39, 40] and Random Forest (RF)
model [41]. These techniques are used to detect the relationship between the
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temporal data generated from sensors and identify the pattern of the users’
activities. However, it is very difficult to model and recognise large low-level
sensory datasets due to the significant network complexity of the outputs from
these methods [42, 43]. Moreover, these techniques have some challenges in
terms of extracting multiple interacting activities, which could be either
cooperative activities and parallel activities [44]. As an alternative to the
statistical techniques, computational intelligence techniques such as
Convolutional Neural Network (CNN) [8, 45], Support Vector Machine (SVM)
[46, 47], and Deep Neural Network (DNN) [48], are widely used to detect
anomalies in ADLs. Nevertheless, without significant training, the possible
sequences consistent with a particular activity might not be recognised using
these techniques [49].
Furthermore, in research related to activity recognition and anomaly
detection, most recent studies have focused on detecting anomalies in a single
occupant environment [8, 10, 50]. However, living environments are commonly
occupied by more than one person. For instance, it is very likely that there will
be visitors and/or carers who visit the older adult regularly. Anomaly detection
in ADLs in a single-occupancy or multi-occupancy environment requires more
investigation to provide a better understanding of the nature of activities and
aid older adults to live safely and independently in their own homes. Therefore,
it is essential to develop an appropriate method or algorithm that can efficiently
detect such anomalies. This can be achieved by using a suitable technique, such
as entropy measures, which enables analysis to distinguish between normal and
anomalous cases in daily activities with a high degree of accuracy.
In many applications, entropy measures are used to quantify the concept of
irregularity and the degree of randomness in a system [37]. Nevertheless, to
classify ADL data representing an individual’s daily activity routine as either
normal or abnormal, entropy measures are considered as a useful measure to
discriminate between normal and anomalous cases. This research proposes a
novel framework for anomaly detection based on entropy measures through the
use of data gathered from ambient sensors and wearable sensors. This is with the




Figure 1.1: Schematic representation of the proposed anomaly detection in
activities of daily living.
A schematic representation of the proposed framework in this thesis for
anomaly detection based on entropy measures is shown in Figure 1.1. The
framework comprises three main steps:
1. Observing daily human activities using sensor networks - Utilising sensor
networks to extract and select features representing ADLs. This gives




2. Applying entropy measures in ADLs - Different entropy measures are
applied to obtain data for detecting anomalies in the extracted activity
patterns.
3. Activity detection as either normal or abnormal - Investigate the
effectiveness of different entropy measures in detecting anomalies in ADLs
in a single-occupancy and multi-occupancy environment. Furthermore, a
pre-set threshold is used, based on the standard deviation of the
occupancy data in conjunction with several entropy measures, for
discriminating between normal and anomalous cases in daily activities.
1.4 Research Questions
Following the research overview, the main research question addressed in this
thesis is to investigate the effectiveness of different entropy measures in detecting
and identifying various types of anomalies in daily activities. In particular, this
study attempts to answer the following questions:
• How to extract useful features from low-level binary data representing ADL
of a single-occupancy or multi-occupancy environment?
• Is it possible to use entropy measures to detect and identify anomalies in a
person’s ADLs, specifically in sleeping routine?
• How a resident’s daily pattern can be used with several entropy measures
to decide whether there is an anomaly in their activities or not?
• Can entropy measures be utilised for detecting human falls in daily
activities, solely based on the information gathered from a wearable
motion-sensing device?
• Can entropy measures be used to detect anomalies in ADLs in a multi-
occupancy environment, solely based on information gathered from ambient
sensors? Most existing methods for anomaly detection rely on a single-




• Can the proposed solutions be tested and validated on data obtained from
real-world environments?
To address the above questions, the following section outlines the aim and
objectives of this research.
1.5 Technical Objectives
To support independent living, it is essential to recognise routine ADL and
distinguish any abnormality with the recognised activities. This would require
accurate and reliable HAR [12, 51]. Anomaly detection in ADLs has remained a
significant challenge for researchers in recent years. Considering the complexity
and uncertainty associated with human activities, the existing outlier detection
techniques provide some limited reliabilities in detecting the anomalous events
in ADLs, particularly due to ignoring the changes in individuals’ routine [52].
The aim of this research is to investigate the effectiveness of different
entropy measures in detecting and identifying various types of anomalies in
ADLs. This research tries to find an acceptable solution that can be used to
detect and identify anomalies in ADLs in a single-occupancy and
multi-occupancy environment. As a starting point for detecting anomalies in
ADLs, the investigation of the effectiveness of entropy measures initially focuses
on a single-occupant environment, when only one individual is monitored, and
their activities are categorised. Then, the research investigates the effectiveness
of entropy measures for anomaly detection in a multi-occupancy environment.
Furthermore, the entropy measures are not only used to detect anomalies in
ADLs but also to identify potential causes of anomalies, and to distinguish
anomalies in ADL data (here, irregular sleep in the resident’s activity and
visitors). The proposed anomaly detection framework based on entropy
measures will be applied to several datasets representing the ADLs of a
single-occupancy and multi-occupancy environment.
In order to accomplish the aim of this research, the following research
objectives have been identified:
1. Use a low-cost, non-intrusive ambient sensory device-based system to obtain
8
1. Introduction
a dataset that represents ADL from single-occupancy and multi-occupancy
smart environments and extract the required numerical features from raw
data to be used as input vector sequences for the entropy measures.
2. Investigate the existing anomaly detection approaches and their suitability
for detecting anomalies in ADLs.
3. Propose a novel anomaly detection method based on entropy measures to
detect different anomalies in daily activities (e.g., irregular sleep in the
resident’s activity and falls).
4. Create a resident’s daily pattern to be utilised with several entropy measures
for identifying and detecting anomalies in the resident’s activities.
5. To investigate the effectiveness of different entropy measures for detecting
anomalies in ADLs in a multi-occupancy environment, solely based on
information obtained from ambient sensors.
6. Compare the performance of different entropy measures to assess the most
appropriate method for detecting anomalies in ADLs based on information
gathered from different smart environments.
1.6 Major Contributions of the Thesis
The major contributions of the work presented in this thesis are summarised as
follows:
• An extensive literature review of the state-of-the-art on anomaly
detection, which encompasses approaches proposed and validated results
from experiments.
• A novel framework based on different entropy measures for anomaly




• A robust investigation into the use of entropy measures for human fall
detection in daily activities, solely based on the information gathered from
a wearable motion-sensing device.
• The proposed entropy measures are used not only to detect anomaly days
but also to identify potential causes of anomaly days based on the
calculation period of entropy measures.
• By finding the maximum entropy values in normal daily activities, it is
possible to detect abnormal human behaviours in ADLs in completely
unseen data.
• To identify the possible causes of anomalies (here, irregular sleep and
identifying visiting times), the main door sensor along with entropy
measures is used to confirm the time of the visitor’s presence.
• Investigating the effectiveness of different entropy measures in
distinguishing activities in a multi-occupancy home environment solely
based on the information collected from motion detectors (e.g. Passive
Infra-Red (PIR)) and door entry sensors. Once the presence of the main
occupier is distinguished from others, the existing activity recognition and
abnormality detection processes could be applied for the main occupier.
• Testing and evaluating the proposed entropy-based approach using several
different datasets gathered from real home environments representing
ADL for a single or a multi-occupancy. Unlike entropy measurements,
most machine learning techniques require a large amount of training data
and classification time.
The outlined contributions of the thesis are addressed in different chapters of this
thesis. A summary of these chapters is presented in the following section.
1.7 Thesis Outline
This thesis consists of seven chapters. Figure 1.2 shows the structure of the
thesis with an indication of how the chapters are linked. The idea behind this
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Figure 1.2: Thesis structure showing the organisation of the chapters and their
respective dependencies.
figure is to give readers an overview of the organisation of the thesis and a
direction on how the chapters are grouped. The summary of the contents of this
thesis are presented as follows:
Chapter 2: Literature Review - This chapter gives a comprehensive review
of the relevant literature in the field of anomaly detection in activities of daily
living. The main areas that are covered are anomaly detection in daily activities
using statistical methods and computational intelligence techniques, human fall
detection using different approaches and algorithms, activity recognition, and
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the challenge of data association in a multi-occupancy environment. In
particular, the literature focuses on utilising available technologies for detecting
different anomalies in ADLs. Furthermore, a summary of the literature review
is presented to identify the research gaps and highlight how this research differs
from previous research works. Finally, conclusions drawn from the review are
presented.
Chapter 3: Entropy Measures for Anomaly Detection - This chapter
presents an overview of the entropy measures that are more relevant for
measuring the complexity in time series of data gathered from an IE.
Specifically, the explanation of certain entropy measures that are used for
anomaly detection in this thesis are provided. These entropy measures are
applied later on in Chapter 5 and 6 to propose approaches for anomaly
detection in daily activities in a single-occupancy and multi-occupancy
environment. The methodology proposed for anomaly detection in daily
activities in this thesis is also introduced in this chapter.
Chapter 4: Data Collection and Feature Extraction - This chapter
presents an overview of intelligent environments, including sensor networks that
are used for gathering information representing ADLs of a single-occupant or
multi-occupants. Two different environments, including real and simulated
environments, are also explained in detail to validate and test the results of the
proposed anomaly detection. Further details about the pre-processing and
feature extraction from raw data are presented in this chapter.
Chapter 5: Anomaly Detection in Activities of Daily Living - This
chapter is an extension of the explanation provided in Chapter 3, for proposing
a novel framework based on different entropy measures for anomaly detection in
ADLs. The chapter aims to investigate whether entropy measures can be used
for anomaly detection in daily activities in a single home environment. The
chapter starts with proposing a method for anomaly detection in ADLs,
specifically in sleeping routine, solely based on data gathered from low-cost,
non-intrusive ambient sensors. Furthermore, a novel method based on Fuzzy
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Entropy measure is investigated to detect and distinguish human fall from other
activities. A novel method based on different entropy measures to detect
anomalies in a resident’s activity in the presence of a visitor, solely based on
information gathered from ambient sensors is also proposed in this chapter. In
this chapter, experiments are conducted utilising the datasets obtained for the
research in this thesis to test and evaluate the proposed anomaly detection
method. Experimental results are also presented to demonstrate the
effectiveness of entropy measures in detecting anomalies in the resident’s
activity. To evaluate the proposed anomaly detection carried out in this
research, the results obtained by applying entropy measures are compared to
the state-of-the-art approaches reviewed from existing research. The chapter
concludes that the proposed anomaly detection based on entropy measures is a
promising technique to distinguish between normal and anomalous events in a
resident’s activity in the home environment.
Chapter 6: Visitor Detection in Multi-Occupancy Environments - In
this chapter, entropy measures are employed to identify visitors in
multi-occupancy environments, solely based on the information collected from
motion detectors (e.g. PIR) and door entry sensors. Furthermore, this chapter
investigates the impact of changing the values of an embedded dimension, m,
and tolerance, r, as parameters required to calculate the named entropy
measures. Afterwards, to evaluate the robustness of the proposed entropy
measures for visitor detection, the main door sensor is used along with entropy
measures to confirm the time and duration of the visit. Also, experiments are
conducted using the datasets obtained for the research in this thesis to test and
evaluate the proposed anomaly detection method. The performance of proposed
entropy measures for visitor detection are compared to the state-of-the-art
approaches reviewed from existing research. The chapter concludes that the
anomaly detection by entropy measures can be confirmed with door sensors
data, particularly for identifying the exact visiting times.
Chapter 7: Conclusion and Future Work - This chapter provides a
summary of the findings of the research conducted in this thesis. The major
findings obtained in this thesis are discussed with a reflection on the research
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questions identified in this chapter. Following the summary of the achievements,
the chapter also presents recommendations for applications of the work in this
thesis and possible areas of future work in monitoring the activities of daily





To support older adults with their independent living, it is essential to monitor
and recognise routine Activities of Daily Living (ADL) and identify any
abnormality in their daily activities [8, 9]. An automated monitoring system to
identify abnormalities within the ADL would require an accurate recognition of
human activities. Hence, Human Activity Recognition (HAR) has gained
increasing attention in recent years [6, 53, 54]. The HAR is relevant to many
applications, such as healthcare and assisted living. Many data mining and
machine learning algorithms are widely employed for anomaly detection in daily
activities [50, 55]. In this regard, several research works have been conducted on
ways to discriminate between normal and anomalous cases in ADLs, using
different techniques. To justify the intent of the work in this thesis, it is
essential to review the current state-of-the-art related to detecting anomalies in
daily human activities. This chapter is focused on the review of the relevant
literature related to detecting anomalies in ADLs, human fall detection, and the
most common approaches used for anomaly detection. Moreover, the
identification of a visitor in a single-occupancy home environment (represented
as a multi-occupancy environment) is also reviewed.
This chapter is structured as follows: Section 2.2 provides an overview of
anomaly detection in ADLs based on different approaches. Section 2.3 reviews the
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existing literature studies on human fall detection methods. In Section 2.4, related
work in the context of activity recognition and the challenge of data association
in multi-occupancy are reviewed, followed by a summary of the literature review
in Section 2.5. Section 2.6 follows on from the review of previous researches
to identify the research gaps and highlights how this work differs from previous
research works. Section 2.7 summarises the chapter.
2.2 Anomaly Detection in Activities of Daily
Living
Anomaly detection in daily activities is a challenging task, as it depends on a
specific context and the unconstrained variability of practical scenarios.
Anomaly, also known as an abnormality, can be defined as any significant
change in usual behavioural routine and can be an early symptom of Mild
Cognitive Impairment, or of dementia in older adults [26]. Additionally,
anomalies in ADLs such as interrupted sleeping, or performing less active tasks
during the day, can be detrimental to their well-being [56, 57].
Several anomaly detection algorithms and techniques are proposed to solve
challenges in different domains, including human behaviour, computer networks,
image processing, medical, etc. [46, 58, 59]. Also, several research studies have
been carried out on the detection of anomalies in ADLs utilising diverse
techniques. In the following sections, some related literature studies concerning
anomaly detection techniques in ADLs are reviewed.
2.2.1 Statistical Techniques
Several research studies have been carried out on the detection of various types
of anomalies utilising different statistical techniques, including Hidden Markov
Model (HMM) [38, 40] and Random Forest (RF) approaches [41]. An
HMM-based technique was developed in [38] to detect anomalies in daily
activity sequences. Their experiments were based on data generated
synthetically from a real-world dataset. The researchers have shown that their
proposed model can detect anomalies in ADLs with an accuracy of 95.10%.
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Similarly, in [40], the authors proposed an anomaly detection approach based on
a dynamic Markov model. The performance of their proposed anomaly
detection approach was based on both synthetic and real-world data. Their
research aimed to address the challenge of reducing false alarms when compared
to existing techniques. The experimental results obtained from this work
indicate that the proposed approach achieved the highest true positive rate and
lowest false alarm rate compared to other methods mentioned in their literature
review. Nevertheless, in both [38, 40], the authors have provided few details
about the usage of the synthetic data and how the work was conducted.
A study reported in [60] utilised HMM and Viterbi algorithm for real-time
detection of sleep anomalies. Experiments were conducted based on a dataset
generated by the authors. However, the reader is not provided with enough
information about how the data synthesis was conducted. It is also reported
that some further work is required to improve the proposed method by using the
Pittsburgh Sleep Quality Index (PSQI).
The researchers in [61] proposed an HMM for smart home anomaly detection.
The idea of the research was to tune the HMM parameters for maximising the
probability of finding the anomalies by learning the typical behaviours in a smart
home. They tested and evaluated their proposed method based on a synthetic
dataset, and the proposed method achieved an accuracy of 97%. However, the
authors also suggest that some further work is required to improve the proposed
method by testing the performance of HMM in case of bigger datasets. Likewise,
the researchers in [62] proposed an approach based on Two-dimensional HMM
for anomaly detection in ADLs. They trained and tested their proposed model
based on dataset, which is split into 70% as a training set and 30% as a testing
set. The experimental results obtained from this study show that the proposed
model achieved an accuracy of 92.25%. However, the authors have not provided
enough details about the usage of the data and how the work was conducted.
2.2.2 Computational Intelligence Techniques
As an alternative to statistical techniques, computational intelligence techniques
are widely utilised to detect and identify anomalies in daily activities. In [8],
17
2. Literature Review
a combination of Convolutional Neural Network (CNN) and Long Short Term
Memory (LSTM) is utilised to detect simulated anomalies in ADL data related
to dementia in smart homes. The main dataset is used as training data for the
normal class, whereas the synthesised anomalous dataset is utilised as training
data for the anomalous cases. The dataset is then fed into a CNN to be trained,
while LSTM is utilised to learn the activity sequences of the behavioural routine.
The authors tested and evaluated their model based on two different datasets.
The results obtained from their research indicate that CNN with LSTM achieved
better results compared to the state-of-art methods mentioned in their literature
review, with an accuracy of 89.72%. However, the authors also reported that
their method could not detect every type of anomaly, such as using too much
soap or leaving kitchen appliances on when they are not needed.
A relatively new research study presented in [50] have proposed an approach
based on LSTM to detect anomalies in a sequence of daily activities in a home
environment. The idea of their research was to compare the performance of
LSTM and HMM in anomaly detection in ADLs under different sizes of the
training sets. Their experiments were evaluated based on the “Aruba” dataset
publicly available from the Centre of Advanced Studies in Adaptive Systems
(CASAS) at Washington State University [63]. The results obtained by using
these two models indicate that both LSTM and HMM achieved the same accuracy
of 87.50%. However, the authors also state that the LSTM method has some
limitations in terms of the requirement of input of 5 initial activities of a sequence.
This means the method cannot detect anomaly in these 5 initial daily activities
as the layer of LSTM utilised is unidirectional.
Novelty detection algorithms have also been applied to distinguish between
normal and anomalous cases in ADLs, including a Support Vector Machine (SVM)
[46]. Researchers in [64] and [65] have applied One-Class Support Vector Machine
(OC-SVM) for anomaly detection in ADLs. This approach has also been utilised
for unsupervised outlier detection in brain multiparametric magnetic resonance
imaging [66]. Likewise, OC-SVM has been applied for anomaly detection in time-
series data [57], and applied with Electroencephalogram (EEG) data for detecting
seizures in humans [67].
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2.2.3 Other Techniques used in Anomaly Detection
Several other techniques not mentioned above are used to distinguish between
normal and abnormal cases in ADLs. For example, in [68], the authors proposed
a Consensus Novelty Detection Ensemble (CNDE) approach for anomaly
detection in daily activities. A novel version of the Gated Recurrent Unit
(GRU), called Single-Tunnelled (SiTGRU), was proposed in [69] for anomaly
detection and generalisation in videos. They trained and tested their proposed
model based on three well-known video anomaly detection datasets. The
researchers indicate that their proposed model achieved better performance
than standard recurrent networks. However, the proposed model required some
further work, that is, fusing it with other variants of recurrent and deep
networks in order to improve the model introduced.
In [36], the authors proposed a system named “Holmes” for anomaly detection
in ADLs, utilising Density-Based Spatial Clustering of Applications with Noise
(DBSCAN). The idea of their research was to address the challenge of reducing
false alarms compared to existing techniques. The evaluation of their system
was based on two public datasets from the CASAS repository, which do not have
ground truth for anomalies in ADLs. The experimental results obtained from this
study show that their system decreases false positives and false negatives by 46%
and 27%, respectively. Similarly, the researchers in [70] presented an approach
based on the DBSCAN clustering algorithm in order to detect anomalies ADLs
performed in a smart home.
A relatively new research work proposed a novel method, the
Positive-Unlabelled deep metric learning method for anomaly detection
(PUMAD), which effectively identifies various anomalies [10]. They tested and
evaluated their proposed method based on two types of datasets. Their results
show that the PUMAD achieves state-of-the-art performance. However, the
authors also state that the PUMAD method has some limitations in terms of its
potential unsuitability for normal data that has a lot of classes (clusters). It is
also reported that some further research is required to improve the proposed
method by extending the study to a more generalised PU anomaly setting, as a
multi-class anomaly detection setting.
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A summary of the related literature studies in the area of anomaly detection
in daily activities is provided in Table 2.1. The table summarises the existing
related research studies for anomaly detection in ADLs in the context of the
publication year, the approaches used, dataset name, the type of sensors used as
well as the overall system accuracy.
2.3 Human Fall Detection
Falls are considered as one of the greatest risks and a fundamental problem in
healthcare for older adults living alone at home [71]. The number of older
adults living alone in their own homes is increasing worldwide, and this causes
an increase in the demand for healthcare services [72]. Therefore, it is
important to develop an accurate system with the ability to detect human falls
during daily activities.
To support older adults with their independent living, assistive technologies,
such as automated fall detectors are utilised to assist and support them to live
safely in their own homes [73]. Several research studies have been carried out
on detecting human falls during daily activities, using different types of sensor.
These studies can be classified into three main categories, namely; ambient sensor-
based [74, 75, 76], vision-based methods [77, 78, 79] and wearable sensor-based
[45, 80, 81]. Ambient sensors such as pressure sensors are installed on the floor.
They are used to capture vibrations and sound that detect the presence of a person
[82]. Alternatively, several studies have been carried out based on computer
vision for human fall detection utilising single [83], multiple [84, 85], and omni-
directional [86] cameras. Recently, depth sensors such as Microsoft Kinect [47, 87]
have been utilised for human fall detection. The Kinect sensor is a motion-sensing
device which integrates a Red Green Blue (RGB) camera and a depth sensor
to capture moving objects in 3D [87]. On the other hand, several works have
utilised wearable sensors, such as a wrist-worn accelerometer or gyroscopes to
detect human falls during ADLs [45, 88, 89]. These types of sensors are widely
utilised to capture human body movements. Thus, analysis of the movement of
the human body through an accelerometer or gyroscope allows for detection when
there is a fall [90].
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Based on the reviewed literature, different approaches and algorithms are used
for human fall detection, which are divided into two main categories: statistical
techniques and computational intelligence techniques. In the following sections,
these two techniques and other techniques used for detecting human falls during
daily activities are reviewed.
2.3.1 Statistical Techniques
Detecting human falls in a home environment is still a significant challenge for
researchers. In recent years, research has been carried out on detecting human
falls using statistical techniques, including HMM [39] and Hierarchical Hidden
Markov Model (HHMM) [91]. In [39], the authors proposed a model, namely
three X-Factor Hidden Markov Models (XHMMs), for human fall detection
using a wearable device. The idea of their study was to detect unseen falls by
modelling transitions between normal daily activities to train an HMM and
adding a new state to model unseen falls. Their experiments were based on two
human activity recognition datasets collected using an accelerometer and
gyroscope. The experimental results obtained from this study show that two of
the XHMM models can detect human falls with an accuracy of 96.6%.
The researchers in [91] proposed an HHMM based video analysis method for
fall detection during daily activities. They used HHMM with two layers; in the
first layer, two states are utilised, one related to an upright standing pose and the
other to a laying pose. The object of their research was to study the relationship
between angle sequences in the 3D world and their projection onto the image
plane. The results obtained from their research indicate that the overall system
could correctly detect 98% of human falls in a home environment. Similarly,
in [92], the authors proposed a system based on HMM for temporal detection
of social interactions. The idea of the research was to detect intervals where
an individual or social activity is occurring. The performance of their proposed
detection approach was based on the publicly available RGB-D dataset. It is also
reported that the proposed system achieved an accuracy of 85.56%. However, the
authors also suggest that some further work is required to improve the proposed




A study reported in [93] proposed an HMM-based fall detection system that
can automatically detect falls using a single motion sensor for real-life home
monitoring scenarios. The HMM is trained and used to detect falls based on
acceleration signal data gathered from motion sensors. They tested and evaluated
their proposed method based on both synthetic and real-world data. The results
of their study show that when HMM is applied on both datasets, a sensitivity of
99.2% and a positive predictive value of 98.1% were achieved for their first dataset,
whereas 100% sensitivity and 78.6% positive predictive value have resulted from
their second dataset. Whereas the proposed model demonstrated a promising
result, there are some constraints to the study; however, the data in this study is
a snapshot of one event, not many events from one subject over time.
In [94], the researchers proposed a new method using acceleration data and
HMM to detect fall events. The idea of their research was to extract Feature
sequences from the acceleration data to be used as a sequence of observations to
train an HMM of fall detection. They tested and evaluated their proposed method
based on a synthetic dataset, and the proposed method achieved detection rates of
91.7% sensitivity and 97.2% accuracy. However, the authors also highlight some
limitations of their study in terms of the dataset, which the training samples are
from simulated motion process, but not falls in real practice.
2.3.2 Computational Intelligence Techniques
As an alternative to statistical methods, computational intelligence techniques,
such as the SVM [47, 87, 95], Recurrent Neural Network (RNN) [89], DNN [48]
and CNN [45, 71, 83, 96, 97] are widely used to detect human falls. An SVM
was utilised in [47] to distinguish a falling pose from normal daily activities using
machine vision from RGB-D images. Their experiments were evaluated based
on the publicly available University of Rzeszow Fall Detection (URFD) dataset
[87]. The dataset contains 30 videos capturing different cases of falling and 40
videos demonstrating ADLs. The experimental results obtained from this study
show that the proposed approach outperformed similar studies where images or
accelerometers were utilised, achieving a sensitivity and specificity of 100% and
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97.5%, respectively. However, there are some limitations, which includes the
proposed model failing to detect falling on a bed or sofa, as well as the inherent
limitations of the Kinect camera.
A relatively new research study, [98], has proposed a novel camera-based real-
time automated human fall detection in a home environment using SVM. The
idea of the research was to detect the moving person in the home and utilise
features of the bounding ellipse, then apply SVM to classify the activities into
fall and non-fall events. The authors evaluated their model based on the publicly
available URFD dataset, and the proposed method achieved detection rates of
98.15% sensitivity and 97.1% specificity.
Recently, several research studies have been conducted to detect human falls
in daily activities employing deep learning techniques. A study reported in [99]
used a CNN based on dynamic motion and shape variations to detect older adults’
falls during daily activities. They utilised a new vision system based on novel two-
stream CNNs for older adult fall detection. Firstly, the human image is extracted
based on person recognition and background subtraction. Then, History of Binary
Motion Image (HBMI) is integrated into the first stream, distinguishing human
shape variations. Experiments were conducted based on two publicly available
datasets, which are the Multiple Cameras Fall (MCF) dataset [100] and the URFD
dataset. It is also reported that the proposed system achieved a sensitivity and
specificity of 100% and 92.5%, respectively. However, the authors also suggest
that some further work is required to improve the proposed method by utilising
depth cameras and using Region-based CNNs (R-CNN) to improve the shape-
based stream by extracting features from different body shapes.
In [89], a fall detection method is proposed based on an RNN method, which
can process and encode the inherent information contained in sequential data.
The authors used a dataset gathered from an accelerometer placed near the
pelvis area of the user, and depth cameras. The results obtained from their
research indicate that the proposed method achieved better results compared to
the previous methods mentioned in their literature review, with an accuracy of
98.57%.
Accelerometer-based human fall detection utilising CNNs is proposed in [45].
The authors evaluated their approach using three open datasets and compared
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the results to other methods. The experimental results for this approach showed
that around 99.86% of human falls could be detected. The authors also suggest
that some further work is required to evaluate other deep learning techniques for
human fall detection, improve the proposed method to detect multi-class events
and distinguish various activities.
2.3.3 Other Techniques used in Human Fall Detection
There are some other techniques not mentioned above, utilised to distinguish and
detect human falls during daily activities [101, 102]. For instance, the study in
[103] proposed human fall detection from a depth image based on the velocity and
position of the subject. The research aimed to detect the potential fall activity
and the position of the subject to confirm human fall. The results obtained
from the research showed that the proposed system can correctly distinguish
human falls from a non-fall with an average accuracy of 93.94%. Despite the
high accuracy, the authors suggested that the proposed system could be further
improved by focusing on the acceleration of joints together with the velocity.
In [104], a novel slow feature analysis-based framework for distinguishing
human fall from normal daily activities is proposed. Their experiments were
evaluated based on two different publicly available multiple-camera fall dataset
[105] and SDUFall datasets [106]. The results obtained from their study showed
that the proposed method achieved better results compared to the previous
methods mentioned in their literature review, with an accuracy of 81.33%. In
addition, in [107], a Single Shot Human Fall Detector (SSHFD) is proposed to
detect human fall from a single image. They tested and evaluated their
proposed method on the public multiple-camera fall dataset [105] and the Le2i
fall dataset [108].
Table 2.2 provides a summary of the related literature research studies in
the area of human fall detection. The table presented summarises the existing
publications in the context of the publication year, the approaches used, dataset




Distinguishing and detecting a visitor in a single-occupancy home environment
(represented as a multi-occupancy environment) based on ambient sensors is
still a significant challenge area, as most of the sensors do not provide any
information regarding the personal identity of who triggered the sensor.
Therefore, the use of wearable sensors, visual sensors and video cameras have
become the norm to monitor ADLs in a multi-occupancy environment [18, 23].
However, few studies have focused on the detection and identification of
multi-occupancy activities using ambient sensors, especially those with binary
sensors [51, 109, 110]. Several research works have been carried out on detecting
and identifying multi-occupancy and monitoring activities by using different
techniques and algorithms [34, 32, 111, 112].
In this thesis, the reviewed techniques are classified into two main categories,
which are statistical techniques and computational intelligence techniques
presented in Section 2.4.1 and Section 2.4.2, respectively. Other techniques not
included in these two main groups are reviewed in Section 2.4.3. A brief review
of the related work in the context of the challenge of data association in the
multi-occupancy environments are also presented in Section 2.4.4.
2.4.1 Statistical Techniques
Most of the research which has been conducted in the context of activity
recognition in multi-occupancy has utilised statistical techniques. These
techniques are utilised to detect the relationship between the temporal data
generated from sensors and identify the pattern of the user. Graphical
probabilistic models are the most popular techniques utilised to identify human
activity recognition. In a recent survey [35], the authors provided an overview of
the latest investigations on activity recognition in multi-occupancy
environments. Their survey includes the existing approaches and current
practices used for activity recognition, such as an HMM, Naive Bayes Classifier
(NBC), Conditional Random Field (CRF), and Dynamic Bayesian Network
(DBN). Moreover, it outlines data association and interactions between
occupants as the main challenges in a multi-occupancy environment. Some
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commonly utilised statistical techniques for detecting and identifying
multi-occupancy in a home environment are reviewed in the following sections.
2.4.1.1 Hidden Markov Model Based Techniques
HMM-based techniques are widely applied in many studies to identify the
activities of a resident from sensor data and distinguish the activities within a
multi-occupancy and identify whether the environment is utilised by one or
more than one person. These techniques are utilised to detect relationships
between temporal data generated by the sensors and identify the pattern of the
user.
There are many published papers related to pattern recognition that
conducted their research to detect HAR in a home environment using a range of
different machine learning techniques, including HMM [113, 114, 115]. For
example, in [13], the Factorial Hidden Markov Model (FHMM) and Nonlinear
Bayesian Tracking method are applied and compared for tracking and
recognising human activity. The FHMM is used to model two separate Markov
chains corresponding to two users, whereas Nonlinear Bayesian Tracking is used
to break down the observation area into the number of users. The authors
indicated that the Nonlinear Bayesian Tracking method performs better than
FHMM (the performance of Bayesian Tracking was 67.9%, while the
performance of FHMM was 59.5%).
In [116], the researchers proposed an unsupervised method for detecting
visits as abnormal activity in the homes of older adults. They utilised a method
based on a Markov Modulated Multidimensional non-homogeneous Poisson
Process (M3P2) to model daily and weekly characteristics, as well as to
distinguish between regular and irregular visits in a home environment. The
results obtained from their research demonstrate that the M3P2 method
performs better than the Markov Modulated Poisson Process (MMPP). They
also state that the performance of M3P2 in terms of precision was 64%, while
the performance of MMPP was 56%. However, the proposed model generates a
high false alarm rate, which reduces precision.
A relatively new research work [12] has proposed a new model based on
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MMPP, which is an unsupervised method that models regular activity patterns
and detects visits in homes of older adults living alone. The ambient sensors are
installed in specific locations to cover most of the movement without affecting
the routine activities of the occupier. Their experiments were based on the data
obtained from two apartments using different sensor networks. The results of
their study show that when MMPP is applied on both datasets, a recall of
78.4% and a precision of 74.9% were achieved for their first dataset, whereas
80.1% recall and 84.2% precision have resulted from their second dataset. The
only issue, however, with this method is the difficulty in processing a large
amount of low-level data such as the data gathered from ambient sensory
devices. In [109], the authors investigated the challenge of detecting
multi-occupancy in a home environment with different sensor networks using
HMM. The authors evaluated their model based on data obtained using a
binary sensor in a living lab. Likewise, in [14], the authors investigated the
challenge of modelling multi-occupancy activities. Specifically, they explored
different models based on HMM, known as CL-HMM to attempt to deal with
cooperative activities and parallel activities in a multi-occupancy environment.
The authors have evaluated their model based on a CASAS multi-occupancy
dataset [117]. Whereas these methods demonstrate a promising result, there are
some constraints to the study; however, since the collected data was limited to
only one room and the number of sensors used was small.
Some other research works have addressed the challenge of identifying
multi-occupancy activities utilising wearable sensors [19] or video sensors [20].
For example, in [29], researchers investigated the challenge of recognising
multi-occupancy activities utilising wearable sensors in a home. Their idea was
to study two probabilistic temporal models; the Coupled Hidden Markov Model
(CHMM) and Factorial Conditional Random Field (FCRF) to model and
classify multi-occupancy activities. Their proposed model was tested and
evaluated using a dataset obtained from two subjects over two weeks. The
results obtained by utilising these two models showed that CHMM performs
better than FCRF. Nevertheless, the authors also highlight some limitations of
their study in terms of the dataset, which was collected in a mock scenario,
rather than being conducted in a real home environment.
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2.4.1.2 Naive Bayes Classifier
The researcher in [51] investigated two different models in which multi-users can
be detected in a home environment with various sensor networks using a NBC
and HMM. The idea of this study was to detect a visitor in an office environment
equipped with binary sensors and a video camera to record the visits to the office.
The results obtained using these two models indicated that the HMM performs
better than the NBC, with an accuracy of 92% and 83%, respectively. While the
proposed method demonstrated a promising result, there are some constraints to
the study; the data obtained was limited to only one room, and the number of
sensors utilised was small.
2.4.2 Computational Intelligence Techniques
As an alternative to statistical methods, computational intelligence techniques
are widely utilised to recognise the ADLs in a multi-occupancy environment.
The following sections summarise some of these techniques.
2.4.2.1 Support Vector Machine
The SVM is widely utilised for detecting and distinguishing multi-occupancy
based on data gathered from a home environment and detecting the users’
abnormal activities. In [110], SVM has been utilised to identify the periods
when visitors are present in a home. They have used dwell time, the number of
transitions between main living places (dining room, kitchen, living room, and
bathroom), and the number of sensor firings as features in the SVM. Their
model was evaluated on data obtained from only motion sensors in a living lab.
Some limitations are however evident, such as the visits not being recorded
overnight. Likewise, the researchers in [23] proposed a system based on SVM to
detect visitors in the home environment using wearable devices and an ambient
sensor network. Their experiments were based on the data gathered from a
Swiss-Korean project on healthcare monitoring of older adults living alone in a
home environment. The results obtained from their study show that the
method can correctly detect 58% - 83% of visits in a home environment.
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However, the main challenge facing the authors is that they did not have fully
annotated data to label every visit in the life of the older adults at home.
2.4.2.2 Deep Learning Techniques
Machine learning algorithms have been utilised to recognise the ADLs in a multi-
occupancy environment in recent years. The most common techniques are Deep
Convolutional Neural Network (DCNN) and CNN. For instance, a study reported
in [7] has used a novel RGB activity image based on a DCNN classifier for the
unobtrusive recognition of multi-occupancy activities of older adults. They have
used a labelled open dataset gathered by environmental sensors (i.e., PIR sensors
and temperature sensors) in a Cairo testbed, which is one of the testbeds from the
CASAS Project [118]. It is also reported that the dataset is pre-processed with a
sliding window, RGB activity image conversion steps, and activity segmentation.
The experimental results obtained from this study demonstrate that the proposed
model outperformed the previous methods mentioned in their literature review,
with an accuracy of 95.2%. However, the authors also suggested that further
work is required to classify more intertwined and more complex activities using
real-life long-term multi-occupancy activity recognition.
2.4.3 Other Hybrids Techniques used in Multi-occupancy
Activity Recognition
There are other techniques not mentioned above, used to identify and detect
activities in a multi-occupancy environment. For example, researchers in [15]
applied a platform based on active learning techniques, known as Smart ADL
Recogniser and Resident Identifier in Multi-resident Accommodations
(SARRIMA), to recognise ADLs in multi-resident environments by utilising
only passive sensors. They used semi-supervised algorithms to detect ADLs in
order to reduce the trade-off between the training time and data labelling. The
SARRIMA is used to solve both the problem of data association by using an
identification module of the resident, and the problem of activity recognition by
utilising the module of ADL recognition. The result of this approach showed
that around 96% of the activity instances can be detected. Also, it can be used
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to identify the activity of residents without utilising RFID tags or wearable
sensors. However, the disadvantage of this research is that it lacked sufficient
data to robustly test the model, as it was tested only on data obtained from two
people in a smart home.
In [119], the authors investigated the essential problem of recognising
activities of both a single-occupant and a multi-occupant environment from
ambient sensors, by using Emerging Patterns (EPs) to distinguish between the
activities of a single person and multi-users in a smart environment. The
datasets in their research were collected from two people through a period of
two weeks in a smart home environment. The authors also emphasised that EPs
can be used to recognise the cooperative activities in multi-occupancy
environments. Bluetooth enabled smartphones were used in [120] to identify
and track a resident in a smart home. The research also shows that the solution
based on Bluetooth technology was the best option to achieve the goals of this
study rather than Wi-Fi because of the lower power drain on mobile devices.
Likewise, the researchers in [121] presented a wireless distributed pyroelectric
infrared sensor network and a novel method utilising an Empirical Mode
Distributed (EMD) algorithm to identify and track multi-occupancy in a home
environment.
Many published papers addressed the challenge of recognising and
identifying multi-occupancy activities using wearable sensors. The researchers
in [18] propose an automatic multi-occupancy activity labelling approach in a
smart home for resident localisation, using wearable sensors and a Bluetooth
Low Energy (BLE) technology. The BLE devices are used as the tag to localise
and label their activities in a multi-occupancy intelligent environment. The
experiments were based on data obtained from a real smart home. The smart
home is equipped with three types of sensors, including five PIR sensors, two
switch sensors, and one power sensor, which they used to monitor the user’
activities. The results obtained from their research indicate that BLE
approaches can achieve high accuracy. However, it is also mentioned that
forgetting to wear the tag is considered as one of the main problems with this
research which affects the performance of activity labelling accuracy.
Similarly, in [122], it was shown that human identification in a
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multi-occupancy environment could be detected using three
sensing/communication modules, including a PIR sensor, an ultrasound array,
and a BLE device. The PIR sensor is used to detect the user’s movement in
different locations in a home environment, while the ultrasonic array module is
used to detect the moving user’s height. Then, the BLE mode is utilised to
communicate the data from the PIR and ultrasound array to the data server.
The study demonstrated that there is a limitation of the proposed model in
distinguishing residents if they have similar heights.
A recent survey by [21] presents an overview of wearable sensors and bespoke
sensors’ usage in activity recognition in multi-occupant environments. The paper
highlights the cooperative interaction activities and complex activity recognition
in smart homes. The authors of [30] proposed a hybrid approach to recognising
complex ADLs using a smartphone-based sensor. First, different activities such
as walking and sitting are extracted by the smartphone accelerometer data and
used as inputs to an HMM algorithm. The hidden states are used as the locations
of the occupant. Finally, CHMM is constructed to infer the persons’ activities
in a multi-occupancy environment. The hidden states of the CHMM and HMM
refer to the activities, whereas the observations of the CHMM and HMM indicate
both the location and posture of the individual. The results obtained with five
people demonstrated that their proposed method improves the accuracy up to
70%, compared to 30% when only accelerometer data is used. Nevertheless,
the cooperative activities, where many residents work together in a cooperative
manner such that each person partakes in the same activity separately or together
(e.g., two persons moving a table by holding it by the ends), were ignored in this
research.
In [19] the authors present an overview of different classification techniques
used to recognise human activity based on wearable sensors. They used four
supervised classification techniques, namely K-Nearest Neighbor (K-NN), SVM,
Gaussian Mixture Models (GMM), and RF as well as three unsupervised
classification techniques namely K-Means, GMM, and HMM. These were
compared in terms of correct classification rate, recall, precision, and specificity.
The results obtained from their study indicate that the K-NN classifier gives the
best performance compared to other supervised classification algorithms,
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whereas the HMM classifier is the model that provides the best result among
the unsupervised classification algorithms.
Several other techniques are used for identifying activities in a
multi-occupancy environment. A new research work reported in [123],
introduced a hybrid mechanism between ontology-based and unsupervised
machine learning for detecting and separating the activities of a single person in
a multi-occupancy environment. The authors tested and evaluated their method
based on a CASAS Spring dataset. The results obtained from this work show
that the proposed method achieved an average activity recognition rate of
95.83% in the context of a multi-occupancy home environment. Another new
research study [4], presented a daily activity recognition method based on time
clustering for multi-occupancy in a smart home environment. The method
required features that are extracted from raw data using a de-noising method.
Then, cluster techniques are used to separate activities which occur at the same
location but at various times. Finally, a similarity matching method is used to
complete daily activity recognition. The authors tested the performance of the
proposed method based on two multi-occupancy datasets provided by the
CASAS repository. The results obtained from their research indicate that the
proposed method for recognition of daily activities of multi-occupancy in a
smart home environment achieved an accuracy of 92%.
Some other research studies have addressed the challenge of detecting daily
activities in a multi-occupancy home environment using wearable sensors [124]
or video sensors [22]. The major drawback of using these types of sensors is that
they are not widely accepted by individuals, due to privacy and ethical concerns
[14, 15, 16, 17]. Thus, it is often a preferred solution to utilise ambient sensors
to identify and recognise multi-occupancy in a home environment [34].
2.4.4 Data Association in Multi Occupancy Environments
Many of the previous studies on multi-occupancy HAR have used ambient
sensors. In this context, some previous studies have focused on the data
association in multi-occupancy environments to recognise the residents [34, 125].
For example, in [126], CRF is applied to deal with the problem of data
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association in multi-resident activity recognition using the CASAS dataset [117].
The results of the study indicate that data association is a fundamental problem
in dealing with a multi-occupant environment. It also mentions that modelling
human interaction is a critical issue when modelling activities in a multi-resident
environment. Likewise, in [127], the authors proposed two HMM models to
recognise activities in the multi-resident environment. The first model of HMM
is used to identify the resident. The second model is used to identify each of the
separate activities. The results of these studies show that the performance of
the proposed HMM models is low due to the sensors incapable of distinguishing
who activated them in the absence of any tagging system to distinguish
individuals in the environment. A study reported in [128] used Incremental
Decision Trees (IDT) in an attempt to deal with ADL in a multi-occupancy
environment. The proposed method was evaluated using the ARAS dataset, a
real dataset collected from a smart home environment. However, the results
showed that only about 40% rate of classification was achieved.
Most of the previous studies disregarded the possible interactions between
occupants due to the data association problem when recognising
multi-occupancy activities [129, 130, 131, 132]. The authors in [129, 130] used
two different activity recognition models, HMM and CRF; whereas the study in
[132] used five different classifiers namely, HMM, Decision Trees (DT), KNN,
Time-Delay Neural Network (TDNN), and Multi-Layer Perceptron (MLP) to
evaluate the activity recognition performance of a single resident in the
multi-occupancy environment. They used these methods to recognise
multi-occupancy activities by combining labels. The results of their research
showed that the TDNN method gives the best performance in terms of accuracy
and precision compared to the other methods.
Table 2.3 provides a summary of the related research studies for a multi-
occupancy environment in the context of the publication year, the approaches
used, name of the dataset, the type of sensors used as well as the results obtained.
Table 2.1: A summary of the related research studies for anomaly detection in daily activities in the context of
the publication year, the approaches used, dataset name, the type of sensors used as well as the the system overall
accuracy.
Reference Year Approach Dataset name Type of Sensors Overall Accuracy
[66] 2020 OC-SVM Self-gathered Camera vision 61%
[46] 2020 SVM Self-gathered Ambient sensors 86.07%
[69] 2020 SiTGRU
UCSD Ped1 and UCSD Ped2 [133]
& CUHK dataset [134]
Camera vision -
[10] 2020 PUMAD




CASAS dataset [137] &
Aruba dataset [138]
Ambient sensors 89.72%





[40] 2017 HHM Video surveillance dataset [139] Visual-based sensors 89.15%
[41] 2016 RF Simulated dataset [140] Ambient sensor -
[60] 2016 HMM Self-gathered Ambient sensor -
[38] 2015 HMM Self-gathered Ambient sensors 95.10%
[36] 2015 DBSCAN CASAS dataset [137] Ambient sensors -
Table 2.2: A summary of the related research studies for human fall detection in the context of the publication year,
the approaches used, dataset name, the type of sensors used as well as the results obtained.
Reference Year Approach Dataset name Type of Sensors Overall Accuracy
[141] 2020 CNN
DLR dataset [142]
& tFall dataset [143]
Wearable sensors 98.78%
[141] 2020 CNN, LSTM ASLH dataset [144] Wearable sensors 96.64%
[107] 2020 SSHFD
Multiple-camera fall dataset [105]






[98] 2019 SVM URFD dataset [87] Visual-based sensors 97.5%
[99] 2019 CNN
Multiple Cameras Fall (MCF)
dataset [100] & URFD dataset
Visual-based sensors -
[47] 2018 SVM URFD dataset Visual-based sensors 98.15%





MobiFall dataset [146] & German
Aerospace Center dataset [147]
Wearable sensors 96.6%
[91] 2006 HHMM Self-gathered Visual-based sensors 98%
Table 2.3: A summary of the related research studies for a multi-occupancy environment in the context of the
publication year, the approaches used, dataset name, the type of sensors used as well as the results obtained.
Reference Year Approach Dataset name Type of Sensors Overall Accuracy




CASAS dataset Ambient sensors 95.83%
[148] 2019 Multi Label Classification (MLC) ARAS dataset Ambient sensors 74.8%
[7] 2018 DCNN CASAS dataset Ambient sensors 95.2%
[13] 2017 FHMM ARAS dataset Ambient sensors 64%




[12] 2017 MMPP Self-gathered Ambient sensors 82.3%







Self-gathered Wearable sensors -
[15] 2015 SARRIMA Self-gathered Ambient sensor 96%
[128] 2014 IDT ARAS dataset Ambient sensor 40%
[132] 2014 TDNN Self-gathered Ambient sensors 84.6%
[110] 2012 SVM Self-gathered Ambient sensors 83.5%





Linear Signal Model for
Hybrid and Video Decoding
Self-gathered Camera vision 90%
[20] 2004 HMM Self-gathered Camera vision 98.3%
2.5 Literature Review Summary
Based on the knowledge gained from the literature review in this chapter, it is
found that several research studies paid attention to the detection of various
types of anomalies in daily activities in an environment equipped with different
sensors. Although statistical and computational intelligence techniques are
commonly utilised to detect and identify anomalies in ADLs, there are some
challenges associated with their employment. For example, HMMs have some
challenges in terms of extracting multiple interacting activities (either
cooperative activities or parallel activities). Moreover, without significant
training, the possible observation sequences consistent with a particular activity
might not be recognised utilising an HMM [44]. Therefore, more investigation is
required to develop an appropriate method or algorithm that can efficiently
detect such anomalies. The conclusions from the reviewed literature studies are
outlined below:
• Most of the existing methods for anomaly detection in ADLs are
constrained to low dimensional data and small data size because of the
legacy of their original algorithms [150, 151]. These approaches often
under perform resulting in too many false alarms (having normal
instances identified as anomalies) or too few anomalies being detected and
therefore generate a high false alarm rate [36]. For example, without
significant training, the possible observation sequences consistent with a
particular activity might not be recognised utilising an HMM or SVM
[44]. A method with a high false alarm rate might not be suitable for
reliably detecting anomalous events in the daily activities of users,
especially for older adults. To reduce false alarms, the user’s behaviour
needs to be monitored and recognised accurately. This can be achieved by
utilising a suitable technique, which enables the ADL data to be identified
as either normal or anomalous.
• Based on the reviewed literature studies, most of the current research in
detecting anomalies in ADLs focuses on a single-occupant environment
when only one person is monitored, and their activities are categorised
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[8, 10, 50]. The assumption that home environments are occupied by one
person all the time is often not true. It is common for the resident to
receive visits from family members or health care workers (represented as
a multi-occupancy environment). Visiting is considered as one of the most
significant activities for older adults living alone at home [23]. The
resident’s activity pattern is expected to be different when there is a
visitor in the same environment, which could also be considered as an
abnormal pattern in the resident’s activities. The behaviour of a person
could vary due to some personal factors such as visits and the influence of
health conditions. Reliable anomaly detection in ADLs, or identifying
visiting times (e.g., visits made by healthcare workers) is considered as
one of the most important components of many home health care
applications [5]. Thus, existing methods are not able to reliably detect
anomalous events in the resident’s activities in the presence of a visitor
and to identify the time of visits. Therefore, detecting a time of visit in a
single-occupancy home environment (represented as a multi-occupancy
environment) requires more investigation to provide a better
understanding of the nature of activities. It is important to develop a
system with the ability to identify the exact time of a visit without the
need for visitors to be asked to carry a tag or wearable device to identify
them.
2.6 Research Gap
Recognising human activities based on the data coming from a range of simple
to complex sensors is an interesting area of research. Different kinds of sensors,
such as wearable sensors and cameras, are used for anomaly detection in daily
activities in a single-occupancy environment. Some studies have used video
cameras for anomaly detection during daily activities due to the number of
features that could be extracted from such data [10]. However, the use of a
camera is not accepted by many users, mainly because of privacy concerns.
Alternatively, several studies have been carried out based on wearable sensors,
such as an accelerometer, for anomaly detection in ADLs [152]. The
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disadvantage of using these kinds of sensors is that they tend to make residents
uncomfortable, and older adults can sometimes forget to wear or use them.
Furthermore, there is also the challenge of increases power consumption with
the sensors when used for a long-term [153]. This begets limitations in
effectively developing appropriate methods that can efficiently detect anomalies
in daily activities. On the other hand, due to the privacy and cost issues,
identifying and detecting anomalies in daily human activities based on ambient
sensors, such as PIR sensors and door sensors, is a preferred option. These
kinds of sensors can be easily installed in the home environment and allow
people to live normally without feeling they are restrained by the technology.
Several research studies have investigated methods to detect normal and
abnormal human behavioural activities using different computational methods
[50, 55]. There are some limitations to these approaches, however, including the
fact that they do not take into account changes in individual routine [52].
Human behaviour is dynamic, and behaviour changes through an individual’s
life, due to factors such as visits and health influences. Reliable anomaly
detection in ADLs is considered as one of the most important components of
many home health care applications [154]. However, the majority of the
anomalies detection methods proposed in daily activities are too simplistic and
therefore generate a high false alarm rate, and they are focused on a
single-occupant environment where only one individual is monitored. An
approach with a high rate of false alarms may not be appropriate to reliably
detect anomalies in ADLs, resulting in dissatisfaction on the part of users and
caregivers [68, 36]. In order to restrict the false alarm rate, human behaviours
need to be recognised and monitored accurately. This can be achieved by using
an appropriate technique, such as entropy measures, which enables analysis to
distinguish between normal and anomalous cases in daily activities with a high
degree of accuracy. Unlike entropy measurements, most classification techniques
require a large amount of training and classification time. Entropy measures
analysis has not been given much attention for anomaly detection in daily
activities. Therefore, entropy can be suitable for real-time anomaly detection
systems.
To address the gaps identified, this research investigates the effectiveness of
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different entropy measures to detect and identify various types of anomalies in
daily activities in single-occupant and multi-occupant environments based on
information obtained using low-cost, non-intrusive ambient sensors. Besides, in
one case study, entropy measures are used to investigate their effectiveness in
detecting anomalies in daily activities based on wearable sensors.
2.7 Summary
This chapter presented the state-of-the-art research related to anomaly detection
in daily activities, human fall detection as well as visitor detection in a single-
occupancy home environment (represented as a multi-occupancy environment).
The review also presented various anomaly detection techniques that have been
investigated. Some limitations on utilising these techniques were also discussed
in this chapter. In assisted living, technologies such as smart homes are used
to help and support older adults to live safely and independently in their own
homes. Although there are still gaps in practical implementations of such systems,
its significance cannot be overemphasised.
Based on the knowledge gained from the literature review in this chapter,
entropy measures analysis has not been given much attention for anomaly
detection in daily activities. Entropy analysis is an established method for
irregularity detection in many applications; however, it has rarely been applied
in the context of ADL and HAR. To classify ADL data representing the
individual’s daily activity routine as either normal or abnormal, entropy
measures are considered as a useful measure to detect different anomalies in
ADLs. This is investigated in this research. To reiterate the focus of this
research, different entropy measures are employed to investigate their
effectiveness in detecting various types of anomalies in daily activities in a
single-occupant and multi-occupant environment.
In the following chapter, a description of different applied entropy measures
for anomaly detection in daily activities is presented.
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Chapter 3
Entropy Measures for Anomaly
Detection
3.1 Introduction
Entropy measures are used to detect the irregularities and the degree of
randomness in data. This thesis draws on this concept to detect various
anomalies in the resident’s daily activities in a single-occupancy and
multi-occupancy environment. The idea is to develop a framework based on
entropy measures for anomaly detection in ADL, such as irregular sleep, human
falls and identifying visitors. In the previous chapter, a broad review of previous
works on HAR with a focus on anomaly detection in ADLs, human fall
detection and detection of visitors in a multi-occupancy environment were
discussed. However, the analysis of entropy measures has not been given much
attention in the literature. To the best of our knowledge, none of the studies in
the literature has applied any entropy measures for anomaly detection in daily
activities.
This chapter presents the proposed entropy measures framework developed
in this thesis. Moreover, the Indoor Mobility (IM) method is briefly described in
this chapter, which was compared with the proposed entropy measures. The IM
method is defined as the frequency of the transition from room to room in a
home environment. This chapter is organised as follows: Section 3.2 gives an
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insight into the concept of entropy measures and definition of entropy. Section
3.3 presents the explanation of certain entropy measures that are used for
anomaly detection in this thesis. In this section, an in-depth explanation of how
these entropy measures are carried out is provided, followed by a description of
indoor mobility method in Section 3.4. Section 3.5 follows by presenting an
explanation of entropy-based thresholding and the methodology proposed for
anomaly detection in daily activities in this thesis is presented in Section 3.6.
Finally, a summary of this chapter is presented in Section 3.7.
3.2 Background and Definition
Entropy was proposed in the nineteenth century by Rudolph Clausius [155] as a
suitable complexity measure to determine the amount of disorder or uncertainty
in a system or time-series data [156]. The concept of entropy is utilised in many
fields of science, including statistical mechanics, information theory, neural
networks, taxonomy, and mathematical linguistics [37]. Considering different
methods, entropy can be utilised as a measure of randomness or uncertainty in a
system. Entropy increases as the system’s randomness increases. For example, if
the degree of randomness is low, the system will become organised. A system is
considered as completely organised when the entropy value is zero. Whereas, a
high disorder in the data will give higher entropy values, as shown in Figure 3.1.
In [157], Shannon proposed entropy for information theory to describe the
distribution of signal components.





p(i) ln p(i) (3.1)
where p(i) is the probability that it occurs during the system’s fluctuations and
k is Boltzmann constant.
Thus far, numerous entropy algorithms have been proposed and are
extensively used to quantify the irregularity of signals, and image-processing
applications [158]. The computations, however, are frequently confronted with
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Figure 3.1: An illustration of entropy measurement definition.
the challenge of an insufficient number of data points. Moreover, certain
recorded data are, to a certain degree, contaminated by noise. To deal with this
problem of rather short and noisy recordings in physiological signals,
Approximate Entropy (ApEn) was proposed in [159] to avert challenges in the
finite length of a time series and in need to discriminate the nature of the
generating systems. High regularity and low randomness in the data produce
smaller entropy values, whereas, less regularity gives higher entropy values.
However, the disadvantage of ApEn is that it lacks relative consistency, and it is
strongly dependent on the length of a time series [37]. Authors in [160]
introduced Sample Entropy (SampEn) to overcome the drawbacks of ApEn by
excluding self-matches; thus, decreasing the calculation time by one-half in
comparison with ApEn. The SampEn is less dependent on the data length and
shows relative consistency; however, matching vectors in both ApEn and
SampEn are either 1 or 0 values. Therefore, this is not realistic when dealing
with real-world examples where boundaries are not fixed [161]. To overcome
such cases, Fuzzy Entropy (FuzzyEn) was proposed in [162], as a method to
compute the regularity in a time series. In FuzzyEn, the concept of an
exponential function, exp(−(dmij )n/r), is applied as a fuzzy function that
evaluates the similarity degree of two points (vectors).
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Figure 3.2: Different types of entropy measures, presented in chronological order.
A further commonly utilised regularity indicator is Permutation Entropy
(PerEn), proposed in [163]. It is based on the arrangement relations between
signal values and on the measure of the relative frequencies of ordinal patterns.
The PerEn is considered a simple measure that generates fast calculations.
However, the measure does not consider the variation among amplitude values
and the average value of amplitudes [158]. Existing entropy measures, such as
ApEn, SampEn, PerEn, and FuzzyEn are widely utilised to measure the
irregularity of signals at single-scale. Nevertheless, these measures fail to
compute the multiple time scales engrained in biomedical recordings [164]. To
overcome this limitation, Multi-scale Entropy (MSE) was proposed in [165] and
it is employed to quantify the irregularity of univariate time series, notably
physiological time series.
The possibility of using entropy to determine the degree of disorder or
uncertainty in a system resulted in the definition of different types of entropy.
Figure 3.2 shows various entropy measures presented in chronological order.
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More detailed information about the applied entropy measures are provided in
the next section.
3.3 Applied Entropy Measures
To evaluate the relevance of entropy measures in ADLs, different entropy
measures are investigated. Some of the entropy measures are proven to be more
relevant than others. As part of the investigation, many different measures are
investigated. A description of the entropy measures utilised in the rest of this
thesis is presented below.
3.3.1 Shannon Entropy
Shannon Entropy (ShEn) was initially proposed by Shannon [157]. ShEn is a
method to measure the degree of uncertainty in data associated with the
occurrence of the result. In particular, ShEn quantifies the predictive value of
the information contained in a message. Since then, it has been widely utilised
in the information sciences [166].










p(ai) log2 p(ai) (3.2)
where p(ai) is the probability of acceptance by the random variable A that takes
the values ai. The entropy of variable A is a measure of the expected randomness
obtained through the measurement of the values in variable A. A higher entropy
value is obtained by more uncertainty in the data and is more difficult to predict
[37].
3.3.2 Approximate Entropy
Approximate Entropy (ApEn) was initially introduced by Pincus [159] to
classify the concept of complex systems. It is a technique used to quantify the
concept of regularity and uncertainty within a sequence of data in a system
45
[161]. High regularity and low randomness in the data produce smaller entropy
values, whereas, less regularity gives higher entropy values. To compute the
ApEn, the parameters of the embedding dimension m and tolerance r are
required as input parameters. The following is the explanation of the procedure
for the ApEn-based algorithm as described in [159].




a(i), a(i+ 1), ..., a(i+m− 1)
]
, for i = 1, ..., (N −m+ 1) (3.3)
where m is the embedding dimension. The distance between two vectors Ami











|a(i+ k)− a(j + k)|
)
(3.4)
For each Ami , the number of j ≤ N −m+ 1 such that d[Ami , Amj ] ≤ r, where r is
the tolerance, is given as Nmi (r). The parameters C
m





where Cmi (r) represent the number of j ≤ N −m + 1 such that d[Ami , Amj ] ≤ r.








Using φm(r) and φm+1(r), the ApEn (m, r) is defined as:







Finally, the ApEn is calculated for finite time series length N as:
ApEn(m, r,N) = φm(r)− φm+1(r) (3.8)
The following are the properties of ApEn [167]:
• The ApEn algorithm requires datasets that are equally spaced over time,
which is dependent on the computational time of ApEn.
• Non-linearity leads to a higher ApEn value.
• To compute the ApEn, the parameters of the m and r are required to be
defined.
• Recommended values: m have to be low, m = 2 or 3 are typical options,
and r must be in range 0.1 to 1.
• The number of data (N) required to distinguish between systems is in the
range of 10m to 30m.
• The ApEn algorithm uses the data vector Ami instead of utilising the
probabilities connected with the occurrence of each result.
3.3.3 Sample Entropy
ApEn bias has two essential challenges. The first one is that the relative
consistency is not secured, and the results could be different depending on the
value of tolerance r. The second one is that the ApEn value is strongly
dependent on the length of the data series [167]. To avert these two challenges,
Sample entropy (SampEn) was introduced by Richman and Moorman [160]. It
is a method used to measure regularity and complexity in time series data,
which is mostly used for nonlinear analysis and does not have self-counting. To
compute the SampEn, the parameters of m and r are required to be defined
[168]. The SampEn is the negative natural logarithm of the conditional
probability that two similar vectors of m will be matched for [m + 1] samples
without allowing self-matches. The following is a description of the procedure
for SampEn-based algorithm, as provided in [160].
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calculated as in ApEn. For a given Ami , we calculate b
m
i (r) as (N − m − 1)−1
multiplied by the number of Amj within r of A
m
i , where j ranges from 1 to N −m







Similarly, by increasing the embedding dimension m to m+1, the ami (r) is defined
as(N − m − 1)−1 multiplied by the number of vectors Am+1j within r of Am+1i ,







Therefore, the probability that two vectors will be matched for m samples is given
by bm(r), while am(r) represents the probability that two vectors will be matched
for [m+ 1] samples. Then, sample entropy can be calculated as:









SampEn is defined for a finite time series length N as:







Permutation Entropy (PerEn) was introduced by Bandt and Pompe [163]. It is
based on the measure of the relative frequencies of ordinal patterns and
combines the concept of Shannon Entropy with ordinal pattern analysis,
through the estimation of the related frequencies of the ordinal patterns
obtained from time-series [169]. There are two parameters, embedding
dimension m and time delay τ , which must be defined to calculate the PerEn.
Thus, the algorithm for PerEn measure is impacted by the selection of these
values. When m and τ are too small, the algorithm may not work, as there are
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too few distinct states. On the other hand, too large of an m and τ is also
unsuitable for detecting the dynamical changes in data. Therefore, it is
motioned that the PerEn with m = 3 and τ = 1 may be the most appropriate
choice [163, 170]. The following is a description of the procedure for the
PerEn-based algorithm as provided in [163].




a(i), a(i+ τ), ..., a(i+ (m− 2))τ, a(i+ (m− 1))τ
]
(3.13)
where m is the embedding dimension and τ is time delay. The vector Ami has a
permutation π = (r0r1...rm−1) if it satisfies:
a(t+ r0τ) ≤ a(t+ r1τ) ≤ ... ≤ a(t+ rm−1τ) (3.14)
where 0 ≤ ri ≤ m− 1 and ri 6= rj.
There arem! permutations π of orderm, which are considered as possible order
kinds of m different numbers. For each permutation π, the relative frequency is
determined by:
p(π) =
Number{t|t ≤ N − (m− 1)τ, Ami has type π}
N −m+ 1
(3.15)
The permutation entropy (PerEn) of the m dimension is then defined as:
PerEn(m, τ) = −
N∑
i=1
p(π) log p(π) (3.16)
The maximum value of PerEn(m) is log(m!) where all possible
permutations appear with the same probability. Therefore, the Normalised






3.3.5 Multi-scale Permutation Entropy
The drawback of PerEn is the requirement of a large dataset for it to be
reliable. To overcome this problem, the Multi-scale Permutation Entropy
(MPE) was proposed by Aziz and Arif [171], which has been utilised as an
efficient method to measure complexity over a range of scales. The MPE is an
extension of the PerEn by utilising the multiscale entropy proposed in [165].
Multi-scaling is especially helpful in quantifying the information content in
long-range trends. In MPE analysis, the entropy of the multiple coarse-grained
time series at each scale is computed by the PerEn [172, 173]. The following
procedure explains the MPE calculation, as described in [171].
For vector sequences, multiple coarse-grained time series are converted by
taking the average of the data points inside non-overlapping windows of length s.
The coarse-grained time series y
(s)








a(i), 1 ≤ j ≤ N
s
(3.18)
where s represents the scale factor. The length of each coarse-grained time series
is equal to the length of the original time series divided by the scale factor s.
The Permutation Entropy as described in the previous sub-section is
calculated for each coarse grained time series. The PerEn values for each scale
factor are then plotted as a function of the scale factor. Therefore, MPE can be
defined by:




ApEn and SampEn produce matching vectors with either 1 or 0 values. This is
unrealistic when dealing with real-world examples where the partition between
classes may be cryptic or uncertain. Therefore, in the case of SampEn and
ApEn, the input patterns cannot be determined [161]. To overcome such  lcases,
fuzzy sets and membership degrees are introduced. The membership degree is
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introduced by a fuzzy membership function µc(x) which allows each point x to
be associated with a real value within a range [0, 1]. The theory introduces a
mechanism to measure the degree to which a pattern belongs to a given
category, so the membership degree of x in dataset C will become higher when
the value of µc(x) is nearer to unity. Fuzzy entropy (FuzzyEn) was proposed by
Chen et al. [162], which is defined as a method to compute regularity in time
series. In FuzzyEn, the concept of exponential function exp(−(dmij )n/r) is used
as a fuzzy function that evaluates the similarity degree of two points (vectors).
The following is a description of the procedure for the FuzzyEn-based
algorithm, as presented in [162]. FuzzyEn accepts self-matches and beholds only
the first (N − m) vectors of length m to confirm that Ami and Am+1i are
determined for all (1 ≤ i ≤ N −m).
Where a0(i) is the average value of A
m






The distance between vectors Ami and A
m
j is given by d
m
ij and calculated as:
dmij = Maxk=0,...,m−1
∣∣(a(i+ k)− a0(i))− (a(j + k)− a0(j))∣∣ (3.21)




, the similarity degree Dmij
between the vector Ami and the next vector A
m





















where n and r are the gradient and width of the exponential function, respectively.
For each vector Ami ; i = 1, ..., N −m + 1, averaging all the similarity degree
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The FuzzyEn(m,r) is then calculated as:






Finally, the Fuzzy Entropy can be defined for the finite time series of length N
as:
FuzzyEn(m, r,N) = lnφm(r)− lnφm+1(r) (3.28)
3.3.7 Multi-scale Fuzzy Entropy
The Multi-scale Fuzzy Entropy (MFE) was proposed by Zheng et al. [174].
Based on the definition of FuzzyEn, the following procedure explains the MFE
calculation, as described in [174].
For vector sequences, the coarse grained time series y
(s)
j is calculated. The
FuzzyEn measure, as described in the previous section, is then calculated for
each coarse grained time series. The FuzzyEn values for each scale factor are
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then plotted as a function of the scale factor. Therefore, MFE can be defined by:
MFE(A, s,m, r) = FuzzyEn(m, r, y
(s)
j ) (3.29)
3.4 Indoor Mobility Method
The Indoor Mobility (IM) is defined as the frequency of the transition from room
to room as described in [175]. This is a measure representing the degree of
mobility. Given a smart home installed with several PIR sensors, a resident’s
transitions in the home can be detected. Binary sensors are considered only,
where S at location L with its value at time t, can be defined as:
SLt =
0 OFF1 ON (3.30)









and the transition from room to room can be written as:
Tr =
{
(SL1 , SL2)st1 , (S




where i 6= j and sti is the time when the resident enters the location i. IM is
defined as the total number of transitions from a room to another between time
T1 and T2, and can be written as:
IM =
∣∣∣(Sl1 , SL2)st1, ..., (SLi , SLj)sti∣∣∣T2T1 (3.32)
In a smart home consisting of many areas, the activity pattern of the resident
can be defined as the number of movements from a place to a different place
(transition) as well as the time spent by the resident in each place (duration).
For example, Figure 3.3 shows sensor data collected from 5 PIR sensors in
different locations (e.g., Kitchen, Bedroom, Bathroom, Corridor, and Living
room) over a one-day period and the duration in hours, spent by the resident in
each room. Where the y-axis represents the sensor status (on/off) as a binary
value in different locations, and x-axis represents time in hours. The Figure also
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Figure 3.3: An example of raw sensor data gathered from PIR sensors in different
locations, where the y-axis represents the sensor status (on/off) as a binary value
in different locations; and x-axis represents time in hours, and the computed
indoor mobility over a 24-hour period.
illustrates the computed indoor mobility over a 24-hour period by computing
the transition from room to room.
3.5 Entropy-based Thresholding
The thresholding technique is relevant in different applications, including image
processing and anomaly detection. There are several thresholding techniques
that can be used for distinguishing between normal and abnormal events, such
as a threshold based on the standard deviation and maximum threshold [176,
177]. The threshold based on the standard deviation is calculated by finding the
standard deviation for a given data. The standard deviation is a method used to
measure the amount of variation or dispersion of a set of values. It is commonly
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Figure 3.4: An schematic diagram of the proposed methodology framework for
anomaly detection in ADLs using entropy measures.






(xi − x)2 (3.33)
where xi is the i
th value in the dataset, x is the average of the x-values in the
dataset, and N is the number of frames.
The maximum threshold technique is aimed at finding the maximum values of
normal data to be used as a proper threshold in order to detect any abnormality
in such data. This means that by finding the maximum threshold value on normal
data, it is possible to detect and identify abnormal events in completely unseen
data.
3.6 Proposed Methodology
This research presents a novel anomaly detection based on entropy measures from
data obtained using low-cost non-intrusive ambient sensors, which include PIR
sensors and a door entry sensor. Furthermore, this research also investigates
whether entropy measures can be used for anomaly detection based on the data
obtained using wearable sensors. Figure 3.4 shows an overall schematic diagram
representing the proposed stages for anomaly detection in ADLs. There are four
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phases; 1) Data Gathering, 2) Data Pre-processing, 3) Applied Entropy Measures,
and 4) Anomaly Detection Model.
The first phase is to gather the dataset representing ADLs in a home
environment based on ambient sensors. We are primarily concentrating on the
movement data representing the occupancy of different areas in a home
environment. Without loss of generality, data gathered from other sensors,
including door entry sensors and wearable sensors, could also be used. The
process of the data-gathering phase is explained in the next Chapter 4. The
second phase is to extract relevant features from the raw data to be used for
calculating the input vector sequences of the entropy measures that can
distinguish between normal and abnormal cases in daily activities. More details
about the process of data pre-processing are provided in Chapter 4. In the third
phase, different entropy measures are applied to the extracted vector sequence
from the raw data to detect different anomalies in the extracted activity
patterns. Then, in phase four, the threshold based on the standard deviation of
the occupancy data in conjunction with several entropy measures is used to
distinguish whether there are anomalies in the resident’s activity or not. Novel
anomaly detection based on entropy measures is proposed in Chapter 5 to
detect anomalies in ADLs, specifically in sleeping routine and detecting human
fall from other activities. Furthermore, in Chapter 6, different entropy measures
are employed to investigate their effectiveness in identifying visitors (the time of
their visits) based on non-intrusive sensors.
To evaluate the proposed concept for identifying anomalies in activities of
daily living, five different datasets gathered from real environments and one
dataset collected from HOME I/O 3D simulation environment are investigated.
These datasets comprise information regarding ADLs, including preparing a
meal (kitchen activity), staying in the living room, eating (dining room
activity), sleeping, toileting, and going out of the home. Besides, each activity
includes information within the data, such as the date, start time, end time,
and the location of activities.
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3.7 Summary
This chapter presented an insight into the concept of entropy measures and
definition of entropy. The explanation of certain entropy measures and indoor
mobility that are used for anomaly detection in ADLs is also provided. Also, an
explanation of entropy-based thresholding techniques is presented.
Furthermore, to achieve the aim of anomaly detection in daily activities, the
chapter presented the methodology adopted in this research which is based on
entropy measures. This comprises gathering data from intelligent environments,
extracting relevant features that can distinguish between normal and anomalous
cases in daily activities, entropy measures, and detect any anomalies in the
resident’s activity.
In the following chapter, a description of the intelligent environments used and
the data collection process are presented. Furthermore, the data pre-processing,
data handling and feature extraction are explained.
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Chapter 4
Data Collection and Feature
Extraction
4.1 Introduction
To support the independent living of older adults in their own home, the first
step is to identify when and where a specific activity has occurred in their home
environment. Once the activity is recognised, then it is possible to provide
appropriate support accordingly. Distinguishing and detecting anomalies in the
daily activities of older adults is very important for healthcare management, as
this helps carers to act early to avert prospective problems [4, 5]. For instance,
if the toilet is used many times at night compared to the daily routine, or if
night-time sleeping is recognised to be short compared to the usual pattern of
sleep, then such activity could count as an anomaly in the resident’s activity.
Therefore, it is essential to investigate an appropriate approach or algorithm
that can efficiently detect such anomalies based on the daily activities of the
individuals who are living in home environments equipped with appropriate
ambient sensory devices.
The sensor data collected from all sensors are stored in a database for further
processing. Normally, such datasets include a large amount of complex sensory
data representing ADLs of a person. Thus, the aim is to understand and extract
the daily behaviour features of a resident from low-level sensory data. As a first
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step, it is essential to represent and visualise the data obtained in an appropriate
format before any data processing is carried out.
In this chapter, an overview of intelligent environments, including sensor
networks, is presented. The description of the procedure for data gathering from
a sensor network to monitor and identify a resident’s daily activities is also
presented. The discussion presented in this chapter has mainly focused on the
usage of data obtained using ambient sensors such as PIR or door entry sensors
for anomaly detection in ADLs. The use of wearable sensors for gathering data
representing ADLs is also to examined. The explanation of data pre-processing,
features extraction, and data representation processes are also provided in this
chapter.
This chapter is structured as follows: Section 4.2 gives an overview of ambient
intelligent environment. Sensor data collection is provided in Section 4.3 where
two different environments are explained in more detail. Section 4.4 outlines the
data pre-processing and data handling processes for an intelligent environment,
followed by feature extraction in Section 4.5. Section 4.6 explains the entropy
calculation. Lastly, Section 4.7 draws conclusions to summarise the chapter.
4.2 Ambient Intelligence Environment
An Ambient Intelligent (AmI) environment is an environment equipped with
appropriate sensor networks that can be utilised to monitor and identify the daily
activities of the residents [178]. Information gathered from Aml environments
can be used to detect and understand the occupant’s activity patterns, allowing
personalised care. The occupant’s activity patterns can also be used to detect
changes in behaviour and predict future events so that preventive action can be
taken [175].
Figure 4.1 shows an overview of an AmI environment architecture. The
home is first equipped with different sensors. The data is gathered by these
sensors and transmitted through the communication link (either wired or
wireless format) to a central hub and eventually stored in a central database.
Then, a preprocessing performed for cleaning the data. This is required to get
the data into an appropriate format the system can interpret. Finally, the
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Figure 4.1: An overview of an Aml environment architecture.
results of the analysis will be shown to the responsible person in order to alert
or warn the stakeholders (i.e. family members or health care workers).
The Aml technology aims to support people to have a better quality of life
and ensure older adults live safely and independently in their own homes as
comfortably as possible [179]. This is often the preferred solution for many older
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adults who want to live safely and independently in their own home. Therefore,
intelligent technology is considered as one way to decrease the cost of living and
care for older adults and to improve their quality of life. It has been used for
many purposes, such as security and safety, speech recognition, energy saving,
and activity recognition by being equipped with sensors to gather different types
of data about the home and the resident [2, 3]. An automated monitoring system
which could also identify abnormalities within ADLs would require an accurate
recognition of human activities. Once daily human activities are recognised, the
information obtained from intelligent environments or smart homes can be used to
identify abnormalities in comparison with the routine activities [180]. Therefore,
assistive technologies, such as automated anomaly detectors are used to help
carers to act to avert prospective problems early and to improve older adults’
quality of life.
4.3 Data Collection
The data collection is considered one of the most essential steps in human
activity recognition [4]. The main goal of the data collection process is to collect
information representing daily human activities within an intelligent
environment. Different types of sensors are used for collecting the information
representing various locations of a resident in a home environment. The
following list outlines the detail of typical sensors:
• Passive Infra-red Sensors (PIR), also known as motion detectors, are
sensitive to the movements of living objects. The PIR sensors are
commonly used to track the movement of an occupant representing the
occupancy of a specific area at home. They measure infrared light
radiating from objects in its field of view. Hence, they can sense motion,
and they are used to detect whether a human (or pet animal) has moved
in or out of the sensors range. It is essential to place the PIR sensors in
the right location to capture and monitor the occupant’s movements in
different areas.
• Door entry sensors are on/off switches which are used to detect the open
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and close status of a door. Door entry sensors are relatively credible as they
effectually detect movement activities.
• Bed/sofa pressure sensors are utilised to detect the presence of a person in
these areas.
• Electricity power usage sensors are utilised to monitor the activity of
electrical devices by measuring their electrical current consumption.
There are three main steps for gathering dataset:
1. Data collection - The first step has to do with gathering sensor data in
the smart home environment. The sensor data is captured using a dedicated
sensor network and is stored in a database.
2. Data annotation - The second step is to annotate the activity labels into
the database to recognise activities in future. This step is essential for
the performance of the learning algorithms because, the annotated data is
utilised in training the learning algorithms.
3. Feature extraction - The third step is to extract as many features as
possible from the raw data. The selected features are then used as input to
the proposed methods.
In most applications, only the occupancy sensors, including PIR sensor and
door entry sensors, are used to track and monitor the resident in different locations
in the home environment.
The data analysis provided in this thesis is based on two environments, a
real and simulated home environments. For real home environments, five
different datasets representing human activities are presented based on
information obtained using ambient sensors. However, one of these datasets is
gathered using one accelerometer sensor in order to examine whether the
proposed method can be used for anomaly detection, solely based on
information gathered from wearable sensors.




Five separate datasets gathered from a real home environment representing the
ADLs are used to validate the results presented in this thesis. In these datasets,
each resident is living alone in different real environments where their movement
activities are different from one to another. However, some of these datasets
represent multi-occupancy scenarios - situations when a visitor comes to visit the
main occupant. Further details about these datasets are provided below.
4.3.1.1 Dataset A
The ADL dataset was gathered for the purpose of this research from a real home
environment representing the ADLs of a single resident for a period of 72 days [68].
The dataset was gathered at the Smart NTU home facility within Nottingham
Trent University. To collect the data, low-cost non-intrusive ambient sensors such
as Mat pressure, PIR, and Door sensors were utilised. These kinds of sensors can
be easily installed in the home environment and allow people to live normally
without feeling restrained by the technology [17] used. The dataset comprises
information regarding ADLs such as, preparing a meal (kitchen activity), staying
in the living room, eating (dining room activity), irregular sleeping, toileting, and
going out of the home. Besides, each activity is annotated including date, start
time, end time, and the location of activities, as shown in Table 4.1.
4.3.1.2 Dataset B
The CASAS HH111 dataset from the CASAS repository1 [138] is also utilised to
evaluate the proposed method in this thesis. The dataset comprises information
regarding the ADLs performed by a volunteer adult living alone in his home for
a period of 50 days. Low-cost non-intrusive ambient sensors such as motion
sensors, light sensors, temperature sensors, and door sensors were used as data
collection devices. Activities recorded include eating, irregular sleeping,
bathing, toileting, leaving home, etc. The dataset does not provide any
information regarding whether or not the occupant’s activity is abnormal.
1CASAS: A smart home in a box. http://casas.wsu.edu/datasets/
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Table 4.1: A Sample of the gathered ADL dataset (Dataset A).
Date and Time Sensor Status Location
2018-05-01 17:07:07 0 Kitchen
2018-05-01 17:19:55 1 Dining room
2018-05-01 17:21:47 1 Kitchen
2018-05-01 17:29:52 0 Living room
2018-05-01 17:33:47 1 Corridor
2018-05-01 20:34:30 1 Toilet
2018-05-01 17:40:47 1 Corridor
2018-05-01 20:41:30 1 Bedroom-sleeping
2018-05-01 20:42:15 0 Living room
2018-05-01 23:01:45 1 Bedroom-sleeping
... ... ...
4.3.1.3 Dataset C
In order to evaluate the effectiveness of entropy measures for human fall
detection based on dataset gathered from wearable sensors, experiments have
been conducted using University of Rzeszow Fall Detection (URFD) dataset1
[87]. It is a dataset publicly shared through the Interdisciplinary Centre for
Computational Modelling, at the University of Rzeszow. This dataset was
obtained using one accelerometer sensor placed near the pelvis area of the
human body, and two Kinect cameras. This dataset is fully annotated. In total,
the dataset contains 30 fall sequences and 40 activities of daily living sequences,
such as lying on the floor, bending down, sitting down on a chair, picking an
object up from the floor, and lying on the sofa/bed. In addition to this, the falls
sequences contain two types of falls performed by five people, which are falling
from sitting on a chair and falling from a standing position. Figure 4.2 shows
examples of acceleration change curves during daily activities such as lying
down on the floor, picking up an object and fall events, from the URFD dataset.
In this research, only the accelerometer data is used, corresponding to 30
sequences containing human falls and 40 activities of daily living sequences.
The accelerometer obtains information in three dimensions (the x-axis, y-axis,
1University of Rzeszow Fall Detection (URFD) dataset. http://fenix.univ.rzeszow.pl/
~mkepski/ds/uf.html
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Figure 4.2: Examples of acceleration over time for URFD datasets representing;
a) lying down on the floor, b) picking up an object and c) fall.
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where Ax(t), Ay(t), and Az(t) represent acceleration in the x, y, and z axes
respectively at time t. Therefore, the magnitude of acceleration M is used as an
input vector to entropy measure. The magnitude is converted to a set of data
points equally spaced in time, and dependent on the calculation period of entropy
measures.
4.3.1.4 Dataset D
The dataset used for this research is a dataset publicly shared through the
University of California Irvine (UCI) Machine Learning Repository1 [181]. To
collect the data, motion sensor, pressure sensor on a sofa, a magnetic sensor on
the fridge door, an electric sensor measuring microwave usage and a door entry
sensor were used. The dataset comprises information regarding the ADLs
performed by two users daily in their own homes. Moreover, the ADL dataset
comprises 35 days of fully labelled data. It is explained by three text files. The
first file is a description, which describes these data in terms of the number of
rooms in the home and the number of sensors installed in the home. The second
file relates to sensor events (features) and includes information in the data such
as the date, start time and end time, the location of sensors in the home, and
the sensor types. The final file is the activities of daily living (labels) which
include activities together with the start time and the end time of each activity.
To have a dataset representing multi-occupancy scenarios, a synthetic dataset
simulating a visitor is injected into the datasets, which represents a visitor who
comes 3 times a week and stays in the house for a couple of hours. The visitor
comes around at 11:00 am and 7:00 pm. However, there are some variations
within the times and periods of the visits. For example, on some days the
visitor comes one hour early or late. In our investigation, only motion sensors
1UCI Machine Learning Repository. http://archive.ics.uci.edu/ml/datasets/
Activities+of+Daily+Living+%28ADLs%29+Recognition+Using+Binary+Sensors
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representing the resident in an area of the home and door sensors are utilised.
4.3.1.5 Dataset E
The dataset was obtained from a real home environment representing the ADL
of a single resident for a period of 65 days. The dataset was collected at the
Smart NTU home facilities within Nottingham Trent University. The house is
equipped with several low-cost, non-intrusive ambient sensors such as PIR sensors,
pressure sensor on sofa and bed, and door entry sensors, which are utilised as data
collection devices. Due to privacy, cost issues, and ethical concerns, these sensors
are the most widely used for ADL monitoring, as they allow individuals to live
normally without feeling restrained by the technology [17, 182]. Moreover, these
sensors track the resident’s interaction in different locations in the house. A floor
plan of the house and sensor locations utilised for data collection are shown in
Figure 4.3.
The data gathered by these sensors are binary in the form of 1’s and 0’s
signifying active and inactive states, respectively. In total, the dataset contains 56
normal days of ADLs, including, sleeping, eating (dining room activity), toileting,
and going out of the home etc., and 9 abnormal days of ADLs. In addition to
this, the abnormal days contain different abnormalities in the resident’s activity,
such as irregular sleep and the presence of a visitor on some days. Besides this,
the information that can be obtained from the dataset is the date, start time,
end time, and the location of activities. This dataset is fully annotated using
self-report and visually inspecting the raw sensor data. Research team members
are asked to register the information about the irregular sleep and visits they
received any day.
Consideration of ethical issues prior to data collection is an important step
to protect the rights of participants and inform them about the procedures. The
data collection for the above experiment was conducted using a research team
member, and the research was conducted according to the institutional ethical
approval process.
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Figure 4.3: Floor plan layout and location of the installed sensors used for data
collection in dataset E.
4.3.2 Simulated Environment
Conducting experiments in a real home environment could be very time
consuming and expensive to run. As an alternative solution, a simulated
environment could be considered to generate the required data and evaluate the
research hypothesis.
In this research, an extensive data sample is required to test and evaluate
better approaches for anomaly detection in an intelligent environment, which in
most cases can not be collected from a real home environment. Therefore, a
simulated environment is utilised to generate datasets similar to the datasets
gathered from real environments without hardware costs [183, 184]. This
simulated environment is equipped with different simulated sensors, such as
door entry sensors, temperature sensors, humidity sensors, motion detectors,
and light sensors.
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Figure 4.4: HOME I/O 3D Smart Home Simulation software package.
4.3.2.1 Dataset F
The HOME I/O simulation environment1 [185] is used to gather sensory data
representing the ADLs of a single or multiple occupancy. A screen shot of the
HOME I/O simulation environment is shown in Figure 4.4. More than 400
input and output (I/O) points are provided by the simulator for collecting
information representing various locations of a resident in the home. The
simulator is equipped with different simulated sensors such as door entry
sensors, temperature sensors, humidity sensors, PIR motion detectors, and light
sensors. The occupant’s interaction in different locations in the home is tracked
by these sensors.
Figure 4.5 shows the floor plan and the sensor locations of the simulated
environment. In this work, only PIR sensors that can track the movements of the
residents within the home environment are utilised. In order to have a dataset
representing multi-occupancy scenarios, the PIR data representing the movement
1HOME I/O 3D simulation environment. https://realgames.co/home-io/
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Figure 4.5: Floor plan and sensors layout in smart home Simulation software
package.
of a single-occupancy within the home environment for a period of four days is
gathered. Secondly, the data for an additional person, which represents the visitor
entering the same environment one time during the third day and three times
during the fourth day for a limited time period, is injected into the existing data.
The dataset representing ADLs for a single-occupancy with the visitor is shown
in Table 4.2. The information that can be obtained from the dataset are the date,
time and the location of each sensor, as well as the event that has activated the
sensor.
4.4 Data Preprocessing
The sensor data gathered through the acquisition process could be noisy (for
instance, too many outliers), unreliable data, missing data values and sometimes
false data. The false data could be a false positive or false negative. The false-
positive refers to a dataset that does not include an anomaly in ADLs but is
incorrectly identified as an anomaly. Moreover, The false-negative is a dataset
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Table 4.2: A sample of the gathered dataset, representing ADLs for a single-
occupancy with the visitor (represented as a multi-occupancy environment), from
the HOME I/O simulation environment.
Date and Time Sensors ID Location State
2018-11-04 09:06:22 M004 Bathroom 1
2018-11-04 09:08:26 M004 Bathroom 0
2018-11-04 09:08:28 M006 Bedroom 1
2018-11-04 09:08:28 M008 Corridor 1
2018-11-04 09:10:33 M006 Bedroom 0
2018-11-04 09:10:35 M020 Living-room 1
2018-11-04 10:08:28 M008 Corridor 1
2018-11-04 10:08:36 M018 Kitchen 1
2018-11-04 10:10:01 M018 Kitchen 0
that includes an anomaly in ADLs but is incorrectly identified as normal. If
the data gathered contains false data and unrelated or not enough information,
machine learning algorithms could produce less accurate and misleading results
or could fail to detect anything of use at all [186]. Thereby, the purpose of
data preprocessing is to convert the data gathered (raw data) into the right
form required for a model. Data preprocessing comprises data cleaning, handling
missing data, normalisation, feature extraction, conversion, and selection, etc. In
this regard, the following steps are taken in preprocessing the data acquired:
4.4.1 Handling Missing Data
Missing data can occur due to software or hardware faults. In general, there are
three types of missing data according to the mechanisms of missingness
including, Missing At Random (MAR), Missing Completely At Random
(MCAR), and Missing Not At Random (MNAR). In MAR cases, the missing
data depends on some other observed data but is unrelated to actual values of
the missing data. For example, if the sensor utilised in obtaining data is out of
action for some time, it is unlikely to be related to the activity performed.
Whereas data MCAR happens when the missing data are not related to either
specified values to be acquired or observed. In the case where the characters of
the missing data do not meet those of MAR or MCAR, then they fall into the
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category of MNAR. The only way to handle such cases of MNAR is to model
the missing data [187].
To solve the challenge of missing data, the following steps should be taken:
• Use what is known about the data gathered and then understand how to
distribute the missing data.
• Attempt to discover the reason for missing data.
• Choose the best analysis technique for handling missing data in order to
obtain the least biased estimates.
There are several techniques to deal with missing data. The techniques
commonly utilised include, listwise or case deletion, pairwise deletion, mean
substitution, last observation carried forward, maximum likelihood, sensitivity
analysis and multiple imputation [188]. The list-wise deletion is the most
frequently utilised method which includes gaining repeated measurements over a
time series. It is used to omit those observations with missing data and just
utilise the residual data for analysis. This research depends on this technique to
address missing data of observed daily human activities. Due to the data being
large enough and the missing data hypothesis satisfying the MCAR, the
list-wise deletion technique is the preferred solution.
4.4.2 Visualisation of Sensor Data
The majority of the dataset used in this research is mainly based on information
obtained from ambient sensory devices network representing the ADLs of a
resident within a smart home environment. This data include a large volume of
binary string data. Therefore, data visualisation is utilised to aid in
understanding the real datasets as a primary step of analysing the data. The
use of data visualisation obviously can assist in facilitating the examination of
large amounts of data.
There are several techniques used to visualise the binary sensor data,
including visualisation based on start-time and duration. It is one of the helpful
visualisation methods which can aid in understanding the binary data
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Figure 4.6: A sample of sensor data gathered from Passive Infra-Red (PIR)
sensors in various locations over one-day period, where the y-axis represents
the sensor status (on/off) as a binary value in different locations; and x-axis
represents time in hours.
sequences. Using start-time and duration that are extracted from occupancy
sensors, the occupant’s movements sequences can interpret who is utilising a
smart home environment, and it will be used to show the pattern of the
resident. To illustrate the visualisation of the sensor data, Figure 4.6 shows
sensor data gathered from 5 PIR sensors in various locations over a one-day
period and the duration in hours, spent by the resident in each room. It is clear
from this example that the behaviour of the resident can be more easily
interpreted. For instance, in Figure 4.6, the bedroom sensor plot shows that the
resident always goes to bed at midnight around 12:00 am. Moreover, the
bathroom sensor plot shows that the resident goes to the bathroom six times a
day. However, it is challenging to achieve this level of understanding if the




Feature extraction is a significant aspect of any activity recognition system
because, as raw data obtained from activities are not able to provide enough
information to permit implementing an activity recognition system. Once the
sensor data is gathered from a home environment, the daily behaviour features
for occupancy are computed. The selected features representing ADLs from the
sensor data are:
• Start time: This is the starting hour and minutes of entering each location
(room) in the house.
• Duration: This is the duration in minutes the resident spends in each room,
which is obtained by subtracting the end time from the start time.
• The transition between the rooms: This is the transition from the location
of the performed activity to another location inside the home.
• Encoded daily activities sequence: This is the collection of activated sensors
locations at different times, in which each location (room) is encoded by
replacing each activity and/or the location of the performed activity with
an odd number (e.g., toilet = 1, bedroom-sleeping = 3, corridor = 5, kitchen
= 9, etc.). It was considered that the higher numbers are related to rooms
that were frequently utilised for shorter time periods (here, the corridor).
The above numerical features are calculated from the sequences of the input
vectors extracted from the gathered data (Dataset A, Dataset B, Dataset D,
Dataset E and Dataset F), solely based on information gathered from low-cost,
non-intrusive ambient sensors, such as Passive Infra-Red sensors and a door entry
sensor. However, regarding Dataset C which is gathered using a wearable motion-
sensing device, the magnitude of the acceleration M is used as an input vector to
the entropy measures as mentioned in Section (4.3.1.3).
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Table 4.3: A sample activity data used to calculate the pre-processed input
sequence vector for the entropy measures.
Start Time Duration (min) Location Encoded number of each location
15:00:33 8 Living room 7
15:08:57 1 Corridor 11
15:09:00 3 Bathroom 3
15:09:00 3 living room 7
15:12:12 1 Corridor 11
15:13:10 15 Kitchen 1
15:28:00 1 Corridor 11
15:29:33 30 Bedroom 5
15:59:17 1 Corridor 11
16:00:00 22 Living room 7
4.6 Entropy Calculation
The input of any entropy measure should be formulated as a vector sequence
(time series) as described earlier in Chapter 3. Therefore, to represent the dataset
appropriate for entropy measures, the encoded dataset is converted to a set of
data points equally spaced in time, which is dependent on the computational time
of the entropy measures. The encoded daily activity sequence is then utilised as
an input vector for entropy measures in Chapter 5 and Chapter 6. The entropy
measures are utilised to measure the abnormality in the patterns of daily routines
when the sample data is mostly representing normal activities.
To explain the process of how the vector sequence is obtained from the dataset,
a step-by-step example is provided below. Consider the activity data sample
presented in Table 4.3. Firstly, the required numerical features to be used for
calculating the vector sequences are extracted from the raw dataset. Then, the
daily activity sequence is encoded by replacing each location (room) with an
odd number, as shown in the fourth column of the Table. Finally, the features
extracted from the raw data are used with the encoded daily activities as input
vector sequences to the entropy measures. The entropy measures are computed
every hour, which means that there are 60 samples per hour. For the sample data
presented in Table 4.3 from 15:00 to 16:00, so the activity sequence vector AN ,
which consists of a 60 sample of the encoded daily activity equally spaced in time
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is then defined as:
AN = [7, 7, 7, 7, 7, 7, 7, 7︸ ︷︷ ︸
Duration
, 11, 3, 3, 3, 11, 1, ..., 5, 5, 5, 5, 5, 5, 5, 5, 5, 11]
It is obvious from the given vector sequence A; the repetition of the same
number reflects the time spent in each room (duration). The values of entropy
measures will be computed every hour by repeating the same step. Once more
than one sensor is activated at the same time, only the value of one sensor will be
considered (i.e. the first activated sensor) to compute the input vector sequences
as shown in Table 4.3. For instance, given that both sensors of the bathroom and
living room are active at a particular time, the first activated sensor is considered
to be used in the vector sequence AN .
4.7 Discussion
This chapter presented an overview of ambient intelligence environment and data
collection system employed in this research. The challenging tasks of processing
the big datasets gathered from a network of sensors are also explained.
Real and simulated datasets are described in this chapter. Some datasets
examples from different real environments are presented. A simulator is built to
support this research by producing simulated datasets. Moreover, this chapter
presented an explanation of the required numerical features to be used for
calculating the sequences of the input vector for entropy measures.
The encoded daily activity sequence extracted from the raw data is used in
Chapter 5 and Chapter 6, as inputs to entropy measures. In particular, they will
be utilised to evaluate the proposed entropy measures for anomaly detection in
activities of daily living.
76
Chapter 5
Anomaly Detection in Activities
of Daily Living
5.1 Introduction
Anomaly detection in the ADLs of older adults is essential for healthcare
management. It aids avoidance of future problems which in turn improves the
quality of life. Existing methods of anomaly detection in ADLs ignore the
changes in individuals’ routine, thereby limiting their accuracy and reliability
[52]. Hence, it is important to develop an appropriate method or algorithm that
can effectively detect anomalies in older adults’ daily activities.
This chapter aims to investigate the effectiveness of different entropy measures
mentioned in the earlier Chapter 3 Section 3.3, in detecting and identifying various
types of anomalies within the behavioural patterns of a resident in a smart home
environment. Detecting anomalies in sleeping pattern, human falls, and ADLs in
the presence of a visitor are the main focus of the work presented here as case
studies. The entropy measures introduced earlier in Chapter 3 Section 3.3 are
applied to the ADL datasets presented in Chapter 4 Section 4.3 representing the
aforementioned anomalies.
As a starting point for detecting anomalies in ADLs, the investigation of the
effectiveness of entropy measures initially focuses on applying one type of entropy
measure (Multi-scale Fuzzy Entropy (MFE)) to investigate whether the MFE
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measure can be used for anomaly detection in ADLs, specifically in irregular sleep.
This is described in Section 5.2. Then, the research investigates the effectiveness
of another type of entropy measures (Fuzzy Entropy (FuzzyEn)) to detect and
distinguish human fall from other activities, solely based on data gathered from
wearable devices and this is described in Section 5.3. To evaluate the proposed
method carried out in this research, the results obtained by applying the FuzzyEn
entropy measure for human fall detection are compared to other methods or
algorithms using the same dataset. Comparisons with other methods have also
provided further support to the proposed method. Finally, all entropy measures
are applied for anomaly detection in daily activities in the presence of a visitor
(here, identifying visiting times and irregular sleep), solely based on information
gathered from ambient sensors. Furthermore, it investigates whether entropy
measures can be used effectively for anomaly detection in ADLs where anomalies
are diverse and normal samples are relatively homogeneous. This is described in
Section 5.4.
The remainder of this chapter is organised as follows: Section 5.2 presents a
novel method based on Multi-scale Fuzzy Entropy to identify and distinguish
between normal and anomalous events in ADLs, specifically in sleeping routine.
In this section, the experimental results, evaluation of the performance, and
comparison of the proposed method with other methods are presented. Section
5.3 investigates how Fuzzy Entropy measure can be used to detect human falls
in a home environment, explains the experimental results and their evaluation.
Section 5.4 presents a novel entropy-based method to detect anomalies in ADLs
in the presence of a visitor, solely based on information gathered from low-cost,
non-intrusive ambient sensors, the experimental results, and robust analysis.
Finally, the pertinent conclusions of this chapter are drawn in Section 5.5.
5.2 Case Study 1: Irregular Sleep Detection
Several research studies have investigated methods to detect normal and
abnormal human behavioural activities using different computational methods
[50, 55]. However, there are some limitations to these approaches, which
includes the fact that they do not take into account changes in individual
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routine [52]. Human behaviour is dynamic, and through an individual’s life
behaviour changes due to factors such as social and health influences. Reliable
anomaly detection in ADLs is considered as one of the most important
components of many home health care applications [154]. However, existing
methods are not able to reliably detect anomalous events in ADLs and therefore
generate a false alarm rate [36].
In many applications, entropy measures are utilised to quantify the concept of
irregularity and the degree of randomness in a system. Nevertheless, to measure
the subjective value of information under the condition of uncertainty, the Multi-
scale Fuzzy Entropy measure is considered as a useful measure to discriminate
between normal and anomalous cases in daily activities. One of the challenges
addressed in this research is detecting anomalies in ADLs using low-cost, non-
intrusive ambient sensors. This research aims to investigate whether the MFE
measure can be used to detect and distinguish anomalies in ADLs, specifically in
sleeping routine, which could be a sign of MCI in older adults.
5.2.1 System Overview
This study proposes a method for anomaly detection in ADLs, solely based on
low-cost, non-intrusive ambient sensors such as the Passive Infrared (PIR)
sensor. The research assumes that the level of changes in a resident’s ADL
patterns in a home environment is an indicator of normal or abnormal
activities, as shown in Figure 5.1. Therefore, the MFE measure is utilised to
quantify the concept of irregularity and uncertainty in the ADL data. This
method can be used for detecting abnormalities in ADLs when the activity data
represents normal activities for most of the time. The proposed method is based
on the hypothesis that when the value of the MFE measure surpasses standard
deviation boundaries, then the case should be indicated as an anomaly in ADLs.
The proposed method aims to classify any values exceeding the standard
deviation boundaries, as abnormal. Thus, the MFE measure enables the data to
be identified as either normal or abnormal. After an extensive investigation, it
was identified that MFE is the most suitable measure for discriminating
between normal and anomalous cases in daily activities.
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Figure 5.1: Overview of the proposed anomaly detection in activities of daily
living.
Figure 5.2: A schematic diagram of the proposed method for anomaly detection
in activities of daily living.
Figure 5.2 provides a schematic diagram of the proposed method for anomaly
detection in activities of daily living, which comprises three main stages:
• In the first stage, sensor data representing ADLs in a home environment
are collected and pre-processed. The required numerical features to be
utilised for computing the input vector sequences of the entropy measure
80
are extracted from the raw data.
• In the second stage, the MFE measure is applied to the data collected to
identify abnormalities in daily activities.
• In the third stage, the standard deviation is applied to distinguish whether
there are anomalies in the resident’s activity or not.
5.2.2 Experimental Setup and Results
To evaluate the proposed concept for identifying anomalies in activities of daily
living, two annotated datasets; Dataset A and Dataset B described in Chapter 4
Section 4.3.1.1 and Section 4.3.1.2, respectively, are used. For this research, only
the sleeping activity and the activities that occur before and after the sleeping
activity are considered. The relevant features that can distinguish between
normal and anomalous cases in sleeping activity are selected. The selected
features representing ADLs from the sensor data are: the start time of each
activity, the duration of each activity, and the transition from the location of
the performed activity to another location inside the home.
The input to the MFE measure should be formulated as a vector sequence AN
(time series) as described in Chapter 3 (Section 3.3.7). Therefore, to represent
the dataset suitable for MFE calculation, the dataset is transformed into a set
of data points equally separated in time, which is dependent on the calculation
period of the entropy measures. The MFE is used to detect abnormalities in
the patterns of daily routines when the sample data mostly represents normal
activities. To obtain the MFE value, the daily activity sequence is encoded by
replacing each activity and/or the location of the performed activity with an odd
number (e.g., bedroom-sleeping = 1, toilet = 3, kitchen = 9, etc.). The encoded
daily activity sequence is then used as an input to the MFE measure.
The MFE is calculated every day, with 60 samples per hour. Therefore, the
vector sequence AN , which consists of 60 sample set equally spaced in time,
is utilised as the input vector for the MFE. The MFE is dependent on three
parameters that are needed for calculation: embedded dimension m, tolerance r,
and the scale factor s. Thus, the algorithm for MFE is impacted by the selection
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of these values. The best results are obtained when the values of the parameters
m, r, and s are 2, 0.2, and 1 respectively. After the MFE has been computed,
the standard deviation of the average MFE values is calculated.
The threshold based on one standard deviation or one sigma is used to
distinguish whether there are anomalies in the resident’s activity or not. It is
possible to use thresholds based on different sigma (e.g., 2 or 3 ) to identify
anomalous days in the resident’s activity. However, Our earlier work has
concluded that increasing sigma is not sufficiently reliable enough to detect
anomalies in ADLs. This can be justified by the fact that increasing sigma, will
reduce the number of observations per time period, which will, in turn, increase
the variance. As a consequence, the number of false positives will increase,
which decreases the precision. The proposed method is based on the assumption
that when the value of the MFE measure exceeds the standard deviation
boundaries, then this indicates an anomaly in ADLs. Figure 5.3 shows the
results obtained by applying the MFE method to the ADL Dataset A. The
proposed method identifies 7 days as anomalous because the MFE values for
these days exceed the standard deviation boundaries. After identifying 7
anomalous days, the MFE for each of these days is computed again with 30
samples every 1/2 hour to examine the possible causes of the identified
anomalous days.
The results in Figure 5.4 show the possible causes of the identified anomalous
days for Dataset A. From Figure 5.4(a), it can be observed that the resident has
interrupted sleeping patterns (Day 39) because he has multiple transitions from
bed to other locations. This reveals that the resident slept from 10 : 30 pm to
12 : 30 am and then from 2 : 30 am to 6 : 00 am. Also, Figure 5.4(b) shows that
the resident also slept for a shorter period of time on day 55 (from 10 : 30 pm
until 4 : 00 am), sleeping for approximately 5 hours. Meanwhile, Figure 5.4(c)
shows that on day 59 the resident went to bed at around 1 : 30 am which is late
compared to the normal days.
The identified anomalous days and possible causes of these for Dataset A and
Dataset B are summarised in Table 5.1 and Table 5.2 respectively.
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Figure 5.3: The results obtained by applying Multiscale-Fuzzy Entropy (MFE)
for anomaly detection in the activities of daily living Dataset A. The figure also
illustrates the standard deviation boundaries and the average value of MFE for
72 days.
Table 5.1: A summary of identified anomalies and possible causes of these for
Dataset A.
Day Cause Detailed description
Day 34, 46,
and 55
Less sleep The individual sleeps for a short time period





The resident has multiple transitions from the
bed to the toilet and other locations in the house.
Day 59 Late
sleeping




The resident sleeps for a long period of time
compared to the usual days.
5.2.3 Performance Evaluation
To evaluate the performance of the proposed method, the two datasets (Dataset
A and Dataset B) representing ADLs of older adults, are manually labelled as





Figure 5.4: Examples of identified anomalies and possible causes of these for
Dataset A representing; a) interrupted sleep, b) less sleep and c) late sleeping.
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Table 5.2: A summary of identified anomalies and possible causes of these for
Dataset B





The individual spends over 1−2 h napping during






The user has multiple transitions from the bed to
the toilet and other locations in the house.
Day 50 Less sleep The person only sleeps for approximately 2 h
compared to the usual days.
Day 26 Method
error
No deviation has been identified from usual days.
indicating normal activity and 7 days are indicating abnormalities in the resident’s
activity, based on Dataset A. It can be observed from Table 5.4 that 41 days
are indicating normal activity and 9 days are indicating an abnormality in the
resident’s activity based on Dataset B. The MFE method successfully identified
all anomalous days for Dataset A. However, for the normal activity included in
Dataset B, the MFE method identified 40 days as being normal activity out of
41 days and miss-classified only one day.
The performance evaluation is calculated automatically using a confusion
matrix. There are four possible outcomes for testing anomaly detection in
ADLs, which are defined as follows:
• True Positive (TP): a dataset contains an anomaly in ADLs, and this is
Table 5.3: Detection Accuracy of MFE for Dataset A.
Events Total Days Identified Not identified
Normal 65 65 0
Abnormal 7 7 0
Table 5.4: Detection Accuracy of MFE for Dataset B.
Events Total Days Identified Not identified
Normal 41 40 1
Abnormal 9 9 0
85
Table 5.5: Performance of the MFE Method for Dataset A and Dataset B.
Description
Results Obtained
Dataset A Dataset B
Sensitivity 100% 100%
Specificity 100% 97.5%
False positive rate 0% 2.5%
False negative rate 0% 0%
Accuracy 100% 98%
correctly identified as an anomaly.
• False Positive (FP): a dataset does not include an anomaly in ADLs but is
incorrectly identified as an anomaly.
• True Negative (TN): a dataset does not contain an anomaly in ADLs and
is correctly identified as normal.
• False Negative (FN): a dataset includes an anomaly in ADLs but is
incorrectly identified as normal.



















TP + TN + FP + FN
(5.5)
The results presented in Table 5.5 show the performance of the proposed
anomaly detection algorithm on Dataset A and Dataset B. The MFE method
86
achieves 100% specificity using Dataset A, which means that all anomalous days
have been correctly identified. However, the proposed method only achieves
97.5% specificity using Dataset B, and this means that one of the normal days
is identified as an anomaly. The accuracy of anomaly detection in ADLs for
Dataset A and Dataset B are 100% and 98%, respectively. The MFE method
shows high detection rates of 100%, for Dataset A, which means that the false
negative rate of anomaly detection is 0%. However, the MFE method achieves a
detection rate of 97.5% for Dataset B, which means that the MFE method has a
2.5% false negative rate for anomaly detection.
Based on the results achieved, the MFE measure is a powerful tool to detect
anomalies (here, anomalous sleep activity) in behaviour when the sample data
mostly represents normal activities. This also confirms that the MFE measure
could be utilised for anomaly detection in ADLs.
5.2.4 Comparison of the Proposed Method with Existing
Methods
To evaluate the proposed method, a comparison is made with the CNDE
approach [68] and the approaches proposed in [189], namely; Ensemble of
Detectors with Correlated Votes (EDCV) and Ensemble of Detectors with
Variability Votes (EDVV). Readers are referred to as [189] for further details
about these approaches. The EDCV and EDVV are applied to the same
datasets used for the research in [68]. The results obtained by applying the
MFE entropy measure are compared to the other methods using the same
dataset. Comparisons are made based on accuracy, as shown in Table 5.6.
Based on the presented results, it can be argued that the proposed method
outperformed other approaches. The accuracy of the MFE method for anomaly
detection in ADLs for Dataset A and Dataset B is 100% and 98%, respectively.
It can also be confirmed that the MFE measure is considered as a useful method
and can be utilised for anomaly detection in ADLs.
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Table 5.6: Comparison of the Proposed Method with Other Methods Based on
Accuracy







5.3 Case Study 2: Human Fall Detection
To support older adults with their independent living, assistive technologies
such as automated fall detectors are utilised to assist and support them to live
safely in their own homes [73]. Several research studies have been carried out on
detecting human falls during daily activities, using different approaches. In this
study, Fuzzy Entropy (FuzzyEn) measure is investigated to detect and
distinguish human fall from other activities. Distinguishing and detecting falls
for older adults is essential for healthcare management [45, 88, 89]. Therefore, it
is important to develop an accurate system with the ability to detect older
adults’ falls in their daily activities. This research aims to investigate whether
Fuzzy Entropy measure can be utilised to detect human falls during daily
activities.
5.3.1 Methodology
This study proposes a method for detecting human falls in the home environment,
solely based on the information gathered using a wearable motion-sensing device.
Since the resident’s normal daily activity pattern is completely different when
an abnormal event has occurred, the data recorded from accelerometer devices
during daily activities is used to show abnormal (e.g. fall) patterns. The research
hypothesis is that the level of changes in the resident’s ADL patterns in a home
environment is an indicator of normal or abnormal activities. Therefore, the
entropy measure could be used as an indicator of the level of randomness in
the accelerometer data. This method can be utilised for detecting abnormalities
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Figure 5.5: Overview of proposed human fall detection in activities of daily living.
when the sample data is mostly normal. The proposed method is based on
the hypothesis that the value of entropy is high when there is a fall event, as
shown in Figure 5.5. Therefore, the proposed method aims to detect a large
value of the entropy. It is supposed that human falls have greater acceleration
than other ADLs. Nevertheless, considering high acceleration only can lead to
many false alarms during fall-like activities such as sitting down speedily [190].
Therefore, a suitable measure must be utilised to distinguish falls from other
activities accurately. After an extensive investigation, it was identified that Fuzzy
Entropy is the most suitable technique in distinguishing between actual falls and
other daily activities.
A schematic diagram of the proposed fall detection framework is shown in
Figure 5.6. It comprises three main stages.
• In the first stage, the accelerometer data representing ADLs is gathered and
pre-processed.
• In the second stage, Fuzzy Entropy is applied to the data collected to detect
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Figure 5.6: A schematic diagram of the proposed method for human fall detection.
abnormalities in daily activities. The standard deviation is then computed.
• In the third stage, the standard deviation is utilised with the Fuzzy Entropy
measure to detect whether or not a fall event has occurred.
5.3.2 Experimental Setup and Results
The proposed method has been evaluated based on the annotated Dataset C
mentioned in Chapter 4 Section 4.3.1.3. The aim is to determine whether FuzzyEn
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is a useful measure for detecting human falls in a home environment and whether
it might allow the detection of changes in activities of daily living levels. To use
Dataset C for FuzzyEn computation, the magnitude of acceleration M is used as
an input vector to the FuzzyEn measure. The magnitude is converted to a set
of data points equally spaced in time, and dependent on the calculation period
of the FuzzyEn measure. The FuzzyEn is computed every second, at 60 samples
per second. Therefore, the vector sequence AN , which consists of a 60 sample set
equally spaced in time, is used as the input for FuzzyEn. FuzzyEn is dependent
on two parameters, which are required for its computation; embedded dimension
m and tolerance r. Therefore, the algorithm for FuzzyEn is affected by choice
of these parameter values. The best results are obtained when the values of the
parameters m and r are 3 and 0.2 respectively. It appears that when m and r
values are increased, the performance of the algorithm is decreased. After the
FuzzyEn is calculated, a novel feature, namely the standard deviation of the mean
of FuzzyEn values, is calculated.
The standard deviation is applied to confirm whether or not there is a fall.
The proposed method is based on the hypothesis that when the value of the
FuzzyEn measures exceeds the upper standard deviation boundaries, then the
event is detected as a fall. Figure 5.7 shows the results obtained by applying the
FuzzyEn method to Dataset C. It can be noted that the fall events were
successfully detected because the value of FuzzyEn is higher than the upper
standard deviation boundaries.
5.3.3 Performance Evaluation
To evaluate the performance of the proposed method, Dataset C contains 30 falls
and 40 activities of daily living as observed in Table 5.7, manually labelled as
a fall or non-fall event. The FuzzyEn method successfully detected all the 30
fall events. However, for the other normal activities included in the dataset, the
proposed method detected 39 activities out of 40 activities and failed to classify
only one activity.
The evaluation of performance is computed automatically using a confusion
matrix. There are four possible results for testing a sequence as a fall event in
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Figure 5.7: Samples detecting one fall from a chair and one fall from walking
using FuzzyEn based on Dataset C.
the home environment, which are presented as follows:
• True Positive (TP): an accelerometer data contains a fall, and it is correctly
detected as a fall event.
• False Positive (FP): an accelerometer data does not contain a fall but is
incorrectly detected as a fall.
• True Negative (TN): an accelerometer data does not contain falls and is
correctly detected as non-fall.
• False Negative (FN): an accelerometer data contains a fall but is incorrectly
detected as not a fall.
Table 5.7: Detection accuracy of FuzzyEn for Dataset C.
Events Total Detected Not detected
Falls 30 30 0
Other activities 40 39 1
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The results presented in Table 5.8 show the classification performance of the
proposed fall detection algorithm on Dataset C. The proposed method achieves
97.8% specificity, which means that one of the normal daily activities has not
been detected. However, the proposed method achieves 100% sensitivity, and
this means that all falls are detected as a fall event. The accuracy of human fall
detection is 98.6%. The proposed method for human fall detection shows high
detection rates of 100%, which means that the false negative rate of fall detection
is 0%. Based on the results achieved, FuzzyEn is a powerful measure to detect
abnormality (here, falls) in behaviour when the sample data mostly represents
normal activities. This also confirms that the FuzzyEn measure could be used to
detect human falls.
5.3.4 Comparison of the Proposed Method with Existing
Methods
Considering the literature review conducted for this research, the most commonly
used methods for detecting human falls are SVM, RNN, and DNN. Therefore, to
evaluate the proposed method carried out in this research, the results obtained
by applying the FuzzyEn entropy measure are compared to other methods using
the same Dataset C. The comparisons were made in terms of sensitivity and
specificity, as shown in Table 5.9.
Considering the achieved results, the FuzzyEn measure is considerably better
for human fall detection compared to other approaches. The FuzzyEn produces
100% sensitivity and 97.8% specificity. This also confirms that the FuzzyEn




False positive rate 2.2%
False negative rate 0%
Positive predictive value 97.2%
Negative predictive vale 100%
Accuracy 98.6%
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Table 5.9: Comparison of the proposed method with other methods based on
Dataset C.
Methods Sensitivity (%) Specificity (%)
Extended CORE9[191] 93.3 95
SVM [87] 100 96.6
DNN [48] 75 92.1
RNN [89] 100 96.67
FuzzyEn (Proposed method) 100 97.8
measure could be used to detect human falls during ADLs in a home environment.
5.4 Case Study 3: Anomaly Detection in
Activities of Daily Living in the Presence
of a Visitor
Anomaly detection aims to detect and identify any abnormal patterns in activities
of daily living. Most of the current research in detecting an anomaly in ADLs
focuses on a single-occupant environment where only one individual is monitored.
The hypothesis that home environments are occupied by one resident all the
time is not usually the case. It is common for the resident to receive visits from
family members or health care workers. Visiting is considered as one of the most
significant activities for older adults living alone at home [23]. Therefore, the
resident’s activity pattern is expected to be different when there is a visitor in
the same environment (represented as a multi-occupancy environment), which
can also be considered as an abnormal pattern in the resident’s activities. The
behaviour of a person could vary due to some personal factors such as visits
and the influence of health conditions. Reliable anomaly detection in ADLs, or
identifying visiting times (e.g. visits made by healthcare workers) is considered
one of the most important components of many home health care applications
[5]. Thus, existing methods are not able to reliably detect anomalous events in
the resident’s activities in the presence of a visitor and identify the time of visits,
therefore generating a high false alarm rate.
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The entropy measures mentioned in Chapter 3 Section 3.3 have been applied in
two repetitions. In the first iteration, they are used to reveal days with abnormal
behaviours, leading to the detection of days on which abnormality occurred. In
the second iteration, they are utilised to detect days with anomalies as well as
identify the potential causes of an anomaly by computing entropy measures. The
distinction between normal and abnormal entropy values is achieved by finding
the maximum entropy value on normal days, to be used as a threshold to detect
any anomalies in ADLs. When the entropy values exceed the threshold, then this
indicates an anomaly in ADLs. This means that by finding the maximum entropy
value on normal days of ADLs, it is possible to detect abnormal behaviours in
human ADLs in completely unseen data.
5.4.1 Methodology
This study proposes a novel entropy-based method to detect anomalies in ADLs
in the presence of a visitor, solely based on information gathered from low-cost,
non-intrusive ambient sensors, which include Passive Infra-Red sensors and a door
entry sensor. Since the normal daily activity patterns of the resident are expected
to be different when there is a visitor in the same environment or when there are
conditions which affect normal behaviour, such as disrupted sleeping pattern.
The aim is to collect the ADL data from ambient sensors to detect the anomalies
in ADLs (here, identifying visiting times and irregular sleep). The challenge
addressed in this paper is to avert the need to utilise a camera vision-based
approach or wearable sensor to detect the anomalies in a resident’s activities,
and also to identify visiting times when there is a visitor.
The research hypothesis is that the level of changes in the occupant’s
activity patterns in a home environment is an indicator of normal or abnormal
behaviours in ADLs. Therefore, the proposed entropy measures are based on
finding the maximum entropy value in normal daily activities, which will be
used as a threshold to detect abnormal behaviours in ADLs in completely
unseen data. This means that any value that surpasses the computed maximum
value for entropy on normal days will be indicated as an anomaly behaviour in
the ADLs. Furthermore, the entropy measures are not only used to detect
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Figure 5.8: A schematic diagram of the proposed anomaly detection in activities
of daily living in the presence of a visitor.
anomalies in ADLs, but also to identify the potential causes of anomalies. This
is achieved by distinguishing whether the anomaly was the result of abnormal
behaviour (e.g., sleeping disorder) or when there is a visitor to the same
environment which naturally disturbs the normal activity.
A schematic diagram of the proposed entropy measures for anomaly detection
in ADL in the presence of a visitor is illustrated in Figure 5.8, which consists of
four processing stages.
• In the first stage, sensor data representing ADLs in a home environment is
gathered based on PIR motion detectors and door entry sensors and then
pre-processed. The required numerical features to be used for computing
the input vector sequences of the entropy measures are extracted from the
raw data. The values of this vector are then utilised as an input vector for
entropy measures.
• In the second stage, the entropy measures are applied to the extracted
vector sequence from the raw data and are calculated every day. Then, the
threshold is selected as the maximum entropy value of normal days to be
used for detecting any anomalous days.
• In the third stage, the entropy measures for each of the anomalous days are
computed again every hour to examine the possible causes of the detected
anomalous days and to identify any hour in which an anomaly has occurred.
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• In the fourth stage, the main door entry sensor along with entropy measures,
is used to distinguish between the irregular pattern in the resident’s activity
and visitors. The door entry sensor is also utilised to confirm the time of
visits in a home environment and, in particular, for identifying exact visiting
times.
5.4.2 Experimental Setup and Results
The dataset utilised for the validation of the proposed method is annotated
Dataset E, explained earlier in Chapter 4 Section 4.3.1.5. The dataset includes
different ADLs. For this work, only PIR sensors representing the resident in an
area of the house and door sensor are selected and used. The relevant features
that can distinguish between normal and anomalous cases in daily activities are
selected, as explained in Chapter 4 Section 4.5. The selected features
representing ADLs from the sensor data are the start time of entering each
location (room), the time spent in each room, the transitions from one room to
another inside the house, and the encoded daily activities sequence. The
example provided in Chapter 4 Section 4.6, elaborated on the details about the
process of how the required numerical features are obtained from the raw
dataset. The input of any entropy measure should be formulated as a vector
sequence (time series). Thus, to represent the dataset appropriate for entropy
measures, the encoded dataset is converted to a set of data points equally
spaced in time, which is dependent on the computational time of the entropy
measures. The encoded daily activity sequence is then utilised as an input
vector for entropy measures.
The entropy measures mentioned earlier are applied to the encoded data vector
sequence to measure normal/abnormal patterns and detect anomalies in ADLs,
and specifically in an irregular sleeping routine and identifying visiting times.
The entropy measures are computed every day at 60 samples per hour (60× 24)
to identify anomalous days. This means that the vector sequence, AN , consists of
1440 equally spaced samples. The vector sequence, AN , is used as the input vector
for the entropy measures to reveal days with abnormal behaviours, leading to the
detection of days on which an abnormality occurred. To compute the ApEn,
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SampEn, FuzzyEn, and MFE, the parameters of embedded dimension, m, and
tolerance, r, are required to be defined. Thus, the algorithm for these entropy
measures is impacted by the selection of these values. The best results were
obtained when the values of the parameters m, and r are 2, and 1 respectively.
Whereas the values of the parameters m and time delay τ , which are required
to compute PerEn and MPE are set as 2 and 1, respectively. After the entropy
measures have been computed, the threshold is selected as the maximum entropy
value of normal days to be used for detecting anomalous days. When the entropy
value of each day goes beyond the calculated maximum value for entropy on
normal days, it is treated as anomalous days in the resident’s activity.
It is possible to compute entropy measures at different time scales (e.g., 15,
30, 60, or 120 minutes) to identify anomalous days in the resident’s activity.
However, Our earlier work has concluded that when the calculation period of
entropy measures is less than one hour, it is not sufficiently reliable enough to
detect anomalies in ADLs. This can be justified by the fact that decreasing the
computational period of entropy measures will reduce the number of observations
per time period, which will, in turn, increase the variance. Consequently, the
number of false positives will increase, which reduces precision. Therefore, the
best performance is obtained when the computational time of entropy measures
is based on a one-hour time period.
The proposed method is based on the assumption that when the entropy
value of each day exceeds the threshold value, then this indicates that there is
an abnormality in the resident’s activity on these days. Thereby, the proposed
method can detect anomalous behaviour in unseen human abnormality data,
which means the proposed method is capable of adapting to detect abnormal
behaviour in ADLs in completely unseen data. Figure 5.9 and Figure 5.10 show
the results obtained from applying the ShEn and FuzzyEn measures for
identifying any anomaly in ADLs in the presence of a visitor, respectively. The
results in Figure 5.9 shows that the proposed ShEn method identifies only 7
days (days 16, 29, 33, 38, 49, 52, and 63) as anomalous days in the resident’s
activity out of 9 anomalous days, and failed to detect 2 of the anomalous days
(days 25 and 42). This can be justified by the fact that ShEn is strongly
dependent on the length of the time series and the need to discriminate the
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Figure 5.9: The results obtained by applying Shannon Entropy (ShEn) for
anomaly detection in the activities of daily living in the presence of a visitor.
The figure also illustrates the threshold value for 65 days.
Figure 5.10: The results obtained by applying Fuzzy Entropy (FuzzyEn) for
anomaly detection in the activities of daily living in the presence of a visitor.
The figure also illustrates the threshold value for 65 days.
nature of the generating systems [159]. However, from Figure 5.10, it can be
seen that the proposed FuzzyEn method detects 9 days as anomalous days
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(days 16, 25, 29, 33, 38, 42, 49, 52, and 63) as the FuzzyEn values of these days
overrode the threshold. This means that the proposed FuzzyEn method
successfully identified all anomalous days in the resident’s activity, based on
Dataset E.
After detecting 9 anomalous days in the resident’s activity, the entropy
measures for each of these days are calculated again every hour at 60 samples
per hour to examine the possible causes of the detected anomalous days and
identify any hour that the anomaly had occurred. This means that the input
vector sequence to entropy measures, AN , consists of a 60 equally spaced
samples. Besides, the threshold is selected as the maximum entropy value of
normal days, which is also calculated again every hour, to be used for detecting
any hour the anomaly has occurred on anomalous days. Therefore, when the
entropy values of each hour on a given day goes beyond this threshold value,
this then indicates an anomaly in ADLs at that hour. This means that by
finding the maximum entropy value in normal daily activities, it is possible to
detect abnormal behaviour in ADLs in completely unseen data.
The results in Figure 5.11 and Figure 5.12 indicate the hour that the
anomaly has occurred in the detected anomalous days by applying ShEn and
FuzzyEn for Dataset E based on one-hour time periods. The threshold value for
this experiment is chosen by calculating the maximum entropy value on normal
days based on one-hour time periods. To detect the hour that the anomaly has
occurred in the detected anomalous days, ShEn and FuzzyEn values for each
hour in Figure 5.11 and Figure 5.12 were compared with the threshold value to
determine when the entropy value has passed the threshold value. From Figure
5.11, it can be observed that the proposed ShEn method identified only one
hour in each day of 5 detected anomalous days out of 13 hours in 9 identified
anomalous days, and failed to detect any hours the anomaly had occurred on 4
anomalous days, which are days 25, 29, 38, and 49. Nevertheless, all anomaly
hours in ADLs are correctly detected in all identified anomalous days by
applying the FuzzyEn method to the ADL dataset because the FuzzyEn values
for these days exceed the threshold, as shown in Figure 5.12.
To identify potential causes of the hours that the anomaly has occurred in
the detected anomalous days, the main entry door sensor is used to distinguish
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Figure 5.11: The results obtained when applying Shannon Entropy (ShEn) for
9 days of abnormal activity to examine the possible causes of the identified
anomalous days based on one-hour time periods. The figure also shows the
threshold value for entropy on normal days, which will be used for detecting
any hour the anomaly has occurred on anomalous days.
between the entropy changes caused by irregular sleep in the resident’s activity
and a visitor. The finer-grained analysis provided in Section 5.4.4 will elaborate
on the details of identifying potential causes of the hours that the anomaly has
occurred in the detected anomalous days.
Table 5.10: Detection accuracy of ShEn, ApEn, SampEn, PerEn, MPE, FuzzyEn,
and MFE for Dataset E.
ShEn ApEn SampEn PerEn MPE FuzzyEn MFE
Events Total Samples Detected
Normal 203 203 203 203 202 202 203 203
Abnormal 13 5 10 8 13 13 13 13
Events Total Samples Not Detected
Normal 203 0 0 0 1 1 0 0
Abnormal 13 8 3 5 0 0 0 0
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Figure 5.12: The results obtained from applying Fuzzy Entropy (FuzzyEn) for
9 days of abnormal activity to examine the possible causes of the identified
anomalous days based on one-hour time periods. The figure also shows the
selected threshold value for entropy on normal days, which will be used for
detecting any hour the anomaly has occurred on anomalous days.
5.4.3 Performance Evaluation
The proposed method is based on the hypothesis that the values of entropy
measures are higher than a threshold value when there are anomalies in a
resident’s activity. Therefore, to evaluate the performance of the proposed
ShEn, ApEn, SampEn, PerEn, MPE, FuzzyEn, and MFE measures, first,
annotated Dataset E representing the ADLs of a single user are manually
classified as normal or as abnormal in the resident’s activity based on periods of
one hour. As can be seen from Table 5.10, there are 203 events indicated as
normal activities of the resident, and 13 events are fixed as indicating
abnormalities in the resident’s activity. The first row indicates that the
proposed ShEn, ApEn, SampEn, FuzzyEn, and MFE measures successfully
detected all normal activity included in Dataset E. However, both the proposed
PerEn and MPE measures identified 202 events as being normal activity out of
203 events and miss-classified only one event. The second row demonstrates
that the proposed PerEn, MPE, FuzzyEn, and MFE measures successfully
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identified all anomalous events, while the proposed ShEn, ApEn, and SampEn
measures detected only 5, 10, and 8 anomaly events out of a total of 13 anomaly
events, respectively. Based on the results shown in Table 5.10, it can be argued
that the proposed FuzzyEn and MFE measure correctly identified all normal
and anomalous events in ADLs and outperformed other entropy measures.
The results presented in Table 5.11 represents the performance of the proposed
entropy measures for anomaly detection in ADLs in the presence of a visitor when
they are computed over a one-hour time period. The results based on specificity
indicate that all the proposed entropy measures achieve a high specificity of 100%,
which means that all normal daily activities are correctly detected as normal in
a resident’s activity. In contrast, the results related to sensitivity show that the
proposed PerEn, MPE, FuzzyEn, and MFE measures perform better than the
ShEn, ApEn, and SampEn measures, since they indicate a perfect sensitivity
of 100%, which means that all anomalous events in ADLs have been correctly
identified. Besides, the proposed ShEn, ApEn, and SampEn measures achieve a
detection rate of 38.4.5%, 69.2%, and 61.5%, respectively, which means that they
have a 61.6%, 30.8%, and 38.5% false-negative rate for identifying anomalies in
ADLs, respectively. However, the proposed PerEn, MPE, FuzzyEn, and MFE
measures show high detection rates of 100%, which means that the false-negative
rate of anomaly detection in ADLs is 0%.
Based on the results achieved, the proposed PerEn, MPE, FuzzyEn and
MFE measures are better indices than the proposed ShEn, ApEn, and SampEn
Table 5.11: The performance results of the proposed entropy measures for Dataset
E when the computational time is based on one-hour time periods.
Entropy
Measures
Sensitivity Specificity FPR FNR Accuracy
ShEn 38.4% 100% 0% 61.6% 96.2%
ApEn 69.2% 100% 0% 30.8% 98.1%
SampEn 61.5% 100% 0% 38.5% 97.6%
PerEn 100% 99.5% 0.5% 0% 99.5%
MPE 100% 99.5% 0.5% 0% 99.5%
FuzzyEn 100% 100% 0% 0% 100%
MFE 100% 100% 0% 0% 100%
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measures to detect anomalies (here, detecting visitor and irregular sleep) in
behaviour when the sample data mostly represents normal activities. This also
confirms that the proposed entropy measure could be used for anomaly
detection in ADLs in the presence of a visitor.
5.4.4 Robust Analysis
The entropy measures are used not only to detect anomalies in ADLs, but also
to identify potential causes of anomalies by calculating entropy measures on an
hourly basis and then by distinguishing between irregular sleep in the resident’s
activity and visitors. The distinction between irregular sleep and visitors was
achieved by using the main door sensor along with entropy measures. Moreover,
The door entry sensor is used along with entropy measures to confirm the present
time of the visitor in the home environment. As the visitors enter and exit the
home through the main door, the door sensor is used to confirm the time of
visits. This will increase the performance evaluation of the proposed entropy
measures. In general, door opening or closing does not necessarily mean that a
visitor is present in the home environment, as the door might be opened by the
main occupant; e.g., in response to a postman or a neighbour. Therefore, the
presence of visitors cannot be identified only by utilising the main door sensor.
Thus, entropy measures are utilised to detect anomalies in ADLs in the presence
of the visitor, and then the door sensor is utilised to confirm the time of the visit.
Figure 5.13 shows the distinction between irregular sleep in the resident’s
activity and the visitor using a door entry sensor with entropy measures. As the
best results are obtained when the computational time of entropy measures is
performed based on one-hour intervals, the door entry sensor is used to confirm
the visiting time on each day. As can be seen in Figure 5.13(a), the door was
opened six times on day 16, but the visitor came once on that day, at 09:03 am,
and stayed in the house until 09:50 am. This means that the main resident might
have caused the other door events. On this day, it can be confirmed from the
door sensor data that the type of anomalies included only the visitor because the
entropy value on this day exceeds the threshold value when the door is opened.
Whilst Figure 5.13(b) shows that the door was opened four times on day 49, but
104
Figure 5.13: Examples of an identified visitor and irregular sleep using a door
sensor with entropy measures for Dataset E representing: a) visiting time on day
16, with the time confirmed using the door sensor; b) irregular sleep on day 49;
and, c) visitor and irregular sleep on day 63.
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the entropy values were higher than the threshold value when no door is opened
or closed. This means that the resident has an irregular sleeping pattern, and this
is confirmed by the time (03:00 am). Meanwhile, Figure 5.13(c) shows that the
door was opened four times on day 63, but the entropy values were higher than
the threshold value in three different positions. On this day, it can be seen that
the entropy values were higher than the threshold value when no door is opened
or closed. This means that the resident has an irregular sleeping pattern at 02:00
am and 04:00 am compared to the usual days because it cannot be confirmed
from the door sensor data. However, it can be confirmed from the door sensor
data that the resident had a visitor, and the visitor came 12:08 pm and stayed
in the home until 12:46 pm. This means that on this day (day 63), there was
irregular sleep in resident’s activity, and the occupant had a visitor on this day.
The identified anomalous days and possible causes of these for the ADL dataset
are summarised in Table 5.12.
In summary, the entropy measures are useful and relevant tools to detect
abnormality (here, irregular sleep and a visitor) in behaviour when the sample
data mostly represents normal activities. This also confirms the possibility that
the entropy measures are used to distinguish between different causes of anomalies
when they are used in conjunction with data gathered from a secondary sensor.
Table 5.12: A summary of identified anomalies days and possible causes of these
for Dataset E.
Day Cause Detailed description
Day 16, 33,
and 52
Visitor The resident receives visits on these days,






The resident has an irregular sleeping pattern
and also receives a visitor on these days, and




Irregular sleep The resident has an irregular sleeping pattern
compared to the usual days.
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5.5 Discussion
In this chapter, different entropy measures are applied to investigate the
effectiveness of these methods in identifying and detecting various types of
anomalies in ADLs. The goal is to investigate whether entropy measures can be
used to detect and distinguish anomalies in ADLs, specifically, in sleeping,
human falls, and in identifying visiting times. Due to the dynamic nature of
human behaviour, there are uncertainties associated with identifying and
detecting their anomalous activities in a single-occupancy or multi-occupancy
environment. This work focused on proposing different entropy measures
capable of detecting and identifying different anomalies in daily activities in a
single-occupancy or multi-occupancy environment, specifically in sleeping
routine, human falls, and anomalies in ADLs in the presence of a visitor.
The research assumption is that the level of changes in a resident’s activity
patterns in a home environment is an indicator of normal or abnormal activities.
The threshold, based on the standard deviation of the occupancy data in
conjunction with several entropy measures, is applied to identify and detect
whether there is an anomaly in the resident’s activity or not. Hence, when the
value of entropy measures exceeds the threshold value, then the case is indicated
as an anomaly in ADLs. Real home environments, including three case studies,
are used to show the effectiveness of proposed entropy measures for anomaly
detection in ADLs. The results show that the performance of the proposed
entropy measures is better than the other approaches. This also confirms that
the proposed entropy measures are a promising technique to distinguish between
normal and anomalous events in a resident’s activity in the home environment.
The direction of research following this chapter is to investigate the
effectiveness of different entropy measures in identifying visitors in a
multi-occupancy home environment, solely based on the information gathered







Most research works related to recognising ADLs have focused only on single
occupancy environments, wherein, it is assumed that only one person (i.e. the
prominent resident) is present in the home [16, 27, 28]. Nevertheless, the real
home environments are likely to be occupied by more than one person [18, 29,
30, 31]. For example, it is likely that older adults will receive visits from family
members or healthcare workers (referred to as a multi-occupancy environment).
Visiting is considered as one of the most important activities for older adults
living alone at home [23], which makes multi-occupancy scenarios are far more
realistic [13, 14]. Therefore, it is essential to identify human activities in the
presence of visitors without the visitors putting on any specialised devices to
distinguish their activities.
Many current research works acknowledge the challenges of multi-occupancy
in HAR [13, 32, 33]. Such challenges are, finding suitable models to represent
the data association problem (i.e., the detection of a visitor) and finding an
activity recognition system that captures different interactions among residents
[14, 34]. Previous studies report that detecting and identifying a visitor in a
home environment using only binary sensors is a primary challenge, as binary
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sensors are not able to provide any information about the personal identity of
who triggered the sensor [18, 35]. Some previous studies have used wearable
sensors to overcome the problem of detecting and identifying multi-occupancy in
a home environment [29, 119].
Researchers within this area of study have focused on diverse challenges,
although the activity recognition in a multi-occupancy smart home environment
is still considered the primary challenge [18]. While most of the activities can be
appropriately recognised when there is only one occupant in the home, the
activities of multiple occupants living together in the same environment cannot
be easily separated and recognised, since ambient sensors are not able to
provide any information about the personal identity of who triggered the sensor.
Therefore, to accurately recognise human activities within multi-occupancy
environments, a method is required to distinguish the ADL when the data
represents multi-occupancy in the same environment.
Identifying visitors and the time of their visits (such as healthcare visitors) are
essential for healthcare management [23]. It is crucial to develop a system with the
ability to identify the exact time of a visit without the need for visitors to be asked
to carry a tag or wearable device to identify them. The challenge of this study is
to avoid using human tracking devices or any tagging sensors. To overcome the
challenge of detecting and identifying multi-occupancy in a home environment,
an unsupervised method is proposed in this study, using entropy measures to
investigate their effectiveness in identifying visitors (visiting time). The research
aims to investigate whether entropy measures introduced in the earlier chapters
(in Chapter 3 Section 3.3) can be used to identify multi-occupancy in a home
environment. Furthermore, the research investigates the impact of changing the
values of an embedded dimension, m, and tolerance, r, as parameters required to
calculate some named entropy measures.
The remaining sections in this chapter are structured as follows. In Section
6.2, the proposed method for identifying visitors (time of visit) in a home
environment based on different entropy measures is presented. Section 6.3
presents the experimental results and results. Section 6.4 presents the impact of
changing the values of parameters m and r required to calculate some entropy
measures, followed by robust analysis in Section 6.5. In Section 6.6, the
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performance of the proposed visitor detection is compared with existing
modelling techniques and conclusions of the work are drawn in Section 6.7.
6.2 Methodology
It can be argued that the ADLs of a single user in a home environment are
different from the ADLs representing multi-users in the same environment. The
pattern of activities when a visitor comes to visit an individual (represented as
a multi-occupancy environment) will be different from when only the primary
occupant is in that environment. When the environment is occupied by one
person, it is possible to recognise different activities and develop a method
representing the normal activities. Once a newly perceived activity differs from
the routine of a specific person, it will be represented as an abnormality in the
behaviour. However, when there is more than one person in the same
environment, the activities of the primary occupant cannot be easily
distinguished from simultaneous activities. This research seeks to identify the
activities of the primary occupant without introducing any new hardware (or
monitoring devices) to the environment or using tagging systems (such as
pendant or wristband with RFID).
Standard statistical measures such as activity count and sensors activation
can be used as a measure of multiple occupants. However, they are incapable of
distinguishing the level of activities and visitors. It can also be argued that when
different types of sensors such as pressure sensor on beds, or sofa or door entry
sensors are used, then the data collected are not comparable and the activity count
is meaningless. Therefore, techniques such as entropy measures show potential
in terms of indicating changes and/or disorders in a resident’s activity pattern
in a home environment. Entropy can be utilised as a measure of disorder or
irregularity in data since the level of disorder in a multi-occupancy environment
is expected to be higher than the single-occupancy case. Therefore, entropy
measures can be used to identify and detect a visitor in a home environment with
a single occupant.
The proposed approach is based on the hypothesis that the presence of a
visitor can be detected when the entropy value is greater than a nominal value.
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Figure 6.1: A schematic diagram of the proposed visit detection (time of visit)
framework.
A large value of entropy does not exclusively signify the presence of a visitor in
a home environment. For example, a large value of entropy may be influenced
by other factors, such as house-cleaning duties, which are different from having a
visitor. Having a visitor is considered a deviation in the normal pattern of daily
activities for a person living alone.
A schematic diagram of the proposed framework in this work for detecting a
visitor is illustrated in Figure 6.1. There are three distinct phases to identify the
multi-occupancy.
• In the first phase, the sensor data representing ADLs in a multi-occupancy
environment is gathered based on PIR motion detectors. This work
primarily concentrates on the motion data representing the occupancy of
different areas in a home environment. Data gathered from other sensors,
including door entry sensors, can also be used. The required numerical
features to be used for calculating the sequences of the input vector are
extracted from the raw data. The values of this vector are used as inputs
to the entropy measures. The selected features representing the ADLs
from the sensor data are the start time of entering each location (room),
the time spent in each room, the transitions from one room to another
inside the house, and the encoded daily activities sequence as explained in
Section 4.5. Provided examples in Section 4.6 have elaborated on the
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details of these features.
• In the second phase of the proposed process, different entropy measures
are applied to the extracted vector sequences from the raw data to detect
the presence of a visitor in a single home environment, represented as an
abnormality in the extracted activity patterns. Then, the standard
deviation of entropy measures is calculated and used to detect and
identify whether there is a visitor in the home environment.
• In the third phase, the opening and closing of the main door to the home
environment is used to confirm the time of the visit.
6.3 Experimental Setup and Results
To evaluate the performance of the entropy measures, two experiments are
conducted using two different datasets - Dataset D and Dataset F - as described
in Chapter 4 Section 4.3.1.4 and Section 4.3.2.1, respectively. These datasets
comprise information regarding the ADLs performed by two users daily in their
own homes, solely based on information gathered from low-cost, non-intrusive
ambient sensors. The challenge of this study is to avoid using human tracking
devices or any tagging sensors that can be used for visitors detection.
6.3.1 Experiment and Results with Dataset D
In this experiment, ShEn, ApEn, SampEn, PerEn, MPE, and FuzzyEn measures
are applied to the Dataset D. These entropy measures are applied to the generated
vector sequence from the data to measure the normal/abnormal patterns and the
degree of variance between the measurements in consecutive days, to detect the
multi-occupancy patterns. A Comparison of ShEn, PerEn, and MPE measures
based on the activity of daily living for Dataset D is shown in Figure 6.2.
Figure 6.3 illustrates the results obtained by applying FuzzyEn on Dataset
D based on one-hour time periods, as well as the FuzzyEn values for each day
and the mean value of FuzzyEn for seven days. The mean of FuzzyEn for seven
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Figure 6.2: Comparison of Shannon Entropy (ShEn), Permutation Entropy
(PerEn), and Multiscale-Permutation Entropy (MPE) measures based on one-
hour time periods using Dataset D. The figure also shows that ShEn, PerEn, and
MPE present similar patterns.
Figure 6.3: The results obtained by applying fuzzy entropy for seven days based
on Dataset D to identify visiting time based on one-hour time periods. The figure
also shows the mean value of fuzzy entropy for seven days and standard deviation
boundaries.
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Figure 6.4: Fuzzy entropy values representing visiting time in each day compared
with the standard deviation using Dataset D; (a), (b) and (c) show that the
visitor came twice in day 2, 4, and 6 because there are two bumps in the fuzzy
entropy values; and (d) shows that no visitor came in day 1, 3, 5 and 7 because
the fuzzy entropy values are zero (no bumps in the entropy values).
days and threshold based on standard deviation are calculated for a period of 24
hours.
The threshold value is chosen based on the standard deviation, σ = 1. It is
possible to use thresholds based on different values for σ (e.g., 2 or 3 ) to detect
and identify whether there is a visitor in the home environment. It was observed
that when the threshold is increased the number of observations per time period
will be reduced, increasing the calculated variance. Consequently, the number of
false positives (detected as visits) increases, reducing the calculated precision.
The threshold value is chosen based on the standard deviation that varies over
time and not as a constant value. This threshold value was 0.074 changing over
time. The standard deviation is depicted by the dotted line in Figure 6.3. To
detect the visitor in a home environment, FuzzyEn values for each day in Figure
6.3 were compared with the upper standard deviation boundaries to see which
days go beyond the upper boundary of standard deviation. Figure 6.4 shows the
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visiting time in each day based on entropy values using Dataset D after they are
compared with the upper boundary of the standard deviation in Figure 6.3. As
can be seen in Figure 6.4(a), Figure 6.4(b) and Figure 6.4(c), there are two bumps
in the entropy values, which indicate that the visitor came at those times. This
also confirms that the visitor came twice in day 2, 4, and 6. However, Figure
6.4(d) shows that no visitor came in day 1, 3, 5, and 7 because there are no
bumps in the entropy values. In summary, it can be confirmed that the visitor
came twice a day, three days a week, which means that the visitor was identified
accurately in all instances.
The classification performance of ShEn, ApEn, SampEn, PerEn, MPE, and
FuzzyEn measures are evaluated by a confusion matrix that includes accuracy,
recall, and precision. There are four possible results for testing the detection of
a visitor in the home environment, which are presented as follows:
• True Positive (TP ) is a set of data that contains a visitor event and was
correctly classified as a visitor event.
• False Positive (FP ) is a set of data that does not contain a visitor event,
but it was incorrectly classified as a visitor event.
• True Negative (TN) is a set of data that does not contain a visitor event,
and it was correctly classified as a non-visitor event.
• False Negative (FN) is a set of data that contains a visitor event, and it
was incorrectly classified as a non-visitor event.
The accuracy, precision, and recall are computed for each entropy measure.
The accuracy is defined as the percentage of correctly identified events (visitor
and non-visitor). Precision indicates the percentage of the positive visitor events
that are correctly identified, while recall indicates the percentage of true activity
labels which were correctly identified. The accuracy of the entropy measures
would be high even if the visitor was not well identified. However, the recall and
precision would be low. In this case, to show the classification performance of
the named entropy, the precision and recall are chosen as the best choice rather
than accuracy to demonstrate the entropy measure’s performance.
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Table 6.1: The classification performance of ShEn, ApEn, SampEn, PerEn, MPE,










Accu. Prec. Rec. Accu. Prec. Rec. Accu. Prec. Rec.
ShEn 79 18 21 85 20 25 68 15 20
ApEn 96.5 100 66.6 100 100 100 85.3 35 69.2
SampEn 86.6 50 66.6 96.4 75 75 86 29.3 66.6
PerEn 93.2 79.6 65.4 98.8 87.5 87.5 84.7 34.3 68.5
MPE 95.2 93.1 64 99.1 95 87.5 86.4 36.7 68.9
FuzzyEn 96.5 100 66.6 100 100 100 87.5 38.2 73.6
Table 6.1 represents the classification performance of ApEn, SampEn, and
FuzzyEn using Dataset D when they are computed at 120, 60, and 15 mins time
period. When the period of calculation for the entropy measures was two hours,
the precision results show that the proposed ApEn and FuzzyEn perform much
better than SampEn; while the results related to the recall demonstrates that
the FuzzyEn performs much better than ApEn and SampEn with a difference of
28% and 14% respectively. However, it is noted that the best performance is
obtained when the computational time is performed based on one-hour time
periods. The precision results indicate that the ApEn and FuzzyEn are
outperformed by SampEn by approximately 38%; whereas the results related to
the recall show that ApEn achieves a very low performance compared to
FuzzyEn and SampEn by approximately 12.5%. On the other hand, the results
show that all the entropy measures achieved very low performance when they
are calculated at 15 min time periods. The results related to precision illustrate
that all the entropy measures show a very low performance, which means that
the number of false positives increased. To explain what led to these results, it
was observed that when the computational time of entropy measures is
decreased, the number of observations per time period will be reduced,
increasing the calculated variance. Consequently, the number of false positives
(detected as visits) increases, reducing the calculated precision.
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6.3.2 Experiment and Results with Dataset F
The aim of this experiment is to determine whether entropy measures, including
ApEn, SampEn, and FuzzyEn, can be used to identify multi-occupancy in a
home environment using Dataset F. To perform the experiment, the dataset is
transformed into notional values as described in Chapter 4 Section 4.6. The
ApEn, SampEn, and FuzzyEn are computed at time intervals for a set of data
with different patterns of ADLs. The computational period of entropy measures
is divided into time slices of lengths 120, 60, and 15 min. The reason for limiting
these time slices is that the period of the visits (by the carer) is one hour or less.
The values of the parameters, m and r, which are needed for entropy calculations,
are 2 and 1 respectively.
ApEn, SampEn, and FuzzyEn entropy measures present similar patterns. In
addition to entropy measures, the average values of daily pattern and threshold
based on the standard deviation of the occupancy data is used in conjunction
with the entropy measures for a period of 24 h to decide whether or not there
is a visitor in the home environment. For example, the threshold value for this
experiment is chosen based on the standard deviation that varies over time, and
it is not a constant value (it was 0.04). Therefore, when the entropy value of
each day goes beyond this value, it means the event is detected as a visitor in the
home environment.
Figure 6.5 illustrates the results obtained by applying FuzzyEn on Dataset F
based on one-hour time periods, as well as the FuzzyEn values for each day and
the mean value of FuzzyEn for four days. To detect and identify the visiting time
of the visitor in a home environment, the FuzzyEn values for each day in Figure
6.5 were compared with the upper standard deviation boundaries to see which
days exceed the upper boundary of standard deviation. Figure 6.6 shows the
visiting time in each day based on fuzzy entropy values for Dataset E after they
are compared with the upper boundary of the standard deviation in Figure 6.5.
It is depicted in Figure 6.6(a) and 6.6(b) that no visitor came on day 1 and 2, as
there are no bumps in the entropy values. In contrast, Figure 6.6(c) and 6.6(d),
there is a bump in the FuzzyEn values for day 3, and there are three bumps in
FuzzyEn values for day 4. This also confirms that the visitor came once, on day
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Figure 6.5: The result obtained when FuzzyEn is applied on the Dataset F using
one hour as calculation time. The figure also shows the mean value of fuzzy
entropy for four days and standard deviation boundaries.
Table 6.2: The classification performance of ApEn, SampEn, and FuzzyEn using









Accu. Prec. Rec. Accu. Prec. Rec. Accu. Prec. Rec.
ApEn 96.5 100 66.6 100 100 100 85.3 35 69.2
SampEn 86.6 50 66.6 96.4 75 75 86 29.3 66.6
FuzzyEn 96.5 100 66.6 100 100 100 87.5 38.2 73.6
3, and three times on day 4. In conclusion, it can be confirmed that the visitor
came once, and three times on day 3 and day 4, respectively, which means that
the visitor was accurately detected in all cases.
Table 6.2 represents the classification performance of ApEn, SampEn, and
FuzzyEn using Dataset F when calculated at 120, 60, and 15 minutes time
periods. The accuracy, precision, and recall results show that ApEn and
FuzzyEn perform much better than SampEn. It should also be noted that the
best performance is obtained when the computational time is performed based
on a one-hour time period. Furthermore, the results demonstrate that ApEn
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Figure 6.6: Fuzzy entropy values representing visiting time in each day compared
with the standard deviation using Dataset F; (a) and (b) show that no visitor
came on day 1 and 2 because the fuzzy entropy values are zero (no bumps in the
entropy values); (c) shows that the visitor came once on day 3, as there are one
bumps in the fuzzy entropy values; and (d) shows that the visitor came three
times on day 4 because there are three bumps in the fuzzy entropy values.
and FuzzyEn produce similar results for accuracy, precision, and recall, which
means that the presence of a visitor was accurately identified in the home
environment. Therefore, the results of accuracy, precision, and recall indicate
that ApEn and FuzzyEn are the best measures for identifying multi-occupancy
in a home environment with relatively high accuracy. In contrast, when the
period used in the calculation of the entropy measures was 15 minutes, the
results show that all three entropy measures achieve very low performance. This
can be justified by the fact that decreasing the calculation period will reduce
the number of observations per time period, which will increase the variance.
Consequently, the number of false positives will increase, which reduces
precision.
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6.4 Parameters Impact Assessment
To evaluate the robustness of the proposed method described in this work, the
impacts of the parameters m and r on the classification performance of the
entropy measures are investigated. The selection of parameters m and r needed
for the computations of the named entropy measures may be different when
they are applied to the ADLs datasets. To investigate the impact of changing
the values of these parameters, the performance of the algorithm is examined
using Dataset D.
Table 6.3 shows the results of the experiment in terms of the effect of changing
the parameter values m and r required for the computation of ApEn, SampEn,
and FuzzyEn measures using Dataset D. Clearly, the result of precision and recall
shows that the best results are obtained when the value of m is 2 and r ranges
from 0.2 to 1.8 respectively. Based on the current results, it appears that when
m and r values are increased, the performance of the algorithm is decreased. To
summarise, the algorithm of ApEn, SampEn, and FuzzyEn are affected by choice
of parameter values m and r.
Based on the results obtained from both experiments, the best performance
is obtained when the computational time is performed based on one hour time
periods. Therefore, it is helpful to evaluate how a visitor can be identified when
a different shifting of computational time is considered. Table 6.4 represents
Table 6.3: The classification results of the effect of changing the parameter values
m and r required for the computation of ApEn, SampEn, and FuzzyEn measures
using Dataset D.





















0.2 100 83 100 100 33.3 83.3 16.6 50 10 50
0.6 100 83 100 100 33.3 83.3 16.6 50 10 50
1 100 83 100 100 33.3 83.3 16.6 50 10 50
1.8 100 83 100 100 33.3 83.3 16.6 50 10 50
2 23.5 66.6 25 66.6 23.5 66.6 14 50 8 33
3 23.5 66.6 25 66.6 23.5 66.6 14 50 8 33
5 14.2 50 11.1 50 10.7 50 7.5 33 6 33
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the classification performance of ApEn, SampEn, and FuzzyEn using dataset B
when they are computed at different shifting times. It is observed that the best
performance of ApEn, SampEn, and FuzzyEn is obtained when the computational
time is performed based on one hour time periods with no shifting time and
overlapping, x ≥ 30%. The percentage of overlapping, x, is calculated as:
x =
Overlap of the visitor period
Calculation period
× 100 (6.1)
This means that by using the calculation period of one hour without shifting,
the visitor can be accurately identified. On the other hand, when the shifting
time of 15, 30, and 45 minutes are used to calculate the entropy measures, the
results show that all entropy measures achieved very low performance with less
precision. This can be justified by the fact that when the value of x is decreased,
the number of false positives will be increased, which reduces the precision. This
means that the proposed methods can be used for identifying the visitor if the
time period of one hour and overlapping of ≥ 30% are used.
According to the results shown in Tables 6.1 and 6.2, the best performance
is obtained when the computational time is performed based on one hour time
Table 6.4: The classification results of Entropy measures using different shifting
time when the computational time is performed based on one-hour time period.
Results ApEn SampEn FuzzyEn Shifting time Overlapping (x)%
Accuracy 99.4 97 100
0 minute x ≥ 30Precision 100 61.5 100
Recall 87.5 100 100
Accuracy 94 95.5 96.4
15 minutes 16 ≤ x < 29Precision 50 56.2 62.5
Recall 80 90 100
Accuracy 88 90.4 86.9
30 minutes 11 ≤ x < 15Precision 30 35.7 27.2
Recall 50 41.6 50
Accuracy 87.5 90.5 91.6
45 minutes 0 ≤ x < 10Precision 26.2 33.3 39
Recall 60 60 70
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periods. Moreover, the results related to the precision demonstrate that ApEn,
PerEn, MPE, and FuzzyEn perform much better than ShEn and SampEn as
100%, 87.5%, 95%, 100%, 20% and 61.5% respectively. It can be summarised
that the ApEn, PerEn, MPE, and FuzzyEn are relatively better indices to
identify multi-occupancy in a home environment. This also confirms that
entropy measures could be used to distinguish occupancy data in the presence
of a visitor in a home environment.
6.5 Robust Analysis
To evaluate the robustness of the proposed entropy measures for visitor detection,
the main door entry sensor is used along with entropy measures to confirm the
visitor’s presence and time in the home environment. As the visitor enters and
exits the home through the main door, the door sensor is utilised to confirm
the time of visits. This will increase the performance evaluation of the proposed
entropy measures. In general, the door opening or closing does not necessarily
mean that a visitor is present in the home environment, as the door might be
opened by the main occupant, e.g. in response to a postman or a neighbour.
Thus, the presence of a visitor cannot be detected only by using the main door
sensor. Therefore, entropy measures are used to detect the visitor, and then the
door sensor is used to confirm the time of the visit.
Figure 6.7 shows the confirmation of the visiting time each day based on
fuzzy entropy values and using a door sensor. As the best results are obtained
when the computational time of entropy measures is performed based on one-
hour intervals, the door entry sensor is used to confirm the time of visits in this
case. It is depicted in Figure 6.7(a), that the main door was opened six times
on day 2, but the visitor came twice on that day, first at 9:25 am and stayed in
the home until 10:57 am, and second at 7:04 pm until 7:53 pm. This means that
the main occupant might have caused the other door events. Whilst the entropy
measures can detect the visitor based on one-hour periods, they do not specify
the exact time of the visit. For example, in Figure 6.7(c), the visitor came twice
on the day 6, at around 09:00 am and 6:00 pm, without knowing the specific time
of the visit. Therefore, the door sensor is used to confirm the time of the visits.
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Figure 6.7: Examples of the time confirmation of visits using a door sensor with
Fuzzy Entropy (FuzzyEn) measures for the Dataset D representing: (a-c) fuzzy
entropy values representing visiting times on days 2, 4, and 6, and the time is
confirmed using the door sensor.
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On this day, it can be confirmed from the door sensor data that the visitor came
at 9:12 am, stayed in the home until 9:44 am, and then came at 6:07 pm until
6:38 pm.
In summary, the entropy measures are powerful tools to detect abnormality
(here, multi-occupancy) in behaviour when the sample data is mostly representing
normal activities (here, single-occupancy). This also confirms the possibility that
abnormality detection by entropy measures can be confirmed with door sensors
data, particularly for identifying the exact visiting times.
6.6 Comparison with Existing Modelling
Techniques
In order to evaluate the proposed method described in this chapter, the
performance of the proposed entropy measures is compared to other methods
that achieve the same goal. Considering the literature review carried out for
this research as mentioned in Chapter 2, the most commonly utilised
approaches for detecting a visitor in a home environment are SVM [23, 110] and
MMPP [12]. Therefore, to evaluate the proposed methods carried out in this
research, the results obtained by applying ShEn, ApEn, SampEn, PerEn, MPE,
and FuzzyEn entropy measures are compared to other approaches that achieve
the same goal, such as SVM, Indoor Mobility (IM), and MMPP.
The Dataset D was applied to the SVM model, as well as the Indoor
Mobility (IM) measure, and the results were compared with the proposed
entropy measures. The IM is defined as the frequency of the transition from
room to room in a home environment. Readers are referred to[175] for more
details about this measure. The features used as input to the SVM are the start
time of entering into each location (room), the time spent in each room
(duration), the encoded number of each room and the transitions from one
room to another inside the house. The final preprocessing step is to divide the
data into two subsets, one with about 70% of the instances for training, and
another with around the remaining 30% of instances for testing. Furthermore,
the proposed entropy measures were compared with another study that used
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Table 6.5: Comparison of the accuracy, precision, and recall for ShEn, ApEn,
SampEn,PerEn, MPE, and FuzzyEn entropy measures with the existing methods
SVM, IM, and MMPP.
Approach Accuracy Precision Recall
ShEn 85% 20% 25%
ApEn 99.4% 100% 87.5%
SampEn 97% 61.5% 100%
PerEn 98.8% 87.5% 87.5%
MPE 99.1% 95% 87.5%
FuzzyEn 100% 100% 100%
SVM 82.2% 70.8% 72.8%
IM 93.5% 84% 83%
MMPP 78.6 75.2% 78.4%
MMPP to detect visits in a home environment [12]. Multiple datasets were used
in their research based on the data gathered from binary sensors, which were
collected by the authors (note that the authors did not use a public dataset).
The results presented in Table 6.5 show the classification performance of ShEn,
ApEn, SampEn, PerEn, MPE and FuzzyEn compared with the existing SVM,
IM, and MMPP in terms of accuracy, precision, and recall.
According to the results achieved in Table 6.5, the ApEn, PerEn, MPE, and
FuzzyEn entropy measures are considerably better for visitor detection in a
home environment compared to other approaches. The ApEn, PerEn, MPE,
and FuzzyEn produce an overall accuracy of 99.4%, 98.8%, 99.1%, and 100%
respectively. This also confirms that that entropy measures could be used to
detect visitors in a home environment.
6.7 Discussion
In this chapter, a novel method based on different entropy measures is proposed
to identify visitors and the time of their visits based on non-intrusive sensors data.
The proposed entropy measures are employed to investigate their effectiveness in
identifying visitors in a home environment. The proposed method is based on
the hypothesis that the values of entropy measures are higher than a nominal
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value when a visitor is present in the home environment, which is represented
as an abnormality in behaviour when the sample data mostly represents normal
activities. Therefore, when the entropy values of each day exceed the standard
deviation, then the event is associated with the presence of a visitor.
In this work, simulated and real home environments, including two
experiments, are used to show the effectiveness of the proposed entropy
measures for visitor detection in a home environment. The results obtained
from both experiments show that the visitor could be identified with a high
degree of accuracy based on the data collected from the PIR sensors. The
impact of changing the values of embedded dimension m and tolerance r on the
classification performance of the entropy measures were also investigated. The
experimental results show that the proposed method obtained a high
identification rate of 100% when m = 2 and r = 1. It should be noted that the
values of ApEn, SampEn, and FuzzyEn are affected by the choice of parameter
values m and r. To evaluate the robustness of the proposed entropy measures, a
door entry sensor with entropy measures was utilised to confirm the presence
time of the visitor in the home environment.
According to the results shown in Table 6.5, the ApEn, PerEn, MPE, and
FuzzyEn entropy measures are considerably better for visitor detection in a
home environment compared to other approaches. The ApEn, PerEn, MPE,
and FuzzyEn produce an overall accuracy of 99.4%, 98.8%, 99.1%, and 100%
respectively. This also confirms that that entropy measures could be used to
detect the visitor in a home environment. The conclusion for this investigation
is that ApEn, PerEn, MPE, and FuzzyEn are shown to be the best entropy
measures in identifying multi-occupancy in a home environment. This is a
preferred alternative solution compared with using wearable sensors or visual
cameras with associated privacy concern.
Although several attempts have been made to address the challenge of
detecting and identifying multi-occupancy in a home environment solely based
on the information collected from ambient sensors, the proposed entropy
measures for visitor detection proves to be efficient in achieving the goal of
identifying visitors and the time of their visits in multi-occupancy environments.
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Chapter 7
Conclusion and Future Work
7.1 Conclusion
The work presented in this thesis is a novel entropy-based approach for anomaly
detection in activities of daily living to support independent living, particularly
for older adults living alone within a home environment. Based on the results
obtained from this research, it can be concluded that the ability to detect and
distinguish anomalies in ADLs using entropy measures depends mainly on the
level of changes in a resident’s ADLs pattern. This research hypothesises that
the level of changes in a resident’s activity patterns in a home environment is an
indicator of normal or abnormal activities. Hence, when the entropy value for
a day exceeds the threshold value, this could be an indication that there is an
abnormality in the resident’s activity.
This research aimed to investigate the effectiveness of different entropy
measures in detecting and identifying various types of anomalies in daily
activities. The motivation for the work is to find an acceptable solution that
can be used to detect and identify anomalies in ADLs in a single-occupancy and
multi-occupancy environment. As a starting point for detecting anomalies in
ADLs, the investigation of the effectiveness of entropy measures initially focused
on a single-occupant environment, when only one individual is monitored, and
their activities are detected as normal or abnormal (e.g., irregular sleep and
human falls). Then, the research investigated the effectiveness of entropy
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measures for anomaly detection in a multi-occupancy environment.
Furthermore, the entropy measures were not only used to detect anomalies in
ADLs but also to identify potential causes of anomalies, and to distinguish
anomalies in ADLs data (here, irregular sleep in the resident’s activity and
visitors).
The datasets provided for this investigation were gathered based on two
environments, real and simulated home environments, as well as from publicly
available datasets. For real home environments, five different datasets
representing human activities were presented based on information obtained
using ambient sensors. However, one of these datasets was gathered using one
accelerometer sensor to examine whether the entropy measures can be used for
human fall detection, solely based on information collected from wearable
sensors.
In summary, throughout this research, original knowledge on anomaly
detection in ADLs in a single-occupancy and multi-occupancy environment has
been presented. In the remaining part of this chapter, the research conclusions
with a summary of major contributions and the direction of future work are
presented.
7.2 Summary of Major Contributions
The proposed method employed to achieve the aim set out in this thesis led to
significant contributions. These contributions are discussed as follows:
7.2.1 A Novel Entropy-Based Method for Irregular Sleep
Detection.
This thesis presented a novel method based on a Multi-scale Fuzzy Entropy
(MFE) measure for distinguishing between normal and anomalous cases in
ADLs, specifically in sleeping routine, from data obtained using ambient
sensory-based devices, such as the Passive Infra-red (PIR) sensor. A novel
feature, namely the standard deviation of MFE values, was applied to identify
whether there is an anomaly in the resident’s activity or not. The proposed
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method was based on the assumption that when the value of the MFE measure
overrides the standard deviation boundaries, the case is indicated as an anomaly
in ADLs. Furthermore, the entropy measures were not only used to detect
anomalies in ADLs but also to examine the possible causes of the identified
anomalous days (e.g., Less sleep, interrupted sleep, and late sleep). Detecting
such anomalies will assist carers in acting to avert prospective problems early
and to improve older adults’ quality of life. Experiments are conducted based on
two different datasets to demonstrate the effectiveness of the proposed method.
The results obtained based on the data gathered solely from ambient sensory
devices, show the ability of the proposed method to distinguish between normal
and anomalous cases in ADLs with a high degree of accuracy. Comparisons
with other methods have also offered support to the proposed method. This
also confirms that the Multi-scale Fuzzy Entropy is a promising technique to
distinguish between normal and anomalous events in a resident’s activity in the
home environment.
7.2.2 A Novel Entropy-Based Method for Human Fall
Detection
The work presented in the thesis also proposed a novel method based on Fuzzy
Entropy (FuzzyEn) measure to detect and distinguish human fall from other
activities, solely based on the information gathered from a wearable motion-
sensing device. The aim of the research was to investigate whether the FuzzyEn
measure can be used to detect human falls during daily activities. Since the
resident’s normal daily activity pattern is completely different when an abnormal
event has occurred, the data recorded from accelerometer devices during daily
activities is used to show abnormal (e.g. fall) patterns. The proposed method is
based on the hypothesis that the value of entropy is high when there is a fall event.
Therefore, the proposed method aims to detect a large value of the entropy. It is
supposed that human falls have greater acceleration than other ADLs. A novel
feature, namely the standard deviation of the mean of FuzzyEn values is used to
confirm whether or not there is a fall. Therefore, when the value of the FuzzyEn
measure exceeds the upper standard deviation boundaries, the event is detected
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as a fall.
Considering the results achieved from the conducted experiments, it is shown
that FuzzyEn obtained a high detection rate, of 100%, and a low false-positive
rate, of 2.2%. The proposed FuzzyEn entropy measure is considerably better for
human fall detection compared to other approaches. The FuzzyEn produces 100%
sensitivity and 97.8% specificity. This also confirms that the FuzzyEn measure
can be used to detect human falls during ADLs in a home environment based on
data acquired from an accelerometer device.
7.2.3 A Novel Entropy-Based Method for Anomaly
Detection in Activities of Daily Living in the
Presence of a Visitor
This thesis presented a novel entropy-based approach for anomaly detection in
ADLs in the presence of a visitor, solely based on information gathered from
low-cost, non-intrusive ambient sensors, which include Passive Infra-Red (PIR)
sensors and a door entry sensor. The entropy measures, including Shannon
Entropy (ShEn), Approximate Entropy (ApEn), Sample Entropy (SampEn),
Permutation Entropy (PerEn), Multi-scale Permutation Entropy (MPE),
FuzzyEn, and MFE, have been applied in two scenarios. The first case was to
reveal days with abnormal behaviours, leading to the identification of the days
in which abnormalities occurred. In the second case, the entropy measures were
used to detect anomalies in ADLs and also identify potential causes of those
anomalies (here, an irregular sleep pattern and detecting a visitor) by
calculating the entropy values. The distinction between normal and abnormal
entropy values was achieved in the second case by finding the maximum entropy
value on normal days around the clock. This meant that any value that
exceeded the calculated maximum value for entropy on normal days was treated
as an abnormal behaviour point.
When the entropy values for each hour on a given day exceed the threshold
value, the entropy measures indicate an anomaly in ADLs at that hour. This
means that by finding the maximum entropy value on normal days of ADLs, it
is possible to detect abnormal behaviour in ADLs in completely unseen data.
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To distinguish between the entropy changes caused by irregular sleep in the
resident’s activity and a visitor, the main door entry sensor along with entropy
measures are used to confirm the time of the visitor’s presence in the home
environment. The experimental results show that the PerEn, MPE, FuzzyEn,
and MFE measures perform much better than the ShEn, ApEn, and SampEn
measures to detect anomalies in behaviour when the sample data mostly
represents normal activities. The PerEn, MPE, FuzzyEn, and MFE measures
show high detection rates of 100%, which means that the false-negative rate of
anomaly detection in ADLs is 0%. The conclusion drawn from this research is
that the PerEn, MPE, FuzzyEn, and MFE measures are considerably better
than ShEn, ApEn, and SampEn measures for anomaly detection in ADLs based
on data gathered only from ambient sensors.
7.2.4 A Novel Entropy-Based Method for visitor
detection in Multi-Occupancy Environments
This thesis has investigated a means of detecting a visitor in a single-occupancy
home environment (represented as a multi-occupancy environment) based on
different entropy measures using ambient sensors. The proposed method is
based on the hypothesis that the values of entropy measures are higher than a
nominal value when a visitor is present in the home environment, which is
represented as an abnormality in behaviour when the sample data mostly
represents normal activities. The threshold, based on the standard deviation of
the resident data in conjunction with entropy measures (ShEn, ApEn, SampEn,
PerEn, MPE, and FuzzyEn), is applied to detect when the visitor is present in
the home environment.
When the entropy values of each day exceed the standard deviation, the
event is associated with the presence of a visitor. To evaluate the robustness of
the proposed entropy measures, a door entry sensor is used along with the
entropy values to confirm the time and duration of the visitor in the home
environment. Experiments are conducted on two different datasets to
investigate the effectiveness of entropy measures to identify visitors and the
time of their visits without employing extra wearable sensors to tag the visitors.
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The results obtained show that ApEn, PerEn, MPE, and FuzzyEn perform
much better than ShEn and SampEn as 100%, 87.5%, 95%, 100%, 20% and
61.5% respectively. The conclusion for this investigation is that the ApEn,
PerEn, MPE, and FuzzyEn measures are shown to be the best entropy measures
in detecting visitors in a home environment based on data gathered from the
ambient sensor. Furthermore, it shows that the ApEn, PerEn, MPE, and
FuzzyEn measures outperform ShEn and SampEn measures, which confirms
that entropy measures could be used to detect the visitor in a home
environment. This is a preferred alternative solution compared with using
wearable sensors or visual cameras with associated privacy concerns.
7.3 Future Work and Recommendations
Similar to any research, the need for future work for the improvement of the
proposed framework is recommended. This section identifies the directions for
future research and recommendations for improvement of the framework for
anomaly detection in activities of daily living.
• Application of several other entropy measures.
The possibility of using entropy to determine the degree of disorder or
uncertainty in a system resulted in the definition of different types of entropy
[37]. Although the framework proposed in this thesis applied seven different
entropy measures that are more relevant and adapted to work with binary
series information, other entropy measures can be applied and tested for
their effectiveness in identifying and detecting anomalies in daily activities,
such as Spectral Entropy, Dispersion Entropy, and Multi-scale Dispersion
Entropy.
• Extension of entropy measures for a multi-model system.
The framework developed in this thesis is proposed for anomaly detection
in a single-occupancy and a multi-occupancy environment from data
obtained using either ambient sensors or wearable sensors. Future work
would be the fusion of ambient sensors with wearable sensors to
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investigate the effectiveness of entropy measures for anomaly detection in
ADLs. This could also be used to provide information about separating
the activities of one person from another person living in the same
environment. The only restriction is that one person will have a wristband
worn at all times. The system could also be extended for human fall
detection in the presence of a visitor based on information obtained using
both ambient and wearable sensors.
• Evaluation of entropy based on visual sensors.
The datasets used in this thesis were gathered using ambient sensory based-
devices and wearable sensory based-devices. A future study is recommended
to investigate the effectiveness of entropy measures to detect and identify
various types of anomalies in daily activities in single-occupancy or multi-
occupancy environments, solely based on information gathered from visual
sensors. It will be interesting to investigate whether entropy measures can
be used to detect and distinguish anomalies in ADLs using vision-based
sensors.
• Extension to other applications.
The entropy measures framework presented in this research focused on
identifying and detecting four different anomalies in ADLs, including
irregular sleep, human falls, irregular sleep in the presence of a visitor, and
visitor detection in a multi-occupancy environment. Future work should
consider other applications that were not considered in this research, such
as gait recognition systems.
• The proposed entropy measures are based on identifying a resident’s normal
daily pattern to detect any anomalies in the resident’s activity. Since the
normal daily activity patterns are completely different from one person to
another. It will be interesting to extend the work to develop the proposed
method to be used to detect any anomalies in any resident’s activity without
identifying the occupancy normal patterns.
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[144] Ahmet Turan Özdemir, “An analysis on sensor locations of the human
body for wearable fall detection devices: Principles and practice”, Sensors,
vol. 16, no. 8, pp. 1161, 2016. 35
[145] Taylor R Mauldin, Marc E Canby, Vangelis Metsis, Anne HH Ngu, and
Coralys Cubero Rivera, “Smartfall: A smartwatch-based fall detection
system using deep learning”, Sensors, vol. 18, no. 10, pp. 3363, 2018. 35
[146] Vera Nadales and Maria Josefa, Recognition of human motion related
activities from sensors, PhD thesis, University of Malaga, 2010. 35
[147] George Vavoulas, Matthew Pediaditis, Emmanouil G Spanakis, and Manolis
Tsiknakis, “The mobifall dataset: An initial evaluation of fall detection
algorithms using smartphones”, in 13th IEEE International Conference on
BioInformatics and BioEngineering. IEEE, 2013, pp. 1–4. 35
[148] Manan Jethanandani, Thinagaran Perumal, Jieh-Ren Chang, Abhishek
Sharma, and Yipeng Bao, “Multi-resident activity recognition using multi-
label classification in ambient sensing smart homes”, in 2019 IEEE
International Conference on Consumer Electronics-Taiwan (ICCE-TW).
IEEE, 2019, pp. 1–2. 36
[149] Chun Zhu, Qi Cheng, and Weihua Sheng, “Human activity recognition via
motion and vision data fusion”, in 2010 Conference Record of the Forty
Fourth Asilomar Conference on Signals, Systems and Computers. IEEE,
2010, pp. 332–336. 36
[150] Fei Tony Liu, Kai Ming Ting, and Zhi-Hua Zhou, “Isolation-based
anomaly detection”, ACM Transactions on Knowledge Discovery from Data
(TKDD), vol. 6, no. 1, pp. 1–39, 2012. 37
[151] Guansong Pang, Chunhua Shen, and Anton van den Hengel, “Deep
anomaly detection with deviation networks”, in Proceedings of the 25th
152
ACM SIGKDD international conference on knowledge discovery & data
mining, 2019, pp. 353–362. 37
[152] Ahmad Jalal, Kibum Kim, et al., “Wearable inertial sensors for daily
activity analysis based on adam optimization and the maximum entropy
markov model”, Entropy, vol. 22, no. 5, pp. 579, 2020. 38
[153] Samih Eisa and Adriano Moreira, “A behaviour monitoring system (bms)
for ambient assisted living”, Sensors, vol. 17, no. 9, pp. 1946, 2017. 39
[154] Denis Elbert, Holger Storf, Michael Eisenbarth, Özgür Ünalan, and Mario
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[189] José Ramón Pasillas-Dı́az and Sylvie Ratté, “An unsupervised approach
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