Abstract. We have carried out an analysis of ill-conditioning close to Schwartz singularities in Kohn variational calculations for (e + − H 2 ) scattering. Using a formal measure of distance to singularity, we discuss weaknesses in using the determinant of the Kohn matrix as a way of identifying regions likely to correspond to anomalous results. A simple method for optimizing a free parameter of the trial wave function in order to avoid anomalies is proposed, and found to give results in excellent agreement with the complex Kohn method. We demonstrate also examples of anomalies which can persist after the standard attempts to remove them have been made, even when the trial function is complex-valued. We find that it is possible to avoid these anomalies by considering variations in the nonlinear parameters of the trial function.
Introduction
Despite the absence of an explicit minimization principle, variational methods have been used successfully in many problems of quantum scattering theory. Such calculations typically exploit a stationary principle in order to obtain an accurate description of scattering processes. The Kohn variational method [1] has been applied extensively to problems in electron-atom [2] and electron-molecule [3, 4] scattering, as well as to the scattering of positrons, e + , by atoms [5, 6, 7] and molecules [8, 9, 10] . It has been widely documented, however, that matrix equations derived from the Kohn variational principle are inherently susceptible to singularities. These singularities were discussed first by Schwartz [11, 12] and have subsequently attracted considerable attention [13, 14, 15, 16] . In the region of these singularities, results of Kohn calculations can be anomalous.
Although sharing characteristics similar to those exhibited by scattering resonances [15] , Schwartz singularities are nonphysical and arise only because the trial wave function, used in Kohn calculations to represent scattering, is inexact. For projectiles of a given incident energy, anomalous results are confined to particular formulations of the trial wave function and can, in principle, be mitigated by a small change in boundary conditions or some other parameter. The generalization of the Kohn method due to Kato [17, 18] , for example, avoids anomalies using an adjustable phase parameter. It has also been shown [4, 19] that the use of a complex-valued trial wave function can alleviate anomalous behaviour very effectively.
In this article we will discuss our investigations of Schwartz-type anomalies for Kohn calculations involving the elastic scattering of positrons by molecular hydrogen, H 2 . The complexity of our trial wave function has necessitated the use of a computational approach to evaluate the integrals required by the Kohn method, many of which can be determined only numerically and to a finite level of precision. As a result, the practical problems in our calculations have arisen not from actual singularities, but from illconditioned regions close to the singularities where the calculations are very sensitive to small errors in the matrix elements comprising the Kohn equations. It is likely that any application of the Kohn method whose matrix elements cannot be determined exactly will, to some degree, be prone to numerical difficulties similar to those we will describe here.
We will demonstrate that a particular generalization of the Kohn method, first applied to (e + − H 2 ) scattering by Armour [20] and adjusted slightly here, can be used to avoid Schwartz-type anomalies at most energies. Further, we find that this approach gives results which, at all positron energies considered, are essentially equivalent to those obtained with the complex Kohn method [4, 19] . We will, however, give examples of anomalous behaviour which cannot be avoided with our chosen generalization of the Kohn method, and show that the same anomalies appear also in our application of the complex Kohn method. Anomalies in the complex Kohn method have been reported previously by Lucchese [16] . We will show that such results are nonphysical by considering small changes in the nonlinear parameters of the trial wave function.
Anomalies in the Kohn method

The Kohn variational method
The Kohn variational method is used to calculate approximations to exact scattering wave functions. Determining an approximation, Ψ t , allows a variational estimate, η v , of the scattering phase shift to be calculated, the error in which is of second order in the error of Ψ t from the exact scattering wave function, Ψ [21] . The standard approach in Kohn calculations is to assume an overall form for Ψ t that depends linearly on n unknown parameters, optimal values for which are then determined by the application of a stationary principle.
In our investigations of anomalous behaviour in Kohn calculations for (e + − H 2 ) scattering, we have initially used a trial wave function having the same general form as described in our earlier calculations [9] ,
where
for some phase parameter, τ ∈ [0, π), with
and
As before [9] , we have fixed the nuclei in the target molecule at the equilibrium internuclear separation, R = 1.4 a.u., and labelled the electrons as particles 1 and 2, taking the positron to be particle 3. The position vector, r j , of each lepton is described by the prolate spheroidal coordinates [22] (λ j , µ j , φ j ), j ∈ {1, 2, 3}. The functions S and C represent, respectively, the incident and scattered positrons asymptotically far from the target. The shielding parameter, γ, ensures the regularity of C at the origin and is taken to have the value γ = 0.75. The constant c is defined to be c = kR/2, k being the magnitude of the positron momentum in atomic units. N is a normalization constant and can here be regarded as arbitrary. The unknowns, a t and {p 0 , . . . , p M }, are the constants to be determined by the Kohn variational method. The function, ψ G , is an approximation to the ground state wave function of the unperturbed hydrogen molecule and is determined by the Rayleigh-Ritz variational method [23] . In the calculations presented here, we have taken ψ G to be the target wave function described in detail in another of our previous calculations [10] , accounting for 96.8% of the correlation energy [23] of H 2 . The function, χ 0 , is the same as has been used in our earlier calculations [9, 10] and was introduced first by Massey and Ridley [3] . The remaining short-range correlation functions, Ω = {χ 1 , . . . , χ M }, allow for the description of direct electronpositron and electron-electron interactions. Here, we have used the same set of M = 279 correlation functions described in detail in [10] . The general form of each function, χ i , is
where each f i (r 1 , r 2 , r 3 ) is symmetric in the coordinates of the electrons. Unless otherwise noted, we have here chosen values of α = 0.6 and β = 1.0 rather than the values of α = 0.3 and β = 0.7 used earlier [10] . This choice of nonlinear parameters highlights the interesting aspects of Schwartz-type anomalies more clearly. Applying the Kohn variational principle [9, 21] to (1) leads to the linear system of equations
Solving (6) determines the values of a t and {p 0 , . . . , p M }. In (7) and (8) we have denoted by X, Y integrals of the form X| Ĥ − E |Y , whereĤ is the nonrelativistic Hamiltonian for the scattering system and E is the sum of the positron kinetic energy and the ground state energy expectation value of ψ G . The integrals are evaluated over the configuration space of the positron and the two electrons. As has been discussed extensively (see, for example, [9, 24, 25, 26] ), the particular form of the functions, f i (r 1 , r 2 , r 3 ), used in our calculations does not, in general, permit analytic evaluation of these integrals. Sophisticated methods to determine the integrals numerically have been developed [24, 25, 26] . However, the numerical approaches can give only accurate approximations to the exact values of the integrals, so that small errors in determining the elements of A and b are unavoidable. 
Schwartz singularities
Schwartz singularities occur whenever the matrix, A, is singular. Under these circumstances, the linear system (6) has no unique solution and the variational method breaks down. It can be shown that
where A (k), B (k) and C (k) are constant with respect to variations in the phase parameter, τ . For a given positron momentum, k, the constants, A, B and C, can be determined by calculating det (A) directly from (7) at particular values of τ . Strictly speaking, in our calculations we have evaluated det Ã ,Ã being the approximation to A whose elements have been determined using numerical integration. We will assume that the values of A, B and C are not unduly sensitive to small changes in the elements of A and henceforth take det (A) and det Ã to be essentially equivalent. From a physical point of view, τ can reasonably be regarded as arbitrary, but its value can be adjusted to avoid zeros in det (A). At each k, provided that A = 0, the values, τ s , making A singular can be found by solving the quadratic equation in tan (τ s ),
If only τ is varied, there will be no more than two zeros of det (A) in the range τ ∈ [0, π). 2 that the roots of (11) lie in two families of curves. The first family spans the entire range, τ s ∈ [0, π), for 0.01 ≤ k ≤ 1. The second family is confined to values of τ s in the range τ s ∈ [1.5, 2.1] for all positron momenta considered here. For almost every k where real roots exist, there is precisely one root corresponding to each family. The exception is the result at k = 0.71, where there is an anomaly in the otherwise smooth behaviour of τ s over k. We will discuss this anomaly in more detail in section 3.
If the elements of A and b were known exactly, problems in the Kohn equations (6) would arise only when A was precisely singular. For an invertible A, any application of the Kohn method would then be entirely anomaly free, provided that a method for determining exactly the elements of A −1 were also available. However, we have already noted that our implementation of the method involves only approximations to A and b. Small errors in the elements of A or b can correspond to large errors in the solution, x. This leads to anomalous results in the calculation of the scattering phase shift, η v , particularly when A is close to singularity, in a sense that we will define formally in section 2.3. This distinction between genuinely singular behaviour, and anomalies due to errors in A and b near singularities, is important; the former is an intrinsic property of the Kohn method itself, the latter is dependent on how accurately a particular implementation of the Kohn method is carried out.
In our Kohn calculations, we have obtained values of η v ∈ (−π, π]. Singularities have been accounted for by performing calculations over p different values of τ equidistant in the range τ ∈ [0, π). For the results presented here, we have taken p = 1001. Calculations for a large number of τ values can be carried out with minimal additional computational effort, as it can be shown that the matrix elements of A and b for any τ are readily available from the elements of A (τ = 0) and b (τ = 0) via an orthogonal transformation. Values of η v at k = 0.2 over the p values of τ are illustrated in figure 3 . The anomalous behaviour in η v centred about τ ∼ 2.87 corresponds directly to the singularity observed at this value of τ in figure 1 . However, there are no anomalies in η v corresponding to the singularity at τ ∼ 1.90. We have investigated this phenomenon for different values of k and have found that it is a general feature of the calculation.
To illustrate this, it is convenient to define the function,
where, at each k, η v is the median value of η v (τ ) evaluated over the p values of τ . ∆ (k, τ ) measures the degree to which a given η v (k, τ ) can be considered anomalous. The values of ∆ (k, τ ) are shown in figure 4 . For clarity, we have included results only for 50 values of k equidistant in the range 0.02 ≤ k ≤ 1, rather than the 100 values used for figure 2. The omission of the results for k = 0.71 also allows us to delay until section 3 the discussion of the atypical singularity observed at this value of k in figure 2. It is clear from figure 4 that anomalies are observed corresponding to only the first of the two families of curves identified from figure 2. Further, at values of k where the difference between the two values of τ s is small, anomalous behaviour is suppressed in the region of both singularities. This result will be discussed in more detail in section 2.3. It is reasonable to claim that the observed anomalies correspond to matrices, A, which are, in some sense, closer to singularity than the matrices for which no anomalies are observed. However, figures 1 and 3 suggest that taking the value of det (A) is not a reliable way of measuring this closeness to singularity. It is possible to choose, from figure 1 , two values of τ whose corresponding matrices have determinants equally far from zero, but only one of which corresponds to an anomaly in figure 3 . A more suitable metric for measuring the distance to singularity is required.
Ill-conditioning
It is often claimed that anomalous results observed in the region of Schwartz singularities arise from the matrix, A, having a determinant close to zero. Statements of this kind can be misleading, as the determinant of any nonsingular A can be made arbitrarily close to zero by an appropriate scalar multiplication, without altering the sensitivity of the solution, x, to small errors in the elements of A or b. A better measure for identifying regions where anomalies may occur is the condition number, κ (A), of an invertible matrix, A. The condition number is independent of the normalization constant, N, and for the linear system (6) is defined as the maximum ratio of the relative error in x and the relative error in b. Formally, it can be shown that
with respect to some matrix norm, A [27] . The value of κ (A) is dependent upon the choice of norm. In our calculations, we have considered the matrix 1-norm [27] of A.
A matrix with a large condition number is said to be ill-conditioned, and the solution of the corresponding linear system may not be reliable if the elements of A and b are not known exactly. Since κ (A) is the maximum possible ratio of the relative errors in x and b, ill-conditioning is necessary, but not sufficient, for anomalous behaviour near a singularity to be observed. There is no well-defined threshold above which the condition number of a particular matrix is considered too large for a reliable solution of (6) to be obtained, since the size of the error in x depends on the size of the errors in A and b. If A and b are known exactly, then x will be free of errors regardless of the value of κ (A). For any invertible A, the condition number can be used to formalize the definition of closeness to singularity in the following way. If ∆A is defined to be any matrix such that A+ ∆A is singular, then the relative distance to singularity, D (A), for A, is defined [28] to be This definition holds for any consistent norm. Further, if D (A) and κ (A) are evaluated using the same choice of norm, it can be shown [28] that
This result demonstrates explicitly the benefit of using D (A) rather than det (A) as a way of identifying regions which may exhibit Schwartz-type anomalies. For two different matrices having identical determinants, one matrix can be arbitrarily closer to singularity than the other, in the sense defined by (14) and (15) . From a practical point of view, evaluating D for a given matrix can be difficult. The limits of computational precision mean that the matrix cannot always be inverted with complete accuracy. In our calculations, we have used a numerical algorithm observed corresponding to both singularities at a given k. However, the regions of small D a Ã are more broadly spread in τ about those singularities for which corresponding anomalous behaviour in η v is observed in figure 4 . About those singularities where no anomalies in η v are observed, small values of D a Ã appear over a much smaller range of τ . This suggests that, at each k, matrices close to singularity are generally more easily obtainable by varying τ near one value of τ s than near the other, a claim which is consistent with the results shown in figure 4 . Nevertheless, it is not immediately obvious why small values of D a Ã should be observed at all in regions where no anomalies in η v have been found. We can, though, emphasise that the error in D a Ã from D (A) may be significant in these regions, as well as again remarking that ill-conditioning is not sufficient for anomalous behaviour to occur.
Another aspect of our results not accounted for by figure 5 is the suppression of anomalies observed in figure 4 when values of τ s are close together. This suppression can be investigated further by considering the distance, T s , between values of τ s at each k. For values of k where (11) has exactly two roots, we define T s (k) to be
where τ In figure 6 we compare T s (k) and Π 99 1 (k) for 0.01 ≤ k ≤ 1. The deviation in both sets of results at k = 0.71 is another characteristic of the atypical singularity which will be discussed in section 3. In general, there is a strong correlation between the size of the observed anomalies and the distance between the singularities. The origin of this effect is not hard to determine. The closer the two values of τ s , the more similar the two corresponding Kohn matrices. When the two values of τ s coincide, the two matrices are, of course, identical. Whatever the nature of the conditioning making one of these Kohn matrices always resistant to anomalous behaviour, it must begin to manifest itself in the other Kohn matrix to an increasing extent as the distance between the singularities decreases.
Inspection of figure 6 also shows that anomalies in η v are observed at k = 0.65 and k = 0.66, despite the absence of any singularities at these values of k for any real value of τ . This emphasises the practical importance of considering ill-conditioning near singularities rather than the singularities themselves. The values of τ making A singular at k = 0.65 and k = 0.66 are complex, but their imaginary parts are sufficiently small that anomalous behaviour in the region of these singularities in the complex plane can extend to the real axis.
Avoiding anomalous behaviour
Developing a consistent optimization for τ
It is desirable to find a reliable and systematic method for varying τ so as to minimize anomalous behaviour in η v . As discussed, for example, by Armour and Humberston [30] , one approach is to choose τ at each k to minimize κ (A) and hence maximize D (A). In our calculations, however, choosing τ to maximize D a Ã has not always given reliable results due to the problems already identified regarding the accuracy of D a Ã as an estimate for D (A). Previous implementations [20, 25] of the Kohn method for the (e + − H 2 ) system have performed calculations over a discrete set of p values of τ and have disregarded results corresponding to the smallest r < p values of | det (A) |. Choosing τ in our own calculations to maximize | det (A) | gives results which are largely free of anomalies, despite the weaknesses we have already attributed to det (A) for identifying anomalous behaviour. In practice, though, we have found that the most consistent optimization method is simply to carry out calculations for a sufficiently large p and take the median value, η v , as the optimal value of η v (τ ) at each k. We have plotted the function η v (k) in figure 7 , for 0.01 ≤ k ≤ 1.
Choosing the median value of phase shift at each k successfully avoids anomalies at all values of k other than k ∼ 0.71, where we have already identified, from figure 2, a singularity of a different nature to those found at other values of k. In figure  7 , we have shown this anomaly in more detail by including results for a further 100 Kohn calculations for momenta equidistant in the range 0.7 ≤ k ≤ 0.72, although it is practical to consider henceforth only the anomalous behaviour occurring at precisely k = 0.71. The atypical singularity at k = 0.71 is of such a type that anomalous results cannot completely be avoided by any choice of τ ∈ [0, π). This result implies that values of D (A) can never be made sufficiently large by any variation in τ at this value of k. It should be noted that variations in τ transform only the elements of (8) and elements in the first row and column of (7). It is conceivable that any features making A ill-conditioned could occasionally persist after these transformations have been effected. In section 3.3 we will investigate the effects on the calculation of varying parameters that affect almost all of the elements of A and b, but we will first discuss an implementation of the Kohn method designed to avoid anomalies by allowing the trial function to be complex-valued.
The complex Kohn method
The complex Kohn method is an extension of the original variational approach in which the boundary conditions of the trial wave function are complex. It was originally believed [4, 19] that this method was anomaly free. For our complex Kohn calculations on (e + − H 2 ) scattering, we have used a trial wave function, Ψ ′ t , of the form
whereT =S + iC,
the functions ψ G and Ω = {χ 1 , . . . , χ M } being the same as in (1) . The unknowns a 
where A ′ and b ′ are identical to A and b, but for the function,T , replacingC in (7) and (8) . The determinant, det (A ′ ), then has the same general form as (10), the difference being that the coefficients corresponding to A, B and C will now be complex-valued. The advantage of the complex Kohn method is that the values of τ making A ′ singular will, in general, also be complex-valued with a nonzero imaginary part. It remains possible that singularities could still occur at real values of τ . It is, however, reasonable to expect that the use of a complex trial function in this way should dramatically reduce the occurrence of anomalous results for τ ∈ R.
We have calculated values of η v using the trial function, Ψ figure 8 by no more than 2%. The use of the trial function (17) has failed to address the persistent anomalous behaviour in our results and alternative approaches must be considered.
Varying nonlinear parameters
If the anomaly at k = 0.71 cannot be removed by any small change in the parameters of the trial function, it is possible that the result has some physical significance related to resonance phenomena. We have seen that variations in τ have not found Kohn matrices sufficiently far from singularity for the anomaly to be avoided. It is important, therefore, to investigate as far as possible the sensitivity of the results to changes in other parameters. We noted in section 3.1 that variations in τ transformed only a small number of elements of the matrix, A, and that causes of ill-conditioning might sometimes remain elsewhere in the matrix after these transformations had been made. In contrast, a change in the nonlinear parameters, α and β, contained in the functions, {χ i }, in (17) , would affect all but four elements of A. Intuitively, we might expect a modification of this kind to treat persistent anomalous behaviour more effectively than a transformation in τ . The reason why changes in these nonlinear parameters have, so far, been avoided is because, unlike variations in τ , the integrals comprising the matrix elements must be explicitly recalculated at each value of α and β.
In our complex Kohn calculations using (17), we have varied the values of α and β, fixing τ = 0. Values of η v at k = 0.71 for 0.59 ≤ α ≤ 0.605 and 0.71 ≤ β ≤ 1.2 are shown in figure 9 . For illustrative purposes, we have found it helpful in this figure to artificially shift values of η v by π on one side of a singularity in (α, β). Equal values of (η v mod π) are physically equivalent, and this treatment of η v is consistent with the interpretation of Schwartz singularities by Shimamura [15] , who noted that phase shifts passing through a singularity can be regarded as changing rapidly by π. It is clear from figure 9 that anomalies at k = 0.71 appear near singularities that describe a curve in the (α, β) plane. Similar results have been observed in the model calculations of Lucchese [16] , who found such curves also by varying nonlinear parameters. The figure confirms that, for choices of α and β either side of this curve, values of η v quickly level off, the two plateaus being separated by approximately π and indicating results which are free of anomalies. Since small changes in α and β can indeed be made to avoid anomalous behaviour, we can conclude that the result found at k = 0.71 in figure 8 is indeed nonphysical and can be treated as a Schwartz-type phenomenon.
Concluding remarks
We have carried out a thorough examination of Schwartz singularities and related anomalous behaviour in Kohn calculations for (e + − H 2 ) scattering. The anomalies in our calculations have arisen due to ill-conditioned matrices whose distance to singularity is small, and whose elements have been determined only approximately. Similar anomalies will arise in any implementation of the Kohn method where matrix elements cannot be evaluated exactly. Although conditioning is an intrinsic property of the matrix, and hence of the Kohn method, the subsequent effects of ill-conditioning on the calculation depend upon the accuracy with which the elements of the Kohn matrix are determined. Hence, while Schwartz singularities are an inherent characteristic of the Kohn method itself, the anomalous results found in the region of these singularities are not. Indeed, we have here given examples of singularities about which no anomalies are observed, for the particular variations of trial parameters that we have considered.
We have identified weaknesses in using the determinant of the Kohn matrix as a way of locating regions where anomalies will occur. It has been demonstrated that two Kohn matrices corresponding to the same positron energy can have identical determinants, but with only one of the matrices corresponding to an anomaly. A more meaningful measure of distance to singularity can be obtained from the condition number of the matrix, although our discussion of this measure has here been limited by practical difficulties in obtaining accurate values of D (A). A generalization of the Kohn method designed to avoid anomalous behaviour has been described and optimized, and has been seen to give results in excellent agreement with the complex Kohn method. Although both methods are largely successful, neither eliminates completely the observed anomalies at all energies. We have shown that persistent anomalous behaviour of this type can be avoided by small changes in the nonlinear parameters of the short-range correlation functions. Nevertheless, the existence of this persistent behaviour means that the mechanisms needed to avoid Schwartz-type anomalies successfully at all energies remain, in part, ad hoc.
