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SPECTRA OF COMB GRAPHS WITH TAILS
L. GOLINSKII
Abstract. Given two graphs, a backbone and a finger, a comb product
is a new graph obtained by grafting a copy of the finger into each vertex
of the backbone. We study the comb graphs in the case when both
components are the paths of order n and k, respectively, as well as
the above comb graphs with an infinite ray attached to some of their
vertices. A detailed spectral analysis is carried out in both situations.
1. Introduction
We begin with some rudiments of the graph theory. For the sake of
simplicity we restrict ourselves with simple, connected, undirected, finite
or infinite (countable) unweighted graphs, although the method works for
weighted multigraphs and graphs with loops as well. We will enumerate
the vertex set V(Γ) with positive integers N = {1, 2, . . .}, {v}v∈V = {j}ωj=1,
ω ≤ ∞. The symbol i ∼ j means that the vertices i and j are incident, i.e.,
{i, j} belongs to the edge set E(Γ).
The degree (valency) of a vertex v ∈ V(Γ) is a number ν(v) of edges
emanating from v. A graph Γ is said to be locally finite, if ν(v) <∞ for all
v ∈ V(Γ), and uniformly locally finite, if supV ν(v) <∞.
The spectral graph theory studies spectra and spectral properties of cer-
tain matrices related to graphs (more precisely, operators generated by such
matrices in the standard basis {ek}k∈N and acting on the corresponding
Hilbert spaces Cn or ℓ2 = ℓ2(N)). One of the most notable of them is the
adjacency matrix A(Γ)
(1.1) A(Γ) = ‖aij‖ωi,j=1, aij =
{
1, {i, j} ∈ E(Γ);
0, otherwise.
The corresponding adjacency operator (sometimes called the shift operator)
will be denoted by the same symbol. It acts as
(1.2) A(Γ) ek =
∑
j∼k
ej, k = 1, 2, . . . , ω.
Clearly, A(Γ) is a symmetric, densely-defined linear operator, whose domain
is the set of all finite linear combinations of the basis vectors. The operator
A(Γ) is bounded and self-adjoint on ℓ2 = ℓ2(N) if and only if the graph Γ is
uniformly locally finite.
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In what follows, under the spectrum σ(Γ) of a graph Γ we always mean the
spectrum σ(A(Γ) ) of its adjacency operator. The set of isolated eigenvalues
of finite multiplicity is usually referred to as the discrete spectrum σd(Γ).
We proceed with the definition of a comb product (comb graph), see, e.g.,
[8, Section 8.5].
Let Γ(1) =
(V(1), E(1)), Γ(2) = (V(2), E(2)) be two graphs, the first one
is referred to as a backbone, and the second as a finger, and assume that
the second graph is given a distinguished vertex 0. Consider the Cartesian
product V = V(1)×V(2), which is a set of vertices for a new graph V. We say
that (x1, x2) ∼ (x′1, x′2), so {(x1, x2), (x′1, x′2)} ∈ E , if one of the following is
satisfied:
(i). x1 ∼ x′1, x2 = x′2 = 0;
(ii). x1 = x
′
1, x2 ∼ x′2.
Then Γ = (V, E) becomes a graph, known as the comb graph or the comb
product of Γ(1) and Γ(2) with a contact vertex 0 ∈ V(2). The standard
notation here is Γ = Γ(1) ✄ Γ(2). The comb graph is (uniformly) locally
finite whenever so are its components Γ(j), j = 1, 2. In fact, the comb graph
is obtained by grafting a copy of Γ(2) at a vertex 0 into each vertex of Γ(1).
If Γ(1) = Pn, the path of order n, the comb product Pn✄Γ is given on Fig.1.
s s s q q q s s✫✪
✬✩
Γ ✫✪
✬✩
Γ ✫✪
✬✩
Γ ✫✪
✬✩
Γ ✫✪
✬✩
Γ
1 2 3 n− 1 n
s s ss s s s ss sn+ 1 n+ 2 n+ 3 2n− 1 2n
2n+ 1 2n+ 2 2n+ 3 3n− 1 3n
Fig. 1
Remark 1.1. Although enumeration of the vertex set of a graph does not
affect its spectral properties, some particular enumerations can be more
convenient for computational purposes. Let us explain this on the above
comb graph.
The first way to label the vertices looks as follows. We use the numbers
{1, 2, . . . , k} to enumerate the vertices of the first copy of Γ, the next k
numbers {k+1, k+2, . . . , 2k} to enumerate the vertices of the second copy
of Γ etc. The adjacency matrix now takes the form
A(Pn ✄ Γ) =


A(Γ) E
E A(Γ) E
. . .
. . .
. . .
A(Γ) E
E A(Γ)


, E = ‖Eij‖ki,j=1,
where E11 = 1, and Eij = 0 for the rest of the entries. The matrix structure
is transparent but not good enough for computation.
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In what follows we stick to another way of enumeration, see Fig.1. Pre-
cisely, the numbers {1, 2, . . . , n} label the vertices of the backbone Pn, then
come n identical vertices of the “first level” labeled with {n+1, n+2, . . . , 2n},
then n identical vertices of the “second level” etc. The adjacency matrix
A(Pn ✄ Γ) can be obtained by using the “inflation” procedure: take the ad-
jacency matrix A(Γ) and replace the first zero entry a11 = 0 with the n× n
matrix, known as a discrete Laplacian of order n,
011 −→ Jn =


0 1
1 0 1
. . .
. . .
. . .
. . . 0 1
1 0


,
the rest of the zero entries with n× n zero matrices 0n, and all unit entries
1 with n× n unit matrices In, see (2.7).
For a formal description of the adjacency matrix of a comb product see
[8, Lemma 8.35].
To define a main object under consideration – a comb graph with tail –
we recall first the operation of coupling by means of the bridge, well known
for finite graphs, see, e.g., [4, Theorem 2.12].
Let Γj , j = 1, 2, be two graphs with no common vertices, with the vertex
sets and edge sets V(Γj) and E(Γj), respectively, and let vj ∈ V(Γj). A
graph Γ = Γ1 + Γ2 is called a coupling by means of the bridge {v1, v2} if
(1.3) V(Γ) = V(Γ1) ∪ V(Γ2), E(Γ) = E(Γ1) ∪ E(Γ2) ∪ {v1, v2}.
So we join Γ2 to Γ1 by the new edge between v2 and v1, see Fig.2.
✫✪
✬✩
Γ1
s s
✫✪
✬✩
Γ2
v1 v2
Fig. 2
In general, the adjacency matrix A(Γ1 + Γ2) takes the form of a block
operator matrix
(1.4) A(Γ) =
[
A(Γ1) E
E∗ A(Γ2)
]
, E =


1 0 0 . . .
0 0 0 . . .
0 0 0 . . .
...
...
...

 .
If the graph Γ1 is finite, V(Γ1) = {1, 2, . . . ,m}, and V(Γ2) = {j}ωj=m+1, we
can with no loss of generality put v1 = 1, v2 = m + 1, so the adjacency
matrix A(Γ) can be written as a block operator matrix
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(1.5) A(Γ) =
[
A(Γ1) Em
E∗m A(Γ2)
]
, Em =


1 0 0 . . .
0 0 0 . . .
...
...
...
0 0 0 . . .


has m rows. If Γ2 = P∞, the one-sided infinite path, we can view the
coupling Γ = Γ1 + P∞ as a finite graph with the tail. Now
(1.6) A(Γ2) = J∞ :=


0 1 0 0
1 0 1 0
0 1 0 1
. . .
. . .
. . .
. . .


is an infinite Jacobi matrix called a discrete Laplacian.
The spectral theory of infinite graphs with one or several rays attached to
certain finite graphs was initiated in [11, 12, 14] wherein a number of par-
ticular examples of graphs was examined. In [6] this collection was enlarged
considerably. The canonical form of the adjacency matrix A(Γ1 + P∞) sug-
gested there enabled one to compute the spectrum of such graph by using
the spectral theory of Jacobi matrices of finite rank. In [7] we study the
spectra of the graphs with tails by means of the Schur complement.
The problem we address in the paper concerns the structure of the spec-
trum of the basic comb graph with the tail, see Fig.5,
(1.7) Hn,k := Γn,k + P∞, Γn,k := Pn ✄ Pk, n, k ≥ 2.
Here is our main result.
Theorem 1.2. For the comb graph Hn,k the following hold.
(i). The spectrum σ(Hn,k) = [−2, 2] ∪ σd(Hn,k), the disjoint union, the
discrete spectrum is finite and symmetric with respect to the origin.
(ii). Let σ+d (Hn,k) := σd(Hn,k) ∩ (2,∞) be the positive part of the discrete
spectrum. Its cardinality equals∣∣σ+d (Hn,k)∣∣ =
[ωk
π
(n+ 1)
]
+ χ(an,k − 1),
ωk := arccos
k + 1
2k
, an,k :=
sinnωk
sin(n+ 1)ωk
,
(1.8)
χ is the Heaviside function, [x] is the integer part of a real number x.
(iii).
(1.9) σ+d (Hn,k) ⊂
[
2,
5
2
]
, n, k ≥ 2; σ+d (Hn,2) ⊂
[
2, 1 +
√
2
]
, n ≥ 2.
Both intervals are the smallest ones with such property.
(iv). The multiplicity of each eigenvalue ν ∈ σd(Hn,k) is at most 2, and the
number of eigenvalues of multiplicity 2 is at most 4.
Let us mention a recent manuscript [1], wherein some partial results con-
cerning the spectrum of the graph Hn,2 are obtained.
We proceed as follows. In Section 2 we study the spectrum of the basic
comb graph Γn,k (location and upper bounds). The comb graph with the
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tail Hn,k (1.7) is examined in Section 3, where the main result is proved.
We include some auxiliary results from linear algebra, number theory, and
perturbation theory in a short Appendix at the end of the paper.
2. Basic comb graph of height k
The spectral analysis of the comb graph Γn,k, see Fig.3, is performed in
this section. We take an endpoint of Pk as the contact vertex 0.
s s s q q q s s
s s s s s
s s s s s
s s s s s
qqq qqq qqq qqq qqq
1 2 3 n− 1 n
n+ 1 n+ 2 2n
(k − 1)n + 1 kn
Γn,k
Fig. 3
The Chebyshev polynomials of the second kind enter the expression for
the characteristic polynomial and the spectrum of Γn,k. They are defined
by the relations
(2.1) Um(cos x) =
sin(m+ 1)x
sinx
, Um(t) = 2
mtm + . . . , m = 0, 1, . . . .
The corresponding monic polynomials
(2.2) Vm(t) := Um
( t
2
)
= tm + . . . , m = 0, 1, . . . ,
satisfy the three-term recurrence relation
t Vm+1(t) = Vm+2(t) + Vm(t),
V0(t) = 1, V1(t) = t, V2(t) = t
2 − 1.(2.3)
The set of the roots of Vm comes from (2.1)
(2.4) Vm(t) =
m∏
j=1
(
t− tj,m
)
, tj,m := 2 cos
jπ
m+ 1
.
It is easy to see that Vm(−t) = (−1)mVm(t), so the set {tj,m}mj=1 is symmetric
with respect to the origin.
The results in Theorem 2.1 below are not completely new. For example,
formula (2.5) in (i) follows from the general formula for the characteristic
polynomial of a comb product [5], see also [15, Theorem 1]. Yet, our strategy
is somewhat different and, what is more to the point, some elements of the
construction are applied later on to the study of infinite graphs with tails.
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Theorem 2.1. For the comb graph Γn,k the following hold.
(i). The characteristic polynomial of Γn,k is
(2.5) P (λ,Γn,k) = Vn(vk(λ)) · V nk−1(λ), vk(λ) :=
Vk(λ)
Vk−1(λ)
, λ 6= tj,k−1.
The eigenvalues of Γn,k are simple, and the spectrum σ(Γn,k) is symmetric
with respect to the origin.
(ii). Let σ+(Γn,k) := σ(Γn,k) ∩ (2,∞). Its cardinality equals
(2.6)
∣∣σ+(Γn,k)∣∣ =
[ωk
π
(n+ 1)
]
, ωk := arccos
k + 1
2k
.
(iii). σ(Γn,k) ⊂
[−52 , 52] for all n, k ≥ 2, and this is the smallest interval
with such property.
Proof. (i). The inflation procedure described in Introduction, applied to
the graph Γn,k, leads to the following expression as a block matrix with k
2
blocks, each one belongs to the class Mn of n× n matrices
(2.7) λ−A(Γn,k) =


λ− Jn −In
−In λIn −In
. . .
. . .
. . .
λIn −In
−In λIn


=
[
λ− Jn B
C D
]
.
Now D = D(λ) is the block matrix of scalar type (see Appendix), with the
symbol
D = I(d), d = d(λ) = λ− Jk−1 ∈ Mk−1,
(for k = 2 we have d = λ1). So, |D| = |d|n, see (4.2).
By the recurrence relations (2.3), the value |d| = det d agrees with the
monic Chebyshev polynomial of the second kind
(2.8) |d(λ)| =
∣∣∣∣∣∣∣∣∣∣∣
λ −1
−1 λ −1
. . .
. . .
. . .
λ −1
−1 λ
∣∣∣∣∣∣∣∣∣∣∣
= Vk−1(λ),
|D(λ)| = V nk−1(λ). So, |D(λ)| = 0 if and only if
λ = tj,k−1, j = 1, 2, . . . , k − 1.
Next, when λ 6= tj,k−1, we have, by (4.2),
D−1 = I
(
d−1
)
= ‖(λ− Jk−1)−1ij · In‖k−1i,j=1,
and so BD−1C = (λ− Jk−1)−111 · In, the scalar matrix from Mn. The scalar
factor
Gm(λ) = (λ− Jm)−111 =
Vm−1(λ)
Vm(λ)
is called the Green’s function. Due to the second relation in (4.1), we have
P (λ,Γn,k) := |λ−A(Γn,k)| = |
(
λ−Gk−1(λ)
)
In − Jn| · V nk−1(λ).
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It follows from (2.3) that
λ−Gk−1(λ) = λ− Vk−2(λ)
Vk−1(λ)
=
Vk(λ)
Vk−1(λ)
= vk(λ) ,
so (2.5) is proved.
Since wk(−λ) = −wk(λ), we have
P (−λ,Γn,k) = (−1)kn P (λ,Γn,k),
so σ(Γn,k) is symmetric with respect to the origin.
Note that each point tj,k−1, j = 1, 2, . . . , k−1, is regular for the right side
of (2.5), so we can pass to the limit for λ→ tj,k−1 to obtain
(2.9) P (tj,k−1,Γn,k) = V
n
k (tj,k−1) 6= 0.
Thereby, λ ∈ σ(Γn,k) if and only if any one of the following n relations holds
(2.10) Vn(vk(λ)) = 0 ⇔ vk(λ) = tj,n = 2cos jπ
n+ 1
, j = 1, . . . , n.
Since the zeros of Vk−1 and Vk interlace, the function vk admits the fol-
lowing representation
(2.11) vk(t) = t+
k−1∑
j=1
dj,k
tj,k−1 − t
, dj,k > 0.
It is clear from (2.11) that vk is monotone increasing from −∞ to +∞ on
each interval
(2.12) Lm,k :=
(
tm,k−1, tm−1,k−1
)
, m = 1, . . . , k,
where we put t0,k−1 := +∞ and tk,k−1 := −∞ (for k = 2 there are only
two unbounded intervals L1 = (0,+∞) and L2 = (−∞, 0)). So, for each j
there is exactly one root of the j-th relation (2.10) on each interval Lm,k. So
all the roots of (2.10) {λj,m = λj,m(n, k)}nj=1 (the eigenvalues of Γn,k) are
simple and can be arranged in the groups
(2.13) {λ1,m > λ2,m > . . . > λn,m} ⊂ Lm,k, m = 1, . . . , k.
(ii). The eigenvalues of Γn,k on the interval (2,∞) certainly belong to the
first group {λj,1}. Choose p = pn,k from the conditions
2 cos
pπ
n+ 1
>
k + 1
k
= vk(2) > 2 cos
(p+ 1)π
n+ 1
,
or
(2.14) p <
ωk
π
(n+ 1) < p+ 1, ωk = arccos
k + 1
2k
,
(note that, by Corollary 4.2, the number ωk/π is irrational, and so both
inequalities in (2.14) are strict). Hence, λp,1 > 2 > λp+1,1, and (2.6) follows.
(iii). By (2.10), the maximal eigenvalue λ1,1 = λ1,1(n, k) satisfies
vk(λ1,1) = 2 cos
π
n+ 1
< 2.
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Denote by λ1 = λ1(k) the maximal root of the equation vk(·) = 2. Clearly,
λ1,1 < λ1, and also
vk(2) =
Vk(2)
Vk−1(2)
=
k + 1
k
< 2
implies λ1 > 2. Take y1 = y1(k) > 0 from the relation λ1 = 2cosh y1, so, by
(2.1),
(2.15) 2 =
Uk(cosh y1)
Uk−1(cosh y1)
=
sinh(k + 1)y1
sinh ky1
=: sk(y1).
It is easy to check that sk(t) > e
t for all t > 0, and so
(2.16) y1(k) < log 2, λ1,1(n, k) < λ1(k) < 5/2, ∀n, k ≥ 2,
as claimed.
The thorough analysis provides the announced extremal property of the
interval [−5/2, 5/2]. Indeed, let σ(Γn,k) ⊂ [−a, a]. It follows from the con-
struction that {λ1,1(·, k)} is the monotone increasing sequence, and
(2.17) lim
n→∞
λ1,1(n, k) = λ1(k), k = 2, 3, . . . ,
so λ1(k) ∈ [−a, a], i.e., λ1(k) ≤ a for all k.
Next, by elementary calculus, it is not hard to see that each function
sk (2.15) is monotone increasing, whereas the sequence {sk} is monotone
decreasing, that is, sk+1 < sk, and so the sequence {y1(k)} is monotone
increasing. On the other hand, y1(k) < log 2, which means that the limits
exist
(2.18) y0 := lim
k→∞
y1(k) ≤ log 2, λ0 := 2 cosh y0 = lim
k→∞
λ1(k) ≤ 5
2
.
Now, let us write the definition
2 = sk(y1(k)) =
sinh(k + 1)y1(k)
sinh ky1(k)
=
ey1(k) − e−(2k+1)y1(k)
1− e−2k y1(k)
and tend k → ∞. We see that actually y0 = log 2. But 2 cosh y1(k) ≤ a
implies, as k →∞,
(2.19) λ0 = 2cosh y0 =
5
2
≤ a,
as claimed. The proof is complete. 
Note that formula (2.5) holds (for obvious reasons) for k = 1 and n = 1,
since
P (λ,Γn,1) = P (λ,Pn), P (λ,Γ1,k) = P (λ,Pk).
Remark 2.2. Since the maximal valency of the vertices of Γn,k equals 3,
there is an obvious inclusion for the spectrum, which is a consequence of
Gershgorin’s theorem, see [9, Corollary 6.1.3],
σ(Γn,k) ⊂ [−3, 3], n, k ≥ 2.
Example 2.3. Consider the comb graph Γn,2, see Fig.4. Its characteristic
polynomial is
P (λ,Γn,2) = Vn
(
v2(λ)
)
V n1 (λ) = λ
n Vn
(
λ− 1
λ
)
.
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The calculation of the bounds for σ(Γn,2) can be made more precise than
for the general case (iii) above.
Indeed, the maximal eigenvalue λ1,1(n, 2) is the maximal root of the qua-
dratic equation
λ− 1
λ
= 2cos
π
n+ 1
, λ1,1(n, 2) = cos
π
n+ 1
+
√
cos2
π
n+ 1
+ 1.
We see that λ1,1(n, 2) < λ1(2) = 1 +
√
2 for all n ≥ 2, and so
(2.20) σ(Γn,2) ⊂ [−1−
√
2, 1 +
√
2] ⊂
[
−5
2
,
5
2
]
, n ≥ 2.
In fact,
λ1,1(2, 2) < λ1,1(3, 2) < 2 < λ1,1(4, 2) ⇒ σ(Γn,2) ⊂ (−2, 2), n = 2, 3,
cf. [3, Theorem 3.1.3] with Γ2,2 = P4, Γ3,2 = E6, and the maximal eigenvalue
(the index of the graph) is bigger than 2 for n ≥ 4.
s s s q q q s s
s s s s s
Γn,2
1 2 3 n− 1 n
n+ 1 n+ 2 2n
Fig. 4
3. Comb graphs with tail
We study here the coupling Hn,k = Γn,k + P∞ and prove Theorem 1.2.
s s s q q q s s
s s s s s
s s s s s
s s s s s
qqq qqq qqq qqq qqq
v
s s q q q
Hn,k
Fig. 5
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The adjacency matrix A(Hn,k) takes the form
(3.1) A(Hn,k) = A(Γn,k)
⊕
A(P∞) + ∆, rank∆ = 2,
so the finiteness of the discrete spectrum follows.
Our argument relies heavily upon the result from [7, Theorem 1 and
relation (1.6)]. It states that λ ∈ σd(Hn,k) if and only if
(3.2) P (λ,Γn,k)− xP (λ,Γn,k\{v}) = 0, λ = x+ 1
x
, x ∈ (−1, 1).
It is clear that Γn,k\{v} = Γn−1,k ∪ Pk−1, the disjoint union, and so
P (λ,Γn,k\{v}) = P (λ,Γn−1,k) · P (λ,Pk−1).
We have, by (2.5) and (2.8),
Vn
(
vk(λ)
) · V nk−1(λ)− xVn−1(vk(λ)) V n−1k−1 (λ) · Vk−1(λ) = 0.
Since Vk−1 6= 0 on R\[−2, 2], we can cancel V nk−1 out to obtain
(3.3) Rn,k(x) := Vn
(
vk(λ)
)− xVn−1(vk(λ)) = 0, λ = x+ 1
x
.
Since Rn,k(−λ) = (−1)nRn,k(λ), the discrete spectrum is symmetric with
respect to the origin. We restrict ourselves with its positive part σ+d (Hn,k).
Write (3.3) as
(3.4) vn,k(λ) :=
Vn−1
(
vk(λ)
)
Vn
(
vk(λ)
) = 1
x
=
λ+
√
λ2 − 4
2
=: v(λ), λ ≥ 2.
The function vk (2.5) is regular on (2,∞) and grows monotonically from
k + 1/k to +∞. The zeros of the denominator in (3.4) are exactly the
eigenvalues of Γn,k, see (2.10). So, the only eigenvalues λj,1(n, k) in the first
group can arise as the singularities of the rational function on the left side
(3.4) on the half-line (2,∞)
{λ1,1 > λ2,1 > . . . > λn,1} ⊂ L1 =
(
2 cos
π
k
,∞).
Take p = pn,k from (2.14), so that λp,1 > 2 > λp+1,1. The function
vn,k is monotone decreasing from +∞ to −∞ on each interval (λj+1,1, λj,1),
j = 1, . . . , p − 1, and from +∞ to 0 on (λ1,1,∞), whereas v is monotone
increasing from 1 to +∞ on (2,∞). Hence, there is exactly one root of (3.4)
on each such interval, that is, p roots altogether. The existence of the root
on (2, λp,1) depends on the value
(3.5) an,k := vn,k(2) =
Un−1
(
k+1
2k
)
Un
(
k+1
2k
) = sinnωk
sin(n+ 1)ωk
.
Specifically, there is one root as soon as an,k > 1, and there is no such root
otherwise (note that, by Corollary 4.2, an,k 6= 1). Thereby, relation (1.8) is
established.
Denote by νj = νj(n, k) the different eigenvalues in σ
+
d (Hn,k), arranged
in non-increasing order (we will discuss the multiplicity of the eigenvalues
later on). So, ν1 = ν1(n, k) is the maximal such eigenvalue, that is, the root
of (3.4) on (λ1,1,∞). Clearly, ν1 > λ1,1. As in the proof of Theorem 2.1,
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(iii), denote by λ1 = λ1(k) the maximal root of the equation vk(·) = 2. Let
us compare the values of both sides in (3.4) at λ = λ1:
vn,k(λ1) =
Vn−1(2)
Vn(2)
=
n
n+ 1
< 1 < v(λ1),
so ν1 < λ1. But, as we have already shown in (2.16), λ1 < 5/2, which means
that σ+d (Hn,k) ⊂ [2, 5/2], as needed.
Moreover, assume that σ+d (Hn,k) ⊂ [2, a] for all n, k ≥ 2. Then, by (2.17),
(3.6) λ1,1(n, k) < ν1(n, k) < λ1(k) ⇒ lim
n→∞
ν1(n, k) = λ1(k) ≤ a.
The rest is the same as in the proof of Theorem 2.1, (iii).
The second inclusion in (1.9) and the extremal property of the corre-
sponding interval follows from (3.6) with k = 2, since λ1(2) = 1 +
√
2, see
(2.20) in Example 2.3.
Finally, let us turn to the multiplicity issue. Put A := A(Γn,k)
⊕
A(P∞),
B := Hn,k. In view of (3.1), B is the rank 2 perturbation of A. Take
the interval I := (2, 3), then both A and B have a pure discrete spectrum
on I. Furthermore, σd(A) on I consists of p = pn,k simple eigenvalues, so
πA(I) = p. Hence, by Theorem 4.3, the spectral multiplicity of B on I is at
most p+ 2. But, we know that the number of different eigenvalues of B on
I is p or p + 1, and there are no common eigenvalues for A and B. Then
there are at most two eigenvalues of B, having multiplicity 2 (there are no
eigenvalues of B of multiplicity 3). The argument for the negative part of
σd(B) is identical.
The proof is complete.
Remark 3.1. Let Γ be a finite graph of order m, H = Γ + P∞. According
to [6, Theorem 1.2], the adjacency operator A(H) is unitarily equivalent to
the orthogonal sum
U−1A(H)U = F (H)
⊕
J(H),
where F (H) is an operator on a finite dimensional subspace of dimension at
most m− 1, J(H) is a Jacobi operator of finite rank at most m, generated
by a Jacobi (tridiagonal) matrix
J = J({bj}, {aj}) =


b1 a1
a1 b2 a2
a2 b3
. . .
. . .
. . .

 , bj ∈ R, aj > 0,
in an appropriate orthonormal basis. J is said to have a finite rank if
dj := |bj|+ |aj − 1| = 0, j ≥ j0,
and the minimal such j0 is called the rank of J . F (H) and J(H) are referred
to as the finite and Jacobi components of H, respectively.
The structure of σ(J(H)) is quite transparent: the absolutely continuous
spectrum on [−2, 2] along with a finite number of simple eigenvalues off
[−2, 2], which come from the roots of a certain algebraic equation (the Jost
equation, see [6, Section 5]). The eigenvalues of F (H) can appear anywhere
on the real line including [−2, 2]. It is not clear how to find this later set
12 L. GOLINSKII
(the “hidden spectrum”) without computing the finite component F (H)
explicitly, the problem, which seems to be hard enough. For example, if
H = H3,2, the finite component is missing (no hidden spectrum), and the
Jacobi component is given by J({bj}, {aj}) with
bj ≡ 0; a1 = 1√
3
, a2 =
1√
6
, a3 =
√
3
2
, a4 = 1, a5 =
√
2, a6 = . . . = 1.
Some information on the hidden spectrum can be gathered from [1, The-
orem 4.3], which claims that A(Hn,k) has a trivial kernel, i.e., 0 is not an
eigenvalue of A(Hn,k).
In the table below we display the number of the positive eigenvalues for
the graph Hn,k for n = 2, 3, . . . , 20 and k = 2, 3, . . . , 6 obtained by using the
computer experiment.
(k, n) 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 1 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 4 5
3 1 1 1 1 2 2 2 3 3 3 3 4 4 4 4 5 5 5 5
4 1 1 1 2 2 2 2 3 3 3 4 4 4 4 5 5 5 6 6
5 1 1 1 2 2 2 3 3 3 3 4 4 4 5 5 5 5 6 6
6 1 1 1 2 2 2 3 3 3 3 4 4 4 5 5 5 6 6 6
Table 1. Cardinality of positive discrete spectrum σ+d (Hn,k)
4. Appendix
4.1. Transformation of block matrices. We collect here some informa-
tion about operations on block matrices, see, e.g., [9, Sections 0.7, 0.8]. We
denote by Mm the set of all square matrices of order m.
Let
∆ =
[
A B
C D
]
be a block matrix, A and D the square matrices (in general, of the different
order). Then for the determinant |∆| = det(∆) the following relations hold
|∆| = |A| |D − CA−1B|, |A| 6= 0,
|∆| = |A−BD−1C| |D|, |D| 6= 0.(4.1)
The matrices D − CA−1B and A − BD−1C are usually referred to as the
Schur complements.
Let A = ‖Aij‖mi,j=1, Aij ∈ Mn, be a block matrix. We call A a block
matrix of scalar type if each block is a scalar matrix, i.e., Aij = aijIn, In is the
identity matrix of order n, aij ∈ C. We call the matrix a = ‖aij‖mi,j=1 ∈ Mm
a symbol of A, and A the inflation of a, A = I(a).
The operations on block matrices of scalar type are easily reduced to the
corresponding operations on their symbols
(4.2) λA+ µB = I(λa+ µb), A−1 = I(a−1), |I(a)| = |a|n.
COMB GRAPHS 13
If σ(a) = {λj}pj=1 be the set of all different eigenvalues of a, and the algebraic
multiplicity of λj equals κj, then σ(I(a)) = {λj}pj=1, with the algebraic
multiplicity nκj .
4.2. Rational values of the arccosine functions. The arithmetic prop-
erties of trigonometric functions has been a recurring topic in the number
theory. In particular, all the rational values of the function π−1 arccos t,
t ∈ Q, the set of the rational numbers, can be determined explicitly. This
is a special case of a result of D. Lehmer [13]. For completeness sake we
provide an elementary argument, borrowed from [10].
Proposition 4.1. The only rational values of the function cos(πr), r ∈ Q
are 0, ±12 , ±1.
Proof. Put gj = gj(r) := 2 cos(2
j πr), j = 0, 1, . . .. The addition formula for
cosine implies
gj+1 = g
2
j − 2.
By the hypothesis, g0 ∈ Q, and so are gj for all j ≥ 0. Write the irreducible
fraction g0 = a0/b0. Then
g1 =
a1
b1
=
a20 − 2b20
b20
.
Clearly, the latter fraction is irreducible, since the assumption gcd(a0, b0) = 1
implies gcd(a20, b
2
0) = 1, and so gcd(a
2
0 − 2b20, b20) = 1. Hence, the irreducible
representation for gj is
gj =
aj
bj
, aj = a
2
j−1 − 2, bj = b2
j
0 .
If |b0| ≥ 2, the denominators bj tend to infinity.
On the other hand, as it follows from periodicity of cosine, and r ∈ Q,
the sequence {gj}j≥0 takes the finite number of values, that is inconsistent
with βj →∞. So, b0 = ±1 and a0 = 0, ±1, ±2, as claimed. 
Corollary 4.2. (i). The numbers
ωk
π
=
1
π
arccos
k + 1
2k
, k = 2, 3, . . .
are irrational.
(ii). Let an,k be the numbers defined in (1.8). Then an,k 6= 1 for all
n, k = 2, 3, . . ..
Proof. The first statement is an immediate consequence of Proposition 4.1.
As for the second one, assume that
an,k =
sinnωk
sin(n+ 1)ωk
= 1, sin(n+ 1)ωk − sinnωk = 0,
or
2 sin
ωk
2
cos
(
n+
1
2
)
ωk = 0.
The first factor above is nonzero, so cos
(
n+ 12
)
ωk = 0, that is
ωk
π
=
2m+ 1
2n+ 1
,
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which contradicts (i). 
4.3. Finite rank perturbations of self-adjoint operators. Given a self-
adjoint operator T = T ∗ on the Hilbert space H, denote by ET its resolution
of the identity. For an interval I ⊂ R the operator ET (I) is the projection
on the spectral subspace ET (I)H. The dimension πT (I) = dimET (I)H of
this subspace is called a spectral multiplicity of T on I.
We say that T has a discrete spectrum on I if σ(T ) ∩ I ⊂ σd(T ). In
this case I contains only isolated eigenvalues of finite multiplicity, and the
spectral multiplicity equals the sum of multiplicities of all eigenvalues in I.
The following result is well known, see, e.g., [2, Theorem 9.3.3].
Theorem 4.3. Let A, B be self-adjoint operators on the Hilbert space H,
so that
B = A+∆, rank∆ = r <∞.
If the spectrum of A is discrete on a bounded interval I, then so is the
spectrum of B, and |πB(I)− πA(I)| ≤ r.
References
[1] A. Agrawal, A. Berge, S. Colbert-Pollack, R. Mart´ınez-Avendano, and E. Sliheet,
Norms, kernels and eigenvalues of some infinite graphs, preprint arXiv:1812.08276,
2018.
[2] M. Birman and M. Solomyak, Spectral Theory of Self-Adjoint Operators in Hilbert
Spaces, D. Reidel Publ. Comp., Dordrecht, 1987.
[3] A. E. Brouwer and W. H. Haemers, Spectra of Graphs, Springer, Universitext, 2012.
[4] D. M. Cvetkovic´, M. Doob, and H. Sachs, Spectra of Graphs – Theory and Applica-
tions, Academic Press, 1980.
[5] C. D. Godsil and B. D. McKay, A new graph product and its spectrum, Bull. Austral.
Math. Soc., 18 (1978), 21–28.
[6] L. Golinskii, Spectra of infinite graphs with tails, Linear and Multilinear Algebra, 64
(2016), no. 11, 2270–2296.
[7] L. Golinskii, Spectra of infinite graphs via Schur complement, Operators and Matri-
ces, 11 (2017), no. 2, 389–396.
[8] A. Hora and N. Obata, Quantum Probability and Spectral Analysis of Graphs,
Springer-Verlag Berlin, Heidelberg, 2007.
[9] R. A. Horn, C. R. Johnson, Matrix Analysis, CUP, 1986.
[10] J. Jahnel, When is the (co)sine of a rational angle equal to a rational number?
preprint arXiv:1006.2938v1, 2010.
[11] V. Lebid, L. Nizhnik, Spectral analysis of locally finite graphs with one infinite chain,
Proc. Ukranian Academy of Sci., (2014), no.3, 29–35.
[12] V. Lebid, L. Nizhnik, Spectral analysis of certain graphs with infinite chains, Ukr. J.
Math. 66 (2014), no.9, 1193–1204.
[13] D. Lehmer, A note on trigonometric algebraic numbers, Amer. Math. Monthly, 40
(1933), 165–166.
[14] L. P. Nizhnik, Spectral analysis of metric graphs with infinite rays, Methods of Func.
Anal. and Topology, 20 (2014), 391–396.
[15] M. Robbiano, I. Gutman, R. Jimn´ez, and B. San Mart´ın, Spectra of copies of Bethe
trees attached to path and applications, Bull. Acad. Serbe Sci. Arts (Cl. Sci. Math.
Natur.), 137 (2008), 59–81.
B. Verkin Institute for Low Temperature Physics and Engineering of the
National Academy of Sciences of Ukraine, 47 Science ave., 61103 Kharkiv,
Ukraine
E-mail address: golinskii@ilt.kharkov.ua
