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CHAPTER 1 
GENERAL INTRODUCTION 
In the past 40 years, semiconductor physics has gone through a stormy 
development, as witnessed by several Nobel prizes and the birth of a huge 
electronics industry, with a strong impact on everyday life. It all started with 
the germanium transistor1, followed by the silicon transistor, integrated cir-
cuits and opto-electronics. As there is a never ceasing demand for higher 
speed and a shift towards opto-electronics, neither with which silicon can 
comply any further, technological interest in other materials like gallium 
arsenide and indium phosphide has pushed their preparation techniques up to 
high perfection and into new directions. The results of these processes show 
new physical effects, in turn guiding technological efforts along new paths. 
These effects are most striking when, because of the obtained purity of the 
materials, electric fields (either built-in or externally applied) or magnetic 
fields can dominate the behaviour of the charge carriers. This thesis concerns 
itself with semiconductor systems for which this is the case. 
The GaAs-AL^Ga^As heterojunction is perhaps the clearest example of 
such a system. Due to the built-in electric field at its interface, it can con-
tain a quasi-two-dimensional electron gas (2DEG) with an extremely low 
scattering rate, especially at low temperatures. Because of this and of its 
reduced dimensionality, the system shows some remarkable physical phe-
nomena, like the integral2 and fractional3 quantum Hall effect, but it has also 
aroused considerable practical interest. The latter stems from the good per-
formance of these structures as field effect transistors.4 
A second example is high purity, epitaxial indium phosphide, which, as 
its gallium arsenide counterpart, serves as an exemplary system for shallow, 
hydrogenlike donor impurity states. Such an impurity consists of a fixed 
single positive charge and an electron and is a textbook example of a 
quantising electrostatic potential. Understanding of such impurities is essen-
tial as they are omnipresent in semiconductors as inadvertent contaminants 
that may strongly affect the properties of the material. The hydrogenlike 
impurity (HI) is also interesting by itself, as it is the simplest possible local-
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ised state and as it can simulate the behaviour of stellar hydrogen atoms in 
extremely high magnetic fields (105 T) in available magnetic fields. 
The energy levels both in the 2DEG and in the HI are typically in the 
range of 10 meV, i.e. in the far infrared (FIR) spectral region. Application 
of an external magnetic field shifts such levels at a typical rate of 1 meV/T. 
Therefore, FIR (magneto)spectroscopy is a powerful tool to study such sys-
tems, especially since it has become possible to do this time-resolved (TR), 
thereby also obtaining information on the dynamics. 
However, semiconductor physics has not only advanced through the 
realisation of new or better materials, but also through the development of 
an extensive theoretical apparatus. Some recently developed concepts con-
cerning magnetotransport will be used in the last part of this thesis to study 
spatial inhomogeneities of the conductivity. 
As the different experimental techniques used yield quite different sorts 
of information on the system under study, the experiments described in this 
thesis have been grouped around the principal experimental method used for 
them. This thesis is therefore organised as follows: 
The first part describes continuous wave (CW) FIR magneto-optical 
experiments on the 2DEG in GaAs/AlGaAs heterojunctions. Although they 
concern themselves with fundamental properties of the 2DEG itself, the 
choice of GaAs/AlGaAs as a host is not arbitrary, as it can contain a 2DEG 
of very high quality. This is mainly because of two reasons. First of all, the 
lattice match between GaAs and AlGaAs is very good, meaning that the in-
terface between them will be nearly perfect. Furthermore, modern crystal 
growth techniques, like molecular beam epitaxy (MBE) or metal-organic 
chemical vapour deposition (MOCVD), make it possible to grow high quality 
GaAs layers with a nearly atomic abruptness in the compositional transition. 
This, together with modulation doping, makes it possible to create a 2DEG 
with a very high mobility, so that one can study its intrinsic properties. 
Applying a magnetic field to such a system condenses the conduction band 
states into equidistant energy levels (Landau levels, LL). By studying (FIR) 
optical transitions between such levels (cyclotron resonance, CR), one can 
obtain valuable information on the electrons, like their effective mass or 
their scattering time. 
Chapter 2 gives a short introduction to the properties of the 2DEG in 
GaAs/AlGaAs heterojunctions, and to FIR magnetospectroscopy. It also gives 
the details of the experimental set-up used to perform the measurements 
described in the following chapters. 
In chapter 3, a quantitative comparison between CR observed in 
transmission and CR observed in photoconductivity (PC) is presented. The 
PC signal is shown to be mainly due to heating of the 2DEG by the FIR 
radiation and the temperature dependence of its resistivity. 
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Chapter 4 describes CR measurements on very high mobility hetero-
junctions that show the fractional quantum Hall effect (FQHE). The FQHE 
is believed to be due to electron-electron interactions,5 and one might expect 
that these would show up in the CR lineshape. It is found that where the 
FQHE is most strongly visible in the DC resistivity, the CR linewidth devi­
ates from a simple behaviour. 
Finally, chapter 5 shows the effects of a small magnetic field component 
parallel to the 2DEG when the cyclotron energy is close to the energy separ­
ation of the two lowest subbands of the confining potential well. This com­
ponent couples the electron wavefunctions parallel and perpendicular to the 
interface (hybridisation), which is visible in the CR as a smearing out or 
even as a splitting. This phenomenon can be used to determine the subband 
separation, thereby serving as a check for heterojunction bandstructure cal­
culations. 
The second part concerns itself with time-resolved FIR spectroscopy. Up 
to now, most FIR investigations have limited themselves to more or less static 
properties, like energy separations. Dynamical properties, like transition rates 
between levels, have mainly been deduced by saturation spectroscopy, which 
has to rely for interpretation on assumed models. In addition, the presence of 
intense FIR radiation may alter the system under investigation, and therefore 
these results are not easy to interpret. Knowledge of dynamical properties is 
essential for our understanding of semiconductors, as is also witnessed by the 
large efforts in optical femto/picosecond spectroscopy.6 Still, very little is 
known about even the dynamics of elementary systems like hydrogenlike 
impurities. Therefore, two pulsed FIR laser systems were constructed, as 
described in chapter 6 and used to study both HI and 2DEG. 
Chapter 7 describes time-resolved FIR PC measurements on high purity 
n-InP. They show a delay between the maxima of FIR stimulus and PC res­
ponse, that can be explained by the presence of a non-equilibrium phonon 
population, created during the PC process. For bias electric fields exceeding 
a certain (small) value the response shows very long tails (> 10 цз). These 
tails are attributed to impact excitation and -ionisation of excited hydrogen­
like states, and a corresponding rate equation model is developed that can 
describe the experimental results. 
In chapter 8, the recombination process of photo-ionised hydrogenlike 
impurities is investigated in more detail. The dependence of the PC decay 
timeconstant on temperature, bias electric field, excitation intensity and 
doping concentration is studied and both analytical and numerical methods 
are developed to describe the results. 
Chapter 9 studies the effects of a magnetic field on the recombination 
process from two different, resonantly excited states, namely the (bound) 2p+ 
state and the (free) N=1 Landau state, for different impurity concentrations. 
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The field is found to strongly change the PC decay timeconstant, and the 
calculations presented here are in agreement with this observation. 
Finally, chapter 10 deals with TR FIR spectroscopy on the 2DEG. By 
comparison of transmission and PC measurements, one can obtain informa-
tion on the relaxation times and -mechanism of a 2DEG in· magnetic field. 
The last part of this thesis is about simple magnetotransport in (not so 
simple) two- and three-dimensional semiconductors and the application of 
new, macroscopic transport theories. In chapter 11, the case of current flow-
ing from a 2DEG into another conductor is considered, extending an existing 
theory on current-redistribution in materials of varying Hall constant. The 
first application is the case of a 2DEG and a 3D metallic conductor (e.g. an 
alloyed contact to a heterojunction). An expression is derived for the two-
terminal resistance of a long 2DEG strip with metallic contacts, and meas-
urements are presented that are in good agreement with the predictions. The 
second case studied here is that of a 2DEG with two contiguous regions of 
different carrier concentration and mobility. Apart from the current redistri-
bution, also effects due to charge redistribution are expected under certain 
conditions in such a system. Agreement between experiment and theory was 
found to be good under circumstances that charge redistribution could be 
neglected. 
Often one does not want material that is spatially non-uniform. In 
chapter 12 a new method for resistivity determination, developed by A.P. 
van Gelder, is used to study intrinsic inhomogeneities in pure germanium. 
This method, which uses six contacts in the interior of the sample, has as 
advantage over the well known Van der Pauw method7 that it provides inde-
pendent, redundant data on the sample studied. These data can then be used 
for a consistency check i.e. to see if the assumption of a uniform resistivity 
tensor is correct. The Van der Pauw method uses up all the independent data 
it can collect in determining the geometric- and material parameters. First of 
all, the equivalence of the six probe method and the Van der Pauw method 
for materials with only one sign of charge carrier is experimentally verified. 
This turns out not to be the case for pure germanium at room temperature, 
which contains three types of charge carriers. This occurs where the subtle 
equilibrium between light and heavy holes and electrons makes the Hall 
coefficient disappear according to the Van der Pauw method. The van 
Gelder method then indicates that the sample cannot be described by one 
uniform resistivity, but that the edge region has different properties. 
4 chapter I 
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CHAPTER 2 
INTRODUCTION TO FAR INFRARED MAGNETOSPECTROSCOPY 
ON GaAs/AlGaAs HETEROJUNCTIONS 
ABSTRACT 
In this chapter, an introduction to far infrared (FIR) spectroscopy and to 
the properties of the 2DEG in GaAs/A^Ga^As heterojunctions is given. 
Furthermore, the experimental set-up used for the experiments described in 
the following three chapters is given in some detail. 
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2.1 FAR INFRARED SPECTROSCOPY 
Although the FIR spectral range has been known for a long time1, spec­
troscopy with it has been seriously hampered by the presence of only low in­
tensity, broadband sources. A major step forward was the development of 
the Fourier transform interferometer2'3, with which it became possible to 
obtain spectral resolution from a broadband source, without spectral filtering, 
at the cost of some computational efforts. The first FIR laser sources were 
pumped by electrical discharges, like the HCN and H 2 0 laser
4
. These quite 
large devices (up to 10 m cavity length) only produce very few wavelengths. 
Both these disadvantages were finally overcome by the discovery of the opti­
cally pumped molecular laser6, which covers the 12 μτη - 2 mm wavelength 
range with over thousand different laser lines6'8, and with new ones being 
found every day7. Typical output powers lie in the mW range and provide a 
signal to noise ratio that is many orders of magnitude better than what can 
be obtained with a Fourier transform interferometer in the same time. How­
ever, the continuous spectral resolution of the latter gives it a complementary 
position next to the FIR laser. 
Optical pumping is a very powerful technique in obtaining population 
inversion in a medium, as witnessed by e.g. the Nd:YAG and dye lasers. The 
simplest possible description of the process is given by a three level model, 
in which pumping occurs from the ground state to the highest state, and 
(stimulated) emission occurs in going from the highest to the intermediate 
state. For the molecular laser, this picture usually holds, although the real 
energy spectrum of the molecules used in this laser type, like CH3OH, CH3F 
etc., consists of a dense set of levels connected to combinations of vibrational 
and rotational states of the molecule. Optical pumping is then possible 
between vibrational states, and emission can occur in downward transitions 
between rotational states of the upper vibrational level. Very convenient 
pumping sources are found in the C0 2 and N 2 0 electrical discharge pumped 
lasers, with many strong emissions in the 9-12 μιτι wavelength range, in 
which many vibrational transitions of light molecules can be excited. This 
method depends on coincidence of the pump photon-energy with a vibra­
tional transition out of a populated state of a given molecule. But the large 
number of pumping lines (~ 100) and the large number of molecules that 
absorb in this region has resulted in an abundance of FIR laser lines. For a 
more detailed assignment of the molecular states involved in the absorption-
and emission processes that ultimately lead to FIR emission, the reader is 
referred to Ref.8. 
Fig. 1 shows the laser system used in the experiments described in the 
following three chapters. It is completely home-built9 and consists of con-
8 chapter 2 
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ventional low pressure C 0 2 laser with DC glow discharge, and a FIR wave­
guide laser10 with a special outcoupling for very short FIR lines (30 μιη < A 
< 60 μτη)11. The C 0 2 laser consists of a double segmented discharge tube, 
one side sealed with a ZnSe Brewster window, the other side with a 70 % 
reflecting CdTe spherical (R = 10 m) outcoupling mirror, which is one end 
of the optical resonator. The other end is a 150 lines/mm Littrow grating, 
blazed for 10.6 μτη, which can be rotated by a micrometer screw for coarse 
wavelength selection. The grating is mounted on a piezo-electric translator 
for fine tuning. The gas mixture consists of 10 % C0 2 , 20 % He and 70 % 
N2, which is flown through the discharge tube at a pressure of 25 Torr by a 
rotary pump. The discharge voltage across each segment under normal oper­
ating conditions is 6.5 kV, with a current of about 15 mA per segment. This 
yields typically 25 W output power at some 90 wavelengths in the 9.4 to 11.4 
/xm range. By providing sufficient cooling to all components and mounting 
the optical elements in a frame of quartz bars, very good thermal stability 
could be achieved, with the corresponding stability in output power and 
-frequency. This made an active stabilisation, although in principle possible 
with the piezo-translator, not necessary. 
The FIR waveguide laser is of a modular design, enabling quick inter­
changing of waveguides and mirrors. There are two basic operating modes of 
this laser, depending on the desired wavelength range. For wavelengths 
longer than 60 μχη, a gold coated flat mirror with a central hole is used as an 
outcoupling, similar to the incoupling mirror, which is translatable for tuning 
purposes. The vacuum seal of the FIR cavity is then provided by a z-cut 
quartz crystal which becomes absorbing for wavelengths shorter than 60 μηι. 
For these wavelengths, the outcoupling mirror is replaced by a simple flat 
gold coated mirror. The FIR is coupled out of the cavity through the incou­
pling hole and separated from the pump radiation by a BaF2 reststrahlen ref­
lector. Residual C 0 2 radiation is filtered out by a TPX window. For wave­
lengths shorter than 200 μτη, a 13 mm 0 quartz tube is used as a waveguide, 
for longer wavelengths lower losses are provided by a 25 mm 0 gold coated 
waveguide. (For a review on waveguide lasers, the interested reader is ref­
erred to Ref. 12). Up to now, over 70 FIR laser lines of sufficient stability 
and power for spectroscopic purposes has been produced by this system, 
evenly spaced in the 27.7 ¿tm - 1.2 mm wavelength range. 
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2.2 The GaAs/A^Ga^As HETEROJUNCTION 
A heterojunction (HJ) is a semiconductor device consisting of two layers 
of different materials that have been grown epitaxially on top of each other. 
The heterojunction is just a member of the class of heterostructures, which 
consist of an arbitrary number of layers of different materials. Other exam-
ples are the quantum well, which consists of a thin layer of material A 
between thick layers of material B, and the superlattice, which consists of a 
periodic sequence of layers like -ABABAB-. In general, these devices con-
tain strong bendings and/or discontinuities of the conduction- and valence 
band near the interface. These artificial bandstructures can give quite special 
optical- and transport properties to such materials, as early recognized by 
Esaki and Tsu13. One can however not make arbitrary combinations of con-
stituents, as too large a difference in lattice constants introduces either stress 
or dislocations, depending on the layer thicknesses. Combinations that have a 
fairly good lattice match are GaAs/AlGaAs and InAs/GaSb. For the fabrica-
tion of heterostructures, more advanced crystal growth techniques like 
molecular beam epitaxy (MBE)14 and metal-organic chemical vapour deposi-
tion (MOCVD)15 are necessary to obtain high purity layers with sharp inter-
faces. These techniques have matured fully for the GaAs/A^Ga^As 
system, mostly because of its commercial applications in e.g. quantum well 
lasers16 and high electron mobility transistors17. It is because of this techno-
logical perfection that the GaAs/A^Ga^As system was chosen as a host for 
the 2DEG. 
The bandstructures of most bulk semiconductors are very well known18 
i.e. the position of conduction- and valence bandedge (Ec and Ev) with res-
pect to the vacuum level can be found in the literature. However, it is not a 
priori clear what happens when two materials, both characterised by a dif-
ferent E c and E v are brought in close contact with each other i.e. form a 
heterojunction. The first quantitative theory for the band line-up in an 
abrupt heterojunction was proposed by Anderson19. His "electron affinity 
rule" has later been shown to be incorrect, both on theoretical and experi-
mental grounds, and other models have been put forward20»21. However, at 
this moment, the experimental values for the band line-up are not 
unique22»23, so that none of these theories can be unambiguously verified. 
The composition of a typical p-GaAs/n-Al^Ga^As HJ (x < 0.45) is shown 
schematically in Fig. 2a, and the corresponding band diagram in Fig. 2b, 
keeping in mind that the conduction band discontinuity is subject to a large 
uncertainty. Due to the larger electron affinity of GaAs, a potential well and 
space charge layer will be formed at the interface.The motion of the elec-
trons perpendicular to the interface will become quantised in so-called elec-
introduction to FIR magnetospectroscopy 11 
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trie subbands. These electrons are supplied by a heavily doped A ^ G a ^ A s 
layer. The undoped A ^ G a ^ A s layer between the doped one and the inter­
face with the GaAs acts as a spacer that strongly reduces Coulomb scattering 
of the electrons by their parent donors, now ionised. By varying the doping-
and spacer layer thicknesses and the doping concentration, one can influence 
the concentration and mobility of the electrons in the well24. Modelling these 
effects quantitatively is not straightforward, although the problem is effec­
tively one-dimensional. One has to solve the Schrödinger equation for the 
electrons self-consistently with the Poisson equation, which is complicated 
because of the finite penetration of the electron wavefunction into the 
AlGaAs, where effective mass and dielectric constant are different, and 
because of many-body effects. These problems have been solved and most 
relevant properties of the electron gas in the well can be calculated25»26. They 
turn out to depend quite critically on many material parameters that are hard 
to control during or measure after growth. This implies that it is nearly 
impossible to predict accurately properties of the 2DEG for a real hetero-
junction. Given this, it is often just as good (and much more convenient) to 
approximate the potential well by a triangular one, which turns out to be 
close to reality for the bottom of the well i.e. the lowest subbands are pred-
icted more or less correctly. The eigenvalues and eigenfunctions of this well 
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can be found analytically27, and are only dependent on one free parameter 
namely the slope of the well which is equivalent to the electric field at the 
interface. As this parameter can also be varied experimentally by applying a 
top- 2 8 or backgate29 voltage, the triangular well approximation usually pro­
vides an adequate description when subband energies or -wavefunctions are 
involved. 
The confinement by the potential well fully quantises the electron 
motion perpendicular to the interface, leaving only two-dimensions in which 
the electrons can move freely. (This reduced dimensionality is however not 
complete as the electron-wavefunction has still a finite extent perpendicular 
to the interface (typically 10 nm).) It manifests itself most clearly in the den­
sity of states (DOS) and the resulting (magnetotransport properties. The DOS 
of each subband is a constant, equal to m /πΛ2, where m is the effective 
electron mass. In a magnetic field, this DOS splits up in an infinite number 
of equidistant peaks, the so-called Landau levels, with zero density of states 
in between them. Taking the electron spin σ into account, one finds for the 
energy spectrum in a magnetic field B, applied perpendicular to the 2DEG: 
ENi<, = (N + 1/2) fiwc + g%B σ-Β (2.1) 
where u>
c
 = eB/m is the cyclotron frequency, N=0,1,.... is the Landau level 
index and g is the effective gyromagnetic ratio. In bulk GaAs the spin-
splitting, described by the second term in (2.1), is small compared to the first 
term, because of the very small value for g and m 3 0. In the GaAs 2DEG, 
due to many body enhancement of the g-factor31, this is no longer the case. 
However, there is an important factor that strongly perturbs the simple 
picture above, namely localisation. It is the phenomenon that disorder in a 
system can confine a particle to a certain region in space by multiple scatter­
ing events. It most strongly affects low dimensional systems, as shown quite 
generally by Thouless32 and Maldague33. In a magnetic field, disorder will 
lead to localised states in between the Landau levels, and this is believed to 
be the reason for the observation of the quantum Hall effect (QHE)34, as 
argued on very general grounds by Laughlin35. Other explanations have been 
put forward36·37, but the localisation model is supported by the observation 
that in very high mobility samples, where disorder should be small, the QHE 
is less pronounced. Under these circumstances however, electron-electron in­
teractions gain in relative importance, and the observation of the fractional 
quantum Hall effect (FQHE)38 is believed to be due to this. Although not yet 
fully matured, current theories ascribe this phenomenon to the formation of 
a new, correlated electron ground state3 9·4 1. For very extensive reviews on 
the properties of the 2DEG, the reader is referred to Refs. 40 and 41. 
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2.3 MAGNETOSPECTROSCOPY ON THE 2DEG 
Optical transitions are allowed between the energy levels of the 2DEG 
in a magnetic field; for incident wavevector perpendicular to the 2DEG, 
transitions with ΔΝ=1, Δσ=0 (cyclotron resonance, CR) and ΔΝ=0, Δσ=1 
(spin-flip resonance) are possible. Quite a wealth of information can be 
extracted from a CR measurement. From the position of the resonance, 
something can be learned about the e.g. the bandstructure of a HJ (effective 
mass and non-parabolicity), electron-phonon interaction (polaron effect), 
level anti-crossings etc.. The lineshape of the CR is sensitive to anything that 
affects the electron scattering time, like impurity scattering, screening, elec­
tron-electron interaction etc.. A complete theory of CR in a 2DEG, taking 
into account all the effects aforementioned, has not yet fully developed, 
although considerable progress has been made in some aspects of this prob­
lem42, the main difficulty residing in the many body character of some of 
the effects. 
The effective mass in GaAs, m ~ 0.067 m0, yields a CR for a wavelength 
of 75 μπι around a magnetic field of 10 tesla. As the energy levels can be 
tuned by the magnetic field, the use of a discrete wavelength source, as the 
FIR optically pumped laser, need not be a serious drawback. The much 
higher intensity and spectral resolution of this system may however be of 
decisive advantage in some experiments. 
There are two basic ways of measuring cyclotron resonance. One can 
study how the incident radiation beam is affected by the presence of the 
electron gas, i.e. monitoring its reflection or, more commonly, its transmis­
sion. One can also concentrate on how the presence of (resonant) radiation 
alters the properties of the system under study e.g. its conductivity. For bulk 
III-V semiconductors, which are usually prepared of high purity only in epi­
taxial layers of 10-100 μτη thickness, the latter method is the most sensitive 
one. This is because resonant radiation changes the distribution of the elec­
trons over the levels, with the result that extra carriers can be released into 
the conduction band from impurities by phonon absorption, in order to 
maintain a thermodynamic equilibrium. This means that at low temperatures, 
the conductivity of the material may change many orders of magnitude at 
CR, whereas reflection or absorption remain low due to the thinness of the 
layers. The situation is completely different for the 2DEG in 
GaAs/A^Gaj.jjAs heterostructures. Here the carrier concentration is nearly 
completely determined by the composition of the structure, whereas absorp­
tion and reflection can be quite high due to the high mobility and high 
(two-dimensional) carrier concentration. Still, a quite large photoconductive 
signal can also be observed for the 2DEG, as shown and discussed in 
chapters 3 and 10. 
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Fig. 2.3 Set-up used for the photoconductivity and transmis-
sion experiments. 
The next three chapters concern themselves with photoconductivity and 
transmission measurements on the 2DEG in a magnetic field, mostly with an 
optically pumped molecular laser. The set-up used in these experiments is 
shown schematically in Fig. 3. The sample is mounted on the end of a light 
pipe, and immersed in a liquid helium bath, that can be pumped to obtain 
any temperature between 4.2 and 1.2 K. The magnetic field is supplied by a 
15 tesla Bitter magnet of the High Field Magnet Laboratory of the Univer-
sity of Nijmegen43. The field direction is parallel to the wavevector of the 
incident radiation, and perpendicular to the interface of the HJ, i.e. perpen-
dicular to the 2DEG. For some of the experiments described below, the 
sample was mounted on a special sample holder that could be rotated around 
an axis perpendicular to the magnetic field, over 20° in both directions. 
Transmission through the sample was detected by carbon bolometers 
which were mounted directly below the sample. In order to increase the 
signal to noise ratio, the FIR beam was chopped by mechanically chopping 
the C02 laser beam and the bolometer signal was detected phase-sensitively. 
To correct for drift and fluctuations of the FIR radiation intensity, a beam-
splitter was inserted that provided a reference signal for normalisation pur-
poses. For the measurements with the Fourier interferometer described in 
chapter 5, a special carbon bolometer was constructed44. It was contained in 
introduction to FIR magnetospectroscopy 15 
a vacuum pumped integrating sphere and mounted on the rotating sample 
holder. 
The samples were either slabs of typical 10 mm2 for transmission meas­
urements, or patterned with a Hall bar or a Corbino disc to perform well 
defined conductivity measurements. The slabs were provided with simple 
ohmic contact dots on their edges, which was sufficient to determine the 
carrier concentration through the Shubnikov-de Haas effect. The contact dots 
were made by alloying tin dots for 4 minutes at 400 "C in a mixture of 5 % 
hydrogen and 95 % nitrogen at atmosperic pressure. Prior to the contacting, 
the samples were cleaned by boiling them in acetone, methanol and iso-pro-
panol successively, and drying them with a pure nitrogen gas jet. The pat­
terned samples were made at Philips Research Laboratories. The substrates of 
the heterojunction consisted typically of 300-500 μπι semi-insulating GaAs. 
These can lead to Fabry-Perot type interference effects, that can seriously 
distort the CR lineshape45. To prevent this, the substrates were slightly 
wedged. 
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CHAPTER 3 
CYCLOTRON RESONANCE 
OF THE TWO-DIMENSIONAL ELECTRON GAS 
OBSERVED IN TRANSMISSION AND PHOTOCONDUCTIVITY 
ABSTRACT 
Cyclotron resonance of the two-dimensional electron gas in GaAs/-
AlGaAs heterojunctions is studied in far infrared transmission and photocon-
ductivity. Analysis of the photoconductivity signal versus magnetic field with 
a simple electron heating model reproduces quite well the resonance observed 
in transmission. A slight difference in linewidth is observed which may be 
due to a shorter scattering time for localised as compared to non-localised 
electrons. 
(Part of this work was published in Solid State Commun. 50, 753 (1984).) 
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3.1 INTRODUCTION 
One of the most interesting properties of lower dimensional systems is 
the clear manifestation of localisation (see previous chapter). In the case of a 
two-dimensional electron gas (2DEG) in a magnetic field, it is argued that 
states in the tails of the Landau levels (that are broadened by scattering 
effects) are localised, and only states near the center can be considered as 
extended1. Recent experiments have confirmed this idea2, showing that up to 
98 % of the states may be localised3. This then leads automatically to the 
quantum Hall effect4. The nature of these localised states is still unclear, and 
so is their exact cause, which cannot be described more precisely than being 
"disorder". A convenient way to study such states would be to determine a 
given electronic property from a transport- and a non-transport measure­
ment. The localised states will not contribute directly to the first result, 
although their presence may affect the behaviour of the free states5. One 
could then expect that the difference between both results says something 
about the localised states, where one could hope to see this difference in e.g. 
effective mass or scattering time. 
A realisation of this concept would be to perform cyclotron resonance 
(CR) measurements in both photoconductivity (PC) and transmission. Nothing 
is known about the inter-Landau level transition probability of localised 
states as compared to that of the extended ones, but the localisation energy is 
of the order of half a Landau level width, which in high magnetic fields is 
much smaller than the Landau level spacing (cyclotron energy, йеВ/m ), so 
one could argue that localisation is just a small perturbation from the point 
of view of optical transitions. As the Landau levels of the 2DEG are 
believed to be inhomogeneously broadened by impurity scattering, up to 
quite high mobilities6, such transitions would mainly go from localised to 
localised, and from extended to extended states. Therefore, photoconductive 
CR measurements will mostly display the properties of the extended states, 
whereas transmission measurements will give information about all states. 
In bulk GaAs, PC is the easiest and most sensitive way to study CR. 
The underlying physical mechanism is a redistribution of carriers, due to the 
presence of the resonant radiation, that leads to a releasing of extra carriers 
into the conduction band out of bound states, in order to restore thermody­
namic equilibrium7. In GaAs/A^Ga^As heterojunctions, this mechanism is 
hardly possible, as the carrier concentration is determined by the device 
composition. However, PC measurements have been reported, both on the in­
version layer in Si MOSFETs8 and on GaAs/A^Ga^As heterojunctions9»10. 
In these experiments, the CR signal is usually distorted or even obscured by 
a strong, magnetic field dependent background signal that seems to be related 
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to the temperature dependence of the resistivity, and which is strongly sug­
gestive of an electron heating mechanism for the PC response. 
A typical example of CR in transmission and photoconductivity is 
shown in Fig. 1. A clear difference is visible between the CR in PC and in 
transmission, around 6.5 tesla. Also visible in the transmission is the ls-2p+ 
transition of residual donors in the GaAs at 4 tesla, which is obscured in PC 
by some background signal. This assignment of the transmission minima is 
confirmed by their angular dependence, as shown in Fig. 2. The CR field 
shows a (coso)"1 behaviour, where θ is the angle between the magnetic field 
and the normal of the 2DEG. This behaviour is characteristic for two-
dimensional effects11. The ls-2p+ shows no angular dependence, as is to be 
expected from the three dimensional nature of the impurity states involved. 
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transmission for FIR wavelength \=163 μτη. 
3.2 METHOD OF ANALYSIS 
In order to compare quantitatively CR in PC and transmission, it is nec­
essary to eliminate the non-resonant background signal. This turns out to be 
possible under the assumption that the PC response is only dependent on the 
temperature of the electron gas. This assumption seems permissible as the 
number of electrons is fixed, and the conductivity of the 2DEG can there­
fore only depend on the distribution of the electrons over the available states. 
Electron-electron scattering will probably thermalise any disturbance of this 
distribution, so that it can be characterised with an effective temperature. A 
more rigorous justification of this assumption cannot be given, but as will be 
shown below, it yields quite good results. The analysis then goes as follows: 
First of all, one has to determine the PC signal SpC, which is defined as the 
difference in resistivity ρ between the cases with FIR intensity I non-zero, 
and with 1=0: 
Is - 2 p + 
O o O O O O O O O O O O O 
I I I I I I 
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SpC(B,I) α p(B,I) - р(В,І=0) s |f(B,I=0) I + 0(P) (3.1) 
As the response is experimentally observed to be linear in I, one can write: 
SpC(B) α |J(B)I (3.2) 
One can determine the thermal dependence of the resistivity, Sj., in a similar 
way: 
SrfoT) « P ( B ' T + A ^ " ^ B ^ * JftB.T) (3.3) 
The ratio of these two then gives: 
R(B) Ξ
 V = S I = f*5'"0 I ( 3 · 4 ) 
The temperature in eq. (3.4) is the effective electron temperature T
e
, which 
is given by T
e
 = T L + ST, where T L is the lattice temperature. Assuming that 
the electron gas can loose energy to the lattice at a constant rate ^ЧВ), one 
can write: 
3 J P = C(B,T) Α(Β,ω) I - ^ (3.5) 
where C(B,T) is the specific heat of the electron gas, and Α(Β,ω) is the 
absorption coefficient for radiation of frequency ω. These two parameters are 
the ones belonging to the electron states participating in the PC process. 
Finally, putting the steady state solution of eq. (3.5) into eq. (3.4) under the 
assumption of a constant lattice temperature, one finds: 
R(B) = τ<Β) C(B,TL) Α(Β,ω) I (3.6) 
The specific heat C(B,T) and the PC decay time τ are known experimentally 
for the 2DEG (refs. 12 and 13 respectively), and are not expected to vary 
much across the resonance, whereas Α(Β,ω) of course will vary strongly. 
Therefore the magnetic field dependence of R can be fully ascribed to the 
magnetic field dependence of A. So it is possible to extract from the PC 
signal a quantity (optical absorption) that can also be obtained from a 
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transmission measurement, as both are proportional to the real part of the 
dynamical conductivity. If there is any difference between the two results, 
this has to be due to the difference between the electronic states that partici­
pate in the two processes. 
3.3 RESULTS 
The measurements were performed on GaAs/A^Ga^As (x=0.3) het-
erojunctions grown by MOCVD. The silicon doping in the AlGaAs was 
7.5· 1023 m - 3 , and an undoped AlGaAs spacer layer of 5 nm was incorpo­
rated. This resulted in a 4.2 К mobility of 3 m^Vs) - 1 and a carrier concen­
tration of 410 1 5 m - 2 . A standard Hall bar, 100 μπι wide and 1.4 mm long 
was etched out and provided with ohmic Au-Ge-Ni contacts, so that the 
data analysis could be performed both on the magnetoresistance p ^ and on 
the Hall resistance ρ . The current through the bar was kept as low as pos­
sible, but the resolution of the voltmeters used put a lower limit of 1 μΑ, 
which was used throughout the experiment. No signs of electron heating due 
to the current were observed. The FIR source was the optically pumped 
molecular laser system described in chapter 2. The photoconductivity was 
determined, according to the definition in eq. (3.1), by either measuring two 
DC resistivity curves, one with the FIR laser on and one with the laser off, 
and then subtracting the two, or by chopping the FIR beam at 11 Hz and 
using phase-sensitive detection. All data curves were taken as a function of 
the magnetic field, which was applied perpendicular to the 2DEG, and were 
digitally stored for further numerical analysis. 
The actual procedure was as follows: First the magnetoresistance (Fig.3) 
and the Hall resistance (Fig.4) were measured as a function of magnetic field 
at 1.5 and 2.0 K, and then subtracted, yielding the temperature dependence 
of the magnetoresistance (Fig. 3, trace 2) and Hall resistance (Fig. 4, trace 2). 
It was found that for a given magnetic field, the temperature coefficient is 
only weakly dependent on the bath temperature. After turning on the FIR 
laser, both resistances were again measured at a bath temperature of 1.5 K. 
The data at this temperature, with and without FIR irradiation, were sub­
tracted, yielding the photoconductivity as defined in eq. (3.3) and shown in 
Fig. 3, trace 3. Alternatively, the PC was also determined with a lock-in 
amplifier, where the phase was adjusted to give maximum signal at the CR 
as observed in transmission (Fig. 4, trace 3). From the comparison with the 
temperature dependence one can infer temperature changes of the electron 
gas due to the radiation of the order of 1 К at a laser power of about 5 mW. 
Finally, the ratio of the PC signal and the temperature dependence were cal-
24 chapter 3 
1 I ι 
0 5 10 
Magnehc Field Β [Τ] 
Fi£. 3.3 Resistivity ρ
χχ
 recorded at a balh temperature of 1.5 
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field. The difference m resistivity between 1.5 and 2 К is 
shown m trace 2. Trace 3 shows the change in resistivity due 
to the OV far infrared radiation (X=118 8 μm). Trace 4 shows 
the photoconductivity after division by the temperature coeffi­
cient of the resistivity (i.e. trace 3 divided by trace 2). Dotted 
parts of trace 4 indicate regions were the analysis becomes 
less accurate or even impossible. Trace 5 shows the FIR 
absorption. 
culated (Fig. 3 and 4, traces 4). In certain ranges of the magnetic field, trace 
4 in Fig. 3 is dotted to indicate that the temperature coefficient is very close 
to zero, and therefore the analysis becomes inaccurate. Obviously, at zero 
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Fig. 3.4 Hall resistance pXy recorded at a bath temperature 
of 1.5 К (trace la) and 2 К (trace lb). The difference 
between these two traces is shown in trace 2. Trace 3 shows 
the change in pXy as measured by means of a lock-in amplif­
ier with a chopped (11 Hz) laser beam (\=57.0 ßm). Trace 4 
shows the photoconductivity divided by the temperature coeffi-
cient of pXy (trace 3 divided by trace 2). For ApXy=0 the 
analysis is not carried out and the trace is interrupted. Trace 5 
gives the FIR absorption. 
crossings of the temperature coefficient, the analysis cannot be carried out at 
all. Also shown in Fig. 3 and 4 are the absorption curves. 
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3.4 DISCUSSION 
The as measured CR in PC (trace 3 in Fig. 3 and 4) is clearly different 
from the CR obtained in transmission (trace 5 in Fig. 3 and 4), both in shape 
and in position. After performing the analysis as described above, this has 
changed. The magnetic fields for both resonances coincide within the experi-
mental inaccuracy (1 %), whereas the CR width in transmission is slightly 
larger (1.3 ± 0.2 times) than that in the analysed PC. The ls-2p+ resonance at 
slightly lower magnetic field, which was hardly visible in the uncorrected PC 
signal, appears clearly in the corrected PC, at the same position as in 
transmission, as it should be. The following points should be noted about this 
resonance: First of all, the amplitude of the ls-2p+ resonance, normalised to 
the CR amplitude, is much larger in PC than in transmission. This may 
imply that the resonantly excited impurities in the GaAs influence the con-
ductivity of the 2DEG also through a non-thermal process. A thermal contri-
bution will certainly be present, as the de-excitation of such impurities is 
through phonon emission16. However, at these high magnetic fields the 2p+ 
state lies in the conduction band, so that, even at very low temperatures, 
population of the 2p+ state of impurities spatially close to the 2DEG may 
lead to a carrier concentration increase in the 2DEG and therefore to a 
change in its conductivity. Secondly, the sign of the ls-2p+ peak in Fig. 4, 
trace 4 is opposite to that of the CR. This may be an experimental artifact 
due to the AC (11 Hz) technique used to obtain the PC signal. Very long 
timeconstants, that vary with magnetic field have been reported for transport 
measurements on the 2DEG9'10, which may lead to large phase errors when 
using a lock-in amplifier. However, it may also be that an increase in the 
2DEG carrier concentration occurs under ls-2p+ resonant condition, as 
argued above, which leads to a negative change of the Hall resistance. This 
would explain the observed polarity. 
The good agreement in CR position and the very similar, somewhat 
asymmetric lineshapes obtained from the procedures outlined above, seem 
strong evidence in favour of the heating model underlying them. This would 
imply that the optically absorbed energy in de-excitation is converted (at 
least partly) to kinetic energy of the 2DEG electrons, either directly through 
electron-electron interaction, or through phonon emission followed by 
absorption. Helm et al.16, from saturation measurements, conclude that the 
former is the dominant effect. 
The slightly narrower CR obtained in PC might be indicative for a 
slightly longer average scattering time for extended states as compared to that 
of localised states. This would be consistent with the picture of multiple 
scattering as localisation cause. However, as the localised states also affect the 
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extended states, which can be understood from wavefunction orthogonality, 
the net difference in Hnewidth cannot be expected to be large. 
In very recent experiments. Chou et al.17 have shown that in very high 
mobility heterojunctions under pulsed FIR excitation, apart from the elec-
tronic heating response, a fast, non-thermal effect is visible in the PC signal. 
To this we will come back in chapter 10. 
3.5 CONCLUSION 
We have shown that a clear CR can be extracted from the FIR PC 
signal of a 2DEG, under the assumption that the underlying mechanism is 
simply heating. A small difference in Hnewidth between the CR determined 
from PC analysis and the one determined from transmission measurements is 
noted. The slightly smaller PC CR Hnewidth would be consistent with a 
longer scattering time for extended electronic states as compared to localised 
ones. However, the smallness of the difference and the approximations made 
to obtain the CR lineshape from the PC signal make more affirmative state-
ments impossible. 
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CHAPTER 4 
ANOMALOUS CYCLOTRON RESONANCE LINEWIDTH 
IN HETEROJUNCTIONS DISPLAYING 
THE FRACTIONAL QUANTUM HALL EFFECT 
ABSTRACT 
We report anomalous structure in the cyclotron resonance linewidth as a 
function of filling factor for very high mobility GaAs-AlGaAs heterojunc-
tions, using far infrared transmission at Τ = 1.4 К. These structures are 
found at or near the filling factors where the fractional quantum Hall effect 
(FQHE) in these samples occurs (i/ = 4/3, 5/3 and 7/3). The cyclotron effec­
tive mass shows no anomalies at those filling factors. An attempt has been 
made to explain this in the context of the theories on the origin of the 
FQHE. 
(Part of this work was published in J.Phys С 18, LI75 (1985) and Surf. Sci. 
170, 160 (1986).) 
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4.1 INTRODUCTION 
There is much interest in the properties of the high mobility two-
dimensional electron gas, both from a theoretical and an experimental point 
of view, especially since the discovery of the quantum Hall effect.1»2 Contin­
uous progress in the molecular beam epitaxy (MBE) crystal growth technique 
has resulted in high quality GaAs-AlGaAs heterojunctions in which a very 
high mobility 2D electron gas (2DEG) is confined at the interface. In such a 
system the fractional quantum Hall effect (FQHE) was first discovered3, 
which is attributed to the relative increase of the role of electron-electron 
interactions over that of electron-lattice interactions. The ground states at 
certain fractional Landau level filling factors are thought to be electron 
liquids, separated from their excitations by an energy gap.4 In this hypo­
thesis, these excitations are fractionally charged quasi-particles. However, 
also more solid-like models have been proposed5. For a recent review of the 
theories on the FQHE, the reader is referred to Ref. 6. 
A valuable technique in the study of 2D electron gases is cyclotron reso­
nance (CR), which yields information on the Landau level width. Theory 
predicts7»8 that this width increases as B1/2, where В is the magnetic field, 
applied perpendicular to the interface. This has been experimentally veri­
fied.9 '1 0 '1 1 More recently, an oscillatory behaviour of the CR linewidth was 
observed in heterojunctions12 and explained in terms of filling factor depen­
dent screening.12»13 In this chapter we wish to report on the cyclotron reso­
nance linewidth observed on heterojunctions that show the FQHE. These 
measurements show structure in the CR linewidth at or near the filling fac­
tors where the FQHE is observed in the resistivity. Earlier attempts by 
Schlesinger et al.14 showed a splitting and broadening of the CR that was not 
believed to be related to the FQHE. 
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4.2 EXPERIMENTAL SET-UP AND RESULTS 
The measurements were performed on very high mobility, MBE grown 
modulation doped GaAs-AlGaAs hetero junctions (table 1). The substrate 
cleaning and growth procedures were described in detail elsewhere.15 
Extremely high mobilities, as in the samples investigated here, were obtained 
by growing thick GaAs buffer layers prior to the heterostructure, thus 
reducing the incorporation of impurities which outdiffuse from the substrate. 
Growth temperatures were chosen to optimise the GaAs properties i.e. the 
substrates were kept at 620 - 640 "C during growth. Low V/III flux ratios 
were also essential for good performance, the beam equivalent pressure ratios 
measured at the substrate position of the As4 to group III flux being between 
10 and 12 for the best samples. The substrates were slightly wedged to elimi­
nate interference effects, and the 2D electron concentration could be varied 
by means of a semi-transparent backgate16, consisting of 15 nm Cr evapo­
rated on a 6 /лп Mylar foil. Ohmic contacts were made by alloying Sn balls 
in forming gas at 400 "C for 2 minutes. 
Table 4.1 Sample properties 
Carrier density Mobility 
Sample η (1011 cm"2) μ (IO2 m2 /Ys) 
1355 3.1 0.7 
1367 2.5 1.0 
1368 2.0 1.0 
Properties measured at a temperature of 4.2 К in the dark. 
The cyclotron resonance linewidth was determined by recording the 
transmission of the incident far infrared (FIR) radiation as a function of the 
magnetic field B, which was applied perpendicular to the sample, at a tem­
perature of 1.4 K. The FIR radiation was generated by the CW optically 
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pumped molecular laser described in chapter 2 and the wavelengths used 
were between 53 μτη and 294 μπι. The backgate voltage was used to change 
the carrier concentration a few percent in order to cover the entire filling 
factor range more evenly with the laser lines available. The carrier concen­
tration was calculated from the low field Shubnikov-de Haas oscillations. 
Figure 1 shows p,^ as a function of magnetic field. At 1.4 K, the FQHE can 
already be clearly observed. Lowering the temperature to 0.5 К strongly 
enhances the effect, especially at high fields. 
FIR transmission measurements were performed at 1.4 K. The linewidth 
ΔΒ was determined as the full width-half minimum, yielding typical values 
of around 70 mT. Values as low as 50 mT at В = 12 Τ were observed, which 
are among the narrowest CR measurements ever reported on a 2D electron 
gas. Figure 2 shows ΔΒ/Β,.,.1/2 versus filling factor for two different samples, 
where B
c r
 is the cyclotron resonance field for a given incident energy. A 
similar curve was obtained for sample 1355 (not shown). The curves show a 
strong maximum around ν = 2 and a minimum somewhat below и = 1, as 
was previously reported by Englert et al.12 However, there are additional 
features in these curves. 
First, there seems to be a strong maximum around ν = 0.75. Further­
more, there is a strong scattering of the data around that filling factor, which 
indicates that ΔΒ/Bç,.1/2 is here no longer solely a function of the filling 
factor, but also of the FIR energy. We attribute these effects to the coupling 
between the second Landau level of the ground subband and the lowest 
Landau level of the first excited electric subband by means of a small mag-
netic field component parallel to the interface.17»18 This lifts the degeneracy 
that occurs at a certain magnetic field. Due to the narrow Landau levels in 
the samples used, even a very small parallel field component, which can 
hardly be avoided with wedged substrates, may result in a significant broa-
dening of the CR. We will return to this point in the next chapter. 
Secondly, linewidth minima can be observed around ν = 5/3 and struc­
ture around ν = 4/3. For the 1367 sample a minimum also occurs at ν = 7/3. 
Nothing can be said about a minimum at ν = 2/3 and 4/5 because of the 
presence of the level crossing nearby. 
We find that the cyclotron effective mass, defined as m = eB
cr
/w
rir, 
shows no anomalies at these filling factors and seems only to be influenced 
by the GaAs conductionband non-parabolicity19. The experimental inaccu­
racy of this mass determination is 0.3 %. 
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Fig. 4.2 Normalised cyclotron reso­
nance linewidth versus filling factor ν 
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4.3 DISCUSSION 
As yet, no theory exists on the interaction of the highly correlated 
ground states, believed to be responsible for the FQHE, with electromagnetic 
radiation. Therefore our interpretation of the observed linewidth minima in 
terms of such ground states is somewhat speculative. 
According to Kohn's theorem20, electron-electron interaction cannot in-
fluence the CR position. Our observation that the CR effective mass is not 
influenced at the filling factors where the CR linewidth shows anomalous 
structure is in agreement with this theorem. However, no such statement has 
been made with respect to the CR linewidth and we believe that the 
mechanism that causes the FQHE influences the linewidth along two compet-
ing paths. First of all, the condensation of the electron gas into a liquid-like 
groundstate will very likely reduce the screening ability of the system. This 
would lead to an increase of the CR linewidth, in analogy with the case of 
integral filling factors. However, the observation of the FQHE implies cusps 
in the ground state energy for the fractional filling factors21»22, and their 
existence is also predicted by calculations.23»24 If these cusps can in part be 
attributed to local minima in the Coulomb potential energy of the ground 
state, then local minima in the CR linewidth are to be expected, as electron-
electron scattering will be reduced under these conditions. 
The competing nature of these two effects and the lack of quantitative 
information on their strengths make it impossible to say what the ultimate 
effect on the CR linewidth will be. Our measurements show that at larger 
filling factors the CR linewidth has a local minimum, which implies that the 
reduction of e-e scattering could be the dominant effect, whereas at ^=4/3 
only a shoulder can be seen. This might suggest that the screening reduction 
comes into play, or that the e-e scattering becomes relatively unimportant as 
the Landau orbit radius decreases. Due to the relatively high temperature at 
which the experiment was performed and the small activation energy of the 
electron states involved in the FQHE, only a small part of the electrons will 
be in such a ground state, and the ultimate effect on the CR linewidth can 
only be small. Therefore these anomalies should be more pronounced at 
lower temperatures and higher magnetic fields. 
From the above it will be clear that the result of this competition on the 
CR lineshape will strongly depend on carrier concentration and scattering 
type and -strength in the samples used. In a recent paper, Seidenbusch et 
al.2S find small maxima in the CR linewidth at fractional filling factors, 
which they attribute to the reduced screening as argued above. They too find 
no effect on the CR position. On the other hand, Schlesinger et al.26, in sam-
ples with very low carrier concentration and moderate mobility, find no var-
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iation of the linewidth correlated to the fractional filling factors, but a 
linewidth maximum around ν = 1, accompanied with a strong shift of the 
CR position. They explain these observations with the theory of Kallin and 
Halperin27. This theory describes only the effect of e-e interaction in weakly 
disordered 2DEG at integral filling factors. In order to understand all these 
experimental observations, it will be necessary to find a better characterisa­
tion of the 2DEG under study, and clearly a theory to describe cyclotron 
resonance in the FQHE regime is needed. 
Summarising, we have observed structure in the CR linewidth of high 
mobility 2DEG at or near the filling factors where the FQHE is found. We 
tentatively attribute this structure to a lowering of the electron-electron in­
teraction and screening at these filling factors. Furthermore, strong broaden­
ing effects are observed that are attributed to subband-Landau level cou­
pling. 
ACKNOWLEDGEMENTS 
We gratefully acknowledge the assistance of the technical staff of the 
Nijmegen High Field Magnet Laboratory, K. v. Hulst, Η. Muileman and J. 
Rook, and helpful discussions with H. Sigg. Part of this work was supported 
by the Stichting voor Fundamenteel Onderzoek der Materie (FOM) with the 
financial support from the Nederlandse Organisatie voor Zuiver Wetenschap­
pelijk Onderzoek (ZWO). 
anomalous cyclotron resonance linewidth 37 
References 
1) К. v. Klitzing, G. Dorda and M. Pepper, Phys. Rev. Lett. 45, 494 
(1980). 
2) D.C. Tsui and A.C. Gossard, Appi. Phys. Lett. 38, 550 (1981). 
3) D.C. Tsui, H.L. Störmer and A.C. Gossard, Phys. Rev. Lett. 48, 1559 
(1982). 
4) R.B. Laughlin, Surf. Science 142, 163 (1984). 
5) S. Kivelson, С Kallin, D. Avrovas and J.R. Schrieffer, Phys. Rev. 
Lett. 56, 873 (1986). 
6) D. Yoshioka, Prog. Theor. Phys. suppl. 84, 97 (1986). 
7) T. Ando and Y. Uemura, J. Phys. Soc. of Japan 36, 959 (1974). 
8) CK. Sarkar and R.J. Nicholas, Surf. Sci. 113, 326 (1982). 
9) H.L. Störmer, R. Dingle, A.C. Gossard, W. Wiegmann and M.D. 
Sturge, Solid State Commun. 29, 703 (1979). 
10) G. Abstreiter, J.P. Kotthaus, J.F. Koch and G. Dorda, Phys. Rev. В 
14, 2480 (1976). 
11) P. Voisin, Y. Guldner, J.P. Vieren, M. Voos, P. Delescluse and 
Nuyen T. Linh, Appi. Phys. Lett. 39, 982 (1981). 
12) Th. Englert, J.C. Maan, Ch. Uihlein, D.C. Tsui and A.C. Gossard, 
Solid State Commun. 46, 545 (1983). 
13) R. Lassnig and E. Gornik, Solid State Commun. 47, 959 (1983). 
14) Ζ. Schlesinger, S.J. Allen, J.C.M. Hwang, P.M. Platzman and N. 
Tzoar, Phys. Rev. В 30, 435 (1984). 
15) G. Weimann and W. Schlapp in 'Two-dimensional Systems, Heteros-
tructures and Superlattices", Springer Series in Solid State Sciences, 
vol. 53, eds. G. Bauer, F. Kuchar and H. Heinrich (Springer, Berlin, 
1984), pp. 88 - 99. 
16) H.L. Störmer, A.C. Gossard and W. Wiegmann, Appi. Phys. Lett. 39, 
493 (1981). 
17) T. Ando, Phys. Rev. В 19, 2106 (1979). 
18) Ζ. Schlesinger, J.C.M. Hwang and S.J. Allen Jr., Phys. Rev. Lett. 50, 
2098 (1983). 
19) F. Thiele, U. Merkt, J.P. Kotthaus, G. Lommer, F. Malcher, U. 
Rössler and G. Weimann, Solid State Commun. 62, 841 (1987). 
20) W. Kohn, Phys. Rev. 123, 1242 (1961). 
21) D. Yoshioka, B.I. Halperin and P.A. Lee, Phys. Rev. Lett. 50, 1219 
(1983). 
22) B.I. Halperin, Helv. Phys. Acta 56, 75 (1983). 
23) B.I. Halperin, Phys. Rev. Lett. 52, 1583 (1984). 
24) D. Yoshioka, Phys. Rev. В 29, 6833 (1984). 
25) W. Seidenbusch, E. Gornik and G. Weimann, preprint. 
38 chapter 4 
26) Ζ. Schlesinger, W.I. Wang and A.H. MacDonald, Phys. Rev. Lett. 58, 
73 (1987). 
27) С Kallin and B.I. Halperin, Phys. Rev. В 31, 3635 (1985). 
anomalous cyclotron resonance linewidth 39 

CHAPTER 5 
SUBBAND-LANDAU LEVEL SPECTROSCOPY 
ON THE TWO-DIMENSIONAL ELECTRON GAS 
ABSTRACT 
Resonant coupling of the subband-Landau levels in the two-dimensional 
electron gas of high mobility GaAs-AlGaAs heterojunctions has been meas­
ured, and a detailed analysis is presented. We have investigated the subband 
structure and the coupling strength using cyclotron resonance at energies near 
the transition energy between the subband levels. This was done at constant 
magnetic field for a range of energies by far-infrared interferometry, and 
for a fixed energy of incident radiation while varying the strength of the 
applied magnetic field. In both cases, a broadening and splitting of the cyc­
lotron resonance line was observed; in the latter case also for cyclotron ener­
gies equal to half the subband separation. We show that one so directly 
obtains the subband transition energy and the coupling strength, which 
depend on the shape of the interface potential. Calculations of the hybridisa­
tion of the subband-Landau levels, based on a triangular potential well, 
result in an energy-, field- and angle-dependence of the coupling in good 
agreement with experimental observations and reproduce the double reso­
nance observed at a fixed energy of laser radiation. The electron concentra­
tion was influenced either by illuminating the sample or by applying a back-
gate voltage, and the resulting variation of the transition energy is found to 
be in accordance with the results of self-consistent calculations. 
(Part of the work described here was published in Surf. Sci. 170, 160 (1986) 
and Phys. Rev. В 34, 5590 (1986).) 
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5.1 INTRODUCTION 
For a quantitative understanding of the properties of the two-dimen­
sional electron gas (2DEG), accurate and reliable values for subband transi­
tion energies E
n m
 and for the spatial extension of the subband wavefunctions 
are of great importance. From a comparison of measured subband transition 
energies with model calculations of the electronic bandstructure at the inter­
face1 the details of the confining interface potential can be sensitively deter­
mined. Various experimental techniques have already been developed to 
study the subband energy level structure of the 2DEG, such as absorption 
spectroscopy2»3 and intersubband-cyclotron combined resonance.4 
Schlesinger, Hwang and Allen6 introduced the novel technique of reso­
nant subband-Landau level coupling (RSLC): A small component of the 
applied magnetic field parallel to the interface will lift any degeneracy of the 
subband-Landau levels and lead to hybridisation of Landau levels belonging 
to different subbands. The resulting anti-crossing can be observed when the 
CR energy пш
с
 coincides with a subband transition energy E
n m
, e.g. with an 
Fourier transform interferometer. 
We also observed a splitting of the CR using incident radiation of fixed 
energy for given values of the electron concentration (cf. Fig. 1); this effect 
is argued to be also due to RSLC, more specifically to the coupling between 
the N=1 Landau level of the lowest subband and the N=0 Landau level of 
the first excited subband. In this chapter we will present measurements of 
RSLC in GaAs-AlGaAs heterojunctions, and we will show that from the 
subband transition energy and coupling strength determined in these meas­
urements, information on the shape of the interface potential can be 
deduced. 
The experimental details are described in section 2. Section 3 gives 
model calculations of the subband-Landau level coupling based on a triangu­
lar well potential. In section 4, the measurements are reported obtained at a 
fixed strength of the magnetic field and at a fixed energy of the incident 
radiation. The subband separation and the coupling strength are determined 
and the field- and angle-dependence of the coupling of the subband-Landau 
levels is compared with the predictions of our triangular well model. Also, 
the changes in transition energy and coupling strength are discussed resulting 
from the variation of the electron density and of the shape of the potential 
well by either a backgate voltage or illumination of the device. Finally, we 
will discuss how the incorporation of broadening of the Landau levels will 
allow to reproduce the features of the CR splitting of Fig. 1. 
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Fig. 5.1 Transmission at a laser wavelength X = 53.86 μηι 
with the magnetic field tilted в = 2.5° from the normal to the 
2DEG. The curves correspond to different values of the back-
gate voltage: (a) V
e
 = 20 V; (b) V
e
 = О V; (с) Vg = -20 V. 
5.2 EXPERIMENTAL 
The measurements were performed on high mobility, MBE grown, mod­
ulation doped GaAs-Al0 3Ga 0 7As heterojunctions7 with electron concentra­
tion of the order of 2.51011 cm - 2. The 300 μπι thick substrates were wedged 
to eliminate interference effects. A 6 /ші thick Mylar foil onto which a 15 
nm thick Cr layer had been evaporated served as a semi-transparent backgate 
to enable us to apply electric fields of a few times 10s Vm - 1 at the interface. 
Using this backgate we could vary the 2D electron concentration by approxi­
mately 20 %; the electron concentration was also varied by means of illumi­
nation with a red light emitting diode (LED). The electron concentration was 
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determined each time from the low-field Shubnikov-de Haas oscillations. 
The samples were immersed in a pumped liquid helium bath at Τ =; 1.3 К 
and could be rotated over an angle θ up to 20 degrees around an axis per­
pendicular to the magnetic field. The beam of far infrared (FIR) radiation, 
incident on the sample, was parallel to the applied magnetic field; its 
transmission through the samples was detected by a carbon bolometer 
mounted in an integrating sphere immediately below the sample. The mag­
netic field was generated with a 15 tesla Bitter magnet. 
Measurements were performed at constant applied magnetic field using a 
Michelson interferometer. Figure 2 gives a set of spectra of the CR transmis­
sion of a sample for which the normal to the interface was tilted over в = 
3.8° from the direction of the magnetic field. For the low and high values of 
the magnetic field, only one resonance line is well developed. As the field 
increases the lower energy resonance becomes less pronounced and a higher 
energy resonance starts to develop; when, around 12.2 T, the field reaches a 
value for which the undisturbed CR energy would have been equal to E 1 0 
the two resonances are of equal strength, and for high enough field only the 
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highermost resonance will remain. The doublet splitting turns out to be pro­
portional to the component of the magnetic field parallel to the interface. 
These spectra are a good tool to determine the value of E 1 0 and the magni­
tude of the splitting of the CR as we will elaborate in section 4. For an ana­
lysis of the CR linewidth, however, the higher energy resolution and the 
higher intensity of the radiation obtained with a laser are of great advan­
tage.8 Far infrared radiation with a power of typically a few milliwatt is 
generated by a CW optically pumped molecular gas laser at discrete wave­
lengths, as described in chapter 2. The FIR laser lines suitable for spectros­
copic applications are so widely spaced that in general no laser line will be 
found close enough to the subband transition energy to directly observe the 
small splitting of the CR due to RSLC. By means of an electric field through 
the application of a backgate voltage however, the electron concentration and 
the subband energies can be varied and in this way E 1 0 can be made to 
coincide with the energy of the incident FIR laser radiation. It is observed, 
as in Fig. 1, that with decreasing backgate voltage (i.e. with increasing 
subband transition energy) the CR will broaden and shift to lower magnetic 
fields while a higher field resonance will develop and become narrower as it 
shifts towards the unperturbed resonance field В = (m /е)ш
с
. Still it is 
remarkable that the two modes belonging to the upper and lower branch of 
the hybridised subband-Landau levels are observed with the same photon 
energy. This becomes more clear when we consider Fig. 2 in more detail. Let 
us focus our attention on the transmission at the energy of the incident laser 
radiation, which is supposed to be close to E1 0. The unperturbed CR would 
be in resonance with the subband transition energy around 12.2 T. From the 
spectra of Fig. 2 absorption is found at magnetic fields close to but below 
this resonance field due to the tail of the high-energy line of the doublet (cf. 
circle for 11.79 T); for increasing magnetic fields this absorption will pass 
through a maximum and the tail of the low-energy line will gradually start 
to contribute to the absorption until for fields above 12.7 Τ no appreciable 
absorption will be left (cf. circle for 12.71 T). The details of the resonances 
as observed in Fig. 1, such as their splitting, depend in a very complicated 
way on the linewidth of the CR and therefore on the broadening of the sub­
band-Landau levels. In the following we will first try to understand the 
RSLC neglecting these line-broadening effects; they will be discussed later in 
section 4. 
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5.3 COUPLING CALCULATIONS 
In order to understand the results shown above in a more quantitative 
fashion we have calculated the subband-Landau level coupling. For such cal­
culations one of course requires the subband energies and wavefunctions. For 
simplicity, we perform our calculations in the one electron approximation 
and use a simple triangular potential well with a conveniently chosen slope 
instead of using a self-consistent potential approach.1»9 We feel that this sim­
plified picture contains the principal physical features of the problem which 
is confirmed by the agreement with the experimental data. 
The problem reduces to finding the eigenvalues of the well known Hamilto-
nian 
H = —Ц- [(p
x
 + eBz sino)2 + (p
v
 + eBz coso)2 + ρ 2] + eAz (5.1) 
2m 
where the z-axis is perpendicular to the interface of the heterojunction, the 
magnetic field is tilted from the z-axis over an angle Θ, and A determines the 
slope of the triangular potential. The Hamiltonian can be separated into Η = 
Нрзг + Н р ^ + Η' (Ref. 10). 
We will choose as a basis 
^ n N X ^ 2 ) -
VL 
exp 
Xy , Zanfr-X) 
perp par 
XN(x-X) fn(z) (5.2) 
where I2 = ft/eBcosö, I2 = й/eBsinö; the matrix elements z,,,,, are defined 
by: 
Jo 
(Z) Z fmi2^2 (5.3) 
The in-plane wavefunctions χ
η
(χ-Χ) are the eigenfunctions of H p a r and are 
the usual Landau level wavefunctions: 
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where HN(x) is the Hermite polynomial. The wavefunctions perpendicular to 
the interface, fn(z), are chosen real and satisfy: 
Hperpfnto = 2 m
 2m*l2 
par 
fn(z) = En(BsinÖ) fn(z) (5.5) 
The term in the Hamiltonian that will lead to a coupling of the motion in 
the plane of the 2DEG with the motion along the z-axis is 
H' = 
m*l2 
(5.6) 
par 
This term is zero when the applied magnetic field has no component parallel 
to the 2DEG. The matrix elements (n',N',X'|H|n,N,X) are worked out in 
Ref. 10, and can be evaluated easily in the case of a triangular potential well. 
This matrix was numerically diagonalised, and the five lowest subbands (n = 
0,1,...,4) and from every subband the five lowest Landau levels |n,N) (N = 
0,1,...,4) were taken into account in order to assure convergence. The eigen-
functions of the Hamiltonian, including the coupling through H', will be 
linear combinations of the wavefunctions of Eq. (2), and we will denote 
these by ф{. 
Figure 3 shows a result where the electric field λ is chosen to give a 
crossing of 10,1) and |l,0) at 13.2 T. From this, it can be easily seen that at 
magnetic fields close to the crossing field, transitions at two different photon 
energies are possible. The strengths of the corresponding absorptions, i.e. the 
depths of the transmission minima, will be proportional to the two projec­
tions ΚΙ/ΊΙΟ,Ι)!2 and |(t/>2|0,l)|2 given in Fig. 3. It should be noted that there is 
already a significant mixing of states when the eigenvalue is still close to its 
unperturbed value. It is because of this that for fixed energy of the incident 
radiation we can observe two minima in the transmission, one at a magnetic 
field below and one above the crossing field, as will be shown below. 
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Fig. 5.3 The eigenenergies relative to the energy of the 
lowest Landau level calculated for a triangular well potential 
for θ » 2°, and projections |(V1«m>|2 of the eigenstates on the 
pure subband-Land au level states \nN>; (1): \{фр,1)\г and 
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5.4 RESULTS AND DISCUSSION 
5.4.1 Interferometer measurements 
Figure 2 shows that near the subband transition energy two CR lines 
can be found; their energies are plotted as a function of magnetic field in 
Fig. 4. The mid-points of the pairs of resonances are given as well, and from 
the intersection with the line йш
с
 = (ей/m )B the resonance field of the sub-
band transition energy will be found. The effective mass m was determined 
from resonances far away from the anti-level-crossing (Fig. 4b). At the reso­
nance field, the two transmission minima are of equal strength and the 
observed splitting is reaching a minimum. This procedure is consistent with 
the theoretical analysis of the foregoing section and allows a very accurate 
determination of the resonance field and E1 0. 
Fig. 5.4a CR transition 
energies as a function of 
magnetic field, as obtained 
from the spectra of Fig. 2; 
E10 is found from the mid­
points of the pairs of reso­
nances (open dots) and the 
effective mass line. 
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Fig. 5.4b CR transition energies 
as a function of magnetic field, 
as obtained from the spectra of 
Fig. 2; The effective mass line is 
determined from measurements 
far away from the anti-level-
crossing. 
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Fig. 5.5 The angle-depen­
dence of the splitting. The 
measurements are indicated by 
open circles. The solid and 
point-dashed lines correspond 
to the calculations with the 
harmonic oscillator and trian­
gular potential approximation, 
respectively. 
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Figure 5 shows the angle-dependence of the splitting at the resonance 
field; the point-dashed line corresponds to our calculations based on a trian­
gular well potential; the solid line corresponds to the harmonic oscillator 
model of Ref. 5. Although the triangular potential well approximation is in 
better agreement with experiment than the harmonic oscillator model, a dis­
crepancy remains. One could hope to remove this by a even more accurate 
approximation of the potential well. 
We have determined the subband splitting for several samples under dif­
ferent conditions, which are listed in the inset of Fig. 6. The coupling 
strength is taken as the derivative of the subband splitting with respect to the 
tilt-angle and normalised to the subband transition energy: (дАЕ/д )/Е10. 
Figure 6 gives the coupling strength plotted as a function of E1 0. Both the 
subband splitting and E 1 0 seem to depend on the initial conditions, like the 
COUPLING STRENGTH 
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Fig. 5.6 The coupling strength (дАЕ/д )/Е10 as a function 
of £10. In the inset references to the sample and the backgate 
voltages are given. 
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cooling cycle. The triangular well approximation used here, gives a coupling 
strength 0.871, independent of E1 0, while in the case of the harmonic oscilla­
tor potential of Ref. 5, the coupling strength would be 1.41. It is found in 
Fig. 6 that the coupling strength becomes smaller with increasing backgate 
voltage. This can be understood as follows: Using first order degenerate per­
turbation theory with H' (eq. (5.6)) as perturbation, one can easily show show 
that for sin0 « 1, the splitting ΔΕ near the anti-crossing is proportional to 
sino E 1 0 z 1 0 (Ref. 12). Therefore the coupling strenght as defined above will 
be proportional to z10, the overlap matrix element defined in Eq. (3). From 
simple electrostatic considerations it is expected that the interface potential 
will bend off at its backgate side due to the applied positive backgate volt­
age. The wavefunction ^(z) will then extend further into the GaAs layer 
than ς0(ζ) and therefore the matrix element z10, and consequently the cou­
pling strength, will be reduced. But when the sample is illuminated with a 
red LED (from 1 to 4 in Fig. 6), the subband coupling strength is found to 
stay approximately constant while the subband transition energy is increased. 
It implies that in this case the shape of the potential is much less affected.11 
The maximum value of the coupling strength found in Fig. 6 is lower than 
calculated from the triangular well approximation. This is also true for the 
data of Schlesinger, Hwang and Allen5; from their Fig. 4 one can find a 
coupling strength of 0.77. One is tempted to attribute this difference to dep-
olarisation and exciton-like effects. Recently, Zaluzny showed that the tran­
sition energy measured by RSLC is the depolarisation shifted electric sub-
band transition energy Ë10= E10(l+ 'у11/2) where η^ determines the strength 
of depolarisation and exciton-like effects.12 A positive value for η^ would 
increase the coupling strength and improve the agreement with the simple 
model used, since in our work the coupling strength involves a normalization 
with Ё10. We feel however, that the triangular well approximation is not 
accurate enough to allow a value for 7 1 1 to be deduced from these data. 
In principle, one could find a more realistic potential from a subband 
calculation, where the interface potential given by the Poisson equation is 
self-consistently included in the Hamiltonian of Eq. (1). This was done by 
Stern and Das Sarma9, and we will compare our experimental results with 
their calculations: In Fig. 7, E 1 0 is plotted as a function of the 2D electron 
concentration η for the different conditions summarised in Fig. 6. With in­
creasing backgate voltage V , η is found to increase to a saturation value of 
approximately 2.6 -IO11 cm A A higher electron concentration is obtained by 
photoexcitation of charge carriers when the sample is illuminated with a 
LED. Figure 7 clearly shows that the subband transition energy decreases 
when the electron concentration is increased with an applied backgate volt­
age. In contrast, an increase of the carrier concentration through illumination 
(point 4) leads to an increase of E1 0. This shows again that entirely different 
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Fig. 5.7 Subband transition 
energy E10 as a function of 
the electron density п. The 
numbers refer to the list in 
Fig. 5.6. The solid line and 
the dashed line are calculated 
from Ref. 9. 
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mechanisms are in play to change the carrier concentration of the 2DEG. 
With photoexcitation one produces a transfer of charge from the 
AlGaAs layer to the GaAs layer,13 this will lead to an increase of the space 
charge layer and consequently to an increase of the electric field at the inter­
face. This will cause E 1 0 to increase, as is confirmed by Stern and Das 
Sarma.9 Their results for E1 0, as a function of the electron concentration, are 
shown by the dashed line in Fig. 7. To reproduce the value of E 1 0 for point 
1, we had to assume a value for the unintentional background doping of 
2-101* cm - 3 , a reasonable value compared to doping values found for such 
heterojunctions.7 
By applying a backgate voltage, an additional electron concentration Δη 
can be introduced into the channel of the 2DEG, but in this case there is no 
charge flow from the AlGaAs through the interface.14 In this case and from 
a simple application of Poisson's equation, one finds an induced electric field 
between the channel and the backgate of AF B G = -еДп/с, where e is the 
dielectric constant for GaAs. The "slope" of the confining potential is here­
with reduced. If we assume that a change in the depletion field Δ Ρ 0 will 
have approximately the same effect on E 1 0 as a change of the induced field 
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due to the backgate voltage ΔΡ
Β ( ; , then we can write that 
ЭЕ10 ЭЕ. ΔΕ 1 0 =, ^ A F B G + - ^ Δ η (5.7) 
and again with the values of Ref. 9 for E 1 0 as a function of depletion field 
and carrier concentration, we obtain in this case the solid line of Fig. 7, in 
remarkably good agreement with the experimental data, when considering the 
approximations made for the electric fields. 
5.4.2 Laser measurements 
The splitting of the CR observed in Fig. 1, can be qualitatively under­
stood on the basis of Fig. 3, where we have shown the energy level structure 
calculated for a small tilt angle Θ. Near the anti-level-crossing, the eigenstates 
are linear combinations of the pure subband-Landau states (Eq. (2)) and the 
energy will deviate somewhat from the unperturbed value. Due to the mixing 
of the pure states, transitions will now be possible for incident FIR radiation 
of energy E 1 0 at magnetic fields below and above the crossing, as long as the 
hybridised states have not been shifted by the coupling over much more than 
the levelwidth. At fields too close to the crossing field, the shifts are larger 
and transitions will no longer be possible; at fields too far away, the mixing 
is negligible and transitions will no longer be possible because of the ΔΝ = 1 
selection rule. And therefore, as curve b in Fig. 1, two absorption maxima 
can be found. A more quantitative explanation will be given in the next sec­
tion. 
An anti-level-crossing of the subband-Landau levels has also been 
observed at 7.2 T, the "half field", as shown in Fig. 8. At this magnetic field 
the filling factor is just below 2, so one can expect transitions from |0,0) to 
|0,1) and from |0,1) to the |0,2) states. The latter one crosses the |l,0) state 
at this magnetic field and will hybridise with it, introducing an anti-crossing 
in the energy spectrum. The splitting is much smaller than that at the same 
tilt angle for the anti-crossing described before. For example the splitting ΔΒ 
of Fig. 1 at 14 Τ is 0.24 T, while the splitting of Fig. 8 at half field, Δ Β ^ , 
is 0.047 T. Calculations based on our triangular well model also produce a 
much smaller splitting at the "half-field" crossing. Figure 9 illustrates the cal­
culated anti-level-crossing at the "half field" where one considers the sub­
band-Landau level transitions from the |0,1) state to the hybridised |0,2) and 
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transition energy relative to the 
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Fig. 5.8 Transmission at a laser 
wavelength X = 103 μηι, showing 
the crossing of the \0,2) and \l,0) 
subband-Landau levels, the "half 
field" RSLC. The curves corres­
pond to different values of the 
backgate voltage: (a) F„ = -50 
V; (b) Vç = О V: (с) Vg = 25 V. 
The minima correspond to drops 
in the transmission by 35 %. 
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11,0) states. The energies are shown relative to that of the |0,1) level. The 
relative weakness of the coupling is due to the fact that the overlap of the 
wavefunctions belonging to the zeroth Landau level of the first excited sub-
band 11,0) and to the second Landau level of the lowest subband |0,2) is 
smaller than the overlap of |l,0) with |0,1). The observation of this "half 
field" splitting has recently also been reported by Wieck et al15. 
One could also argue that the observed splitting is due to the conduction 
band non-parabolicity, which causes a small decrease in the transition energy 
of |0,1) to |0,2) with respect to that of |0,0) to |0,1). Such an effect could 
however not explain the observed dependence on the gate voltage: Increasing 
the gate voltage would increase the filling factor, thereby giving the |0,1) —• 
|0,2) transition more weight. This would increase the strength of the higher 
magnetic field transition, contrary to what is observed. 
For a more quantitative analysis of the splitting of Fig. 1 we have cal­
culated the transition probability using the wavefunctions ф{; for these calcu­
lations assumptions had to be made concerning the shape and broadening of 
the Landau levels near the anti-level-crossing. 
The transition probability from the ground state to the mixed state at an 
energy E f is calculated using Fermi's Golden Rule, where the electron-
photon interaction is approximated by the electric dipole Hamiltonian: 
Ρ(ηω,Β) = ^ ] Г | < >
с
|Н
ЕІ)|0,0)|* δ(ΈΓΕ0-*ω) 
f 
= j ^ Χ Ι№.Ν> <n,N|HED|0,0)|* 5(Ef-E0-M (5.8) 
f η,Ν 
When the incident radiation is parallel to the magnetic field and only the 
most dominant projections are retained, i.e. those on |0,1) and |l,0), one 
finds from Eq. (8) 
2 
Ρ(*
ω
,Β) = ^ р і Y^ \V~2 ^ cose (Vf|0,l) 
f=l 
+ z 1 0 sino (V-fl 1,0)|2 « (E f -E 0 -M (5.9) 
In order to be able to calculate the absorption lineshape, we have to assign to 
each of the eigenfunctions ф
і
 a lineshape F i with a width Si and to integrate 
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Fig. 5.10 Transition probability as 
a function of magnetic field calcu­
lated for ηώ = E10 = 21.85 meV and 
Sf = 75 μεν, for various values of the 
tilt angle Θ. 
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Eq. (9) over the energy. Measurements of specific heat16, magnetotransport17 
and magnetocapacitance18 indicate that the density of states is best described 
by Gaussians, superimposed on a constant background. Very little is known 
as to the exact cause of this lineshape. It has been suggested that the back­
ground is due to spatial inhomogeneities of the 2DEG19. As to the ability of 
the states in the wings of the Landau levels to contribute to a cyclotron reso­
nance, nothing is known. We have therefore for simplicity assigned a Gaus­
sian lineshape to each eigenstate i, with a width of 75 μβΥ, which more or 
less reproduces the CR line width away from the anticrossing. Fig. 10 shows a 
typical example of the calculated absorption at an incident FIR energy equal 
to E1 0, for different tilt angles. The calculated angle-dependence is stronger 
than experimentally observed (Fig. 11). But our calculations clearly show that 
when the broadening of the levels is taken into account the splitting observed 
in Fig. 1 can be accounted for. From Fig. 11 it can be seen that the splitting 
observed in transmission is symmetric around the anti-crossing. Therefore, it 
is possible to find E 1 0 also from such experiments. Use of a small (back)gate 
voltage will usually be necessary to obtain coincidence with the available 
laser lines, as illustrated in Fig. 12. 
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Fig. 5.11 Experimentally observed angular 
dependence of the splitting of the CR for 
FIR wavelength λ = 63 μm. 
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Fig. 5.12 Subband separation E10 
determined from laser measurements, 
as a function of the backgate voltage 
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5.5 SUMMARY AND CONCLUSIONS 
We have observed splitting of the CR in a 2DEG due to resonant cou-
pling of the |0,1) and |l,0), and of the |0,2) and |l,0) subband-Landau 
levels. This effect is observed in CR for fixed strength of the applied mag-
netic field and also for fixed energy of the incident radiation. RSLC enables 
one to determine the subband transition energy E10 and to study its variation 
with the electric field at the interface. We have demonstrated how this varia-
tion depends on the manner by which the carrier density is changed: With 
increasing electron density due to a backgate voltage the subband transition 
energy E10 is lowered, while it will be raised by an increase in density due 
to photoexcitation of charge carriers. 
We have shown that the coupling strength depends on the extension of 
the subband wavefunctions through the matrix elements znni and so gives 
valuable information on the shape of the interface potential. We also showed 
that the resonances observed at fixed energy of incident radiation can be 
modeled with the wavefunctions calculated here using a Gaussian broadening 
of the Landau levels. 
In conclusion, RSLC is a very sensitive method to test interface potential 
calculations, it allows the direct determination of the subband energy struc-
ture, and the coupling strength gives information on the spatial extension of 
the subband wavefunctions. 
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CHAPTER 6 
AN INTRODUCTION TO 
TIME-RESOLVED FAR INFRARED SPECTROSCOPY 
ABSTRACT 
In this chapter, an introduction to the generation and detection of short 
far infrared pulses is given. Two pulsed FIR laser systems, used for the 
experiments described in chapters 7 to 10 are described and discussed. 
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6.1 INTRODUCTION 
Far infrared spectroscopy has proven to be a very powerful technique in 
the study of semiconductors. The reason for this is that many typical energies 
in these materials correspond to FIR photon energies e.g. optical phonon 
energies, ionisation energies of hydrogenlike impurities and cyclotron ener-
gies. Due to the limitations of the available FIR sources, most of the experi-
mental investigations have restricted themselves to equilibrium properties of 
the systems under study, and to linear phenomena. This is opposed to the 
visible spectral range, where time-resolved and non-linear spectroscopy have 
become common techniques. Also in the mm wavelength range pulsed high 
power sources are available. Only slowly the gap between these two ranges is 
closed by the development of high power, pulsed optically pumped molecular 
lasers1, and very recently by the development of solid state FIR lasers2. The 
latter are however still in experimental phase and not (yet) suited for spec-
troscopic applications. The same holds for other techniques that use optical 
lasers and non-linear materials to generate FIR pulses3'4'6. 
Two basic set-ups can be discerned in the generation of fast FIR pulses 
with optically pumped lasers. The first possibility is to use very short pump 
pulses. In the case of a transversely excited atmospheric pressure (TEA) C02 
laser6, which has a much larger power and gain-bandwidth (several GHz) 
than its low pressure counterpart, many techniques have been developed to 
create short pulses. These include passive mode-locking7, cavity dumping8, 
active mode-locking9, pulse slicing10 and optical free induction decay11. All 
these methods are able to deliver IR pulses of nanosecond or even picosecond 
duration, and of very high power (~ 1 MW). Transferring such short IR 
pulses to FIR pulses is not trivial, because the lifetimes of the excited states 
in the molecules of the FIR laser are much larger (typ. 100 ns). By using 
non-linear coherent processes as superradiance12»13 or stimulated Raman 
scattering14, trains of short FIR pulses have been generated with a few 
selected laser lines16'16. The stability and reproducibility of these pulses is not 
very good, and as will become clear later on, the fixed and very short pulse-
length can be disadvantageous for spectroscopic applications. If the pump 
laser is of the low pressure type (e.g. as described in chapter 2) then only 
(E)Q switching17'18 and/or cavity dumping19 have been shown to be usable 
as pulse forming techniques because of the small gain-bandwidth (typ. 75 
MHz). These methods yield IR pulses of 20-500 ns of a good reproducibility 
and moderate power (1-10 kW), of which the longer ones can be directly 
transferred to FIR pulses of approximately the same duration17. A further 
advantage of the low pressure C02 laser is that the pulse repetition rate can 
be quite high (up to 10 kHz) whereas TEA C02 lasers have upper limits of 
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about 100 Hz. This is due to the large amount of electrical energy dumped in 
the gas mixture, which puts heavy demands on the power supply and the gas 
refreshing system. 
The second possibility of short FIR pulse generation would be to use CW or 
long pulse pumping and to form the FIR pulse in or after the molecular 
laser. Standard pulse formation techniques used in the visible and IR spectral 
region like mode-locking or Q-switching cannot be used in the FIR spectral 
range due to the lack of suitable electro-optic materials for this wavelength 
region. However, the pulse slicing technique, originally developed for the IR 
(see Ref. 8 and references therein), can also be used in the FIR range20. The 
basic principle of this method is to modulate the transmission and/or reflec-
tion of a semiconductor slab through the creation of an electron-hole plasma 
with an optical laser. As very fast, high power optical lasers are readily ava-
ilable, very fast switching (on a subnanosecond timescale) of FIR radiation 
can be obtained. 
In the next two sections, two pulsed optically pumped molecular FIR 
laser systems for spectroscopic applications are described, using the ideas 
outlined above. In the last section, the detection of fast FIR pulses will be 
discussed. 
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6.2 EQ SWITCHED FIR LASER SYSTEM 
The use of a low pressure C0 2 laser makes it possible to generate IR 
pulses of high spectral purity and at a high repetition rate. If one wants to 
go to pulses shorter than 1 μβ, as is the case here, it is necessary to actively 
limit the pulse duration. The method chosen here is that of EQ switching, 
i.e. pulsing the discharge through the gas mixture that creates the population 
inversion, and switching the Q-factor of the resonator from a low to a high 
value and back. The set-up to do this is shown in Fig. I 2 1 . For the discharge 
pulse, a high voltage switching unit is used that sends 200 mA current pulses 
1 
2 
3 
4 
5 
6 
7 
8 
9 
discharge tube 
water cooling jacket 
HV electrodes 
ZnSe Brewster window 
adjustable diffraction grating 
Ge Brewster window 
V* plate 
CdTe EO crystal 
outcoupling mirror 
10 
11 
12 
13 
14 
15 
16 
17 
18 
Au mirror 
ZnSe focussing lense 
AR ZnSe window 
microphone 
chopper 
adjustable incoupling mirror 
waveguide 
outcoupling mirror 
quartz window 
Fig. 6.1 Set-up for EQ switched FIR molecular laser system. 
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Fig. 6.2 Power obtained with EQ 
switched СО
г
 laser on 9P branch. 
9P40 9P20 
Frequency 
of 100 MS duration through the plasma tube (operating pressure 20 Torr). 
Under CW operation this would be roughly 15 mA (see chapter 2). The Q 
switching is performed by a ZnS λ/4 plate in combination with a CdTe elec­
tro-optic crystal. The principle of operation is as follows: The presence of 
two Brewster windows and a Littrow grating inside the resonator ensures that 
laser action can only occur with vertically polarised light. However, after 
passing the λ/4 plate, this will have been converted to circular polarisation 
and a second passage, after reflection at the outcoupling mirror (reflectivity 
80 %), will yield horizontally polarised light, which will partly be reflected 
out of the resonator at the windows and the grating, resulting in a low Q-
factor. Applying a voltage of a certain value to the CdTe crystal can make it 
compensate the effect of the λ/4 plate, and therefore switches the Q-factor 
of the resonator to a high value. For the CdTe crystal used, this "λ/4 voltage" 
was 4.5 kV and was delivered by a high voltage pulse generator, with rise-
and fall times of 40 ns. This pulse was delayed several tens of μ5 with res­
pect to the onset of the discharge current, in order to have maximum inver­
sion i.e. gain at the moment of the Q-switch. The maximum repetition rate 
of the total system was 500 Hz. This limit was given by the maximum allow­
able dissipation in the impedance matching network across the CdTe crystal. 
Fig. 2 shows the IR power obtained on the 9P branch of the C 0 2 laser spec­
trum. Similar results have been obtained for the 9R, 10P and 10R branches, 
with a total of about 80 lines. 
The reflections out of the cavity could also be used as an output port in 
the so-called cavity dumping mode. In this mode, the outcoupling mirror is 
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Fig. 6.3 a) temporal behaviour of IR 
pump pulse (9P36) b) temporal 
behaviour of resulting FIR pulse 
(FIR medium СНрН, \= 118.8 μ™Λ 
100 ns/div 
replaced by a 100 % mirror. During the Q switch, an intense radiation field 
will build up inside the cavity, and during the falling edge of the voltage 
across the CdTe crystal, it will be reflected out of the resonator in horizon­
tally polarised form at the grating and at the Brewster windows. Ge was 
chosen for one of these windows as its high refractive index gives a high 
reflection for horizontal polarisation. This mode yields shorter and more in­
tense IR pulse than simple EQ switching, but the pulses are found to be too 
short to pump most FIR laser transitions. Furthermore, the pulse length can 
hardly be varied. Therefore this cavity dumping was not used. 
The FIR laser is of the conventional waveguide design, of 1 m length, 
with in- and outcoupling through holes in the mirrors, as used for the CW 
types (see chapter 2). The IR pulses are focussed by a f=50 cm AR coated 
ZnSe lense through the 1 mm 0 incoupling hole. The pressures at which 
maximum FIR radiation intensity was obtained were in the 0.5-1.0 Torr 
range, i.e. much higher than for CW operation. The reason for these higher 
operating pressures, that of course facilitate pump absorption and increase 
the FIR gain, lies in the competition between stimulated emission and inter-
molecular collisional rotational de-excitation. This latter mechanism is pro­
portional to the gas pressure, and thermalises the distribution over the rota­
tional states of the (optically populated) upper vibrational state. As the higher 
pump intensity enhances the first effect, larger pressures can be used. Fig. 3 
shows a typical result obtained with this laser system. The IR pulse was det­
ected with a very fast, calibrated pyroelectric detector (Molectron P03) and 
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the FIR pulse was detected with a n-GaAs photoconductor at a temperature 
of 6 К (see last section of this chapter). A more general feature shown here 
is the delay of the rising edge of the FIR with respect to that of the pump 
pulse. This delay is due to the time it takes for spontaneous emission to pro­
vide the photons necessary to initiate laser action, and is typically 50-200 ns. 
The width of the FIR pulses is approximately equal to that of the pump 
pulse, but there is a minimum width for the latter below which no FIR 
emission resulted, and which was about 100 ns, dependent on the FIR transi­
tion. The maximum width obtained for the IR pulses was 400 ns, probably 
limited by depletion of the inversion in the gas mixture after the Q switch. 
Finally, Table 1 summarises the FIR wavelengths obtained with this system. 
Their relative strengths are the same as observed in CW operation, suggesting 
that most of the stronger CW emissions could also be produced with an EQ 
switched system, which would give a fair coverage of the FIR spectral range. 
Table 6.1 FIR emissions from EQ switched laser system 
λ(μιη) 
229.1 
163.0 
118.8 
103.1 
96.5 
70.5 
57.0 
pump 
9P06 
10R38 
9P36 
9P36 
9R10 
9P34 
9R08 
medium 
CH3OH 
CH3OH 
CH3OH 
CH3OD 
CH3OH 
CH3OH 
CH3OD 
Ρ (Torr) 
0.45 
0.40 
0.60 
0.50 
0.60 
0.50 
0.60 
power (W) 
5 
1 
10 
2 
0.5 
5 
5 
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6.3 PULSE SWITCHED LASER SYSTEM 
6.3.1 Pulse switching 
The idea of using free carrier absorption and -reflection in semiconduc-
tors for modulating the intensity of long wavelength radiation is quite old. 
Already in 1965 Genzel22 described a device in which the free carrier con-
centration could be modulated by a RF voltage, thereby modulating the 
transmission. The development of pulsed, high power optical lasers makes it 
possible to obtain much stronger modulation and on much shorter timescales. 
Under illumination, free carrier densities in semiconductors of 102e m - 3 on 
picosecond timescales have been obtained. This makes these materials, though 
simple dieléctrica in equilibrium, nearly metallic. A schematic illustration of 
a switching set-up is given in Fig. 4. An intrinsic semiconductor slab under 
Brewster's angle with the incident radiation will have 100 % transmission for 
vertically polarised photons with energies much below the energy bandgap of 
the material. Above-bandgap photons will be absorbed and thus create an 
electron-hole plasma. Illumination with such light will therefore produce a 
spatially dependent plasma density profile, with a thickness of approximately 
the inverse optical absorption coefficient. For most semiconductors for 
photon energies somewhat above their bandgap, this will be around 1 μπι. 
This profile will change in time and space due to recombination and diffu­
sion, which makes it not straightforward to calculate the far infrared reflec­
tion or transmission of such a plasma. Therefore, the case of a semi-infinite 
plasma will be considered first. Its dielectric constant with the simple Drude 
Fig. 6.4 Principle of Operation 
j ^ of a FIR switch. 
CONTROL 
PULSE 
h 9 > E g
 л 
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INCIDENT Л2>г Л/' TRANSMITTED 
RADIATION tyr v RADIATION 
SEMICONDUCTOR 
S L A B 
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model is given by24: 
(wpr)2 ί·(ω 2r) 
еШ) = £
т
 + 1 г- + 71 / ч,ч 
L
 1 - (ωτ)2 (1 - (ωτ)2)ω 
(6.1) 
where eL is the lattice contribution and 
« * -
 n e 
m €„ 
(6.2) 
where ω
ρ
 is called the plasma frequency. It can be easily shown (see e.g. Ref. 
24) that for ω « ω
ρ
/ν^0 and шт > 1 the reflection of such a plasma becomes 
nearly 100 %. The penetration depth of radiation fulfilling the above condi­
tions is then given by24: 
d = 
,-1/2 
ω„ 
ω
2 
ω
2 
с (6.3) 
For carrier concentrations of 1025 m - 3 and m =0.1 m0, one finds for ωρ = 
6-1014 s - 1. This implies that the first condition is fulfilled for wavelengths 
longer than 8 μπι. The penetration depth of such radiation is then 0.5 μπι, so 
not larger than the initial width of the plasma profile and the plasma can in 
a reasonable approximation be considered as semi-infinite. 
As to the second condition. Table 2 lists the properties relevant to pulse 
switching for the most common semiconductors23. This condition is fulfilled 
for λ < Л
с
, which can be easily realised by the proper material choice. Furth­
ermore, the second condition is only necessary to make the reflectivity high 
under optical illumination. If one just wants to make the transmission small, 
this condition is not very important. 
For the 10 μπι wavelength range, this technique has been developed to a 
high perfection, making it possible to create pulses of a few picoseconds 
duration out of a CW beam25. There it is not so easy to fulfill the first con­
dition. For the FIR spectral range the second condition is the more restrictive 
one for reflection purposes. Still, quite high switching efficiencies have been 
reported20»26. In Ref. 26 a detailed calculation of the temporal and spatial 
development of the laser produced plasma is presented, and the resulting FIR 
reflection and transmission for a specific case. These calculations show that 
the simple picture outlined above is essentially correct. 
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Table 6.2 Semiconductor properties relevant to pulse switching. X
c
 is deter­
mined by 2кт цс/еХ
с
= 1 where μ is the room temperature mobility. 
terial 
Ge 
Si 
GaAs 
CdTe 
InSb 
type of 
I 
I 
D 
D 
D 
gap gap (eV) 
0.66 
1.12 
1.42 
1.56 
0.17 
A
c
^ 
340 
300 
600 
100 
1200 
6.3.2 Laser system 
For the FIR laser system described in this section, not only high tempo­
ral resolution ( s 1 ns) but also high power (> 1 kW) on many wavelengths 
was pursued. Therefore a TEA C0 2 laser was chosen as pump laser, as it can 
provide the high pumping power required by the Manley-Rowe limit 
PFIR Í ^ - P I R (6-4) 
z yIR 
However, normal TEA C02 lasers are highly inefficient pump lasers, as their 
emission bandwidth (~ 4 GHz) is very large compared to the absorption 
bandwidth of most lasing molecules (~ 40 MHz/Torr). Spectral matching can 
be obtained by using an intracavity Michelson interferometer27 or an 
étalon28. A more elegant method which was adopted here is to insert a low 
pressure gain section in the cavity29. As typical longitudinal mode spacings in 
a TEA resonator of practical dimensions are =; 150 MHz, and the gain 
bandwidth of the low pressure section is about 75 MHz at 20 Torr30, the 
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resonator can be tuned in such a way that only one longitudinal mode gets 
extra gain from the low pressure section. This one mode will build up faster 
than all the others, and will deplete the gain for all the others. Lasing will 
therefore occur on one longitudinal mode. As the large gain-bandwidth of 
the TEA C 0 2 laser is due to pressure broadening, i.e. homogeneous broaden­
ing, a large fraction of the energy available in the inversion can be trans­
ferred into this one mode. A disadvantage of this form of single longitudinal 
mode selection is that the emission frequencies are those of the low pressure 
C0 2 laser, and can not be tuned over the TEA bandwidth, as is the case for 
the other two methods mentioned31. Therefore the chance on coincidence 
with some molecular absorption is smaller. This is not a serious drawback, as 
extensive research for the CW case has resulted in many such coincidences, 
resulting in many efficient FIR emissions. 
In Fig. 5 the complete laser system, including pulse switches, is shown. 
The FIR laser32 is of the same design as the one described in the previous 
section and in chapter 2. The optical laser used to control the FIR switches is 
a flashlamp pumped Q switched Nd:YAG oscillator-amplifier (Quanta Ray 
DCR 2A) with filled-in beam optics. This laser produces up to 10 Joule in 8 
ns pulses, or, when equipped with a frequency doubler, 3 Joule in 6 ns for 
the second harmonic (λ = 530 nm). The TEA laser is a grating tunable Lum-
onics 800 with a low pressure section. The entire system is synchronised as 
illustrated schematically in Fig. 6 in order to minimise jitter between the FIR 
and the optical pulse, and can run at 10 Hz repetition rate. 
The polarisation of the FIR radiation is determined by that of the pump 
beam and can be parallel or perpendicular to it, dependent on the specific 
transition. As the output polarisation of the pump is fixed and the FIR 
switches require a fixed FIR polarisation, it is most convenient to flip the 
polarisation of the pump over 90° for some of the FIR laser lines. This is 
done by a device consisting of seven mirrors in a helical configuration33, as 
shown in Fig. 7. It is constructed from a plexiglass block in which the seven 
Au-Cr mirrors can be rigidly mounted34. After careful initial alignment with 
a He-Ne laser, it can be routinely inserted into the pump beam without 
altering its alignment with respect to the FIR laser and with negligible power 
loss (< 5 %). 
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22 
CK 
θ 23 7 
-18 
1 adjustable diffraction grating 13 
2 diaphragm 14 
3 NaCl Brewster window 15 
4 low pressure discharge tube 16 
5 TEA discharge tube 17 
6 outcoupling mirror 18 
7 polarisation flipper 19 
8 ZnSe focussing lense 20 
9 ZnSe AR window 21 
10 adjustable incoupling mirror 22 
11 waveguide 23 
12 outcoupling mirror 
quartz window 
switching unit 
Nd:YAG laser 
dielectric mirror 
beamsplitter 
Au mirror 
polariser 
semiconductor slab 
photo-diode 
photon drag detector 
beamsplitter 
Fig. 6.5 Set-up for pulse switched FIR molecular laser system. 
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Fig. 6.6 Electronic synchronisation for pulse switched FIR 
laser system. 
The FIR switches are shown in the inset of Fig. 5. There is one used in 
reflection, which, when illuminated by the YAG laser, directs the FIR beam 
towards the second one. The transmission of this switch is then switched to 
zero with a delayed fraction of the YAG pulse. If one assumes that the 
switching occurs instantaneously, and that the created plasma lives long 
enough, then simple geometric considerations show that the width of the FIR 
pulse appearing at the output port of the switching unit is given by: 
At = c\2d - elv 2n 
n^-l '11 (6.5) 
Fig. 6.7 Schematic view of polarisa­
tion flipper using seven mirrors. Big 
arrows show the propagation direction 
through the device, small arrows show 
polarisation direction. 
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where и is the refractive index of the semiconductor slabs, here for simpli­
city assumed to be equal, and d and e are defined in the inset. The maxi­
mum value of d that could be realised in this set-up was 1.5 m, yielding a 
maximum pulsewidth of 10 ns. Longer pulses were made by only switching 
off the FIR pulse, but then only semiconductors with an indirect gap can be 
used as switch, as the plasma lifetime is then sufficiently long (up to μ&). In 
direct gap materials, like GaAs, electron-hole recombination is so fast (< 1 
ns) that the holdtime of the switches becomes approximately the pulsedura-
tion of the YAG laser. 
In order to monitor the temporal behaviour of the system, several fast 
detectors were incorporated. Some of the YAG radiation that leaked through 
the first dielectric mirror was detected with a very fast solid state photodi­
ode, which provided a jitter-free reference signal for the switching. The 
TEA laser output was monitored by a fast photon drag detector. Data acqui­
sition could either be performed with sampling techniques or with single shot 
recording. For measurements where very high (r< 1 ns) or no temporal reso­
lution at all (e.g. response as a function of magnetic field) was required a 
PAR 162 boxcar was used. Single shot recording was either performed with 
400 MHz Tektronix 7834 storage oscilloscope or a 750 MHz Tektronix 7912 
AD transient analyser. In the latter case, the data could be easily transferred 
to a computer for numerical manipulation. 
The TEA laser can operate in single longitudinal mode operation on 75 
lines in 9.4 - 10.6 μπι range, yielding on the strongest lines over 500 kW in 
the initial pulse. The effect of the low pressure section is best illustrated with 
Fig. 8. For curve a the discharge through the low pressure section is turned 
off while for curve b it is turned on. Table 3 shows the FIR emission obta­
ined with this laser system. The power is determined with a calibrated pyro-
electric detector, but for long wavelengths this calibration becomes inaccu­
rate. For recent overview of laser lines obtained with TEA laser pumped FIR 
lasers, the reader is referred to Refs. 35 and 36. Comparison with the EQ 
switched system described in the previous section shows that the operating 
pressures are an order of magnitude larger, probably because of the same 
effect that explains the increase of the operating pressure of the EQ switched 
system with respect to a CW system. The very high pumping intensity here 
also makes that stimulated Raman scattering and superradiance can give con­
tributions to the emission. For some of the lines listed in Table 3 this is 
known to be the case at somewhat higher pump intensities (see for example 
Refs. 1 and 16). 
74 chapter 6 
Fig. 6.8 Output TEA СО
г
 laser on 
the 9P20 line: a) low pressure dis­
charge turned off b) low pressure 
discharge turned on. 
50 n s / d i v 
Table 6.3 FIR emission obtained from TEA laser pumped molecular laser 
with a 25 mm diameter quartz FIR waveguide. 
λ (μπι) pump medium Ρ (Torr) power (W) 
571 
496 
412 
385 
359 
292 
231 
215 
176 
151 
148 
114 
105 
90.9 
88.5 
66 
9P16 
9P20 
9R08 
9R?? 
9R12 
10R06 
9R30 
9R34 
10R20 
10P32 
9P34 
9R12 
9P40 
9R16 
9P20 
9P32 
CH3OH 
CH3F 
CH3F 
D 2 0 
CH3F 
NH 3 
CH3F 
CHjF 
CH3F 
NH3 
NH3 
D 2 0 
NH3 
NH3 
NH3 
D 2 0 
1 
3 
7 
5 
8 
20 
9 
9 
12 
9 
19 
8 
18 
10 
15 
8 
H O 1 
2 1 0 2 
2 1 0 2 
2 1 0 2 
5 1 0 2 
110 2 
1·102 
110 2 
2101 
2-102 
5 1 0 2 
2 1 0 2 
2-102 
2IO 3 
110 3 
MO3 
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The high pumping intensity makes the FIR gain bandwidth quite large. 
Several longitudinal modes of the FIR resonator can reach the lasing thres­
hold, and a rather chaotic temporal behaviour of the emission will result37, as 
was also observed here. In order to obtain smooth output pulses, it is neces­
sary to restrict oscillation to a single longitudinal and transversal mode of the 
resonator. One way to achieve this is to insert frequency selective elements in 
the cavity (for an overview see Ref. 1). There are however two major draw­
backs to this method It becomes very cumbersome to change the emission 
wavelength, and the output power is strongly reduced. The alternative chosen 
here was to go to shorter waveguides with smaller diameters. Reducing the 
length brings the longitudinal modes further apart, whereas reducing the 
diameter increases the vibrational relaxation rate at the cavity walls, which 
goes as one over the diameter squared38. Vibrational relaxation empties the 
lower laser level, thereby increasing the population inversion. This makes it 
possible to operate the laser at even higher pressures. At first sight this 
would seem undesirable as a higher pressure would further increase the gain 
bandwidth. However, this increase now is of a homogeneous character, 
implying that strong mode competition will occur, which can restrict oscilla­
tion to only very few modes, similar to the case of the TEA laser. Further 
improvement of the spectral purity can be obtained by replacing the hole 
outcoupling mirror by a mesh mirror39. The advantage of mesh mirrors is 
twofold: 
First of all, they dampen all transversal modes of the waveguide resonator 
equally strong, as opposed to the central hole couplers, that dampen those 
modes that have maximum intensity on the axis of the waveguide more 
strongly. As it happens, the lowest loss mode of a dielectric waveguide, the 
so-called ΈΜ^ mode40 has this property, whereas all other modes that are 
not too far up in loss have their maximum intensity off-axis. This means 
that a waveguide resonator with hole couplers may have comparable Q fac­
tors for several transversal modes, whereas a waveguide with mesh couplers 
would have a higher Q factor for the E H U mode than for all other modes. 
The short IR absorption length in the high pressure gas makes it unimportant 
to have an outcoupling mirror that reflects the pump beam. Therefore it is 
not necessary to use dichroic mesh-dielectric mirrors with which one can 
achieve the same, but which are complicated to manufacture41. Such mirrors 
are for the CW case, with much lower operating pressures, essential if one 
wants to obtain high spectral purity as shown in Ref. 42. 
The second advantage of mesh mirrors is that one can choose the reflectivity 
of a given wavelength by the choice of the grid constant. By choosing it so 
low that only the highest part of the gain-bandwidth curve can overcome the 
outcoupling losses, the number of longitudinal modes that can oscillate is 
again reduced. 
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Fig. 6.9 Outpul FIR laser, ΝΗ
χ 
pump 9R16. \=90.9 μηι. 
a) resonator length 1.2 m, waveguide 
diameter 25 mm, hole coupler, pres­
sure 10 Ton. 
b) resonator length 0.8 m, waveguide 
diameter 10 mm, mesh coupler, pres­
sure 50 Torr. 
50 ns/div 
The effect of the changes described above is best demonstrated with 
Fig. 9, for the case of the λ = 90.9 μπι line in NH3. Curve a shows the 
output obtained from a 1.2 m long resonator with a 25 mm 0 fused quartz 
waveguide and a 3 mm 0 hole outcoupling mirror, at the maximum pressure 
of 10 Torr. In this case, tuning the cavity length had no effect on the tem­
poral behaviour of the output. For curve b, a 0.8 m long resonator with a 10 
mm 0 fused quartz waveguide was used. The outcoupling mirror was a 500 
lines per inch electroformed copper mesh, and the (maximum) operating 
pressure was 50 Torr. Positions of the translatable incoupling mirror, spaced 
by s; 45 μπι, could be found where output as shown in curve b appeared. 
For the intermediate positions, strongly modulated pulses were obtained, sug­
gestive of multi-longitudinal mode operation. Comparison with curve a shows 
that hardly any power has been sacrificed. 
6.3.3 Switch performance 
The performance of Ge and Si switches was tested at several FIR wave­
lengths, ranging from 66 μπι to 496 μπι, using the fundamental and second 
harmonic wavelength of the YAG laser. The silicon switches consisted of p-
type material of 40 Пет resistivity and 250 μπι thickness. The germanium 
consisted of IR optical grade material of unknown purity and had a thickness 
of 3 mm. As the unilluminated FIR transmission of the Ge was already quite 
low (~ 20 %), probably due to free carrier absorption, it was only tested as a 
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reflection switch. 
It was found that the FIR transmission of the Si could be reduced by a 
factor of 103 in less than 1 ns for all wavelengths attempted, which for both 
values was limited by the experimental resolution. For the longer wavelengths 
(λ> 200 /ип), where divergence becomes stronger, it was necessary to focus 
the FIR radiation onto the switch because otherwise the YAG beam could 
not completely cover the FIR beam at the switch. The required optical 
energy was just above the lasing threshold of the YAG laser (=ί 100 mJ). 
Probably even less energy would have been sufficient, as indicated by the 
findings in ref. 26. For the reflection switches, values for the reflectivity 
under illumination ranging from 60 % for the short wavelengths, to 25 % for 
the longer ones were obtained, both for Si and Ge, with the fundamental 
emission frequency of the YAG, and pulse energies of ~ 1 J. Further incre­
asing the optical intensity decreased the reflectivity somewhat. Using the 
YAG second harmonic made no difference for the Si, but strongly decreased 
the reflectivity of the Ge at the same optical energy, even to values smaller 
than 1 %. This effect is probably due to strong heating of the plasma because 
of the large amount of phonons that is created in the cooling of the plasma, 
and which increases with the photon energy. The reflectivity values quoted 
above were obtained by comparison to the situation where the semiconductor 
slab was replaced by an aluminum mirror. The lower values at longer wave­
lengths may partly be due to the larger divergence of the FIR beam and 
partly to the fact that ωτ is no longer much larger than unity, and that there­
fore the plasma becomes somewhat absorbing. The rise time of the reflectiv­
ity was in between 1 and 2 ns, depending on optical pulse energy and on 
FIR wavelength. The reflectivity without YAG laser illumination by careful 
adjustment under Brewster's angle could be limited to =г 1 %. By inserting a 
wire polariser in front of the switch this could be reduced by nearly a factor 
of hundred, implying that the FIR polarisation is not complete. 
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6.4 FIR PULSE DETECTION 
In this section a very brief and schematic overview of devices suitable 
for the detection of FIR pulses is given. It is certainly not exhaustive and the 
references are meant as an entry into the literature available on this subject. 
For CW applications, the standard FIR detectors are the Golay cell and 
the pyroelectric detector, that combine good sensitivity with a convenient 
ease of handling. Unfortunately, both are based on the temperature rise the 
absorbed FIR causes in a macroscopic body. Especially the Golay cell is very 
slow because of this, with typical response times in the order of 10 ms. The 
pyroelectric detector can be constructed in such a way that it has a much 
smaller timeconstant (1-10 ns) but then one is then left with rather poor sen­
sitivity (< 10 μν/W). For pulsed applications, one can use these devices to 
measure the total energy in a pulse, which, if the temporal behaviour is 
known from a fast, albeit uncalibrated detector, can be converted to power. 
There are several approaches to the realisation of very fast and sensitive 
FIR detectors, the most important of which are photoconductors, bolometers 
and non-linear elements. The first group contains the FIR equivalents of the 
photoconductors used in the visible spectral range. These are devices where 
an incident photon that gets absorbed, frees one or more charge carriers. The 
most straightforward example of this principle are shallow impurities in sem­
iconductors. These form energy levels in the energy gap of the host, very 
close to either the conductionband (donors) or the valenceband (acceptors), 
out which carriers can be photoexcited. Well studied materials for this are Ge 
with shallow donors or acceptors, which operate at wavelengths shorter than 
115 μιη (Ref. 43, chapter 2), or GaAs with shallow donors, for wavelengths 
shorter than 220 μιη (Ref. 43, chapter 4), but in principle any semiconductor 
with shallow impurities will do. A slightly different approach was chosen by 
Norton44 who exploited photo-excitation out of shallow negative donor ions 
in silicon. There are several disadvantages to these devices. They have to be 
operated at very low temperatures in order to prevent thermal ionisation, 
they are affected by small electric and magnetic fields, and the dynamics of 
the recombination process, which determines the response time of the detec­
tor, is not fully understood. All this makes it difficult to tailor a detector to 
specific demands. In fact, some of these effects will be studied in detail in 
the following chapters. Still, subnanosecond responses have been obtained at 
satisfying sensitivities46. 
The group of fast FIR bolometers is much smaller. These devices rely 
on the change in conductivity of a carrier system when it gets heated by FIR 
radiation. The best known examples of this principle are n-InSb (Ref. 43, 
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chapter 3) and n-Hg^Cd^Te for χ < 0.446. All the disadvantages of the 
photoconductors apply also for the bolometers, which in addition are not so 
fast and operate sensitively only for λ > 200 μπι. 
The class of non-linear FIR detectors is a very promising one. The prin­
ciple of operation here is that the AC electric field of the FIR EM radiation 
is coupled into the device and drives an AC current through a non-linear 
element, which will then generate a DC signal. Many realisations of this 
principle have been constructed with different sorts or rectifying elements. 
The most studied ones are Schottky barrier diodes47, metal-insulator-
(semi)metal point contact diodes48 and Josephson tunnel junctions (Ref. 43, 
chapter 6). In all these devices the response is extremely fast, and limited 
only by parasitic electronic effects, which can be reduced by careful design 
and construction. The diodes can operate at room temperature and combine 
high sensitivity with low noise. The Josephson junctions are even superior in 
these two respects, but require operation at liquid helium temperatures, and 
function best for the long wavelength range. The discovery of new, high 
critical temperature superconductors may however eliminate both these dis­
advantages. 
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CHAPTER 7 
IMPACT EXCITATION AND BOTTLENECK EFFECTS IN 
THE PHOTORESPONSE OF HYDROGENLIKE IMPURITIES 
ABSTRACT 
First a brief introduction to the properties of shallow impurities in sem­
iconductors is given. Then the time-resolved far infrared (FIR) photoconduc­
tivity due to such impurities is discussed. For low bias electric fields a delay 
between the maximum of the FIR stimulus and the photoresponse is 
observed, and explained by the presence of a non-equilibrium phonon distri­
bution created in the photoconductivity process. For electric fields exceeding 
a few volts per cm, long tails in the photoresponse develop, which can last 
more than 10 μ5. A four level model involving impact excitation and -ionisa­
tion of excited impurity states is shown to be able to describe these observa­
tions. 
(Part of the work described in this chapter was published in Physica 134B, 
426 (1985) and Phys. Rev. В 35, 2391 (1987).) 
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7.1 INTRODUCTION 
Hydrogenlike impurities in semiconductors have been intensely studied 
during the past 20 years, mostly by FIR (magnetospectroscopy. Although 
their static properties are by now well understood, still very little is known 
about the dynamics of such a system. The interest in these impurities stems 
not only from their importance for semiconductor devices, but also from the 
fact that they can be easily treated analytically and can serve as a model 
system for localised states. This theoretical manageability stems from the 
strong analogy between shallow impurities and the hydrogen atom. For a rig­
orous, ab initio justification of this analogy, the reader is referred to Ref. 1, 
but the underlying physical picture can be easily grasped: Consider the case 
of a group IV atom, like Si, in a III-V lattice like InP. The impurity atom 
will be substitutionally incorporated on a group III lattice site, and 3 of its 4 
valence electrons will participate in the lattice bonding. The fourth electron 
is now attached to the core by the Coulomb potential of only one uncompen­
sated positive charge. The host lattice will affect this artificial, hydrogenlike 
atom in two ways. Its periodic potential will change the effective mass of the 
electron, usually to a much lower value than the free electron mass. The lat­
tice polarisability will result in a dielectric constant much higher than the 
vacuum value. This yields a binding energy which is a factor (m^m )e
r
2 
smaller than the hydrogen Rydberg energy and a radius which is a factor 
(під/т )€r larger than the hydrogen Bohr radius. This simple picture predicts 
that the properties of such donor impurities (a similar argumentation can be 
given for acceptors) do not depend on the chemical nature of the donor 
atom, and on the host only through the effective mass and the dielectric 
constant. In practice, a very small effect of the core can be observed (the 
central cell correction) but this is negligible for all the phenomena to be dis-
cussed below. 
The energy spectrum and wavefunctions of the hydrogen atom are of 
course well known2. The eigenstates are given by the three quantum numbers 
n,l,m and the eigenenergies are given by: 
Enlm = % * (7.1) 
and are degenerate in the angular momentum quantum numbers 1 and m. 
The situation becomes more complex if a magnetic field is applied. The 
problem is no longer analytically solvable, and one has to resort to variatio-
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Fig. 7.1 Energy levels of some 
bound states of shallow donors in 
InP as a function of magnetic field. 
Also shown are the lowest two 
Landau levels. 
ÜI ι ι - l 
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Magnetic field [T] 
nal3 or numerical4 methods. The result of such procedures is shown in Fig. 1 
for some of the levels in n-InP that are relevant to the rest of this chapter. 
Also shown are the two lowest Landau levels, i.e. the levels associated with a 
free electron in a magnetic field. Optical transitions between the bound 
states6 and between the Landau levels are possible. But in addition to these, 
transitions under emission or absorption of phonons are possible between all 
states, and these turn out to be the dominant processes. As there is no equi­
valence to this for the case of atomic hydrogen, the theoretical descriptions 
of the phonon processes have not yet reached the level that has been achi­
eved for the photon processes. The number of experimental studies on the 
dynamics of these systems is also quite limited, and a short overview is pre­
sented below: 
High power CW FIR lasers have been used to saturate the ls-2p_ and 
ls-2p+ transitions and the cyclotron resonance
6
'
7
 in the exemplary hydrogen­
like material GaAs. Lifetimes have been inferred from such measurements 
assuming two- or three-level models. One of the conclusions was that very 
long lifetimes of up to 500 ns can be found for the 2p_ state which thus acts 
as a bottleneck in the de-excitation process under phonon emission. Similar 
results were found by Muro et al. for Ge8 and by Müller et al. for n-InSb9 
using the same technique. The latter also obtained lifetimes from photocon-
ductivity decay experiments, which did however not agree with the value 
found by the saturation method. 
Very long lifetimes of the conductionband population have been reported by 
Ohyama et al. for n-InP10 and by Brown et al. for n-GaAs11. The exact 
cause for these effects was not determined. 
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In this chapter experiments are described that study the dynamics of 
hydrogenlike impurities under pulsed FIR excitation, under influence of 
external electric and magnetic fields. It is found that, depending on the 
values for these fields, both short (^ 50 ns) and very long (~ 10 μβ) conduc-
tionband lifetimes can be obtained. Furthermore, a delay· between response 
and stimulus is noted, indicative of a non-equilibrium phonon distribution 
created by the photoconductivity process. Models are presented to explain 
these observations. 
7.2 EXPERIMENTAL SET-UP AND RESULTS 
The experiments were mainly performed on high purity n-InP, but also 
samples of n-GaAs, p-Ge and η-Ge, materials that are also well described 
by the hydrogen model, were studied to see whether the phenomena 
observed are intrinsic to the hydrogenlike nature of the impurities. The pro­
perties of the samples used are summarised in table 1. They were provided 
with ohmic contacts, mounted at the end of a light pipe and immersed in 
liquid helium. The photoconductive response was measured by monitoring 
the voltage across a 50 fl series resistor. Either a constant voltage or a con­
stant current were applied to the sample. 
Table 7.1 Sample properties 
nple 
1 
2 
3 
4 
5 
6 
material 
n-InP 
n-InP 
n-InP 
n-GaAs 
n-Ge 
p-Ge 
μ(77Κ) 
(mVVs) 
11.4 
12.9 
12.3 
7.5 
— 
— 
N D - N A 
(1014 cm"») 
2.3 
1.6 
1.1 
1.4 
8.0 
2.0 
The FIR radiation was generated with the EQ switched laser system, and 
occasionally with the pulse switch laser system, both described in chapter 6. 
The Q switch produced quite a lot of stray electromagnetic radiation. Careful 
shielding proved inadequate to prevent pick-up by the high resistance sam­
ples, and therefore a phase-sensitive technique was employed: The pump 
laser beam was chopped at 11 Hz, and the boxcar that was used for the data 
acquisition, was set to a very small timeconstant, which enabled phase-sensi­
tive detection at its output at the chopping frequency. Fig. 2 shows a typical 
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Fig. 7.2 Photoconductive response of sample no.3 
below VT at 4.2 К а: В = 5.75 Τ; b: В = 0. 
with bias 
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Fig. 7.3 Development of short-term photoresponse of sample 
no. 3 at 4.2 К for increasing FIR pulse width. The stimulus 
pulse for response (b) is shown as the dotted line and the 
overshoot t is indicated. 
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result obtained in this way, with a very low bias electric field. For the nar­
rowest laser stimuli, the decay is adequately represented by a simple expo­
nential. Applying the resonant magnetic field for the ls-2p+ transition for 
the wavelength used (3.75 tesla and 118.8 μιη respectively) causes a small 
albeit significant increase of the decaytime, an effect which will be further 
elaborated on in chapter 9. 
The FIR pulse was monitored with a n-GaAs photoconductor ( N D - N A ~ 
2-1021 m" 3 in a separate cryostat, at a temperature of 8 K. Estimated res­
ponse time was 10 ns (Ref. 12), and therefore its photoresponse will faith­
fully reproduce the FIR pulse shape. On comparing this monitor signal with 
the InP response, a definite delay of the maximum of the latter with respect 
to the maximum of the GaAs response maximum is visible (Fig. 3). On vary­
ing the FIR pulsewidth at constant peak power, it is found that this delay 
increases approximately linearly with the integrated energy of the FIR pulse, 
as shown in fig 4. Care was taken to ensure that this effect was not an arti­
fact of the experimental geometry or the signal retrieving systems. 
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Fig. 7.4 Graph of overshoot versus integrated input pulse 
energy for sample no. 3 at 4. K. 
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Fig. 7.5 Characteristic tail patterns at 4.2 К for sample no.3 
at В = 0. The conditions of sample bias are a: 1.2 V/cm, b: 
1.4 V/cm, c: 1.6 V/cm. d: 1.8 V/cm and e: 4 V/cm. 
The comparatively simple photoresponse signal was observed to develop 
additional long term structure when the sample bias was raised above a cer­
tain threshold electric field VT, typically 1 V/cm. Figures 5 and 6, obtained 
with the boxcar, show the developments of these "tails" for B=0 and B=3.75 
tesla. By monitoring such responses in single-shot operation, it was found 
that the apparent noisy character of the tails is due to shot-to-shot variation 
in the amplitudes of the, individually smooth, tails, whereas the initial peak 
amplitude showed no significant fluctuations. Changing the bath temperature 
between 1.5 and 4.2 К was found to have no effect. 
The dependence of the photoresponse on magnetic field at different 
times after excitation was investigated. Figure 7 indicates the difference in 
spectral information carried in the initial pulse and in the tail. It is apparent 
that tailformation involves non-resonant processes, whereas the short term 
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Fi"^. 7.6 Characteristic tail patterns at 4.2 К for sample no.3 
at В = 3.75 T. The conditions of sample bias are a: 4 V/cm, 
b: 6.8 V/cm and c: 10 V/cm. 
response displays clearly the ls-2p+ transition at 3.75 tesla. VT was found to 
increase approximately linearly with magnetic field, which strongly suggests 
the participation of impurity states in an impact excitation process, as these 
levels move away from each other in magnetic field. The effects on both the 
initial and tail photoresponse of varying the incident laserpower are illus­
trated in Fig. 8 for the case of B=3.75 T. It is evident that the initial photo-
response is beginning to saturate for laser powers more than 0.2 W/cm2. The 
tail however displays markedly different properties. It reaches its maximum 
amplitude already at very low intensities. In zero magnetic field it decreases 
superlinearly as the intensity is lowered below its maximum value (=г 5 
W/cm2). All the results described up to now were obtained with n-InP. The 
GaAs and Ge samples, which were all less pure than the InP, did not show 
tail formation in zero magnetic field, but instead showed simple breakdown 
if the bias electric field was increased above ~ 1.5 V/cm, which is a well 
known effect13 due to avalanche impact ionisation that brings the sample into 
a low resistance state. By lowering the bias somewhat below the threshold 
voltage, the normal situation could be recovered. The threshold for this 
effect rises very rapidly with an applied magnetic field, and for magnetic 
fields above 1 tesla, no breakdown was observed. Instead, for electric fields 
above =г 3 V/cm (B=l tesla), tailformation similar to that in InP was 
observed both for GaAs and Ge (samples 4,5,6), indicating the universal 
hydrogenlike character of the phenomenon. 
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7.3 DISCUSSION 
7.3.1 Short term response 
The photoresponse in zero magnetic field is due to ionisation of shallow 
impurities by the FIR photons. For η-type material, the electrons are in­
jected into the conduction band by Α=ηω-Ε
κ d above the band edge, which 
for InP at λ= 118.8 μηι gives Δ=2.5 meV. Electron-electron scattering will 
very rapidly, within 10"11 s, thermalise the monoenergetic distribution14, 
which will then, under phonon emission, cool down to lattice temperature. 
The time-dependent electron temperature after an imaginary delta function 
excitation can be easily calculated, under the assumption of a constant elec­
tron concentration and an equilibrium phonon distribution at bath tempera­
ture15. The result is shown in Fig. 9 for the case considered above. The tem­
perature starts at Τ ~ 2Д/Зк ~ 20 К and after approximately 10 ns 
approaches lattice temperature. As the pulsewidths and relaxation times in 
T0 = 19.5 К 
Τ-, = 4.2 К 
ι I ι I 
О Ю 20 
Time [η s] 
Fig. 7.9 Calculated electron température as function of time 
after delta function ionising pulse of A = 118.8 μm and lattice 
temperature T1 = 4.2 K. 
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the experiments described here are much longer, this effect is not expected 
to be important. However, as will be argued below, the condition of a 
phonon distribution in equilibrium with the bath is not always fulfilled. 
During, but mainly after cooling down, the electron gas will recombine with 
ionised donors, preferentially into the higher bound states, as these have 
larger capture cross-section, under the emission of acoustic phonons16. 
The conduction band lifetime for the InP is roughly given by the 
difference in the observed photoconductive decaytimes for the InP sample 
and the GaAs monitor, as the lifetime of the latter is very short and there-
fore will display the FIR decaytime. From Fig. 2 a value of about 50 ns is 
deduced for that sample (no. 1). More accurate values for this quantity and 
its dependence on external parameters will be given in the next chapters. 
The slight overshoot observed in the InP response can be explained with 
the phonon population that is created by the cooling and recombination of 
electrons: As the FIR intensity starts to decrease, the InP carrier concentration 
will tend to decrease only slightly, as it is in a saturated regime (see Fig. 8) 
due to depletion of neutral donors. The mobility of the electron gas will start 
to rise as the phonon population starts to diminish by diffusion out of the 
epilayer. The time it takes for this for a layer thickness L is approximately: 
r^^h (7·2> 
where vB is the sound velocity and I the phonon mean free path. Taking for 
I the average separation between ionised impurities (£ =i 0.5 /xm), one obtains 
an order of magnitude value of 100 ns, in fair agreement with the observa-
tions. The resulting delay between maximum stimulus and response should 
increase as the number of created phonons is larger, i.e. for larger pulse 
energies, as is observed (Fig. 4). This effect is not expected to occur in the 
GaAs detector as the power incident on it is only a few percent of that inci-
dent on the InP samples and it is therfore not in a saturated regime. 
7.3.2 Long term response 
The fundamental mechanism thought to be responsible for the tails the 
photoresponse at V > VT is impact excitation and -ionisation of neutral 
donor atoms. This process occurs al lower electric fields than simple impact 
ionisation because of the presence of the photo-generated electron gas and 
the presence of many donor atoms in highly excited states which can be 
easily ionised. The mechanism was first invoked to explain changes in the 
impact ionisation and bottleneck effects 93 
Fi£. 7./0 Model of phonon recombination and impact excita-
tion processes. Only the transition rates relevant to the present 
model are shown. For the assignments of the populations, see 
text. 
magnetoresistance of n-GaAs17. The changes in excited state populations 
produced by this process have been investigated using FIR spectroscopy18. 
To model the dynamics of the tailformation, a rate-equation approach 
was chosen, assuming a certain number of bound states and the conduction 
band to participate in the process, with the appropriate transitions rates 
between them. There are in principle infinitely many bound states for a 
hydrogenlike atom, but a significant simplification can be obtained by noting 
that only a small number of these can be really considered as bound for a 
hydrogenlike impurity in a semiconductor 
First of all, the expectation value for the radius of the states increases rap-
idly for the higher ones: 
(rnlm> = l/2aB(3n> - 1(1+1)) (7.3) 
As soon as there is significant wavefunction overlap between spatially adja-
cent states, these can no longer be called bound but form a conducting band 
just below the conduction bandedge. Secondly, the very shallow character of 
the higher states makes them very susceptible to thermal ionisation, even at 
liquid helium temperatures. It turns out that both effects start to be impor-
tant for n=3 for the InP samples used here. The analysis of Brown and Rod-
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riguez16 shows that in zero magnetic field, the 2s-Is phonon transition is the 
bottleneck in the de-excitation. However, in a magnetic field it is likely that 
the lower lying 2p_ state can also act as a bottleneck, as is suggested by the 
lifetime measurements of Allan et al17. 
It was therefore attempted to model the tailformation with three bound 
impurity states plus the conduction band, as illustrated in Fig. 10. Here N 1 
represents the impurity ground state population, N 2 the 2p_ state and N 3 the 
2s state. The upward transitions in this figure are thought to be due to 
impact excitation and -ionisation and the downward ones to phonon emis­
sion. The rate equations pertinent to this model are: 
^ η = -αη(η+Ν
Α
) + rnNj + S(t)N1 (7.4a) 
£ N, = -¿„nN, + /?21N2 + β31Ν3 - β13ηΝ1 - SWNj (7.4b) 
£ N 2 = ^ N 3 - Z^nN, - β21Ν2 (7.4c) 
£ Ν, = cm(n+NA) - гпЫз - β3ίΝ3 + ^ „ n N , - β31Ν3 (7Ad) 
The source term S(t), representing the initial input of electrons into the con­
duction band by the FIR pulse was taken as a Lorentzian of the appropriate 
halfwidth. The return parameters β21 and β31 were chosen accordingly to the 
calculations of Ascarelli and Rodriguez19 for zero magnetic field. The recom­
bination parameter α was chosen in agreement with the observed conduction 
band lifetime (s 50 ns). The values chosen for the impact parameters r, β12 
and β13 are in agreement with those reported by Scholl
20
. It is possible to 
comment on the relative sizes of some of these parameters by analogy with 
the reported cross sections for electron impact in atomic hydrogen21. Such 
investigations have shown that the cross section for ls-2p_ impact excitation 
is at least a factor of 3 smaller than that for either ls-2s or ls-2p0 excita­
tions. Finally it is noted that the faithful simulation of the experimentally 
observed tails requires a minimal impact ionisation of the N 2 states. A rigo­
rous justification for this assumption cannot be given, but the small spatial 
extent of the 2p_ state4 seems in favour of it. Figure 11 displays a photocur-
rent simulation in which the parameter ^ 3 2 is set to zero. The striking simi­
larity between this computer-generated plot and the zero-magnetic field data 
implies a zero transfer rate between the N3 and N2 populations in the model. 
This is to be expected from the degeneracy of the 2s and 2p_ states at B=0 
and the population assignments previously discussed. By simply increasing 
^з 2, the effect of an applied magnetic field that lifts the degeneracy, can be 
simulated (Fig. 11a). The inset shows the simulated behaviour of the initial-
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Fig. 7.11 Simulations of photoconductivity. Appropriate 
experimental dala are reproduced for comparison, a: simula­
tion for resonant magnetic field: a = 610~s cm3s~1, r = 
б-ІО-* cm
3
s-\ ßn = 2-105 s'1, β.. = 10s s-\ β.. = З-ІО'9 
cm •s"
1
, β13 = 7.210-
9
 cmh-1, β31 = 5-10
s
 s'
1
. The initial N1 
= 2-101* cm'3 and N
a
 = 3I013 cm'3, b: simulation for zero 
magnetic field, as curve a, but with β31=0. The inset shows 
simulated amplitude versus intensity data for tail and initial 
response at B=3.75 tesla. 
and tail-responseamplitude as a function of incident power, with a fair 
agreement with the experimentally observed behaviour. 
It will be clear that the model outlined above and the values chosen for 
the transition rates are subject to quite large uncertainties. Therefore the 
dependence of the simulations on the choice of the relevant parameters has 
been considered. Figure 12 shows the effects of varying several parameters 
for a photoresponse simulation in magnetic field. Curve a shows the simula­
tion which most closely resembles the experimental data of Fig. 5. Curve b 
represents a slight decrease in the impact excitation parameters, correspond­
ing to lower bias conditions, in agreement with the observations. The curves 
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Fig. 7.12 Simulations of the photoconductive response for a 
variety of model parameters. Curve a has the same parameter 
choice as curve a of Fig. 11. Curve b as curve a, bul with all 
impact excitation parameters reduces by 5 %. Curve с as curve 
a, but with ß21 = 210s s'1. Curve d as curve a, but with ß21 = 
IO6 s -1 . Curve e as curve a, but with ß31 = 5-105 s'1 and 021 = 
5-Ws s'1. 
c,d and e demonstrate the effects of varying the recombination rates. They 
show that the results are quite dependent on the parameter values. However, 
the hydrogenlike model underlying the simulations makes it unphysical to 
vary the parameters independently. The observation of the same phenomenon 
in several different materials, with different sets of values for the parame-
ters, underlines this. Still, the credibility of the simulations is limited to a 
demonstration that impact excitation can explain the observed photoresponse 
tails. 
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7.4 CONCLUSION 
We have studied the photo-conductive response of high purity n-type 
InP to FIR pulses of λ = 118.8 μπι. At low biases a delay between the 
maxima of the stimulus and of the response was noted. This delay is inter­
preted a characteristic time during which the electron mobility rises while 
the acoustic phonons that are created in the PC process are ejected out of the 
epilayer. 
For higher biases, the photo-signal developed a long tail extending to 
several tens of microseconds. The magnetic field dependence of the threshold 
electric field for this to occur suggest impact excitation to be the cause. A 
rate equation model has been proposed to describe this phenomenon. The 
(numerical) results of this model show fair agreement with the experimental 
observations for realistic parameter values. As the effect is also observed in 
GaAs and Ge, we feel that it is intrinsic to a system containing hydrogenlike 
impurities. This might then explain other observations of long conduction 
band lifetimes in InP1 0 and GaAs11. 
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CHAPTER 8 
TIME-RESOLVED RECOMBINATION DYNAMICS 
OF PHOTO-IONISED HYDROGENLIKE IMPURITIES 
ABSTRACT 
The dynamics of recombination of photo-ionised shallow impurities and 
free electrons is investigated on a nanosecond timescale by monitoring the 
photoconductive decay of high purity n-InP after pulsed FIR excitation. The 
effects of several parameters like temperature, electric fields, doping concen-
tration and excitation intensity on the recombination process have been in-
vestigated and models are proposed to explain the observed phenomena. 
(Part of the work described in this chapter is accepted for publication in 
Solid State Electron.) 
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8.1 INTRODUCTION 
The shallow donor in many III-V semiconductors is known to be a good 
analogue of the hydrogen atom. Especially in GaAs and InP, the agreement 
obtained between experiments and hydrogenic theory is very good1»2 (for a 
brief introduction to this theory, the reader is referred to chapter 7). How-
ever still very little is known about the dynamics of this system. In this 
chapter, experiments are presented that study the recombination of photo-
ionised shallow donors in n-InP. This recombination occurs through capture 
of the free electron in some bound state, most likely a highly excited one, 
followed by a cascade down to the impurity ground state. The dominant pro-
cess in this energy relaxation is phonon emission3. Other channels might be 
photon emission or Auger type processes (two free electrons coming together 
at an ionised impurity with which one of them recombines whereas the other 
carries off the excess energy, see e.g. Ref. 4). The cross-section for the 
former process has been shown to be too small to account for experimental 
results3. Electrical pulse experiments in Ge5 and Si6 indicate that the Auger 
process might already be important at moderate carrier concentrations. How-
ever, especially donors in Si do not behave very hydrogenlike. Furthermore 
in both cases very large electric fields were used for generation and probing 
of the recombining electron population and it is therefore doubtful if it was 
in equilibrium. The evidence for Auger recombination from such measure-
ments has also been disputed elsewhere7. 
FIR optical excitation has many advantages over the methods employed 
so far in studies of recombination. Using photon energies just above the ion-
isation energy of the impurities makes it possible to create a cold electron gas 
(see previous chapter), something that cannot be achieved with electrical or 
short wavelength excitation, where hot electron effects introduce additional 
complications. 
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8.2 THEORETICAL BACKGROUND 
The dynamical properties of a free electron-ionised impurity system are 
most easily described with a rate equation approach8. The generally accepted 
expression, taking into account the most likely processes is then for n-type 
material8: 
^ = AT(ND - N A - n) + A ^ (ND - N A - n) + A 0 (N D - N A - n) 
-BTn (N A + n) - Bjn^NA + n) - B 0 n (NA + n) (8.1) 
where η is the free carrier concentration, N D the donor concentration and 
N A the acceptor concentration. (Here the temperature is assumed to be so 
low that the concentration of free holes is negligible.) The first three terms 
on the right-hand side represent free carrier generation due to thermal (T), 
impact ionisation (I) and optical (O) processes respectively, with the corres­
ponding transition rate parameters. The last three terms describe the free 
electron-ionised donor recombination due to phonon emission. Auger pro­
cesses and photon emission respectively. Fortunately not all these processes 
contribute significantly to the dynamical behaviour of the system. 
In a first approximation, one can state that the optical rates are much 
too small to explain the experimental observation3 and that at very low tem­
perature, thermal (phonon) ionisation is also a very unlikely process. This 
implies that one can put effectively AT = A 0 = B 0 = 0. Furthermore, it is 
generally believed that at impurity concentrations where one still expects 
hydrogenlike behaviour of the individual impurity atoms (ND < 1015 c m - 3 
for GaAs and InP), the Auger process is also a unlikely one, as it requires 
two free electrons to come together, more or less simultaneously, at an ion­
ised donor. At low temperatures and electric fields, the kinetic energy of the 
free electrons will be insufficient to ionise an impurity atom, implying that 
Aj s 0 under these circumstances. We will return to the validity of these 
assumptions later on. Equation (8.1) is now reduced to: 
^ = - BTn (NA + n) (8.2) 
If one considers the recombination of a photo-created free electron-ionised 
donor system, whith initial electron concentration of n0, one finds from eq. 
(8.2): 
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Ν* 
n(t) = (8.3) 
(1 + Ν
Α
/η 0 )· 6 Β τ Ν Α ι - ι 
Only for n 0 « N A , this can be approximated by 
n(t) ~ η 0 ε " Β τ Ν Α ' (8.4) 
So by monitoring the decay of the free electron concentration one can find 
B T N A . This can be done by measuring the conductivity as a function of 
time, under the assumption that the electron mobility does not change much 
during the decay process. This is not obvious, as the major scattering 
mechanism at low temperatures is ionised impurity scattering (for an exten­
sive review on this subject, see Ref. 9). One could argue that when a large 
fraction of the donors is photo-ionised, the electron drift mobility will be 
lower due to the larger concentration of scattering centers. However, the 
photo-created electron gas will strongly screen all ionised impurities so this 
would enhance the mobility. Using the Brooks-Herring formalism10, that 
takes both of these effects into account, it is found that the calculated 
mobility values for the samples used in this study (see next section) are only 
very weakly dependent on the degree of photo-ionisation of the donors. It 
seems therefore justified to acscribe a change in the conductivity of the sam­
ples during FIR irradiation and the subsequent recombination process entirely 
to a change in carrier concentration. 
In the treatment presented up to now, the presence of many bound 
states for each impurity atom has not been taken into account. Rather, the 
interactions of free electrons with these states have been lumped into one 
parameter. However, experimentally it is known that the higher bound states 
can strongly affect the dynamical behaviour of an impurity system, as was 
already indicated in the previous chapter. Eq. (8.1) therefore has to be modi­
fied in order to incorporate these states: 
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^ = ^ A T i N D i + ^ А ь п Ы 0 1 + ^ A 0 i N D i 
i i i 
- ^ BT in(NA + n) - Y^ BhnKNA + n) - ^ B 0 i n(N A + n) (8.5) 
where the summation runs over all bound states and N D i represents the pop­
ulation of the i-th bound donor state. Some simplification can be obtained by 
noting that the photon- and phonon term are analogous in appearance and 
that the phonon processes have a much higher probability than the corres­
ponding photon processes3. One may therefore neglect the photon terms. A 
further simplification can be made by noting that, although the hydrogen 
atom has infinitely many bound states, only a very small number of these 
can be considered as bound in the case of a hydrogenlike impurity in a 
semiconductor. In chapter 7 it was argued that due to wavefunction overlap, 
only states with principal quantum number up to 3 can be considered as loc­
alised for n-InP with impurity concentrations of about 2-1014 cm"3. This is 
consistent with experiments using Fourier transform spectroscopy, where the 
highest transition observed on comparable material is ls-3p (Ref. 2). 
If one would want to solve eq. (8.5), one needs also to know how the 
electrons are transferred between the bound states. The dominant processes 
here are the ones under absorption or emission of longitudinal acoustical 
phonons12'13. One can write down a set of rate equations for the populations 
of these bound states and solve them consistently with (the simplified version 
of) eq. (8.5). Although this can be easily done numerically, there are too 
many unknown parameters in these equations to make a meaningful compar­
ison with experimental result possible. Therefore two different approximative 
approaches were taken, an analytical one and a numerical one, as described 
below. 
First of all, it turns out to be possible to find a meaningful analytic 
solution making the following approximations: 
(1) The dominant free carrier recombination process is under phonon emis­
sion. 
(2) The dominant free carrier generation process during decay is impact 
ionisation. 
(3) The transitions between bound states do not strongly affect the free car­
rier concentration. 
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The first two conditions will hold at low temperatures and low electric fields. 
This is not necessarily the case for the third one but we will come back to 
this later. The entire problem has now been reduced to finding the solution 
of the following differential equation: 
M M 
^ = ^ А ц П N D i - ^ Г в Т і п (N A + η) 
i=l i=l 
(8.6) 
We introduce 
M 
B T Ξ y ВТІ 
і=1 
and fi = 
Ν Di 
N D - N A 
(8.7) 
where M is the number of states that can be considered as bound, and the 
fractional bound state occupation f¡ will in general be a function of time t 
and electric field E. Equation (8.6) now reads: 
dn 
dt 
M 
Σ 
i=l 
AüfiíE,!) η (ND - N A - η) - Β τ η (NA + η) (8.8) 
Although the f¡ may change strongly during the decay process, the quantity 
between square brackets will not change that much. A first indication for 
this can be seen from: 
M M 
Σ w-Ν.-i!.A-.Zw 
i=l i=l 
(8.9) 
Furthermore, as the decay sets in, the populations of all bound states will 
start to increase at the expense of the free carrier concentration. So the frac­
tional occupation of each bound level (fj) will not change much. Only when 
some bound state populations grow whereas others diminish, some {•l will in­
crease whereas the others will decrease. It seems therefore permissible to 
assume that 
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M 
cKE.t) Ξ ^ T A ^ E . Í ) (8.10) 
i=l 
does not change during the free carrier decay. Further support for this 
assumption will be presented below. Equation (8.8) is then readily solvable 
for an electron concen 
n(t) 
where 
A 
В 
г" * 
We thus recover the same non-exponential behaviour as under neglect of 
impact ionisation or the presence of many bound states (cf. eq. (8.3). Both 
effects are however expected to show up in the values one finds for the 
decay time r and its dependence on electric field and boundary conditions. 
If one would like to study the population of the bound states or the 
effect of Auger processes, the simple analytical method outlined above 
cannot be used. The approach used for that purpose is to solve the complete 
set of rate equations for the conduction band and bound state populations 
numerically. The assumption made here is that the transitions of electrons 
into or out of donor atoms happen only at the highest bound level. The jus­
tification for this is that the interaction of a bound state with the conduction 
band drops off as a high power or as an exponential of the separation 
between them, for phonon13 and Auger4 processes respectively. A further 
reduction of the complexity is obtained by noting that among the bound 
states with a given principal quantum number, the s-states (zero angular 
momentum) interact most strongly with each other and with the conduction 
band13. Therefore only these states are retained in the analysis, which 
reduces the set of equations to be solved to: 
itration starting at n 0 : 
=
 В 
(1+А)е1/т - 1 
=
 B T N A - α (ND - N A ) 
n0(BT + a) 
_ B T N A - a (ND - N A ) 
BT + a 
(8.11) 
(a) 
(b) (8.12) 
= B T N A - a (ND - N A ) (c) 
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dn 
dt 
dt 
d N 2 g 
dt 
dN 
= ATNgg + Ajn Njg - B T n ( N A + n) - В ^ М д + η) 
= - T ^ + W dt Ів-^Зв1 le Ν , . + W ^ s . N a , - (W, 'Зв-.ів + ^ 3 β — 2β) N 3 Í 
-
 ^ і в — 2 в ^ І 8 + ^Зв-^гв^Зв " (^гв-^Зв + ^2в-*1в) ^2в 
1в 
dt = W 2 ^ 1 8 N 2 B + W ^ ^ N ^ - ( W ^ j . + W ^ j . ) N l B (8.13) 
The transition rates W ^ j between the bound states under phonon emission 
(E; > Ej) or phonon absorption (E i < Ej) can be easily calculated following 
Brown and Rodriguez (Ref. 13). A final reduction of the number of un­
known parameters in eq. (8.13) can be obtained from the principle of deta­
iled balance1 4. This principle states that for a system in thermodynamic equi­
librium the rates of a given process and of its reverse balance each other 
exactly. This implies that 
A T N 3 s = Β τ η ( N A + n ) (8.14) 
and 
Ajn N33 = B ^ O M A + n) (8.15) 
where η and N^ have to be evaluated for a fictitious single level impurity of 
ionisation energy E = £33 = E R y d / 9 in thermodynamic equilibrium. This can 
be done for zero electric field1 4, yielding: 
η = 
2 (N D - N A ) 
2 N A 
1 +
 Tïfe + 
2 N A 
1 + — ^ 
Nc 
2 N D - N A 
1/2 
(8.16) 
where 
_ 2 J 27rm kT L 
l Ä2 J 
N. = 2 i 2 7 П 1 ? . к Т Y (a) and θ = exp (Ë/kT) (b) (8.17) 
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and N
c
 is the conduction band density of states. In non-zero electric field, η 
will be larger than the value given by (8.16) and the ratio of generation over 
recombination rates will therefore increase as one would expect (see also 
section 8.4.4). It is however beyond the scope of this work to attempt to in­
corporate this quantatively (see ref. 15). 
With the approximations made, the number of undetermined parameters 
in the rate equations has been limited to two (e.g. Bj and BT) and one might 
hope to find these from a comparison with experimental results. It should 
however be stressed that the drasticness of the approximations does not war­
rant a quantitative reliability of such comparisons. 
8.3 EXPERIMENTAL DETAILS 
As was argued above, it is possible to determine the recombination of a 
free electron gas resulting from the photo-ionisation of shallow impurities by 
simply monitoring the conductivity. The samples studied here in this way 
consisted of unintentionally doped epitaxial n-InP, grown by chloride vapour 
phase deposition16 and metal-organic chemical vapour deposition17. Their 
properties, as determined from galvanomagnetic measurements18 and lumi-
nesence experiments19 are shown in table 1. The samples were typically 3 x 3 
mm
2
 squares with in each corner an electrical contact. The contacts were two 
by two connected so that two opposing sides of the sample were more or less 
equipotentials and the bias electric field inside the epilayer was homogeneous. 
The contacts consisted of alloyed tin dots and for one sample it was tested 
(by varying the separation between them) that the contact resistance does not 
Table 8.1 Sample properties 
nple 
1 
2 
3 
4 
5 
6 
/477 K) 
(m2/Vs) 
12.3 
11.4 
13.3 
9.2 
7.6 
10.4 
ND 
(1014 cm"3) 
3.1 
4.2 
3.9 
9.4 
9.7 
4.4 
NA 
(10 1 4c 
1.9 
2.0 
0.2 
0.8 
6.0 
3.6 
cm
- 3) 
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contribute significantly to the total sample resistance, not even under intense 
FIR irradiation. Therefore the two-terminal resistance of such a sample is 
proportional to the resistivity of the material and inversely proportional to 
the electron concentration. The two-terminal conductance was measured by 
putting a 50 Ω resistor in series with the sample, applying a constant voltage 
across the two and monitoring the voltage across the resistor. As the sample 
resistance never was found to be smaller than 1 k(l, this is a fairly accurate 
method to measure the conductivity. The signal could, when necessary, be 
amplified by pulse amplifiers (risetime 2 ns) and was recorded with either a 
Tektronix 7834 storage oscilloscope or a Tektronix 7912 AD transient ana­
lyser. In both cases the data were digitised for numerical manipulation later 
on. The sample and the series resistor were mounted at the end of a light 
pipe that was placed in a bath cryostat. 
The FIR radiation used in this experiment was generated with the pulse 
switched laser system described in chapter 6. The wavelength used was 90.9 
μτη which is the strongest line available, implying that very high degrees of 
photo-ionisation can be obtained. Only a transmission switch was used and 
the FIR pulses were switched off at approximately 50 ns pulse duration. This 
guaranteed that a large fraction of the electrons that were photo-injected into 
the conduction band, had cooled down to lattice temperature (see chapter 7) 
before the actual decay was studied. The FIR intensity could be varied with 
calibrated attenuators. The maximum intensity on the sample is estimated to 
be 200 W cm"2. 
The decay curves obtained in this way were evaluated by taking the 
signal amplitude at 8 or 10 equidistant times, starting at the onset of the 
decay, up to a time where this amplitude had decreased by about a factor of 
ten. To this set datapoints a curve of the form 
ЭД
 • (1 + А)ех ) - 1 < 8 · 1 8 > 
was fitted by minimising the sum of the squares of the differences between 
calculated and measured values at the sampled times. It was checked that the 
uncertainty in the values obtained in this way for В and τ, due to noise, 
small baseline shifts etc. was about 5 %. This was also the case for the value 
of A, for A < 2. For larger A, the uncertainty rapidly becomes larger, and 
for A > 10 often fits to a simple exponential decay were just as good and 
gave then the same value for r. This is to be expected, as it means that n 0 « 
N A . The same uncertainties were found for the reproducibility of the values 
for A,B and r for two different decay curves under the same conditions. 
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8.4 RESULTS AND DISCUSSION 
Fig. 1 shows a typical decay obtained for sample 1 with a curve fitted 
according to eq. (8.18). For comparison, a simple exponential curve, as in eq. 
(8.4) giving the closest fit to the experimental data is also included and it is 
clear that this fails to describe the result within the experimental uncertainty. 
The non-exponential shape of the data curve is a direct consequence of the 
fact that n 0 can become larger than N A under the condition of intense FIR 
illumination realised here so that the concentration of recombination centers 
i.e. ionised donors may vary significantly during the decay. (This concentra­
tion would be essentially constant if n 0 was much smaller than N A and 
would be approximately equal to N A . 
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F Í £ . 8.1 Photoconductive signal after cessation of the laser 
pulse (t=0) for sample 1 at a temperature of 4.2 К and bias 
electric field 1.2 V/cm. Dotted line: best exponential fit, for 
solid line: see text. Inset shows the actual signal: /=0 is indi­
cated with an arrow. 
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The value obtained for τ will, according to the simple analytic model 
presented in the previous section, be dependent on N D , N A , Ε, Τ and n 0 in a 
very intricate way: 
г"
1
 = BT(E,T) N A ^ Α ^ Ε / Ό ^ Ε , Τ , Π , , , Ν Ο , Ν Α ) (ND - N A ) (8.19) 
In the following, several of the parameters on which r depends will be dis­
cussed. 
1 2 3 
Temperature [к] 
Fig. 8.2 Temperature dependence of the photoconductive 
decay time for sample 1 at a bias electric field of 0.8 V/cm. 
The solid line is a simple power law fit to the datapoints and 
corresponds to an exponent of 1.7 ± 0.1. 
8.4.1 Temperature dependence 
Fig. 2 shows the observed temperature dependence of τ for sample 1. 
The solid line is a fit to a simple power law, and yields as an exponent 
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1.7±0.1. This is in good agreement with the results obtained for shallow 
donors6 and shallow acceptors7 in germanium and with theoretical estimates 
by Brown and Rodriguez13, which illustrates the universal character of 
hydrogenlike impurities in semiconductors. In the aforementioned calcula­
tions, the major contribution to the temperature dependence of the total re­
combination cross section was found to originate in the temperature depen­
dence of BT. Such a conclusion can however not be reached from these 
measurements, as the temperature dependence of the second term in eq. 
(8.19) or the neglected thermal ionisation terms (AT i, see eq. (8.5)) may cause 
the observed dependence. An attempt was made to extend the simple analyti­
cal model that led to eq. (8.19) by including the thermal ionisation terms AT i 
is a similar way as this was done for the impact ionisation terms. Unfortu­
nately, comparison of the resulting expression for the carrier concentration as 
a function of time with the experimental data did not yield a significant 
improvement of the fit quality, which was probably limited by the uncerta­
inty in the data. However, the good agreement with the calculations suggests 
that it is the temperature dependence of BT that is shown in Fig. 2. 
8.4.2 Electric field dependence 
Fig. 3 shows the variation of τ'1 with bias electric field obtained from a 
series of fits for sample 1. Similar behaviour was also observed for the other 
samples investigated and at slightly higher temperature for sample 1 (Fig. 4). 
The general features are that r - 1 decreases linearly with increasing electric 
field up to a certain field (typically 0.5 V/cm) above which the dependence 
levels off or even reverses sign. 
This behaviour can be understood from eq. (8.19) in the following way: 
At the low electric fields used here, the average thermal kinetic energy of 
the free electrons, even at liquid helium temperature, still exceeds the extra 
average kinetic energy gain from the electric field. Therefore only very few 
electrons will be accelerated by the field to velocities above the average ther­
mal velocity. As BT(T,E) depends on Τ and E only through the velocities of 
the electrons participating in the recombination process, its value will only be 
slightly lowered by the electric field. A
n
(T,E) depends in the same fashion 
on Τ and E, but as there is a minimum electron velocity needed to ionise a 
bound state, the few electrons that are accelerated above the average thermal 
velocity may increase A|¡ significantly. One would therefore expect that the 
dominant electric field dependence of τ at low temperatures and electric 
fields occurs through Ah. Calculations indicate that the impact ionisation 
coefficient increases more or less linearly with electric field15. Little can be 
said about the electric field dependence of the fjiE.T), but it seems unlikely 
that major redistributions between the bound state populations will result for 
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'и 30 
Electric Field ( сітГ 
Fig. 8.3 τ" 1 obtained from a series of fits of the photocon-
ductive decay for sample 1 as a function of bias electric field 
at full laser power at T=2 K. A linear dependence for the 
data at the lowest bias fields is indicated. 
low electric fields as compared to the zero field case. Therefore α (eq. (8.10)) 
will be approximately linear in E, and from eq. (8.19) one finds: 
1 dr-i 
N. dE 
dBf N
r 
Ν , 
Ν, дЕ 
Σ 
An f, 
* - с, - с2 (N D /N A - 1) (8.20) 
where Cj and c2 are positive constants. Fig. 5 does indeed show this func­
tional relation, in support of the correctness of the simple model that led to 
eqs. (8.11) and (8.12). The experimentally observed breakdown of the validity 
of eq. (8.20) at higher fields can have several causes. It is possible that the 
assumptions made to derive the simplified differential equation (8.10) are no 
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Fi'ir. 8.4 τ'1 as a function of bias electric fields for several 
samples at full laser power ai T=4.2 K. A linear dependence 
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Fig. 8.5 Electric field dependence of τ~1/Ν^ at low fields 
versus Nß/N^ -LA linear dependence, as predicted by eq. 
(8.20) is indicated 
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longer valid in this field range e.g. because transitions between bound states 
due to impact excitation start to occur, as the results of chapter 7 suggest, or 
that α is no longer constant during the decay. It should however be noted 
that the (non-trivial) temporal behaviour of the decay curve (eq. (8.11)) is 
observed with high accuracy up to fields of 1 V/cm, where τ no longer 
obeys eq. (8.20). 
8.4.3 Excitation dependence 
Fig. 6 shows the variation of r - 1 with FIR intensity for sample 1 at a 
fairly high bias (0.5 V/cm). As there is no FIR radiation present during the 
actual decay, its obvious effects on the time constant must occur through the 
boundary conditions of the process i.e. the distribution of the electrons over 
the conduction band and the bound states at the onset of the decay. Evi-
¿- 30 
о 
25 
20 -
J ι ι ι ι J I l ' i ' 
10 
Laser intensity (%) 
100 
Fig. 8.6 r"1 obtained from a series of fits of the photocon-
duclive decay for sample 1 as a function of incident FIR in­
tensity at T=2 К and a bias electric field of 1.0 V/cm. The 
line is only meant to guide the eye. 
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dently, the initial population of excited bound states will decrease with dec­
reasing FIR intensity and therefore also impact- and thermal ionisation will 
decrease, making the decay effectively faster. If one neglects the thermal 
ionisation, eq. (8.19) is expected to apply. As the impact ionisation coeffi­
cients Ajj increase with increasing principal quantum number (i.e. shallower 
state), one finds that r - 1 will be larger if more impurity atoms are in the 
ground state and less are in the excited states. Along this line, one would 
expect that as long as the bias electric field is below the value for ground 
state impact ionisation (А^ ss 0), the limit of zero FIR intensity (^ = 6^) 
will yield a value of τ - 1 close to that determined at zero bias for any FÌR 
intensity. Comparison of Fig. 3 and Fig. 6 shows that these two limits yield 
the same value for τ for sample 1, which is the purest one investigated. Any 
difference should come out of the electric field dependence of B T (which 
was above argued to be small), out of thermal ionisation effects (which are 
also expected to be very small at low temperature), or out of the presence of 
built-in electric fields. The good agreement obtained shows that these effects 
are indeed negligible for this sample. The intensity dependence for the other 
samples investigated has been found to be similar. They all show a signifi­
cant decrease in г with decreasing FIR intensity. Table 2 summarises the 
limiting values of τ obtained. It shows that the two limits do not coincide for 
the other, less pure samples. As the values for г have been obtained at the 
same bias electric field and temperature as for sample 1, the difference has 
to stem from built-in electric fields. We will elaborate on this in the next 
section. 
Table 8.2 Observed decay raies, extrapolated to zero intensity and zero elec­
tric field 
Sample r » (E=0) τ" 1 (1=0) 
(IO6 s"1) (IO6 s"1) 
1 27 27 
2 30 40 
3 4 22 
4 16 23 
5 37 
6 22 94 
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Fig.8.7 τ~1/Ν^, extrapolated to zero electric field, as a 
function of N¿. The solid line is only meant to guide the eye. 
8.4.4 Doping dependence 
In writing down a rate equation like (8.1), one implicitely assumes 
that the recombination is a two body process (or a three body process for 
Auger recombination) i.e. the presence of other impurities does not affect the 
recombination probability of an electron with a given ionised donor. This 
will be correct for very low impurity concentrations, where the average 
inter-impurity spacing is much larger than the (excited state) Bohr radius. 
However, for III-V semiconductors like GaAs or InP, this condition is barely 
fulfilled for the purest material available. For sample 1 one finds an average 
interimpurity spacing of (3/4?rNI)1/3 ~ 84 nm whereas the expectation value 
for the radius of a 2s electronic state in InP is11 3/2 aB 22 ~ 48 nm. The 
presence of impurities will afffect the recombination in several ways. They 
will scatter free electrons and thereby reduce the diffusion coefficient and 
charged impurities introduce strong and rapidly varying electric fields in the 
material (Ref. 20 and references therein). These will cause Stark shifts of the 
bound state levels and will facilitate thermal ionisation (the Poole-Frenkel 
effect, see e.g. Refs. 21 and 22). They may even cause field emission out of 
a neutral donor (Ref. 23 and references therein). 
Field assisted thermal ionisation will effectively increase the ATi. This is 
given for a constant electric field E by21: 
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А Т І ( Е ) 
А
Т І
(0) •{fï\'<[ê->hà + I (8.21) 
where β is given by β = (е3Е/те)1/2. With an electric field of 10 V/cm at 4.2 
К this gives a factor of three increase in the thermal ionisation, and this 
factor increases rapidly with electric field. 
The classical condition for field emission is23 : 
E > - т ^ - = , *r d,„ .^ (8-22) 
e<r>nim « a B n
2 {3nM(l + l)} 
which for an electronic 3s state in InP yields a threshold of 75 V/cm. This 
may seem high compared to the bias electric field, but such fields have a 
finite probability to be present24. Furthermore, in a quantum-mechanical 
treatment there is already a finite probability for emission at much lower 
fields. The ultimate effect on the photoconductive decay time is then deter­
mined by the capture into excited bound states as compared to all ionisation 
mechanisms, including field emission. This is demonstrated by fig. 7, where 
т - ^ Е ^ / М д is shown as a function of N A . Without the notion of a built-in 
electric field, the simple analytic theory outlined above states that 
r"
1(E=0)/NA = BT (eq. (8.12)) and therefore a constant. The experimentally 
observed sharp drop of ' ' " 1 /N A at acceptor concentrations above 1·10
14
 c m
- 3 
implies therefore an increase in ionisation probability or a decreasing recom­
bination probability due to some mechanism not included in this model. The 
built-in electric field, and therefore the field emission probability and the 
field assisted thermal ionisation are proportional to N A (Ref. 24), so the drop 
in Fig. 7 could be explained by this. A drop in recombination probability 
could be ascribed to a decrease in diffusion coefficient due to ionised impur­
ity scattering, which makes that an electron will encounter less ionised 
donors per unit time. However, the observed drift mobility at 77 K, which is 
also proportional to the diffusion coefficient, does not show a correlation 
with the values for r " 1 /N A . This possibility has thus to be considered as 
unlikely. The drop of τ~ϊ/Ν
Α
 is therefore tentatatively attributed to built-in 
electric field effects due to the presence of ionised impurities. A more affir­
mative statement cannot be made as no detailed theories on these effects for 
hydrogenlike impurities in spatially rapidly varying electric fields are avail­
able. 
A further phenomenon dependent on the doping concentration, that 
has not been considered up to now is screening. The free electrons and those 
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bound to impurities wil redistribute themselves in space under the influence 
of a Coulomb potential, thereby reducing the effect of such a potential far 
away. Estimates of the screening length for the simplest possible case, a 
single-ionisation energy impurity system25, yield values of the order of the 
the Bohr radius for the samples investigated in this chapter. These values 
show only a slight dependence on the ionisation fraction of the donors, and 
are therefore constant during the decay. This is a rather awkward intermedi­
ate region as it means that screening cannot be completely neglected, nor that 
the impurities, whose average spacing is also of this order, can be considered 
as non-interacting. The more realistic case of an impurity system with many 
energy levels of which also the higher ones can be partly populated, as is 
relevant to the experiments described here, has not been considered in the 
literature. The good agreement between the experimental observations and 
the simple theory outlined above suggests however that screening effects are 
not very important. 
8.4.5 Numerical solution 
In all the experimental results described up to now, the temporal 
behaviour of the PC decay could be accurately described by a form a given 
by eq. (8.18). However, for the samples with the lowest acceptor concentra­
tion, i.e. a long PC decay time (samples 3 and 4) under high excitation in­
tensity conditions, this was no longer the case. Fig. 8 shows a result obtained 
for sample 3, with 100 Wem"2 incident FIR power. These data cannot be 
fitted by an expression like (8.18). The best attempt to do this is shown in 
the figure (curve A). The simple behaviour is recovered at lower excitation 
intensity (curve B). In order to explain the faster initial decay noted under 
high intensity conditions (Ξ large initial free electron concentrations), Auger 
recombination seems to be a likely candidate. The simple model used so far 
could be extended to incorporate this effect, but additional approximations 
would have to be made to obtain an analytic solution. Therefore it was pre­
ferred to solve an approximative set of rate equations (eqs. (8.13)) numeri­
cally as described in section 2. The phonon recombination BT was deduced 
from low intensity measurements on the same sample. With a value of Bj ~ 
410 2 1 cm6 s - 1, good agreement between theory and experiment is obtained; 
Fig. 9 shows the numerical solution for the conduction band population 
(curve N
c
 (1)). The agreement with the experimental data (>) is clearly much 
better than for the best fitting curve according to eq. 8.18 (curve N
c
 (2)), 
which in addition has very extreme parameters (r=7 μβ). The value for Bl is 
consistent with theoretical estimates4 for a hydrogenic level of ^ 1 meV 
binding energy that is believed to be the dominant trapping level for the 
samples studied here. 
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Fig. 8.8 Normalised photoconductive signal after t=0 for 
sample 3 at T=3 K, and bias electric field of 1.0 V/cm. Fits 
to data at (A) - 100 % and (B) - 7.5 % laser intensity. 
Also shown in Fig. 9 are the populations of the bound states involved 
in the recombination. Clear population inversions are found that can last tens 
to hundreds of nanoseconds. As only s-states are incorporated in the analysis, 
between which no optical transitions are allowed11, no statements on the 
feasibility of optically pumped FIR laser action can be made. Now that the 
population of the bound states during the decay is known, it is possible to 
calculate the a (eq. (8.10)) that we have assumed to be constant during the 
decay in order to find an analytic solution. In order to do so, one has to 
make an assumption on the binding energy dependence of the ionisation 
coefficient Ац. Calculations show15 that this dependence is linear, α calcu­
lated in this way is shown in Fig. 9, and the assumption is shown to be cor­
rect. The numerical approach has also been applied to other samples and the 
same conclusion holds there. Furthermore, when applied to experimental res­
ults where eq. (8.18) does hold, the numerical approach agrees with the ana­
lytical one. 
Finally, with the numerical model it is also possible to check the 
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Fig. 8.9 Experimentally observed PC decay for sample 3 at 
T=4 К and bias electric field 1.0 V/cm (>). Shown are the 
bound state populations NVN2 and N3 and the conduction band 
population N
c
 for: 
(1) best fit using numerical solution of rate equations, with 
parameters Bl = i J / O
- 2 1
 cm
6
 s
- 1
 ,Β
τ
 = 2-10'7 cm3 r 1 
,NC(0) = 7.2-70" cw"3, Nl = 7J-7014 cm-
cm"
3
 and N3 = 0.5-10
1
* cm'
3
. 
(2) best fit to simple analytical solution, with τ = 7 μ5 
N2 = 0.7-70
14 
assumption that transitions between bound states do not strongly affect the 
free carrier concentration. This assumption was made without a priori justifi­
cation in order to be able to find an analytic solution to the problem. We 
empirically find that the only intra-impurity rate that affects N
c
 at all is 
\ з8_,2в, which has a value of about 5.510
7
 s"
1
. This means that the removal 
of electrons out of the 3s state is faster than their entering, especially for the 
samples with N A < 10
14
 cm
- 3
. Therefore the removal of electrons out of the 
conduction band is dominated by their capture in the highest bound state. 
Together with the constantness of a, justified above, this gives support to the 
correctness of the analytic model. 
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8.5 CONCLUSION 
We have shown that the recombination of free electrons with ionised 
hydrogenlike donors in InP depends on temperature, electric field, boundary 
conditions and doping concentration. Extending the common rate equations 
to incorporation of the higher bound states makes it possible to understand 
most of the observed phenomena and a simple analytic model is proposed to 
describe these. A numerical approach has been taken, including Auger re-
combination, to explain the observed temporal behaviour of the recombina-
tion at large free electron concentrations. From this, also justification for 
some of the assumptions in the analytic model is obtained. 
In view of the theoretical and experimental support for the analytic 
model, one could think of using measurements of the recombination decay 
time for determination of both ND and NA, especially for material of high 
purity where galvanomagnetic measurements are cumbersome. 
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CHAPTER 9 
TIME-RESOLVED FIR MAGNETOSPECTROSCOPY OF 
HYDROGENLIKE DONORS IN HI-V SEMICONDUCTORS 
ABSTRACT 
The recombination dynamics in magnetic field of shallow donors and 
electrons in n-InP has been studied, by measuring the photoconductivity 
decay, after resonantly populating the (bound) 2p+ donor states or the (free) 
N=1 Landau state. This has been done as a function of temperature and 
magnetic field strength, using samples of different impurity concentrations. 
The observed temperature dependence of the decay time seems well expla-
ined by the temperature dependences of the recombination cross section and 
the concentration of recombination centers (ionised donors). The magnetic 
field dependence is strongly affected by the acceptor concentration NA. For 
low NA, the observed lifetimes decrease monotonically with increasing mag-
netic field and the 2p+ and N=1 decay times are equal within the experi-
mental uncertainty. For larger NA, they are only equal for fields above 5 
tesla, whereas both show a maximum around 3 tesla. For still higher fields 
the decay times tend to become independent of NA. These results can be 
understood from the calculations on the relevant transition rates under 
phonon emission or absorption that are presented here. 
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9.1 INTRODUCTION 
FIR magnetospectroscopy of shallow impurities in semiconductors has 
been intensively studied both for fundamental reasons1 and as an assay tech-
nique for contaminants2. (For a brief introduction to shallow impurities, see 
chapter 7.) In parallel with this considerable experimental effort, theoretical 
studies of neutral hydrogen-like systems have abounded, with especial refer-
ence to the determination of energy levels in a magnetic field using appro-
priate numerical or variational techniques. The magnetic quantisation of the 
energy levels of free electrons into Landau levels (LL) has led to speculations 
on the possibility of constructing a tunable FIR solid-state laser3 which rec-
ently has been realised4. All the descriptions of these effects require knowl-
edge of the lifetimes of electrons in both bound and free states and the tran-
sition rates between them. Such information cannot be easily obtained from 
CW spectroscopy. 
The use of time-resolved (TR) FIR methods to investigate the relaxation 
processes makes it possible to monitor the dynamics of individual transitions 
by appropriate choices of wavelength and magnetic field. In addition, the 
experimental conditions can be chosen to ensure that the electron population 
is in (quasi-)equilibrium with the lattice. This cannot always be assured in an 
electrical pulse or short wavelength (optical) laser experiment. 
The most sensitive experimental technique for CW magnetospectroscopy 
involves the measurement of the photoconductive (PC) response of the 
sample to FIR radiation. The mechanism generally accepted for this process5 
is that following photo-excitation electrons return to the ground state via in-
termediate bound states with the emission of acoustic phonons. This de-exci-
tation process has been analysed in detail by several workers. Transition rates 
obtained from this analysis indicate that the rate determining step in the 
decay process is a bottleneck at the 2s state in zero magnetic field. The 
behaviour of energy-relaxation lifetimes in n-GaAs for processes in magnetic 
field, involving Landau level (LL) and impurity levels (IL) has been experi-
mentally determined with saturation-absorption measurements6'7. These res-
ults and direct TR studies in InP8 (see also chapter 7) indicate that the 2p_ 
state is also likely to act as a bottleneck in the decay process. Other tech-
niques used to measure or infer such lifetimes include cyclotron resonance 
induced conductivity9 and FIR cyclotron emission under hot electron condi-
tions10. Allan et al6 state that the rate determining step for the effective life-
time of an electron in the 2p+ state, is the transfer of such electrons from 
the 2p+ to the N=0 LL. This lifetime is found by these workers to be inde-
pendent of NA and to decrease in a magnetic field. Bluyssen et al9 deduce 
that the lifetime of the N = 1 LL is of the order 1-100 ns, decreasing smo-
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othly with increasing temperature. This conclusion is strengthened by a direct 
measurement11 of PC decay in GaAs. Muller et al12 have studied the satura-
tion absorption, cyclotron emission and PC decay following excitation by a 
voltage pulse or a long wavelength laser pulse for InSb. They conclude that 
the lifetime of the 2p+ state is independent of NA and decreases with mag-
netic field. 
Although several calculations of the phonon transition rates in zero mag-
netic fields have been given in the literature13'14 , there appears to be a con-
spicuous absence of calculations of the effect of a magnetic field on these 
rates. 
In this chapter, an experimental study of TR FIR magnetospectroscopy, 
using PC detection in a number of samples of high purity InP, is described. 
The samples have differing degrees of compensation, and one aim of the 
work is to investigate the effect that this may have on lifetimes in view of 
the rather indirect measurements in GaAs6'7 . The PC is investigated in mag-
netic fields up to 8 tesla, and the decay of the photosignal for both the reso-
nant ls-2p+ and cyclotron resonance (CR) PC is monitored. FIR pulses of 
duration 10-50 ns and rapid cut-off time (< 1 ns) are used to excite the PC 
in the samples. The use of this fast-pulse technique enables effects indicated 
in chapter 7 to be systematically explored. Decay schemes are proposed to 
account for the observed behaviour of the lifetimes as a function of magnetic 
field. A calculation of the transition rates for acoustic phonon assisted decay 
in a magnetic field is presented for the decay channels proposed. 
In section 2 we discuss the experimental arrangement and sample char-
acteristics used in our measurements. In section 3 the energy level diagram 
used to interpret the data is briefly reviewed. In section 4 the theory of 
phonon-assisted transition rates in a magnetic field is given, but the details 
are confined to the Appendix. Finally, in section 5 the experimental results 
are presented as a function of both temperature and magnetic field. These 
results are also discussed in that section. 
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9.2 EXPERIMENTAL 
Samples of high purity epitaxial indium phosphide were used in this in­
vestigation15: the electrical properties of these samples are listed in Table 1. 
The specimens were provided with ohmic contacts and mounted in an 8 tesla 
cryostat with light pipe access. Pulses of FIR radiation with controllable 
width (10-50 ns) and sharp cut-off (1 ns) were generated by the pulse 
switched laser system described in chapter 6. The maximum laser power at 
the sample was 100 W cm - 2: this intensity was attenuated when necessary. 
Table 9.1 Sample properties 
Sample μ(77 К) N D N A 
(mVVs) (1014 cm"3) (1014 cm"3) 
1 12.3 3.1 1.9 
2 13.3 3.9 0.2 
3 7.6 9.7 6.0 
In view of the possibility of impact ionisation phenomena and the for­
mation of "tails" in the photoresponse of InP even for modest sample bias 
voltages8, the bias applied to the samples is kept low (E < 1 V cm - 1). The 
experiments were performed in the constant voltage mode. The signal gener­
ated across a 50 Ω resistor in series with the sample was initially amplified 
by pulse amplifiers (risetime < 2 ns). At high exciting FIR intensities. Auger 
and impact re-excitation effects can be important, even at very low bias 
electric fields16 (see chapter 8), and the decay curve cannot be described by 
a single parameter. However at low intensity (n « N A ) one can analyse data 
of the type shown in figure 1 with a simple analytical expression of the 
form 
n(t) = n0exp(-t/reff) (9.1) 
thus obtaining a value for the effective conduction band lifetime r
e f f. The 
intensity of the FIR was always reduced as much as necessary to observe 
clear resonances as a function of magnetic field. The analysis of the raw data 
was done in the same way as described in chapter 8 for the zero magnetic 
field case. 
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Fig. 9.1 Decay of the resonant ls-2p+ photosignal after ter­
mination of a A = 148.5 μτη wavelength pulse for sample 2 at 
4.2 K. Bias electric field 0.8 V/cm, magnetic field 5.90 T. 
The dashed line is an exponential fit to the data. 
9.3 RECOMBINATION MODELS 
Although the present experimental techniques provide a direct measure­
ment of fgff it is necessary first to present a brief outline of the recombina­
tion models used to interpret the measured variation of this quantity with 
magnetic field and temperature for the cases of resonant ls-2p+ and CR 
photoconductivity. 
First the ls-2p+ case will be considered. From the well-known diagram 
of the energies of LLs and ILs in magnetic fields (see chapter 7), and from 
copious previous experimental work it can be concluded that at magnetic 
fields greater than approximately 3 tesla, the 2p+ state is at a higher energy 
than the N = 0 LL. This situation is depicted in figure 2(a). A FIR photon 
resonantly excites electrons from the Is state into the 2p+ state and it is 
assumed that in the specimens used in this investigation conduction occurs in 
extended states only; for the case of figure 2 conduction in the N = 0 LL is 
considered solely. With reference to figure 2(a), it may be seen that at the 
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Fig. 9.2 Schematic of transitions between LLs ( ) and ILs 
(—) for (a) ls-2p+ resonant PC and (b) cyclotron resonant 
PC. BS represents a generalised bound state. Absorp­
tion/emission of photons and phonons is indicated. 
termination of the laser pulse electrons will continue to enter the N = 0 LL 
from the 2p+ state (accompanied by phonon emission) or from lower bound 
states (accompanied by phonon absorption). At fields less than about 3 tesla 
the N = 0 LL will be populated by phonon absorption processes from the 
2p+ level. For both magnetic field regimes the de-excitation is a cascade 
mechanism involving acoustic phonon emission13»14, as illustrated. 
Figure 2(b) illustrates the situation under CR conditions. The mechanism 
which gives rise to PC under CR conditions has been shown to be the 
change in the N = 0 population at resonance, rather than a significant change 
in electron mobility11. The relative efficiencies of radiative and non-radiative 
transitions have been discussed elsewhere13. Under conditions of high mag­
netic field (B > 10 Τ for InP) the Is level will pin to the N = 0 LL and the 
2p+ level will pin to the N = 1 LL
17
. It is evident that under such conditions 
the transitions depicted by the two figures become essentially identical. 
Clearly the numbers of ionised donors in the material may have an 
effect on the rate-determining steps in the de-excitation mechanisms illus­
trated in figures 2(a) and 2(b): this matter is considered further in section 4. 
In order to study such effects experimentally, samples with a wide range of 
acceptor concentrations N A , are used in this work. 
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9.4 CALCULATION OF TRANSITION RATES IN A MAGNETIC FIELD 
The rates for electronic transitions into and between hydrogen-like 
bound impurity states, accompanied by the absorption and emission of pho-
nons, have been previously calculated in zero magnetic field13»14-18. The rates 
have been shown to be greater than those for optical transitions. Optical 
transition rates have also been calculated in a magnetic field19. In this section 
we investigate the effect of a magnetic field on the transition rates under 
phonon emission and use the results to interpret the PC decay times shown in 
figure 4. 
In order to calculate these rates it is first necessary to know the wave-
functions and energy levels of the hydrogen-like impurity in the presence of 
a magnetic field. These are not known analytically and a variety of 
approaches have been used to determine them. The exact wavefunctions can 
be expanded into a set of functions and the resulting coupled differential 
equations for the multiplying functions solved20, or alternatively perturbation 
theory may be used21. However, the majority of authors have used some 
form of variational calculation. Yafet et al22 (YKA), Wallis and Bowlden23 
and Narita and Miyao24 have used a Gaussian type of trial wavefunction. 
This choice of wavefunction permits a considerable development of the 
problem and is accurate for very high fields when the magnetic potential is 
more important than the Coulomb potential. Other authors have used more 
hydrogen-like trial wavefunctions25 or have used a large number of basis 
functions. These latter treatments are numerical and do not have the simpli-
city of the Gaussian choice of trial wavefunction. Most of the calculations 
concentrate on the behaviour of the energy levels in a magnetic field and 
give little information on the field-dependence of the wavefunctions. This is 
unfortunate since the behaviour of the wavefunctions is just as important as 
that of the energy levels in determining the electronic transition rates. 
In view of the lack of previous calculations of the phonon-assisted tran-
sition rates, we have performed the simplest possible calculation which reve-
als the physical features of the problem. Namely, we have calculated the 
transition rates using the YKA Gaussian choice of variational wavefunctions 
for the bound states and free-electron Landau-like wavefunctions for the 
continuum states. This choice allows analytic progress to be made, but the 
results can only be qualitative since the wavefunctions are always less accu-
rately known than the energy levels in a variational calculation. The deriva-
tion of the transition rates is given in the Appendix, but the analysis is in-
troduced here, together with a discussion of the results. 
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We have calculated the electronic transition rates in the presence of a 
magnetic field В in the ζ direction for transitions from the 2p+ state to the 
N = 0 LL (Г
с
) and for the N = 0 LL into a variety of bound states (Г
ь
). We 
use^  λ to denote the set of quantum numbers for any state. The transition rate 
RjJ -ι for an electronic transition from a state Λ to a state λ' with emission of 
phonons of wavevector q is 
Rf* = fA(l - fA') (nq + 1) Wfч (9.1) 
where n q is the phonon occupation number for a state with phonons of 
wavevector q and frequency ω , and ΐχ is the electron occupation number 
for a state of energy Е
д
 . nq will be given by a Bose-Einstein distribution 
for the phonons but is, just as fA, not necessarily an equilibrium distribution 
for the bath temperature, as was already indicated in chapter 7. fA will be 
determined by the dynamics of the photoconductive excitations and decays, 
whereas η will be determined by the phonon generation rates during the 
decay and the phonon diffusion coefficient. As the experiments described 
below are performed under low excitation conditions, the phonon generation 
rate will be low, and η will be close to the thermal distribution. The transi­
tion probability for going from λ to λ', W^'i, is calculated in first order per­
turbation theory, using Fermi's Golden Rule: 
Wf* = ψ|(A|Hq|À')|2 5(EV - Ε λ - ftü,q) (9.2) 
where Hq is the electron-phonon coupling Hamiltonian for phonons of 
wavevector q as defined in equation A.l. 
The transition rate R^'q for a transition from state λ' to a state λ with 
absorption of a phonon is 
Ч'
Л
 = W - fA) nq Wfriq (9.3) 
and W^'q = W^ A . The nett transition rate into the state λ from λ' is 
R f 4 - Ч'
Л
 = [fA (1 - fA') + (fA - fA') n,] Wf* (9.4) 
The second term can be neglected for Äu>q » kT but the phonon absorption 
is important for transitions between states of similar energy. In the Appendix 
we outline the calculation of W^'·4 for a variety of possible transitions. 
We now draw attention here to some of the features of the results which 
are of importance in explaining the experimental data that will be presented 
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in the next section. All of the transition rates which we have calculated are 
proportional to a factor of the form 
q0
n
exp[-2a2q02] (9.5) 
where η is typically 2, q0 =ДЕв/й 8, νβ is the sound velocity in InP, ΔΕ Β is 
the energy separation of the two levels and 
a? 
a
2
 = irr (9.6) 
1
 + a ^ 
а
л
 is the length scale for the orbit of the bound state perpendicular to the 
magnetic field as defined in equation A.2 and £B = (h/eB)1'2 is the magnetic 
length. The factor (9.5) accounts for the drop-off of the decay times for 
large magnetic fields B. The other factors in the transition rate also depend 
on B, but it is the exponential dependence which dominates the behaviour. 
In zero magnetic field, a = а
д
 =; З.ОІО-8 m typically, and q0 = 1.910
8
 m"
1 
for ΔΕ
Β
 = 0.6 meV. At a magnetic field of 10 tesla, а
д
 will have decreased 
noticeably (typically by 2/3 according to YKA25), and £B= 8-10"9 m. There-
fore 2(aq)2 is reduced from 4.7 to 0.5 as В increases from zero to 10 tesla, on 
the assumption that ΔΕ
Β
 remains unchanged. For many bound states, the 
energy levels run parallel to the N = 0 LL over a wide range of B, so that 
this assumption is a good one. Thus the transition rate will increase by a 
factor of approximately 70 due to the exponential factor alone. The other 
factors will all decrease this to some extent, so that the observed order of 
magnitude change in r
e f f over this field range is reasonable. Therefore the 
decrease of the PC decay time in field is seen to be a direct consequence of 
the shrinkage of the bound state perpendicular to B. This shrinking of а
л
 in­
creases the matrix element, since there are less phonon wavelengths within 
the spatial extent of the corresponding wavefunction. 
Expression (9.5) has a maximum when 2(aq0)2 = 1 for n= 2, which cor­
responds to phonon energies of s 0.1 meV. Therefore the transition rates are 
fastest for levels close to the N = 0 level. However if they are too close there 
will be a large probability of re-excitation to the conduction band due to 
phonon absorption (kT ~ 0.3 meV). Therefore the optimum level for effi­
cient removal of electrons probably lies 0.5 to 1 meV below the N = 0 state: 
the 2s or the lower-lying η = 3 states are likely candidates. 
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We next discuss the reason why the transition rate Γ,. is much faster than the 
rate r b . Гс is the rate for transitions from the 2p+ state into all the N = 0 
LLs by emission or absorption of a phonon. It follows from A. 11 that the 
coupling is efficient for states with angular momentum - |m| , for which the 
quantity: 
m!
 а
з
 + 4 
is of order unity since the terms in the summation decrease rapidly with in­
creasing m. This implies electrons can scatter into states with m down to |m| 
= 4 = M for typical values of parameters. The transition rate from all N = 0 
levels into a bound state is comparable with Г
с
. However, the PC decay rate 
involves transitions from a particular N = 0 state into bound states of all 
impurities within range. If we average this over the range of kE wavevectors 
(-k0 to +k0) which are occupied by the electrons participating in the PC pro­
cess then 
7ГГ
С 
Г в =
 (1 + M)k0d ( 9 · 8 ) 
where d is the impurity spacing. Since d < 10"7 m and k0 = 5 χ IO"
7
 m"
1
, 
then Г
ь
 ~ Г
с
/8. Thus the transition rate from the 2p+ into the N = 0 state is 
faster due to the difference in the number of available final states. From the 
results of the Appendix we estimate that Г
с
 ~ 108 - 109 s"1 for typical 
values of the parameters and therefore Г
ь
 is comparable with the observed 
PC times of several tens of nanoseconds. 
2m (9.7) 
134 chapter 9 
9.5 RESULTS AND DISCUSSION 
9.5.1 Temperature variation of r. eff 
Figure 3 shows the photoconductive decay time measured as a function 
of temperature for the low compensation sample (sample 2), for both CR and 
resonant ls-2p+ PC. The sample bias is low in this case in order to prevent 
heating. It is seen that both curves exhibit characteristic maxima at approxi-
mately 15K. 
In the previous chapter, the temperature dependence of the recombina-
tion time in zero magnetic field was investigated, and found to be in agree-
ment with earlier reports for that of shallow impurities in germanium. We 
attribute the characteristic maximum in Fig. 4 to the temperature dependence 
of both the recombination cross section and the number of recombination 
centers, i.e. ionised donors. It was shown in the previous chapter that l/reff is 
proportional to the number of recombination centers and to the recombina-
tion parameter 
Fig. 9.3 Température dependence 
of the PC decay time for sample 2. 
Bias electric field 0.8 V/cm, λ = 
148.5 μη. Δ : resonant Is-2p+ PC, 
cyclotron resonant PC: O. 
5 10 
Temperature 
15 
K) 
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= (ND Вт)" 1 (9.9) 
т
+ where N D is the ionised donor concentration and BT is the recombination 
coefficient for phonon emission processes. The thermal exhaustion of the 
neutral donors follows from elementary theory as: 
N
n
 - N A 
N
n -
 N A + /τ: /UXA Г ( 9 · 1 0 ) 
D A exp (ER y d/kT) + 1 
where E R d is the shallow donor ionisation energy. B T will decrease as the 
temperatur is increased due to the thermal re-excitation of electrons in 
excited bound states17. It seems permissible to assume that at the relatively 
low magnetic fields used here, the temperature variation of BT is similar to 
the zero field case, i.e. 
BT = B 0 -A 0 T
Œ
 (9.11) 
with α ~ 2. Convolution of eq. (9.10) and (9.11) generates a temperature 
dependence of r
ef f with one characteristic maximum. Taking the experimen­
tally observed zero field values, together with appropriate sample parameters, 
it is estimated that this maximum occurs at a temperature of 15 K., which is 
in fair agreement with experiment. 
9.5.2 Magnetic field variation of T
eti 
The values of r
ef f as measured in these experiments are likely to be con­
trolled by different rate determining steps for samples of differing ionised 
donor concentrations. Furthermore, it is evident from the figures 2(a) and 
2(b) that any observed differences in r
e f f in the CR and ls-2p+ cases (at the 
same magnetic field) will reflect differences in the 2p+ and N=1 LL life­
times. 
For the sample with the lowest compensation ratio (sample number 2) it 
is evident from Fig. 4 that there is little difference between the two values 
of r
e f f, and that there is a monotonie decrease in their common value with 
magnetic field. At zero magnetic field, the value of r
e f f in Fig. 3 is deter­
mined by N A and at high magnetic fields it approaches a value independent 
of N A as will be discussed later. The low concentration of ionised donors in 
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Fig. 9.4 PC decay time as a function of magnetic field for 
three samples at 4.2 К under resonant ls-2p+ and CR condi­
tions. O: CR; о : ls-2p+; A: zero field measurement. Open 
symbols : sample 1; closed symbols : sample 2; hal f-closed 
symbols : sample 3. The zero field value for sample 2 lies at 
250 ns. 
sample 2 at 4.2K, consequent upon the low value of N A (< 10"13 cm - 3 ), will 
ensure that the rate determining steps for r
ef f are the transitions into the 
lower energy bound states such as 2p_, 2p0, 2s etc. Although transitions into 
a number of such states are possible, considerations of the form of the 
expression for the transition rate suggest that there will be an optimum final 
state, typically 0.5-1 meV below the N=0 LL. This rate will of course 
depend on the ionised donor concentration, which under low excitation con­
ditions will be close to N A . In the previous section it has been shown that 
r
ef f calculated on this basis smoothly decreases with magnetic field, as seen in 
Fig. 4 for sample 2. For the other two specimens (numbers 1 and 3) it is evi­
dent that the measured decay-time for both PC situations rises initially, and 
then falls to a high field value which is common to both processes and is in­
dependent of sample doping. 
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The smooth decrease in reff which is experimentally observed for sample 
2 is adequately accounted for by the variation in a magnetic field of the 
phonon-assisted transition rate between a free and a bound state. This dis-
cussion is appropriate to the case when the cyclotron radius ¿B is much 
smaller than the distance between ionised donors (Ξ d+), which holds for 
sample 2 at fields above 1 tesla. We now discuss the shorter decay times 
noted for the more compensated samples at low magnetic fields. As already 
mentioned the transition from the 2p+ state to the N = 0 state deposits elec­
trons in a range of angular momentum states, typically from m = 0 to m = 
-4 for a representative magnetic length, £B = 10"
8
 m. The spatial extent of a 
given wavefunction is of order (2r)
m
 =; 3m1/2 ¿B =; 50 nm for these states. 
This is comparable with the impurity spacing in the samples with the highest 
concentration of acceptors. At low fields both |m| and tB will be larger and 
an electron has a choice of going into the bound states of several impurities. 
Thus the transition rates are larger in the two samples with a greater number 
of available ionised impurities, and the decay times are therefore shorter as 
observed. Furthermore, reff will increase with magnetic field as the number 
of available impurity states reduces. However, for higher fields, the electron 
orbit will overlap with only one impurity: the situation then reverts to the 
effect discussed above for which reff falls with field. The characteristic max-
imum in the graph of reff versus В (figure 3) for the samples 1 and 3 is 
therefore explained. 
It is assumed in the above argument that the rate of entry of electrons 
into the N = 0 LL from the 2p+ is fast in comparison with the 'electron 
removal processes' from this level. These processes are again regarded as the 
rate-determining steps in the value of r
e f f. Theoretical justification for this 
assumption, which is completely contradictory to the experimental inferences 
of Allen et ale for saturation-absorption measurements, is given by the cal­
culations of the previous section. It is also consistent with the interpretation 
of the data for the least compensated sample discussed above. 
As stated earlier, the difference between the measured values of т
е{{ for 
CR and ls-2p+ cases is to be interpreted as a difference in the 2p+ and N = 
1 LL lifetimes. For sample 2 this difference cannot be resolved due to the 
experimental uncertainty. For samples 1 and 3 this difference changes from 
approximately 10-20 ns at low fields to less than 1 ns (i.e. the experimental 
accuracy in the determination of r
e f f) at higher field. It is possible to use this 
difference to estimate the N = 1 LL lifetime on the assumption that the 2p+ 
—• N=0 transition is sufficiently fast that the 2p+ lifetime may be neglected, 
as mentioned above (and discussed in the previous section). The N=1 LL 
lifetime is estimated on this basis to vary from 20 ns at low field to less than 
1 ns at high field. This trend is consistent with a deformation potential cou-
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pling mechanism for the N=1 -» N=0 LL electronic transition, since the tran­
sition rate will then increase as the magnetic field increases the separation of 
the LLs. 
Finally, we turn to the apparent independence of т
м
 on N A for both 
CR and ls-2p+ processes at high magnetic fields. The heuristic interpretation 
given to this intriguing result is that in sufficiently high fields an electron, 
photoionised by the FIR laser, is most likely to return to the same impurity 
from which it was originally excited. The electron will not sense the presence 
of other ionised donors and hence the conduction band effective lifetime is 
independent of N A as observed. The physical justification for this "magnetic 
localisation" mechanism is that the center of the cyclotron orbit (radius 10 
nm) will drift at a velocity E/B (5 ms"1 under present circumstances). With 
an effective lifetime of approximately 20 ns at high fields, this gives a drift 
distance of 100 nm, which is comparable to the average ionised donor separ­
ation. The electron is therefore likely to recombine with the donor impurity 
to which it was originally bound. This simple picture is also consistent with 
the observed drop in PC amplitude as the magnetic field is increased, which 
is interpreted in terms of a drop in net charge transport through the sample. 
It is noteworthy that at zero magnetic field the drift velocity (μΈ ^ 100 
ms
- 1) combined with a lifetime of 50 ns, yields a drift length of 5 microme­
ters. This length is larger than either the elastic mean free path or the inter-
impurity spacing and implies possible recombination to one of a large 
number of ionised donors. 
9.6 CONCLUSION 
We have shown that the recombination lifetime of electrons with ionised 
shallow donors in n-InP depends on magnetic field, the initial electronic state 
and the acceptor concentration. These dependences can be qualitatively und­
erstood on the basis of a simple analytic calculation of the transition rates 
determining this lifetime. The calculations also show that the differences in 
lifetime under resonant ls-2p+ excitation and cyclotron resonance can be 
ascribed to the N=1 LL lifetime, which is found to decrease monotonically 
with magnetic field. 
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9.7 APPENDIX 
As explained in section 4, we require matrix elements of the deforma­
tion potential U<1 coupling electrons to phonons of wavevector q in order to 
calculate electronic transition rates for a transition between a bound state and 
a continuum state under emission or absorption of acoustical phonons. H q is 
given by: 
Н
я = 2ΜΝω„ 
1/2 e q q exp (iqr) (A.l) 
where С is the deformation potential coupling constant, r is the position of 
the electron, M is the mass of an atom, N is the density of atoms, ω
ς
 and ê 
are the frequency and unit polarisation vector respectively. A simple Debye 
model is used here for the phonons. 
For the states of an electron bound to an impurity in a magnetic field В 
along the z-axis, we use variational wave functions of the type proposed ori­
ginally by Yafet et al2 5 and given in a more generalised form by Wallis and 
Bowlden26. We write the wave function for the bound state λ = (l,m,s) in 
cylindrical coordinates, choosing the center of the coordinate system on the 
impurity atom, as: 
V\(PM) = η
λ y/la, 
m 
L lm(p2) PB(z) exp 4а
д
2 4Ь
Д
2 + im¿ (A.2) 
where п
д
 is the normalisation constant, aA and bA are the variational parame­
ters for each state and the polynomials L lm(p2) and Pe(z) are chosen so that 
the wavefunctions are orthogonal. A list of these function for many bound 
states has been given by Narita and Miyao27. 
For the continuum states, we use the eigenfunctions of a free electron in 
a magnetic field, choosing the symmetric gauge. The eigenfunctions are27: 
фИ(г) = Φ
λ
 (r - R) exp rxR 
2V 
(A.3) 
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where 
*λ (О = пд 
s/lU 
hl μ 
'£+|m| 2¿B 2 exp 4 V 
+ ik ζ + im^ (A.4) 
with the normalisation factor 
η ^ = 
ί\ 
2*ÍB>Lt {(£ + |m|)!}3 
and the energy levels are: 
flU) 
Ε
λ
 = -^-(2£+ |m| + m + 1) + 1 ^ (A.5) 
where A = (£,m,kE) denotes the eigenstate and ω€ = еВ/m (cyclotron energy), 
^в
 =
 (Л/еВ)1/2 (magnetic length), m is the effective mass and LJ, (x) is an 
associated Laguerre polynomial. It is clear that all states with m= - |m| are 
degenerate. It can be easily shown that the charge distribution of a state 
described by eq. (A.3) is restricted to a cilindrical region around the origin, 
with as expectation value for the radius 21/2¿B(1 + 2i + Im))1/2. It is custo-
mary to refer to the set of states (0, - |m|, k j , as the N=0 Landau level, as 
this is the quantum number that emerges naturally from a treatment in the 
Landau gauge. This gauge is however not so convenient here as it does not 
reflect so clearly the radial symmetry of the problem. 
The matrix element (A|Hq|A') between a bound state and a conduction 
band state will only be significant if there is appreciable overlap between the 
two wavefunctions. It can be easily shown that this is only the case if the 
center of the cyclotron orbit (R) is within a magnetic length (£B) of the 
impurity site and that averaging over all R yields a factor of order unity. A 
considerable simplification of the calculation can therefore be obtained if one 
takes R = 0. 
We illustrate the evaluation of the matrix elements with those for the 
2p± states. These results are more transparent than the general one and all 
the other matrix elements can be calculated in a similar fashion. Since H 
only depends on the electron position through the factor exp(iqr), we con-
sider first 
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Μλ ι λ
'= {A|exp(iqT)|A') 
- 4 ^ - 4b7 * ІФ) e x p ( - i q r ) Х 
— ^ — hl ехр ί - ^ ι + ikEz - і | т Ш pdp d<t> dz 
\/2ί
η
 [ *lB J 
(Α.6) 
where A = 2p± and A' = (0,- |т | ,к в ). The z-integration is straightforward and 
gives: 
MA)A' = 2V9 Ьл ехр {- ЬдЧо. - к.)*}ƒ ƒ ехр | - ^ Í ^  + ± . χ 
hl ехр { - і ( | т | ± I)* - ipíqpe^cos ^ )} dp άφ (АЛ) 
fu* 
with 
W = Jq2 - (q-e»)2 
The i¿ integration gives rise to a Bessel function JLLiCWperp). s o that the ρ 
integration is a Hankel transform. These can be evaluated for any bound 
state by using the standard integral28 
-oo 
j
o
 t - ехр (-Λ«) Übt) dt - - ^ ехр { - £ } (A.8) 
and similar expressions for different powers of t which can be determined 
by using confluent hypergeometric functions. 
For the case of A = 2p+ we find 
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\М
хХ
\ = 2 2 4 ,- ал
2 
ад
2
 + ¿в2 
h|+2 ¿ВЬЛ 2 ( ¿ B q ^ j h k i ÎÊÎE: 
а
л
2
Ц
і / 2
 ( |m | ! ) l / 2 
exp { - b ^ q . - К)2 - ^х^регр2) (A.9) 
= F(2p+) 
where с
л
 = а
л
/
в
/(а | + l£) and L
r
 is the length of the sample in the magnetic 
field direction. For λ = 2p_ one finds a similar expression: 
K*·! - №+) I
 c a
l m j f 1 ! (A.10) 
The matrix elements for all bound states involve the same factor F(2p+) and 
this largely determines the dependence of the decay times on magnetic field 
We consider next in some detail the transition from the N=0 state into a 
lower bound state and from the 2p+ state into the N=0 state. The former 
occurs of course only by phonon emission, but the latter will occur under 
phonon absorption at low magnetic fields, and under emission and absorption 
at higher fields, as these two levels cross at В ~ 3 T. We will outline here 
only the emission rates as the calculations for the absorption case are very 
similar. All these rates can be expressed in the Μ
λ λ
' just calculated. 
The rate Г
с
 for the 2p+—• N=0 transition under phonon emission is given 
by: 
C2L 
r < = 8 ^ r " q 3 Κ*'!2 δ(Ε* - EA' - 4 > s i n θ d e d c i 
k0 JO 
Ζ- mí 
do sin θ (¿Bqsin θ ) 2 q3 χ 
S 
1
m=0 
а
д
2
 + 4 
sin θ 
2m 
exp { -2bÀ2(q cos θ - kE)2 - 2cAaA/B(q sin Θ)2} (A.ll) 
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where q = q(k ) = Αω, h>kt* 
2m' 
/й , and Äk0 = {(2Е
Д
 - йш
с
) m*)1/2 
ρ and ν
β
 are the density and velocity of sound in InP respectively, θ is the 
angle between the phonon wavevector q and the ζ axis and S is the number 
of (0,-|m|,kE) states within the sample. For simplicity we have omitted the 
factor nq for stimulated emission, as this effect will be negligible at low 
temperatures. For all practical purposes, there are no size effects in this 
problem, so S can be taken to be infinite. Therefore the m-summation pro­
duces an exponential factor. The terms in this sum also indicate the relative 
strengths of the transitions for each value of - |m| and this is used in section 
4. The remaining integrals in (A.ll) can be manipulated to give: 
Γ. = 
2Ъ
х
с
х 
c
 TdAftpve2 J _ k 
4 /"'2 Г ® Ir 2K 2 
— J dkE q*(£Bq)* exp{ -2сл* ^ " -^f"} 
{[1-&}ча+&-ач*+£?\ (Α·12) 
defining d;^ 2 = Ь
л
2
 - с
л
2
 £
в
2
 ; 
and 
Φ-
βλ = 
α = 
β = 
(u) = 
4 - ai 
4 + a* 
V2d Ä q; 
4 Ь
А
2
к
і Ч
 ; 
tn exp 
» 
(-t2) dt 
Along similar lines one can find the the rate Г
ь
 for transitions out of the 
N=0 level into a lower bound states under phonon emission. For the case that 
this bound state is 2p_, the result is: 
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г =
 4 Ь л С л 
b
 ndxñp\l 
* С
2
 f 
°V" J. 
+00 
dk q2 exp · 
00 
+ 
1 
2 
(q¿BeA )2 
2 J 
w 
2<1
λ 
2 -
-2с
л
2 
•o í« + é) 2a' 
dA2 
Φ (а + -£-ì + —-—— Φ ία + -Ρ-) 2 І
 2α ; dx2 0^ 2α ; (Α. 13) 
In evaluating Г
ь
 it is a good approximation to put Ф0 = Ф1 = 1. As discussed 
in section 4, the 2s and low lying n=3 states are more likely to control the 
loss of electrons from the N=0 state. They have Г
ь
 which are formally simi­
lar to the above. In particular, the 3p_ state differs from the 2p_ state only 
by a factor of (1 - Dz2) in the wavef unction. Therefore the results are very 
similar since the z-interaction has a relatively minor part to play in the ana­
lysis. 
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CHAPTER 10 
PULSED FAR INFRARED MAGNETOSPECTROSCOPY 
OF GaAs/AIGaAs HETEROSTRUCTURES 
ABSTRACT 
Short pulses (10-100 ns) of FIR radiation with very sharp cut-off are 
used to measure the photoconductivity (PC) and transmission of high mobil­
ity GaAs/AIGaAs heterostructures. The cyclotron resonance (CR) in 
transmission does not saturate at intensities up to 100 W cm - 2 , whereas that 
in PC corresponds to an increase in σ^. An oscillatory PC signal is also 
observed which is non-resonant in laser wavelength and which can be 
accounted for by a simple heating mechanism. The decay times for CR and 
non-resonant PC are the same (20 ns) and are slightly sample-dependent. The 
decay time for CR observed in transmission (< 3 ns) is detector-limited. 
(Part of the work described in this chapter is accepted for publication in 
Surf. Sci.) 
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10.1 INTRODUCTION 
Maan et al.1 first reported the observation of a clear cyclotron resonance 
(CR) in their photoresponse studies of GaAs/AlGaAs heterostructures and 
Stein et al.2 subsequently observed CR behaviour in the photoconductive res­
ponse superimposed on an oscillatory background. The CR mechanism was 
tentatively attributed to a change in the mobility of the electrons at reso­
nance brought about by heating of the electrons. Horstman et al.3 (see also 
chapter 3) showed that a well-defined CR could be extracted from photo­
conductivity (PC) data provided that the measured signal was corrected for 
the temperature dependence of the resistivity tensor component. These work­
ers again concluded that this was only possible if the CR mechanism was a 
heating or "bolometric"4 effect. For the 3D GaAs system, by contrast, Bluys-
sen et al.5 have shown that the mechanism of PC CR is "photoconductive"4 in 
which a change in the population of the extended state electrons at CR is 
"fed" from donor states. Recently, Chou et al.6 have investigated the PC of 
high mobility 2D electrons in GaAs/AlGaAs heterostructures and noted that, 
under certain circumstances, a clear CR structure may be seen with no back­
ground quantum oscillations. In all cases in their observations it was found 
that CR corresponded to an increase in the diagonal resistivity tensorelement 
(Ρχχ) which would not be expected from a simple heating model and which 
was in contradiction to the previous findings of Horstman et al.3 for low 
mobility material. 
In parallel with the above PC measurements, several workers have 
examined the intensity dependence of transmission CR 7 ' 8 . Helm et al.7, 
using a quasi CW far infrared (FIR) laser, observed saturation at modest in­
tensities (<100 mW cm - 2) and a shift in the CR field position with laser in­
tensity. From this they deduced inter-Landau level (LL) lifetimes by assum­
ing certain models for de-excitation. Values of the order of Ins were found 
in this way. Rodriguez et al.8, however, using a very high power pulsed 
laser, observed only saturation at much higher intensities, which they attri­
buted to the dependence of the relaxation time on the laser electric field. In 
the present experiments we use a pulse switched FIR laser system (see 
chapter 6) which enables us to investigate CR in GaAs/AlGaAs heterostruc­
tures measured in both transmission and PC for the same samples under very 
short pulse conditions and with high time resolution. The existence of "fast" 
and "slow" temporal components in the CR photoresponse was first alluded to 
by Stein et al.2 and subsequently noted by Chou et al.6, albeit with much 
longer pulses than used in the present experiments. Similar fast and slow 
components have been noted for silicon MOSFETS9·10. One objective of the 
present work was to investigate the possible relationship of such different 
components to the CR mechanism. 
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10.2 EXPERIMENTAL 
The pulse-switched laser system described in chapter 6 is used to pro­
duce FIR pulses of variable duration (10-100 ns) and sharp (<0.8 ns) cut-off. 
The maximum intensity at the sample is approximately 100 W/cm"2, depend­
ing on the wavelength used. Two GaAs/AlGaAs heterostructures made by 
molecular beam epitaxy were used. The electrical characteristics at 77 К 
were (a) sample 1: η = 5.5 χ IO11 cm - 2, μ = 11.7 m2 V 1 s~1.(b) sample 2: η 
= 4.7 χ ΙΟ11 cm - 2 , μ = 7.7 m2 V"1 s"1. Corbino discs were processed onto 
part of each slab, and the samples were fitted with transparent back-gates, 
consisting of 5 nm of Cr on 6 μιη thick Mylar foil. The samples were 
mounted in a 10 Τ magnet cryostat so that their transmission and PC proper­
ties could both be monitored. A Ge:Sb:Ga photoconductive detector (response 
time = 3 ns) was used for transmission measurements. A Tektronix transient 
analyser was used for data acquisition in the measurements of the time-
resolved (TR) decay of the photosignal from either the sample or the 
transmission detector following the cessation of the laser pulse. The photosig-
nals were measured by applying a constant voltage across the sample and 
monitoring the voltage across a 50 Ω series resistor. As the sample resistance 
lies above 1 кП for magnetic fields above 1 tesla, this is a fairly accurate 
method to measure the conductivity. 
10.3 RESULTS 
10.3.1 Photoconductivity 
Figure 1 shows the PC at a bath temperature of 1.5 K, as a function of 
magnetic field for sample 1 at several incident laser powers. A strong oscilla­
tory behaviour is found that decreases in amplitude as the laser intensity is 
reduced. At the lowest intensities a clear CR is observed, which corresponds 
to an increase in σ^ at resonance, in agreement with the findings of Chou et 
al.6. The non-resonant structure was found to be wavelength-independent, 
and to be roughly proportional to Δσ/ΔΤ, similar to the CW case described 
in chapter 3. This quantity was determined by numerically subtracting σ ^ 
versus В curves for two bath temperatures. Figure 2 illustrates the change in 
signal size with laser intensity. The behaviour for the resonant and non-reso­
nant cases is clearly different. The TR decay of the CR signal after the ces­
sation of the laser pulse is shown in Figure 3. The curve is roughly exponen-
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Fig. 10.1 Photosignal (Δσ
χχ
) 
versus magnetic field for sample 1 
at 1.5 K. The laser wavelength is 
148 μm. The laser intensities at the 
sample are, approximately, (A) 1 W 
cm-
2; (B) 10 W cm'1 and (C) 100 
W cm'1. The relative vertical scales 
are indicated. Trace (D) is Δσ/ΔΓ 
obtained as in text. 
3 4 5 6 
Magnetic Field (T) 
I/I 0 (%) 
Fig. 10.2 Photosignal versus relative laser intensity (I/IJ for 
sample 1 at 1.5 K. The FIR laser wavelength is 148.5 μηι, and 
/0 = 700 W cm'
2
. 0 CR signal. Maxima of the non-resonant 
signal: a, 3.5 T; O, 2.1 Τ; Δ, ƒ.5 T. 
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tial with characteristic time r = 20 ns. The decay of the non-resonant signals 
has also been monitored for a variety of wavelengths for both samples. 
Surprisingly, τ is approximately the same for the two types of signal, but 
differs slightly from sample to sample. However, it was not possible to obtain 
a value for r at CR under such low intensity conditions that the non-reso­
nant signal had disappeared completely. It may still be the case that under 
such circumstances the values of г are indeed different. 
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Fig. 10.3 TR decay of the PC CR signal for sample 1 at 2 K. 
The wavelength is 148 μηι. The arrow marks the switching. 
10.3.2 Transmission 
Figure 4 shows the time-integrated transmission signal as a function of 
magnetic field. The transmission drops to 50% at CR, as is expected for high 
mobility heterostructures under linearly polarised irradiation. Even at the 
highest intensities available (100 W cm - 2) no saturation is observed, in agree­
ment with the observations of Rodriguez et al.8. Figure 5 shows the TR 
decay of the Ge photodetector signal when measuring the transmission CR; 
this figure depicts the same experimental conditions as those of Figure 3. 
The time constant found is that of the detector itself. This implies that either 
radiative decay of the photo-excited electron distribution is very fast (r < 3 
ns), or is very weak. 
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Fig. 10.4 CR transmission 
signal for sample 1 at 2 К. The 
laser radiation is linearly polar­
ised, intensity = 100 W cm~2 and 
wavelength = 90.9 цт. 
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Fig. 10.5 TR decay of the transmission signal for sample 1 at 2 K. The laser 
wavelength is 148 ßm. The arrow marks the switching. 
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10.4 DISCUSSION 
The present work serves to establish that, in addition to the slow bolo-
metric response also observed in low mobility samples, a "fast" resonant CR 
PC response can be found in high mobility heterojunctions. This "fast" res­
ponse is visible as an increase in the conductivity, σ ^ (or, equivalently p ^ 
under appropriate circumstances). This response is probably due to the pres­
ence, under photo-excitation, of filled states far above the Fermi level and 
empty states below it. Both of these provide extra dissipative scattering chan­
nels which manifest themselves an an increase in the resistivity. However, 
there are still several aspects of the dynamics of FIR PC in the two-dimen­
sional electron gas (2DEG) which remain unclear. One significant problem is 
the large discrepancy between the findings of Rodriguez et al.8 and this work 
on the one hand and the findings of Helm et al.9 on the other hand. This 
may be a consequence of the different experimental techniques used (pulsed 
versus CW illumination). A possible explanation of the broadening and shift­
ing of the CR observed under CW conditions may lie in a temperature incre­
ase of the sample under illumination. Horstman et al.3 found already temper­
ature increases of the 2DEG of the order of 1 К using a much lower laser 
power than that quoted by Helm et al. Recently, Schlesinger et al.11 have 
shown that such a temperature increase may have just the effects on the CR 
lineshape that were observed by Helm et al.7 on increasing the FIR power. 
The second problem raised by the present work is the need to reconcile 
the short relaxation time implied by the pulsed transmission measurements 
with the long decay time of the PC signal. It has been noted12 that the relax­
ation time observed in CR should be smaller than that observed in a tran­
sport measurement. However, the ratio between them is, in our case, three or 
more orders of magnitude which seems too great to be explained by this 
source. We therefore conclude that although the energy relaxation by the 
photo-excited electrons is very rapid, the electron gas as a whole loses energy 
rather slowly by phonon emission. If the de-excitation of the photo-excited 
electrons is via electron-electron scattering, as suggested by Helm et al.7, 
then one might expect that the electron gas would be characterised by an 
effective temperature and that, therefore, the PC signal should also be bolo-
metric for all magnetic field strengths. The suggestion by Helm et al.7 is 
based on the observed electron density dependence of the relaxation times 
and on the analogy with the three-dimensional case13'14. This is contradictory 
to the results of Hirakawa and Sakaki15, who find an energy loss rate almost 
independent of electron density, albeit at small magnetic fields (B < 2 tesla). 
These authors were able to describe their results by acoustic phonon emission 
via deformation potential coupling. 
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Our observation imply two possible de-excitation mechanisms of the 
photo-excited electrons. The first one is that it occurs rapidly through elec­
tron-electron scattering, but results in a electron distribution that deviates 
from a "thermal" one and that slowly looses the absorbed energy under emis­
sion of acoustic phonons. The second possibility is that the de-excitation 
occurs directly through phonon emission and that the thus created non-equi­
librium phonon distribution leaves the vicinity of the 2DEG quite slowly, 
similar to the observation on epitaxial InP, described in chapter 6. Its pres­
ence may then affect the conductance properties of the 2DEG in a way that 
cannot be described with an effective electron temperature. 
10.5 CONCLUSION 
We have studied FIR transmission and photoconductivity of high mobil­
ity GaAs/AlGaAs heterostructures in a magnetic field. On top of a non-
resonant background signal we have observed an increase in σ^ under CR 
conditions. The observed PC decay times are sample dependent and in the 
10-20 ns range. 
The CR observed in transmission shows no saturation up to intensities of 
100 W cm - 2 for λ = 90.9 μιτι, indicating a very rapid de-excitation, in agree­
ment with observations by Rodriguez et al.8. The discrepancy between this 
result and the much longer lifetime deduced by Helm et al.7 can be expla­
ined by a thermal effect in the results of the latter. 
We have attempted to indicate the causes for the difference between the 
lifetime observed in transmission and the PC decay time, but it will be clear 
that more work is needed to fully explain this phenomenon. 
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CHAPTER 11 
MAGNETOTRANSPORT ACROSS INTERFACES OF 
THE TWO-DIMENSIONAL ELECTRON GAS 
ABSTRACT 
An analytic solution of the current distribution in a two-dimensional 
conductor in a magnetic field near an abrupt variation in the conductance 
properties is given and applied to two distinct cases of a 2DEG in contact 
with another conductor. 
In the first part, this conductor is a three-dimensional metallic contact 
and the solution is shown to explain the approximate quantisation of the 
two-terminal resistance of such a system near values h/ie2. The calculated 
deviations agree well with the experimental results presented here. 
In the second part, a 2DEG consisting of two contiguous region with 
different resistivity tensors is considered. Effects are observed of a magnetic 
field dependence of the in-plane band-diagram and of macroscopic current 
redistributions. Under conditions where the first effect can be neglected, the 
analytic theory presented here for the current redistribution is shown to 
quantitatively describe the observations. In the other case a mixing between 
the two effects occurs, which leads to strong deviations from the results of 
this analytic theory. 
This work was performed in collaboration with J.A.M.M. van Haaren and 
will also be treated in his thesis: "Macroscopic current diversion in magnetic 
fields in metals and semiconductors". University of Nijmegen (1988) 
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11.1 GENERAL INTRODUCTION 
Magnetotransport in a two-dimensional electron gas (2DEG) shows some 
rather striking phenomena, one of which is that the electrical current can 
flow nearly perpendicular to the electric field, i.e. dissipationless. Transport 
under such conditions inside the 2DEG is by now well understood1, but at 
the boundaries, the situation is still unclear. These boundaries may be at a 
2DEG-vacuum (air, helium etc.) interface, at a 2DEGJ-2DEG2 interface 
(inhomogeneous systems) or at a 2DEG-3D metallic region interface 
(contacts). In the last two cases, current may cross the boundary and the 
transport problem becomes non-trivial. 
These are both examples of the general case of magnetotransport in con­
tiguous two-dimensional regions with different resistivity tensors. Two-
dimensional here now means that, although the region themselves may be 
three-dimensional, suitable averaging in the magnetic field direction may 
reduce the problem to a two-dimensional one. This is possible if there is no 
current flow in the magnetic field direction. The translation of three-dimen­
sional resistivity tensor components into two-dimensional ones is then simply 
by division by the thickness of the regions, as illustrated in Fig. la. 
α 
Pxx1 
l EZZIÍ> cl 
Ht 
л 
η . ' сЪРх
х2 
Рху1 | J 2 р
х
у 2 
В 
I Vilify 
I zz> H 2 O B 
Fig. 11.1 a: Translation from a three-dimensional into a 
two-dimensional transport problem, b: Sketch of Kirchhoff's 
first law to illustrate current redistribution 
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From the difference in Hall voltages in the two regions and Kirchhoff's 
first law: 
fE-dl = 0 (11.1) 
it follows that the voltage drops along the two sides (V+ and V_ in Fig. lb) 
have to be different. This can only be achieved if the current is displaced to 
one side of the slab near the transition. The solution of this transport prob­
lem was first obtained by Bate, Bell and Beer2 as a series expansion. An 
exact, analytic solution has later been obtained by Bruls and Van Gelder3"6. 
This solution has been shown to describe magnetoresistance data on pure alu­
minum at 4.2 К 4 · 5 and gallium arsenide at room temperature6 without the 
use of adjustable parameters. In those experiments the variations of the two-
dimensional resistivity tensor were realized by varying the thickness of the 
three-dimensional samples. However, the analytic solution can be applied to 
variations in the Hall resistance that have been achieved by various mechan­
isms, including difference in sample thickness, difference in carrier concen­
tration, or spatial gradient in the magnetic field. This solution of the tran­
sport problem by van Gelder3 applies to the present experiments, provided 
that the following two conditions are fulfilled: First, the conduction in both 
regions is described by a resistivity tensor. Secondly, variations of the resis­
tivity tensor in a single region must be small compared to the difference 
between the resistivity tensors of both regions. Furthermore, for mathemati­
cal convenience the transition-length between both regions is assumed to be 
small compared to the sample width. (A solution can also be found if this is 
not the case.) The calculation yields a magnetic-field-dependent current dis­
tribution which is inhomogeneous over a distance L along the strip on either 
side of the transition. (Here L is the width of the strip.) 
In this chapter, the analytic solution will be applied to the case of a 
2DEG-metallic contact system (part A) and to the transition between two 
contiguous part of a 2DEG with different mobilities and carrier concentra­
tions (part B). 
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PART A: TWO-TERMINAL RESISTANCE 
ll.A.l INTRODUCTION 
To measure the dc resistivity tensor components of a conductive slab 
accurately, one always uses a four-terminal method in order to eliminate 
contact effects (Fig. 2). With such a method, the two-dimensional electron 
gas (2DEG) in MOSFETs7 and heterostructures8 has been found to give an 
accurately quantised four-terminal Hall resistance, whereas the longitudinal 
resistance vanishes. (See Fig. 2 for definition of this quantity.) This quantum 
5
в ( т ) 1 0 
5 10 
Β (Τ) 1 U 
5
 в m 1 0 
Fig. 11.2 Definition of resistances: the two-terminal resis­
tance RsD , 5 8'νβη by <ц)/І, the Hall resistance Rff by 
Vfj/I, and the longitudinal resistance R[0 by Vi0/I. Insets 
show their magnetic field dependence. 
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Hall effect is intensively studied for its fundamental implications and has 
found a wide application in metrology. It has also been shown that the quan­
tum Hall effect yields a quantised resistance in a two-terminal measurement, 
i.e. measuring the voltage across the current source and drain contacts (Fig. 
2). The accuracy of this quantisation has been found to be quite high9,10, but 
no lower limit has been reported. Satisfactory explanations of this phenome­
non, taking into account the interaction of the 2DEG with three-dimen­
sional, metallic contacts have not yet been given. Here it will be shown that 
the potential distribution within a system that consists of a 2DEG between 
two metallic contact regions of arbitrary thickness, can be calculated analyti­
cally. This is then used to estimate the accuracy of the quantisation of the 
aforementioned two-terminal resistance. Furthermore, we present here high 
accuracy measurements of this quantity, which are found to be in agreement 
with the calculation. 
11.A.2 THEORY 
Experiments on samples in the quantum Hall regime show that the two-
terminal resistance R S D equals the quantised Hall resistance within the meas­
urement accuracy of 10"5 (Refs. 9,10). By making all kind of interconnec­
tions between contacts on the same device R S D could be tailored to rational 
fractions of the quantised Hall resistance, and this elegantly proofs that the 
two-terminal resistance is due to current redistributions at each interface 
between the 2DEG and a current carrying contact.9 The physical cause for 
such a redistribution is the large difference in Hall voltage for a 2DEG and 
a metallic slab. As argued above, this means that the current in the transition 
region will be displaced towards one side. The quantised Hall resistance has 
been shown to be equal to h/ie· where i is an integer, within the accuracy 
with which this quantity is known, and it has been shown to be reproducible 
at an even higher accuracy of better than 10"8 (Ref. 11). On the one hand 
the accuracy of the two-terminal resistance is surprising, as the current dis­
tribution is highly disturbed near the current contacts, on the other hand a 
possibly significant deviation from the four-terminal Hall resistance remains 
to be investigated. Theoretical work up to now 1 2 - 1 6 has not given a satisfac­
tory description. Rendell and Girvin12 and Al'tshuler and Trunov,13 consid­
ering short-circuiting contacts, calculate a relative deviation of the order of 
the difference of the Hall angle from 7г/2, which, under standard laboratory 
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conditions can be smaller than 10~10 (Ref. 17). Finite-resistivity contacts 
were very recently considered by Neudecker and Hoffmann with numerical 
methods,14 but the magnitudes of the resistivities and Hall resistances in their 
analysis do not apply to the two-terminal resistance of a 2DEG in the quan­
tum Hall regime between metallic contacts. Thouless15 calculates the potential 
distribution in a quantum Hall device obtaining results similar to Refs. 12 
and 13. He gives a correction due to the current injection in the contact 
material for two-dimensional contacts and an approximation of the correction 
for three-dimensional contacts. He finds that the dimension of the contact in 
the magnetic field direction is of minor importance for the dissipation near 
the contact-2DEG interface. Syphers and Stiles16 experimentally find a dep­
endence of this deviation on the contact preparation method, which they 
attempt to explain with their heuristic interactive boundary model. 
For the case of a long strip of 2DEG between two metallic contact 
regions (e.g. standard Hall bar geometries) the conditions for the applicability 
of the Van Gelder solution are fulfilled. Furthermore, the two contact-2DEG 
transition regions can be treated as independent parts with a homogeneous 
current pattern in the intermediate region, since they are a distance much 
larger than 2L apart. From the boundary conditions it can be shown2 that in 
the two independent parts the current pattern is symmetric around its inter­
face. From these considerations and using methods of conformai mapping, 
one finds a current pattern as illustrated in Fig. 3, where for x>0 and 0<y<L 
the current distribution is given by:3 
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Fig. 11.3 Calculated current poltern across the contact-2DEG 
interfaces for b=10->. The current poltern is homogeneous in 
the omitted part of the strip. 
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Jx(x,y) - iJy(x,y) = j - tanh^-(x + iy) 
2¿. 
π 
(11.2) 
where / is the current, L the width of the Hall bar 
b = |Pxy,l - Ржу,2 • 
Ρχχ,Ι
 +
Ρχχ,2 
(11.3) 
Φ= \ -arctan(b) (11.4) 
The indices с and 2D refer to the contact and the 2DEG. We note that, so 
far, the contact has been treated as a two-dimensional, conducting region, 
and that the tensor elements in Eq. (3) are two-dimensional resistivities with 
the dimension of resistance. The translation of the three-dimensional resistiv­
ity tensor of the contacting material into the p
xx<. and p^, . values, which 
appear in Eq. (3), has been made by means of a division by an effective 
contact thickness, which will be discussed below. In Fig. 3 we used b = 105, 
which is a reasonable value for the interface between a 2DEG in the quan­
tum Hall regime and a contact as will be argued in our discussion of real 
contacts below. The current pattern is a function of a single parameter that 
measures both the difference between the regions and the magnetic field. 
The constrictions shown in this figure will manifest themselves in a two-ter­
minal resistance R S D (as defined in Fig. 2) because of the dissipation associ­
ated with them. Neglecting the resistance of the part of the 2DEG with a 
homogeneous current pattern, we find, with the evaluated current pattern, 
for the source-drain resistance in Fig. 3: 
R S D - (Pxx.c + PXX,2D) 
2,T., 1 л U , ^ 1 1
 + ¿»(i) h Ф(*) - -Ф(1 - *) 
π π ж τ 
(Π.5) 
where Φ is the digamma function,18 and φ is given by Eq. (4). Expanding 
the digamma function as a series of Riemann zeta functions yields: 
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R S D - Рху.гО " /'xy.c + 
(^хх.с + Рхх.го) -In2 + - -¿-г + 
π π π - φ 
η=2 
(11.6) 
For b » l , which is the case for the experimental conditions considered 
below, Eq. (6) reduces to: 
R S D = Pxy,2O - Pxy.c + (Pxx.c + Ρχχ,2θ) 0.12+ 0(¿) (11.7) 
So in this model, the two-terminal resistance is equal to the Hall resistance of 
the 2DEG, with corrections originating from the Hall resistance and from the 
resistance of the contact. 
We mentioned above that the resistivity tensor of the contact that is used 
in Eqs. (3)-(7) is given by the three-dimensional resistivity tensor of the 
contacting material divided by an effective contact thickness. This effective 
thickness is introduced by the averaging of the three-dimensional current 
density and electric field in the contact, over the coordinate along the mag-
netic field direction, after which a solvable two-dimensional transport prob-
lem remains. Details on this procedure can be found in Refs. 4,5. Only the 
parts in the three-dimensional contact through which a current is flowing, 
must be taken into account for this averaging. We will estimate this effective 
thickness for two commonly used -but in this respect inequivalent- types of 
contacts. For evaporated contacts the actual thickness / will be much smaller 
than the width of the 2DEG L (see Fig. 4). The three-dimensional current 
distribution will be homogeneous along the magnetic field direction at in-
plane distances / from the contact-2DEG interface. Therefore the effective 
thickness will equal t. However, for alloyed metal dots (Fig. 5) the thickness 
/ will be comparable or larger than L. In that case the current distribution 
will not be homogeneous along the magnetic field direction at distances L 
from the interface. As the resistance associated with the constriction is 
located within distances L from the interface, one should take as effective 
thickness of the contact the thickness of the current pattern at distances L 
from the interface. Due to the harmonic character of the potentials associated 
with this problem, this extent -and therefore the effective thickness of the 
contact- is of the order L. 
166 chapter 11 
As Fig. 3 shows, the current is squeezed into one corner of the contact-
2DEG interface, and the locally high current density will result in a break­
down of the quantised Hall effect.19-20 Under standard experimental condi­
tions with overall current densities in the 2DEG of 0.1 to 0.01 A/m, the cal­
culated current density exceeds the experimentally determined breakdown 
current density of 0.5 A/m (Ref. 19) in a region with the size of 10 to 1% of 
the bar width. In this region, P ^ D increases five orders of magnitude.20 
However, this hardly affects the parameter φ, which determines the current 
distribution, because φ is dominated by р^го a n c l Pxx.c ^ w ' ^ ^ shown 
below. Therefore, the current distribution of Eqs. (2)-(4) applies to the entire 
sample. 
Now we will consider the properties of a realistic, three-dimensional 
contact to a 2DEG in GaAs-(Al,Ga)As heterojunctions in more detail, in 
order to estimate the corrections on the quantised Hall resistance that can be 
expected in a two-terminal resistance measurement. Fig. 4 shows a contact to 
a heterostructure. (The ideas will be applicable to the case of a 2DEG in a 
MOSFET as well.) The two most commonly applied contacts are the Au-Ge-
Ni composite, which is widely used in commercial electronic devices, and 
pure tin. The latter is usually restricted to laboratory applications because, 
though simple to apply, it is not stable over long periods of device operation. 
We will first focus on the Au-Ge-Ni contact. The alloyed contact con­
sists of a mixture of alloys like NiGe, NiAs, Ni2AsGe, and A^Ga of which 
the first three are most important in reducing the contact resistance.21 It has 
been shown that these alloys are stoichiometric,21 and although no data are 
available on their resistivities and carrier concentrations at cryogenic temper­
atures, it seems reasonable to take as an order of magnitude estimate the 
values for impure nickel i.e. IO'8 firn and 1029 m"3 respectively.22 The 
thickness of the contact as seen by the 2DEG is of the order of 0.5 μηι, 
being the thickness of the evaporated contact layers. Alloying times of the 
order of minutes are sufficient to let the alloys reach the 2DEG (typically 
200 nm below the surface). 
Fig. 11.4 Cross section of the contacts to the 2DEG: 1 den­
otes the heterostructure, 2 the 2DEG, 3 the alloyed contact, 4 
the metallic overlayer, 5 a lead. The effective thickness of the 
contact is 0.5 μηι, the distance between the contacts is 1 mm. 
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Fig. 11.5 Sketch of the current pat­
tern in the Sn contact. The effective 
thickness of the contact is the length in 
the z-direction over which the current 
pattern is inhomogeneous (~ 100 μ/η). 
3 
- 2 
- 1 
As the tin contact has limited commercial use, very little is known about 
the exact contact structure. A typical fabrication procedure is to alloy tin 
dots of less than 1 mm diameter in a reducing atmosphere at 400 С for 4 
minutes. Probably a mixture of SnAs and Sn3As2 alloys will be formed, with 
resistivities and carrier concentrations comparable with the alloys in the Au-
Ge-Ni case. 
In practical samples the contact areas are approximately square or circu­
lar, with dimensions of about 100 μπι, and the current and voltage leads are 
positioned near the center of the contact. The transition region between con­
tact and 2DEG is a ribbon of at most 0.5 μπι χ 0.5 μπι cross section, so the 
van Gelder solution can be applied. The contact-2DEG geometry in practical 
samples may differ somewhat from the mathematically convenient form in 
Fig. 3. But as the main part of the dissipation occurs in a very small region 
near the interface, the expression in Eq. (7) - possibly with slightly altered 
numeric constants - will apply to most practical contact-2DEG geometries. 
For the Au-Ge-Ni contact (0.5 μπι thickness), one finds relative correc­
tions to the quantised resistance h/ie2 at the i=2 plateau due to the second, 
third, and fourth term in Eq. (7) of about 10"8, 210"7, and 10"12 respec­
tively. The accuracy of the two-terminal resistance is therefore limited by an 
interplay of contact and 2DEG, and not by the finiteness of the ratio 
For the tin contacts (100 μπι effective thickness) one finds from Eq. (7) 
for the aforementioned corrections 510"1 1, 10"9, and 510"1 4 respectively. 
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11.A.3 EXPERIMENTAL RESULTS AND DISCUSSION 
The measurements were made with four samples, whose properties are 
listed in table 1. Three samples were provided with Au-Ge-Ni contacts by 
vapor deposition and subsequent alloying. The resistance of the current leads 
was measured separately and corrected for (~ 10"6). Sample 4 was provided 
with small Sn-dots, which were alloyed into the 2DEG. In this sample the 
two-terminal resistance R S D was measured directly at the juncture of the 
current leads to the sample. 
Table 11.1 
Sample 
1 
2 
3 
4 
Sample properties 
Growth 
technique 
MOCVD 
MOCVD 
MBE 
MBE 
Density 
(10" m"2) 
3.6 
4.0 
3.7 
2.5 
Mobility 
(mVVs) 
10 
15 
13.5 
60 
Contacts 
Au-Ge-Ni 
Au-Ge-Ni 
Au-Ge-Ni 
Sn 
The resistance R S D was compared with the Hall resistance RH by means 
of the Potentiometrie resistance comparator at the Van Swinden Laboratories 
(VSL) of the Dutch National Standards Institute23 with a resolution of better 
than 310"8. The measurement of the current leads (for samples 1-3) adds an 
uncertainty of 10"7. The data were taken at a temperature of 1.2 К so as to 
minimize (>
ΧΧ
2Ό· ^ complication is the possible inhomogeneity of the sam­
ples. The magnetic field is chosen such that ρ
ΧΧ
2Τ) as measured in the middle 
of the channel is minimal. Due to the variations of the electron density along 
the channel, some parts of the sample might be well off the р
ЖХ
2 minimum. 
Then the resulting (non-vanishing) longitudinal resistance of the 2DEG that 
connects both contact regions might contribute significantly to R S D . To con­
firm the absence of this, it was checked that the channel current was low 
enough so that no current dependence was detected in the two-terminal res­
istance. As ρ
ΧΧ
2Ό 1S a ^ s o strongly current dependent24 this proves that it does 
not contribute significantly to the observed two-terminal resistance. Only in 
sample 2 both the i=4 and the i=2 plateaus had sufficiently low ρ
ΧΧ
2Ό· 
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Table 11.2 Relative difference between the two-terminal resistance (R-SD) 
and the four-terminal Hall resistance (RH) M the plaleaus. The indicated 
uncertainties are 1σ estimates 
Sample Plateau Current ^ з о / ^ н - ^ 
index i (μΑ) (Ю"6) 
1 2 9 - 2 7 0.8 ± 0.1 
2 2 9 - 2 7 0.4 ± 0.1 
2 4 9 - 2 7 0.8 ± 0.1 
3 2 9 - 1 8 1.2 ± 0.1 
4 2 4.5 0.05 ± 0.03 
Table 2 gives the results. For the thin Au-Ge-Ni contacts the values of 
R S D - R H are of the predicted order of magnitude. For sample 2, RSD~RH
 IS 
independent of the plateau index /', in agreement with our model. For the 
case of the Sn contact the predicted difference is smaller than the instrumen­
tal resolution. (It should be noted that the given uncertainties are 1σ esti­
mates.) To confirm that the small value of RSD"RH ' n s a m P l e 4 is caused by 
the larger thickness of the contact, we spread a Sn-layer, with estimated 
thickness of 10 μπι, on the Au-toplayer of the Au-Ge-Ni contacts of sample 
3, by melting small pieces of Sn on the contacts. The sample was heated to a 
temperature just above the melting point of Sn for a short time to minimize 
damage to the underlying Au-Ge-Ni contact. The value for R S D " R H w a s 
found to be 7-10"8 for these thicker contacts, indicating that it is really the 
contact thickness that play an important role. 
In the theoretical treatment we have neglected charge redistribution 
effects at the metal-2DEG interface. In the second part of this chapter it will 
be shown that these can be important. Here, they will in general lead to a 
metal-semiconductor contact resistance. The magnitude of such a resistance 
in the case of a metal-2DEG contact is unknown. One would expect how­
ever, that such a mechanism would give approximately the same results for 
R S D - R H for the Sn and the Au-Ge-Ni contacts. Furthermore, it would not 
explain the dependence of R S D " ^ H o n ^ 1 6 thickness of the metal contact 
that is indicated here. Therefore charge redistribution effects are not believed 
to play a dominant role here. 
Fig. 6 shows the results of this work as well as previously published res­
ults on this subject. Now that measurements support our model, we would 
like to finish up with pointing out how R S D - R H can be measured directly in 
a three-probe configuration on a sample that is in the quantised regime. We 
propose to apply the current through the source and drain contacts as in fig. 
2, and to measure the voltage between the source contact and a Hall probe. It 
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follows from our calculations and from Fig. 3, that this value is approxi­
mately equal to RH for Hall probes on one side of the sample. However, for 
the probes on the opposite side, the measurement yields ( R S D - R H ) / 2 directly. 
This way to determine R S D -R H requires only a nanovoltmeter and a μΑ-
current source, in stead of a high resolution resistance comparator. This can 
be applied for measuring properties of the contact via Eq. (7), taking advan­
tage of the well-defined resistive properties of a 2DEG in the quantised 
regime. 
- i 1 Γ-
expenments, this work 
theory, this work 
experiments, refs 3,і 
theory, refs 10,11 
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Fig. 11.6 The relative deviation of the two-terminal resis­
tance ϋςρ and the Hall resistance /?// according to previous 
theoretical and experimental work and the present work. It 
was reported that Κςρ equals Rfj experimentally within the 
measurement accuracy of IO'5 (Ref. 9,10). The published the­
ories, considering idealized short-circuiting contacts, predict 
deviations of IO'10 or less (Ref. 12,13). Our model for real­
istic contacts predicts larger deviations. Our measurements 
with thin evaporated contacts (the larger values) and with 
thick alloyed contacts (the lower ones) show a significant dev­
iation between R^D and Rfj, which can be explained with our 
model. 
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11.Α.4 CONCLUSION 
In summary, our experimental data show that R S D differs significantly 
from RH, and that this can be described satisfactorily by the theory for the 
two-terminal resistance of a 2DEG between metallic contacts as given here. 
In order to make more affirmative statements, the exact properties of the 
alloys constituting the contact regions have to be known more accurately. In 
reverse, one may start from our model and then the two-terminal resistance, 
or the results of a newly proposed three-probe measurement may yield in­
formation on the contact properties. 
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PART В: CONTIGUOUS REGIONS IN A 2DEG 
ll.B.l INTRODUCTION 
Since its discovery7 the quantum Hall effect (QHE) has raised much in­
terest from fundamental and metrologica! point of view.1 Recently the 
important role of spatial inhomogeneities in the QHE has become clear. 
Experiments monitoring the current distribution in the two-dimensional elec­
tron gas (2DEG) have found drastic changes in the current pattern to occur 
close to the conditions where an integer number of Landau levels (LLs) is 
filled, i.e. where the QHE is visible.25 These effects were attributed to spatial 
inhomogeneities of the carrier concentration. Experiments to determine the 
density of states in a 2DEG in high magnetic fields have found a constant 
background between Gaussian-shaped LLs (Ref. 26 and references therein). 
This phenomenon seems to be well explained by statistical spatial variations 
of the carrier concentration.26·27 As the presence and the importance of such 
inhomogeneities is therefore strongly suggested, it is important to study their 
effect on magnetotransport properties in a quantitative way. A convenient 
way to do this is the deliberate creation of macroscopic ones, as demon­
strated by Syphers and Stiles16 and von Klitzing and Ebert.28 However, in 
both experiments the spatial dependence of the resistivity tensor was not 
completely known; Syphers and Stiles16 used the p^ data to characterize con­
tiguous regions, von Klitzing and Ebert28 considered a spatial gradient in the 
carrier distribution that was characterized by Hall measurements at two dif­
ferent positions. Recently Berkut et al.29 studied the case of a MOS structure 
with two separately controllable 2DEG regions, both under QHE conditions. 
Here we wish to report experiments on the integral QHE in a GaAs-
(Al,Ga)As heterostructure with two well characterized, contiguous regions in 
series. In geometries like these, two effects can be expected at the interface 
between the two regions. First, generally the carrier concentrations differ in 
the two regions, and therefore charge will redistribute across the interface in 
order to align the Fermi levels. Secondly, if a magnetic field is applied, and 
current flows across the interface, the Hall voltages in the two parts will 
differ. As argued above the current will be pushed towards one end of the 
interface and the current pattern in this case can be calculated analytically 
using the Van Gelder solution. 
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11.B.2 THEORY 
ll.B.2.1 Macroscopic Current Redistribution. 
In the past, two heuristic models have been proposed for describing the 
interface between two contiguous regions of the 2DEG. Firstly the two 
regions might be seen as isolated, with an infinite number of connections 
along the common boundary. A consequence of this multiple-connection 
model is that, in case both regions are quantised, the total current crosses the 
common boundary in a very small region.16·28 In the second model, referred 
to as the interactive-boundary model, this condition is relaxed and only part 
of the current is forced to pass the boundary through a small region. The 
remaining part is free to pass through the boundary. The ratio of these cur­
rent components is determined by the ratio of the ρ -values in both 
regions.16 Syphers and Stiles conclude that their measurements support the 
interactive boundary model. In general, the current distribution will show a 
constriction at one end of the transition, which causes a difference between 
the longitudinal voltages across the transition. This current pattern and the 
corresponding potential distribution are intrinsically connected to a polariza­
tion of the interface and the outer edge. The longitudinal voltages between 
contacts on either side of the transition, each at a distance L of the transition 
are calculated to be:5 , 7 , 8 
V+ = I (Ржхд + Р^) i-l{*(,-*)-*(])} (11.8) 
for the voltage along the constriction side and 
v
" = I (Ржжд + Рхх.г) -!{*(*)-*(!)} (11.9) 
for the voltage along the repulsion side, where / is the current, Φ the dig­
amma function18 and φ is defined in eq. (3) and (4). The magnetic-field-
dependent PJJJJ- and Pxy-values for both parts of the sample should be deter­
mined from the measurements on the single regions. The longitudinal volt­
ages V+ and V" are a function of a single parameter b that measures both 
the difference between the regions and the applied magnetic field. Fig. 7 
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Fig. 11.7 Calculated current pattern near the interface 
between the regions. The voltage measured along the constric­
tion side of the sample is V+ (given by Eg. (8)) the one 
measured along the repulsion side is V~ (given by Eq. (9)). 
shows the current distribution calculated with this solution for b=l. The volt­
ages between contacts at larger distances from the transition can be calcu­
lated from Eqs. (8)-(9) and from the homogeneity of the current pattern in 
the parts of the sample at distances from the transition that are larger than 
L. 
ll.B.2.2 In-plane band-diagram. 
We consider the case as illustrated in Fig. 8, where two heterojunctions, 
each characterized by a different subband energy, Fermi level and mobility 
(Fig. 8a) are brought into close contact (Fig. 8b). Under the requirement of a 
constant Fermi level throughout the resulting structure, electrons near the in­
terface will be redistributed, giving rise to an electrostatic potential and a 
shift of the electric subbands with respect to each other. This calls for a self-
consistent solution of the Poisson equation, using the known dependence of 
the chemical potential30 and the subband energy31 on electron density. The 
application of a magnetic field causes condensation of the electron states in 
LLs and an oscillation of the Fermi level with respect to the subband edge as 
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Fig. 11.8 Two 2DEGs with a different electron concentration 
(a) are brought into close contact (b). An electrostatic potential 
is established that equalizes the Fermi levels (Ep) m both parts 
of the structure (EQ: subband edge, Ec: conduction band edge). 
function of the magnetic field.32 In the case of different carrier concentra-
tions in both parts, the period of these oscillations differ, and an intricate 
magnetic field dependence of the aforementioned electron distribution and 
electrostatic potential results near the interface. Several cases can be consi-
dered. Over limited ranges of magnetic field strengths the Fermi level will 
be, for both parts of the structure in equivalent states, i.e. in the same LL 
and both near the center of extended states (as shown in Fig. 9a) or both 
near the center of localized states. In this case one would expect the macros-
copic resistivity tensors for both parts of the structure to be spatially constant 
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Fig. 11.9 Landau levels (LLs) are formed. We distinguish 
two different cases: (a) the Fermi levels in both parts lie in 
equivalent states in the same LL, i.e both in extended or both 
in localized states, and (b) the Fermi levels lie in inequivalent 
states, i.e. in one part in extended and in the other part in 
localized states. 
up to the interface, thus the analytic solution of the transport problem, given 
above, applies. On the other hand, if the Fermi level lies in one part in the 
extended, and in the other part in the localized states (as shown in Fig. 9b), 
the LLs and the subbands will bend at the interface, resulting in spatially 
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dependent resistivity tensors near the interface. Under these conditions the 
solution for the current redistribution and eqs. (8) and (9) will no longer 
exactly describe the problem, but the spatial extent of the current redistribu­
tion will still be of the order of the width of the structure L. The polariza­
tion of the interface, necessary for the current redistribution will mix with 
the space charge due to the carrier redistribution across the interface, result­
ing in a spatial dependence of the resistivity, presumably over distances of 
the order L. The bending of the LLs will pull them away from the Fermi 
level near the interface, in the part where the Fermi level was originally in 
the extended states. This will probably cause a lowering of the local resistiv­
ity over length scales of the order L, because a larger fraction of the current 
will be carried by extended states deeper below the Fermi level, which 
cannot be scattered. 
11.B.3 EXPERIMENTAL SET-UP AND RESULTS 
The structure that has been examined in the present experiment is 
shown in Fig. 10. Three tools have been used for manipulation of the 2DEG. 
Firstly, the sample that is partly covered by an opaque gate, which is separ­
ated from the GaAs by an insulating layer, can be illuminated by an infra­
red LED outside the cryostat via a fiber system. Secondly, a voltage can be 
applied between the top-gate and the 2DEG. Finally, the voltage between the 
2DEG and a back-gate that covers the whole sample can be chosen. These 
tools enable a subtle manipulation of the 2DEG, thus preparing macroscopi-
cally inhomogeneous conditions. In each part of the sample four voltage con­
tacts served for characterising the state of the 2DEG in that region. The 
voltages across the transition were monitored to study the effects of the 
charge and current redistribution. The sample was immersed in liquid helium 
at 1.5 K. No light was admitted during the cooling cycle. Measurements were 
performed in a magnetic field perpendicular to the 2DEG. The field was 
generated with a 15 tesla Bitter magnet of the High Field Magnet laboratory 
in Nijmegen. Before manipulation of the sample, only the uncovered part of 
the sample showed decent quantum Hall behavior (p -plateaus and 
^-oscillations). After illumination and application of the gate voltages both 
parts of the sample showed decent QHE, characterized by n
u
 = 4.0 101Б m - 2 
and μ = 31 mVVs for the uncovered part, and n
c
 = 3.2 1015 m"2 and MU = 
3.8 m'/Vs for the covered part of the sample at zero gate voltage, as deter-
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Fig. 11.10 Sample used for the measurements. The carrier 
concentration in both parts can be manipulated by an infra-red 
LED, a backgate and a topgate. 
mined from low field SdH effect and zero-field resistance. The low mobility 
in the covered part is probably due to charged traps at the GaAs-insulator 
interface. The SdH oscillations are equal in period and, within the experi­
mental accuracy equal in amplitude on opposite contact pairs in each part. 
This accuracy is determined by the uncertainty in the effective positions of 
the contacts within the width of the legs. This indicates that both parts of 
the sample can be considered as homogeneous. In zero magnetic field the 
conduction through the transition is found to be ohmic for currents up to 10 
μΑ. The voltages across the transition are found to be as expected from geo­
metric considerations. With an applied magnetic field small deviations from 
ohmic behavior were observed in the voltages across the transition, which 
were similar to the deviations observed within the separate parts. These devi­
ations can be attributed to warming up, and the measuring currents for the 
experiments described in the following have been chosen below the value, 
where these deviations became significant. In a magnetic field, the simple 
'geometric expectation' is no longer confirmed. The difference between the 
longitudinal voltages, measured on opposite sides of the sample V+-V~ is 
experimentally found to equal the difference in Hall voltages over the entire 
magnetic field range. By applying a top gate voltage, which reduces or 
enhances the difference in Hall voltages in the separate parts, V+-V" could 
be varied in accordance with Kirchhoff's first law. It is observed that, within 
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the aforementioned uncertainty in the contact positions, the longitudinal volt-
ages that are registered on opposite contact pairs change side under reversal 
of the magnetic field direction. We consider this symmetry as additional 
proof that the sample consists of two homogeneous contiguous regions. 
Now we will consider the case of a fixed, small difference between the 
carrier concentration in both parts, characterized by p^ (as shown in the 
upper panels of Figs. 11 and 12) and p ^ , both as a function of magnetic 
field. The voltages measured across the interface are shown in the lower 
panels as drawn lines. From the data on the separate parts, using the solution 
of section B.2.1 - that is, only taking into account the current redistribution 
- we have calculated the expected values across the interface at many mag-
netic field strengths which are shown in the lower panels for direct compari-
son. 
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magnetic field (Τ) 
Fi'£. 11.11 Measured and calculated resistances as function of 
the magnetic field in the low-field case. The upper panel 
shows results for the separate parts in the structure, curve 1 is 
(Уг-г + Vio-tWi-s·· curve 2 : ( *-ь + ^Β-Ι)/21!-* ('f°r ^ 
numbering, see fig. 11.10). The Hall voltages V10_r V9_3, 
F8_4 > and V1_b were monitored too (not shown). The lower 
panel shows measured (lines) and calculated (points) values 
across the transition: curve 3 is
 д
-
в
/Іі-б· curve 4: ^3-4/Ί-β· 
The values for F 9 _ 8 that were calculated using Eq. (8) and the 
p
xx
- and pXy-values measured at the separate parts are 
shown as open circles. The closed circles represent values for 
3-4/І1- ^at were calculated with Eq. (9). The filled bars 
indicate the magnetic field ranges where minima with the 
same filling factor in both curves in the upper panel coincide 
(equivalent states). The open bars indicate ranges where a 
maximum in one curve matches a minimum in the other one 
(inequivalent states). 
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Fig. 11.12 Resistances shown in fig. 11 for high magnetic 
fields. The upper panel displays results on the separate parts, 
curve 1: (V2.3 + V1Q_9)/2li_6; curve 2: f F 4 . 6 * V%.4)/2lx.b; 
curve 3: (V10_2 + V9_3)/2I1_6; curve 4: (V^ + ^)/2І1.Ъ. 
The lower panel shows results across the transition, curve 5 
and open circles: measured and calculated values for 
^э-в/^і-б·' curve 6 end filled circles: measured and calcu­
lated values for І /з- 4// 1_ 6 . The filled bars indicate the mag­
netic field ranges with the Fermi level in equivalent states (i.e. 
coincident minima or maxima with the same filling factor in 
curves 1 and 2), the open bars the ranges with inequivalent 
states (i.e. minima matching maxima in curves 1 and 2). 
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11.B.4 DISCUSSION 
In fig. 11 the SdH oscillations at the the uncovered part are already seen 
at much lower magnetic field strengths than at the covered part, due to the 
difference in mobilities. In the van Gelder solution, the high resistivity of 
the covered part dominates, so the low density SdH oscillations are clear, but 
the high density oscillations are not, as shown in the lower panel of fig. 11. 
The experimental results show the contrary; the SdH oscillations due to the 
uncovered part are much more pronounced. The van Gelder solution does 
not describe the data at all magnetic field strengths. Only around the maxima 
of the observed resistances across the interface agreement is obtained. At the 
other field values the experimentally found value is lower than the calculated 
one. This can be explained by the (in)equivalency of the states at the Fermi 
level in the separate parts of the structure, as was mentioned in section B.2.2: 
Below 2 tesla the width of the LLs in the covered part is not smaller than 
their separation. The density of states at the Fermi level is therefore approxi­
mately constant. But in the uncovered part clear LLs develop for В > 0.5 
tesla. At the aforementioned maxima the Fermi level is in the extended states 
in both parts. Therefore the van Gelder solution is expected to apply, as was 
observed. But for the other Fermi level positions in the uncovered part, the 
space charge at the interface causes a bending of the subbands over distances 
of the order L at both sides. This increases the number of carriers in the 
covered part at the cost of the localized states in the uncovered part. There­
fore the resistance across the interface could be argued to be lower than the 
value from an argument based on constant resistivity tensors up to small dis­
tances away from the interface (see section B.2.1). Our data show that this is 
the case. In the higher field ranges the LLs in the covered part are formed 
too. So the Fermi level can be in localized states in the covered part. In fig. 
12 we have indicated the magnetic field ranges where the Fermi level lies in 
equivalent states (filled bars), as well as the ranges where it lies in clearly in-
equivalent states (open bars). In the former case good agreement between the 
data and the van Gelder solution is obtained, whereas in the latter case the 
observed resistances are lower than the calculated ones, as argued above. For 
the other magnetic field ranges no clear statement on the equivalence of the 
states and the agreement between the data and the van Gelder solution can 
be made. 
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11.B.5 CONCLUSION 
The results above show that even in the simplest possible case of an in-
homogeneous 2DEG, consisting of two contiguous regions in series, magneto-
transport can only partially be described in a quantitative way. For magnetic 
field ranges with the Fermi level in equivalent states in both parts of the 
2DEG, charge redistribution was argued to be small and our analytic solution 
for the current pattern was shown to be quantitatively correct. However, if 
the Fermi level lies in inequivalent states charge redistribution effects are 
important and a quantitative description cannot be given yet. Further theo-
retical and experimental work is needed on this subject. Only after clarifying 
this, the quantitative study of current redistribution around arbitrarily shaped 
inhomogeneities in a 2DEG can be successful. 
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CHAPTER 12 
SIX PROBE RESISTIVITY MEASUREMENTS: 
EDGE EFFECTS IN NEAR-INTRINSIC GERMANIUM 
ABSTRACT 
Edge effects in the magnetotransport properties of near-intrinsic ger-
manium are studied with a new method for measuring the resistivity tensor 
of a conducting slab. This method can detect spatial inhomogeneities in the 
conductivity, as will occur intrinsically near the edge of a germanium slab 
for certain temperatures and magnetic field strengths. From these experi-
ments, a value for the electron-hole recombination velocity near a free sur-
face can be found. 
This work was performed in collaboration with J.A.M.M. van Haaren and 
will also be treated in his thesis: "Macroscopic current diversion in magnetic 
fields in metals and semiconductors". University of Nijmegen (1988) 
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12.1 INTRODUCTION 
Accurate knowledge of the resistivity of conducting materials is impor­
tant both in fundamental and applied physics. The translation of the resis­
tance that appears in Ohm's law into the resistivity that characterises the 
conducting solid requires information on the geometry of the specimen. 
There are two basically different ways of obtaining such information. The 
simplest way is to use a well defined, convenient geometry and to assume 
that the current in the specimen is homogeneous. The best example of this is 
a rod-like sample with length L and cross-sectional area A, for which case 
the relation between resistivity ρ and resistance R is simply ρ = RA/L. How­
ever, for samples of which the shape is not rod-like or on which length 
measurements cannot be performed accurately enough, the geometric infor­
mation needed can be extracted from additional resistance measurements. A 
comparatively high accuracy can be obtained in this way, as resistance meas­
urements can be performed with high precision. 
Among such methods the Van der Pauw method1 is best known. This 
method requires a uniform, conducting slab with four contacts on the peri­
phery. Two four-terminal resistance measurements are performed, and from 
these, a geometric factor and the resistivity are determined. Applying a mag­
netic field introduces one more unknown physical parameter (the off-
diagonal resistivity tensor component) but also makes it possible to do one 
extra non-trivial resistance measurement. 
The most prominent difference between the new method2 used here 
and the Van der Pauw method is the use of six contacts in the interior of the 
sample. The advantage over the Van der Pauw method is that more linearly 
independent resistance measurements can be performed than those required 
for eliminating the geometry and determining the resistivity tensor compo­
nents. Linearly independent here means that the result cannot be deduced 
from the other results by simple addition or subtraction. This should not be 
confused with an independent measurement which means that the result 
cannot be deduced from the other results without knowing the resistivity 
tensor and the contactpositions. The number of necessary independent meas­
urements with any number of contacts is equal to the number of parameters 
needed to characterise the sample and the contacts completely, but the 
number of contacts puts an upper limit on the number of measurements that 
are linearly independent.If the conductivity is uniform, then the six contacts 
enable eleven independent measurements. If this condition is not fulfilled, 
then up to nineteen independent measurements are possible with six contacts, 
which is the maximum number of linearly independent measurements (Ref. 
2). In the Van der Pauw method the number of possible linearly independent 
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measurements (three if a magnetic field is applied) is just sufficient to find 
the geometrical and physical parameters, leaving no data for a consistency 
check. With the six probe method, the tensor components can be calculated 
using some of the resistance data under the assumption that the sample is 
uniform. One can use the thus found contact positions and tensors compo-
nents to calculate other, linearly independent resistances that can be meas-
ured. From the comparison of the calculated and measured values, one can 
say if the description found is consistent. Any deviations between the two 
have to be attributed to limited measurements accuracy, compositional inho-
mogeneities, thickness variations, or edge effects. It is impossible to come to 
such a conclusion from the traditional Van der Pauw measurements, because 
of the lack of redundant, linearly independent data. 
Often, there are reasons to doubt the assumed homogeneity of the resis-
tivity, even for samples of uniform composition. This is the case for materi-
als with different types of carriers, placed in a magnetic field. For a single 
type of carrier, the Lorentz force is balanced by an electric field caused by 
an accumulation of carriers on part of the sample periphery, and a depeletion 
on other parts. This so-called Hall field reveals the sign of the charge of the 
carriers. In materials where the current is carried by charges of both signs 
e.g. in intrinsic semiconductors, such a balance cannot always be obtained 
and electrons and holes may accumulate on the same parts of the periphery. 
The increase of their concentrations in these regions, the so-called magneto-
concentration effect, is then only limited by electron-hole recombination and 
not by a Hall field. It will be clear that under such conditions the resistivity 
in these regions can be quite different from that in the bulk. In this chapter 
we will study such effects with the six probe method outlined above. 
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12.2 THEORY 
12.2.1 Six probe method 
The Van der Pauw method requires a simply connected, uniform 
(constant thickness and homogeneous composition), isotropically conducting 
slab with four point contacts on the periphery1»4. For eliminating the geome-
tric parameters the arbitrarily shaped sample is mapped onto a generalised 
sample, of which the shape may be chosen at convenience. The transforma-
tion used must be conformai in order to assure that the equipotential- and 
current lines still obey the transport equations after the transformation1'3. In 
principle one needs four geometric parameters to determine the positions of 
the four contacts on the edge, but one can eliminate three of them by the 
choice of the conformai mapping, leaving one parameter to be determined. 
This is done by the ratio of two linearly independent four-terminal resis-
tances measured. From the remaining data the resistivity tensor components 
can be determined, after which all the information available from resistance 
measurements has been exhausted. Therefore it is impossible to check the 
validity of the assumptions made about the sample. With more peripheral 
contacts. Van der Pauw measurements can be done with each subset of four 
contacts, and the results for the resistivity tensor can be compared. However, 
a single description for all contacts simultaneously cannot be obtained. 
In the Van der Pauw method the contacts are necessarily positioned on 
the edge of the sample, for positioning in the interior of the sample would 
increase the number of unknown geometric parameters above the number of 
linearly independent data available. However, one may doubt whether the 
determination of parameters for describing the interior of the slab can safely 
be done with contacts on the edge. There are techniques available for resis-
tivity measurements on the interior of (effectively) infinite slabs (e.g. 
collinear four-probe method),4 but these do not resolve the geometry by 
means of resistance measurements, as the Van der Pauw method does. They 
have to rely on geometrical information obtained by other means. 
One would therefore like to have a method with contacts in the interior 
of the sample, where the number of contacts would allow for the resolution 
of the geometric parameters and for a consistency check. Because we wish to 
measure the diagonal and the off-diagonal component of the resistivity 
tensor, the sample is placed in a stationary magnetic field, perpendicular to 
the slab. It can be shown2 that with five internal contacts enough linearly in-
dependent resistances can be measured so that a description can be found, 
but there are only few redundant data. For practical purposes, six contacts is 
the minimum number to be used to fulfill the above requirements. 
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Fig. 12.1 Example of a realistic sample with six contacts. 
The voltmeter and current source are attached to measure a 
four-terminal resistance. 
For deducing the resistivity tensor components from resistance meas-
urements with six internal contacts, the sample (an example is shown in Fig. 
1) is mapped with a conformai transformation on a generalised sample that 
lies in the complex plane. For this generalised sample we choose the unit 
circle, as shown in Fig. 2. Twelve geometric parameters would be needed for 
determining the positions of the six internal contacts, but three parameters 
may be chosen freely. We place one contact in the center of the circle, and a 
second contact on the positive real axis. This determines the conformai trans-
formation completely for a given sample, and for the positioning of the rem-
aining contacts in the generalised sample nine geometric parameters (i.e. five 
radii and four angles as defined in Fig. 2) must be known. We use Hall-like 
resistances (i.e. the parts of the resistances that are odd in the applied mag-
netic field) to find these geometric parameters. This implies that together 
with the geometric parameters a physical parameter that measures the Hall 
effect must be adjusted. It is not necessary to derive the conformai transfor-
mation explicitly: it suffices to adjust the geometric parameters and the Hall 
coefficient until (at least) ten linearly independent resistances are represented 
in the generalised sample. For a detailed description of the methods used to 
obtain the resistivity tensor components and the contact positions from the 
measured resistances, the reader is referred to refs. 2,5 and 6. 
The result is that one finds the tensor components and the positions on 
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Fig. 12.2 Generalised sample, being the unit circle in the 
complex plane, with the definition of the geometric parame­
ters. 
the generalised sample, using only part of the linearly independent resistances 
one has measured. With these parameters and the remaining resistances 
RjCexp), one can define a quantity Δ that measures the inconsistency of the 
description: 
. ^ Г ( Ri(exp) - Recale) )2 
i 
Δ =
 (Riíexp)) 
where the Recale) are calculated only using the positions and tensor compo-
nents found from the aformentioned Hall-like resistances, assuming uniform 
resistivity. It will be clear that if the description is consistent, i.e. the resis-
tivity is homogeneous, Δ differs only from zero by the measurement inaccu­
racy. 
1/2 
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12.2.2 Magnetoconcentration effect in germanium 
In conductors subject to crossed electric and magnetic fields, the carrier 
density will no longer be spatially uniform. This magnetoconcentration effect 
is well known, and was studied for the first time by Welker7. (For a review 
of the early work, see ref. 8, for more recent work, see ref. 9 and references 
therein.) It is especially prominent in materials where charge is transported 
by electrons and holes, as e.g. in intrinsic germanium, where the situation is 
even more complicated due to the presence of light and heavy holes. Both 
the electron- and hole currents will have components perpendicular to the 
boundary, which lead to their accumulation near part of the sample peri-
phery and depletion on the opposing part, as illustrated in Fig. 3. The result-
ing Hall coefficient is the result of a complicated competition, depending on 
the masses and scattering times of the charge carriers, and may even cross 
zero for certain temperatures and magnetic fields8. At these so-called Hall 
nulls, the accumulation and depletion of electrons and holes in parts of the 
edge region is no longer balanced by a (Hall) electric field. The concentration 
of charge carriers in these regions is determined only by the balance of par-
tial currents incident on the edge and thermal generation on the one hand, 
and electron-hole recombination on the other hand. This recombination is 
quite slow (r ~ 10"3 s) in bulk germanium because of the indirect gap. Due 
to the presence of many traps at the surface, recombination there is much 
fasten the surface recombination velocity (SRV) depends on the surface 
treatment and is of the order of 10 ms -1 in the samples used here (Ref 10, 
Fig. 12.3 Schematic illustration of the magnetoconcentration 
effect. As the velocities (v) and charges of electrons and holes 
are opposite, the Lorentz forces (F) on them point in the same 
direction. 
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table 12.1). For lowering the SRV, the surface must be etched or passivated 
chemically11, whereas sandblasting increases the SRV. 
The above implies that there exists a current above which the surface 
recombination cannot cope with the influx of electrons and holes into the 
edge region and that the much slower bulk recombination becomes impor­
tant. This then automatically means that the deviations from the bulk, equili­
brium carrier concentrations will extend over macroscopic distances from the 
edge into the bulk. The resistivity of the sample under such conditions can 
then be expected to be inhomogeneous. This inhomogeneity is however not 
of a random nature but has to reflect the shape of the sample edge region. 
For a disk-like sample with five contacts on a regular pentagon and one in 
the center, one would therefore expect an inhomogeneity with (at least) five­
fold rotational symmetry to show up. 
Hall coefficient (10"3m3/C) 
5 θ 
5.7 
5.6 
5.5 -
Fi£. 12.4 Comparison of the 
Hall coefficient of a sample 
of p-Ge determined with the 
Van der Pauw method and the 
six probe method. 
10 15 
magnetic field (T) 
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12.3 EXPERIMENTS & DISCUSSION 
12.3.1 Extrinsic germanium 
First we will present results that show the equivalence of the six probe 
method and the Van der Pauw method for the case of conduction by charge 
carriers of a single sign in a uniform sample. This will be illustrated for 
doped p-type germanium, which contains both light and heavy holes. The 
measurements were performed on gallium doped single crystals, with N A = 
1101Б cm - 3 . Discs of 10 mm diameter and 0.5 mm thickness (normal in [100] 
direction) were mechanically polished and provided with ten ohmic contacts: 
one in the center, five in a more or less regular pentagon on a circle with a 
radius of 4 mm and four on the edge for Van der Pauw measurements. The 
contacts were made by alloying small tin dots (diameter 0.2 mm) into the 
germanium at 400 С for 15 minutes in forming gas. 
The results for the Hall coefficient and the conductivity as a function of 
magnetic field are shown in Fig. 4 and 5. The agreement between the result 
conductivity (Ω'ΊιΓ 1) 
30 
25 
20 -
15 
Fig. 12.5 Comparison of the 
conductivity of a sample of p-
Ge determined with the Van 
der Pauw method and the six 
probe method. 
10 15 
magnetic field (T) 
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obtained by the two different methods can be called good, although there is 
a very small, albeit systematic difference (~ 1 %) between the Hall coeffi­
cients. The contact positions found for the five pentagon contacts are inde­
pendent of magnetic field and agree with the ones optically measured on the 
samples. For an explanation of the observed behaviour· of the resistivity 
tensor components, the reader is referred to ref. 8 as these measurements 
only serve to illustrate the equivalence of the two methods for a case where 
the conductivity is expected to be homogeneous. 
12.3.2 Near-intrinsic germanium 
In order to observe edge effects due to the presence of electrons and 
holes, we performed measurements on samples of unintentionally doped p-
type germanium near room temperature. From low temperature Hall meas­
urements we found that N A - ND = 3-10
18
 m"
3
. The geometry used was 
again disc-like, with the normal in the [100] direction, a diameter of 6.4 mm 
and a thickness of 0.8 mm and 0.6 mm for sample 1 and 2 respectively. The 
Fig. 12.6 Hall coefficient 
versus magnetic field at vari­
ous temperatures for near-in­
trinsic p-type germanium, det­
ermined with peripheral con­
tacts. The solid lines are only 
meant to guide the eye. 
00 -
0 2 t 6 8 
magnetic field IT) 
Hall coefficient |m]/C) 
02 
01 
274 3 К 
196 chapter 12 
Hall coefficient |m3/C) 
0 2 
Fig. 12.7 Comparison of the 
Hall coefficients determined 
with four peripheral contacts 
(open symbols) and the six 
probe method (closed symbols) 
at 274.3 K. Between 6.5 and 
7.8 tesla no meaningful des­
cription can be found with the 
six probe method. The solid 
lines are only meant to guide 
the eye. 
magnetic field (T) 
samples were carefully mechanically polished with a final surface roughness 
of less than 1 μιη. As a last treatment, they were chemically polished in CP4 
(Ref. 12) at room temperature for several minutes. The contacting was done 
in the same way as for the extrinsic germanium described above. 
In Fig. 6 the Hall coefficient is shown as a function of the applied mag­
netic field, as measured with the peripheral contacts. It is found to vary 
strongly with temperature: for certain combinations of magnetic field 
strength and temperature Hall nulls are observed. This magnetic field and 
temperature dependence is caused by the aforementioned competition 
between the three species of charge carriers present electrons, heavy holes 
and light holes. 
For measurements with the six probe method a Hall coefficient is 
observed that does not concur with the result for the peripheral contacts over 
the entire field range, as is shown in Fig. 7. Near the Hall null observed with 
the peripheral contacts, no meaningful description could be found with the 
six probe method, though the measurement accuracy of the resistances was 
still large enough to apply the formalism. 
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Fig. 12.8 Geometrie parameters 
as function of the magnetic field 
strength in the six probe method, 
measured at 286.5 K. The five 
angles represent only four inde­
pendent parameters as their sum 
has to equal 2τ. The solid lines 
are only meant to guide the eye. 
At 286.5 К the Hall coefficient is negative (electron-like) between 0.5 
tesla and 8 tesla. The Hall null lies far above 8.5 tesla and at this temperature 
the six probe method yields a description of the conductance properties of 
the samples for the entire magnetic field range. But the results show a mag­
netic field dependence in the geometric parameters, which is systematic in 
the radii but not in the angles, as illustrated in Fig. 8. The occurence of such 
a dependence is indicative of inhomogeneities in the conductance. From the 
symmetry of the dependence, we conclude that this inhomogeneity has the 
same symmetry as the sample itself, which can be understood as follows: The 
samples have an approximate five-fold rotational symmetry by construction. 
By a proper choice of the ten four-terminal resistances needed to determine 
the nine geometric parameters and the Hall coefficient, one can preserve this 
symmetry. To achieve this, these resistances were determined in two sets: 
One set consists of the resistance shown in Fig. 9a, with the four other ones 
obtained by rotation of the pentagon contacts. The other set consists of five 
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Fig. 12.9 Examples of the four-terminal resistances used for 
determining the geometric parameters and the Hall coefficient. 
Each configuration generates a set of five resistance by rota­
tion of the pentagon contacts. 
resistances generated in a similar way from the one that is illustrated in Fig. 
9b. If and only if the conductance properties do not perturb the rotational 
symmetry, one expects the results for the geometric parameters to be sym­
metric too. 
Two possible causes for the symmetric inhomogeneity can be considered. 
First of all, the contacts themselves may produce the effect, as they intro­
duce small regions with high doping concentration and carriers are injected 
there. However, it is not clear how this effect can be related to the Hall null. 
The second candidate is the magnetoconcentration effect, as it changes the 
concentration of carriers near the edge of the sample. One would expect this 
to affect the conductance properties most strongly under conditions of a high 
magnetic field and a small Hall coefficient. Therefore the remaining meas­
urements to be presented here were performed at that temperature where the 
Hall null was near the maximum available field (8.5 tesla). For sample 1 this 
was at 277.7 K, for sample 2 at 276.1 K; the difference can be explained by 
a small difference in the impurity concentration. 
In the data presented so far only part of the linearly independent four-
terminal resistances that have been measured have been taken into account. 
The remaining data can be used to calculate the inconsistency of the descrip­
tion found, as defined in eq. (12.1). The lower limit for such an inconsis­
tency, as shown in Fig. 10, is determined by the measurement inaccuracy 
(0.04 in Fig. 10 corresponds to an experimental error of 0.04/νΊ 5 = 0.01, see 
Refs. 5,6). On top of this, large increases of the inconsistency are observed 
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Fig. 12.10 Inconsistency 
versus magnetic field strength 
for sample 2 at 276.1 К and 3 
μΑ measurement current. The 
solid line is only meant to 
guide the eye. 
0 2 ¿ 6 8 
magnetic field (T) 
near the Hall nulls at very low field (< 0.1 tesla) and at =; 8.2 tesla. Five 
magnetic field ranges can be discerned ; for magnetic field strengths from 1 
to 5 tesla the inconsistency is determined by the measurement accuracy, and 
the description found with the six probe method is realistic. For В < 0.1 tesla 
and for В > 7 tesla the six probe method, assuming a uniform resistivity 
tensor, does not give a solution at all. In the intermediate ranges it gives a 
higher inconsistency, proving that a description with a uniform tensor is not 
adequate. 
The inhomogeneity related to the magnetoconcentration effect will be 
current dependent as it is determined by the balance between the partial cur­
rents incident on the edge and the recombination through traps near the 
edge. Such a dependence was obtained here in the results from the six probe 
method, and although much weaker, also in the Hall coefficient measured 
with the peripheral contacts. Fig. 11 shows the relative current dependence 
of the Hall coefficient and the inconsistency found with the six probe 
method. Both show a sharp increase above 5 tesla. Also the radii of the con-
tactpositions were found to change with the current. As the current depen­
dence is much weaker away from the Hall null, warming up by simple Joule 
heating cannot be the cause for this phenomenon. Ohm's law could not 
describe such a behaviour of the conductance, not even for an inhomogene-
ous sample. This non-linearity has been further investigated at a magnetic 
field near the Hall null. The inconsistency and the Hall coefficients measured 
with both methods, as shown in Fig. 12, show concurrently a strong current 
dependence above 5 μΑ. The behaviour of the inconsistency at low currents 
is due to the reduced measurement accuracy and at the highest currents it 
indicates that the Hall coefficients according to either method are not des­
criptive of the bulk conductance properties. 
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We therefore conclude that the observed magnetic field- and current 
dependence of the geometric parameters (Fig. 8), the Hall coefficient (figs. 7, 
11, 12) and the inconsistency (figs. 10, 11, 12) should be attributed to the 
magnetoconcentration effect. To make this statement more quantitative, one 
has to find the partial currents incident on the edge. If one assumes acousti­
cal phonon scattering to be the dominant scattering mechanism, one can 
follow Willardson, Harman and Beer13 (WHB). Using their results for the 
mobilities and Hall angles of the separate carrier types and literature values 
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Fig. 12.12 Current dependence 
of the inconsistency and the Hall 
coefficient according to the six 
probe method (closed symbols) 
and the Hall coefficient as det­
ermined with the peripheral con­
tacts (open symbols), determined 
for sample 1 al 7 tesla and 
277.7 K. The solid lines are only 
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for the mobilities of p- and η-type germanium, one can calculate a total Hall 
coefficient as a function of temperature and magnetic field that is in fair 
agreement with the one observed here with the peripheral contacts. To achi­
eve this, one has to assume a doping concentration that is lower than the one 
experimentally observed. This is not surprising as it is known that at room 
temperature non-polar optical phonon scattering is also important14 and that 
the WHB results are therefore only approximately correct. However, as we 
are only interested in finding an order of magnitude estimate for the surface 
recombination velocity, no attempt was made to improve the WHB model. 
Under the assumption that the conductivity is uniform, one can find the 
current distribution in the samples (see Ref. 5). From the maximum total 
current density close and parallel to the edge and the WHB results, one then 
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finds the partial currents incident on the edge. From Fig. 12 it is clear that 
this description breaks down above 10 μΑ, which corresponds to a critical 
partial current density incident on the edge j
n c
 = 4 Am - 2. We assume that 
this breakdown of the homogeneity occurs as the hole concentration in the 
edge region p
e
 has increased to twice the bulk value p b . From the relation
10 
Jnc = e (P
e
 - Pb) s ( 1 2 · 2 ) 
where s is the surface recombination velocity, one finally finds s = 5 ms"1, 
in agreement with values reported for similarly prepared material10. It should 
be noted however that there is some arbitrariness involved in obtaining this 
value and that it is therefore no more than an order of magnitude estimate. 
12.4 CONCLUSION 
We have shown that for uniform conductors, the six probe method is 
equivalent to the Van der Pauw method. In addition, the six probe method 
can detect the presence of non-uniformities in the conductance properties, as 
illustrated here for the case of near-intrinsic germanium. From symmetry 
arguments and the observed magnetic field- and current dependence, it is 
possible to ascribe the inhomogeneity to the magnetoconcentration effect and 
to find a value for the surface recombination velocity. 
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SUMMARY 
This thesis describes three groups of experiments concerning the behavi-
our of electrons in semiconductors under the influence of electric and/or 
magnetic fields that lead to quantisation of the motion. 
The quasi two-dimensional electron gas (2DEG) in GaAs/AlGaAs 
heterostructures, studied with far infrared (FIR) spectroscopy, is the subject 
of the first part. Due to the differences in bandstructure properties of the 
two materials, a strong electrostatic potential and a space charge layer with 
quantised eigenstates will be formed at the interface. Applying a magnetic 
field perpendicular to the 2DEG will quantise the in-plane motion of the 
space charge electrons. 
Chapter 3 describes the comparison between photoconductivity (PC) and 
transmission measurements in magnetic fields. It shows that PC is caused by 
heating of the electron gas by the absorbed radiation. A method is presented 
to extract the cyclotron resonance (CR) lineshape from such measurements, 
from which conclusions could be drawn about the participation of localised 
and extended electrons in CR. 
In chapter 4 a CR linewidth analysis on electron gasses of very high 
quality is presented. This linewidth shows structure under the same condi-
tions where the fractional quantum Hall effect is visible in the electrical res-
istivity. Possible explanations for this are suggested. 
Finally, in chapter 5, the mixing between the magnetic quantisation par-
allel to the interface with the electric quantisation perpendicular to it is in-
vestigated. The anti-crossings of energy levels, resulting from this mixing, 
have been observed as broadening or splitting of the CR. Calculations are 
presented that can explain the experimental results in a quantitative way. 
In the second part of this thesis, pulsed FIR (magneto)spectroscopy is 
introduced as an important technique to study the dynamics of semiconduc-
tor systems. A second class of electrons in a quantising electric potential, i.e. 
hydrogenlike donors, is introduced in chapter 7. The time-resolved PC of 
such a system is shown to be strongly dependent on the externally applied 
electric field. For low fields a delay between FIR stimulus and PC response 
is observed which can be explained from the presence of a non-equilibrium 
phonon distribution. For higher external fields the PC response shows a tail 
that can exist tens of microseconds after termination of the FIR stimulus. A 
four level model that takes impact excitation and -ionisation into account is 
proposed, and it is shown to explain the experimental results. 
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Several aspects of the recombination dynamics of photoionised hydro-
genlike donors on nanosecond timescales are discussed in chapter 8. Clear in-
dications for the population of excited donor states are obtained from the in-
fluences of small electric fields and the excitation intensity on the recombi-
nation time constant. These effects can be described by a theory taking into 
account impact ionisation of the bound excited states. 
Applying a magnetic field as done in chapter 9, strongly affects the 
bound states and quantises the motion of the electrons in the conduction 
band. In order to separate both effects, the de-excitation out of two distinct, 
resonantly excited states was investigated, namely the 2p+ donor level and 
the N=1 Landau level. In this chapter, also a theory for the transition proba-
bilities under phonon emission or absorption is presented which shows rea-
sonable agreement with the experimental results. 
Finally, in chapter 10 pulsed FIR PC and transmission measurements on 
the 2DEG are presented that may elucidate discrepancies in the literature 
concerning Landau level lifetimes. From the transmission measurement, the 
lifetime is found to be very short (IO-11 s) whereas the PC measurement 
shows that the 2DEG as a whole looses the absorbed energy quite slowly 
(IO"8 s) 
The last part concerns itself with magnetotransport in macroscopically 
inhomogeneous semiconductors. In chapter 11, the interaction of a 2DEG 
with either a three-dimensional metallic conductor or with a 2DEG with dif-
ferent characteristics is considered. An existing theory for magnetotransport 
in such a composite system is applied to these two cases. A 2DEG between 
two metallic contacts is an implementation of the first case and precision 
measurements of the two-terminal resistance of such a device under quantum 
Hall effect conditions show good agreement with the calculated values. 
Measurements on the second case show that charge redistribution under cer-
tain conditions renders the aformentioned theory not applicable. 
In the last chapter, edge effects in pure germanium are demonstrated by 
treating them as inhomogeneities of the resistivity. This is done with a new 
method to determine this tensor, with the advantage over the well-known 
Van der Pauw method that the assumption of homogeneity can be verified 
explicitely. First of all, measurements are presented that show the equiva-
lence of the two methods for homogeneous conductors. For pure germanium 
at some temperatures and magnetic fields, no agreement between the two can 
be obtained. The new method indicates that under these conditions the resis-
tivity of the material changes towards the edge of the sample. From the cur-
rent dependency of this effect a value of the electron-hole recombination 
velocity in the edge region can be obtained. 
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SAMENVATTING 
Dit proefschrift behandelt drie groepen van experimenten betreffende 
het gedrag van electronen in halfgeleiders onder invloed van electrische en/of 
magnetische velden die tot quantisatie van de beweging leiden. 
Het quasi twee-dimensionale electronen gas (2DEG) in GaAs/AlGaAs 
heterostructuren, bestudeerd met ver-infrarood (VIR) spectroscopie, vormt 
het onderwerp van het eerste deel. Aan de grenslaag tussen de twee materi-
alen vormen zich als gevolg van de verschillen in bandstructuur-eigenschap-
pen een sterke electrostatische potentiaal en een ruimtelading met gequanti-
seerde eigentoestanden. Het aanleggen van een extern magneetveld loodrecht 
op het 2DEG leidt tot quantisatie van de beweging in het vlak van het 
2DEG: 
Hoofdstuk 3 beschrijft de vergelijking tussen fotogeleidings- en trans-
missiemetingen in magneetvelden. Hieruit blijkt duidelijk dat fotogeleiding 
veroorzaakt wordt door opwarming van het electronen gas door de geabsor-
beerde straling. Een methode wordt gepresenteerd om de cyclotron resonantie 
(CR) lijnvorm uit dergelijke metingen te destilleren, waaruit conclusies 
getrokken zouden kunnen worden betreffende de participatie van gelocali-
seerde en vrije electronen in CR. 
In hoofdstuk 4 wordt een CR lijnbreedte analyse beschreven, gemeten 
aan electronen gassen van een zeer hoge kwaliteit. Deze lijnbreedte vertoont 
structuur daar waar in de electrische weerstand van het 2DEG het fractionele 
quantum Hall effect zichtbaar is. Mogelijke verklaringen hiervoor worden 
aangegeven. 
In hoofdstuk 5 tenslotte wordt het geval bestudeerd waarin de magne-
tische quantisatie parallel aan het grensvlak gemengd wordt met de elec-
trische quantisatie loodrecht daarop. De opsplitsingen van de diverse energie-
niveaus, die voortkomen uit de koppeling van beide quantisaties zijn waarge-
nomen als verbreding of opsplitsing van de CR. Berekeningen worden gepre-
senteerd die de experimentele resultaten op een quantitatieve manier kunnen 
verklaren. 
In het tweede deel van dit proefschrift wordt gepulste VIR 
(magneto)spectroscopie geïntroduceerd als een belangrijke techniek om de 
dynamica van diverse halfgeleidersystemen te bestuderen. Een tweede klasse 
van electronen in een quantiserende electrostatische potentiaal, zijnde water-
stofachtige donoren, wordt geïntroduceerd in hoofdstuk 7. De tijdopgeloste 
fotogeleiding van een dergelijk systeem blijkt sterk afhankelijk van het 
extern aangelegde electrische veld. Bij lage velden wordt een vertraging 
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tussen de maxima van VIR stimulus en fotogeleidingsresponse gemeten, die 
verklaard kan worden uit de aanwezigheid van een niet-evenwichts fonon 
verdeling. Voor hogere externe velden vertoont de response een staart die tot 
vele tientallen microseconden na het beëindigen van de VIR puls kan be-
staan. Om dit effect te verklaren wordt een vier-niveau model voorgesteld 
met inbegrip van impact excitatie en -ionisatie, dat de metingen quantitatief 
kan beschrijven. 
Diverse aspecten van de recombinatie dynamica van foto-geioniseerde 
waterstofachtige donoren op korte tijdschalen (10"8 s) worden beschreven in 
hoofdstuk 8. Duidelijke indicaties voor de bezetting van aangeslagen toestan-
den van de donoren zijn verkregen uit de effecten van zeer kleine electrische 
velden en de excitatie intensiteit op de gemeten tijdconstanten voor de 
recombinatie. Deze verschijnselen kunnen beschreven worden met behulp van 
een simpele theorie die rekening houdt met de impact ionisatie van de zwak 
gebonden hogere toestanden. 
Aanleggen van een magneetveld, zoals gedaan is in hoofdstuk 9, veran-
dert de gebonden toestanden van de waterstofachtige donor en quantiseert de 
beweging van de electronen van de geleidingsband. Om beide effecten te 
kunnen scheiden is de recombinatie vanuit twee verschillende, resonant geex-
citeerde, toestanden onderzocht, te weten het 2p+ donor niveau en het N=1 
Landau niveau. In dit hoofdstuk wordt tevens een theorie voor de diverse 
overgangswaarschijnlijkheden onder emissie of absorptie van acoustische 
fononen beschreven die een redelijke overeenstemming met de experimentele 
resultaten laat zien. 
In hoofdstuk 10 tenslotte, worden gepulste VIR fotogeleidings- en 
transmissiemetingen aan het 2DEG gepresenteerd waarmee het mogelijk is 
discrepanties in de literatuur betreffende de Landau niveau levensduren te 
begrijpen. Uit de transmissie metingen blijkt deze levensduur zeer kort te 
zijn (10"11 s) terwijl de fotogeleidingsmetingen laten zien dat het electronen-
gas als geheel de geabsorbeerde VIR energie slechts langzaam (10"8 s) afstaat. 
Het laatste deel heeft magnetotransport in macroscopisch inhomogene 
halfgeleiders tot onderwerp. In hoofdstuk 11 wordt de interactie van een 
2DEG met hetzij een drie-dimensionale metallische geleider, hetzij een 
2DEG met andere karakteristieken beschouwd. Een bestaande theorie voor 
het magnetotransport in een dergelijk samengesteld systeem wordt toegepast 
voor deze specifieke gevallen. Een 2DEG tussen twee metallische contacten is 
een realisatie van het eerste geval en precisiemetingen aan de tweepuntsweer-
stand van een dergelijk systeem onder condities waaronder het quantum Hall 
effect optreedt, vertonen goede overeenstemming met de hier berekende 
waarden. Metingen aan het tweede geval laten zien dat ladingsherverdeling 
onder bepaalde condities de toepasbaarheid van voornoemde theorie in de 
weg staat. 
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In het laatste hoofdstuk worden randeffecten in zeer zuiver germanium 
aangetoond door ze als inhomogeniteit van de soortelijke weerstandstensor te 
beschouwen. Dit wordt gedaan met behulp van een nieuwe methode om deze 
tensor te bepalen, die als voordeel boven de bekende Van der Pauw methode 
heeft, dat de aanname betreffende de homogeniteit van de geleider expliciet 
geverifieerd kan worden. Allereerst worden metingen gepresenteerd die de 
equivalentie van de nieuwe methode en de Van der Pauw methode voor het 
geval van homogene geleiders aantonen. Voor zuiver germanium blijkt voor 
bepaalde temperaturen en magnetische veldsterktes geen overeenstemming te 
bestaan. De nieuwe methode geeft onder deze omstandigheden aan dat de 
geleidingseigenschappen van het preparaat naar de rand toe anders worden. 
Uit de stroomafhankelijkheid van dit effect kan een waarde voor de elec-
tron-gat recombinatie snelheid in het randgebied bepaald worden. 
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STELLINGEN 
behorende bij het proefschrift 
"Electronic properties of semiconductors 
in quantising electric and magnetic fields" 
van G.L.J.A. Rikken 
I 
Het verdwijnen van de helix structuur bij een zekere eindige waarde van de 
spoed gaande van de chiraal smectisch С naar de smectisch A vloeibaar kris-
tallijne fase in DOBAMBC is niet in strijd met het idee dat het hier een 
tweede orde fase overgang betreft. 
Π 
Aan de door Kroemer gegeven illustratie van de transitieve eigenschap van 
banddiscontinuiteiten met behulp van experimentele resultaten kan op grond 
van niet geschikte materiaal keuze weinig waarde worden gehecht. 
H. Kroemer, J. Vac. Sci. Technol. В 2, 433 (1984). 
Ill 
De door Helm et al. waargenomen verbreding en verschuiving van de cyclo­
tron resonantie van een twee-dimensionaal electronen gas bij hoge ver-infra­
rood intensiteiten kan behalve door verzadiging evengoed door opwarming 
verklaard worden. 
M. Helm, E. Gomik, A. Black, GR. Allan, CR. Mitchell en G. Weimann, 
Physica I34B, 323 (1985). 
IV 
De grootte van statische magneetvelden die momenteel kunstmatig gegene­
reerd kunnen worden wordt niet beperkt door materiaal eigenschappen maar 
door de beschikbare hoeveelheid geld, electrisch vermogen en ruimte. 
ν 
De aanname van Liboff van een verstrooiings tijd van tientallen millise­
condes in levende cellen bij kamertemperatuur is niet gerechtvaardigd. De 
daarop gebaseerde theorie van ionaire cyclotron resonantie in het aardmag­
neetveld is daarom niet aannemelijk. 
A.R. Liboff, J. Biol. Phys. 13, 99 (1985). 
VI 
Het absorptie maximum rond de plasma frequentie in de spectra van dunne 
rubidium films, zoals gemeten door Mayer en Blanaru, kan verklaard worden 
met een simpel Drude model voor p-gepolariseerd invallend licht en wordt 
niet veroorzaakt door het aanslaan van longitudinale Plasmonen. 
H. Mayer en L.M. Blanaru, Ζ. Phys. 249, 424 (1972). 
VII 
Het vergroten van de versterkings bandbreedte van een ver-infrarood mole­
culaire laser door het verhogen van de druk in het actieve medium kan 
leiden tot verkleining van de spectrale bandbreedte van de geëmitteerde 
straling. 
VIII 
Het geb ru ik van jeaiMmceerdt' tekstverwerkers leidt niet noodzakelijk tot 
veriœrting van de t i j d benodigd om een proefschrift en de bijbehorende etei-
lingen te schrijven of tot veibe tering van de lay0 . 
Deze stelling 
IX 
Het geforceerd bedenken van komisch bedoelde stellingen voor een proef-
schrift leidt vaak tot een tegenovergesteld resultaat. 
De vorige stelling 
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