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Abstrat. Aeleration in symboli veriation onsists in omputing
the exat eet of some ontrol-ow loops in order to speed up the iter-
ative x-point omputation of reahable states. Even if no termination
guarantee is provided in theory, suessful results were obtained in pra-
tie by dierent tools implementing this framework. In this paper, the
aeleration framework is extended to data-ow analysis. Compared to
a lassial widening/narrowing-based abstrat interpretation, the loss of
preision is ontrolled here by the hoie of the abstrat domain and does
not depend on the way the abstrat value is omputed. Our approah
is geared towards preision, but we don't loose eieny on the way.
Indeed, we provide a ubi-time aeleration-based algorithm for solving
interval onstraints with full multipliation.
1 Introdution
Model-heking safety properties on a given system usually redues to the om-
putation of a preise enough invariant of the system. In traditional symboli veri-
ation, the set of all reahable (onrete) ongurations is omputed iteratively
from the initial states by a standard x-point omputation. This reahability set
is the most preise invariant, but quite often (in partiular for software systems) a
muh oarser invariant is suient to prove orretness of the system. Data-ow
analysis, and in partiular abstrat interpretation [CC77℄, provides a powerful
framework to develop analysis for omputing suh approximate invariants.
A data-ow analysis of a program basially onsists in the hoie of a (poten-
tially innite) omplete lattie of data properties for program variables together
with transfer funtions for program instrutions. The merge over all path (MOP)
solution, whih provides the most preise abstrat invariant, is in general over-
approximated by the minimum x-point (MFP) solution, whih is omputable
by Kleene x-point iteration. However the omputation may diverge and widen-
ing/narrowing operators are often used in order to enfore onvergene at the
expense of preision [CC77, CC92℄. While often providing very good results, the
solution omputed with widenings and narrowings may not be the MFP solu-
tion. This may lead to abstrat invariants that are too oarse to prove safety
properties on the system under hek.
Tehniques to help onvergene of Kleene x-point iterations have also been
investigated in symboli veriation of innite-state systems. In these works, the
objetive is to ompute the (potentially innite) reahability set for automata
with variables ranging over unbounded data, suh as ounters, loks, staks or
queues. So-alled aeleration tehniques (or meta-transitions) have been devel-
opped [BW94, BGWW97, CJ98, FIS03, FL02℄ to speed up the iterative om-
putation of the reahability set. Basially, aeleration onsists in omputing
in one step the eet of iterating a given loop (of the ontrol ow graph). A-
elerated symboli model hekers suh as Lash [Las℄, TReX [ABS01℄, and
Fast [BFLP03℄ suessfully implement this approah.
Our ontribution. In this paper, we extend aeleration tehniques to data-ow
analysis and we apply these ideas to interval analysis. Aeleration tehniques
for (onrete) reahability set omputations may be equivalently formalized se-
mantially in terms of ontrol-ow path languages [LS05℄ or syntatially in
terms of ontrol-ow graph unfoldings [BFLS05℄. We extend these onepts to
the MFP solution in a generi data-ow analysis framework, and we establish
several links between the resulting notions. It turns out that, for data-ow anal-
ysis, the resulting syntati notion, based on graph attenings, is more general
that the resulting semanti notion, based on restrited regular expressions. We
then propose a generi attening-based semi-algorithm for omputing the MFP
solution. This semi-algorithm may be viewed as a generi template for applying
aeleration-based tehniques to onstraint solving.
We then show how to instantiate the generi attening-based semi-algorithm
in order to obtain an eient onstraint solver
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for integers, for a rather large
lass of onstraints using addition, (monotoni) multipliation, fatorial, or any
other bounded-inreasing funtion. The intuition behind our algorithm is the
following: we propagate onstraints in a breadth-rst manner as long as the
least solution is not obtained, and variables involved in a useful propagation
are stored in a graph-like struture. As soon as a yle appears in this graph,
we ompute the least solution of the set of onstraints orresponding to this
yle. It turns out that this aeleration-based algorithm always terminates in
ubi-time.
As the main result of the paper, we then show how to ompute in ubi-
time the least solution for interval onstraints with full addition and multiplia-
tion, and intersetion with a onstant. The proof uses a least-solution preserving
translation from interval onstraints to the lass of integer onstraints introdued
previously.
Related work. In [Kar76℄, Karr presented a polynomial-time algorithm that
omputes the set of all ane relations that hold in a given ontrol loation of
a (numerial) program. Reently, the omplexity of this algorithm was revisited
in [MOS04℄ and a ne upper-bound was presented. For interval onstraints with
ane transfer funtions, the exat least solution may be omputed in ubi-
time [SW04℄. Strategy iteration was proposed in [CGG
+
05℄ to speed up Kleene
x-point iteration with better preision than widenings and narrowings, and this
1
By solver, we mean an algorithm omputing the least solution of onstraint systems.
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approah has been developped in [TG07℄ for interval onstraint solving with full
addition, multipliation and intersetion. Strategy iteration may be viewed as
an instane of our generi attening-based semi-algorithm. The lass of interval
onstraints that we onsider in this paper ontains the one in [SW04℄ (whih
does not inlude interval multipliation) but it is more restritive than the one
in [TG07℄. We are able to maintain the same ubi-time omplexity as in [SW04℄,
and it is still an open problem whether interval onstraint solving an be per-
formed in polynomial-time for the larger lass onsidered in [TG07℄.
Outline. The paper is organized as follows. Setion 2 presents our aeleration-
based approah to data-ow analysis. We then fous on interval onstraint-based
data-ow analysis. We present in setion 3 a ubi-time algorithm for solving a
large lass of onstraints over the integers, and we show in setion 4 how to trans-
late interval onstraints (with multipliation) into the previous lass of integer
onstraints, hene providing a ubi-time algorithm for interval onstraints. Se-
tion 5 presents some ideas for future work. Please note that most proofs are only
skethed in the paper, but detailed proofs are given in appendix. This paper is
the long version of our SAS 2007 paper.
2 Aeleration in Data Flow Analysis
This setion is devoted to the notion of aeleration in the ontext of data-
ow analysis. Aeleration tehniques for (onrete) reahability set omputa-
tions [BW94, BGWW97, CJ98, FIS03, FL02, LS05, BFLS05℄ may be equiva-
lently formulated in terms of ontrol-ow path languages or ontrol-ow graph
unfoldings. We shall observe that this equivalene does not hold anymore when
these notions are lifted to data-ow analysis. All results in this setion an easily
be derived from the denitions, and they are thus presented without proofs.
2.1 Latties, words and graphs
We respetively denote by N and Z the usual sets of nonnegative integers and
integers. For any set S, we write P(S) for the set of subsets of S. The identity
funtion over S is written 1S , and shortly 1 when the set S is lear from the
ontext.
Reall that a omplete lattie is any partially ordered set (A,⊑) suh that
every subset X ⊆ A has a least upper bound
⊔
X and a greatest lower boundd
X . The supremum
⊔
A and the inmum
d
A are respetively denoted by ⊤
and ⊥. A funtion f ∈ A → A is monotoni if f(x) ⊑ f(y) for all x ⊑ y in A.
Reall that from Knaster-Tarski's Fix-point Theorem, any monotoni funtion
f ∈ A → A has a least x-point given by
d
{a ∈ A | f(a) ⊑ a}. For any
monotoni funtion f ∈ A → A, we denote by f∗ the monotoni funtion in
A → A dened by f∗(x) =
d
{a ∈ A | (x ⊔ f(a)) ⊑ a}, in other words f∗(x) is
the least post-x-point of f greater than x.
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For any omplete lattie (A,⊑) and any set S, we also denote by ⊑ the
partial order on S → A dened as the point-wise extension of ⊑, i.e. f ⊑ g
i f(x) ⊑ g(x) for all x ∈ S. The partially ordered set (S → A,⊑) is also a
omplete lattie, with lub
⊔
and glb
d
satisfying (
⊔
F )(s) =
⊔
{f(s) | f ∈ F}
and (
d
F )(s) =
d
{f(s) | f ∈ F} for any subset F ⊆ S → A. Given any integer
n ≥ 0, we denote by An the set of n-tuples over A. We identify An with the set
{1, . . . , n} → A, and therefore An equipped with the point-wise extension of ⊑
also forms a omplete lattie.
Let Σ be an alphabet (a nite set of letters). We write Σ∗ for the set of all
(nite) words l0 · · · ln over Σ, and ε denotes the empty word. Given any two
words x and y, we denote by x · y (shortly written xy) their onatenation. A
subset of Σ∗ is alled a language.
A (direted) graph is any pair G = (V,→) where V is a set of verties and
→ is a binary relation over V . A pair (v, v′) in → is alled an edge. A (nite)
path in G is any (non-empty) sequene v0, . . . , vk of verties, also written v0 →
v1 · · · vk−1 → vk, suh that vi−1 → vi for all 1 ≤ i ≤ k. The nonnegative integer
k is alled the length of the path, and the verties v0 and vk are respetively
alled the soure and target of the path. A yle on a vertex v is any path of
non-zero length with soure and target equal to v. A yle with no repeated
verties other than the soure and the target is alled elementary. We write
∗
→
for the reexive-transitive losure of→. A strongly onneted omponent (shortly
SCC ) in G is any equivalene lass for the equivalene relation
∗
↔ on V dened
by: v
∗
↔ v′ if v
∗
→ v′ and v′
∗
→ v. We say that an SCC is yli when it ontains
a unique elementary yle up to yli permutation.
2.2 Programs and data-ow solutions
For the rest of this setion, we onsider a omplete lattie (A,⊑). In our setting,
a program will represent an instane (for some onrete program) of a data-ow
analysis framework over (A,⊑). To simplify the presentation, we will onsider
programs given as unstrutured olletions of ommands (this is not restritive
as ontrol-ow may be expressed through variables).
Formally, assume a nite set X of variables. A ommand on X is any tuple
〈X1, . . . , Xn; f ;X〉, also written X := f(X1, . . . , Xn), where n ∈ N is an arity,
X1, . . . , Xn ∈ X are pairwise disjoint input variables, f ∈ An → A is a monotoni
transfer funtion, and X ∈ X is an output variable. Intuitively, a ommand
X := f(X1, . . . , Xn) assigns variable X to f(X1, . . . , Xn) and lets all other
variables untouhed. A valuation on X is any funtion ρ in X → A. The data-ow
semantis JcK of any ommand c = 〈X1, . . . , Xn; f ;X〉 on X is the monotoni
funtion in (X → A) → (X → A) dened by JcK(ρ)(X) = f(ρ(X1), . . . , ρ(Xn))
and JcK(ρ)(Y ) = ρ(Y ) for all Y 6= X .
A program over (A,⊑) is any pair P = (X , C) where X is a nite set of
variables and C is a nite set of ommands on X .
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Example 2.1. Consider the C-style soure ode given on the left-hand side below,
that we want to analyse with the omplete lattie (I,⊑) of intervals of Z. The
orresponding program E is depited graphially on the right-hand side below.
1 x = 1;
2 while (x ≤ 100) {
3 if (x ≥ 50) x = x−3;
4 else x = x+2;
5 }
X1 X2
X3
X5
c0
c1
c2 c3 c4
c5
Formally, the set of variables of E is {X1, X2, X3, X5}, representing the value
of the variable x at program points 1, 2, 3 and 5. The set of ommands of E is
{c0, c1, c2, c3, c4, c5}, with:
c0 : X1 := ⊤ c3 : X2 := (X3 ⊓ [50,+∞])− {3}
c1 : X2 := ({0} . X1) + {1} c4 : X2 := (X3 ⊓ ]−∞, 49]) + {2}
c2 : X3 := X2 ⊓ ]−∞, 100] c5 : X5 := X2 ⊓ [101,+∞[
We will use language-theoreti terminology and notations for traes in a
program. A trae in P is any word c1 · · · ck over C. The empty word ε denotes
the empty trae and C∗ denotes the set of all traes in P. The data-ow semantis
is extended to traes in the obvious way: JεK = 1 and Jc · σK = JσK ◦ JcK. Observe
that Jσ · σ′K = Jσ′K ◦ JσK for every σ, σ′ ∈ C∗. We also extend the data-ow
semantis to sets of traes by JLK = ⊔σ∈L JσK for every L ⊆ C∗. Observe thatJLK is a monotoni funtion in (X → A)→ (X → A), and moreover JL1 ∪ L2K =JL1K ⊔ JL2K for every L1, L2 ⊆ C∗.
Given a program P = (X , C) over (A,⊑), the minimum x-point solution
(MFP-solution) of P, written ΛP, is the valuation dened as follows:
ΛP =
l
{ρ ∈ X → A | JcK(ρ) ⊑ ρ for all c ∈ C}
Example 2.2. The MFP-solution of the program E from Example 2.1 is the val-
uation:
ΛE = {X1 7→ ⊤, X2 7→ [1, 51], X3 7→ [1, 51], X5 7→ ⊥}
Reall that we denote by JCK∗(ρ) the least post-x-point of JCK greater than
ρ. Therefore it follows from the denitions that ΛP = JCK∗(⊥). In our framework,
themerge over all paths solution (MOP-solution) may be dened as the valuation
JC∗K(⊥), and the following proposition realls well-known links between the
MOP-solution, the MFP-solution and the asending Kleene hain.
Proposition 2.3. For any program P = (X , C) over a omplete lattie (A,⊑),
we have:
JC∗K(⊥) ⊑ ⊔
k∈N
JCKk(⊥) ⊑ JCK∗(⊥) = ΛP
5
2.3 Aelerability and attening
We now extend notions from aelerated symboli veriation to this data-ow
analysis framework. Aeleration in symboli veriation was rst introdued
semantially, in the form ofmeta-transitions [BW94, BGWW97℄, whih basially
simulate the eet of taking a given ontrol-ow loop arbitrarily many times.
This leads us to the following proposition and denition.
Proposition 2.4. Let P = (X , C) denote a program over (A,⊑). For any lan-
guages L1, . . . , Lk ⊆ C∗, we have (JLkK∗ ◦ · · · ◦ JL1K∗)(⊥) ⊑ ΛP.
Denition 2.5. A program P = (X , C) over a omplete lattie (A,⊑) is alled
MFP-aelerable if ΛP = (JσkK∗◦· · ·◦Jσ1K∗)(⊥) for some words σ1, . . . , σk ∈ C∗.
The following proposition shows that any program P for whih the asending
Kleene hain stabilizes after nitely many steps is MFP-aelerable.
Proposition 2.6. Let P = (X , C) denote a program over (A,⊑). If we have
JCKk(⊥) = ΛP for some k ∈ N, then P is MFP-aelerable.
Aeleration in symboli veriation was later expressed syntatially, in
terms of at graph unfoldings. When lifted to data-ow analysis, this leads to
a more general onept than aelerability, and we will show that these two no-
tions oinide for onrete programs (as in symboli veriation). We say that
a program P is single-input if the arity of every ommand in P is at most 1.
Given a program P = (X , C) over (A,⊑), an unfolding of P is any pair (P′, κ)
where P′ = (X ′, C′) is a program and κ ∈ X ′ → X is a variable renaming, and
suh that 〈κ(X ′1), . . . , κ(X
′
n); f ;κ(X
′)〉 is a ommand in C for every ommand
〈X ′1, . . . , X
′
n; f ;X
′〉 in C′. The renaming κ indues a Galois surjetion (X ′ →
A,⊑) −−−→←−−−−→κ
←−κ
(X → A,⊑) where←−κ and −→κ are dened as expeted by←−κ (ρ) = ρ◦κ
and
−→κ (ρ′)(X) =
⊔
κ(X′)=X
ρ′(X ′).
We assoiate a bipartite graph to any program in a natural way: verties are
either variables or ommands, and edges denote input and output variables of
ommands. Formally, given a program P = (X , C), the program graph of P is
the labeled graph GP where X ∪ C is the set of verties and with edges (c,X)
and (Xi, c) for every ommand c = 〈X1, . . . , Xn; f ;X〉 in C and 1 ≤ i ≤ n. We
say that P is at if there is no SCC in GP ontaining two distint ommands
with the same output variable. A attening of P is any unfolding (P′, κ) of P
suh that P′ is at.
Example 2.7. A attening of the program E from Example 2.1 is given below.
Intuitively, this attening represents a possible unrolling of the while-loop where
the two branhes of the inner onditional alternate.
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X1 X2
X ′2X3 X
′
3
X5
c0
c1
c2 c4
c5
c′2c3
Lemma 2.8. Let P = (X , C) denote a program over (A,⊑). For any unfolding
(P′, κ) of P, with P′ = (X ′, C′), we have −→κ ◦ JC′K∗ ◦←−κ ⊑ JCK∗.
Proposition 2.9. Let P = (X , C) denote a program over (A,⊑). For any un-
folding (P′, κ) of P, we have −→κ (ΛP′) ⊑ ΛP.
Denition 2.10. A program P = (X , C) over a omplete lattie (A,⊑) is alled
MFP-attable if ΛP =
−→κ (ΛP′) for some attening (P′, κ) of P.
Observe that any at program is trivially MFP-attable. The following propo-
sition establishes links between aelerability and attability. As a orollary to
the proposition, we obtain that MFP-aelerability and MFP-attability are
equivalent for single-input programs.
Proposition 2.11. The following relationships hold for programs over (A,⊑):
i) MFP-aelerability implies MFP-attability.
ii) MFP-attability implies MFP-aelerability for single-input programs.
Proof (Sketh). To prove i), we use the fat that for every words σ1, . . . , σk ∈
C∗, there exists a nite-state automaton A without nested yles reognizing
σ∗1 · · ·σ
∗
k. The produt of any program P with A yields a attening that sim-
ulates the eet of σ∗1 · · ·σ
∗
k on P. To prove ii), we observe that for any at
single-input program P, eah non-trivial SCC of GP is yli. We pik a yli
trae (whih is unique up to irular permutation) for eah SCC, and we arrange
these traes to prove that P is aelerable. Bakward preservation of aelera-
bility under unfolding onludes the proof. ⊓⊔
Remark 2.12. For any labeled transition system S with a set S of states, the for-
ward olleting semantis of S may naturally be given as a single-input program
PS over (P(S),⊆). With respet to this translation (from S to PS), the notion of
attability developped for aelerated symboli veriation of labeled transition
systems oinide with the notions of MFP-aelerability and MFP-attability
dened above.
Reall that our main goal is to ompute (exat) MFP-solutions using aele-
ration-based tehniques. Aording to the previous propositions, attening-based
omputation of the MFP-solution seems to be the most promising approah, and
we will fous on this approah for the rest of the paper.
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2.4 Generi attening-based onstraint solving
It is well known that the MFP-solution of a program may also be expressed
as the least solution of a onstraint system, and we will use this formulation
for the rest of the paper. We will use some new terminology to reet this
new formulation, however notations and denitions will remain the same. A
ommand 〈X1, . . . , Xn; f ;X〉 will now be alled a onstraint, and will also be
written X ⊒ f(X1, . . . , Xn). A program over (A,⊑) will now be alled a on-
straint system over (A,⊑), and the MFP-solution will be alled the least solution.
Among all aeleration-based notions dened previously, we will only onsider
MFP-attability for onstraint systems, and hene we will shortly write attable
instead of MFP-attable.
Given a onstraint system P = (X , C) over (A,⊑), any valuation ρ ∈ X → A
suh that ρ ⊑ JCK(ρ) (resp. ρ ⊒ JCK(ρ)) is alled a pre-solution (resp. a post-
solution). A post-solution is also shortly alled a solution. Observe that the least
solution ΛP is the greatest lower bound of all solutions of C.
We now present a generi attening-based semi-algorithm for onstraint solv-
ing. Intuitively, this semi-algorithm performs a propagation of onstraints start-
ing from the valuation⊥, but at eah step we extrat a at subset of onstraints
(possibly by dupliating some variables) and we update the urrent valuation
with the least solution of this at subset of onstraints.
1 Solve(P = (X , C) : a onstraint system)
2 ρ← ⊥
3 while JCK(ρ) 6⊑ ρ
4 onstrut a attening (P′, κ) of P, where P′ = (X ′, C′)
5 ρ′ ← ρ ◦ κ
6 ρ′′ ← JC′K∗(ρ′) { −→κ (ρ′′) ⊑ JCK∗(ρ) from Lemma 2.8 }
7 ρ← ρ ⊔ −→κ (ρ′′)
8 return ρ
The Solve semi-algorithm may be viewed as a generi template for applying
aeleration-based tehniques to onstraint solving. The two main hallenges are
(1) the onstrution of a suitable attening at line 4, and (2) the omputation
of the least solution for at onstraint systems (line 6). However, assuming that
all involved operations are eetive, this semi-algorithm is orret (i.e. if it ter-
minates then the returned valuation is the least solution of input onstraint
system), and it is omplete for attable onstraint systems (i.e. the input on-
straint system is attable if and only if there exists hoies of attenings at line 4
suh that the while-loop terminates). We will show in the sequel how to instan-
tiate the Solve semi-algorithm in order to obtain an eient onstraint solver
for integers and intervals.
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3 Integer Constraints
Following [SW04, TG07℄, we rst investigate integer onstraint solving in order
to derive in the next setion an interval solver. This approah is motivated by
the enoding of an interval by two integers.
The omplete lattie of integers Z = Z ∪ {−∞,+∞} is equipped with the
natural order:
−∞ < · · · < −2 < −1 < 0 < 1 < 2 < · · · < +∞
Observe that the least upper bound x ∨ y and the greatest lower bound x ∧
y respetively orrespond to the maximum and the minimum. Addition and
multipliation funtions are extended from Z to Z as in [TG07℄:
x.0 = 0.x = 0 x+ (−∞) = (−∞) + x = −∞ for all x
x.(+∞) = (+∞).x = +∞ x.(−∞) = (−∞).x = −∞ for all x > 0
x.(+∞) = (+∞).x = −∞ x.(−∞) = (−∞).x = +∞ for all x < 0
x+ (+∞) = (+∞) + x = +∞ for all x > −∞
A onstraint system P = (X , C) is said yli if the set of onstraints C is
ontained in a yli SCC. An example is given below.
X0
c1
X1
c2
Xi
Xi−1
ci
ci−1
X2. . .
. . .
Observe that a yli onstraint system is at. A yli attening (P′, κ) where
P′ = (X ′, C′) an be naturally assoiated to any yle X0 → c1 → X1 · · · →
cn → Xn = X0 of a onstraint system P, by onsidering the set X ′ of variables
obtained from X by adding n new opies Z1, . . . , Zn of X1, . . . , Xn with the or-
responding renaming κ that extends the identity funtion over X by κ(Zi) = Xi,
and by onsidering the set of onstraints C′ = {c′1, . . . , c
′
n} where c
′
i is obtained
from ci by renaming the output variable Xi by Zi and by renaming the input
variable Xi−1 by Zi−1 where Z0 = Zn.
In setion 3.1, we introdue an instane of the generi Solve semi-algorithm
that solves onstraint systems that satisfy a property alled bounded-inreasing.
This lass of onstraint systems is extended in setion 3.2 with test onstraints
allowing a natural translation of interval onstraint systems to ontraint systems
in this lass.
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3.1 Bounded-inreasing onstraint systems
A monotoni funtion f ∈ Zk → Z is said bounded-inreasing if for any x1 < x2
suh that f(⊥) < f(x1) and f(x2) < f(⊤) we have f(x1) < f(x2). Intuitively f
is inreasing over the domain of x ∈ Zk suh that f(x) 6∈ {f(⊥), f(⊤)}.
Example 3.1. The guarded identity x 7→ x∧b where b ∈ Z, the addition (x, y) 7→
x+ y, the two multipliation funtions mul+ and mul− dened below, the power
by two x 7→ 2x∨0, the fatorial x 7→!(x∨ 1) are bounded-inreasing. However the
minimum and the maximum funtions are not bounded-inreasing.
mul+(x, y) =
{
x.y if x, y ≥ 0
0 otherwise
mul−(x, y) =
{
−x.y if x, y < 0
0 otherwise
A bounded-inreasing onstraint is a onstraint of the formX ≥ f(X1, . . . , Xk)
where f is a bounded-inreasing funtion. Suh a onstraint is said upper-saturated
(resp. lower-saturated) by a valuation ρ if ρ(X) ≥ f(⊤) (resp. ρ(X) ≤ f(⊥)).
Given a onstraint system P = (X , C) and a bounded-inreasing onstraint
c ∈ C upper-saturated by a valuation ρ0, observe that JCK∗(ρ0) = JC′K∗(ρ0)
where C′ = C\{c}. Intuitively, an upper-saturated onstraint for ρ0 an be
safely removed from a onstraint system without modifying the least solution
greater than ρ0. The following lemma will be useful to obtain upper-saturated
onstraints.
Lemma 3.2. Let P be a yli bounded-inreasing onstraint system. If ρ0 is a
pre-solution of P that does not lower-saturate any onstraint, then either ρ0 is a
solution or JCK∗(ρ0) upper-saturates a onstraint.
Proof. (Sketh). Let X0 → c1 → X1 → · · · → cn → Xn = X0 be the unique
(up to a yli permutation) yle in the graph assoiated to P. Consider a pre-
solution ρ0 of P that is not a solution. Let us denote by (ρi)i≥0 the sequene of
valuations dened indutivelly by ρi+1 = ρi ∨ JCK(ρi). There are two ases:
 either there exists i ≥ 0 suh that ρi upper-saturates a onstraint cj . Sine
ρi ≤ JCK∗(ρ0), we dedue that JCK∗(ρ0) upper-saturates cj.
 or c1, . . . , cn are not upper-saturated by any of the ρi. As these onstraints
are bounded-inreasing, the sequene (ρi)i≥0 is stritly inreasing. Thus
(
∨
i≥0 ρi)(Xj) = +∞ for any 1 ≤ j ≤ n. Sine
∨
i≥0 ρi ≤ JCK∗(ρ0), we
dedue that JCK∗(ρ0) upper-saturates c1, . . . , cn.
In both ases, JCK∗(ρ0) upper-saturates at least one onstraint. ⊓⊔
1 CyliSolve (P = (X , C) : a yli bounded−inreasing onstraint system,
2 ρ0 : a valuation)
3 let X0 → c1 → X1 · · · → cn → Xn = X0 be the ``unique'' elementary yle
4 ρ← ρ0
5 for i = 1 to n do
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6 ρ← ρ ∨ JciK(ρ)
7 for i = 1 to n do
8 ρ← ρ ∨ JciK(ρ)
9 if ρ ≥ JCK(ρ)
10 return ρ
11 for i = 1 to n do
12 ρ(Xi)← +∞
13 for i = 1 to n do
14 ρ← ρ ∧ JciK(ρ)
15 for i = 1 to n do
16 ρ← ρ ∧ JciK(ρ)
17 return ρ
Proposition 3.3. The algorithm CyliSolve returns JCK∗(ρ0) for any yli
onstraint system P and for any valuation ρ0.
Proof. (Sketh). The rst two loops (lines 58) propagate the valuation ρ0 along
the yle two times. If the resulting valuation is not a solution at this point, then
it is a pre-solution and no onstraint is lower-saturated. From Lemma 3.2, we
get that JCK∗(ρ0) upper-saturates some onstraint. Observe that the valuation ρ
after the third loop (lines 1112) satises JCK∗(ρ0) ⊑ ρ. The desending iteration
of the last two loops yields (at line 17) JCK∗(ρ0). ⊓⊔
We may now present our ubi time algorithm for solving bounded-inreasing
onstraint systems. The main loop of this algorithm rst performs |C|+1 rounds
of Round Robin iterations and keeps trak for eah variable of the last onstraint
that updated its value. This information is stored in a partial funtion λ from X
to C. The seond part of the main loop heks whether there exists a yle in the
subgraph indued by λ, and if so it selets suh a yle and alls the CyliSolve
algorithm on it.
1 SolveBI(P = (X , C) : a bounded−inreasing onstraint system,
2 ρ0 : an initial valuation)
3 ρ← ρ0 ∨ JCK(ρ0)
4 while JCK(ρ) 6⊑ ρ
5 λ← ∅ { λ is a partial funtion from X to C }
6 repeat |C|+ 1 times
7 for eah c ∈ C
8 if ρ 6≥ JcK(ρ)
9 ρ← ρ ∨ JcK(ρ)
10 λ(X)← c, where X is the input variable of c
11 if there exists an elementary yle X0 → λ(X1)→ X1 · · ·λ(Xn)→ X0
12 onstrut the orresponding yli attening (P′, κ)
13 ρ′ ← ρ ◦ κ
14 ρ′′ ← CyliSolve(P′, ρ′)
11
15 ρ← ρ ∨ −→κ (ρ′′)
16 return ρ
Note that the SolveBI algorithm is an instane of the Solve semi-algorithm
where attenings are dedued from yles indued by the partial funtion λ. The
following proposition 3.4 shows that this algorithm terminates.
Proposition 3.4. The algorithm SolveBI returns the least solution JCK∗(ρ0) of
a bounded-inreasing onstraint system P greater than a valuation ρ0. Moreover,
the number of times the while loop is exeuted is bounded by one plus the number
of onstraints that are upper-saturated for JCK∗(ρ0) but not for ρ0.
Proof. (Sketh). Observe that initially ρ = ρ0 ∨ JCK(ρ0). Thus, if during the
exeution of the algorithm ρ(X) is updates by a onstraint c then neessary
c is not lower-saturated. That means if λ(X) is dened then c = λ(X) is not
lower-saturated.
Let ρ0 and ρ1 be the values of ρ respetively before and after the exeution
of the rst two nested loops (line 5-9) and let ρ2 be the value of ρ after the
exeution of line 14.
Observe that if there does not exist an elementary yle satisfying the on-
dition given in line 11, the graph assoiated to P restrited to the edges (X, c)
if c = λ(X) and the edges (Xi, c) if Xi is an input variable of c is ayli. This
graph indues a natural partial order over the onstraints c of the form c = λ(X).
An enumeration c1, . . . , cm of this onstraints ompatible with the partial order
provides the relation ρ1 ≤ Jc1 . . . cmK(ρ0). Sine the loop 6-9 is exeuted at least
m+ 1 times, we dedue that ρ1 is a solution of C.
Lemma 3.2 shows that if ρ1 is not a solution of P then at least one onstraint
is upper-saturated for ρ2 but not for ρ0. We dedue that the number of times
the while loop is exeuted is bounded by one plus the number of onstraints that
are upper-saturated for JCK∗(ρ0) but not for ρ0. ⊓⊔
3.2 Integer onstraint systems
A test funtion is a funtion θ>b or θ≥b with b ∈ Z of the following form:
θ≥b(x, y) =
{
y if x ≥ b
−∞ otherwise
θ>b(x, y) =
{
y if x > b
−∞ otherwise
A test onstraint is a onstraint of the form X ≥ θ∼b(X1, X2) where θ∼b is a
test funtion. Suh a onstraint c is said ative for a valuation ρ if ρ(X1) ∼ b.
Given a valuation ρ suh that c is ative, observe that JcK(ρ) and Jc′K(ρ) are
equal where c′ is the bounded-inreasing onstraint X ≥ X2. This onstraint c′
is alled the ative form of c and denoted by act(c).
In the sequel, an integer onstraint either refers to a bounded-inreasing
onstraint or a test-onstraint.
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1 SolveInteger (P = (X , C) : an integer onstraint system)
2 ρ← ⊥
3 Ct ← set of test onstraints in C
4 C′ ← set of bounded−inreasing onstraints in C
5 while JCK(ρ) 6⊑ ρ
6 ρ← SolveBI((X , C′), ρ)
7 for eah c ∈ Ct
8 if c is ative for ρ
9 Ct ← Ct\{c}
10 C′ ← C′ ∪ {act(c)}
11 return ρ
Theorem 3.5. The algorithm SolveInteger omputes the least solution of an in-
teger onstraint system P = (X , C) by performing O((|X | + |C|)3) integer om-
parisons and image omputation by some bounded-inreasing funtions.
Proof. Let us denote by nt be the number of test onstraints in C. Observe that
if during the exeution of the while loop, no test onstraints beomes ative (line
7-10) then ρ is a solution of P and the algorithm terminates. Thus this loop is
exeuted at most 1+nt times. Let us denote bym1, . . . ,mk the integers suh that
mi is equal to the number of times the while loop of SolveBI is exeuted. Sine
after the exeution there is mi−1 onstraints that beomes upper-saturated, we
dedue that
∑k
i=1(mi−1) ≤ n and in partiular
∑k
i=1mi ≤ n+k ≤ 2.|C|. Thus
the algorithm SolveInteger omputes the least solution of an integer onstraint
system P = (X , C) by performing O((|X |+|C|)3) integer omparisons and image
omputation by some bounded-inreasing funtions. ⊓⊔
Remark 3.6. We dedue that any integer onstraint system is MFP-attable.
4 Interval Constraints
In this setion, we provide a ubi time onstraint solver for intervals. Our solver
is based on the usual [SW04, TG07℄ enoding of intervals by two integers in Z.
The main hallenge is the translation of an interval onstraint system with full
multipliation into an integer onstraint system.
An interval I is subset of Z of the form {x ∈ Z; a ≤ x ≤ b} where a, b ∈ Z.
We denote by I the omplete lattie of intervals partially ordered with the inlu-
sion relation ⊑. The inverse −I of an interval I, the sum and the multipliation
of two intervals I1 and I2 are dened as follows:
−I = {−x; x ∈ I}
I1 + I2 = {x1 + x2; (x1, x2) ∈ I1 × I2}
I1 . I2 =
⊔
{x1.x2; (x1, x2) ∈ I1 × I2}
We onsider interval onstraints of the following forms where I ∈ I:
X ⊒ −X1 X ⊒ I X ⊒ X1 +X2 X ⊒ X1 ⊓ I X ⊒ X1.X2
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Observe that we allow arbitrary multipliation between intervals, but we restrit
intersetion to intervals with a onstant interval.
We say that an interval onstraint system P = (X , C) has the positive-
multipliation property if for any onstraint c ∈ C of the form X ⊒ X1.X2, the
intervals ΛP(X1) and ΛP(X2) are inluded in N. Given an interval onstraint
system P = (X , C) we an eetively ompute an interval onstraint system P′ =
(X ′, C′) satisfying this property and suh that X ⊆ X ′ and ΛP(X) = ΛP′(X)
for any X ∈ X . This onstraint system P′ is obtained from P by replaing the
onstraints X ⊒ X1.X2 by the following onstraints:
X ⊒ X1,u.X2,u X1,u ⊒ X1 ⊓N
X ⊒ X1,l.X2,l X2,u ⊒ X2 ⊓N
X ⊒ −X1,u.X2,l X1,l ⊒ (−X1) ⊓ N
X ⊒ −X1,l.X2,u X2,l ⊒ (−X2) ⊓ N
Intuitively X1,u and X2,u orresponds to the positive parts of X1 and X2, while
X1,l and X2,l orresponds to the negative parts.
Let us provide our onstrution for translating an interval onstraint system
P = (X , C) having the positive multipliation property into an integer onstraint
system P′ = (X ′, C′). Sine an interval I an be naturally enoded by two
integers I−, I+ ∈ Z dened as the least upper bound of respetively −I and I,
we naturally assume that X ′ ontains two integer variable X− and X+ enoding
eah interval variableX ∈ X . In order to extrat from the least solution of P′ the
least solution of P, we are looking for an integer onstraint system P′ satisfying
(ΛP(X))
− = ΛP′(X
−) and (ΛP(X))
+ = ΛP′(X
+) for any X ∈ X .
As expeted, a onstraint X ⊒ −X1 is onverted into X+ ≥ X
−
1 and X
− ≥
X+1 , a onstraint X ⊒ I into X
+ ≥ I+ and X− ≥ I−, and a onstraint X ⊒
X1 + X2 into X
− ≥ X−1 + X
−
2 and X
− ≥ X−1 + X
−
2 . However, a onstraint
X ⊒ X1⊓I annot be simply translated into X− ≥ X
−
1 ∧I
−
and X+ ≥ X+1 ∧I
+
.
In fat, these onstraints may introdue impreision when ΛP(X) ∩ I = ∅. We
use test funtions to overome this problem. Suh a onstraint is translated into
the following integer onstraints:
X− ≥ θ≥−I+(X
−
1 , θ≥−I−(X
+
1 , X
−
1 ∧ I
−))
X+ ≥ θ≥−I−(X
+
1 , θ≥−I+(X
−
1 , X
+
1 ∧ I
+))
For the same reason, the onstraint X ⊒ X1.X2 annot be simply onverted
into X− ≥ mul−(X
−
1 , X
−
2 ) and X
+ ≥ mul+(X
+
1 , X
+
2 ). Instead, we onsider the
following onstraints:
X− ≥ θ>−∞(X
−
1 , θ>−∞(X
+
1 , θ>−∞(X
−
2 , θ>−∞(X
+
2 ,mul−(X
−
1 , X
−
2 )))))
X+ ≥ θ>−∞(X
+
1 , θ>−∞(X
−
1 , θ>−∞(X
+
2 , θ>−∞(X
−
2 ,mul+(X
+
1 , X
+
2 )))))
Observe in fat that X− ≥ mul−(X
−
1 , X
−
2 ) andX
+ ≥ mul+(X
+
1 , X
+
2 ) are preise
onstraint when the intervals I1 = ΛP(X1) and I2 = ΛP(X2) are non empty.
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Sine, if this ondition does not hold then I1.I2 = ∅, the previous enoding
onsider this ase by testing if the values of X−1 , X
+
1 , X
−
2 , X
+
2 are stritly
greater than −∞.
Now, observe that the integer onstraint system P′ satises the equalities
(ΛP(X))
+ = ΛP′(X
+) and (ΛP(X))
− = ΛP′(X
−) for any X ∈ X . Thus, we
have proved the following theorem.
Theorem 4.1. The least solution of an interval onstraint system P = (X , C)
with full multipliation an by omputed in time O((|X | + |C|)3) with integer
manipulations performed in O(1).
Remark 4.2. We dedue that any interval onstraint system is MFP-attable.
5 Conlusion and Future Work
In this paper we have extended the aeleration framework from symboli veri-
ation to the omputation of MFP-solutions in data-ow analysis. Our approah
leads to an eient ubi-time algorithm for solving interval onstraints with
full addition and multipliation, and intersetion with a onstant.
As future work, it would be interesting to ombine this result with strategy
iteration tehniques onsidered in [TG07℄ in order to obtain a polynomial time
algorithm for the extension with full intersetion. We also intend to investigate
the appliation of the aeleration framework to other abstrat domains.
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A Proof of Lemma 3.2
Lemma 3.2. Let P be a yli bounded-inreasing onstraint system. If ρ0 is a
pre-solution of P that does not lower-saturate any onstraint, then either ρ0 is a
solution or JCK∗ (ρ0) upper-saturates a onstraint.
Proof. Let X0 → c1 → X1 → · · · → cn → Xn = X0 be the unique (up to a
yli permutation) yle in the graph assoiated to P.
Let us prove that for any pre-solution ρ that is not a solution and that
does not lower-saturate any onstraint, there exists a onstraint c ∈ C suh
that ρ′ = JcK (ρ) is a pre-solution satisfying ρ′ > ρ that either upper-saturates
a onstraint or that is not a solution. Sine ρ is not a solution, there exists a
onstraint ci−1 suh that the valuation ρ
′ = Jci−1K (ρ) satises ρ′ 6≤ ρ. As ci
only modies the value of Xi−1, we get ρ
′(Xi−1) > ρ(Xi−1). Observe that if ρ
′
upper-saturates ci−1 we are done. Let us assume that ρ
′
does not upper-saturate
ci−1. Let us show that ρ
′
is not a solution of C. As ρ is a pre-solution and ci
is the unique variable that modies Xi, we have ρ(Xi) ≤ JciK (ρ)(Xi). Sine
ρ(Xi−1) < ρ
′(Xi−1) and ci is neither upper-saturate nor lower-saturate for ρ
′
and ρ we get JciK (ρ)(Xi) < JciK (ρ′)(Xi) from ρ < ρ′. The relations ρ(Xi) =
ρ′(Xi), ρ(Xi) ≤ JciK (ρ)(Xi) and JciK (ρ)(Xi) < JciK (ρ′)(Xi) provide the relationJciK (ρ′)(Xi) > ρ′(Xi). Thus ρ′ is not a solution.
Assume by ontradition that JCK∗ (ρ0) does not upper-saturate a onstraint.
Sine ρ0 is a pre-solution that is not a solution and suh that any onstraint c ∈ C
is not lower-saturated, from the previous paragraph, we get an innite sequene
ρ0 < . . . < ρk < . . . of valuations satisfying ρk ≤ JCK∗ (ρ0). We dedue that there
exists a variableXi suh that ∨k≥0ρk(Xi) = +∞. Thus JCK∗ (ρ0)(Xi) = +∞ and
we have proved that JCK∗ (ρ0) upper-saturates ci+1. This ontradition proves
that JCK∗ (ρ0) upper-saturates at least one onstraint in C. ⊓⊔
3 Proof of Proposition 3.3
Proposition 3.3. The algorithm CyliSolve returns JCK∗ (ρ0) for any yli
onstraint system P and for any valuation ρ0.
Proof. Let ρ1, ρ2, ρ3, ρ4, and ρ5 be the value of ρ just after the 1st, the 2sd, the
3th, the 4th and the 5th loops.
Let us rst show that if the i0th iteration of the seond loop does not modify
the valuation ρ then ρ2 is a solution of P. Observe that the iterations i0, . . . , n of
the rst loop and the iterations 1, . . . , i0−1 of the seond loop provide a valuation
ρ suh that ρ(Xi) ≥ JciK (ρ)(Xi) for any i 6= i0. As the i0th iteration of the seond
loop does not modify ρ we dedue that ρ(Xi0) ≥ Jci0K (Xi0). Therefore ρ is a
solution. We dedue that ρ remains unhanged during the remaining iterations
i0, . . . , n of the seond loop. Thus ρ2 is a solution of P.
Assume that ρ2 is not a pre-solution of P. There exists i0 suh that Jci0K (ρ)(Xi0) 6≥
ρ(Xi0). We dedue that the value of ρ has not been modied at the i0th iteration
of the 2sd loop. Thus, from the previous paragraph, ρ2 is a solution.
17
Next, assume that a onstraint ci0 is lower-saturated by ρ2. Sine after the
i0-iteration of the rst loop we have ρ(Xi0) ≥ Jci0K (⊥), we dedue that the i0th
iteration of the seond loop does not modify ρ. From the rst paragraph we also
dedue that ρ2 is a solution of P.
As the line 9 of the algorithm detets if ρ2 is a solution, we an assume that
ρ2 is not a solution. From the two previous paragraph we dedue that ρ2 is a
pre-solution of P and the onstraints are not lower-saturated. From Lemma 3.2
we dedue that JCK∗ (ρ2) upper-saturates at least one onstraint denoted by ci0 .
Observe that JCK∗ (ρ2) = JCK∗ (ρ0).
Let us show that JcK (JCK∗ (ρ0)) = JCK∗ (ρ0) for any onstraint c ∈ C. Sine
ρ2 is a pre-solution we get JCK (JCK∗ (ρ2)) = JCK∗ (ρ2). Moreover, as the output
variables of two distint onstraints are distint, we dedue that JcK (JCK∗ (ρ2)) =JCK∗ (ρ2) for any onstraint c ∈ C. As JCK∗ (ρ0) = JCK∗ (ρ2) we get the property.
We dedue that the valuation ρ′ = ρ ∧ JcK (ρ) satises JCK∗ (ρ0) ≤ ρ′ for any
valuation ρ suh that JCK∗ (ρ0) ≤ ρ and for any onstraint c ∈ C.
After the 3th loop of the algorithm, we have JCK∗ (ρ0) ≤ ρ3, the previous
paragraph proves that JCK∗ (ρ0) ≤ ρ is an invariant of the remaining of the
program. Observe that at the i0-th iteration of the 4th loop, we have ρ(Xi0) =JCK∗ (ρ0)(Xi0). Thanks to the remaining iterations i0 + 1, . . . , n of the 4th loop
and the rst iterations 1, . . . i0− 1 of the 5th loop, we get ρ(Xi) = JCK∗ (ρ0)(Xi)
for any i sine JcK (JCK∗ (ρ0)) = JCK∗ (ρ0) for any onstraint c ∈ C. Thus at
this point of the exeution we have ρ = JCK∗ (ρ0). Observe that ρ is unhanged
during the remaining iterations of the 5th loop. Thus, the algorithm returns
JCK∗ (ρ0). ⊓⊔
3 Proof of Proposition 3.4
Proposition 3.4. The algorithm SolveBI returns the least solution JCK∗ (ρ0) of
a bounded-inreasing onstraint system P greater than a valuation ρ0. Moreover,
the number of times the while loop is exeuted is bounded by one plus the number
of onstraints that are upper-saturated for JCK∗ (ρ0) but not for ρ0.
Proof. Note that λ is a partially dened funtion from X to C. At the beginning
of the while loop this funtion is empty. Then, it is updated when the algorithm
replaes a valuation ρ by ρ∨ JcK (ρ). Denoting by X the output variable of c, the
value λ(X) beomes equal to c. That means λ keeps in memory the last on-
straint that have modied a variable. Observe also that initially ρ = ρ0∨JCK (ρ0).
Thus, if during the exeution of the algorithm ρ(X) is updates by a onstraint
c then neessary c is not lower-saturated. That means if λ(X) is dened then
c = λ(X) is not lower-saturated.
Let ρ0 and ρ1 be the values of ρ respetively before and after the exeution
of the rst two nested loops (line 5-9) and let ρ2 be the value of ρ after the
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exeution of line 14.
We are going to prove that if the sets of upper-saturated onstraints for ρ0 and
ρ1 are equal and if there does not exist a yle satisfying the ondition given line
10, then ρ1 is a solution of P. Let us onsider the subset set of onstraints C
′ =
{λ(X); X ∈ X} and let us onsider the graph G′ assoiated to the onstraint
system (X , C′). We onstrut the graph G1 obtained from G by keeping only
the transitions (X, c) if c = λ(X) and the transitions (Xi, c). Observe that G1 is
ayli. Thus, there exists an enumeration c1, . . . , cm of the set of onstraints C
′
suh that if there exists a path from ci1 to ci2 in G1 then i1 ≤ i2. Let us denote
by Xi the output variable of ci.
Let us prove by indution over i that for any j ∈ {1, . . . , i} we have ρ1(Xj) ≤Jc1 . . . cjK (ρ0)(Xj). The rank i = 0 is immediate sine in this ase {1, . . . , i} is
empty. Let us assume that rank i − 1 < n is true and let us prove the rank i.
Sine λ(Xi) = ci we dedue that the valuation ρ1(Xi) has been modied thanks
to ci. Thus, denoting by ρ the valuation in the algorithm just before this up-
date, we dedue that ρ1(Xi) = JciK (ρ)(Xi) and ρ0 ≤ ρ ≤ ρ1. Let us prove that
ρ(Xi,j) ≤ Jc1 . . . ci−1K (ρ0)(Xi,j) for any input variable Xi,j of ci. Observe that
if Xi,j ∈ X ′ then ρ1(Xi,j) = ρ(Xi,j) = ρ0(Xi,j) by onstrution of λ and in
partiular ρ(Xi,j) ≤ Jc1 . . . ci−1K (ρ0)(Xi,j) sine c1, . . . , ci−1 do not modify the
variable Xi,j . Otherwise, if Xi,j ∈ X ′, there exists i′ < i satisfying Xi,j =
Xi′ . By indution hypothesis, we have ρ1(Xi′) ≤ Jc1 . . . ci′K (ρ0)(Xi′). Sine
c1, . . . , cm have distint output variables, we dedue that Jc1 . . . ci′K (ρ0)(Xi′ ) =Jc1 . . . ci−1K (ρ0)(Xi′ ). Thus ρ1(Xi,j) ≤ Jc1 . . . ci−1K (ρ0)(Xi,j) and from ρ ≤ ρ1,
we get ρ(Xi,j) ≤ Jc1 . . . ci−1K (ρ0)(Xi,j) for any input variable Xi,j . ThereforeJciK (ρ)(Xi) ≤ Jc1 . . . ciK (ρ0)(Xi). From ρ1(Xi) = JciK (ρ)(Xi), we get ρ1(Xi) ≤Jc1 . . . ciK (ρ0)(Xi) and we have proved the indution.
We dedue the relation ρ1 ≤ Jc1 . . . cmK (ρ0) sine c1, ..., cm have distint
output variables. Observe that after the rst exeution of the loop 6-9, we get
ρ ≥ Jc1K (ρ0), after the seond ρ ≥ Jc1.c2K (ρ0). By indution, after m exeutions
we get ρ ≥ Jc1 . . . cmK (ρ0) ≥ ρ1. Sine m ≤ |C|, this loop is exeuted at least one
more time. Note that after this exeution, we have ρ ≥ JcK (ρ1) for any c ∈ C.
Sine ρ1 ≥ ρ, we have proved that ρ1 ≥ JCK (ρ1). Therefore ρ1 is a solution of
C.
Next, assume that there exists a yle X0 → c1 → X1 · · · cn → Xn = X0
that satises ci = λ(Xi). From the rst paragraph we dedue that c1, . . . , cn are
not lower-saturated. Let us prove that there exists a onstraint upper-saturated
for ρ2 that is not upper-saturated for ρ0. Naturally, if there exists a onstraints
upper-saturated from ρ1 that is not upper-saturated for ρ0, sine ρ1 ≤ ρ2, we
are done. Thus, we an assume that the onstraints c1, ..., cn are not upper-
saturated for ρ1. By denition of λ, we get ρi(Xi) ≤ JciK (ρ). Thus ρ′ is a pre-
solution of P′. Let Xi be the last variable amongst X0, . . . , Xn−1 that have been
updated. Sine ci+1 is not upper-saturated and not lower-saturated for ρ1 and
sine the value of Xi has inreased when this last update appeared, we dedue
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that ρ′(Xi+1) 6≥ Jci+1K (ρ′)(Xi+1). Thus ρ′ is not a solution and from lemma 3.2
we dedue that ρ′′ upper-saturates at least one onstraint ci. Thus ρ2 upper-
saturates a onstraints that is not upper-saturated by ρ1.
Finally, note that eah time the while loop is exeuted at least one bounded-
inreasing onstraint beomes upper-saturated. As every upper-saturated on-
straint remains upper-saturated, we are done. ⊓⊔
20
