In this study, a combine robot was equipped with an autonomous grain container searching function. In order to realize automated grain unloading, the combine robot has to search and identify the grain storage container in an outdoor environment. A planar board was attached to the container. The marker was searched for using a camera mounted on the unloading auger of the combine. An efficient marker searching procedure was proposed on the basis of a numerical analysis of the camera's field of view and was verified experimentally. The results showed that the combine robot efficiently searched for and detected the marker and positioned its spout at the target point over the container to unload the grain.
I Introduction

1
In Japan, the number of workers engaged in 2 agriculture is decreasing, and the average age of 3 agricultural workers is rapidly increasing. Food 4 self-sufficiency in Japan remains low compared to other 5 developed countries. Japan must improve its agricultural 6 productivity in order to maintain its sustainability. Field 7 robots are expected to play an important role in 8 improving the efficiency of agricultural operations and 9 meeting workforce shortages. Attempts to develop 10 automated agricultural machinery have previously been 11 reported (Noguchi and Terao, 1997; Ishida et al., 1998 ; 12 Nagasaka et al., 2004; Takai et al., 2010) . In a previous 13 study (Iida et al., 2012) , we robotized a head-feeding 14 combine harvester (hereafter referred to as a combine) 15 and used it to harvest rice and wheat in fields. The 16 combine robot successfully traveled along a target path 17 and harvested rice crops autonomously. 18
However, a human operator is needed to manually 19 control the combine and unload grain from its grain tank 20 into a separate grain storage container. We aimed to 21 automate the unloading operation as well. A pickup truck 22 is driven and parked by a human driver on a farm road. 23
The parking position of the truck is determined in 24 advance. As the combine robot can obtain this parking 25 position as Global Positioning Satellite (GPS) data, it 26 autonomously travels to a position near the truck when 27 the grain tank is full. However, the position of the 28 combine relative to the pickup truck is not strictly fixed, 29 because the human driver cannot perfectly park the 30 pickup truck without positional errors. Thus, the 31 combine robot has to find the pickup truck by an image 32 processing technique and then correct its relative 33 position to unload grain into the truck without any loss. 
II Materials and Methods
50
Kinematic Modeling and Mechanics of 51
Unloading Auger
52
The test vehicle was a head-feeding combine harvester, 53 VY50 CLAM (Mitsubishi Agricultural Machinery Co., 54
Ltd, Shimane, Japan). The unloading auger of the 55 combine was modeled with a two-degrees-of-freedom 56 manipulator consisting of two joints (joints 1 and 2). As 57 illustrated in Fig. 2 , a right-handed coordinate system 58 was assigned to the combine; the x axis of the coordinate 59 system was along the body of the combine in the 60 direction opposite to the direction of its motion, and the z 61 Link lengths la, lb, and lc were defined as shown in Fig. 2 . 77
Τhe camera's elevation angle α was set to 71°. Table 1   78 lists the specifications of the camera. 79 80 DOF depends on the focal length of the camera. In this 23 study, the focal length of the camera was kept constant 24 so that the DOF would fall within an acceptable range of 25 sharpness. The DOF was empirically determined; at the 26 same time, the target plane (i.e., the roof of the truck) 27 was experimentally confirmed to form an image with 28 sufficient sharpness for the expected range of the height 29 from the paddy field to the farm road hfr. In this study, 30 the range was assumed to be 0 m < hfr < 1.5 m. 31 A pinhole camera model (Gonzalez and Wintz, 1987 ; 32 Xu and Zhang, 1996) was adopted for the following 33 simulation. Further approximations were applied to the 34 system model. In the following analysis, the unloading 35 auger was dealt with as a line, not a solid object, and the 36 camera's dimensions were neglected. Hence, la was 37 
where H(θ2) is lcsinθ2 + (hc -hfr -hkt). Similarly, Lmin and 66
Lmaj are obtained as follows: 67 
The value of yc is obtained geometrically using Eq. (6): 2
. More than 92% of the maximal FOV can be covered 22 by the primary step; with the additional searching by the 23 secondary step, a coverage of more than 98% is achieved. 24
Since the unloading auger rotates at a regular rate, the 25 maximum times required for the primary and secondary 26 steps are 7.9 and 4.9 s, respectively. The auger stops for 27 1 s to switch the searching mode from the primary step 28 to the secondary step. 29 For case 1, test 1 clearly required less time. hfr was 9 higher than for the other two tests with this case, and the 10 target point was also higher. Thus, the angular 11 displacement of θ2 (down) was small. Compared to case 12 1, case 2 took longer as a whole. This is because case 2 13 required a larger angular displacement of θ1. However, 14 test 2 took 16 s, which was shorter than tests 2 and 3 of 15 case 1. It took longer for the auger to lower its angle than 16 in the other cases, as described in Section II-1. The 17 difference in the required displacement of θ2 (down)
30
IV Field Experiment
18
(30.6° in test 3 of case 2 while 45.0° in tests 2 and 3 of 19 case 1) was why this test provided better results. 20
A combine operator took about 37 s on average to 21 manually position the unloading auger to an appropriate 22 point above the grain container. This is the time needed 23 for actual unloading operation performed by not only 24 skilled but also unskilled operators. In comparison, our 25 proposed searching-positioning method is clearly more 26 efficient (18 s on average). As noted in Section III, the 27 primary searching step covers most of the maximal FOV. 28
In other tests we conducted, the marker was usually 29 detected in this step. Thus, the secondary step serves as 30 an auxiliary searching procedure. However, the addition 31 of the second step allows the auger camera to cover 98% 32 of the maximal FOV. 33
