ABSTRACT
INTRODUCTION
A data stream is an ordered sequence of items that arrives in timely order. Different from data in traditional static databases, data streams are continuous, unbounded, usually come with high speed and have a data distribution that often changes with time [Guha, 2001] . As the number of applications on mining data streams grows rapidly, there is an increasing need to perform association rule mining on stream data. An association rule is an implication of the form X Y (s, c), where X and Y are frequent itemsets in a transactional database and X Y = , s is the percentage of records that contain both X and Y in the database, called support of the rule, and c is the percentage of records containing X that also contain Y, called the confidence of the rule. Association rule mining is to find all association rules the support and confidence of which are above or equal to a user-specified minimum support and confidence, respectively.
One example application of data stream association rule mining is to estimate missing data in sensor networks [Halatchev, 2005] . Another example is to predict frequency estimation of Internet packet streams [Demaine, 2002] . In the MAIDS project [Cai, 2004] , this technique is used to find alarming incidents from data streams. Association rule mining can also be applied to monitor manufacturing flows [Kargupta, 2004] to predict failure or generate reports based on web log streams, and so on.
Data streams can be further classified into offline streams and online streams. Offline streams are characterized by regular bulk arrivals [Manku, 2002] . Among the above examples, generating reports based on web log streams can be treated as mining offline data streams because most of reports are made based on log data in a certain period of time. Other offline stream examples include queries on updates to warehouses or backup devices. Queries on these streams are allowed to be processed offline.
Online streams are characterized by real-time updated data that come one by one in time. From the above examples, predicting frequency estimation of Internet packet streams is an application of mining online data streams because Internet packet streams is a real-time one packet by one packet process. Other online data streams are stock tickers, network measurements and sensor data. They have to be processed online and must keep up with the rapid speed of online queries. They have to be discarded right after arrived and being processed. In addition, unlike with offline data streams, bulk data processing is not possible for online stream data.
Due to the characteristics of stream data, there are some inherent challenges for stream data association rule mining. First, due to the continuous, unbounded, and high speed characteristics of data streams, there is a huge amount of data in both offline and online data streams, and thus, there is not enough time to rescan the whole database or perform a multi-scan as in traditional data mining algorithms whenever an update occurs. Furthermore, there is not enough space to store all the stream data for online processing. Therefore, a one scan of data and compact memory usage of the association rule mining technique are necessary. Second, the mining method of data streams needs to adapt to their changing data distribution; otherwise, it will cause the concept drifting problem , which we will discuss in Section 2.3.1. Third, due to the high speed characteristics of online data streams, they need to be processed as fast as possible; the speed of the mining algorithm should be faster than the data coming rate, otherwise data approximation techniques, such as sampling and load shedding, need to be applied which will decrease the accuracy of the mining results. Fourth, due to the continuous, high speed, and changing data distribution characteristics, the analysis results of data streams often keep changing as well. Therefore, mining of data streams should be an incremental process to keep up with the highly update rate, i.e. new iterations of mining results are built based on old mining results so that the results will not have to be recalculated each time a user's request is received. Fifth, owing to the unlimited amount of stream data and limited system resources, such as memory space and CPU power, a mining mechanism that adapts itself to available resources is needed; otherwise, the accuracy of the mining results will be decreased.
Traditional association rule mining algorithms are developed to work on static data and, thus, can not be applied directly to mine association rules in stream data. The first recognized frequent itemsets mining algorithm for traditional databases is Apriori [Agrawal, 1993] . After that, many other algorithms based on the ideas of Apriori were developed for performance improvement [Agrawal, 1994 . Apriori-based algorithms require multiple scans of the original database, which leads to high CPU and I/O costs. Therefore, they are not suitable for a data stream environment, in which data can be scanned only once. Another category of association rule mining algorithms for traditional databases proposed by Han and Pei [Han, 2000] are those using a frequent pattern tree (FPtree) data structure and an FP-growth algorithm which allows mining of frequent itemsets without generating candidate itemsets. Compared with Apriori-based algorithms, it achieves higher performance by avoiding iterative candidate generations. However, it still can not be used to mine association rules in data streams since the construction of FP-tree requires two scans of data.
As more and more applications generate a large amount of data streams every day, such as web transactions, telephone records, and network flows, much research on how to get frequent items, patterns and association rules in a data stream environment has been conducted [Chang, 2003 , Chang, 2004 , Charikar, 2004 , Chi, 2004 , Cormode, 2003 , Demaine, 2002 , Giannella, 2003 , Huang, 2002 , Jin, 2003 , Karp, 2003 , Lin, 2005 , Manku, 2002 , Relue, 2001 , Yang, 2004 . However, these algorithms are focused on one or more application areas, and none of them fully addresses the issues that need to be solved in order to mine association rules in data streams.
In [Gaber, 2005] , Gaber et al briefly discussed some general issues concerning stream data mining. They did not provide a thorough discussion for issues that need to be considered in the specific area of data stream association rule mining; they merely addressed the state of the art solutions. In this paper, we focus on research issues concerning association rule mining in data streams and, whenever possible, review how they are handled in the existing literature.
The rest of this paper is organized as follows. Section 2 discusses general issues that need to be considered for all data association rule mining algorithms for data streams. Section 3 describes application dependent issues. Section 4 summarizes the merits and lessons learned from the existing studies and concludes the paper.
2.
GENERAL ISSUES IN DATA STREAM ASSOCIATION RULE MINING The characteristics of data streams as pointed out in Section 1 indicate that when developing association rule mining techniques, there are more issues that need to be considered in data streams than in traditional databases. In this section, general issues are discussed. These issues are crucial and need to be taken into account in all applications when developing an association rule mining technique for stream data.
Data Processing Model
The first issue addresses which parts of data streams are selected to apply association rule mining. From the definition given in Section 1, data streams consist of an ordered sequence of items. Each set of items is usually called "transaction". The issue of data processing model here is to find a way to extract transactions for association rule mining from the overall data streams. Because data streams come continuously and unboundedly, the extracted transactions are changing from time to time.
According to the research of Zhu and Shasha [Zhu, 2002] , there are three stream data processing models, Landmark, Damped and Sliding Windows. The Landmark model mines all frequent itemsets over the entire history of stream data from a specific time point called landmark to the present. A lot of research has been done based on this model [Charikar, 2004 , Cormode, 2003 , Jin, 2003 , Karp, 2003 , Manku, 2002 , Yang, 2004 . However, this model is not suitable for applications where people are interested only in the most recent information of the data streams, such as in the stock monitoring systems, where current and real time information and results will be more meaningful to the end users.
The Damped model, also called the Time-Fading model, mines frequent itemsets in stream data in which each transaction has a weight and this weight decreases with age. Older transactions contribute less weight toward itemset frequencies. In [Chang, 2003] and [Giannella, 2003] , they use exactly this model. This model considers different weights for new and old transactions. This is suitable for applications in which old data has an effect on the mining results, but the effect decreases as time goes on. The Sliding Windows model finds and maintains frequent itemsets in sliding windows. Only part of the data streams within the sliding window are stored and processed at the time when the data flows in. In [Chang, 2004 , Chi, 2004 , Lin, 2005 , the authors use this concept in their algorithms to get the frequent itemsets of data streams within the current sliding window. The size of the sliding window may be decided according to applications and system resources. The mining result of the sliding window method totally depends on recently generated transactions in the range of the window; all the transactions in the window need to be maintained in order to remove their effects on the current mining results when they are out of range of the sliding window.
All these three models have been used in current research on data streams mining. Choosing which kind of data process models to use largely depends on application needs. An algorithm based on the Landmark model can be converted to that using the Damped model by adding a decay function on the upcoming data streams. It can also be converted to that using Sliding Windows by keeping track of and processing data within a specified sliding window.
Memory Management
The next fundamental issue we need to consider is how to optimize the memory space consumed when running the mining algorithm. This includes how to decide the information we must collect from data streams and how to choose a compact in-memory data structure that allows the information to be stored, updated and retrieved efficiently. Fully addressing these issues in the mining algorithm can greatly improve its performance.
Information to Be Collected and Stored in
Memory Classical association rule mining algorithms on static data collect the count information for all itemsets and discard the non-frequent itemsets and their count information after multiple scans of the database. This would not be feasible when we mine association rules in stream data due to the two following reasons. First, there is not enough memory space to store all the itemsets and their counts when a huge amount of data comes continuously. Second, the counts of the itemsets are changing with time when new stream data arrives. Therefore, we need to collect and store the least information possible, but enough to generate association rules.
In [Karp, 2003] , the most frequent items and their counts are stored in the main memory. This technique stores the most important information. However, because it discards infrequent items and their counts and discarded items may become frequent in the future, it cannot get the information associated with non-frequent items when later they become frequent. In [Yang, 2004] , the available computer memory is used to keep frequency counts of all short itemsets (itemsets with k 3, where k is the maximum size of frequent itemsets), thus the association rule mining for short itemsets in data streams becomes trivial. But as pointed out by the authors, this technique only suits limited applications where k 3 and n 1800 (n is the total number of data items). We can see that there is a trade off between the information we collect and the usage of system resources. The more information we collect to get more accurate results, the more memory space we use and the more processing time is needed.
Compact Data Structure
An efficient and compact data structure is needed to store, update and retrieve the collected information. This is due to bounded memory size and huge amounts of data streams coming continuously. Failure in developing such a data structure will largely decrease the efficiency of the mining algorithm because, even if we store the information in disks, the additional I/O operations will increase the processing time. The data structure needs to be incrementally maintained since it is not possible to rescan the entire input due to the huge amount of data and requirement of rapid online querying speed.
In [Manku, 2002] , a lattice data structure is used to store itemsets, approximate frequencies of itemsets, and maximum possible errors in the approximate frequencies.
In , the authors employ a prefix tree data structure to store item ids and their support values, block ids, head and node links pointing to the root or a certain node. In [Giannella, 2003] , a FP-tree is constructed to store items, support information and node links. A proper data structure is a crucial part of an efficient algorithm since it is directly associated with the way we handle newly arrived information and update old stored information. A small and compact data structure which is efficient in inserting, retrieving and updating information is most favorable when developing an algorithm to mine association rules for stream data.
One
Pass Algorithm to Generate Association Rules Another fundamental issue is to choose the right type of mining algorithms. Association rules can be found in two steps: 1) finding large itemsets (support is user specified support) for a given threshold support and 2) generate desired association rules for a given confidence. In the following subsections, we discuss the issues that need to be considered to generate and maintain frequent itemsets and association rules in data streams.
Frequent Itemsets
There exist a number of techniques for finding frequent itemsets in data streams. Based on the result sets produced, stream data mining algorithms can be categorized as exact algorithms or approximate algorithms.
In exact algorithms, the result sets consist of all of the itemsets the support values of which are greater than or equal to the threshold support. In [Karp, 2003] and [Yang, 2004] , the authors use the exact algorithms to generate the result frequent itemsets. It is important for many applications to know the exact answers of the mining results; however, additional cost is needed to generate the accurate result set when the processing data is huge and continuous. The technique proposed in [Karp, 2003] takes two scans to generate the exact result set, and in [Yang, 2004] , the algorithm generated can only mine short itemsets, which cannot be applied to large itemsets. Another option to get the exact mining results with relatively small memory usage is to store and maintain only special frequent itemsets, such as closed or maximal frequent itemsets, in memory. In [Chi, 2004] and [Mao, 2005] , the authors proposed algorithms to maintain only closed frequent itemsets and maximal frequent itemsets over a sliding window and landmark processing model, respectively. In both of these cases, how we can get all the information to further generate association rules based on these special itemsets is an additional issue that needs to be considered.
Approximate algorithms generate approximate result sets with or without an error guarantee. Approximate mining frequent patterns with a probabilistic guarantee can take two possible approaches: false positive oriented and false negative oriented. The former includes some infrequent patterns in the result sets, whereas the latter misses some frequent patterns .
Since data streams are rapid, time-varying streams of data elements, itemsets which are frequent are changing as well. Often these changes make the model built on old data inconsistent with the new data, and frequent updating of the model is necessary. This problem is known as concept drifting . From the aspect of association rule mining, when data is changing over time, some frequent itemsets may become non-frequent and some non-frequent itemsets may become frequent. If we store only the counts of frequent itemsets in the data structure, when we need the counts for potential non-frequent itemsets which would become frequent itemsets later, we cannot get this information. Therefore, the technique to handle concept drifting needs to be considered. In [Chi, 2004] , Chi et al proposed a method to reflect the concept drifts by boundary movements in the closed enumeration tree (CET).
From the above discussions, we can see that when designing a stream data association rule mining algorithm, we need to answer a number of questions: should we use an exact or approximate algorithm to perform association rule mining in data streams? Can its error be guaranteed if it is an approximate algorithm? How to reduce and guarantee the error? What is the tradeoff between accuracy and processing speed? Is data processed within one pass? Can this algorithm handle a large amount of data? Up to how many frequent itemsets can this algorithm mine? Can this algorithm handle concept drifting and how?
In the current works published in this area, [Karp, 2003] [ Yang, 2004] [Chi, 2004] and [Mao, 2005] proposed exact algorithms, while , , [Chang, 2004] , [Manku, 2002] , [Charikar, 2004] and [Giannella, 2003] proposed approximate algorithms. Among them uses the false negative method to mine association rules, while the other approximate algorithms use the false positive method. [Chi, 2004] considered the concept drifting problem in its proposed algorithm.
Mechanism to Maintain and Update
Association Rules The next step after we get frequent itemsets is to generate and maintain desired association rules for a given confidence. As we can see from the previous discussions, mining association rules involves a lot of memory and CPU costs. This is especially a problem in data streams since the processing time is limited to one online scan. Therefore, when to update association rules, in real time or only at needs, is another fundamental issue.
The problem of maintaining discovered association rules was first addressed in [Cheung, 1996] . The authors proposed an incremental updating technique called FUP to update discovered association rules in a database when new transactions are added to the database. A more general algorithm, called FUP2, was proposed later in which can update the discovered association rules when new transactions are added to, delete from, or modified in the database. However in a data stream environment, stream data are added continuously, and therefore, if we update association rules too frequently, the cost of computation will increase drastically.
In , the authors proposed an algorithm, called DELI, which uses a sampling technique to estimate the difference between the old and new association rules. If the estimated difference is large enough, the algorithm signals the need of an update operation; otherwise, it takes the old rules as an approximation of the new rules. It considers the difference in association rules, but does not consider the performance of incremental data mining algorithms for evolving data, which is especially the situation in data stream mining. [Zheng, 2003] proposed a metric distance as a difference measure between sequential patterns and used a method, called TPD, to decide when to update the sequential patterns of stream data. The authors suggested that some initial experiments be done to discover a suitable incremental ratio and then this ratio be used to decide when would be better to update sequential patterns. The TPD method is only suitable for streams with little concept drifting, that is to say the change of data distribution is relatively small.
Resource Aware
Resources such as memory space, CPU, and sometimes energy, are very precious in a stream mining environment. They are very likely to be used up when processing data streams which arrive with rapid speed and a huge amount. What should we do when the resources are nearly consumed? If we totally ignore the resources available, for example the main memory, when processing the mining algorithm, data will be lost when the memory is used up. This would lead to the inaccuracy of the mining results, thus degrade the performance of the mining algorithm. Shall we just shed the incoming data or adjust our technique to handle this problem?
In [Gaber, 2003 , Gaber, 2004 , Teng, 2004 , the authors discussed this issue and proposed their solutions for resource-aware mining. Gaber et al. proposed an approach, called AOG, which uses a control parameter to control its output rate according to memory, time constrains and data stream rate [Gaber, 2003 , Gaber, 2004 . Teng et al. proposed an algorithm, called RAM-DS, to not only reduce the memory required for data storage but also retain good approximation of temporal patterns given limited resources like memory space and computation power [Teng, 2004] .
3.
APPLICATION DEPENDENT ISSUES Different data stream application environments may have different needs for an association rule mining algorithm. In this section, we discuss issues that are application dependent.
Timeline Query
Stream data come continuously over time. In some applications, user may be interested in getting association rules based on the data available during a certain period of time. Then the storage structure needs to be dynamically adjusted to reflect the evolution of itemset frequencies over time. How to efficiently store the stream data with timeline and how to efficiently retrieve them during a certain time interval in response to user queries is another important issue.
In [Giannella, 2003] , the authors proposed a method to incrementally maintain tilted-time windows for each pattern at multiple time granularities, which is convenient for applications where users are more interested in getting detailed information from the recent time period. In [Lin, 2005] a time-sensitive sliding window model is created to mine and maintain the frequent itemsets during a user defined time interval.
Multidimensional Stream Data
In applications where stream data are multi-dimensional in nature, multi-dimensional processing techniques for association rule mining need to be considered. Take a sensor data network as an example and assume that it gets and distributes the weather information. It is possible that when the temperature for one sensor S goes up, its humidity will decrease and the temperature from the sensors in close vicinity and toward the same wind direction of the sensor S will also increase. Here, temperature and humidity are the multidimensional information of the sensor. How to efficiently store, update and retrieve the multidimensional information to mine association rules in multidimensional data streams is an issue we need to consider in this situation. [Pinto, 2001] proposed a method to integrate multidimensional analysis and sequential data mining, and proposed an algorithm to find sequential patterns from d-dimensional sequence data, where d > 2.
Online Interactive Processing
In some applications, users may need to modify the mining parameters during the processing period, especially when processing data streams because there is not a specific stop point during the mining process. Therefore, how to make the online processing interactive according to user inputs before and during the processing period is another important issue.
In , the authors presented techniques for maintaining frequent sequences upon database updates and user interaction and without re-executing the algorithm on the entire dataset. In , the interactive approach makes use of selective updates to avoid updating the entire model of frequent itemsets. Ghoting and Parthasarathy proposed a scheme in [Ghoting, 2004] which gives controlled interactive response times when processing distributed data streams.
Distributed Environment
In a distributed environment, stream data comes from multiple remote sources. Such an environment imposes excessive communication overhead and wastes computational resources when data is dynamic. In this situation, how to minimize the communication cost, how to combine frequency counts from multiple nodes, and how to mine data streams in parallel and update the associated information incrementally are additional issues we need to consider.
Otey discussed this problem and presented an approach making use of parallel and incremental techniques to generate frequent itemsets of both local and global sites in [Otey, 2003] and [Otey, 2004] . In [Veloso, 2003b] , the authors proposed a distributed algorithm which imposes low communization overhead for mining distributed datasets. Schuster et al presented a distributed association rule mining algorithm called D-ARM to perform a single scan over the database . The scheme proposed in [Ghoting, 2004] gives controlled interactive response times when processing distributed data streams. Wolff and Schuster proposed an algorithm to mine association rules in large-scale distributed peer-to-peer systems , by which every node in the system can reach the exact solution.
Visualization
In some data stream applications, especially monitoring applications, there is a demand for visualization of association rules to facilitate the analysis process. An interactive use of visualized graphs can help the users understand the relationship between related association rules better so that they can further select and explore a specific set of rules from the visualization.
In [Hofmann, 2000] , the authors showed how Mosaic plots can be used to visualize association rules. In [Bruzzese, 2004] , Bruzzese and Buono proposed a visual strategy to both overview the association rule structure and further investigate inside a specific set of rules selected by the user. In [Cai, 2004] , the authors developed a set of visualization tools which can be served for continuous queries and mining displays; they trigger alarms and give messages when some alarming incidents are being detected based on the ongoing stream data.
4.
CONCLUSIONS In this paper we discussed the issues that need to be considered when designing a stream data association rule mining technique. We reviewed how these issues are handled in the existing literature. We also discussed issues that are application-dependent.
From the above discussions, we can see that most of the current mining approaches adopt an incremental and one pass mining algorithm which is suitable to mine data streams, but few of them address the concept drifting problem. Most of these algorithms produce approximate results , Chang, 2004 , Manku, 2002 , Charikar, 2004 , Giannella, 2003 , Lin, 2005 . This is because due to the huge amount of data streams and limited memory, there is not enough space to keep frequency counts of all itemsets in the whole data streams as we do in traditional databases. A few of the proposed algorithms generate exact mining results by maintaining a small subset of frequent itemsets from data streams and keeping their exact frequency counts [Yang, 2004 , Chi, 2004 , Mao, 2005 . To keep track of the exact frequency counts of target itemsets with limited memory space, one way is to adopt the sliding window data processing model, which maintains only part of the frequent itemsets in sliding window(s) as in [Chi, 2004] . Another way is to maintain only special itemsets such as short frequent itemsets, closed frequent itemsets or maximal frequent itemsets as in [Yang, 2004 , Mao, 2005 .
The current stream data mining methods require users to define one or more parameters before their execution; however, most of them do not mention how users can adjust these parameters online while they are running. It is not desirable/feasible for users to wait until a mining algorithm to stop before they can reset the parameters. This is because it may take a long time for the algorithm to finish due to the continuous arrival and huge amount of data streams. Some proposed methods let users adjust only certain parameters online, but these parameters may not be the key ones to the mining algorithms, and thus are not enough for a user friendly mining environment. For example, in [Ghoting, 2004] , the authors proposed a method to mine distributed data streams which allows the users, to modify online only one of the mining parameters, the response time, to trade off between the query response time and accuracy of the mining results. For further improvement, we may consider to either let users adjust online or let the mining algorithm auto-adjust most of the key parameters in association rule mining, such as support, confidence and error rate.
Research in data stream association rule mining is still in its early stage. To fully address the issues discussed in this paper would accelerate the process of developing association rule mining applications in data stream systems. As more of these problems are solved and more efficient and user-friendly mining techniques are developed for the end users, it is quite likely that in the near future data stream association rule mining will play a key role in the business world.
