Introduction
Let K be an algebraic number field, O K be its ring of integers and N(a) denote the norm of an ideal a in O K . The Dedekind zeta function of K is defined for Re(s) > 1 by
where a ranges over non-zero ideals and p ranges over the prime ideals in O K . It is known that ζ K (s) has an analytic continuation to C \ {1} and a simple pole at s = 1 with residue α K . The well-known class number formula relates α K to several algebraic invariants of K, including the discriminant, class number and regulator of K.
The Euler-Kronecker constant (or invariant) of K is defined by
Moreover, if the Laurent series expansion of ζ K (s) is
Note that when K = Q, we have γ K = γ, where γ = 0.577... is the Euler-Mascheroni constant. The Euler-Kronecker constant was first introduced and studied by Ihara in [8] and [9] . In particular, Ihara proved in [8] that if d K is the discriminant of K then where the upper bound is conditional on the Generalized Riemann hypothesis GRH. Tsafsman [15] showed that the lower bound is optimal up to a constant, and hence that the maximal order of |γ K | is ≍ log |d K |. However, Ihara [8] proved that this order is much smaller if the degree of K is small.
When K is the cyclotomic field K(q) := Q e 2πi/q , Ihara [8] showed that γ K(q) = O(log 2 q) assuming GRH, and this bound was improved to O(log q log log q) by Badzyan [1] . Murty [14] proved an upper bound for the first moment of γ K(q) , which was refined to an asymptotic formula by Fouvry [5] , who showed that the average order of γ K(q) is log Q. In the case where q is prime, Ford, Luca and Moree [4] studied γ K(q) and showed that it appears in the asymptotic expansion of the number of integers n ≤ x for which ϕ(n) is not divisible by q, where ϕ is the Euler ϕ-function.
In the special case where K = Q( √ D) is a quadratic field, we know that the corresponding Dedekind zeta function factorizes as ζ K (s) = ζ(s)L(s, χ D ), where χ D (n) = (D/n) is the Kronecker symbol. Therefore
.
When Q( √ D) is imaginary, the Kronecker limit formula expresses γ Q( √ D) in terms of special values of the Dedekind η-function (see Section 2.2 of [8] ).
In [8] , Ihara proved that under GRH we have |γ Q( √ D) | ≤ (2 + o(1)) log log |D|. Using a zero density result of Heath-Brown [7] , we show in Corollary 2.5 below that this bound is attained for almost all fundamental discriminants. More precisely, we prove that for all but at most O(x ǫ ) fundamental discriminants D with |D| ≤ x we have
On the other hand, Mourtada and Murty [13] proved that there are infinitely many D for which
They also showed that this bound can be improved to log log |D|+log log log |D|+O(1) under GRH.
In analogy to L(1, χ D ), we expect that for all fundamental discriminants D with |D| ≤ x we have To investigate the distribution of the Euler-Kronecker constant γ Q( √ D) , our strategy consists in constructing an adequate probabilistic random model for these values. Let {X(p)} p prime be a sequence of independent random variables, indexed by the primes, and taking the values 1, −1 and 0 with the following probabilities
We extend the X(p) multiplicatively to all positive integers by setting X(1) = 1 and
These random variables were first introduced by Granville and Soundararajan [6] to study the distribution of L(1, χ D ). The reason for this choice over the simpler ±1 with probability 1/2 is that for odd primes p, fundamental discriminants D lie in one of p 2 − 1 residue classes mod p 2 so that χ D (p) = 0 for p − 1 of these classes, and the remaining p(p − 1) residue classes split equally into ±1 values (for p = 2 one can check that the values 0, ±1 occur equally often). We shall compare the distribution of γ Q( √ D) , as D varies among fundamental discriminants |D| ≤ x, to that of the following probabilistic random model:
Since E(X(n)) = 0 unless n is a square (see (2.10) below), and n≥2 (log n) 2 /n 2 < ∞, then it follows from Kolmogorov three series theorem that γ rand (X) is almost surely convergent.
Here and throughout, we denote by F (x) the set of all fundamental discriminants D with |D| ≤ x. Note that |F (x)| = 6x/π 2 + O( √ x). Our main result shows that
is very well approximated by that of the random variable γ rand (X) uniformly in nearly the whole conjectured range (1.1). Theorem 1.1. Let x be large. There exists a positive constant C such that uniformly in the range 1 ≤ τ ≤ log log x − 2 log log log x − C, we have 1
τ log x ,
Since
1 can be rephrased in terms of the logarithmic derivative of quadratic Dirichlet L-functions at s = 1. The values of logarithmic derivatives of L-functions have been studied by Ihara and Matsumoto [10] , and Ihara, Murty and Shimura [11] in the case of Dirichlet L-functions, and by Cho and Kim [2] in the case of Artin L-functions. In particular, Ihara and Matsumoto [10] showed that as χ varies over non principal characters modulo a prime q, L ′ /L(1, χ) has a limiting distribution as q → ∞. However, Theorem 1.1 is the first result that gives precise information on the distribution of logarithmic derivatives of L-functions at s = 1 with such a great uniformity. We should also note that with a slight modification of our method we can obtain similar results for the distribution of |ζ ′ /ζ(1 + it)|, and that of |L ′ /L(1, χ)| as χ varies over non-principal characters modulo a large prime q. To construct the probabilistic random model in these cases we take the {X(p)} p to be uniformly distributed on the unit circle.
Our next task is to study the asymptotic behavior of the distribution functions P γ rand (X) > τ and P γ rand (X) < −τ in terms of τ , when τ is large. We achieve this by a careful saddle point analysis. In particular, we show that these distribution functions are double exponentially decreasing in τ . Theorem 1.2. For large τ we have
and
where
, and A 2 := A 0 − 2γ, and
Combining Theorems 1.1 and 1.2 we deduce that the same asymptotic estimate holds for the distribution function of γ Q( √ D) uniformly for τ in the range 1 ≪ τ ≤ log log x − 2 log log log x − C. Theorem 1.3. Let x be large. There exists a positive constant C such that uniformly in the range 1 ≪ τ ≤ log log x − 2 log log log x − C, we have
Remark 1.4. Note that the asymptotic estimate on the right hand side of (1.2) (or (1.3)) becomes < 1/|F (x)| if τ > log log x + log log log x + C 0 for some constant C 0 . Therefore, if the asymptotic estimates in (1.2) and (1.3) were to persist in this full viable range, then one would deduce that |γ Q( √ D) | ≤ log log |D| + log log log |D| + O(1). In [6] , Granville and Soundararajan investigated the distribution of L(1, χ D ) and proved that uniformly for τ in the range 1 ≪ τ ≤ log log x + O(1) we have
Their method relies upon careful analysis of large complex moments of L(1, χ D ). In her thesis, Mourtada [12] remarked that it is a difficult problem to compute complex 
, such that for all complex numbers s with |s| ≤ C ǫ log x/(log log x) 2 we have
To prove this result we show that large integral moments of γ Q( √ D) are very close to those of the random model γ rand (X). For a fixed natural number k, asymptotic formulae for the k-th moment of γ Q( √ D) have been obtained by Mourtada and Murty in [13] , building on an earlier work of Ihara, Murty and Shimura [11] . However, the significant feature of our result is the uniformity in the range of moments. Theorem 1.6. For all positive integers k with k ≤ log x/(50 log log x) we have 1
as large as q ǫ , so that when k is large, the k-th moment of γ Q( √ D) would be heavily affected by the contribution of this particular character. This justifies the condition D ∈ F (x) * in Theorem 1.6. Furthermore, it is known that these characters if they exist must be very rare, in particular we have |F (x)| − |F (x) * | ≪ log x (see for example [3] ).
The paper is organized as follows: In Section 2 we investigate the moments of γ Q(
and prove Theorem 1.6. This result is then used to study the Laplace transform of γ Q( √ D) and prove Theorem 1.5 in Section 3. In Section 4 we study the Laplace transform of the random model γ rand (X) and prove an asymptotic estimate for it. We then relate the distribution function of γ rand (X) to its Laplace transform and prove Theorem 1.2 in Section 5. Finally, in Section 6 we combine all these results to derive Theorem 1.1. 
Large moments of γ Q(
Then for all complex numbers s with Re(s) > 1 we have
Moreover, note that
We shall extract Theorem 1.6 from the following result, which gives an asymptotic formula for large integral
Theorem 2.1. For all positive integers k with k ≤ log x/(50 log log x) we have
First, we need the following lemma, which provides a bound for
Lemma 2.2. Let t be a real number and suppose that L(z, χ D ) has no zero for Re(z) > σ 0 and |Im(z)| ≤ |t| + 1, then for any σ > σ 0 we have
Proof. Let ρ runs over the non-trivial zeros of L(s, χ). Then it follows from equation (4) of Chapter 16 of Davenport [3] that
The key ingredient in the proof of Theorem 2.1 is the following result which shows that we can approximate large powers of −L ′ /L(1, χ D ) by short Dirichet polynomials, if L(s, χ D ) has no zeros in a certain region to the left of the line Re(s) = 1. Proposition 2.3. Let 0 < δ < 1/2 be fixed, and D be a fundamental discriminant with |D| large. Let y ≥ (log |D|) 10/δ be a real number and k ≤ 2 log |D|/ log y be a positive
Proof. Without loss of generality, suppose that y k ∈ Z + 1/2. Let c = 1/(k log y), and T be a large real number to be chosen later. Then by Perron's formula, we have
To bound the error term of this last estimate, we split the sum into three parts: n ≤ y k /2, y k /2 < n < 2y k and n ≥ 2y k . The terms in the first and third parts satisfy | log(y k /n)| ≥ log 2, and hence their contribution is
by the prime number theorem. To handle the contribution of the terms y k /2 < n < 2y k , we put r = n − y k , and use that | log(y k /n)| ≫ |r|/y k . In this case, we have Λ k (n) ≤ (log n) k ≤ (2k log y) k , and hence the contribution of these terms is
We now choose T = y kδ/2 and move the contour to the line Re(s) = −δ/2. By our assumption, we only encounter a simple pole at s = 0 which leaves a residue
by Lemma 2.2. Finally, since (2k log y) k+1 /T ≪ y −kδ/4 , the result follows. Now, using a zero density estimate due to Heath-Brown (see equation (2.2) below), we deduce from Proposition 2.3 that large powers of −L ′ /L(1, χ D ) can be approximated by short Dirichlet polynomials for almost all fundamental discriminants D with |D| ≤ x.
Corollary 2.4. Let k be a positive integer such that k ≤ log x/(50(log log x)). For all
Proof. Let N(σ, T, χ D ) denote the number of zeros of L(s, χ D ) in the rectangle σ < Re(s) ≤ 1 and |Im(s)| ≤ T . Health-Brown [7] showed that (2.2)
We also deduce from Proposition 2.3 that γ Q(
Proof. Taking δ = ǫ/5, k = 1 and y = (log |D|) 50/ǫ in Proposition 2.3 and using (2.2) as in the proof of Corollary 2.4 we deduce that for all except O(x ǫ ) fundamental discriminants D with |D| ≤ x, we have
≪ ǫ log log |D|.
Proof of Theorem 2.1. Let E(x) be the exceptional set in Corollary 2.4. Then it follows from this result that 1
Note that
To evaluate the sum on the right hand side of this estimate, we first consider the contribution of perfect squares, which gives the main term. In this case, we use the following standard estimate (see for example [6] )
where d(m) is the divisor function. Therefore the contribution of the terms n = m 2 to the right hand side of (2.4) equals (2.5)
By (2.1), the error term in the last estimate is
Further, since the function (log t) k / √ t is decreasing for t ≥ e 2k , we obtain
Thus, combining this bound with (2.5) and (2.6) we deduce that the contribution of the squares to the right hand side of (2.4) is (2.7)
To bound the contribution of the non-squares, we use the following simple application of the Pólya-Vinogradov inequality, which corresponds to Lemma 4.1 of [6] and states that
if n is not a perfect square. Using this bound along with (2.3), we deduce that the contribution of the non-squares to the right hand side of (2.4) is
Furthermore, it follows from Lemma 2.2 along with the classical zero free region for
Therefore, combining this bound with equations (2.4), (2.7) and (2.8) we derive
We are now ready to prove Theorem 1.6.
Proof of Theorem 1.6. Note that for any prime p and positive integer k we have
Therefore, by the independence of the random variables X(p) we deduce that
if n is a square, 0 otherwise.
Hence, we obtain
Therefore, it follows from Theorem 2.1 that
The Laplace transform of γ Q(
√ D) : proof of Theorem 1.5 In order to obtain Theorem 1.5 from Theorem 1.6, we need a uniform bound for the moments of γ rand (X). We prove Proposition 3.1. There exists a constant c > 0 such that for all positive integers k ≥ 8 we have
Proof. Let y > 2 be a real number to be chosen later. By Minkowski's inequality we have (3.1)
Furthermore, by the Cauchy-Schwarz inequality we have (3.2)
Then, for every positive integer m we have
Thus if y ≥ e 4 then by (3.2) we obtain that
Choosing y = k 2 and inserting this estimate in (3.1) completes the proof.
Proof of Theorem 1.5. Given ǫ > 0, it follows from Corollary 2.5 that there exists a constant B ǫ > 0 such that
by Stirling's formula, if |s| ≤ C ǫ log x/(log log x) 2 for some small constant C ǫ > 0. Furthermore, it follows by Theorem 1.6 and equation (2.9) that for all integers 0 ≤ k ≤ N we have 1
Moreover, it follows from Proposition 3.1 and Stirling's formula that for some positive constant C we have
if C ǫ is suitably small. Finally, inserting these estimates in (3.3), we derive
as desired.
The Laplace transform of γ rand (X)
For any s ∈ C we define M(s) := log E exp s · γ rand (X) .
Since the X(p) are independent and γ rand (X) = γ − p (log p)X(p)/(p − X(p)) we deduce that
The main purpose of this section is to investigate the asymptotic behavior of M(r) and its derivatives, where r is a large real number. We establish the following proposition. M(r) = r log r + log log r + A 1 − 1 + O log log r log r , (4.4) M(−r) = r log r + log log r + A 2 − 1 + O log log r log r , (4.5) M ′ (r) = log r + log log r + A 1 + O log log r log r , and (4.6) M ′ (−r) = − log r − log log r − A 2 + O log log r log r .
Moreover, for all real numbers y, t such that |y| ≥ 3 we have
To prove this result we first need some preliminary lemmas. 4.8) log h p (r) = r log p p+1
log cosh r log p p+1
Proof. We only prove (4.8) since (4.9) can be obtained similarly. First, if p < r 2/3 then (4.
since cosh(t) − 1 ≪ t cosh(t), for all t ≥ 0. This completes the proof.
Lemma 4.3. Let r ≥ 4 be a real number. Then we have
Lemma 4.4. We have (4.14)
p≤y log p p − 1 = log y − γ + O 1 log y , and (4.15)
Proof. We have
The first assertion follows from the classical estimate
Moreover, the second assertion follows from the first upon noting that
Then we prove
Proof. Since e t /2 ≤ cosh(t) ≤ e t , it follows that f is bounded on [0, ∞). Now, for t ∈ [0, 1) we have cosh(t) = 1 + t 2 /2 + O(t 4 ) and hence
−t e t + e −t = O(e −2t ).
We are now ready to prove Proposition 4.1.
Proof of Proposition 4.1. We only prove (4.3) and (4.5), since (4.4), (4.6) and (4.7) follow along the same lines. By Lemma 4.2 and the prime number theorem we obtain M(r) = γr + 
Finally, using the prime number theorem and partial integration as in (4.19), one can deduce that
5. The distribution function of γ rand (X): proof of Theorem 1.2
To shorten our notation, we define L rand (s) := E (exp (s · γ rand (X))). Let φ(y) = 1 if y > 1 and equals 0 otherwise. To relate the distribution function of γ rand (X) (or that of γ Q( √ D) ) to its Laplace transform, we use the following smooth analogue of Perron's formula, which is a slight variation of a formula of Granville and Soundararajan (see [6] ). Let τ be a real number and consider the equation M ′ (r) = τ (recall that M(r) = log L rand (r)). By Proposition 4.1 it follows that lim r→∞ M ′ (r) = ∞ and lim r→−∞ M ′ (r) = −∞. Moreover, a simple calculation shows that h
2 for all primes p, and hence that M ′′ (r) > 0. Thus, it follows that the equation M ′ (r) = τ has a unique solution κ. Using a carefull saddle point analysis we obtain an asymptotic formula for P(γ rand (X) > τ ) in terms of the Laplace transform of γ rand (X) evaluated at the saddle point κ.
Theorem 5.2. Let τ be large and κ denote the unique solution to M ′ (r) = τ . Then, we have
Similarly, if κ is the unique solution to M ′ (−r) = −τ then
Before proving this theorem, we need to show that L rand (r + it) is rapidly decreasing in t.
Lemma 5.3. Let s = r + it ∈ C where |r| is large. Then, in the range |t| ≥ |r| we have
Proof. For simplicity we suppose that r and t are both positive. Since |h p (s)| ≤ h p (r) we obtain that for any y ≥ 2
Moreover, the same argument leading to (4.11) shows that for primes p > |s| 2/3 we have
Let y = t(log t) 2 . Since log cosh(z) = z 2 /2 + O(|z| 4 ) for |z| ≤ 1, we deduce that for all primes p > y
Since Re(s 2 − r 2 ) = −t 2 , it follows from the prime number theorem and equation (5.2) that
Proof of Theorem 5.2. We only prove the estimate for P(γ rand (X) > τ ) since the corresponding asymptotic for P(γ rand (X) < −τ ) requires only minor modifications. Let 0 < λ < 1/(2κ) be a real number to be chosen later. Note that γ rand (X) > τ if and only if exp(γ rand (X) − τ ) > 1. Therefore, using Lemma 5.1 with N = 1 we obtain 
On the other hand, it follows from equation (4.7) that for |t| ≤ κ we have
Also, note that
Hence, using that L rand (s) = exp(M(s)) and M ′ (κ) = τ we obtain
Thus, we get
Inserting these estimates in (5.7) we deduce that
Finally, combining the estimates (5.6) and (5.8) and choosing λ = κ −2 completes the proof.
Proof of Theorem 1.2. Again we only prove the estimate for P(γ rand (X) > τ ), as the corresponding estimate for P(γ rand (X) < −τ ) can be obtained similarly. By Theorem 5.2 and equation (4.7), we have
where κ is the unique solution to M ′ (κ) = τ . Furthermore, by (4.5) we have (5.9) τ = log κ + log log κ + A 1 + O log log κ log κ , and hence we deduce from (4.3) that
Now, (5.9) implies that log κ = τ + O(log τ ) and
Thus, we obtain
The result follows upon inserting the estimate (5.11) in (5.10). To shorten our notation we let Proof of Theorem 1.1. As before, κ denotes the unique solution to M ′ (r) = τ . Let N be a positive integer and 0 < λ < min{1/(2κ), 1/N} be a real number to be chosen later.
Let Y = log x/(2B(log log x) 2 ). If x is large enough then equation (5.11) insures that κ ≤ Y . Also, note that (6.1) holds for all complex numbers s = κ + it with |t| ≤ Y . We consider the integrals Moreover, note that |(e λs − 1)/λs| ≤ 3, which is easily seen by looking at the cases |λs| ≤ 1 and |λs| > 1. Therefore, combining equations (6.1), (6.4) and (6.5) we obtain Thus, choosing N = [log log x] and λ = e 10 /Y we deduce that (6.8) J x (τ ) − I(τ ) ≪ 1 (log x) 5 P(γ rand (X) > τ ).
On the other hand, it follows from Theorem 1.2 that (6.9) P(γ rand (X) > τ ± λN) = P(γ rand (X) > τ ) exp O λN e τ τ = P(γ rand (X) > τ ) 1 + O e τ (log log x) 3 τ log x .
Combining this last estimate with (6.2), (6.3), and (6.8) we obtain The result follows from these estimates together with the fact that P(γ rand (X) > τ ) ≫ x −1/4 in our range of τ , by Theorem 1.2.
