In this paper, we discuss a general procedure by which nonlinear power spectral densities (PSDs) of the harmonic oscillator can be calculated in both the quantum and classical regimes. We begin with an introduction of the damped and undamped classical harmonic oscillator, followed by an overview of the quantum mechanical description of this system. A brief review of both the classical and quantum autocorrelation functions (ACFs) and PSDs follow. We then introduce a general method by which the kth-order PSD for the harmonic oscillator can be calculated, where k is any positive integer. This formulation is verified by first reproducing the known results for the k = 1 case of the linear PSD. It is then extended to calculate the second-order PSD, useful in the field of quantum measurement, corresponding to the k = 2 case of the generalized method. In this process, damping is included into each of the quantum linear and quadratic PSDs, producing realistic models for the PSDs found in experiment. These quantum PSDs are shown to obey the correspondence principle by matching with what was calculated for their classical counterparts in the high temperature, high-Q limit. Finally, we demonstrate that our results can be reproduced using the fluctuation-dissipation theorem, providing an independent check of our resultant PSDs.
I. INTRODUCTION
The harmonic oscillator, in which a particle is confined to a potential well that varies quadratically with position, has proven to be a very useful model in a number of classical and quantum systems. In the classical regime, the harmonic oscillator provides an excellent description of periodic systems such as a mass on a spring or a pendulum, as well as resonating electronic LC circuits. In the realm of quantum mechanics, an analogous model is successful in predicting the behavior of a number of bosonic systems, such as photons confined to an optical cavity and phonons in an elastic solid. In fact, the vacuum itself is thought to consist of an array of harmonic oscillators with a broad range of frequencies [1] .
Often, a harmonic oscillator model is applied to a system in isolation, where we generally consider only linear effects. However, when we begin to consider coupling between harmonic oscillators, or with other systems altogether, nonlinearities begin to enter the model, leading to new physics. An example of this sort of interaction arises in cavity optomechanics, in which two harmonic oscillations, one describing an optical cavity and the other describing a mechanical resonator, are coupled to one another [2] . In this case, the motion of the resonator shifts the resonance frequency of the optical cavity, while the optics provide a radiation pressure force acting back on the mechanics. For moderate coupling, a simple linear model suffices, such that monitoring the electromagnetic field provides a readout of the linear motion of the * Electronic address: bhauer@ualberta.ca † Electronic address: jdavis@ualberta.ca oscillating mechanical device. However, as the interaction strength between the two systems increases, nonlinear coupling begins to occur, requiring that higher-order terms be added to the Hamiltonian [3] [4] [5] [6] [7] [8] [9] . This provides a method by which one can obtain direct access to higherorder powers of the mechanical resonator's motion. For instance, a number of experiments have demonstrated direct coupling to the square of the oscillator's displacement [3, 4, [9] [10] [11] . These types of measurements have generated significant interest, as they have been proposed as a method to perform quantum nondemolition (QND) measurements [12, 13] of a mesoscopic quantum system [2, 3, 6, [14] [15] [16] [17] , as well as other exotic two-phonon processes, such as mechanical cooling/squeezing [5] and optomechanically induced transparency [7, 8] .
In order to make such measurements effectively, a knowledge of the autocorrelation functions (ACFs) and power spectral densities (PSDs) corresponding to the nonlinear readout of the oscillator's motion is required. Though the first-order PSD is a well-known result [18] [19] [20] [21] [22] [23] , here we calculate a general PSD of any order for the quantum and classical harmonic oscillator, with a special focus on the linear and quadratic cases. The structure of this document is as follows. In Section II, we provide a basic overview of classical and quantum harmonic oscillators in the damped and undamped situations. Section III then provides a description of how to calculate the ACF and PSD of a classical time-dependent signal. Complementary definitions for a time-dependent quantum operator follow. Using the results of the previous two sections, Section IV introduces the general procedure that can be used to calculate the classical or quantum PSD of kthorder for the harmonic oscillator. Section V reviews the k = 1 case of the first-order PSD of the harmonic oscillator, which is immediately followed by an extension to the k = 2 case of the quadratic PSD in Section VI. Finally, we conclude the document by discussing how these PSDs can be used in the context of real experiments.
II. BACKGROUND A. Classical Undamped Harmonic Oscillator
The model of the classical, undamped harmonic oscillator describes a system whose dynamics are governed by the following differential equation
where x is a variable that in this case we choose to be the position of the oscillator and ω 0 = k/m is the resonant angular frequency of the system, with k and m being the oscillator's spring constant and mass, respectively. The familiar oscillatory solution to this second-order differential equation is given by
where x 0 and φ are an arbitrary amplitude and phase of the motion set by the initial conditions. We can determine the total energy of this system as the sum of its kinetic K and potential V energies. The potential for this system is V = , where p is the linear momentum of the one-dimensional system. Using our solution for x(t) from above, we find the total energy to be 
which is a time-independent quantity. Note that in this case, we can equate the total energy to the Hamiltonian H of the system.
B. Classical Damped Harmonic Oscillator
While the undamped harmonic oscillator provides the simplest solution to an oscillatory problem, this model can be made more realistic by introducing damping into the system, allowing for modelling of real-world dissipative systems, including LRC circuits and nanomechanical resonators [18] . The simplest way to introduce damping into Eq. (1) is to add a term proportional toẋ producing the new differential equation
where Γ is a characteristic rate that quantifies the damping in the system. In the underdamped case (Γ < 2ω 0 ), the solution to this equation is given by
where ω d = ω 0 1 − (Γ/2ω 0 ) 2 is the shifted resonance frequency due to damping. Often, when damping is small (Γ 2ω 0 ), we neglect this shift and take ω d ≈ ω 0 . From this point forward, we will assume we are in the small damping limit, as this is the case of interest for most nanomechanical systems.
Another useful parameter which can be used to quantify the damping of the system described above is the quality factor Q, defined by the equation
where ∆E is the energy dissipated per oscillation cycle. For the damped harmonic oscillator given above, we calculate the total energy of the system as we did in the undamped case, resulting in
where in the above equation we have neglected a term in the derivative of x(t) that is proportional to Γ as we are in the small damping limit. The result for the energy of the damped harmonic resonator is identical to Eq. (3) for its undamped counterpart, except now the energy decays on a timescale set by Γ. The energy dissipated in one cycle is then given by the change of energy over one period of oscillation τ 0 , that is
The quality factor for this system is then given by
where we have again used the small damping limit and the fact that we can relate the period of oscillation to the system's angular resonant frequency via τ 0 = 2π/ω 0 . From Eq. (9) it becomes apparent that the small damping limit is equivalent to the high-Q limit, as smaller damping leads to a reduction in energy dissipation. In fact, using our condition for the small damping limit above, we can quantify the high-Q limit as Q 1/2. In this limit, Eq. (2) provides a good approximation for the solution of the damped harmonic oscillator given by Eq. (5). For the remainder of the document, we will refer to the small damping limit as the high-Q limit.
By analyzing the undriven, damped harmonic oscillator above, we were able to investigate the time domain solution of the resonator's motion, as well as its energy dissipation. However, this description is still somewhat incomplete as generally the motion will be driven by some time-dependent external driving force f (t). In such a situation, we arrive at the driven differential equation of motionẍ
Analytical solutions for x(t) in this case can only be determined for a small number of special cases of f (t), such as a harmonic driving force. However, it is often more fruitful to Fourier transform this equation to get its expression in the frequency domain, resulting in
where x(ω) = F{x(t)} and f (ω) = F{f (t)} are the Fourier transforms of x(t) and f (t) as defined in Appendix A 1 and we have used the property in Eq. (A4) to calculate the Fourier transforms of the derivatives. We have also introduced the generalized mechanical susceptibility
which allows us to relate the position to the force in the frequency domain.
C. Quantum Harmonic Oscillator
To extend the above treatment of the harmonic oscillator into the quantum domain, we must first determine its governing quantum mechanical Hamiltonian. This is accomplished by simply replacing x and p in Eq. (3) with the canonically conjugate position and momentum operatorsx andp. With these new operators, our kinetic and potential energies now becomeK =p 2 .
Inputting this Hamiltonian into the Schrödinger equation, it is possible to solve for the energy eigenstates of this system |n , along with their corresponding energy eigenvalues E n , whereĤ |n = E n |n . For this derivation, we do not concern ourselves with the exact form of the eigenstates, however, the energies are given by
where = h/2π is the reduced Planck's constant. In the above equation, n is an integer and signifies the state of the oscillator. Quantum mechanically, this number n can be interpreted as the number of quanta in the system, for example photons in a cavity or phonons in a solid. Therefore, E 0 = ω0 2 denotes the ground state energy where n = 0 and no quanta exist in the system. This energy will be shared evenly between the expectation values of the kinetic and potential energy such that K = V = ω0 4 in the ground state. We now introduce the raising (creation) and lowering (annihiliation) operatorsb † andb, also known as the ladder operators. These two quantities are given bŷ
and obey the commutation relation [b,b † ] = 1. These operators are convenient as they produce the following simple relations when operating on the energy eigenstates of the systemb
as well as their Hermitian conjugates
From these relations we havê
As seen above, when acting on the energy eigenstates the operatorN =b †b returns the number of quanta n of that state and is known as the number operator. By looking at Eq. (14) it should therefore be clear that the Hamiltonian can be expressed aŝ
We can also writex in terms of the ladder operators aŝ
where we have introduced x zpf = 2mω0 , which is the amplitude of the quantum mechanical zero point fluctuations of the oscillator.
Up to this point, we have been dealing with operators in the Schrödinger picture, where it is the eigenstates, not the operators, which carry the time-dependence of the problem. However, since we are dealing with timedependent signals, it is convenient to turn to the Heisenberg picture of quantum mechanics, where the operators are now the quantities that vary in time. The dynamics of an operatorÔ, which was time-independent in the Schrödinger picture, is now governed by the differential equationȮ
Upon inspection of this equation, we see that a timeindependent operator which commutes with the Hamiltonian in the Schrödinger picture will remain constant in the Heisenberg picture. Using the Hamiltonian for the quantum harmonic oscillator given in Eq. (19) , along with the commutation relation for the ladder operators, we can obtain a differential equation forb(t) given bẏ
This equation is easily integrated to obtain the expression for the annihilation and creation operators in the Heisenberg picture asb
where the latter equation is obtained by taking the adjoint of the former. Finally, we determine a time-varying expression for x(t) in the Heisenberg picture by inputting the relations in Eq. (23) into Eq. (20) to obtain
Another advantage of working in the Heisenberg picture is that we can introduce damping into Eq. (22) through a formalism known as input-output theory [1] . To do this, we assume that our harmonic oscillator is coupled to a bath which has some effective temperature T . Through this coupling, the oscillator is able to reach thermal equilibrium with the bath, by either losing energy to it or gaining energy from it, corresponding to damping of the oscillator and an incoherent drive from the bath. In general, this drive will have contributions originating from both the thermal occupation of the bath, as well as its quantum mechanical vacuum fluctuations.
Often, this bath is chosen to be an ensemble of harmonic oscillators with varying resonance frequencies, all of which are at the bath temperature. This method proves to be very effective, as it is solvable due to the simplicity of the harmonic oscillator, and provides an accurate model of physically realizable baths, such an electromagnetic field or phonons in a solid [1] . Using this model, we modify Eq. (22) to obtain a new equation of motionḃ
where we have introduced a subscript γ to differentiate this ladder operator from the undamped one. In the above equation, Γ quantifies the coupling of our oscillator to the bath and corresponds directly to the mechanical damping rate mentioned above for the classical case. This is exemplified by the fact that if we set Γ = 0 in Eq. (25) , coupling to the bath is severed and we reclaim the original, undamped differential equation given by Eq. (22).
In the above equation, the two new terms have arisen from coupling our oscillator to the bath. The second term on the RHS describes a decay in the amplitude ofb γ (t) due to energy radiation to the bath, while the third term represents the drive due to input noise from the bath, given by the operatorb n (t). We assume that this noise will be delta-correlated in time (closely corresponding to classical white noise), resulting in [1, 2] 
Assuming that the bath occupation will be constant over the small bandwidth ∼ Γ of interest about the oscillator's resonance frequency we can take the bath occupation number to be the single value n b = n b (ω 0 ).
In this case, it is difficult to obtain a time-domain representation forb γ (t) due to the noise input into the system. Instead, we Fourier transform Eq. (25) to obtain the spectral form of the annihilation operator
where we have introduced the Fourier transformed operatorsb γ (ω) = F{b γ (t)} andb n (ω) = F{b n (t)}. We can also determine the spectral representation for the creation operator,b † γ (ω) = F{b † γ (t)}, by taking the adjoint of the above equation and using the relation
Using the above results forb γ (ω) andb † γ (ω), we find a damped representation of the position operator to bê
Finally, with the our definition of the inverse Fourier transform, along with Eq. (26), we obtain the correlators for the Fourier transforms of the bath operators in frequency space as
Note that a difference of a factor of 2π arises between these correlators and others found in the literature [1, 24] due to our definition of the Fourier transform. These operators with damping included will be useful later when determining the PSD for the damped quantum harmonic oscillator.
III. AUTOCORRELATION FUNCTIONS AND POWER SPECTRAL DENSITIES
Before we move on to calculate the autocorrelation and power spectral density functions for the above systems, we should first define them. A PSD is a spectral function that specifies the intensity of a quantity at a given frequency. One the other hand, the ACF is a measure of how correlated a quantity is to itself after a certain time interval. It is important to note that the PSD is a frequency-dependent quantity, while the ACF is timedependent.
A. Classical
We begin with a classical description of the ACF for a real, time-dependent signal a(t). In this document, we introduce a bar over our classical ACFs and PSDs to differentiate them from their quantum analogs. The ACF tells us how the value of a(t) at a time t is correlated to itself at a later time t + t and is given by [25] R aa (t) = lim
The ACF for a(t) can also be written in terms of a convolution (see Appendix A 2) as
This form will be useful later when calculating PSDs. Furthermore, by taking t = 0, that is inspecting how a(t) is related to itself at the same time, we obtain the time average of a 2 (t) defined as
where we have used the shorthand a 2 = a 2 (t) and will continue to use this notation throughout the document.
The PSD for a signal and its ACF are related to each other by a Fourier transform. Therefore we can obtain the PSD for a(t) from its ACF by [25] 
By performing the inverse Fourier transform we can also recover the ACF from the PSD as
Also, through Eq. (33) it is apparent that the PSD is related to the time average of the squared signal by
Generally, the energy of the signal is proportional to the signal itself squared, so by integrating the PSD over all frequencies, we are able to determine the average energy of the signal in question. This property will be useful later when normalizing our PSDs. We conclude our discussion on the classical PSD and ACF by noting that the definitions we have chosen are for the two-sided PSD, which is defined for both positive and negative frequencies. We elect to use the classical two-sided PSD for this document, as it is easier to correspond with the quantum PSD, in which an asymmetry between positive and negative frequency arises. However, we mention briefly that when performing classical experiments, it is sometimes more convenient to work with the one-sided displacement PSD, which is defined over only positive frequencies [26] and is often quoted in the literature [18] [19] [20] [21] . Using the fact that a classical two-sided PSD is an even function, we can see that in performing the integrals in Eqs. (35) and (36), the limits can be changed from 0 to ∞, provided we multiply by a factor of 2. Therefore, we can determine the one-sided PSD by multiplying the two-sided PSD by a factor of two and restricting its definition to be over only positive frequencies. This simple conversion from a two-sided to a one-sided PSD applies to all classical PSDs derived in this document.
B. Quantum
In the realm of quantum mechanics, physical observables correspond to Hermitian operators that act on wavefunctions. Therefore, our ACF and PSD will be in terms of the averages of these operators.
The quantum PSD is a spectral function that tells us the intensity of a time-dependent quantum mechanical operatorâ(t) at a given frequency ω and is defined as [22] 
where R aa (t) = â(t)â(0) is the ACF forâ(t). At a finite temperature T , we can determine the ACF forâ(t) from
whereĤ is the Hamiltonian of the system, β = 1/k B T with k B being the Boltzmann constant and Tr{} denotes the trace of an operator. In this paper, we choose to work in the energy eigenstate basis so that the trace of an operatorÔ is given by
where |n is the nth energy eigenstate of our quantum system. We can therefore see that the denominator of Eq. (38), given by
is the canonical partition function [1] .
We also point out that we can inverse Fourier transform S aa (ω) to obtain R aa (t) as
Setting t = 0 we then have
in direct correspondence with Eq. (36) for a classical signal. It is also possible to express S aa (ω) in terms of the Fourier transform ofâ(t). By inputting the definitions for the Fourier transform ofâ(t) into Eq. (37) we find
whereâ(ω) = F{â(t)}. This relation is very useful, as it provides an alternate method by which we can calculate PSDs using the frequency domain. Equipped with these definitions, as well as the relations given in Section II, we are now ready to determine the PSDs for the harmonic oscillator.
IV. GENERAL FORMULATION FOR THE POWER SPECTRAL DENSITY OF x k
We now introduce a method by which the PSD can be calculated in both the classical and quantum regimes for any power of the position of a harmonic oscillator x k (t), where k is any positive integer. From this point forth, we label the PSD for x k (t) as the kth-order PSD and likewise for the corresponding ACF.
A. Classical
Beginning with the kth-order classical PSD, we use the definition of the PSD as the Fourier transform of the ACF given in Eq. (34), along with Eqs. (32) and (A7), to obtainS
Here we have used the notation x (k) (ω) = F{x k (t)} to denote the Fourier transform of x k (t). Using Eq. (A9), we can express this quantity as
where the ellipsis (...) indicates that the corresponding operation is performed on k terms (for a total of k − 1 operations). We point out that with this notation, k = 1 corresponds to a single term with no operations performed.
For a general driving force f (ω), this expression is very difficult to solve. However, if we restrict ourselves to a frequency-independent drive (i.e. f (ω) = F ), as is the case in thermally driven classical oscillators, the problem simplifies significantly, as we obtain the relation
where we have input the relation in Eq. (11) for x(ω). We can then writē
where we have defined a white noise thermal force PSD
Note that while the driving force is constant in frequency space, it still grows as we increase T 0 , balancing out the division by infinity such thatS
The value of this quantity can be determined by ensuring that Eq. (36) is satisfied. In the high-Q limit, we can approximate the expectation value for x 2k for a damped harmonic oscillator as that for the undamped oscillator in equilibrium with a bath at temperature T , which results in (see Appendix C)
where we introduced the root mean square amplitude of our thermally driven motion as x th = 1/βmω 2 0 = k B T /mω 2 0 . In order to satisfy this normalization condition, we must integrate over the PSD once we have determined its functional form by evaluating the convolutions found in Eq. (47).
Before we move on to the quantum PSD, we provide a brief remark in regards to carrying out the above procedure. As can be seen above, the calculations performed using this method become increasingly tedious as n becomes larger, mainly due to the increasing number of convolutions. However, this complexity can be alleviated slightly by breaking up the convolutions into smaller calculations, allowing us to calculate our PSDs in an iterative manner which utilizes previous calculations. For instance, if we have already determined the second-order PSD, for which we need χ(ω) * χ(ω), we can convolve this quantity with χ(ω), or with itself, and use the result to determine the third-and fourth-order PSDs, respectively, reducing the number of convolutions needed.
B. Quantum
We now move onto calculation of the quantum PSD for x k (t). In this case, it is easier to focus on calculating the ACF, which can then be Fourier transformed to produce the corresponding PSD. Using Wick's Theorem [27] , we are able to determine the kth-order ACF to be
where
and
Evaluating each of the two point correlators under the sum in Eq. (50) we find (see Appendix D)
Here we point out that in the first line we have obtained the expression for the ACF in the k = 1 (linear) case.
In the above equations, we have introduced the thermal average of n for the harmonic oscillator, which is given by
This quantity can be interpreted as the average number of quanta obeying Bose-Einstein statistics at a temperature determined by β. Combining the results of Eq. (53) with Eq. (50) we obtain
We have therefore shown that the kth-order ACF can be written in terms of the first-order ACF to varying powers.
Using the binomial theorem, we can instead write our kth-order ACF in the form
where we have the new coefficient
In this form, we can easily Fourier transform Eq. (56) to obtain the kth-order quantum PSD
where we have used the definition of the Dirac delta function given by Eq. (A12). This provides an expression for the kth-order PSD for the undamped quantum harmonic oscillator for any positive integer k. In any realistic system, however, a non-zero amount of damping will occur as the oscillator radiates energy to its environment. To determine the the kth-order PSD with damping included, we could in principle use Eq. (43) to calculate our PSD according tõ
Here we have included a tilde over this PSD symbol to indicate that it is a quantum PSD with damping included. As we can see here, because we must work in the frequency domain for the input-output formalism of the damped harmonic oscillator, to determine the quantitieŝ x (k) (ω) we must compute k − 1 convolution integrals. As in the classical case, this leads to an increasingly complex problem as we increase k.
Fortunately, by using a definition of the delta function, we have an alternate method by which we can include damping into the kth-order PSD. In the case of small Γ, we can approximate the delta functions in Eq. (58) using Eq. (A13) to obtain
The subscript k is added here to differentiate between delta functions of different orders, as the half-width of the peaks of the PSD increases as kΓ/2. This effect is discussed in detail in Section VI A. Using the expression in Eq. (60), we can write our kth-order damped PSD as
where we have a sum of Lorentzians instead of delta functions, effectively introducing damping into our quantum PSD. We will show below that for the k = 1 case, this result is exactly what would be obtained if we had instead decided to use the input-output formalism to include damping in our system, justifying this simpler approach.
In concluding this section, we would like to point out that it is possible to use our result for the kth-order ACF to determine the thermal average ofx 2k (t). Taking t = 0 in Eq. (50) we have
where Ĥ = ω 0 ( n + 1/2) is the average energy of the harmonic oscillator. This equation, unlike the classical analog, is valid for all temperatures as demonstrated by the fact that Eq. (49) is recovered by taking the high temperature limit k B T ω 0 , in which 2 n + 1 ≈ 2k B T / ω 0 .
The T = 0 limit of Eq. (62) can also be taken. Upon inspection of Eq. (54), we see that as T → 0, n → 0 indicating that the oscillator is in its ground state, giving
We point out that this equation provides a quantum analog to Eq. (49), where we have taken x th → x zpf , as our system is purely driven by quantum fluctuations in the ground state as opposed to the classical thermal drive.
V. FIRST-ORDER POWER SPECTRAL DENSITY
Now that the framework for determining PSDs and ACFs for the harmonic oscillator has been laid out, we now show that for k = 1 our formalism reproduces the well-known results of the first-order PSD for the position of the harmonic oscillator in both the classical and quantum regimes.
A. Classical
The linear displacement PSD for the classical damped harmonic oscillator is determined by taking k = 1 in Eq. (47), producinḡ
where we have used the generalized mechanical susceptibility found in Eq. (12) . In order to determine the constantS th F F , we integrateS xx (ω) over all frequencies (see Appendix E) and use Eq. (36) to obtain
(65) Inputting k = 1 into Eq. (49) we also have
This result, which can be written in the form
is simply the equipartition theorem for the classical harmonic oscillator in thermal equilibrium at a temperature T , for which the average potential energy V is equal to k B T /2 [28] . By equating Eqs. (65) and (66), we findS th F F = 2mΓk B T , which allows us to write the displacement PSD for the classical damped harmonic oscillator as
This result agrees with that found in the literature [18] [19] [20] [21] , provided we incorporate the factor of 2 required when transferring between one-and two-sided PSDs. The above result could have also been obtained in a more straightforward route using the classical fluctuationdissipation theorem [29] , which states that
With the functional form of our PSD, we are now able to investigate some of its properties. First, since the signal is peaked at the resonance frequency and the PSD is an even function, we know that peaks exist at ω = ±ω 0 , which results in
Another interesting parameter of the PSD is the width of the peak, which is closely related to the damping of the oscillator. Here, we consider the full width at half maximum (FWHM) ∆ω. To determine this quantity we look for the frequencies ω 1/2 at whichS xx (ω 1/2 ) =S max xx /2, which leads to the quartic equation
Using the quadratic formula, the solutions to this equation are found to be
where in the final expression we have made the high-Q approximation. The four solutions in the above equation correspond to two points on the side of the two different peaks at ±ω 0 , which leads to a FWHM of ∆ω = Γ in the high-Q limit.
B. Quantum
Moving to the quantum regime, we now look to determine the first-order ACF and PSD for the position operator of the quantum harmonic oscillator. We have already calculated the first-order ACF in Section IV B where it was found to be
By Fourier transforming this ACF, or equivalently taking k = 1 in Eq. (58), we obtain
This produces the well-known expression for the firstorder PSD for the position operator of the quantum harmonic oscillator [22] . This result is also verified by an independent determination using the fluctuationdissipation theorem (see Appendix J).
The first-order quantum PSD is not symmetric about zero frequency as was the case for the first-order classical PSD. This asymmetry is visualized in Fig. 1 . Physically, these two peaks correspond to two different processes. The negative frequency peak (ω = −ω 0 ) is associated with the annihilation/emission of a single quantum with frequency ω 0 . Alternately, the positive frequency peak corresponds to the creation/absorption of a quantum at The first-order damped quantum PSD, normalized such that its maximum at ω = ω0 is 1, vs frequency in terms of the resonant frequency. We have chosen a relatively low quality factor of 4 for this PSD, so that the amplitude effects are not obscured by the narrowness of the peaks. The different colors represent different average quanta with n = 0, 0.2, 0.5, 1, 2, 5, 100, as we move up in color from black to red. While the relative height of the peak at ω = ω0 is unchanged, the peak at ω = −ω0 decreases with average number of quanta, demonstrating the asymmetry of the quantum PSD. In the extreme case of n = 0, the ω = −ω0 peak disappears altogether.
ω 0 . In the context of optomechanics, these processes are strongly tied to Stokes/anti-Stokes Raman scattering whereby phonons can be created/annihilated via interaction with cavity photons [2] . Furthermore, the asymmetry of these peaks leads to distinctly non-classical effects at low phonon number, such as motional sideband asymmetry, which has recently been observed experimentally [23, 30] . It is also interesting to investigate the T = 0 limit of the above quantum PSD. This limit corresponds to the PSD of a quantum harmonic oscillator that is solely in its ground state, its motion arising from zero point fluctuations due to quantum noise. Taking n = 0 in Eq. (74), the quantum PSD becomes
In this limit, we completely lose the peak at ω = −ω 0 due to the fact that in the ground state no quanta exist to annihilate. The above discussion on the physical significance of the quantum PSD was for the ideal case of zero damping, leading to perfectly narrow peaks corresponding to quanta at two distinct resonance frequencies, ω = ±ω 0 . In a realistic system, however, damping will emerge, broadening these peaks and allowing for small deviations from this resonance frequency. We now look to include damping into our system by using the input-output formalism outlined in Section II C. In this case, we calculate the PSD using Eq. (43) to obtaiñ
Utilizing Eq. (29), we find this damped PSD to be (see Appendix H)
which also agrees to what is found in the literature [22, 23] . A T = 0 PSD corresponding to the ground state of a damped harmonic oscillator can also be determined by setting n = 0 in the above equation to obtaiñ
Both of these above results could have also been obtained by simply taking k = 1 in Eq. (61), justifying the method by which we obtained this expression.
We can also find the thermal average x 2 for the quantum harmonic oscillator using Eq. (42), where we can integrate over either S xx (ω) orS xx (ω) to obtain
consistent with k = 1 in Eq. (62). In the ground state, we then have x 2 = x 2 zpf such that the average value of the squared motion is the zero point fluctuation amplitude squared, as would be expected. This above equation can also be recast into
This can be interpreted as a sort of "generalized" equipartition theorem in which the average potential energy can be related to the average value of position squared, regardless of whether the drive results from thermal or quantum noise. As such, by taking the high temperature limit of this equation, the classical equipartition partition theorem given in Eq. (67) is recovered.
C. Classical Correspondence
For any quantum mechanical model, the correspondence principle tells us that the quantum result will reproduce its classical analog when the appropriate limits are taken. We will now show that for the first-order PSD for the damped harmonic oscillator calculated above, we are able to retrieve the classical linear PSD in the limits of high temperature (k B T ω 0 ) and quality factor (Q 1/2). This second condition must be taken as we have implicitly made assumptions of high-Q when introducing damping into the PSDs for the quantum harmonic oscillator.
To begin, we see that in the classical limit we can use Eq. (54) to make the following approximation
Physically, this equation tells us that at high temperatures, the thermal energy of the resonator is broken into a large number of n quanta, each with energy ω 0 , such that the ground state energy can be neglected. Remembering that x 2 zpf = 2mω0 , we can rewrite Eq. (77) as
The details of how the approximations were made to achieve the classical result are outlined in Appendix I.
In the last line, we have retrieved the classical result of Eq. (68) that was determined in Section V A. Therefore, we have shown that the first-order quantum PSD calculated here satisfies the correspondence principle in the region of interest surrounding the peaks at ω = ±ω 0 . This is illustrated in Fig. 2 for n = 1000 and Q = 1000. 
VI. SECOND-ORDER POWER SPECTRAL DENSITY
The linear PSD calculated in the above section is for the position of the harmonic oscillator and can be used for situations in which the displacement of such an oscillator is measured directly. However, there are situations where it is useful to measure the square of the position directly [3, [5] [6] [7] [8] , in which case we need to consider the secondorder PSD for the oscillator. In this section, we shall determine this quadratic PSD for both the quantum and classical cases.
A. Classical
We begin by calculating the classical second-order PSD, proceeding as we did in the previous section where we now use Eq. (47) with k = 2. The PSD in this case will be given bȳ
the functional form of which is determined by the convolution
This integral can be computed by contour integration (see Appendix F) to obtain
Inputting this expression into Eq. (83), we determine the unnormalized second-order PSD as
Upon investigation of this function, we see that it is peaked at ω = ±2ω 0 , as well as ω = 0. This is what we expect for the PSD of the squared displacement [5, 9] , the physical meaning of which will become more apparent when we look at the quantum case in Section VI B. In order to properly normalize this second-order PSD, we must determine the value ofS th F 2 F 2 such that
where we have simply taken k = 2 in Eq. (49). This is done by explicitly performing the integral by using contour integration (see Appendix G) resulting in
Combing this equation with Eq. (87) we can solve for S th F 2 F 2 for which we find
Putting this result into Eq. (86) we get the final form for the second-order PSD given bȳ
(90) This equation can be simplified if we consider the high-Q limit, in which case we can express our PSD as
As we did above, we will now investigate the maximum values of the second-order PSD. The second-order PSD has three peaks, corresponding to three local maxima. Beginning by evaluating the peak at ω = 0, we find
where in the last step we have taken the high-Q approximation.
We now perform the same calculation for ω = ±2ω 0 . Fortunately, due to the symmetry of the second-order classical PSD, both of these peaks will have the same maximum value, just as the ω = ±ω 0 peaks did in the first-order case. Evaluating the PSD at these two resonant frequencies, we find
where we have again made the high-Q approximation for the last step. Comparing these three maxima (see Fig. 3 ), we find that there is a global maximum at ω = 0, with two local maxima at ω = ±2ω 0 . As well, we find that for high-Q, the maxima are related byS
We can also use these peak values to determine the FWHM at each of the peaks. Here we use a different approach than we did for the first-order case, due to the differing peak heights, as well as the fact that the denominator depends on the frequency to the sixth power. To simplify our calculations, we assume the high-Q limit to begin with and expand about a small deviation from the resonance frequency δω, which at the half maximum we assume to be on the order of Γ.
We begin by recalculating the width of the peaks in the first-order case to verify the effectiveness of this method. To do this we evaluate the first-order PSD at ω = ω 0 +δω and equate it to the half maximum given above, resulting inS xx (ω 0 + δω) = k B T /mω 2 0 Γ. Evaluating this expression gives where going from the first step to the second step we have neglected all terms higher than second-order in δω ∼ Γ. From this result, we find the FWHM as ∆ω = 2|δω| = Γ as we found above, verifying that in the high-Q case, the two methods give the same result. By using this method, we have implicitly assumed we are only dealing with the ω = ω 0 peak, while ignoring the ω = −ω 0 peak. This is due to the fact that in this analysis, we are only concerned in frequencies resulting from a small expansion around the peak of interest. However, this is inconsequential as the symmetry of the PSD ensures the negative frequency peak will have the same result. Now that we have verified the efficacy of this method, we apply it to the second-order PSD at ω = 0. Evaluating our PSD at δω and equating it to the half maximum at this peak we find
From this result, we find the FWHM at the DC peak to be ∆ω DC = 2|δω| = 2Γ, which is twice the value of the peaks in the first-order case. We now perform the same analysis for the peak at ω = 2ω 0 (as usual symmetry ensures the same results at ω = −2ω 0 ). Here we now expand about 2ω 0 , such that we evaluate our PSD's half maximum at ω = 2ω 0 + δω, resulting in the expression
Therefore, the FWHM of the peaks at ω = ±2ω 0 is ∆ω 2ω0 = 2|δω| = 2Γ, which is identical to what we found for the DC peak. It is interesting to note that the second-order PSD has peaks with twice the width of the first-order PSD. We will briefly investigate what this means physically. For the first-order PSD, the FWHM gives a measure of the spread of frequencies around resonance that a single quantum will have. The larger the width, the larger this spread. Now for the second-order PSD, we are looking at processes involving two quanta. Therefore, the spread of accessible frequencies doubles, as we combine the frequency distributions of each. This becomes mathematically apparent by investigating Eq. (83), as the overlap of the mechanical susceptibility with itself in the convolution integral reaches its half-maximum value when each first-order peak is ∼ Γ away from the other, producing a second-order function with peaks of twice the width. See Fig. 4 for a more detailed explanation of this effect.
FIG. 4:
A demonstration of how a convolution of two peaked functions with a width of Γ produces a peak with a width of 2Γ. In panels a)-e) the green curve is swept across the stationary blue curve while the red curve in f)-j) maps out the shared overlap area beneath the two functions, which is how we can conceptually think of convolution. In panel a) there is little overlap between the blue and green curve, so our curve in f) ceases to exist. In b), the peak of the green function has approached to within Γ of the blue. In this case, the overlap causes half of the green or blue curve to be integrated, such that in g) the red curve is at its half-maximum value. Then we have in c), when the blue and green functions are perfectly overlapping, the red curve in h) is at its maximum value. In d) we have the opposite case to b), where the green curve is now receding and the red curve in i) is decreasing through its halfmaximum. Finally in e), the green curve has left the frame and the majority of the overlap with the blue function has occurred. The end result is the red function in j) with twice the width of the two peaks that were convolved to produce it. As a final note, we mention that this process can be performed any number of times, convolving k curves of width Γ a total of k − 1 times to produce a final distribution with a width kΓ. Thus we have justified our choice of half-width kΓ/2 in Eq. (60).
B. Quantum
We now look to calculate the second-order PSD in the quantum case. To do this, we follow a methodology sim-ilar to what we used to calculate the first-order quantum PSD, first finding the second-order ACF and using it to find the corresponding PSD. Starting by determining the second-order ACF, we take k = 2 in Eq. (55) to obtain
By Fourier transforming the above equation we obtain the second-order PSD of the quantum harmonic oscillator
which could also have been obtained by taking k = 2 in Eq. (58). This result agrees with that found in Eq. (S3) of [17] and is also verified using the fluctuation-dissipation theorem (see Appendix J). The second-order quantum PSD, normalized such that the peak at ω = 2ω0 is 1, vs frequency in terms of the resonant frequency. The color scheme is the same as in Fig. 1 so that n = 0, 0.2, 0.5, 1, 2, 5, 100, as we move up in colors and a quality factor of 5 is chosen for clarity. In this case, the relative height of the peak as ω = 2ω0 stays constant, while the other two peaks decrease as n is reduced. Notice that in this case, when n = 0, the ω = −2ω0 peak vanishes, while the DC peak still has a finite height, albeit significantly reduced.
Eq. (98) also exhibits asymmetric qualities, similar to the first-order case, which are displayed in Fig. 5 . As we would expect from the classical case, this function contains peaks at ω = 0, ±2ω 0 . Furthermore, by inspecting the coefficients of n 2 in each term, which will be the dominant in the classical regime, we find that like before S DC x 2 x 2 = 4S 2ω0 x 2 x 2 for large n . Assigning a physical interpretation to the above peaks two quanta are annihilated at the ω = −2ω 0 peak, while we have creation of two quanta at the ω = 2ω 0 peak. However, we now have a new DC term at ω = 0. Physically, this peak corresponds to the second-order process by which either a quantum is created then annihilated, or annihilated then created, with no net change to the system. This process is unique to a nonlinear system, as we require a two-step procedure, which is prohibited for a linear system. In cavity optomechanics, the secondorder effects described above correspond to two-phonon processes, leading to phenomena such as mechanical cooling/squeezing [5] , as well as optomechanically induced transparency [7, 8] .
As we did in the first-order case, it is interesting to investigate the T = 0 limit of the second-order quantum PSD. As before we take n = 0 such that we are left with
As before, processes involving the initial annihilation of quanta vanish at T = 0, leaving the two remaining peaks at ω = 2ω 0 and ω = 0, corresponding to the creation of two quanta and the creation of a single quantum followed immediately by its annihilation. What is surprising is that the relative height of the DC peak and the 2ω 0 peak has decreased eight-fold, as the DC peak is now half of that at 2ω 0 . We can also determine the second-order PSD of the damped harmonic oscillator by taking k = 2 in Eq. (61) for which the result is
The zero temperature limit of the above equation can be obtained by taking n = 0 as usual, resulting iñ
(101) It is also interesting to investigate the thermal average x 4 for all T . Inputting either the undamped PSD of Eq. (98) or the damped PSD of Eq. (100) into Eq. (42) as we did in the first-order case we obtain
consistent with the k = 2 case of Eq. (62). For T = 0, this reduces to x 4 = 3x
We conclude this section by ensuring that our secondorder quantum PSD obeys the correspondence principle. Beginning with Eq. (100) and using the same approximations as we did for the first-order PSD, we find (see Appendix I)
which matches the expression we found in Eq. (91) such that classical correspondence is again satisfied. This is presented visually in Fig. 3 .
VII. CONCLUSION
We have presented a method to calculate a general PSD for the classical and quantum harmonic oscillator, corresponding to any power of its position that is a positive integer. We then investigated the experimentally relevant cases of k = 1 and k = 2 associated with the linear and quadratic PSDs, respectively. The expressions for the first-order PSD are well-known [18] [19] [20] [21] [22] [23] and are presented here to verify our general model. For the case of the second-order PSD, a number of expressions useful in the field of quantum measurement were calculated, allowing researchers to ascertain whether or not a device is suitable for QND measurements [3, 6, 9, 12, 14, 16, 17] . Both of these results were found to agree with an independent determination relying on the fluctuation-dissipation theorem.
Though this document focused largely on the firstand second-order cases, as these are the regimes that are closely linked with experiment, it is possible higherorder PSDs may become useful in the near future. For instance, quartic or fourth-order coupling has already been achieved [4] and is proposed as a method to generate Schrödinger cat states [31, 32] . For this reason, the results presented in this paper provide a useful tool by which a theoretical nonlinear PSD can be determined and fit to experimental harmonic oscillator position spectra of any order. In this document, we choose to define our Fourier transform for an arbitrary, time-dependent signal a(t) as
with the inverse Fourier transform being defined as
With these definitions, we find the following useful property of the complex conjugate of the Fourier transform
Here we have assumed that the time-varying signal a(t) is real. We also have the expression for the Fourier transform of the nth time derivative of a(t) given by
Convolution
For an arbitrary variable u, the convolution of two functions g(u) and h(u) is defined as
and represents the measure of the area shared by the two functions, as we translate one across the other. A useful property of this operation is that the Fourier transform of a convolution of two signals in the time domain is the product of their Fourier transforms in the frequency domain. That is to say
where g(ω) = F{g(t)} and h(ω) = F{h(t)} are the Fourier transforms of the signals g(t) and h(t). If we instead reverse time in one of the arguments of the time domain functions (i.e. take t → −t), we have the following
where we have used the property of Fourier transforms given above in Eq. (A3). We can also use the convolution integral to express the Fourier transform of a product of two functions in the time domain as the convolution of their frequency domain representations. For our Fourier transform definitions, this is given by
Finally, this property can be extended to a product of k functions in the time domain giving
where the ellipsis (...) is used to indicate that there are k terms in the sequence.
Dirac Delta Function
Conventionally, the one-dimensional Dirac delta function is defined as
such that
provided that the integral contains u = u in its range of integration. This is not the only way to express the Dirac delta function, however, and here we introduce two alternate definitions which prove useful above. The first is given by
This definition proves to be very useful when performing Fourier transform integrals throughout this paper. The second definition arises from taking the limiting case of a Lorentzian function, such that
where is the half width at half maximum (HWHM) of the peak. This equation provides one of the simplest ways for introducing width to peaks that are infinitesimally narrow (i.e. including damping where there was initially none).
Appendix B: Contour Integration
Contour integration is a powerful method of integration by which functions containing complex poles can be easily integrated. This technique hinges upon the Cauchy's residue theorem, which states [33] 
where the integral is performed over a positively oriented (counter-clockwise) closed contour C and z l are the N poles of g(z) enclosed by C. As well, we have introduced the residue of g(z) at z l denoted by Res(g, z l ). For a function that can be expressed as
we can determine its residue at z l as
Often, a convenient choice for the contour C is a semicircle with infinite radius that extends over the region of the complex plane with Im{z} > 0. In this way, the portion of the semicircle that runs along the real axis stretches from −∞ to ∞. If we assume that |g(z)| falls off faster than 1 z 2 as z → ∞, the portion of the integral performed on the curved part of the contour will be zero, allowing us to write
Res(g, z l ).
(B4)
Our choice of contour is such that we are now only concerned with the poles in the top half of the complex plane. We could have alternatively chosen the semicircle enclosing the poles in the bottom half of the complex plane, provided we account for the minus signs that will arise due to our differing contour orientation. The integral given in Eq. (B4) is useful in computing a number of quantities for PSDs.
Appendix C: Thermal Average of x 2k for the Classical Harmonic Oscillator
In order to normalize the PSDs calculated in this document, it is important to know the thermal average of the position to even powers, that is x 2k . For a one-dimensional, classical system, the thermal average of a quantity A is given by A =
Ae
−βH dx dp e −βH dx dp ,
where β = 1/k B T and H = H(x, p) is the Hamiltonian of the system as a function of position x and momentum p and the integrals are performed over the entire region of each corresponding phase space. In order to calculate the thermal average of x 2k (t) for the one-dimensional harmonic oscillator, we input the Hamiltonian from Eq. (3) into Eq. (C1) resulting in
2m dp
To evaluate the second line of Eq. (C2), we first calculate the integral in the numerator, which can be shown (by induction) to be
We can therefore input Eq. (C3) into Eq. (C2) to obtain
where x th = 1/βmω 2 0 = k B T /mω 2 0 is the root mean square amplitude of our classical thermally driven motion. Inputting k = 1 and k = 2 we obtain
which are of special interest for this document as they are required to properly normalize the first-and second-order classical PSDs, respectively.
Appendix D: Calculation of First-Order Quantum Autocorrelation Functions
Here we calculate the two-point correlators comprised ofx(t) andx(0) found in Eq. (50) which are used as the building blocks to determine any general ACF for the position of the harmonic oscillator to kth-order. To calculate these three correlators, we use Eq. (24) which gives us
To determine the correlators of the ladder operators found in the above equation, we use Eq. (38) along with the properties of the ladder operators (16), (17) and (18) 
As expected, only the correlators with one creation and one annihilation operator are nonzero. We have also introduced n which is the average thermal population of quanta and is given by
where in the above equation we have used Eq. (14) to input an expression for E n , along with the following sums [34] ∞ k=0
It should be noted that the value we obtained for n , known as the Bose-Einstein occupation factor, is exactly what we would expect for the average occupation number for a thermal distribution of bosons.
Using the relations given in (D2), we can then express our first-order position correlators as
These correlators are the ones given in Eq. (53), which are used to determine the kth-order quantum ACF.
Appendix E: Contour Integration of the First-Order PSD
Here we use contour integration to calculate the integral given in Eq. (65). We begin by factoring the denominator of Eq. (64) in terms of its complex zeros using the quadratic equation, allowing us to writē
We now have our linear displacement PSD in a form similar to that given in Eq. (B2), allowing us to easily compute the residues corresponding to the different poles. Inspecting the above equation, we can read off these poles as ω = ± 1 2 iΓ ± 4ω 2 0 − Γ 2 . Since we are in the high-Q limit, we are assured that the square root quantities will be real, as 4ω
Fortunately, only two of these poles will be in the top half of the complex plane, namely
Therefore, we can write the integral in Eq. (65) as
Computing each of these residues separately using Eq. (B3), we find
Putting these results into Eq. (E2), we obtain
Appendix F: Contour Integration to Determine the Functional Form of the Second-Order PSD
In order to determine the second-order displacement PSD, we need to perform the convolution integral χ(ω) * χ(ω). To evaluate this integral we follow a strategy similar to the previous section, in which we express the convolution integral given in Eq. (85) as
where y(ω, ω ) is a function expressing the integral in terms of its poles and is given by
In this form, the poles are easily read off at ω = − 1 2 iΓ ± 4ω 2 0 − Γ 2 and ω = ω + 1 2 iΓ ± 4ω 2 0 − Γ 2 . Again, choosing the semicircle that covers the top half of the complex plane, we concern ourselves with the two positive poles enclosed in this region, namely
We can then express our convolution integral as
We calculate these residues separately, obtaining
Res(y, ω 1 ) = 1
Inputting these two residues in Eq. (F3), we get χ(ω) * χ(ω) = −4πi m 2 (ω + iΓ) (ω 2 − 4ω 2 0 + 2iωΓ)
.
This is the expression that allows determination of the functional form of the second-order PSD for the classical damped harmonic oscillator.
Appendix G: Contour Integration of the Second-Order PSD
We use contour integration one last time in order to determine the normalization constantS 
Upon inspection of this equation, we can see that the poles are given by ω = ±iΓ and ω = ±iΓ ± 4ω 2 0 + Γ 2 . We now look to compute the integral given in Eq. (87). Using our usual method, we concern ourselves with the three poles in the upper half of the complex plane, given by ω 1 = iΓ, ω 2 = iΓ − 4ω 2 0 − Γ 2 and ω 3 = iΓ + 4ω 2 0 − Γ 2 . We can then express the integral in question as
x 2 x 2 (ω) dω = i Res(S x 2 x 2 , ω 1 ) + Res(S x 2 x 2 , ω 2 ) + Res(S x 2 x 2 , ω 3 ) .
Computing each of the residues separately we find Res(S x 2 x 2 , ω 1 ) = −8π .
otherwise the value will be small compared the the peak value. Inputting this approximation into our above PSD (we can use either sign, both give the same result since the classical PSD is an even function of ω), we obtaiñ
which is exactly the result we obtained in Eq. (68).
Second-Order
We follow a similar procedure here as in the previous section to show the classical correspondence of the secondorder quantum PSD in the high-Q limit. Beginning with the high temperature approximation of the second-order quantum PSD given by Eq. (103), we havẽ 
As before, due to our high-Q approximation, we only concern ourselves with the PSD in the vicinity of the peaks, namely ω ≈ ±2ω 0 and ω ≈ 0. As well, we neglect all terms of order Γ 2 or higher in the numerator and the Γ 4 term in the denominator. With these approximations we find 
where again we have recovered the classical PSD that we found in Eq. (91).
where the imaginary time τ takes values between zero and the inverse temperature β = 1/k B T . Note that we have also used the fact that the order of bosonic operators can be rearranged at will within a time-ordered product, and that for a time-independent Hamiltonian the Green's function (J1) depends only on the difference of its two time coordinates. Both the time-ordered correlation functions and the Green's function of bosonic operators are periodic in imaginary time and can be given Fourier series expansions,
where ω n = 2nπ/β, n ∈ Z are bosonic Matsubara frequencies [27] , and the Fourier coefficients are given by
We point out that for a single bosonic mode at frequency ω 0 , G(iω n ) is given by
S xx (ω) can then be determined using the fluctuation-dissipation theorem [27] S xx (ω) = 2(n B (ω) + 1)Im{Π
where n B (ω) = (e β ω −1) −1 is the Bose factor at frequency ω and we have introduced the retarded correlation function Π R xx (ω), defined as the analytic continuation to real frequencies of the Matsubara correlation function Π xx (iω n ),
where η is a positive infinitesimal. To determine this retarded correlation function, we first calculate the time-ordered correlation function by putting Eq. (J5) into Eq. (J2) to obtain 
where we used n B (ω 0 ) = n . This result is in agreement with what we obtained for the first-order PSD in Eq. (74).
The second-order PSD for the position operator can also be derived in a similar way. One begins by expressing the position operator in terms of creationb † and annihilationb operators. In this way,x 2 can be written asx 2 = x 2 zpf (P +Q), where we defineP =bb +b †b † andQ = 2N + 1 withN =b †b the number operator. The operatorQ is special in that it commutes with the Hamiltonian in Eq. (19) , such that it is a conserved quantity that acquires no time-dependence in the Heisenberg picture,Q(t) =Q. This, in turn, implies that correlation functions ofQ will
