Orthogonal systems related to infinite Hankel matrices  by Ellis, Robert L & Gohberg, Israel
JOURNAL OF FUNCTIONAL ANALYSIS 109, 155-198 (1992) 
Orthogonal Systems Related to Infinite Hankel Matrices 
ROBERT L. ELLIS 
Department of Mathematics, 
University of Maryland, College Park, Maryland 20742 
ISRAEL GOHBERG 
Tel Aviv University, Tel Aviv, Israel 69978 
Communicated by L. Gross 
Received February 21, 1990 
In this paper we study a class of infinite matrices that have many properties 
analogous to those of finite Toeplitz matrices. This allows us to investigate a class 
of vector-valued functions that are orthogonal with respect to a matrix weight 
function and are analogous to the classical SzegG polynomials. 0 1992 Academx 
Press. Inc. 
INTRODUCTION 
Let g be a nonzero real-valued function in the Wiener algebra W of 
absolutely convergent Fourier series on the unit circle, that is, suppose 
g(z) = x7= _ m gkzk (IzI = 1) where C,“= ~ ocl I gkj < co. Then a (possibly 
indefinite) scalar product on the vector space of polynomials with complex 
coefficients is defined by 
(p, q) = & c’ q(e”) g(e”) p(e”) de. (0.1) 
For any integer n 30, let T,, be the (n + 1) x (n + 1) Toeplitz matrix 
(gj-k)Oi],k<n and suppose that there are complex numbers x,,, x, , . . . . x, 
such that x0 1 
0 
T,, ‘f’ = . II i-1 . X” 0 
Then the n th SzegG polynomial is defined by 
pn(Z)=xozn+XIZ~-l+ ... +x, (0.2) 
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and { pn : n = 0, 1, 2, . ..} is an orthogonal family for the scalar product (0.1). 
Among the many remarkable properties of these polynomials is the fact 
that they appear as coefficients in the linear-fractional description of all 
solutions of the Caratheodory-Toeplitz interpolation problem. (See [6, 71, 
for example. ) 
There is also a linear-fractional description of all solutions of the Nehari 
problem, and the coefficients that appear may be obtained from a family of 
vector-valued functions that are orthogonal for a scalar product on 
W, = Wx W. For this, let g(z) = x7= --a, g,zk be a nonzero function in W 
and denote any element cp of W, as a vector: 
(1) 
cp= (p(z) . 
( ) cp 
Then a scalar product on W, is defined by 
(cp, I)) = k j:n $(e”)* (A “‘I”‘) q(e”) dtl. (O-3) 
For any integer n, let G, be the Hankel matrix defined by 
and let 
T, = 
Assume that for every integer n there are II-vectors 
such that 
where 
(0.4) 
(0.5) 
(0.6) 
1 
i.1 0 e, = 0 . 
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Let 
U”(Z) = f @)Zk 3 P”(z)= f B!wk 
and 
%(Z) cp&)= pn(z) . ( 1 
Then { cp,: n = 0, + 1, + 2, . . . > is an orthogonal family of vector-valued 
functions for the scalar product (0.3), and the coefficients in the linear- 
functional description of all solutions of the Nehari problem may be 
obtained from this family. (See [6, 73, for example.) 
The aim of this paper is to describe and analyze the functions 
{fpp=O, +1, +2,...} and the corresponding matrices (0.4), which are 
analogous to finite Toeplitz matrices. Many of the results concerning Szego 
polynomials and finite Toeplitz matrices have counterparts in the new 
situation. Examples are the Gohberg-Semencul formula for the inverse of 
a selfadjoint finite Toeplitz matrix, the Levinson algorithm for recursively 
determining the coefficients of the SzegG polynomials, recursion relations, 
inverse theorems, and others. 
This paper consists of six sections. In the first we show that the functions 
{(p,,: n = 0, + 1, +2, . ..} for an orthogonal family for the scalar product 
(0.3) and we derive an identity that is satisfied by the functions in the 
orthogonal family. In the second section an inversion formula resembling 
the Gohberg-Semencul formula for the inverse of a selfadjoint finite 
Toeplitz matrix is derived. The third section is devoted to an analogue of 
the Levinson algorithm. This leads to a recursion formula for the 
orthogonal family {(Pi: n = 0, f 1, +2, . ..}. In the fourth section the inverse 
problem is solved: Given a, and b, as in (0.5), we find necessary and 
sufficient conditions for the existence of a matrix in the form of (0.4) such 
that (0.6) is satisfied. The fifth section contains an anlogue of M. C. Krein’s 
theorem concerning the distribution of the zeros of the Szegii polynomials. 
In the final section, we illustrate our results in a finite-dimensional case. In 
particular, we find necessary and sufficient conditions for vectors a and b 
in C”+i to satisfy an equation of the form 
where G is an (n + 1) x (n + 1) upper-triangular Toeplitz matrix. 
It is a pleasure to thank M. A. Kaashoek for several useful conversations. 
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1. ORTHOGONAL SYSTEMS AND THEIR PROPERTIES 
Let W be the Wiener algebra of all absolutely convergent Fourier series 
on the unit circle. Elements of W have the form 
g(z)= f g,zk (14 = 11, 
k= -co 
where { gk 1 k = 0, f 1, ) 2, . ..} is an Ii-sequence. Let W, consist of all g in 
W such that gk = 0 for all k < 0. We will denote by W, the direct sum of 
two copies of W, and will represent any element cp of W, as a vector: 
(1) 
vJ = i(2) *( ) 
Given U, u, and g in W with u and v real-valued on the unit circle, we 
define a (possibly indefinite) scalar product on W, by using a 2 x 2 matrix 
weight determined by U, u, and g, 
In order to express the scalar product in another way, we let G be the 
infinite Toeplitz matrix defined by the Fourier coefficients of g: 
go g-1 ... 
G= ... g, go g-, ... . (1-2) 
.*. 
The matrices U and V are defined in the same way by the Fourier 
coefficients of u and D, respectively. Notice that the Fourier coefficients of 
u and v have the property that 24-k = & and 0 h-k = fik, since 24 and v are 
real-valued on the unit circle. The 2 x 2 block matrix 
(1.3) 
may be considered in a natural way (via matrix multiplication) as an 
operator on I,( - co, 00) x 12( - co, co), whose elements will also be denoted 
as vectors of the form 
la\ 
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where a and b have the form 
a=( . . . . ~(-~,a,,a,, ...)T, 
For any cp and $ in W2 let us write 
cp(‘)(z) = f akzk, 
k=-co 
l)(‘)(z)= f YkZk, 
k= -0~ 
where 
Then 
a=( . . . . a-l,ao,al, ...)T, 
c= (..., y-1, yo, Yl, . ..)T 
#2’(z)= f &zk 
k=-cc 
k= -cc 
b=( . . . . P-,,Bo,Bw..)T 
d= (..., he,, ho, 6,, . ..)‘. 
(cp, I)) = & [:n ($(‘)(e”), +(‘)(eie)) (g f:z::)( “,:::~$i) dll 
1 - 
=!G 0 I 
2n [Jl(l)(eitJ) u(eie) ‘p(l)(eie) + +(2yeifq g(eie) cp(l)(eie) 
+ $clyeq g(eie) cpw(eie) + m v(eie) (p(2)(eifl)] de 
00 02 
= 1 ?/kUk-ral+ 1 s-kt?k+Ial 
k,l= -cc k,l= --m 
+ f ?kgk+Ib-I+ f ~-kV-kfl~-I 
k,l= -cc k,l= -cc 
U G 
= t$ G* v &o=t$R,. 
( ) 
Our first theorem explains how one can obtain an orthogonal family of 
vectors in W, for the scalar product (1.1). In order to state the theorem, 
we need some additional notation. For any u in W, we let 
580/10911-II 
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and for any integer n, we let 
THEOREM 1.1. Let u, v, and g be in W with u and v real-valued on the 
unit circle. Suppose that for any integer n there are II-vectors 
a, = (a:), a?1 1, ...)T and b,=( P?‘-pB(!‘)T *.., n ” 
such that 
(l-6) 
where 
e, = (1, 0, 0, . ..)‘. 
For any integer n, let 
qn= an 
( ) 8, ’ 
where 
co 
a,(z)= C at)zk and Bn(z)= f P(nizek. 
k=n k=n 
Then {(P,, 1 n = 0, + 1, +2, . ..} is an orthogonal family of vectors in W, for 
the scalar product ( 1.1). Moreover, 
Ian( 4~) - lUz)l* v(z) = a!? (14 = 1). (1.7) 
Proof For any integer n, let 
be the element of j2( - co, co) x IZ( - co, co) corresponding to (P”. Then 
ai = (..., 0, 0, a:‘, a?1 1, . ..)’ and b; = (..., PC!;- ,, /I!?!,, 0, 0, ...)T. 
Let n > m. The existence of infinitely many zero entries in a;, b;, a&, and 
bk implies that 
INFINITE HANKEL MATRICES 161 
(cp,? vo,> = ((a;)*, (bit)*) (; Gy)(ub,) 
= (0, ...) 0, a;, b,*, 0, ...) 0) (i E$;:). 
where there are n -m zero entries to the left of a,* and to the right of b,*. 
Therefore (1.6) implies that 
(q,,,, cp,,) = (0, . . . . 0, a,*, b,*, 0, . . . . 0) 
0 
‘d = 0. 
It follows that {(Pi ) n = 0, ) 1, 52, . ..} is an orthogonal family of vectors 
in W2. 
Next we will verify Eq. (1.7). From Eq. (1.6) we have 
UIran + G,b, = e, and G,*a, + V,, b, = 0. 
Therefore 
and 
(1.9) 
where 
6 n = (8’“’ 8’“‘, . ..)3 n, n 
Since upper triangular Toeplitz matrices commute, when we multiply each 
of the equations (1.8) and (1.9) by the leftmost matrix in the other and 
subtract, we find that 
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Comparing the entries of the left side of this equation with the coefficients 
of af (z) U(Z) a,(z) - /I,&) V(Z) B:(z), we find that 
a:(z) u(z) %(Z) - A(z) u(z) Sf (4 = tilt”‘, (1.10) 
where 
Since 
k=n 
and f?,“(z) = f B(n:Zk. 
k=n 
6 (z) = 42(z) and Dm=B”(z) (I.4 = 119 
(1.10) implies Eq. (1.7). This completes the proof of Theorem 1.1. 
An important case in which the hypotheses of Theorem 1.1 are satisfied 
is the case in which u and u are the constant function 1 and I(G(J < 1, 
where IJGI( denotes the norm of G as an operator on I,. In that case, the 
scalar product (1.1) is positive definite, and I- G,*G, is positive definite 
and hence invertible on 1, for every integer n. Therefore it follows from the 
factorization 
that the operator 
is invertible on I2 x l2 and hence is one-to-one on 1, x I,. In addition, the 
Hankel operator G, is compact as an operator on 1, [2, Theorem 3.11, so 
it follows from the Fredholm Alternative that I- G,*G,, is a bijection on 1,. 
This and (1.11) imply that T, is a bijection on I, x 1,. Thus the equations 
in (1.6) have solutions in I, x 1, for every integer n. 
2. INVERSION FORMULAS 
Let U, u, and g be functions in W as in Section 1, and assume that u and 
v are real-valued and do not vanish on the unit circle. For any integer n, 
let 
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where U,r, Y,,, and G, are defined as in (1.4) and (1.5). Let 
where 
0 0 0 ‘.. 
1 0 0 ... 
and ST= 
. . . . . 
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Then YT,$f’* is the matrix obtained by shifting the rows of T, down and 
the columns of T, to the right, with the last row and last column 
disappearing, and the first row and first column becoming 0. Similar 
comments apply to 9’*T,,9’. More precisely, 
YTn9’*=(i :I,) and Y*T,,V=(::’ t), (2.2) 
where 
z= 0 
0 0 
is the zero element of l2 x 1,. 
The shift-invariance property expressed by (2.2) is reminiscent of a 
similar property that characterizes finite Toeplitz matrices. 
An n x n Toeplitz matrix is also symmetric with respect to the diagonal 
containing the (1, n) and (n, 1) entries. In general, there is no corre- 
sponding symmetry property for Tn. However, in case u = u there is an 
analogous symmetry in T,,. More precisely, let 
where 
Then 
R= i ... . . 0 1. 0 1 . 0 1 .! 
%iGi=(Z; ;;j 
164 
so that if u = u, then 
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9T,,,w = T,,. 
If we assume, in addition, that T,, is invertible, then it follows that T;’ also 
has this symmetry: 
--i B’T,- W=T;? 
In this section we will give necessary and sufficient conditions for T, and 
T n + , to be invertible as operators on Z, x I,, and we will derive formulas 
for T;’ and T;iI that resemble the Gohberg-Smencul formulas for the 
inverses of a selfadjoint finite Toeplitz matrix and its maximal principal 
submatrix [8]. (See also Theorem 4.1 of [4].) Without loss of generality, 
we will take n = 0. 
For any /,-vectors a = (a,, al, . ..)’ and b = (..., p-i, /$JT we let 
a, 0 0 ..* 
L(a)= a1 go 0 
i ! 
-*. ) 
a2 a1 CIO .'. 
. . . . . . 
t 
Bo 8-I P-2 -*. 
0 Do B-I ..’ 
U(b)= o o 
PO ..( 
. . . . 
. . . 
@I a0 
H(a)= .-- a, a, , 
( ) 
. . . . . 
B = (...) cl,, cIoy, 
. . . . . . 
L(a),= ... !zo 0 0 
! 1 
. . . 
@-1 a0 0 
. . . 
a2 @l go 
/ . . . . . 
... U(b),= Bo P-l B-2 -.. 0 PO B-1 . . . 0 0 PO 
(. . 
. . . 
H(b)T= p-l p-2 ... 
Bo B-1 *.. 
6=(/!70,/K1, . ..)‘. 
THEOREM 2.1. Let u, v, and g be in W, and suppose that u and v are real- 
valued and do not vanish on the unit circle. Then To and T, are invertible in 
the algebra of operators on 1, x I2 if and only if there are I,-vectors 
a = (a,, a1, . ..)=. b= (..., Be,, PO)=, 
c= (Yo, Yl, . ..K d= (..., K1, a,)= 
such that a0 and do are nonzero real numbers and 
To(l)=(:) and To(i)=(8). (2.4) 
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In that case, let 
L1 = (
L(a) 0 
H(b)T ) L(ab- ’ L2 =y ( g$ L;) ) T 
n = U(d) 
I 
( 
WC) a 
> U(d), ’ 
A = U(b) 
0 ( * 0 
ff(a) gy 
> U(b), ’ 
where 
with 
and let 
Then AlI, A I*> and AT2 equal the corresponding submatrices of 
a;lL,L:-6;‘L2L: (2.5) 
and A,,, -4T2, and A,, equal the corresponding submatrices of 
??;‘A,A:-a;‘A,A:. (2.6) 
If u = v, then (2.5) and (2.6) coincide and equal T;‘. 
Proof. Necessity. Suppose T,, and T, are invertible on 1, x 1,. The 
argument following (1.11) shows that T,, and T, are invertible on II x 1,. 
Therefore, the equations in (2.4) have nonzero solutions 
and 
C 
0 d 
If a0 were 0, then 
where a’ = (a,, a*, . ..)’ and this would violate the invertibility of T,. 
Therefore a0 # 0. The equations in (2.4) imply that 
and 
(a*, b*) To = (ef, 0) (2.7) 
(c*, d*) T, = (0,s:). (2.8) 
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From (2.7) and the first equation in (2.4) we find that 
a()=(a*, b )T, ; =q 0 
so that a, is real. It follows similarly that 6, is a nonzero real number. 
Sufficciency. Suppose that the equations in (2.4) have solutions with a0 
and 6, nonzero real numbers. We will first prove that To is one-to-one on 
l2 x I, by showing, by induction, that if 
T,, x = 
0 
0 0 Y 0’ 
(2.9) 
where 
x = (x0, X,) . ..)’ and T y= t-9 Y-1, YCJ 3 
then for all p > 0, x0, xi, . . . . xP and y,, y-i, . . . . y-, are 0. Multiplying (2.9) 
from the left by (a*, b*) and using (2.7), we see that x0 =O. It follows 
similarly from (2.9) and (2.8) that y, = 0. Now suppose that p>O and 
that whenever (2.9) is satisfied, it follows that x0, x,, ..,, xP- i and 
y,, y-,, . . . . y-,+ 1 are zero. Let 
where x’ = (0, x0, x,, . ..)’ and y’ = (..., y _ Z, y _ ,) T. Since y, = 0, it follows 
from (2.9) that 
for some number 1. Therefore f is orthogonal to all rows of To except 
possibly the first. But (2.7) and the fact that a0 # 0 imply that the first row 
of To is the limit of a sequence of linear combinations of (e:, 0) and the 
other rows of To. Since [ is orthogonal to (e:, 0), it follows that f is 
orthogonal to the first row of To also. Therefore Tot =0 and by the 
inductive hypothesis it follows that y_ i, y- 2, . . . . y _,, are zero. By a similar 
argument using (2.9) and the vector 
rl= Xn 
( > Y” ’ 
where x” = (xi, x2, ...)T and y” = (..., y-i, y,, O)=, we see that xi, x2, . . . . x,, 
are zero. Therefore To is one-to-one. Since u and Y are real-valued and do 
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not vanish on the unit circle, it follows that U,, and VU, are invertible 
[S, Theorem 3.1 of Chap. I]. Therefore, from the factorization 
To= 
= (G,&,’ :)(: V,,(I- V;G$ur’c.))( i ““I”‘) 
it follows that I- V;‘Go*U,;‘Go is one-to-one and hence onto and inver- 
tible, since the Hankel operator Go is compact by Theorem 3.1 of [2]. 
Therefore To is invertible on I, x 12. 
It remains to show that T, is invertible on l2 x lz and to verify the 
formulas for T; ‘. We define X, Y, Z, 5, M, N, and q by 
where 
p)=(u1,u2 )... )', tp=(g,, g, )... )' 
p2'=( . ..) g;,gy, rp'=( . ..) u-2,u.m,)T. 
Then the first equation in (2.4) may be rewritten in the form 
(Y ST:)(;)=(:) 
which is equivalent to 
(a0 y*) =(l z*). 
Similarly, the second equation in (2.4) implies that 
and 
=@* 1). 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
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Equations (2.10) and (2.11) imply that 
Since the left side is invertible on I, x I,, it follows that T, is invertible on 
I, x I, and that 
We find similarly from (2.12) and (2.13) that 
and hence that 
Using first (2.15) and then (2.14), we have 
= T,-‘-a,’ Y*)+s,' 
Therefore 
and by induction 
T,-’ =QO’ i ypixx*(y*)j-&;’ f yj+‘&fM*(y*)j+’ 
j=O j=O 
+.TP+’ T;‘(Y*)“+’ (n 2 0). (2.16) 
Similarly, by using first (2.14) and then (2.15), we find that 
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so that induction yields 
Let 
It is clear that for any j and k, the (j, k) entries of A,,(n), A&n), and 
AT,(n) are zero for n sufkiently large. Thus it follows from (2.16) that the 
submatrices A i,, A i2, and A:, of T;’ coincide with the corresponding 
submatrices of 
-I 
MO 
f yjxx*(y*)j-b;l f yj+lMM*(Y*)j+'. (2.18) 
j=O j=O 
To relate (2.18) to (2.5), we let 
Then 
= L(a)(L(a)* H(b)) = L(u) f Pi, 
j=O 
where, for j>O, Pi is the matrix whose jth row is X*(9*)’ and all of 
whose other rows are zero. Thus C,, and Cl2 coincide with the corre- 
sponding submatrices of 
which equals 
( ) i::;T f ‘j> ,=o 
f Yccr*(Y*)‘. 
,=o 
By performing a similar analysis on L,L:, we deduce that A,, and A i2 
(and hence AT*) equal the corresponding submatrices of (2.5). It follows 
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similarly from (2.17) that the submatrices A12, A&, and AZ2 coincide with 
the corresponding submatrices of 
6,’ f (57*)‘A4A4*Y’- a,’ f (y*)j+ 1 xx*yj+ 1 
j=O j=O 
and hence with the corCesponding submatrices of (2.6). 
Finally, we suppose that u = u and show that (2.5) and (2.6) coincide. 
Then U = V, so that by (2.4) 
c=& and d=8. (2.19) 
Let 
where 
.a- 0 0 1 
... 
R= i 
0 1 0 
1 0 0 i * ... 
. . . . . . 
Then 
aeon = To and WT,-‘W= T,-? 
Therefore 
Azz = R* GR. (2.20) 
Let 
Since 
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we have 
(C 
. . 
A;,=a,’ P-1 P--2 . 
PO 8-I . 
(( 
. . 
4,’ 6 iq . . 
tq q . . . . . . + ( )i . .8;; 0 *.. 8-1 & 
. a2 aI 
Ii 1 . . . a3 a2 . . . . 
. . . . 
. . Bo P-l 11 . (2.22) .. 0 PO 
Using (2.19) and (2.20), we also have that 
From the identities 
k=O 
and 
k~ofi-i*+ii8ik+j)= f 8_kB--(k+i_j) 
k=O 
j-l 
- C p-(k+i-j)@k (1 <j<i) 
k=O 
580/109/l-12 
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and 
(2.24) 
From (2.22b(2.25), it follows that A,, = Ai2. Therefore, when u = u, T;’ 
equals (2.5) and, by a similar argument, also (2.6). 
Just as with selfadjoint finite Toeplitz matrices, there are also formulas 
for the inverse of the matrix T, that results from deleting the first row and 
first column from TO. These are given next. 
THEOREM 2.2. Let u, v, and g be functions in W such that u and v are 
real-valued and do not vanish on the unit circle. Assume that the equations in 
(2.4) have solutions with u,-, and cSO nonzero real numbers. Let 
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where S and ST are as defined in (2.1). Then B,,, B,,, and Bfz equal the 
corresponding submatrices of 
MO-lL3L: - 6,‘L4L4* (2.26) 
and B 12, BT2, and B,, equal the corresponding submatrices of 
cS;‘/i,A: -a&‘A4A$. 
If u = v, then (2.26) and (2.27) coincide and equal T; ‘. 
(2.27) 
Proof. From (2.15) it follows that T; 1 can be obtained by deleting the 
last row and column from T;’ and then adding 8; INN*. When we delete 
the last row and column of the product a; IL, L:, we obtain, using an 
identity similar to (2.21), 
Let 
d’= (... &,, 6-,)T and d”=(...6_,,S_,)T. 
When we delete the last row and column of S; ‘L, L; and add SC ‘NN* we 
obtain 
0 
L(c)T 
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3. THE LEVINSON ALGORITHM AND RECURSION FORMULAS 
Let U, v, and g be in Wand suppose that u and v are real-valued and do 
not vanish on the unit circle. For every integer n let 
where UI,, VU,, and G, are defined as in (1.4) and (1.5), and assume that 
Land T,+, are invertible. Then, as in the proof of Theorem 2.1, it follows 
that the equation 
has solutions a, and b, in I, with the first entry CI~ of a,, being nonzero. If 
we let P, = cc; ‘, multiply both sides of (3.1) by P,, and replace P,u, and 
P,b, by a, and b,, then we obtain 
(3.2) 
where a, and 6, have the form 
~,=(l,ci~j,,a~~~,...) and b, = (..., /I!‘:-,, /I’!‘!). 
Let 
a,(z) =zn+ f ajm)zk, 
k=n+l k=n 
(3.3) 
and 
co 
a,#(z)=z-” (n) -k + c akz , (3.4) 
k=n+l k=n 
Then it follows from Theorem 1.1 that the family { (2): n E Z} in W, is 
orthogonal and 
I%(Z)IZ u(z) - IMz)l” v(z) = P” (14 = 1). 
In this section we will obtain recursion formulas for the orthogonal family 
just described. For simplicity we prove the formulas only for the case in 
which u = v. In that case 
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The derivation of the formulas is based on an analogue of the Levinson 
algorithm. In the theorem we assume that T,,, 1 and T,,,, are invertible 
and consider T, as a “one-step extension” of T,, + , that depends on g,. We 
show that the set of g, for which T, is not invertible is a circle of finite 
radius (see [l] and Theorem 1.1 of [S]). 
THEOREM 3.1. Let u and g be in W, and suppose that u is real-valued and 
does not vanish on the unit circle. Let n be an integer and assume that T,, , 
and Tn+2 are invertible. Let 
gy= - f g”+,cr~~;~l - (3.5) 
k=l 
where ancl=(l, CI~,?,‘), a::;), . ..)‘and b,,,, = (..., /I@,“:, /I(!Y~l\)T satisfy 
(3.6) 
with P,, 1 # 0. Then T,, is invertible if and only if ) g, - gy’( # IP,,, ,I. In 
that case 
(3.7) 
Bn(z) = on+ l(Z) + WC+ l(Z), 
A,=g,-g;’ and 
Proof. From (3.2) it follows that 
(3.8) 
(3.9) 
(3.10) 
Let b;,, = (..., /I@,+!\, fi’$J’,, 0). Then it follows from (3.6), (3.10), and 
(3.5) that 
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Therefore 
It follows from Theorem 2.1 that T, is invertible if and only if 1~~1’~ 1,
that is, 1 g, - gr’l# lP, + ,I. If T, is invertible, then comparing (3.2) and 
(3.11) we see that (3.7) is satisfied and that 
This and the definitions in (3.3) and (3.4) imply that (3.8) and (3.9) are 
satisfied. This completes the proof of the theorem. 
The number gy’ . m (3.5) is the center of the circle of numbers g, for 
which T,, is not invertible, and the number pn is the analogue of the 
“reflection coefficient” in the Levinson algorithm. Even if u and u are not 
equal, the set of numbers g, for which T, is not invertible is either empty 
or a circle of finite radius. That is the content of the next theorem, which 
can be proved by an expansion of the proof of Theorem 3.1. The condition 
for invertibility of T, and T,+ , in Theorem 2.1 can be restated (as in the 
case u = u). The new condition is the existence of Ii-vectors 
a,=(l,a;+$$ )... )‘, c = (p’ p’ n n 7 n + 1) ... )’ 
b,= (..., p’,-1, fl’“‘,)‘, d,= (..., S?,,-,, Cl- ,, l)= 
and nonzero numbers P, and Qn such that 
THEOREM 3.2. Let u, v, and g be in W and suppose that u and v are real- 
valued and do not vanish on the unit circle. Let n be an integer and assume 
that T, + , and T,, + z are invertible. Let 
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Then g ‘,“’ is also given by 
gy= - f gnfkcP;l~-, 
k=l 
and T,, is invertible if and only if 1 g, - gr’j2 # P, + , Q, + , . In that case, 
pn=pn+,(1-P;P3~ Qn=Qn+~(l-0::) 
and 
where 
4. THE INVERSE PROBLEM 
Let u and v be real-valued functions in W. In Sections 1 and 2 we were 
given g in W and were interested in the existence of /,-vectors a, 6, c, and 
d satisfying 
and TO 
where for any integer n, 
(4.1) 
(4.2) 
where U,r, Vu,, and G, are defined as in (1.4) and (1.5). In this section we 
will consider the inverse problem: Given /,-vectors a, b, c, and d, find a 
function g E W such that (4.1) is satisfied. The most natural and most 
important case is the case in which u = v = 1, and in that case the second 
equation in (4.1) is equivalent to 
To(;)=(;), 
178 ELLIS AND GOHBERG 
where 2 and 2 are defined as in (2.3). Since this implies that t = a and d= b, 
we may eliminate c and d from consideration. Thus, given I,-vectors a and 
b, we seek g in W such that the first equation in (4.1) is satisfied. For 
convenience, we will take a0 = 1 and replace the first equation in (4.1) by 
To(;)=‘o(‘d). 
Since Go depends only on go, g,, . . . . we will take g E W, . 
THEOREM 4.1. Let 
a=(l,a,,cr, ,... )’ and b= (..., B-1, PoJT 
be I,-vectors, let 
a(z)=1+a,z+a,z2+ ... and ~(z)=~~~+/?-,z-‘+~-~z-~+ .a., 
and let P be a nonzero complex number. Then there is a function g= 
CpSo g,zk in W, such that 
(4.3) 
where 
. . . . . 
tf and only tf the following conditions are satisfied: 
(i) P is real. 
(ii) The equality 
holds. 
14z)12-Im)12=p (14 = 1) (4.4) 
(iii) The functions u and p have no zeros that are symmetric with 
respect to the unit circle, i.e., there is no complex number 1 with 11) < 1 such 
that a(A) = b( i/x) = 0. 
If these conditions are satisfied, then g is unique. 
Proof Suppose that conditions (i)-(iii) are satisfied and that P> 0. 
(If PC 0, the proof would be similar.) Then (4.4) implies that a does not 
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vanish on the unit circle. By Wiener’s Theorem we can express l/E as an 
absolutely convergent Fourier series: 
This implies that 
1 -= f 
a(z) kc-m 
Wk. 
so that the operator 
has a right inverse on I,. Therefore the equation 
u,y = -6 
has a solution in I,. Let y,, be one such solution. Then all solutions are 
given by 
y=yo+k 
where k E ker U,. 
Let us next determine ker U,. Suppose 
U&=0, 
where 5 = (x,,, x1, . ..)‘. Let 
cp+(z)= f XkZk 
k=O 
and 
(4.5) 
(4.6) 
cc#(z)= 1 + f ?ikZ-k. 
k=l 
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Then (4.5) implies that 
a#(z)cp+(z)=cp-(z), 
where q-(z) has the form 
(4.7) 
q-(z)= f y-kz-k 
k=l ( 
f ly-j(2<oc, . (4.8) 
j=l > 
Condition (ii) implies that tlx does not vanish on the unit circle. Let 
zr, . . . . z, be the zeros of cl# that lie outside the unit disk and let kl, k2, . . . . k, 
be the corresponding multiplicities. Then (Z,))‘, . . . . (2,))’ are the zeros of 
CI that lie inside the unit disk, and 
a#(z)= h (z-‘-z,:yd-(z), (4.9) 
j=l 
where d-(z) has the form 
d-(z)= ‘f d-jz-j 
( 
2 Id-jl<m 7 (4.10) 
j=O j=O 
and d-(z)#O for JzI > 1. Therefore d:‘(z) has the form C,?=06-jz-’ with 
I;, 16-jl -c co. Let 
d+(z)= l-j (1 -zz,:‘)“’ 
j=l 
(4.11) 
and 
By (4.9) and (4.11), 
k= i kj. 
j=l 
This and (4.7) imply that 
d+(z) c~+(z)=z~d?(z) q-(z). (4.12) 
Since d+(z) cp +(z) contains only nonnegative powers of z, and 
d:‘(z) q-(z) contains only negative powers of z, it follows from (4.12) that 
d+(z) q+(z) must be a polynomial of degree at most k - 1, that is, 
Cp+(Z)=(W,+W,Z+ ... +Wk~lZk-')d;'(Z), (4.13) 
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where w,,, wr, . . . . wk-r are complex numbers. Moreover, for any k - 1 
complex numbers wO, w, , . . . . wk ~, , we can define cp + by (4.13) and let 
cP~(z)=d~(z)z-kd+(z)cp+(z). 
Then q-(z) will have the form of (4.8), and (4.7) will be satisfied. 
Therefore ker U, consists of all (x,,, x,, . ..)’ such that 
xo+x,z+ ... =(w,+w,z+ ‘.. +w-,zk-~)d+‘(z) 
for some k complex numbers wO, w,, . . . . wkP ,. In particular, ker U, is 
finite-dimensional. 
Next observe that since Ub U, = U, U,, we have 
U,(ker U,) E ker U,. 
Therefore, to show that 
U,(ker U,) = ker U,, (4.14) 
it suffices to show that U, is one-to-one on ker U,, or equivalently, that 
ker U,nker U,= (0) 
Let 5 = (x,, x1, . . . . )* E ker Ub n ker U, and suppose that 5 # 0. Let cp + be 
as defined in (4.6). Then cp + has the form shown in (4.13). Therefore cp + 
has a partial fraction decomposition of the form 
(p+(z)= i % cJ,s 
j=, s=l (1 --q’Y 
(4.15) 
where1,>1 for l<j<rand 
cj, I, # O (4.16) 
for at least one j between 1 and r. Since 5 E ker Uhr we have 
P+(B(z) cp+(z))=O, (4.17) 
where P + denotes the projective from W onto W, . By (4.15) and (4.17), 
(4.18) 
For 1 d j d r, write 
!,-I 
Ptz)= C .,n(Z-‘-ZJ-‘)n+(Z~‘-ZJ~l)l,h,(Z), (4.19) 
ll=O 
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From (4.18) and (4.19) it follows that 
and hence that 
i $ y P, [ (:y;;:;“]=O. 
j=l s=l n=O 
(4.20) 
Let us next show that for any positive integers k and n and any z. # 0, 
P+ [(l~:,~)k]=~~~~,(k-~~~-l)(l-zz,l)-”. (4.21) 
For this, we use the partial fraction decomposition 
(4.22) 
Multiplying by (1 - zz; ‘)k, we find that 
Z -“=(~-zz;‘)~ i ++ 5 A,(l-zz,‘)k-m. (4.23) 
m=l z ftZ=l 
Let y = 1 - zz;‘. Then (4.23) becomes 
z,“(l -Y)-“=Ykmgl z”(lB_“v)“+ 5 A,yk-? 
0 m=l 
Therefore, A,, Ak- 1, . . . . A, are the first k coefficients in the Taylor series 
for z;“(l - y)-” about 0. But 
z,“(l-y)-“=z,” 2 
ITI=0 
(y) (-yy=z;” 5 (,+,_,) y”. 
WI=0 
Therefore 
A,=z,y” 
k-m+n-1 
k-m > 
(1 <mmk). 
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From this and (4.22) we conclude that 
From (4.20) and (4.21) we have 
r, 
+ c cj,,pj,j,o(l-zz,~ys 
s=l 1 =o. (4.24) 
For 1 < j < r, the only term in (4.24) containing (1 - zz,:‘))” is the term 
cj,I,~j,o(l-zz,~‘)-~ 
in the last sum on the left. The linear independence of the functions 
(l-zz,:‘))” for 1 <‘j<r and 1 <mdZ, implies that 
cj, I, Pj, 0 = O (1 <j<r). 
But then (4.16) and (4.19) imply that fl(zj) = pj,O = 0 for some j between 1 
and r. This contradicts (iii). Therefore, 
U,(ker U,) = ker U,. 
Equation (4.4) implies that 
U,a- U,b= Pe, 
from which it follows that 
UBUbyO=UbUayO=-UUb6=Pel-U,a=U,(Pe,-a). 
Therefore 
UbyO=Pe,-a+k, 
for some k, E ker U,. By (4.14) there is ke ker U, such that U,,k= k,. Let 
y = y0 + k. Then we have 
u,y = -6 and U,y = Pe, - a. 
Therefore if we let y= (go, g,, . ..)’ and let g(z)=Ckm_O gkzk, then it 
follows that 
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Therefore, conditions (i)-(iii) imply the existence of a function g in W, 
such that (4.3) is satisfied. 
Now suppose there is some g in W, such that (4.3) is satisfied. Then 
(i&6)($ ~)(;)=Gi6,‘(‘d)=P 
and 
so that P= P. Thus (i) is satisfied. Since P-l, P-‘a,, P-‘az2, . . . and 
P-l&, p-y-,, p-y-, satisfy an equation in the form of the first 
equation in (1.6) with n = 0, it follows from (1.7) that 
IW12 - 1~W12 = p (lzl = 1). (4.25) 
Thus condition (ii) holds. For (iii), we observe from Theorem 2.1 that the 
operator To is invertible and its inverse is uniquely determined by a and b. 
Thus Go is uniquely determined by a and b. Suppose there were some 
nonzero complex number s such that ($1 < 1 and a(s) = 0 = p(l/S). Then 
IsI < 1 by (4.25). Define Gb by 
Then Gb is a Hankel matrix and 
where c= (/3(1/S), @(l/Q, . ..)r=O and d= (... ?a(~), c+))~=O, so that 
($* y)(;)=p(;). 
Since GA # G,,, this contradicts the fact that G, is the only Hankel matrix 
satisfying (4.3). This verifies (iii) and shows that g is unique. 
In the next theorem we give an additional condition for the case 
u = u = 1 that ensures that I( G(I < 1, where 11 G(J denotes the norm of G as 
an operator on I,, and hence that the scalar product is positive definite. 
INFINITE HANKEL MATRICES 185 
THEOREM 4.2. Let a=(l,a,,~~, ,... )Tand b=( . . . . PpI,flo)T be l,-vectors 
and let P # 0. Then there is an II-sequence g,, g,, g,, . . . such that ))GoJI < 1 
and 
(G’: T)(4) =a
if and only if the following three conditions are satisfied: 
(i) P>O. 
(ii) Icc(z)l’- I/l(z)\‘= P 
(iii) LY has no zeros in the 
Zf these conditions are satisfied, 
by 
go 
(!I i 
1 q 
g1 0 1 
g2 =oo . . . . . . 
(4.26) 
(14 = 1). 
closed unit disk. 
then go, g,, g,, . . are unique and are given 
(4.27) 
Proof: Suppose there is an /,-sequence go, g,, g,, . . . such that IjG,/) < 1 
and (4.26) is satisfied. Then 
Gob= PeI-a and G,*a= -b. 
These equations and the fact that llGoll < 1 imply that 
(P- 1)2+ f lt1,12 < f IB-,12< l+ f l%12. 
n=l l7=0 n=l 
Therefore 0 < P < 2, so that (i) is satisfied. By Theorem 4.1, (ii) is satisfied. 
From this it follows that u does not vanish on the unit circle. For 0 < E < 1, 
let 
E(&)(Z) = 1 + ap)z + ay)z2 + . . 
and 
p’“yz) = pp + p 
1Z 
- 1 +p:z-*+ . ..) 
where a(‘) = (1, tly’, (WY), . ..)’ and 6’“’ = (..., PC!‘, , fig’)’ are II-vectors and 
PC’) #O is a number such that 
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Since lI.sGO(l < 1 for O<<E< 1, the preceding argument shows that CI@) does 
not vanish on the unit circle for 0 ,< E < 1. Moreover, a(‘) is the constant 
function 1, which does not vanish in the closed unit disk. Since the zeros 
of CL(‘) vary continuously with E, it follows that cP) has no zeros in the 
closed unit disk for 0 < E < 1. Taking E = 1, we conclude that a has no zeros 
in the closed unit disk, which is condition (iii). 
Now suppose that conditions (i)-(iii) are satisfied. In view of 
Theorem 4.1 it suffices to prove that IIG,lI < 1, or equivalently that To is 
positive definite. Let 
From (iii) it follows that A is invertible and that A -’ is upper triangular. 
Define go, gl, g2, . . . by (4;27). Then Go = A-‘B, so 
(& y)=(B*;*-l A;B) 
A-’ A-‘B = 
0 z 
AA*;BB* ;)(A;;;, ;). 
Therefore it suffices to prove that AA* - BB* is positive definite. From (ii) 
we have 
a 
0 
; ~(z)-~(z)p ; =P 
0 
(I4 = 1) 
which implies that 
0 0 
jg 0 
. . . 
(4.28) 
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From (4.28) and (2.25) we conclude that 
which implies that AA* - BB* is positive definite since P > 0. Therefore 
IIGoIl < 1. 
COROLLARY 4.3. Let b = (..., /I _, , &,)T be an l,-vector. Then there is a 
unique positive number P, a unique l,-vector a = (1, a,, aZ, . ..)‘. and a unique 
function g=Ckm_O g,zk in W, such that llGolj < 1 and 
where 
Proof Let 
p(z)=po+p-Iz-‘+~-*z~2+ . . . . 
Then b(z) is defined for (zJ > 1 and 
1+Is(z)l’>0 (I.4 = 1). 
Therefore there is an I,-vector a = (ao, aI, . ..)‘. unique up to a multi- 
plicative constant with absolute value 1, such that 
1 + IB(z)l’ = a(z) a(z) (14 = 1h (4.29) 
where 
a(z)=a,+a,z+a,z*+ ... (14 G 1). 
By requiring a0 > 0 we make a unique. 
Clearly, a does not vanish on the unit circle. Moreover, for any E with 
0 GE < 1, we can repeat the preceding argument with b replaced by ab. We 
obtain an II-vector a(‘) = (at’, cry), . ..)’ such that a(‘) does not vanish on 
the unit circle and 
1 + E* Ifi(z)l’ = Ia(E)(z)12 (14 = 1 h 
5801109,‘1-13 
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where 
@(E)(Z) = a6”‘+ @‘z + @‘z* + . . . (14 G 1). 
Since g(O) is the constant function 1, which does not vanish in the closed 
unit disk, and since the zeros of LX(‘) vary continuously with E, it follows 
that CI(&) does not vanish in the closed unit disk for 0 GE < 1. Taking E = 1, 
we conclude that a does not vanish in the closed unit disk. Since (4.29) 
implies that 
b(dl’- 1m1* = 1 (14 = 1) 
it follows that conditions (i)-(iii) of Theorem 4.2 are satisfied with P = a;*. 
Therefore Theorem 4.2 implies the desired result. 
In Theorem 4.1 we solved the inverse problem for the case in which u 
and u are the constant function 1. The case in which U(Z) and u(z) have the 
same sign for all z on the unit circle can be reduced to the preceding case. 
For simplicity, we state the result only for u and v positive. In that case we 
may factor u and u so that 
U=U-iiI and v=v-ir, (4.30) 
where U-, u:‘, u-, and 01’ have Fourier series expansions with no 
positive powers of z. 
THEOREM 4.4. Let u and v be positive functions in W. Let P # 0 and let 
a= (1, al, a2, ...)T and b = (..., /I _ 1, PO) T be I,-vectors. Let 
a(z)= 1 +alz+a2z2+ -.. 
and 
j3(z)=po+~-~z-‘+jL2z-*+ -.*. 
Then there is a functions g = CF= o gkzk in W, such that 
where 
(4.31) 
, 
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if and only if the following conditions are satisfied: 
(i) P is real. 
(ii) Ia(z u(z) - Ip(z)\’ u(z) = P (14 = 1). 
(iii) The functions a and /? have no zeros that are symmetric with 
respect to the unit circle; i.e., there is no complex number 2 with IdI < 1 such 
that a(A) = fl( l/x) = 0. 
In that case, g is unique. 
Proof. Let 
u_(z)= f p_kZ-k and u-(z)= f v mkZ-k. 
k=O k=O 
Corresponding to the factorizations in (4.30) we have the factorizations 
Ulr= u-u* and vu,= V?V-, 
where U- and V_ are the triangular matrices defined by 
K=(” ‘{: !:I) and VP-( y:! i0 vi.!. 
Suppose there is g in W, such that (4.31) is satisfied. Let 
G;= U:‘GoV:‘, a’ = p;‘U*a, b’ = &‘V._b. (4.32) 
Then it is easily seen that Gb is a Hankel matrix, the first entry of a’ is 1, 
and 
(&* yg(;J=(“,” (YP1,*)($ ;;)(‘“:“* ;I)(;:) 
=/@P ‘d 
0 
Let 
a’(z)=&k(z)a(z) and j’(z)=p,‘o-(z)/?(z). (4.33) 
Then by Theorem 4.1 it follows that P is real, 
la’(z)l* - IS’(z)12 = p02P, (4.34) 
and there is no complex number A such that Ia’( = Ip’( l/x)( = 0. Then 
(ii) and (iii) follow from (4.33) and (4.34). 
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Now assume that (i), (ii), and (iii) are satisfied. Define a’ and b’ as in 
(4.32) and define ~1’ and 8’ by (4.33). Then 
161’(2)1* - I/?‘(z)12 = j@P 
and there is no complex number J with Ill,< 1 such that a’(n) = /3’( l/J) = 0, 
since U- and v _ do not vanish on the unit circle. Applying Theorem 4.1 
again, we find that there is g’ in W, such that 
(&* y)(;:)=P;*p(;). 
Let 
G,,= U-GbV-. 
Then Go is Hankel and 
The matrix G, determines g in W, uniquely since g’ is unique. This 
completes the proof of the theorem. 
5. ZEROS OF ORTHOGONAL FUNCTIONS 
Let Tn=(gj-k)O<j,/c<.n be a selfadjoint Toeplitz matrix and for 
1 <m<n let 
CQ,=det T,,,, 
where Tm=(gj--k)~~j,k~m. Let pn be the nth Szeg6 polynomial defined by 
(0.2). Then Krein’s Theorem [9] (see also Theorem 1.1 in [S]), concerning 
the distribution of zeros of pn with respect o the unit circle, may be stated 
as follows: 
KREIN’S THEOREM. Let n 3 1 and suppose that ~3~ #0 for 0 d k < n. Let 
j3, (respectively, y,) denote the number of permanences (respectively, 
changes) of sign in the sequence 
If C&,53- 1 > 0, then p,, has jI,, zeros, counting multiplicities, in the open unit 
disk. If 9,, 9,, _ 1 c 0, then p,, has y,, zeros, counting multiplicities, in the open 
unit disk. 
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In this section we obtain an analogue of Krein’s Theorem for the 
functions a, and fin in (3.3). Throughout the section we will assume that 
u = u and use the notation in (3.7~(3.9). 
For any function f we denote by p+(f) the number of zeros of f 
(counting multiplicity) in the open unit disk and by p_(f) the number of 
zeros off (counting multiplicity) in the complement of the closed unit disk, 
including zeros at infinity. 
LEMMA 5.1. Let u and g be in W with u positive. Let n be an integer and 
assume that T,, _ I, T,, , and T,, + 1 are invertible. Then the following hold for 
the functions a,, and b,, defined in (3.3). 
(a) If P, > 0 and Ipn _ 1 1 < 1, then a, _, does not vanish on the unit 
circle and p + (z - “+‘a,_,)=p+(z-“a,). 
(b) Zf P, > 0 and Ipn _ II > 1, then j?, _ 1 does not vanish on the unit 
circle andp-(/?n-l)=p+(z-“a,). 
(c) If P,<O and It~-~l < 1, then flnel does not vanish on the unit 
circle and p-(~“~‘B,-~)=p-(z”p,)+ 1. 
(d) Zf P, < 0 and Jpnp II > 1, then a,- 1 does not vanish on the unit 
circle and p + (z - n+1a,-1)=p-(znj3n)+ 1. 
Proof: Since (1.6) is satisfied with a, replaced by P; ‘an and b, replaced 
by Py’b,, it follows from (1.7) that 
(Ian(z)12- IBn(z)12) u(z) = P, (14 = 1). (5.1) 
Similarly 
(lan-d412- IBn~Az)12M4=Pn-l (14 = 1). (5.2) 
Suppose that P, > 0. Then by (5.1) 
la,(z)1 > IPn(zY = lPf(z)l for Iz\ = 1. 
If Ip, - i ) < 1, then P, _, > 0 by (3.7) and therefore a, _ I does not vanish on 
the unit circle by (5.2). Also for 121 = 1, 
lz-nan(z)I > l~~-~~-“+‘Bn#(z)l. 
Therefore it follows from (3.8) and RouchC’s Theorem that 
p+(zen+la n--l)=p+(z-“an+pn-lz-n+lj?~)=p+(zz”a,). 
If IQ,- iI > 1, then P,- i < 0 and therefore /I, _ i does not vanish on the unit 
circle by (5.2). Also for IzJ = 1, 
IL IZ -“a,(z)l> Izzn+‘/?f(z)I. 
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Therefore (3.9) and Roucht’s Theorem imply that 
p-(z”-‘~,~~)=p+(z-“+l~,x_,)=p+(z-”+lB~ +jL~z-“a”) 
=p+(Z-nan). 
This proves (a) and (b). Parts (c) and (d) are proved similarly. 
THEOREM 5.2. Let u and g be in W with u positive. Assume that T,, is 
invertible for every integer n, and let v, be the number of negative entries in 
the sequence P, + 1, P, + z, . . . . 
(a) If P, > 0, then a,, has no zeros on the unit circle, and 
p+(zFnan) = v,. 
(b) Zf P, < 0, then /l, has no zeros on the unit circle, and 
P- (z”&) = v,. 
ProoJ: Let N be such that j(G,,II < 1 for n > N. From Theorem 4.2 it 
follows that P, > 0 and p+ (~-“a,) = 0 for all n 2 N. This proves the result 
for n > N. Proceeding by induction, we assume that 1 <n < N and that (a) 
and (b) hold for n. Suppose P,- I > 0. If Jp,,- i 1 < 1, then P, > 0 by (3.7), 
so v,-, = v,. Therefore, part (a) of Lemma 5.1 and the inductive 
hypothesis imply that 
P+(z- “+‘a,-l)=p+(z-“a,)=vn=v,-l. 
If Ipn- ,) > 1, then P, < 0 by (3.7), so v,- i = v, + 1. Therefore, part (d) of 
Lemma 5.1 and the inductive hypothesis imply that 
p+(z-n+lan-l )=p-(ZnS,)+l=v,+l=v,_l. 
The cases in which P,- , < 0 are treated in a similar way. This completes 
the proof by induction. 
6. A FINITE-DIMENSIONAL ANALOGLIE 
If u and v are the constant function 1, and only finitely many terms of 
the equence go, g,, g,, . . . are nonzero, then the matrix To of Section 2 
defines a scalar product on a finite-dimensional space of polynomials. The 
following theorem, which we state without proof, summarizes ome of the 
results of the previous sections applied to that case. 
THEOREM 6.1. Let f(z) = aOz2”+’ + a,z”’ + +-. + a,z”+’ + B-J” + 
p- Y--l+ n+l .. . + B. be a polynomial with a0 # 0, and let a = (ao, . . . . a,)= 
and. b = (BP,, . . . . a,). Then there is an upper triangular Toeplitz matrix 
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such that 
if and only if a0 is real and 
or, equivalently, 
14412 - IP(z = a0 (Id = 1h 
where 
a(z)=a,+a,z+ ... +a,zn 
and 
In that case, f, G, u, and p have the following properties: 
(i) The polynomial f has no zeros on the unit circle and no pairs of 
zeros that are symmetric with respect to the unit circle. Furthermore, there 
is no complex number Iz with IL( Q 1 such that a(A) = J?( l/X) = 0. 
(ii) The matrix G is unique and 
-8, ... 
i: 
-B;; 
0 -B-, .‘. -81 
(j . . . 0 -a-. 
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(iii) (J* ~)el=ct;l(LIL:-L,L;), where 
L, = 
Bo 
0 . . . 0 
. . 
. . 
. . -...,.I a, P-" 
T,, = b>m+l) 
T, = (O<n<m), 
and 
where 
*. 
G,= 
(iv) The matrix G is a contraction if and only iff has no zeros in the 
exterior of the unit disk. 
Let us also show that Theorem 5.2 of this paper and Krein’s Theorem 
yield the same results in case u is the constant function 1 and the sequence 
go, g1, gz, ... has only finitely many nonzero terms. Thus we suppose that 
there is a nonnegative integer m such that g, # 0 and g, = 0 for n 2 m + 1. 
Then the operator T, in (4.2) is given by 
g” 
gm 
_) 
(Oin<m). 
0 
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It follows that for n > m + 1, 
a,(z) = z” 
/L(z) = 0 
P,=l 
and for O<n<m, 
a,(z) = 2” + a?: 1z” + ’ + . . . + ajnn)zm 
/?Jz)=/?(“),z-“+ *.. +/?‘“kz-“. 
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Therefore, according to the definition of v, in Theorem 5.2, v, = 0 for 
n > m, and for 0 <n <m - 1, v, is the number of negative entries in the 
sequence P,+I,..., P,. 
Because v, = 0 and P, = 1 for n >, m + 1, it is immediate that Theorem 5.2 
of this paper and Krein’s Theorem yield the same result for n > m + 1. 
Suppose 0 <n Gm. Then Eq. (3.2) is equivalent to the equation 
I z 
grtl ... 
0 g.\ . . 
il 
0 .*. 0 g, 
. . . 
zi] 
(6.1) 
where Z denotes the (m-n + 1) x (m-n + 1) identity matrix. The 
corresponding Szego polynomial as defined in (0.2) is given by 
Pn(Z)=p,1[z2m-2n+1+a~~,Z2m~2n+ . . . +az)Zm-“+l 
+/I’“’ mZm--n + ... +p;-J 
(6.2) 
Now consider the numbers 1, gO, .9i, . . . . &,,, _ 2n in Krein’s Theorem for the 
polynomial Pn. Since the upper left corner of the matrix in (6.1) is the 
(m - n + 1) x (m - n + 1) identity matrix, we have 
5ao=9,= -.. =gm-.=l. (f-5.3) 
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Forn+lbk<mwelet 
Ak= 
so that 
I g, ... gk I 0 \ 
. . 
6 ... 0 g, 
.* 
\g;; ..: ; 
I 
I 
detA,=&,,-.-k+,. (6.4) 
By applying Cramer’s Rule to (6.1) with n replaced by k, we find that 
p = det& 
k detA,,r 
(n+ 1 ,<k<m). (6.5) 
It follows from (6.3) that the number yz,,,- 2n+ t given in Krein’s Theorem 
equals the number of sign changes in the sequence g,,- ,,, . . . . &,,-2n, and 
therefore from (6.4) that y2,,- Zn + , e q uals the number of sign changes in the 
sequence 1, det A,, det A, _, , . . . . det A, + , . Therefore (6.5) implies that 
Y2m-2n+l equals the number of negative entries in the sequence 
P m, **-, P,+,, that is, 
Y2m-2”+1= vn* (6.6) 
From (5.1) we have 
b”(412 - IA( = p, (I4 = 1). 
Suppose that P, > 0. Then la,(z)/ > Ij?,Jz)l for all z on the unit circle. 
Therefore (6.2) and RouchC’s Theorem imply that 
P+(Pn)=P+(Z2m-2n+1+a~~~Z2m-2n+ . . . +a;)zm-n+l) 
=m--n+ 1 +p-(cr,) 
=2m-n+l-p+(cc,). 
From Theorem 5.2 and (6.6) we have 
p+(pn)=2m-n-tl-(n+v,) 
=2m-2n+l -v, 
=2m-2n+l-y _ -/I 2m 2n+1- Zm--Zn+l~ 
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Thus Theorem 5.2 yields the same result as Krein’s Theorem in case P, > 0. 
Now suppose that P, (0. Then I/f,,(z)l > la,(z)l for all z on the unit circle. 
Therefore (6.2) and Roucht’s Theorem imply that 
P+(Pn)=p+(/P;zZm-n+ “. +p’“‘,) 
=p-(fl@‘,+ ‘.. +/?‘“‘,z”-“). 
From Theorem 5.2 and (6.6) we find that 
Therefore Theorem 5.2 yields the same result as Krein’s Theorem in all 
cases. 
The following theorem generalizes part of Theorem 6.1 to the case in 
which the two identity matrices are replaced by arbitrary selfadjoint 
Toeplitz matrices U and V. However, unless U and V are both diagonal or 
both positive definite, our methods do not yield a formula for the inverse. 
THEOREM 6.2. Let a=(a,,a, ,..., a,)r and b=(/Kn,fi-,,+ ,,..., PO)’ be 
as in Theorem 6.1, and let U= (ujek) and V= (ujek) be (n + 1)x (n+ 1) 
selfadjoint Toeplitz matrices. Then there is an upper triangular Toeplitz 
matrix G such that 
(G Gy)(gu)=(e;) 
if and only if a0 is real and 
5, z1 ... cr, 0 ... 0 
0 z, ... Fin-, cl, ... 0 
. 0 ijio z, ..’ cc, 
. . . 0 cr, 
a0 
t-1 a, 
Bo “0” 
!:,r 
= 
p:. ; 
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or, equivalently, 
Mz)124z)- Iiw12~w = a0 (14 = I), 
where 
a(z)=a,+cr,z+ ... +oz,z”, p(z)=Bo+p-,z-‘+ ... +p-,Z-n 
U(Z)=U-,Z-n+ .a. +t4,zn, and u(Z)=u-nZ-n+ .a. +v,zn. 
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