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Discovering cause-effect relationships between variables from observational
data is a fundamental challenge in many scientific disciplines. However, in
many situations it is desirable to directly estimate the change in causal rela-
tionships across two different conditions, e.g., estimating the change in genetic
expression across healthy and diseased subjects can help isolate genetic factors
behind the disease. This paper focuses on the problem of directly estimating
the structural difference between two causal DAGs, having the same topo-
logical ordering, given two sets of samples drawn from the individual DAGs.
We present an algorithm that can recover the difference-DAG in O (d log p)
samples, where d is related to the number of edges in the difference-DAG.
We also show that any method requires at least Ω (d log p/d) samples to learn
difference DAGs with at most d parents per node. We validate our theoretical
results with synthetic experiments and show that our method out-performs
the state-of-the-art.
1. Introduction and Related Work
Discovering causal relationships from observational studies is of tremendous importance
in many scientific disciplies. In Pearl’s framework of causality such cause-effect relation-
ships are modeled using directed acyclic graphs (DAGs). One of the central problems in
causal inference is then to recover a DAG of cause-effect relationships over variables of
interest, given observations of the variables. It is well known that the number of samples
needed to recover a DAG over p variables and maximum number of neighbors d grows
as Θ(poly(d) log p) [GH18, GH17a]. Therefore, the presence of hub nodes makes it espe-
cially challenging to recover the DAG from a few samples. In many situations however,
the changes in causal structures across two different settings is of primary interest. For
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instance, the changes in structure of the gene regulatory network between cancerous and
healthy individuals might help shed light on the genetic causes behind the particular
cancer. In this case, estimating the individual networks over healthy and cancer subject
is not sample-optimal since many background genes do not change across the subjects.
While the individual networks might be dense, the difference between them might be
sparse.
In this paper, we focus on the problem of learning the structural differences between two
linear structural equation models (SEMs) (or Bayesian networks) given samples drawn
from each of the model. We assume that the (unknown) topological ordering between the
two SEMs remains consistent, i.e., there are no edge reversals and that the noise variances
of the variables across the two SEMs remain the same. These are reasonable assumptions
in many settings and have been considered by prior work [WSBU18, JSRR10]. Our
primary focus in this paper is to develop an algorithm that directly learns the difference
using a number of samples that depends only the sparsity of the difference DAG. This
is a much more challenging problem than structure learning of Bayesian networks since
in the latter case when the causal ordering is known, structure learning boils down to
regressing each variable against all other variables that come before it in the topological
order and picking out the non-zero coefficients. However, the fact that the individual
DAGs are dense, this rules out performing regressions in the individual model and then
comparing invariances of the coefficients across the two models.
The problem of learning the difference between undirected graphs (or Markov ran-
dom fields) has received much more attention than the directed case. For instance
[ZCL14, LSR+17, YXCD17, FB16] develop algorithms for estimating the difference be-
tween Markov random fields and Ising models with finite sample guarantees. Another
closely related problem is estimating invariances between causal structure across mul-
tiple environments [PBM16]. However, this is desirable when the common structure is
expected to be sparse across environments, as opposed to our setting where the difference
is expected to be sparse.
The problem of estimating the difference between DAGs has been previously considered
by [WSBU18], who develop a PC-style algorithm, which they call DCI, for learning the
difference between the two DAGs by testing for invariances between regression coefficients
and noise variances between the two models. However, sample complexity guarantees are
hard to obtain for their method due to the use of many approximate asymptotic distri-
butions of test statistics. Since the primary motivation behind directly estimating the
difference between two DAGs is sample-efficiency, a lack of finite sample guarantees is
a significant shortcoming. Our algorithm on the other hand works by repeatedly elim-
inating vertices and re-estimating the difference of precision matrix over the remaining
vertices. Thereby, we are able to leverage existing algorithms for computing the difference
of precision matrix to obtain finite sample guarantees for our method. Furthermore, the
DCI algorithm estimates regression coefficients (and noise variances) in the individual
DAGs, which can fail when the two DAGs are dense and the number of samples scale as
o(p). Specifically, we make the following contributions in this paper:
1. We are the first to obtain finite sample guarantees for the problem of directly
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estimating the structural changes between two linear SEMs. Our algorithm recovers
the difference DAG in O ((d2/ε2) log(p/δ)) samples where d is the maximum number
of edges in the difference of the moralized sub-graphs of the two SEMs, where the
maximum is computed over subsets of variables.
2. We show that any method requires at least Ω (d′ log(p/d′)) samples to recover the
difference DAG, where d′ is the maximum number of parents of a variable in the
difference DAG thereby showing that our method is sample optimal in the number
of variables.
3. We prove that [WSBU18] can require Ω (p) samples in the worst case even for
estimating sparse difference DAGs with the same noise variances and causal order.
4. Our algorithm improves upon the computational complexity of the algorithm by
[WSBU18] for direct estimation of DAGs in the sense that it tests for the presence
of fewer edges in the difference DAG.
2. Notation and Problem Statement
Let X = (X1, . . . , Xp) be a p-dimesional vector. We will denote a structural equation
model by the tuple (B,D) where B is an autoregression matrix and D = Diag({σ2i }) is
a diagonal matrix of noise variances. The SEM (B,D) defines the following generative
model over X:
Xi = Bi∗X + εi, (∀i ∈ [p]),
B(1)i,i = 0, E [ε] = 0 and Var [ε] = σ2i <∞. We will denote the i-th row (resp. i-th column)
of a matrix A by Ai∗ (resp. A∗i). Note that our notation of a linear SEM disregards the
distribution the noise variables and only considers their second moment. While there is
a loss of information by denoting SEMs as such, since our algorithm only utilizes the
second moment of variables, we opt for this compact notation. An autoregression matrix
B encodes a DAG G = ([p], supp(B)) over [p], where supp(·) denotes the support set of
a matrix (or a vector), i.e., supp(B) = {(i, j) ∈ [p]× [p] | Bi,j 6= 0}. Note that the edge
(i, j) denotes the directed edge i← j.
Given two SEMs, (B(1), D) and (B(2), D) our goal in this paper is to recover the dif-
ference between the two DAGs ∆B
def
= B1−B(2). We assume that each of the individual
autoregession matrices (B(1) and B(2)) to be potentially dense but their difference to be
sparse. Specifically, we assume that each row and column of ∆B
def
= B(1) − B(2) to have
at most d ( p) non-zero entries. We further assume that there are no edge reversals
between B(1) and B(2), thereby resulting in ∆B being a DAG. Formally, we are interested
in the following problem:
Problem 1. Given two sets of observations X(1) ∈ Rn1×p and X(2) ∈ Rn2×p, drawn from
the SEMs (B(1), D) and (B(2), D) respectively, estimate supp(∆B).
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We will often index the two SEMs by κ ∈ {1, 2}. We will denote the set of parents of
the i-th node in the SEM indexed by κ by pi(κ)(i), while the set of children are denoted
by φ(κ)(i). We will denote the difference between the precision matrices of the two
SEMs by: ∆Ω, and the precision matrix over any subset of variables S ⊆ [p] by ∆SΩ.
Similarly, Ω(κ,S) denotes the precision matrix over the subset S in the SEM indexed by
κ. We will denote the set of topological ordering induced by a DAG G = ([p], E) by
T (G) = {(τ1, . . . , τp) ∈ Π([p])| and (τi, τj) ∈ E iff τi < τj}, where Π([p]) is the set of
permutations of [p]. The notation i τ j denotes that the vertex i comes before j (or
i = j) in the topological order τ . Finally, we will always index precision matrices by
vertex labels, i.e., Ωi,j denotes the precision matrix entry corresponding to the i-th and
j-th node of the graph.
3. Results
Our first result proves that the DCI algorithm can require Ω (p) samples to learn sparse
difference DAGs in the worst case and needs to perform Ω (2p) independence tests.
Proposition 1. There exists sparse difference DAGs, where each node in the difference
DAG has at most 1 parent, and the difference of precision matrix has at most 2 non-
zero entries per row such that the DCI algorithm [WSBU18] requires Ω (p) samples and
performs Ω (2p) independence tests even when the two DAGs have the same causal order
and noise variances.
Proofs of all claims can be found in the supplemntary material. Next, we present a
series of results leading up to our main algorithm for direct estimation of the difference
between two DAGs. The following result characterizes the terminal (or sink) vertices, i.e.,
vertices with no children, of the difference DAG in terms of the entries of the difference
of precision matrix.
Proposition 2. Given two SEMs (B(1), D) and (B(2), D) with D not necessarily diagonal,
and precision matrices Ω(1) and Ω(2) respectively. If for any node i the edges incident on
its children remain invariant across the two SEMs, i.e., ∀j ∈ [p] : B(1)j,i = B(2)j,i , then
(∆Ω)i,i = 0. Furthermore, i is a terminal vertex in the difference DAG G = ([p],∆) with
∆ = supp(B(1) −B(2)).
Proof. Note that in matrix form we haveX = B(1)X+ε, which impliesX = (I−B(1))−1ε.
From this we have that Σ(1) = (I −B(1))−1D(I −B(1))−>. Note that (I −B(1)) is always
invertible since a permutation of the rows and columns of the matrix corresponds to a
lower-triangular matrix with ones on the diagonal. Therefore, Ω(1) = (I −B(1))>D−1(I−
B(1)) and Ω(2) = (I −B(2))>D−1(I − B(2)). Next, Ω(1)i,i = (ei −B(1)∗,i)
>
D−1(ei − B(1)∗,i).
Since, B(1)∗,i = B
(2)
∗,i the result follows.
The next result characterizes the edge weights and noise variances of the SEM obtained
by removing a vertex i, and plays a crucial role in developing our algorithm.
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Lemma 1. Let (B,D) be a SEM with D = Diag({σ2i }) and DAG G. Then the SEM
obtained by removing a subset of vertices U ⊂ [p], i.e., the SEM over X[p]\U , is given by
(B˜, D˜) with D˜ = Diag({σ˜2j }j∈[p]\U ) and
σ˜2j = σ
4
j
{
σ2j −Bj,Uj (ΩAjUj ,Uj )−1(Bj,Uj )
>
}−1
B˜j,k =
σ˜2j
σ2j
{
Bj,k −Bj,Uj (ΩAjUj ,Uj )−1(Ω
Aj
Uj ,k
)
}
∀j ∈ [p] \ U and k ∈ Aj, where Aj def= {k ∈ [p] | k τ j, τ ∈ T (G)}, Uj = Aj ∩U , and
ΩAj is the precision matrix over XAj . For k /∈ Aj, B˜j,k = 0.
As a corollary of the above lemma, we have the following result when U = {i} and i
is a terminal vertex, i.e., φ(G)(j) = ∅.
Corollary 1. Given a SEM (B,D) with D = Diag({σ2i }) and DAG G, if i is a terminal
vertex in G then the SEM obtained by removing the i-th vertex, i.e., the SEM over X−i,
is given by (B−i,−i, D−i,−i).
With the above results in place we are now ready to state our algorithm for learning
the difference DAG. At a high level, the algorithm works as follows. Given the difference
of precision matrix we first we remove the invariant vertices, i.e. vertices for which the
corresponding rows and columns in the difference of precision matrix is all zeros. These
vertices have no neighbors in the difference DAG. Next, we estimate the toplogical order-
ing over the remaining vertices in the difference DAG. After estimating the topological
order, we orient the edges present in the difference of precision matrix according to the
ordering to compute a super-graph of the difference DAG. We then perform a final prun-
ing step to remove the “extra” edges to obtain the correct difference DAG. We show how
all these steps can be performed by manipulating the difference of precision matrix alone.
Furthermore, estimating the topological order affords us with significant computational
and statistical advantage as we will elaborate later.
Algorithm 1 Main algorithm
Input: Σ(1), Σ(2).
Output: ∆
1: Estimate ∆Ω.
2: V ← [p].
3: U ← {i | (∆Ω)i,∗ = 0}. . Set of invariant vertices
4: ∆Ω ← (∆Ω)Uc,Uc ; Σ(1) ← Σ(1)Uc,Uc ; Σ(2) ← Σ(2)Uc,Uc ; V ← VUc .
5: O ← computeOrder(∆Ω,Σ(1),Σ(2), V )
6: ∆← orientEdges(∆Ω, O)
7: ∆← prune(∆,∆Ω,Σ(1),Σ(2), V )
8: return ∆.
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1: function computeOrder(∆Ω, Σ(1), Σ(2), V )
2: O ← ∅ . Topological order
3: while |V | > 1 do
4: S ← {i | (∆Ω)i,j = 0}
5: Add S to end of O
6: Remove the vertices in S from V
7: Re-estimate ∆Ω over V
8: end while
9: return O
10: end function
1: function orientEdges(∆Ω, O)
2: ∆← ∅
3: for S ∈ O do
4: for i ∈ S do
5: Ni ← {j 6= i | (∆Ω)i,j 6= 0}
6: For each j ∈ Ni add (i, j) in ∆ if (j, i) /∈ ∆ and j /∈ S
7: end for
8: end for
9: return ∆
10: end function
1: function prune(∆, ∆Ω, Σ(1), Σ(2), V )
2: for (i, j) ∈ ∆ do
3: Let Sij be the descendants j in O excluding i.
4: For each S ⊂ Sij estimate ∆SΩ.
5: If (∆SΩ)i,j = 0 then remove (i, j) from ∆.
6: end for
7: return ∆
8: end function
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First, we prove the correctness of Algorithm 1 in the population setting, i.e., when Σ(κ)
is the true covariance matrix of the SEM (B(κ), D) for κ ∈ {1, 2}. In this case ∆Ω can
be computed efficiently by solving the linear system: Σ(1)(∆Ω)Σ(2) = Σ(2)−Σ(1) [ZCL14].
Since Σ(κ) is positive definite, the above system has a unique solution. To prove the
correctness of our algorithm in the population setting we need the following assumption.
Assumption 1. Let (B(1), D) and (B(2), D) be two SEMs with the difference DAG given
by ∆G = ([p],∆), where ∆ = supp(B(1) −B(2)), and difference of precision matrix given
by ∆Ω. Let U = {i ∈ [p] | ∀j ∈ [p] (∆Ω)i,j = 0} and let V = [p] \ U . Let T (∆G) be the
set of topological orderings over V induced by the DAG ∆G. Then the two SEMs satisfy
the following assumptions:
(i) For i ∈ U , B(1)i,∗ = B(2)i,∗ and B(1)∗,i = B(2)∗,i. Further, for i, j ∈ U , and ∀C ⊆
φ(1)(i)∩φ(1)(j) the following holds: ∑l∈C B(1)l,i B(1)l,j/σ2l = ∑l∈C B(2)l,i B(2)l,j/σ2l .
(ii) Let S = {{τ1, . . . , τk} ⊆ [p] | τ ∈ T (G), 0 ≤ k ≤ |V |}. For each (i, j) ∈ ∆ and
∀S ∈ S : i, j ∈ S, the following holds:
corr(1)(Xi, Xj |XS\{i,j}) 6= corr(2)(Xi, Xj |XS\{i,j})
corr(1)(Xj , Xj |XS\{j}) 6= corr(2)(Xj , Xj |XS\{j})
In the above, corr(1)(·) (resp. corr(2)(·)) denotes partial correlation in the first (resp.
second) SEM. Condition (i) in the above assumption essentially requires that if none of
the (undirected) edges incident on a vertex change in the moral graph of the two DAGs
then the (directed) edges incident on the node remains invariant across the two DAGs.
Condition (ii) above is essentially a restricted version of the faithfulness assumption which
requires that if an edge (i, j) changes across the two DAGs then Xi 6⊥ Xj |XS conditioned
all possible descendants of the nodes i and j (after removing the invariant vertices U).
The following theorem certifies the correctness of our algorithm in the population case.
Theorem 1. Let (B(1), D) and (B(2), D) be two SEMs with covariance matrix Σ(1) and
Σ(2) respectively, and difference DAG ∆G = ([p],∆∗) where ∆∗ = supp(B(1) − B(2)).
Given Σ(1) and Σ(2) as input, the algorithm returns ∆ such that ∆ = ∆∗.
Proof. Let V ′ = [p]\U and let p′ = |V ′|, where U is the set of invariant vertices defined in
line 3 of the main algorithm. Denote the two initial DAGs by G(1) and G(2). Let T (∆G)
be the set of topological orderings induced by the true difference DAG. The correctness
of Algorithm 1 follows from the following claims, which we prove subsequently.
• Claim (i): Denote the SEMs obtained by removing the vertices in U from the initial
SEMs (B(κ), D) by (B˜(κ), D˜(κ)), for κ ∈ {1, 2} respectively. Then we have that
D˜(1) = D˜(2) = Diag({σ˜2j }j∈V ′), and supp(B˜(1) − B˜(2)) = supp(B(1) −B(2)) = ∆∗.
• Claim (ii): The function ComputeOrder returns a list of sets O = (S1, . . . , Sm)
such that for every i ∈ Sa and j ∈ Sb such that a < b, i ≺τ j for some τ ∈ T (∆G).
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• Claim (iii): For O = (S1, . . . , Sm) and any i, j ∈ Sa for a ∈ [m], the nodes i and j
do not have an edge between them in ∆∗.
• Claim (iv): The function orientEdges returns a ∆ such that ∆ ⊇ ∆∗.
• Claim (v): The function prune returns a ∆ such that ∆ = ∆∗.
Proof of Claim (i). Lemma 1 gives the characterization (B˜(κ), D˜(κ)) for κ ∈ {1, 2}. By
Assumption 1 (i) we have that for each j ∈ U , B(1)j,k = B(2)j,k ∀k. Note that by definition
of U , for any u, v ∈ U , we have that Ω(1)u,v = Ω(2)u,v. Next we will show that for any node
j ∈ V ′, Ω(1,Aj)u,v = Ω(2,Aj)u,v for any u, v ∈ Uj (recall that Uj = U ∩Aj and Aj is the set of
ancestors of j in the toplogical order in the initial SEMs). Since Ω(κ,Aj) is the precision
matrix for the SEM obtained by removing Acj , we have that for any u, v ∈ Uj , Acj contains
vertices that occur after u and v in the causal order. Therefore by Lemma 1:
Ω
(1,Aj)
u,v = −B(1)u,v/σ2u − B(1)v,u/σ2v +
∑
l∈φ(1)(u)∩φ(1)(v)∩A(1)j
B
(1)
l,uB
(1)
l,v/σ2l
= −B(2)u,v/σ2u − B(2)v,u/σ2v +
∑
l∈φ(2)(u)∩φ(2)(v)∩A(2)j
B
(2)
l,uB
(2)
l,v/σ2l = Ω
(2,Aj)
u,v .
Therefore, once again by Lemma 1 we have that Ω(1,Aj) = Ω(2,Aj) and thus σ˜(1)j = σ˜
(2)
j =
σ˜j , and B˜
(1)
j,k = B˜
(2)
j,k, ∀j, k /∈ U , where σ˜j and B˜(κ)j,k are given by Lemma 1. Thus we have
that supp(B˜(1) − B˜(2)) = supp(B(1) −B(2)) = ∆∗.
From this point onwards all the arguments will be w.r.t. the two SEMs (B˜(κ), D˜) and
thus ∆Ω will denote the difference of precision matrix over (B˜(1), D˜) and (B˜(2), D˜) having
DAGs G˜(1) and G˜(2).
Proof of Claim (ii). From Assumption 1(i) and Proposition 2 we have that i is a
terminal vertex in ∆G if and only if (∆Ω)i,i = 0. From Lemma 1 we have that removing
a set of vertices does not change the topological ordering, i.e., T (G˜(κ)) ⊆ T (G(κ)), for
κ ∈ {1, 2}. Therefore, the order in which the vertices are eliminated by the function
ComputeOrder is consistent with the topological order of the difference DAG.
Proof of Claim (iii). For any two vertices i, j such that i, j ∈ Sa for a ∈ [m], that means
i and j were eliminated in the same iteration and (∆Ω)i,i = (∆Ω)j,j = 0. However, if
(i, j) ∈ ∆∗ then by Assumption 1(ii) (∆Ω)j,j 6= 0. Therefore, (i, j) /∈ ∆∗.
Proof of Claim (iv). From Assumption 1(ii) we have that for any (i, j) ∈ ∆∗, (∆Ω)i,j 6=
0. Also by Claim (ii) we have that the ordering O is consistent with the topological
ordering of the difference DAG ∆G. Therefore, we have that ∆ ⊇ ∆∗.
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Proof of Claim (v). Let ∆′ denote the set of edges returned by orientEdges. For
any (i, j) ∈ ∆′ \∆∗ we have that (∆Ω)i,j 6= 0 and i, j /∈ Sa for some Sa ∈ O. Then we
have that
(∆Ω)i,j =
∑
l∈CC(1)i,j
1/σ˜2l (B˜
(1)
l,i B˜
(1)
l,j )−
∑
l∈CC(2)i,j
1/σ˜2l (B˜
(2)
l,i B˜
(2)
l,j )
where CC(κ)i,j = φ
(G˜(κ))(i)∩φ(G˜(κ))(j) is the set of common children of i and j in the SEM
indexed by κ. Therefore, if we remove the nodes CC(1)i,j ∪CC(2)i,j from V ′ and compute the
difference of precision matrix over S = V ′\CC(1)i,j ∪CC(2)i,j , then by Lemma 1 (∆SΩ)i,j = 0.
Since the nodes CC(1)i,j ∪CC(2)i,j are descendants of i and j in the difference DAG, the
function prune will correctly remove the edge (i, j). Thus if ∆ is the set returned by
prune then ∆ = ∆∗.
Computational Complexity. Note that the orientEdges step already removes quite
a few edges from the difference DAG. Then in the prune step we only test over subsets
that are descendants of the nodes. Whereas, the method of [WSBU18] test for subsets
over all [p] \U vertices for each edge in the difference of the precision matrix. Therefore,
our method is strictly more efficient than that of [WSBU18].
Finite-sample guarantees. In this section, we derive finite sample guarantees for our
algorithm. The performance of our method depends on how accurately the difference
between the precision matrices are estimated. The problem of directly estimating the dif-
ference between the precision matrices of two Gaussian SEMs (or more generally Markov
Random Fields), given samples drawn from the two individual models, has received sig-
nificant attention over the past few years [ZCL14, BVB16, YXCD17, LSR+17]. Among,
these the KLIEP algorithm of [LSR+17] and the algorithm of [ZCL14] come with provable
finite sample guarantees. We use the algorithm of [ZCL14] for estimating the difference of
precision matrices. Given empirical covariance matrices Σ̂(1) and Σ̂(2), [ZCL14] estimate
the difference of precision matrix by solving the following optimization problem:
∆̂Ω = argmin
∆Ω
|∆Ω|max subject to
∣∣∣Σ̂(1)(∆Ω)Σ̂(1) − Σ̂(2) + Σ̂(1)∣∣∣
max
≤ λn,
where λn is the regularization parameter and |·|max denotes maximum absolute value of
the matrix. Denoting β = vec(∆Ω) and by using the properties of Kronecker product
the above optimization problem can be written as follows:
β̂ = argmin
β
‖β‖1 subject to
∣∣∣(Σ̂(2) ⊗ Σ̂(1))β − vec(Σ̂1 − Σ̂2)∣∣∣
max
≤ λn. (1)
However, to decouple the analysis of our algorithm from those of the algorithms for
estimating the difference between precision matrices, we state our results with respect
to a finite-sample oracle for estimation of the difference between precision matrices.
Specifically, we make the following assumption:
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Assumption 2. Given samples X1 ∈ Rn1×p and X2 ∈ Rn2×p drawn from two lin-
ear SEMs (B(1), D) and (B(2), D), there exists an estimator ∆̂SΩ for the difference be-
tween the precision matrix over any S ⊆ [p] such that simultaneously for all S ⊆ [p],
PrX1,X2
{∣∣∣∆̂SΩ −∆SΩ∣∣∣ ≤ ε} ≥ 1− δ, if n1 ≥ η1(ε, δ) and n2 ≥ η2(ε, δ), for some ε, δ > 0.
We will also need a finite sample version of the condition in Assumption 1 to obtain
our finite sample guarantees.
Assumption 3. Let (B(1), D) and (B(2), D) be two SEMs with the difference DAG given
by ∆G = ([p],∆), where ∆ = supp(B(1) −B(2)), and difference of precision matrix given
by ∆Ω. Let U = {i ∈ [p] | ∀j ∈ [p] (∆Ω)i,j = 0} and let V = [p] \ U . Let T (∆G) be the
set of topological orderings over V induced by the DAG ∆G. Then the two SEMs satisfy
the following assumptions:
(i) For i ∈ U , B(1)i,∗ = B(2)i,∗ and B(1)∗,i = B(2)∗,i. Further, for i, j ∈ U , and ∀C ⊆
φ(1)(i)∩φ(1)(j) the following holds: ∑l∈C B(1)l,i B(1)l,j/σ2l = ∑l∈C B(2)l,i B(2)l,j/σ2l .
(ii) Let S = {{τ1, . . . , τk} ⊆ [p] | τ ∈ T (G), 0 ≤ k ≤ |V |}. For each (i, j) ∈ ∆ and
∀S ∈ S : i, j ∈ S, the following holds for S′ = S \ {i, j}:∣∣corr(1)(Xi, Xj |XS′)− corr(2)(Xi, Xj |XS′)∣∣ ≥ 2ε∣∣corr(1)(Xj , Xj |XS′)− corr(2)(Xj , Xj |XS′)∣∣ ≥ 2ε
for some ε > 0.
The finite sample algorithm also takes as input a threshold ε and thresholds the differ-
ence of precision matrices at ε. The sample complexity of the finite sample algorithm
depends on the number of non-zero entries (edges) in the difference of precision matrix.
Throughout the course of our algorithm we compute difference of precision matrices over
subsets S ∈ S where S is defined in Assumption 3. In what follows d denotes the number
of non-zero entries in the densest difference of precision matrix, i.e., d = maxS∈S
∥∥∆SΩ∥∥0.
Theorem 2. Let (B(1), D) and (B(2), D) be two SEMs with difference DAG given by
∆G = ([p],∆
∗) where ∆∗ = supp(B(1) − B(2)). Let X(κ) ∈ Rnκ×p be samples drawn
from the two SEMs, and Σ̂(κ) = (1/nκ)X(κ)>X(κ) be the empirical covariance matrices for
κ ∈ {1, 2}. If Assumption 3 holds for some ε > 0, and given Σ̂(1), Σ̂(2) and ε as input,
the finite sample algorithm returns ∆ such that ∆ = ∆∗ with probability at least 1 − δ
if n1 ≥ η1(ε, δ) and n2 ≥ η2(ε, δ) for some δ > 0, where p′ is number of non-invariant
vertices.
Theorem 3 (Adapted from [ZCL14]). Let (B(1), D) and (B(2), D) be two SEMs with
covariance and precision matrices Σ(κ) and Ω(κ) respectively, for κ ∈ {1, 2}, and difference
of precision matrix ∆Ω = Ω(1) − Ω(2). Let X(κ) ∈ Rnκ×p be samples drawn from the two
SEMs, and Σ̂(κ) = (1/nκ)X(κ)>X(κ) be the empirical covariance matrices for κ ∈ {1, 2}.
Let ∆̂Ω be the estimate of the difference of precision matrix obtained by solving (1).
Define Komax
def
= max{
∣∣∣Σ(1)i,jΣ(2)k,l∣∣∣ | i, j, k, l ∈ [p], (i, j) 6= (k, l)} and Kdmin def= min{Σ(1)i,iΣ(2)i,i |
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i ∈ [p]}. Let λmin(·) denote the minimum eigenvalue of a positive definite matrix. If
Komax ≤ λmin(Σ
(1))λmin(Σ
(2))
2‖∆Ω‖0 , the regularization parameter (λn) and the number of samples
(n) satisfy the following conditions:
n ≥ C
2
(Kdminε)
2
log
2p
δ
, and λn ≥ C
√
1
n
log
2p
δ
,
where C is a constant that depends linearly on |∆Ω|1, |Σ(κ)|max, and maxκ maxi(Σ(κ)i,i )2,
then with probability at least 1− δ we have that
∣∣∣∆Ω − ∆̂Ω∣∣∣
max
≤ ε.
For the proof of the above Theorem, given in Appendix A, we adapt the proof of
[ZCL14] to obtain finite sample results in the form required by Theorem 2. Specifically,
we analyze the optimization problem given by (1) whereas [ZCL14] only estimate the
upper diagonal of the difference of precision matrix ∆Ω thereby improving the computa-
tional complexity of estimation at the cost of requiring more stringent conditions on the
true covariance matrices. We also use concentration of covariance matrix results form
[RWR+11] to obtain finite sample results in the form required by Theorem 2. From the
above Theorem we can conclude that the method of [ZCL14] requires an incoherence con-
dition on the true covariance matrices — which is similar to known incoherence conditions
for estimating precision matrices [RWR+11] — for direct estimation of the difference of
precision matrices. Furthermore, the true difference of precision matrix essentially needs
to have constant sparsity, i.e., the number of non-zero entries in the difference of precision
matrix (‖∆Ω‖0) should be constant in the high-dimensional regime for the constant C in
the above Theorem to not depend on p. Finally, we then have the following finite sample
result on estimating the difference DAG using (1).
Corollary 2. Using (1) to estimate the difference of precision matrices, if min(n1, n2) =
O
(
(d
2
ε2
) log(pδ )
)
, Komax ≤ λmin(Σ
(1))λmin(Σ
(2))
2d , and λn = Ω
(√
1
n log
2p
δ
)
, where the con-
stant Komax is defined in Theorem 3, and the true difference DAG satisfies Assumption
3, then the finite sample algorithm returns ∆ such that ∆ = ∆∗ with probability at least
1− δ.
Information-theoretic limits. In this section, we obtain fundamental limits on the sam-
ple complexity of direct estimation of the difference DAG. Towards that end we con-
sider the minimax error of estimation which we define over the subsequent lines. Let
X = (X(1), X(2)) be the two sets of n samples generated from the product distribution
distribution Pn = Pn1 ×Pn2 where Pκ corresponds to a Gaussian linear SEM for κ ∈ {1, 2}.
Let P be the family of all such product distributions such that the DAGs G(1) and G(2)
share the same causal order. We will denote the corresponding DAG for the distribution
Pκ by G(Pκ) and we will denote the difference DAG by ∆G(P ). Let ζ be a decoder
that takes as input the two sets of samples X and returns a difference DAG ζ(X). The
minimax estimation error is then defined as:
perr
def
= inf
ζ
sup
P∈P
PrX∼Pn {ζ(X) 6= ∆G(P )} , (2)
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Figure 1: Mean normalized hamming distance between the true difference DAG and the
estimated difference DAG computed across 30 repetitions.
where the infimum is taken over all decoders that take as input two sets of samples drawn
from a distribution P ∈ P and return a difference graph. The following theorem lower
bounds the minimax error.
Theorem 4. Given n samples drawn from each of the two linear Gaussian SEMs with
DAGs G(1) and G(2) such that the DAGs share a causal order and the difference DAG
∆G is sparse with each node having at most d parents. If the number of samples n ≤
(d/2) log(p/2d)− (2/p) log 2 then perr ≥ 1/2, where perr is defined in (2).
Experiments In this section, we describe the results from running our algorithm on
synthetic data. For generating a random SEM pair, we first we generate a Erdos-Renyi
random DAGs on vertices {5, 10, 15} with average neighborhood size √p. Then we gen-
erate the second DAG by deleting an existing edge or adding a new edge, consistent with
the topological ordering of the first DAG, with probability 0.5/p each. Note that each
of DAG generated this way is dense with an average of 0.5p3/2 edges. We set the edge
weights to be uniformly at random in the set [−1,−0.25]∪[0.25, 1]. Since our method
uses the difference of precision matrix to estimate the difference DAG, we additionally
ensure that the minimum absolute value of an non-zero entry in the difference of precision
matrix is at least 0.25. We then generate
⌊
C(d′)2 log p
⌋
number of samples from each
SEM for C ∈ {5, 10, 15, 20}, where d′ is the maximum degree of a node in the difference
DAG. Figure 1 shows the mean hamming distance between the true difference DAG and
the estimated difference DAG computed across 30 repetitions of the above procedure.
From the results, we observe that the our theoretical results hold in practice and that
there is a logarithmic depends on the sample complexity on the number of variables. We
also compared our method against that of [WSBU18] with the number of samples fixed
at 1000. The following table shows the comparison results.
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Table 1: Precision, recall, and F-score of our method vis-à-vis the DCI algorithm
[WSBU18] across 10 repetitions
DCI [WSBU18] Ours
p Precision Recall F-Score Precision Recall F-Score
5 0.65 (0.13) 0.70 (0.13) 0.65 (0.12) 0.97 (0.02) 0.87 (0.07) 0.90 (0.04)
10 0.35 (0.07) 0.52 (0.11) 0.41 (0.08) 0.84 (0.06) 0.91 (0.05) 0.85 (0.04)
15 0.78 (0.06) 0.95 (0.04) 0.84 (0.05) 0.84 (0.05) 0.89 (0.04) 0.86 (0.04)
4. Conclusion
In this paper we considered the problem of directly estimating the difference-DAG of
two linear SEMs, that share the same causal order, from samples generated from the
individual SEMs. We showed that if the number of samples from each SEM grows as
O (d2 log p), and under an incoherence condition on the true covariance and precision
matrices, the finite sample recovers the correct difference DAG with high probability,
where d is the number of edges in the (densest) difference of moral sub-graphs. We
also showed that any algorithm requires Ω (d′ log p) samples to estimate the difference
DAG consistently where d′ is the maximum number of parents of a node in the difference
DAG. Estimating difference between causal relationships when the causal order changes
between the two DAGs remains an important open problem.
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Supplementary Material
Direct estimation of difference between structural equation models in high
dimensions
A. Detailed proofs
Proof of Proposition 1. Consider two SEMs with DAGs shows below. The following ex-
ample assumes p is even. For odd p the same arguments hold by removing one node
from the last layer. The red edges in the second DAG correspond to changed edges, i.e.,
edges whose weights changed, while black edges correspond to unchanged edges. The
edge weights can be arbitrary. The noise variance of each node across the two SEMs is
assumed to remain the same. Note that the causal order of the vertices remains the same
across the two DAGs.
1
2
3 4 . . . p−22
p
2
p+2
2
. . . p
1
2
3 4 . . . p−22
p
2
p+2
2
. . . p
The (i, j)-th entry of the difference of precision matrix is given as follows:
(∆Ω)i,j =
1
σ2i
(B(2)i,j −B(1)i,j ) +
1
σ2j
(B(2)j,i −B(1)j,i )+∑
k∈φ(1)(i)∩φ(1)(j)
1
σ2k
B(1)k,iB
(1)
k,j −
∑
k∈φ(2)(i)∩φ(2)(j)
1
σ2k
B(2)k,iB
(2)
k,j .
Since no pair of edges in the above two DAGs have common children, by the above
characterization of the precision we have that each row of the difference of precision
matrix has at most 2 non-zero entries. Further, each node in the difference DAG has at
most 1 parent and 1 child. Also, in this case, the set of changed vertices SΘ = [p]. To
test if the edge (2, 1) is present in the difference DAG, the DCI algorithm ([WSBU18])
computes the regression coefficients β12,1|S and β
2
2,1|S and tests for equality for all S ⊆
SΘ \ {2} such that 1 ∈ S (see Appendix A in their paper). Here βκ2,1|S is the coefficient
corresponding to X(κ)1 in the best linear predictor β
κ
2|S when regressing X
(κ)
2 against
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X
(κ)
S in SEM indexed by κ ∈ {1, 2} (see Definition 3.1 in their paper). Note that in the
worst case βκ2|S is (p − 1)-dimensional and dense (with p/2 − 3 non-zero entries) when
S = SΘ \ {2}. Thus from results of [BIPW10] we have that any algorithm for estimating
βκ2|S must require Ω (p) samples for consistent estimation. Thus, for the given example
the DCI algorithm would require Ω (p) samples. Lastly, since |SΘ| = p, DCI involves
performing 2p such tests.
Proof of Lemma 1. From Proposition 3 of [GH18] we have that for a terminal vertex j:
1/σ2j = Ωj,j . Thus for an arbitrary vertex j, the inverse of the noise variance of j is given
by the corresponding diagonal entry of the precision matrix obtained by removing all
descendants of j. Further, the precision matrix over a subset of vertex S ≤ [p] is given
by the Schur-complement ΩS,S−ΩS,Sc(ΩSc,Sc)−1ΩSc,S , where Sc denotes the complement
of S. Note that A˜j = Aj \ Uj , A˜cj = Acj ∪Uj , and Acj ∩Uj = ∅. Therefore,
1
σ˜2j
= Ωj,j − (Ωj,A˜cj )(ΩA˜cj ,A˜cj )
−1(ΩA˜cj ,j)
= Ωj,j − (Ωj,Acj ,Ωj,Uj )
[
ΩAcj ,Acj ΩAcj ,Uj
ΩUj ,Acj ΩUj ,Uj
]−1 [
ΩUj ,j
ΩAcj ,j
]
= Ωj,j − (Ωj,Acj ,Ωj,Uj )
[
Ω−1Acj ,Acj + P Q
Q> R
] [
ΩUj ,j
ΩAcj ,j
]
,
where
P
def
= Ω−1Acj ,AcjΩA
c
j ,Uj
RΩUj ,AcjΩ
−1
Acj ,Acj ,
Q
def
= −Ω−1Acj ,AcjΩAcj ,UjR,
R
def
= = (ΩUj ,Uj − ΩUj ,AcjΩ−1Acj ,AcjΩAcj ,Uj )
−1.
Now, writing [
Ω−1Acj ,Acj + P Q
Q> R
]
=
[
Ω−1Acj ,Acj 0
0 0
]
+
[
P Q
Q> R
]
,
and some algebraic manipulations later we have that:
1
σ˜2j
=
1
σ2j
− (Ωj,AcjΩ−1Acj ,AcjΩAcj ,Uj − Ωj,Uj )R×
(ΩUj ,AcjΩ
−1
Acj ,AcjΩA
c
j ,Uj
− ΩUj ,j)
=
1
σ2j
− (ΩAjj,Uj )(Ω
Aj
Uj ,Uj
)−1(ΩAjUj ,j)
=
1
σ2j
− (Bj,Uj )(ΩAjUj ,Uj )−1(Bj,Uj )
>,
16
where the last line follows from Proposition 4 of [GH18] since j is a terminal vertex in
the induced subgraph over Aj . For characterizing the edge weights, observe once again
that j is a terminal vertex in the induced subgraph over Aj , and therefore from from
Proposition 4 of [GH18] we have that:
B˜j,k = −σ˜2j (Ωj,k − (Ωj,A˜cj )(ΩA˜cj ,A˜cj )
−1(ΩA˜cj ,k)).
The final result follows from following the previously derived steps for the noise variance.
Proof of Theorem 2. Note that by Assumption 2
∣∣∣∆̂SΩ −∆SΩ∣∣∣ ≤ ε holds with probability
at least 1 − δ simultaneously over all subsets S ⊆ [p]. Therefore, in the finite sample
version given an ε-accurate estimate of ∆Ω and thresholding ∆Ω at ε, we have that each
line involving ∆Ω holds (by Assumption 3) with probability at least 1−δ simultaneously.
So the claim follows.
Proof of Theorem 3. For the purpose of the proof, symbols superscripted by ∗ will cor-
respond to “true” objects (e.g. true covariance matrix), while symbols with a hat will
denote the corresponding finite sample estimates. Let Σ̂ = Σ̂(1) ⊗ Σ̂(2), Σ∗ = Σ(1) ⊗ Σ(2),
b̂ = vec(Σ̂1−Σ̂2) and β∗ = vec(∆∗Ω), where ∆∗Ω is the true difference of precision matrices.
Then,
[Σ∗(β̂ − β∗)]i =
∑
j
Σ∗i,j(β̂j − β∗j ) = Σ∗i,i(β̂i − β∗i ) +
∑
j 6=i
Σ∗i,j(β̂j − β∗j )
=⇒
∣∣∣[Σ∗(β̂ − β∗)]i − Σ∗i,i(β̂i − β∗i )∣∣∣ =
∣∣∣∣∣∣
∑
j 6=i
Σ∗i,j(β̂j − β∗j )
∣∣∣∣∣∣ (∀i ∈ [p])
=⇒ Kdmin
∣∣∣β̂i − β∗i ∣∣∣ (a)≤
∣∣∣∣∣∣
∑
j 6=i
Σ∗i,j(β̂j − β∗j )
∣∣∣∣∣∣+
∣∣∣[Σ∗(β̂ − β∗)]i∣∣∣ (∀i ∈ [p])
=⇒ Kdmin
∥∥∥β̂ − β∗∥∥∥
∞
(b)
≤ Komax
∥∥∥β̂ − β∗∥∥∥
1
+
∥∥∥Σ∗(β̂ − β∗)∥∥∥
∞
, (3)
where (a) follows from reverse triangle inequality and (b) follows from taking max over
i. To upper bound
∥∥∥β̂ − β∗∥∥∥
∞
we need to upper bound
∥∥∥β̂ − β∗∥∥∥
1
and
∥∥∥Σ∗(β̂ − β∗)∥∥∥
∞
.
Next, we will upper bound
∥∥∥β̂ − β∗∥∥∥
1
.
To upper bound
∥∥∥β̂ − β∗∥∥∥
1
assume that β∗ is feasible (for which we will provide
a proof at the end). Thus we have that
∥∥∥β̂∥∥∥
1
≤ ‖β∗‖1. Let S be the support of β∗,
i.e., S def= {i ∈ [p] | β∗i 6= 0}. Let Sc be the complement of the set S. Then∥∥∥β̂S∥∥∥
1
+
∥∥∥β̂Sc∥∥∥
1
≤ ‖β∗S‖1
=⇒
∥∥∥β̂Sc∥∥∥
1
≤ ‖β∗S‖1 −
∥∥∥β̂S∥∥∥
1
≤
∥∥∥β∗S − β̂S∥∥∥
1
(4)
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From the above and the fact that β∗Sc = 0 we have
=⇒
∥∥∥β∗ − β̂∥∥∥
1
≤
∥∥∥β∗S − β̂S∥∥∥
1
+
∥∥∥β∗Sc − β̂Sc∥∥∥
1
≤ 2
∥∥∥β∗S − β̂S∥∥∥
1
(5)
Next, let x = β̂ − β∗ and x¯S = (x¯i)i∈[p] such that
x¯i =
{
xi i ∈ S
0 otherwise
.
Next we have that ∣∣∣x¯>SΣ∗x∣∣∣ = ∣∣∣x¯>SΣ∗x¯S + x¯>SΣ∗x¯Sc∣∣∣
≥
∣∣∣x¯>SΣ∗x¯S∣∣∣− ∣∣∣x¯>SΣ∗x¯Sc∣∣∣
≥ λmax(Σ∗) ‖xS‖22 −
∣∣∣∣∣∣
∑
i∈S
∑
j∈Sc
Σ∗i,jxixj
∣∣∣∣∣∣
≥ λmax(Σ∗) ‖xS‖22 −Komax
∑
i∈S
∑
j∈Sc
|xixj |
= λmax(Σ
∗) ‖xS‖22 −Komax ‖xS‖1 ‖xSc‖1
(c)
≥ λmax(Σ∗) ‖xS‖22 −Komax ‖xS‖21 , (6)
where (c) follows from the fact that ‖xSc‖1 =
∥∥∥β̂Sc − β∗Sc∥∥∥
1
≤ ‖xS‖1 (4). We also have
the following upper bound:∣∣∣x¯>SΣ∗x∣∣∣ ≤ ‖x¯S‖1 ‖Σ∗x‖∞ ≤√|S| ‖xS‖2 ‖Σ∗x‖∞ . (7)
From 6 and (7) and under condition Komax ≤ λmin(Σ
(1))λmin(Σ
(2))
2‖∆Ω‖0 we have that:
‖xS‖1 =
∥∥∥β̂S − β∗S∥∥∥
1
≤
∥∥∥Σ∗(β̂ − β∗)∥∥∥
∞
Komax
.
Combining the above with (5) and (3) we get the following upper bound:
∥∥∥β̂ − β∗∥∥∥
1
≤
3
∥∥∥Σ∗(β̂ − β∗)∥∥∥
∞
Kdmin
. (8)
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Next, we will upper bound
∥∥∥Σ∗(β̂ − β∗)∥∥∥
∞
.∥∥∥Σ∗(β̂ − β∗)∥∥∥
∞
=
∥∥∥Σ∗β̂ − b∗ − (Σ∗β∗ − b∗)∥∥∥
∞
(d)
=
∥∥∥(Σ∗ − Σ̂)β̂ + Σ̂β̂ − b̂+ b̂− b∗∥∥∥
∞
(e)
≤ λn +
∥∥∥b̂− b∗∥∥∥
∞
+
∥∥∥(Σ∗ − Σ̂)β̂∥∥∥
∞
(f)
≤ λn +
∥∥∥b̂− b∗∥∥∥
∞
+
∣∣∣Σ∗ − Σ̂∣∣∣
max
‖β∗‖1
(g)
≤ 2λn,
where in (d) we used the fact that Σ∗β∗ − b∗ = 0, (e) follows from the fact that β̂ is
the solution to the optimization problem (1) and triangle inequality, (f) follows from the
feasibility of β∗ for the optimization problem (1) and Cauchy-Schwartz inequality, and
(g) follows from the assumption that λn ≥
∥∥∥b̂− b∗∥∥∥
∞
+
∣∣∣Σ∗ − Σ̂∣∣∣
max
‖β∗‖1. Thus from
(8) and above, we get the following bound on the estimation error:∥∥∥β∗ − β̂∥∥∥
∞
≤ 6λn
Kdmin
. (9)
Next, we will use concentration of Gaussian covariance matrix results from [RWR+11]
to bound
∥∥∥b̂− b∗∥∥∥
∞
and
∣∣∣Σ∗ − Σ̂∣∣∣
max
. Note that∥∥∥b̂− b∗∥∥∥
∞
=
∣∣∣Σ̂(1) − Σ̂(2) + Σ(1) − Σ(2)∣∣∣
max
≤ 2 max
κ∈{1,2}
∣∣∣Σ̂(κ) − Σ(κ)∣∣∣
max
,
where Σ(1) and Σ(2) are the true covariance matrices corresponding to the true SEMs.
From Lemma 1 of [RWR+11] and a union bound over p2 entries of each Σ̂1 and Σ̂2, we
have that with probability at least 1− δ, for some δ ∈ (0, 1):
∥∥∥b̂− b∗∥∥∥
∞
≤ 2
√
c
n
log
4p2
δ
, (10)
where c = 3200 maxκ∈{1,2}maxi∈[p](Σ
(κ)
i,i )
2. Next, we will bound
∣∣∣Σ∗ − Σ̂∣∣∣
max
.∣∣∣Σ∗ − Σ̂∣∣∣
max
= max
(a,b,c,d)∈[p]4
∣∣∣(Σ(1)a,b)(Σ(2)c,d)− (Σ̂(1)a,b)(Σ̂(2)c,d)∣∣∣
= max
(a,b,c,d)∈[p]4
∣∣∣Σ(2)c,d(Σ(1)a,b − Σ̂1a,b) + Σ̂1a,b(Σ(2)c,d − Σ̂2c,d)∣∣∣
≤
∣∣∣Σ(2)c,d∣∣∣ ∣∣∣Σ(1)a,b − Σ̂(1)a,b∣∣∣+ ∣∣∣Σ(1)a,b∣∣∣ ∣∣∣Σ(2)c,d − Σ̂(2)c,d∣∣∣+ ∣∣∣Σ(1)a,b − Σ̂(1)a,b∣∣∣ ∣∣∣Σ(2)c,d − Σ̂(2)c,d∣∣∣
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From Lemma 1 of [RWR+11] we have that with probability at least 1− 2δ the following
hold: ∣∣∣Σ(1)a,b − Σ̂(1)a,b∣∣∣ ≤
√
c1
n
log
4
δ∣∣∣Σ(2)c,d − Σ̂(2)c,d∣∣∣ ≤
√
c2
n
log
4
δ
,
where cκ = 3200 maxi∈[p](Σ
(κ)
i,i )
2. Since, n ≥ log(4/δ) and taking a union bound over 2p2
entries of the empirical covariance matrices we get that with probability 1− δ, for some
δ ∈ (0, 1): ∣∣∣Σ̂ − Σ∗∣∣∣
max
≤ c′
√
c
n
log
8p2
δ
,
where c′ =
√
c + |Σ(1)|max + |Σ(2)|max. This implies the lower bound on λn is given as
follows:
λn ≥ 2
√
2c
n
log
2p2
δ
+ c′ ‖β∗‖1
√
3c
n
log
2p2
δ
≥ C
√
1
n
log
2p
δ
,
where the constant C is given in the statement of the theorem. Setting the estimation
error to be at most ε implies the following upper bound on λn:
λn ≤ K
d
minε
6
.
Setting n as given in the theorem ensures that the lower bound in less than the upper
bound.
Lastly, we show that the β∗ is feasible. We have the following:∥∥∥Σ̂β∗ − b̂∥∥∥
∞
=
∥∥∥(Σ̂ − Σ∗)β∗ − (̂b− b∗) + Σ∗β∗ − b∗∥∥∥
∞
≤
∣∣∣Σ̂ − Σ∗∣∣∣
max
‖β∗‖1 +
∥∥∥b̂− b∗∥∥∥
∞
≤ λn,
where the second line follows from the fact that Σ∗β∗−b∗ = 0 and the triangle inequality,
and the last line follows from the assumption on λn.
Proof of Corollary 2. To prove the corollary, we just need to show that for any subset
S ⊆ [p] estimating the difference of precision matrix ∆SΩ using (1), satisfies Assumption
2. For any subset S ⊆ [p] denote the corresponding covariance matrices by Σ(κ,S), for
κ ∈ {1, 2}. Let Ko,Smax def= max{
∣∣∣Σ(1,S)i,j Σ(2,S)k,l ∣∣∣ | i, j, k, l ∈ S, (i, j) 6= (k, l)} and Kd,Smin def=
min{Σ(1,S)i,i Σ(2,S)i,i | i ∈ [S]}. Since, for any S λmin(Σ(κ,S)) ≥ λmin(Σ(κ)) for κ ∈ {1, 2}, and
Ko,Smax ≤ Komax, we have:
Ko,Smax ≤ Komax
(a)
≤ λmin(Σ
(1))λmin(Σ
(2))
2d
≤ λmin(Σ
(1,S))λmin(Σ
(2,S))
2
∥∥∆SΩ∥∥0 ,
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where (a) follows from the Assumption in the corollary. Therefore, we have that estimat-
ing ∆SΩ using (1) satisfies the incoherence condition (Theorem 3) for each S. Next, since
the constant C = O (d) for any set S, we have that the condition on the number of sam-
ples and regularization parameter (Theorem 3) are satisfied as well. Next from Lemma
1 [RWR+11] we have that with probability at least 1 − δ we have that simultaneously
for both κ ∈ {1, 2}: ∣∣∣Σ(κ) − Σ̂(κ)∣∣∣
max
≤
√
c
n
log
4p2
δ
,
where c = 3200 maxκ∈{1,2}maxi∈[p](Σ
(κ)
i,i )
2. Thus, we have that with probability at least
1− δ and simultaneously for all S ⊆ [p] and κ ∈ {1, 2}∣∣∣Σ(κ,S) − Σ̂(κ,S)∣∣∣
max
≤
√
c
n
log
4p2
δ
.
From the proof of Theorem 3 it is clear that using Σ̂(κ) in (1) such that
∣∣∣Σ(κ) − Σ̂(κ)∣∣∣
max
≤√
c
n log
4p2
δ , we get an estimate ∆̂
S
Ω, by solving (1), which satisfies
∣∣∣∆̂SΩ −∆SΩ∣∣∣
max
≤ ε.
Combined with the fact that for each S the condition required as per Theorem 3 for
n, λn, and K
o,S
max are satisfied, we get that the finite sample algorithm that uses (1) to
estimate the difference of precision (sub-)matrices satisfies Assumption 2. Thus, the final
claim follows as per Theorem 2.
Proof of Theorem 4. Given two graphs G = ([p], E) and G′ = ([p], E′), let G ⊕ G′ def=
([p], (E \ E′)∪(E′ \ E)) denote the graph obtained by taking edges exclusive to the
graphs G and G′ and removing edges common to them. Let G be the set of DAGs over
[p] variables and for any DAG G ∈ G let G∆(G) be the set of directed “difference” graphs
having the same causal order as G. Let G∆ def= {G∆(G) | G ∈ G}. Given a DAG G, let
PG denote the distribution induced by the Gaussian linear SEM (B(G), D) where the
edge weight matrix B(G) is given as follows:
B(G)i,j =
{
1/
√
|pi(i)| j ∈ pi(j),
0 otherwise
andD = σ2Ip, where Ip is the p×p identity matrix. Thus, given a DAGG the distribution
over the variables {X1, . . . , Xp} is uniquely defined. Let P(G,G∆) = {PG(1) ×PG(1)⊕∆G |
G(1) ∈ G,∆G ∈ G∆(G(1))} be the set of distributions corresponding to the graph families
G and G∆. Since P(G,G∆) ⊂ P and finite, the minimax error is lower bounded as follows:
perr ≥ inf
ζ
max
P∈P(G,G∆)
PrX∼Pn {ζ(X) 6= ∆G(P )} .
Let G˜ ⊆ G and ∀G ∈ G˜ G˜∆(G) ⊆ G∆(G). Also, let G˜∆ = {G˜∆(G) | G ∈ G˜}. Since
P(G˜, G˜∆) ⊆ P(G,G∆), the minimax error is further lower bounded as follows:
perr ≥ inf
ζ
max
P∈P(G˜,G˜∆)
PrX∼Pn {ζ(X) 6= ∆G(P )} .
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We will construct the restricted ensembles G˜ and G˜∆ as follows. Each G = ([p], E) ∈ G˜
is a fully connected directed bipartite graph. That is, we partition the set [p] in to U
and V such that [p] = U ∪V , U ∩V = ∅, |U | = dp/2e and |V | = bp/2c. The edge set
E = {(v, u) | u ∈ U and v ∈ V }. Note that (v, u) denotes the directed edge v ← u.
We will denote the graph G by (V,U, V × U). For any G = (V,U, V × U) ∈ G˜, a DAG
G′ = (V,U,E) ∈ G˜∆ is generated as follows. For each node v ∈ V we randomly pick a
subset U(v) ⊂ U such that |U(v)| = d and set the parents of v to be U(v). Therefore,
the edge set E′ = {(v, u) | v ∈ V, u ∈ U(v), U(v) ⊂ U, |U(v)| = d}. Thus, the graph G′
is d-sparse. Note that the graph G⊕G′ is a fully connected biparitite DAG from which
the edges in G′ have been deleted.
Note that for any G ∈ G˜,
∣∣∣G˜∆(G)∣∣∣ = (dp/2ed )bp/2c.
We will be using the following results from [GH17b].
Theorem 5 (Generalized Fano’s inequality Theorem 1 of [GH17b]). Let W,X, and Y be
random variables such that the conditional independence relationship between them are
given by the following partially directed graph:
X Y X̂
W
Let X̂ be any estimator of X. Then,
Pr
{
X 6= X̂
}
≥ 1− I(Y ;X|W ) + log 2
H(X|W ) . (11)
Nature generates a DAG G uniformly at random from the family G˜ and then generates
a difference DAG ∆G uniformly at random from the family G˜∆(G). The minimax error
can further be lower bounded as follows:
perr ≥ inf
ζ
max
P∈P(G˜,G˜∆)
PrX∼Pn {ζ(X) 6= ∆G(P )}
≥ inf
ζ
EP [Pr {ζ(X) 6= ∆G(P )}]
= inf
ζ
EG [E∆G [Pr {ζ(X) 6= ∆G}] | G] , (12)
(13)
where in the second line the probability is over both X ∼ Pn and P drawn from the
family P(G˜, G˜∆). Next, we lower bound PrX∼PnG×PnG⊕∆G {ζ(X) 6= ∆G} using Theorem 5.
Towards that end we need to first upper bound the mutual information I(X; ∆G | G) and
compute the conditional entropy H(∆G | G). Let Q = N (0, I) be the standard isotropic
Gaussian distribution over X. We upper bound I(X; ∆G | G) by adapting Lemma 4 from
[GH17b] for our purpose which we state below.
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Lemma 2 (Lemma 4 of [GH17b]). Let PG,∆G = PG×PG⊕∆G denote the data distribution
given a specific DAG G and a specific difference DAG DG. Then,
I(X; ∆G | G) ≤ 1∣∣∣G˜∆(G)∣∣∣
∑
∆G∈G˜∆(G)
KL
(
PnG,∆G
∥∥(Q′)n) ,
where Q′ = N (0, I) is the standard 2p-dimensional isotropic Gaussian distribution.
From the above we have that
I(X; ∆G | G) ≤ 1∣∣∣G˜∆(G)∣∣∣
∑
∆G∈G˜∆(G)
KL
(
PnG,∆G
∥∥(Q′)n)
=
n∣∣∣G˜∆(G)∣∣∣
∑
∆G∈G˜∆(G)
KL (PG‖Q) +KL (PG⊕∆G‖Q)
Note that the distribution indexed by a DAG G is PG = N (0,Σ(G)), with Σ(G) =
(I−B(G))−1D(I −B(G))−>. Q is the p-dimensional standard isotropic Gaussian distri-
bution. From the KL-divergence characterization for multivariate Gaussian distribution
we have that:
KL (PG‖Q) = 1
2
{tr(Σ(G))− p− ln |Σ(G)|}
For any u ∈ U Var [Xu] = σ2, while for a v ∈ V Var [Xv] = (1/√|U |)
∑
u∈U Xu+σ
2 = 2σ2
since Xu’s are independent for all u ∈ U . Therefore, tr(Σ(G)) = dp/2eσ2 + 2 bp/2cσ2 ≤
(3/2)pσ2. Next,
|Σ(G)| =
∣∣∣(I −B(G))−1D(I −B(G))−>∣∣∣
=
1∣∣∣(I −B(G))D−1(I −B(G))>∣∣∣ = 1|D−1| = |D| = (σ2)p
Setting σ2 = 2/3, we have that KL (PG‖Q) = 1/2{p−p+p ln 3/2} < (p/2) ln 3/2. Since each
vertex in the DAG ∆G has exactly p−d parents, KL (PG⊕∆G‖Q) ≤ (p/2) log 2. Therefore,
I(X; ∆G | G) ≤ np ln 3/2 < np/2.
Finally, since ∆G is picked uniformly at random from the set G˜∆(G) and G itself is
also picked uniformly at random from G∆. We have that H(∆G | G) = bp/2c log
(dp/2e
d
) ≤
(pd/2) log(p/2d). Therefore, from (12) and Theorem 5 we have that
perr ≥ 1−
np/2 + log 2
(pd/2) log(p/2d)
.
From the above we have that perr ≥ 12 if n ≤ d2 log p2d − 2p log 2.
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