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Abstract
We consider the Markov random flight X(t) in the Euclidean space Rm, m ≥ 2,
starting from the origin 0 ∈ Rm that, at Poisson-paced times, changes its direc-
tion at random according to arbitrary distribution on the unit (m − 1)-dimensional
sphere Sm(0, 1) having absolutely continuous density. For any time instant t > 0, the
convolution-type recurrent relations for the joint and conditional densities of process
X(t) and of the number of changes of direction, are obtained. Using these relations, we
derive an integral equation for the transition density of X(t) whose solution is given in
the form of a uniformly converging series composed of the multiple double convolutions
of the singular component of the density with itself. Two important particular cases
of the uniform distribution on Sm(0, 1) and of the Gaussian distributions on the unit
circumference S2(0, 1) are separately considered.
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tion, Fourier transform, characteristic function
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1 Introduction
Random motions at finite speed in the multidimensional Euclidean spaces Rm, m ≥ 2, also
called random flights, have become the subject of intense researches in last decades. The
majority of published works deal with the case of isotropic Markov random flights when
the motions are controlled by a homogeneous Poisson process and their directions are taken
uniformly on the unit (m−1)-dimensional sphere [2–7], [13], [16,17]. The limiting behaviour
of the Markov random flight with a finite number of fixed directions in Rm was examined
in [1]. In recent years the non-Markovian multidimensional random walks with Erlang- and
Dirichlet-distributed displacements were studied in a series of works [9–12], [14, 15]. Such
random motions at finite velocities are of a great interest due to both their big theoretical
importance and numerous fruitful applications in physics, chemistry, biology and other fields.
When studying such a motion, its explicit distribution is, undoubtedly, the most attrac-
tive aim of the researches. However, despite many efforts, the closed-form expressions for
the distributions of Markov random flights were obtained in a few cases only. In the spaces
of low even-order dimensions such distributions were obtained in explicit forms by different
methods (see [17], [13], [5], [7] for the Euclidean plane R2, [6] for the space R4 and [2] for the
space R6). Moreover, in the spaces R2 and R4 such distributions are surprisingly expressed
2in terms of elementary functions, while in the space R6 the distribution has the form of a
series composed of some polynomials. As far as the random flights in the odd-dimensional
Euclidean spaces is concerned, their analysis is much more complicated in comparison with
the even-dimensional cases. A formula for the transition density of the symmetric Markov
random flight with unit speed in the space R3 was given in [16], however it has a very com-
plicated form of an integral with variable limits whose integrand depends on the inverse
tangent function from the integration variable (see [16, formulas (1.3) and (4.21)]). More-
over, the density presented in this work evokes some questions since its absolutely continuous
(integral) part is discontinuous at the origin 0 ∈ R3 and this fact seems fairly strange.
The characteristic functions of the multidimensional random flights are much more con-
venient objects for analysing than their densities. This is due to the fact that, while the
densities are finitary fucntions (that is, functions defined on the compact sets of Rm), their
characteristic functions (Fourier transforms) are analytical real functions defined everywhere
in Rm. That is why just the characteristic functions have become the subject of the vast re-
search whose results were published in [3] and [8]. In particular, in [3] the tme-convolutional
recurrent relations for the joint and conditional characteristic functions of the Markov ran-
dom flight in the Euclidean space Rm of arbitrary dimension m ≥ 2, were obtained. By using
these recurrent ralations, the Volterra integral equation of second kind with continuous ker-
nel for the unconditional characteristic function was derived and a closed-form expression for
its Laplace transform was given. Such convolutional structure of the characteristic functions
makes hints about a similar one for the respective densities. Discovering of such convolu-
tional relations for the densities of Markov random flights in Rm, m ≥ 2, is the main subject
of this article.
The paper is organized as follows. In Section 2 we introduce the general Markov random
flight in the Euclidean spaces Rm, m ≥ 2, with arbitrary dissipation function and describe
the structure of its distribution. Some basic properties of the joint, conditional and uncon-
ditional characteristic functions of the process are also given. In Section 3 we derive the
recurrent relations for the joint and conditional densities of the process and of the number of
changes of direction in the form of a double convolutions in space and time variables. Basing
on these recurrent relations, an integral equation for the transition density of the process is
obtained in Section 4, whose solution is given in the form of a uniformly converging series
composed of the multiple double convolutions of the singular component of the density with
itself. This solution is unique in the class of finitary functions in Rm. Two important partic-
ular cases of the uniform distribution on Sm(0, 1) and of the Gaussian distributions on the
unit circumference S2(0, 1) are considered in Section 5.
2 Description of Process and Its Basic Properties
Consider the following stochastic motion. A particle starts from the origin 0 = (0, . . . , 0)
of the Euclidean space Rm, m ≥ 2, at the initial time instant t = 0 and moves with
some constant speed c (note that c is treated as the constant norm of the velocity). The
initial direction is a random m-dimensional vector with arbitrary distribution (also called
3the dissipation function) on the unit sphere
Sm(0, 1) =
{
x = (x1, . . . , xm) ∈ R
m : ‖x‖2 = x21 + · · ·+ x
2
m = 1
}
having the absolutely continuous bounded density χ(x), x ∈ Sm(0, 1). Emphasize that
here and thereafter the upper index m means the dimension of the space, which the sphere
Sm(0, 1) is considered in, but not its own dimension which, clearly, is m − 1. The motion
is controlled by a homogeneous Poisson process N(t) of rate λ > 0 as follows. At each
Poissonian instant, the particle instantaneously takes on a new random direction on Sm(0, 1)
with the same density χ(x), x ∈ Sm(0, 1), independently of its previous motion and keeps
moving with the same speed c until the next Poisson event occurs, then it takes a new
random direction again and so on.
Let X(t) = (X1(t), . . . , Xm(t)) be the particle’s position at time t > 0 which is referred
to as the m-dimensional random flight. At arbitrary time instant t > 0 the particle, with
probability 1, is located in the close m-dimensional ball of radius ct centered at the origin 0:
B
m(0, ct) =
{
x = (x1, . . . , xm) ∈ R
m : ‖x‖2 = x21 + · · ·+ x
2
m ≤ c
2t2
}
.
Consider the probability distribution function
Φ(x, t) = Pr {X(t) ∈ dx} , x ∈ Bm(0, ct), t ≥ 0,
of process X(t), where dx is the infinitesimal element in the space Rm with Lebesgue mea-
sure µ(dx) = dx1 . . . dxm. For arbitrary fixed t > 0, distribution Φ(x, t) consists of two
components.
The singular component corresponds to the case when no one Poisson event occurs in
the time interval (0, t) and it is concentrated on the sphere
Sm(0, ct) = ∂Bm(0, ct) =
{
x = (x1, . . . , xm) ∈ R
m : ‖x‖2 = x21 + · · ·+ x
2
m = c
2t2
}
.
In this case the particle is located on the sphere Sm(0, ct) and the probability of this event
is
Pr {X(t) ∈ Sm(0, ct)} = e−λt.
If at least one Poisson event occurs by time instant t, then the particle is located strictly
inside the ball Bm(0, ct) and the probability of this event is
Pr {X(t) ∈ int Bm(0, ct)} = 1− e−λt.
The part of the distribution Φ(x, t) corresponding to this case is concentrated in the interior
int Bm(0, ct) =
{
x = (x1, . . . , xm) ∈ R
m : ‖x‖2 = x21 + · · ·+ x
2
m < c
2t2
}
of the ball Bm(0, ct) and forms its absolutely continuous component.
Let p(x, t) = p(x1, . . . , xm, t), x ∈ B
m(0, ct), t > 0, be the density of distribution
Φ(x, t). It has the form
p(x, t) = ps(x, t) + pac(x, t), x ∈ B
m(0, ct), t > 0, (2.1)
4where ps(x, t) is the density (in the sense of generalized functions) of the singular component
of Φ(x, t) concentrated on the sphere Sm(0, ct) and pac(x, t) is the density of the absolutely
continuous component of Φ(x, t) concentrated in int Bm(0, ct).
The density χ(x), x ∈ Sm(0, 1), on the unit sphere Sm(0, 1) generates the absolutely
continuous and bounded (in x for any fixed t) density ̺(x, t),x ∈ Sm(0, ct), on the sphere
Sm(0, ct) of radius ct according to the formula ̺(x, t) = χ( 1
ct
x), x ∈ Sm(0, ct), t > 0.
Therefore, the singular part of density (2.1) has the form:
ps(x, t) = e
−λt̺(x, t)δ(c2t2 − ‖x‖2), t > 0, (2.2)
where δ(x) is the Dirac delta-function.
The absolutely continuous part of density (2.1) has the form:
pac(x, t) = fac(x, t)Θ(ct− ‖x‖), t > 0, (2.3)
where fac(x, t) is some positive function absolutely continuous in int B
m(0, ct) and Θ(x) is
the Heaviside step function given by
Θ(x) =
{
1, if x > 0,
0, if x ≤ 0.
(2.4)
Consider the conditional densities pn(x, t), n ≥ 0, of process X(t) conditioned by the
random events {N(t) = n}, n ≥ 0, where, remind, N(t) is the number of the Poisson events
that have occurred in the time interval (0, t). Obviously, p0(x, t) = ̺(x, t)δ(c
2t2 − ‖x‖2).
Therefore, our aim is to examine conditional densities pn(x, t) for n ≥ 1.
Consider the conditional characteristic functions (Fourier transform) of process X(t):
Gn(α, t) = E
{
ei〈α,X(t)〉| N(t) = n
}
, n ≥ 1, (2.5)
where α = (α1, . . . , αm) ∈ R
m is the real m-dimensional vector of inversion parameters and
〈α,X(t)〉 is the inner product of the vectors α and X(t).
According to [3, formula (6.8)], functions (2.5) are given by the formula:
Gn(α, t) =
n!
tn
∫ t
0
dτ1
∫ t
τ1
dτ2 . . .
∫ t
τn−1
dτn
{
n+1∏
j=1
ψ(α, τj − τj−1)
}
, n ≥ 1, (2.6)
where
ψ(α, t) = Fx
[
̺(x, t)δ(c2t2 − ‖x‖2)
]
(α) =
∫
Sm(0,ct)
ei〈α,x〉 ̺(x, t) ν(dx) (2.7)
is the characteristic function (Fourier transform) of density ̺(x, t) concentrated on the sphere
Sm(0, ct) of radius ct and ν(dx) is the surface Lebesgue measure on Sm(0, ct).
Consider separately the integral factor in (2.6):
Jn(α, t) =
∫ t
0
dτ1
∫ t
τ1
dτ2 . . .
∫ t
τn−1
dτn
{
n+1∏
j=1
ψ(α, τj − τj−1)
}
, n ≥ 1. (2.8)
5This function has a quite definite probabilistic sense, namely
G˜n(α, t) = Fx
[
p˜n(x, t)
]
(α) =
(λt)n e−λt
n!
Gn(α, t) = λ
ne−λtJn(α, t), (2.9)
α ∈ Rm, t > 0, n ≥ 1,
is the characteristic function (Fourier transform) of the joint probability density pn(x, t) of
the particle’s position at time instant t and of the number N(t) = n of the Poisson events
that have occurred by this time moment t.
It is known (see [3, Theorem 5]) that, for arbitrary n ≥ 1, functions (2.8) are connected
with each other by the following recurrent relation:
Jn(α, t) =
∫ t
0
ψ(α, t− τ) Jn−1(α, τ) dτ =
∫ t
0
ψ(α, τ) Jn−1(α, t− τ) dτ, n ≥ 1, (2.10)
where, by definition, J0(α, t)
def
= ψ(α, t). Formula (2.10) can also be represented in the
following time-convolutional form:
Jn(α, t) = ψ(α, t)
t
∗ Jn−1(α, t), n ≥ 1, (2.11)
where the symbol
t
∗ means the convolution operation with respect to time variable t.
From (2.11) it follows that
Jn(α, t) = [ψ(α, t)]
t
∗(n+1)
, n ≥ 1, (2.12)
where
t
∗(n+1) means the (n+1)-multiple convolution in t. Applying Laplace transformation
Lt (in time variable t) to (2.12), we arrive at the formula
Lt [Jn(α, t)] (s) =
(
Lt [ψ(α, t)] (s)
)n+1
, n ≥ 1. (2.13)
It is also known (see [3, Corollary 5.3]) that conditional characteristic functions (2.6)
satisfy the following recurrent relation
Gn(α, t) =
n
tn
∫ t
0
τn−1ψ(α, t− τ) Gn−1(α, τ) dτ, G0(α, t)
def
= ψ(α, t), n ≥ 1. (2.14)
The unconditional characteristic function
G(α, t) = E
{
ei〈α,X(t)〉
}
(2.15)
of process X(t) satisfies the Volterra integral equation of second kind (see [3, Theorem 6]):
G(α, t) = e−λtψ(α, t) + λ
∫ t
0
e−λ(t−τ)ψ(α, t− τ) G(α, τ) dτ, t ≥ 0, (2.16)
or in the convolutional form
G(α, t) = e−λtψ(α, t) + λ
[(
e−λtψ(α, t)
) t
∗ J (α, t)
]
. (2.17)
This is the renewal equation for Markov random flight X(t).
6In the class of continuous functions integral equation (2.16) (or (2.17)) has the unique
solution given by the uniformly converging series
G(α, t) = e−λt
∞∑
n=0
λn [ψ(α, t)]
t
∗(n+1)
. (2.18)
From (2.17) we obtain the general formula for the Laplace transform of characteristic
function (2.15):
Lt [G(α, t)] (s) =
Lt [ψ(α, t)] (s+ λ)
1− λ Lt [ψ(α, t)] (s+ λ)
, Re s > 0. (2.19)
These properties will be used in the next section for deriving recurrent relations for the
joint and conditional densities of Markov random flight X(t).
3 Recurrent Relations
Consider the joint probability densities pn(x, t), n ≥ 0, x ∈ B
m(0, ct), t > 0, of the particle’s
position X(t) at time instant t > 0 and of the number of the Poisson events {N(t) = n}
that have occurred by this instant t. For n = 0, we have
p0(x, t) = ps(x, t) = e
−λt̺(x, t)δ(c2t2 − ‖x‖2), t > 0, (3.1)
where, remind, ps(x, t) is the singular part of density (2.1) concentrated on the surface of
the sphere Sm(0, ct) = ∂Bm(0, ct) and given by (2.2).
If n ≥ 1, then, according to (2.3), joint densities pn(x, t) have the form:
pn(x, t) = fn(x, t)Θ(ct− ‖x‖), n ≥ 1, t > 0, (3.2)
where fn(x, t), n ≥ 1, are some positive functions absolutely continuous in int B
m(0, ct) and
Θ(x) is the Heaviside step function.
The joint density pn+1(x, t) can be expressed through the previous one pn(x, t) by means
of a recurrent relation. This result is given by the following theorem.
Theorem 1. The joint densities pn(x, t), n ≥ 1, are connected with each other by the
following recurrent relation:
pn+1(x, t) = λ
∫ t
0
[
p0(x, t− τ)
x
∗ pn(x, τ)
]
dτ, n ≥ 1, x ∈ int Bm(0, ct), t > 0. (3.3)
Proof. Applying Fourier transformation to the right-hand side of (3.5), we have:
7λ Fx
[∫ t
0
[
p0(x, t− τ)
x
∗ pn(x, τ)
]
dτ
]
(α)
= λ
∫ t
0
Fx
[
p0(x, t− τ)
x
∗ pn(x, τ)
]
(α) dτ
= λ
∫ t
0
Fx
[
p0(x, t− τ)
]
(α) Fx
[
pn(x, τ)
]
(α) dτ
= λ
∫ t
0
e−λ(t−τ)Fx
[
̺(x, t− τ)δ(c2(t− τ)2 − ‖x‖2)
]
(α) Fx
[
pn(x, τ)
]
(α) dτ
= λ
∫ t
0
e−λ(t−τ)ψ(α, t− τ) λne−λτJn(α, τ) dτ
= λn+1e−λt
∫ t
0
ψ(α, t− τ) Jn(α, τ) dτ
= λn+1e−λtJn+1(α, t)
= Fx
[
pn+1(x, t)
]
(α),
(3.4)
where we have used formulas (2.7), (2.9), (2.10). Thus, both the functions on the left- and
right-hand sides of (3.3) have the same Fourier transform and, therefore, they coincide.
The change of integration order in the first step of (3.4) is justified because the convolution
p0(x, t − τ)
x
∗ pn(x, τ) of the singular part p0(x, t − τ) of the density with the absolutely
continuous one pn(x, τ), n ≥ 1, is the absolutely continuous (and, therefore, uniformly
bounded in x) function. From this fact it follows that, for any n ≥ 1, the integral in square
brackets on the left-hand side of (3.4) converges uniformly in x for any fixed t. The theorem
is proved.
Remark 1. In view of (2.2) and (2.3), formula (3.3) can be represented in the following
expanded form:
pn+1(x, t) = λ
∫ t
0
e−λ(t−τ)
×
{∫
̺(x− ξ, t− τ)δ(c2(t− τ)2 − ‖x− ξ‖2) fn(ξ, τ)Θ(cτ − ‖ξ‖) ν(dξ)
}
dτ,
(3.5)
n ≥ 1, x ∈ int Bm(0, ct), t > 0,
where the function fn(ξ, τ) is absolutely continuous in the variable ξ = (ξ1, . . . , ξm) ∈ R
m
and ν(dξ) is the surface Lebesgue measure. Integration area in the interior integral on the
right-hand side of (3.5) is determined by all the ξ, under which the integrand takes non-zero
values, that is, by the system
ξ ∈ Rm :
{
‖x− ξ‖2 = c2(t− τ)2,
‖ξ‖ < cτ.
The first relation of this system determines a sphere Sm(x, c(t−τ)) of radius c(t−τ) centred
at point x, while the second one represents an open ball int Bm(0, cτ) of radius cτ centred
8at the origin 0. Their intersection
M(x, τ) = Sm(x, c(t− τ)) ∩ int Bm(0, cτ), (3.6)
which is a part of (or the whole) surface of sphere Sm(x, c(t − τ)) located inside the ball
B
m(0, cτ), represents the integration area of dimension m−1 in the interior integral of (3.5).
Note that the sum of the radii of Sm(x, c(t−τ)) and int Bm(0, cτ) is c(t−τ)+cτ = ct > ‖x‖,
that is greater than the distance ‖x‖ between their centres 0 and x. This fact, as well as
some simple geometric reasonongs, show that intersection (3.6) depends on τ ∈ (0, t) as
follows.
• If τ ∈ (0, t
2
− ‖x‖
2c
], then intersection (3.6) is empty, that is, M(x, τ) = ∅.
• If τ ∈ ( t
2
− ‖x‖
2c
, t
2
+ ‖x‖
2c
], then intersection M(x, τ) is not empty and represents some
hyperspace of dimension m− 1.
• If τ ∈ ( t
2
+ ‖x‖
2c
, t], then Sm(x, c(t − τ)) ⊂ int Bm(0, cτ) and, therefore, in this case
M(x, τ) = Sm(x, c(t− τ)).
Thus, formula (3.5), as well as (3.3), can be rewritten in the expanded form:
pn+1(x, t) = λ
t
2
+
‖x‖
2c∫
t
2
−
‖x‖
2c
e−λ(t−τ)


∫
M(x,τ)
̺(x− ξ, t− τ) fn(ξ, τ) ν(dξ)

 dτ
+ λ
t∫
t
2
+
‖x‖
2c
e−λ(t−τ)


∫
Sm(x,c(t−τ))
̺(x− ξ, t− τ) fn(ξ, τ) ν(dξ)

 dτ
(3.7)
and the expressions in curly brackets of (3.7) represents surface integrals over M(x, τ) and
Sm(x, c(t− τ)).
Remark 2. By means of the double convolution operation of two arbitrary generalized
functions f1(x, t), f2(x, t) ∈ S
′, x ∈ Rm, t > 0,
f1(x, t)
x
∗
t
∗f2(x, t) =
∫ t
0
∫
Rm
f1(ξ, τ) f2(x− ξ, t− τ) dξ dτ (3.8)
formula (3.3) can be represented in the succinct convolutional form
pn+1(x, t) = λ
[
p0(x, t)
x
∗
t
∗pn(x, t)
]
. (3.9)
Taking into account the well-known connections between the joint and conditional densi-
ties, we can extract from Theorem 1 a convolution-type recurrent relation for the conditional
probability densities p˜n(x, t), n ≥ 1.
Corollary 1.1. The conditional densities p˜n(x, t), n ≥ 1, are connected with each other
by the following recurrent relation:
p˜n+1(x, t) =
n + 1
tn+1
∫ t
0
τn
[
p˜0(x, t− τ)
x
∗ p˜n(x, τ)
]
dτ, n ≥ 1, x ∈ int Bm(0, ct), t > 0,
(3.10)
where p˜0(x, t) = ̺(x, t)δ(c
2t2 − ‖x‖2) is the conditional density corresponding to the case
when no one Poisson event occurs before time instant t.
9Proof. The proof immediately follows from Theorem 1 and recurrent formula (2.14).
Remark 3. Formulas (3.3) and (3.10) are also valid for n = 0. In this case, for arbitrary
t > 0, they take the form:
p1(x, t) = λ
∫ t
0
[
p0(x, t− τ)
x
∗ p0(x, τ)
]
dτ, (3.11)
p˜1(x, t) =
1
t
∫ t
0
[
p˜0(x, t− τ)
x
∗ p˜0(x, τ)
]
dτ, (3.12)
where, remind, function p0(x, t) defined by (3.1) is the singular part of the density concen-
trated on the surface of the sphere Sm(0, ct). The derivation of (3.11) is a simple recompi-
lation of the proof of Theorem 1 and taking into account the boundedness of p0(x, t) which
justifies the change of integration order in (3.4). Formula (3.12) follows from (3.11).
4 Integral Equation for Transition Density
The transition probability density p(x, t) of the multidimensional Markov flight X(t) is de-
fined by the formula
p(x, t) =
∞∑
n=0
pn(x, t), x ∈ B
m(0, ct), t > 0, (4.1)
where the joint densities pn(x, t), n ≥ 0, are given by (3.1) and (3.2). The density (4.1) is
defined everywhere in the ball Bm(0, ct), while the function
pac(x, t) =
∞∑
n=1
pn(x, t) (4.2)
forms its absolutely continuous part concentrated in the interior int Bm(0, ct) of the ball.
Therefore, series (4.2) converges uniformly everywhere in the close ball Bm(0, ct − ε) for
arbitrary small ε > 0.
In the following theorem we state an integral equation for density (4.1).
Theorem 2. The transition probability density p(x, t) of the Markov random flight X(t)
satisfies the integral equation:
p(x, t) = p0(x, t) + λ
∫ t
0
[
p0(x, t− τ)
x
∗ p(x, τ)
]
dτ, x ∈ Bm(0, ct), t > 0. (4.3)
In the class of finitary functions (that is, generalized functions defined on the compact
sets of Rm), integral equation (4.3) has the unique solution given by the series
p(x, t) =
∞∑
n=0
λn [p0(x, t)]
x
∗
t
∗(n+1)
, (4.4)
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where the symbol
x
∗
t
∗ (n + 1) means the (n + 1)-multiple double convolution with respect to
spatial and time variables defined by (3.8), that is,
[p0(x, t)]
x
∗
t
∗(n+1) = p0(x, t)
x
∗
t
∗p0(x, t)
x
∗
t
∗ . . .
x
∗
t
∗p0(x, t)︸ ︷︷ ︸
(n+1) times
.
Series (4.4) is convergent everywhere in the open ball int Bm(0, ct). For any small ε > 0,
the series (4.4) converges uniformly (in x for any fixed t > 0) in the close ball Bm(0, ct− ε)
and, therefore, it determines the density p(x, t) which is continuous and bounded in this ball.
Proof. Applying Theorem 1 and taking into account the uniform convergence of series (4.2)
and of the integral in formula (3.3), we have:
p(x, t) =
∞∑
n=0
pn(x, t)
= p0(x, t) +
∞∑
n=1
pn(x, t)
= p0(x, t) + λ
∞∑
n=1
∫ t
0
[
p0(x, t− τ)
x
∗ pn−1(x, τ)
]
dτ
= p0(x, t) + λ
∫ t
0
∞∑
n=1
[
p0(x, t− τ)
x
∗ pn−1(x, τ)
]
dτ
= p0(x, t) + λ
∫ t
0
[
p0(x, t− τ)
x
∗
{
∞∑
n=1
pn−1(x, τ)
}]
dτ
= p0(x, t) + λ
∫ t
0
[
p0(x, t− τ)
x
∗
{
∞∑
n=0
pn(x, τ)
}]
dτ
= p0(x, t) + λ
∫ t
0
[
p0(x, t− τ)
x
∗ p(x, τ)
]
dτ,
proving (4.3).
Another way of proving the theorem is to apply the Fourier transformation to both sides
of (4.3). Justifying then the change of the order of integrals similarly as it was done in (3.4),
we arrive at Volterra integral equation (2.16) for Fourier transforms.
Using notation (3.8), equation (4.3) can be represented in the convolutional form
p(x, t) = p0(x, t) + λ
[
p0(x, t)
x
∗
t
∗p(x, t)
]
, x ∈ Bm(0, ct), t > 0. (4.5)
Let us check that series (4.4) satisfies equation (4.5). Substituting (4.4) into the right-hand
side of (4.5), we have:
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p0(x, t) + λ
[
p0(x, t)
x
∗
t
∗
( ∞∑
n=0
λn [p0(x, t)]
x
∗
t
∗(n+1)
)]
= p0(x, t) +
∞∑
n=0
λn+1 [p0(x, t)]
x
∗
t
∗(n+2)
= p0(x, t) +
∞∑
n=1
λn [p0(x, t)]
x
∗
t
∗(n+1)
=
∞∑
n=0
λn [p0(x, t)]
x
∗
t
∗(n+1)
= p(x, t)
and, therefore, series (4.4) is really the solution to equation (4.5).
Note that applying Fourier transformation to (4.3) and (4.4) and taking into account
(2.2), we arrive at the known results (2.17) and (2.18), respectively. The uniqueness of
solution (4.4) in the class of finitary functions follows from the uniqueness of the solution of
Volterra integral equation (2.16) for its Fourier transform (2.18) (i.e. characteristic function)
in the class of continuous functions.
Since the transition density p(x, t) is absolutely continuous in the open ball int Bm(0, ct),
then, for any ε > 0, it is continuous and uniformly bounded in the close ball Bm(0, ct− ε).
From this fact and taking into account the uniqueness of the solution of integral equation
(4.3) in the class of finitary functions, we can conclude that series (4.4) converges uniformly
in Bm(0, ct− ε) for any small ε > 0. This completes the proof.
5 Some Particular Cases
In this section we consider two important particular cases of the general Markov random
flight described in Section 2 when the dissipation function has the uniform distribution on
the unit sphere Sm(0, 1) and Gaussian distribution on the unit circumference S2(0, 1).
5.1 Symmetric Random Flights
Suppose that the initial and every new direction are chosen according to the uniform distri-
bution on the unit sphere Sm(0, 1). Such processes in the Euclidean spaces Rm of different
dimensions m ≥ 2, which are referred to as the symmetric Markov random flights, have
become the subject of a series of works [2–7], [13], [16, 17].
In this symmetric case the function ̺(x, t) is the density of the uniform distribution on
the surface of the sphere Sm(0, ct) and, therefore, it does not depend on spatial variable x.
Then, according to (2.2), the singular part of the transition density of process X(t) takes
the form:
ps(x, t) = e
−λt Γ
(
m
2
)
2πm/2 (ct)m−1
δ(c2t2 − ‖x‖2), m ≥ 2, t > 0. (5.1)
Therefore, according to Theorem 1, for arbitrary dimension m ≥ 2, the absolutely con-
tinuous parts fn(x, t), n ≥ 0, of the joint probability densities of the symmetric Markov
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random flight are connected with each other by the following recurrent relation:
fn+1(x, t) =
λ Γ
(
m
2
)
2πm/2 cm−1
∫ t
0
e−λ(t−τ)
(t− τ)m−1
{ ∫
M(x,τ)
fn(ξ, τ) dξ
}
dτ, (5.2)
x = (x1, . . . , xm) ∈ int B
m(0, ct), m ≥ 2, n ≥ 0, t > 0,
where the integration area M(x, τ) is given by (3.6).
It is known (see [4, formula (7)]) that, in arbitrary dimension m ≥ 2, the joint density of
symmetric Markov random flight X(t) and of the single change of direction is given by the
formula
f1(x, t) = λe
−λt 2
m−3Γ
(
m
2
)
πm/2cmtm−1
F
(
m− 1
2
,−
m
2
+ 2;
m
2
;
‖x‖2
c2t2
)
, (5.3)
x = (x1, . . . , xm) ∈ int B
m(0, ct), m ≥ 2, t > 0,
where
F (α, β; γ; z) =
∞∑
k=0
(α)k(β)k
(γ)k
zk
k!
is the Gauss hypergeometric function.
Then, by substituting (5.3) into (5.2) (for n = 1), we obtain the following formula for
the joint density of process X(t) and of two changes of direction:
f2(x, t) = λ
2e−λt
2m−4
[
Γ
(
m
2
)]2
πm c2m−1
×
∫ t
0
{ ∫
M(x,τ)
F
(
m− 1
2
,−
m
2
+ 2;
m
2
;
‖ξ‖2
c2τ 2
)
dξ
}
dτ
(τ(t− τ))m−1
,
(5.4)
x = (x1, . . . , xm) ∈ int B
m(0, ct), m ≥ 2, t > 0.
In the three-dimensional Euclidean space R3, joint density (5.3) was computed explicitly
by different methods and it has the form (see [5, formula (25)] or [16, the second term of
formulas (1.3) and (4.21)]):
f1(x, t) =
λe−λt
4πc2t‖x‖
ln
(
ct+ ‖x‖
ct− ‖x‖
)
, (5.5)
x = (x1, x2, x3) ∈ int B
3(0, ct), ‖x‖ =
√
x21 + x
2
2 + x
2
3, t > 0.
By substituting this joint density into (5.2) (for n = 1, m = 3), we arrive at the formula:
f2(x, t) =
λ2e−λt
16π2c4
∫ t
0
{ ∫
M(x,τ)
ln
(
cτ + ‖ξ‖
cτ − ‖ξ‖
)
dξ
‖ξ‖
}
dτ
τ(t− τ)2
, (5.6)
x = (x1, x2, x3) ∈ int B
3(0, ct), t > 0.
Formula (5.6) can also be obtained by setting m = 3 in (5.4).
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According to Theorem 2 and (5.1), the transition density of them-dimensional symmetric
Markov random flight solves the integral equation
p(x, t) =
Γ
(
m
2
)
2πm/2 cm−1
{
e−λt
tm−1
δ(c2t2 − ‖x‖2)
+ λ
∫ t
0
[(
e−λ(t−τ)
(t− τ)m−1
δ(c2(t− τ)2 − ‖x‖2)
)
x
∗ p(x, τ)
]
dτ
}
,
(5.7)
x = (x1, . . . , xm) ∈ B
m(0, ct), t > 0.
In the class of finitary functions, equation (5.7) has the unique solution given by the series
p(x, t) =
∞∑
n=0
λn
(
Γ
(
m
2
)
2πm/2 cm−1
)n+1 [
e−λt
tm−1
δ(c2t2 − ‖x‖2)
]x∗t∗(n+1)
. (5.8)
5.2 Gaussian Distribution on Circumference
Consider now the case of the non-symmetric planar random flight when the initial and each
new direction are chosen according to the Gaussian distribution on the unit circumference
S2(0, 1) with the two-dimensional density
χk(x) =
1
2π I0(k)
exp
(
kx1
‖x‖
)
δ(1− ‖x‖2), (5.9)
x = (x1, x2) ∈ R
2, ‖x‖ =
√
x21 + x
2
2 k ∈ R,
where I0(z) is the modified Bessel function of order 0. Formula (5.9) determines the one-
parametric family of Gaussian densities {χk(x), k ∈ R}, and for any fixed real k ∈ R the
density χk(x) is absolutely continuous and uniformly bounded on S
2(0, 1). If k = 0, then for-
mula (5.9) transforms into the density of the uniform distribution on the unit circumference
S2(0, 1), while for k 6= 0 it produces pure Gaussian-type densities.
In the unit polar coordinates x1 = cos θ, x2 = sin θ, formula (5.9) takes the form of the
circular Gaussian law:
χk(θ) =
ek cos θ
2π I0(k)
, θ ∈ [−π, π), k ∈ R. (5.10)
For arbitrary real k ∈ R, Gaussian density (5.9) on the unit circumference S2(0, 1)
generates the Gaussian density
ps(x, t) =
e−λt
2πct I0(k)
exp
(
kx1
‖x‖
)
δ(c2t2 − ‖x‖2), (5.11)
x = (x1, x2) ∈ R
2, ‖x‖ =
√
x21 + x
2
2, t > 0, k ∈ R,
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concentrated on the circumference S2(0, ct) of radius ct. Then, according to Theorem 1, the
joint densities are connected with each other by the recurrent relation
fn+1(x, t)
=
λ
2πcI0(k)
∫ t
0
{ ∫
M(x,τ)
exp
(
k(x1 − ξ1)√
(x1 − ξ1)2 + (x2 − ξ2)2
)
fn(ξ1, ξ2, τ) dξ1dξ2
}
e−λ(t−τ)
t− τ
dτ,
(5.12)
x = (x1, x2) ∈ int B
2(0, ct), n ≥ 0, t > 0, k ∈ R.
According to Theorem 2 and (5.11), the transition density of the planar Markov random
flight with Gaussian dissipation function (5.9) satisfies the integral equation
p(x, t) =
e−λt
2πct I0(k)
exp
(
kx1
‖x‖
)
δ(c2t2 − ‖x‖2)
+
λ
2πc I0(k)
∫ t
0
[(
e−λτ
τ
exp
(
kx1
‖x‖
)
δ(c2τ 2 − ‖x‖2)
)
x
∗ p(x, τ)
]
dτ,
(5.13)
x = (x1, x2) ∈ B
2(0, ct), ‖x‖ =
√
x21 + x
2
2, t > 0, k ∈ R.
In the class of finitary functions, equation (5.13) has the unique solution given by the series
p(x, t) =
∞∑
n=0
λn
(
1
2πc I0(k)
)n+1 [
e−λt
t
exp
(
kx1
‖x‖
)
δ(c2t2 − ‖x‖2)
]x∗t∗(n+1)
. (5.14)
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