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Sets of Associative Triples
A. DRApAL AND T. KEPKA
A subset R,; 53 will be called (associatively) admissible if there exists a binary operation *
defined on 5 such that x*(y*z)=(x*y)*z iff (X,Y,Z)ER. If 5 is finite, card(5)=n, R,;53,
card(R) = rand r"'; n/4-3/4 or n3 - n/4+ 1/2",; r, then R is admissible. There exists an admissible
subset for any 0",; r"'; n3 and a non-admissible subset for any 3n ",; r e. n3 - n +2.
From time to time, although working in a more or less pure algebra, one is forced to
make use of combinatorial rather than algebraic methods. This is true especially for
various enumerations, constructions and other problems involving finite algebras. For
example, many questions connected with sets of associative triples of elements in finite
groupoids were formulated in an algebraic way but their solution is to a certain extent
of a combinatorial character (see e.g. [1], [3], [4], [5], [8] and [9]). Originally, these
questions were the result of an effort to find an effective algorithm deciding whether a
given table of a groupoid is a table of a semigroup. As is known, the simple verification
of the associativity condition requires the test of all triples (see [2] and [11]). Investigating
further along these lines, it becomes apparent that, given a setS, 'small' and 'large' subsets
of S3 are sets of associative triples for a suitable binary operation. The exact values of
what 'small' and 'large' means here, are not known and the present note may be viewed
as a modest contribution to the problem.
1. INTRODUCTION
Let G be a groupoid, i.e. a non-empty set together with a binary operation usually
denoted multiplicatively. Let A( G) designate the set of associative triples of G, i.e. the
set of all ordered triples (x, y, z) of elements of G such that x - yz = xy- z. Now, if S is
a non-empty set and R is a subset of S3 = S X S x S then we shall call R an associatively
admissible subset of S3 if there exists a binary operation, say *, defined on S such that
R=A(S(*)).
2. EXAMPLES OF ADMISSIBLE SETS
2.1 EXAMPLE. Let S be a non-empty set. Then we can define a structure of a semi-
group on S (e.g, the semigroup with zero multiplication), so that S3 is an admissible
subset of S3.
2.2 EXAMPLE. Set S be a set containing at least two elements. Then there exists a
permutation f of S such that f has no fix points. Now, defining a multiplication on S by
ab = f( b), we get a groupoid without associative triples at all. Hence the empty set is an
admissible subset of S3.
2.3 EXAMPLE. Set S be a finite set with card S = n ~ 3 and let o~ m ~ n3 • Then there
exists of least one admissible subset R of S3 such that card R = m (see [1]).
2.4 EXAMPLE. Let S be a set containing at least four elements and let x E S3. Then
the sets {x} and S3_{X} are admissible subsets of S3 (see [2] and [11]).
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2.5 EXAMPLE. Let S be a non-empty set and S(+) an abelian group defined on S.
Put ab =2a - b for all a, b e S. Then we get a groupoid S and it is easy to see that
A(S) = {(x, y, z); x, yES}. Hence the last set is an admissible subset of S3.
2.6 EXAMPLE. Let S = {a, b} be a two-element set. It is easy to check that the only
admissible subsets of S3 are the following five sets: 0, {(a, a, a), (a, b, a), (b, a, b),
(b, b, b)}, {(a, a, a), (a, b, a), (a, a, b), (a, b, b), (b, a, a), (b, b, a)}, {(b, b, b), (b, a, b),
(b, b, a), (a, b, b), (b, a, a), (a, a, b)} and S3.
2.7 EXAMPLE. Let S be a non-empty set and R an admissible subset of S3. Then the
set {(x, y, z); (z, y, x) E R} is also admissible (consider the opposite groupoid).
2.8 EXAMPLE. Set S be a non-empty set, R an admissible subset of S3 and f a
permutation of S. Then the set {(f(x),f(y ),f(z»; (x, y, z) E R} is also admissible (consider
the isomorphic groupeid).
3. EXAMPLES OF NON.ADMISSIBLE SETS
The simplest example of a non-admissible set seems to be the following one:
3.1 EXAMPLE. Let S be a non-empty set. Then the set R=S3_{(X,X,x); XES} is
not an admissible subset of S3. Indeed, suppose, on the contrary, that there exists a binary
operation (denote it multiplicatively) defined on S with A(S) = R. Now, let a ESand
b = aa. Since a . aa ,t:. aa . a, we have a ,t:. band b· bb = b . (aa . b) = bb . b, a contradiction.
In the next sections, we shall construct other examples of non-admissible sets.
4. SMALL ADMISSIBLE SETS
Let S be a non-empty set and R a subset of S3. We put V(R)={(x,y);(X,y,Z)ER}
and W(R) ={x, y, z; (x, y, z) E R}, so that V(R) is a subset of S2 and W(R) of S.
4.1 PROPOSITION. Let S be a finite non-empty set and R a subset of S3 such that card
(V(R» + card ( W(R» +3~ card (S). Then R is an admissible subset of S3.
PROOF. Put T=S- W(R) and V= V(R). Therearethreedifferentelementsa,b,cE T
and an injective mapping f of V into T such that a, b, ce Im(f). Define a transformation
g of S by g(a) = c; g(x) = g(b) = a for x E Wand g(y) = b for a, b,t:.yET. Notice that,
for any Z E S, g(z) E{a, b, c} ~ T and that g2(Z),t:. g(z). Now, define a multiplication on
S as follows: xy = f(x, y) for every (x, y) E V;f(x, y)z = a for every (x, y, z) E R; xy = g(x)
in all the remaining cases. Note that all products of two elements of S lie in T. Therefore,
yz e Wand so x· yz =g(x) for all x, y, Z E S. Moreover, if x, y, ZE S and (x, y) e V, then
either x = f(u, v) for some (u, v, y) E R and then we have xy' Z = az = c,t:. b = g(x) = x· yz
or x,t:.f(u, v) for any (u, v, y) ERin which case xy' Z = g(x)z = g2(X),t:. g(x) = x· yz (the
second equation holding since g(x) = a, b or c e Wu 1m (f). Finally, if (x, y) E V then
either (x, y, z) e R and then we have xy' z = f(x, y)z = gf(x, y) = b,t:. a = g(x) = x· yz or
(x, y, z) ERand xy' z = a = g(x) = x· yz. We have proved that R = A(S).
4.2. COROLLARY. Let S be a finite non-empty set, n = card(S), and let R be a subset
of S3 such that card (R) ~ n/ 4 - 3/4. Then R is an admissible subset of S3.
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4.3 COROLLARY. Let S be a finite non-empty set and R a subset of S3. Then there
exists a finite set T such that T (1 S = 0, R is an admissible subset of (T U S)3 and either
T= 0 or card(T)~4 card(R)+3-card(S).
4.4 COROLLARY. Let S be a non-empty subset of a finite set T such that card(S? +3 ~
card ( T). Then every subset of S3 is an admissible subset of T3.
4.5 PROPOSITION. Let S be an infinite set and R a subset of S3 such that card(S-
W(R)) = card(S). Then R is an admissible subset of S3.
PROOF. Similar to that of 4.1.
4.6 COROLLARY. Let S be an infinite set and R a subset of S3 such that card(R) <
card(S). Then R is an admissible subset of S3.
5. LARGE ADMISSIBLE SETS
Let S be a non-empty set and R a subset of S3. Define V(R) and W(R) in the same
way as in the preceding section.
5.1 PROPOSITION. Let S be a finite non-empty set and T a subset of S3 such that
card ( V(R)) + card ( W(R)) +2~ card(S), where R = S3 - T. Then T is an admissible subset
ofS3.
PROOF. Put Z = S - W(R) and V = V(R). There are two different elements a, b « Z
and an injective mapping f of V into Z such that a, b ~ Im(f). Define a multiplication
on S as follows: xy =f(x, y) for every (x, y) E V;f(x, y)z = a for every (x, y, z) E R; xy = b
in all the remaining cases. It is easy to see that x- yz = b for all x, y, Z E S. Moreover, if
x, y, Z E Sand (x, y ) ~ V then xy E {a, b} and xy' Z = b = x . yz. Finally, if x, y, Z E Sand
(x, y) E V then either (x, y, z) ~ R and then we have xy- Z = f(x, y)z..., b = x· yz or
(x, y, z) E Rand xy' Z =f(x, y)z = a 'I' b = x· yz. We have proved that A(S) = T.
5.2 COROLLARY. Let S be a finite non-empty set, n = card(S), and let R be a subset of
S3 such that n3-n/4+1/2~card(R). Then R is an admissible subset ofS3.
5.3 PROPOSITION. Let S be an infinite set and R a subset of S3 such that card(S-
W(S3 - R)) = card(S). Then R is an admissible subset of S3.
PROOF. Similar to that of 5.1.
5.4 COROLLARY. Let S be an infinite set and R a subset ofS3 such that card(S3 - R) <
card(S). Then R is an admissible subset of S3.
6. EXAMPLE
Let S be a set containing at least two elements, let a, b E S, a 'I' b, and K = {a, b}. Denote
by R the set of all ordered triples (x, y, z) E S3 such that either x =y = a or x = a, y = b
or y = a, Z = b or x = y = Z = b. Further, let T = S2 - {(a, x, b); XES, x 'I' a, b} - {(b, a, a)}.
Clearly, if S is finite and n =card(S), then card(R) =3n and card( T) = n3- n + 1.
Now, let L be a subset of S3 such that R ~ L~ T. We are going to show that L is not
an admissible subset of S3. Suppose, on the contrary, that L = A(S); the operation on S
is denoted multiplicatively.
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6.1 LEMMA. K is a subgroupoid of S.
PROOF. First, a (aa . b) = a (a . ab) = aa . ab = (aa . a) b = (a . aa) b, (a, aa, b) ELand
aa E K. Further, a(ab· b) = a(a· bb) = aa- bb = (aa· b)b = (a· ab)b, the third equality
holding since aa = a or aa = b. Thus, (a, ab, b) ELand ab E K. Similarly, a( bb . b) =
a(b· bb)=ab· bb=(ab· b)b=(a' bb)b, so bb e K; and finally aiba- b)=a(b' ab)=
abo ab e tab- a)b=(a' ba)b and ba e K.
We have proved that K is a two-element subgroupoid of S. On the other hand,
A(K) =A(S) n K 3= Ln K 3, R n K 3r;;, t.r. K 3, (a, a, a), (b, b, b) ERn K 3, R n K 3 con-
tains six elements and (b, a, a) ~ L n K 3. However, this is not possible by 2.6.
7. EXAMPLE
Let S be a set containing at least three elements, let a, b E S, a ¥-b,and R = S3- {(x, x, x);
XES, a ¥-x ¥- b}. If S is finite and n =card(S) then card(R) = n3 - n +2.
Now, we are going to show that R is not an admissible subset of S3. Assume, on the
contrary, R = A(S). There is an element c E S such that a¥- c F b. Put d = cc, e = cd and
f=dc.
7.1 LEMMA. c = d, c F e, c F f and e ¥-f
PROOF. If c = d then cc· c = c = c - cc, (c, c, c) E R, a contradiction. If e = c ¥-f
then cc· c=(c' cd)c=(cc' d)c=ec' dc v ci c- dc)=e(ed· c)=c' ce, a contradiction.
Similarly, if f = e F e. Finally, if e = f then cc - e = c- cc, a contradiction.
7.2 LEMMA. d F e and d ¥-f
PROOF. If d=e then d=(c(c(c' cc)))=(cc)(c' ec)=(cc' c)(ee)=((ec' c)e)e=
(ce· ec)c = (c( c- cc»)c = cc- e = f, e = f, a contradiction. Similarly, if d = f
7.3 LEMMA. d e {a, b}.
PROOF. We have dd· d=(d· ccyd v tdc- c)d=dc' cd c di c- ed)=d(cc' d)=d· dd.
6.4 LEMMA. e,f E {a, b}.
PROOF. We have ee - e = (e· ed)e = ec- de = et cd- e) = e- ee, e E {a, b}. Similarly, fE
{a, b}.
We have proved that {d, e,f} r;;, {a, b} and this is a contradiction, since the elements
d, e.f are pair-wise different.
8. SUMMARY
8.1 THEOREM. Let S be a finite set containing at least three elements and n = eard(S).
Then:
(a) For every 3n ",;m ",; n3- n +2 there exists at least one subset R ofS3 such that card (R) =
m and R is not an admissible subset of S3.
(b) For every 0",; m"'; n 3 there exists at least one subset R of S3 such that card(R) = m
and R is an admissible subset of S3.
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(c) If P. is a subset of53 such that either cardt Rv«; n/4 - 3/4 or n3- n]4+ 1/2,.;; card(R)
then R is an admissible subset of 53.
PROOF. See the preceding two sections and 2.3, 4.2, 5.2.
8.2 THEOREM. Let 5 be an infinite set. Then:
(a) There exists at least one subset R of 53 such that R is not an admissible subset of 53.
(b) If R is a subset of 53 such that either card(R)<card(5) or card(53-R)<card(5)
then R is an admissible subset of 53.
PROOF. See 4.6, 5.4 and any of the preceding two examples.
Let n ~ 1. We can define two numbers r(n) and s(n) by r(n) = min card(R) and
s(n) = max card(R), R running through all subsets of 53 which are not admissible. Clearly,
r(l) = s(l) =0, r(2)= 1 and s(2) =7. By [2] and [11], s(3) =26 and 2,.;; r(n), s(n),.;; n3-2
for every n~4. By 6.1, n/4-3/4<r(n)";;3n and n3-n+2,.;;s(n)<n3-n/4+1/2 for
every n ~ 3.
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