Three-Dimensional Projective Geometry with Geometric Algebra by Li, Hongbo et al.
ar
X
iv
:1
50
7.
06
63
4v
1 
 [m
ath
.M
G]
  1
1 J
ul 
20
15
Three-Dimensional Projective Geometry with
Geometric Algebra
Hongbo Li, Lei Huang, Changpeng Shao, Lei Dong
Academy of Mathematics and Systems Science
Chinese Academy of Sciences
Beijing 100190, China
hli@mmrc.iss.ac.cn
Abstract. The line geometric model of 3-D projective geometry has the
nice property that the Lie algebra sl(4) of 3-D projective transformations
is isomorphic to the bivector algebra of Cl(3, 3), and line geometry is
closely related to the classical screw theory for 3-D rigid-body motions.
The canonical homomorphism from SL(4) to Spin(3, 3) is not satisfy-
ing because it is not surjective, and the projective transformations of
negative determinant do not induce orthogonal transformations in the
Plu¨cker coordinate space of lines.
This paper presents our contributions in developing a rigorous and conve-
nient algebraic framework for the study of 3-D projective geometry with
Clifford algebra. To overcome the unsatisfying defects of the Plu¨cker cor-
respondence, we propose a group Pinsp(3, 3) with Pin(3, 3) as its normal
subgroup, to quadruple-cover the group of 3-D projective transforma-
tions and polarities. We construct spinors in factored form that generate
3-D reflections and rigid-body motions, and extend screw algebra from
the Lie algebra of rigid-body motions to other 6-D Lie subalgebras of
sl(4), and construct the corresponding cross products and virtual works.
Key words: Projective Geometry; Line Geometry; Screw Theory; Plu¨cker
model; Geometric Algebra.
1 Introduction
The study of the geometry of lines in space was invented by Plu¨cker with his
introduction of the now so-called Plu¨cker coordinates of lines. It became an
active research topic with the establishment of screw theory by Balls [1], where
the 6-D Plu¨cker coordinates of a line are decomposed into a pair of 3-D vectors,
called the screw form of the line, and the inner product and cross product of
vector algebra are extended to screw forms.
A pair of force and torque, called a wrench, are naturally represented by a
pair of 3-D vectors, and are geometrically interpreted as a line in space along
which the force acts, together with a line at infinity about which the torque
acts. On the other hand, a pair of infinitesimal rotation and translation, called
an infinitesimal screw motion or rigid-body motion or twist, are represented by
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the rotation axis and the translation vector, and are again naturally represented
by a pair of 3-D vectors. Geometrically the translation is a special “rotation”
about an axis that is at infinity, so the translation vector represents a line at
infinity. For a wrench (f ,q) and an infinitesimal screw motion (v, t), where f is
the force direction multiplied with the magnitude of force, q is the composed
torque, v is the rotation axis direction multiplied with the angle of rotation, and
t is the moment of the screw motion, the virtual work of the wrench along the
infinitesimal screw motion is the “crossed” inner product(
f
q
)
·
(
v
t
)
:= f · t+ q · v. (1.1)
The inner product (1.1) gives the 6-D space of wrenches a signature R3,3,
where a pure force has zero inner product with itself, called a null vector. A
positive (or negative) vector of R3,3 is one having positive (or negative) inner
product with itself. A positive vector is interpreted as a pure force together
with an extraneous torque so that the pair follow the right-hand rule, while
for the negative vector, the force and torque follow the left hand rule. The
group SL(4) which acts in the 4-space of homogeneous coordinates of points,
can be lifted to a group action in the 6-D space of wrenches by acting upon
the Plu¨cker coordinates of the lines representing the wrenches. The image of the
lift is SO0(3, 3), the connected component of SO(3, 3) containing the identity
[3]. As PSL(4) = SL(4)/Z2 is the group of orientation-preserving projective
transformations, the crossed inner product provides a 6-D orthogonal geometric
model of wrenches to study 3-D projective geometry of points.
The same inner product (1.1) also gives the 6-D space of twists the same
signature R3,3. The interpretation of a null vector of R3,3 in the setting of twists,
is that it represents an infinitesimal pure rotation or pure translation. A positive
vector represents an infinitesimal screw motion where the translation along the
screw axis follow the right-hand rule with the orientation of the rotation, while
a negative vector represents a left-handed infinitesimal screw motion. The lift
of group SL(4) to SO0(3, 3) then makes the space of infinitesimal rigid-body
motions a 6-D orthogonal geometric model to study the orientation-preserving
projective geometry of points.
The bold-faced words clearly reveal a conflict. The group of rigid-body mo-
tions is 6-D, while the group SL(4) is 15-D; the former is much smaller. What
sense does it make to investigate projective transformations via rigid-body mo-
tions? Furthermore, the inner product (1.1) is between the space of wrenches
and the space of twists, indicating that the two spaces need to be identified,
yet they have to be different spaces by nature. Understanding (1.1) as a pairing
between a linear space and its dual space does not make much difference, as the
same inner product exists in either space.
Line geometry and screw theory are closely related to each other. In history,
the screw forms were first used by Clifford in the name of biquaternions, also
known as dual quaternions, in describing 3-D Euclidean transformations. Later
on, Balls [1], Study [35], Blaschke[4] established screw theory and developed dual
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vector algebra out of Clifford’s dual quaternions, also known as screw algebra.
Nowadays line geometry together with screw theory have important applications
in mechanism analysis, robotics, computer vision and computational geometry
[6], [2], [33], [10], [29], [32], [9].
For two vectors (x1,y1)
T ∈ R3,3 and (x2,y2)T ∈ R3,3, where xi,yj ∈ R3,
their cross product, also called dual vector product, is defined as follows:(
x1
y1
)
×
(
x2
y2
)
:=
(
x1 × x2
x1 × y2 + y1 × x2
)
. (1.2)
This product is covariant under the subgroup of SO0(3, 3) that is the lift of the
group of rigid-body motions SE(3), but not so under the whole group SO0(3, 3).
In other words, it is not a valid operator in 3-D projective geometry; it is valid
only for Euclidean geometry.
In dual vector algebra, the dual inner product of two vectors of R3 is defined
to be a dual number. A dual number is of the form λ+ ǫµ where λ, µ ∈ R, ǫ2 = 0
and ǫ commutes with everything. This numbers system is a ring instead of a
field, and the corresponding polynomials and modules are drastically different
from the usual ones. The dual inner product is invariant under the lift of SE(3)
to SO0(3, 3), so it is suitable for Euclidean geometry only.
In [25], it was pointed out that dual vector algebra and dual quaternions can
be realized in the conformal geometric algebra Cl(4, 1), and can be extended to
arbitrary dimensions. The Euclidean geometric parts of the wrench model and
the twist model have no conflict, and their identification is natural. The twist
model should not have anything beyond Euclidean geometry, otherwise it would
be absurd. The wrench model, or more generally the model of lines in space,
deserves further attention.
For invariant computing in projective geometry, the traditional algebraic tool
is Grassmann-Cayley algebra and bracket algebra [26]. The study of projective
geometry by Clifford algebra was initiated by Hestenes and Ziegler [18], and Stolfi
[34]. The representation of projective transformations by spinors was initiated by
Doran et al. [11], where a homomorphism of the Lie algebra gl(n) into so(n, n)
was proposed, making it possible to construct projective transformations by
elements of Pin(n, n). Following this line, Goldman and Mann [15] discovered
for many 3-D projective transformations their bivector generators in Cl(4, 4).
Considering that the dimension of so(4, 4) is C28 = 28, while the dimension of
sl(4) is 15, the embedding space of sl(4) seems too high [13].
A classical result [3] states that the group SL(4), which acts upon the 4-
space of homogeneous coordinates of points, is in fact isomorphic to the group
Spin0(3, 3), the connect component of Spin(3, 3) containing the identity, and the
isomorphism is realized via the Plu¨cker coordinates of lines and the adjoint action
of Spin(3, 3) upon R3,3. This canonical isomorphism indicates the possibility of
using the wrench model, the model of spatial lines, to study projective geometry
with Cl(3, 3).
In AGACSE 2009, Li and Zhang [27] proposed a new model of 3-D projective
geometry by taking the null vectors of R3,3 as algebraic generators, and defining
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points and planes as the two connected components of the set of null 3-spaces of
R
3,3 respectively. Whenever an element of Spin0(3, 3) acts upon R
3,3, it induces
a projective transformation via the outermorphism of the action upon the null
3-vectors representing 3-D points and planes. This approach was later followed
by Klawitter [23], who proposed an explicit expression of the spinor inducing a
projective transformation in 4× 4 matrix form, and recently by Dorst [13], who
constructed bivector generators for many 3-D projective transformations.
When viewed from the homogeneous coordinates model R4 of 3-D projective
geometry, the R3,3 model seems to have too many defects. The map from SL(4)
to SO(3, 3) is not surjective, nor injective. The projective transformations of
negative determinant cannot be lifted to O(3, 3), and conversely, the elements
of O(3, 3) with negative determinant do not correspond to any projective trans-
formation, but represent projective polarities where points are all mapped to
planes. In the R3,3 model, while lines are represented by vectors, the 3-D points
and planes are represented by null 3-vectors, whose embedding vector space has
dimension C36 = 20. To make things worse, the mapping from R
4 to the null 3-
vectors is quadratic, and defining the subset of null 3-vectors in the 20-D vector
space they span is difficult.
From the mathematical viewpoint, establishing the space R4 of homogeneous
coordinates from the 6-space R3,3 spanned by lines requires rigorous mathemat-
ical argument. It is the converse procedure of Plu¨cker’s construction of line co-
ordinates from point coordinates. The well-definedness of the points and planes,
and the covariance of the construction under suitable transformations of R3,3
need to be established. The benefits of using the null 3-vectors instead of the
linear space R4 to represent points need to be discovered. The groups SO0(3, 3)
and Spin0(3, 3) are too small to cover the whole group of all 3-D projective
transformations and polarities, and finding suitable covering groups to provide
spin representations for all 3-D projective transformations and polarities is in-
dispensable.
So compared with other models of Geometric Algebra for classical geome-
tries [17], [19], [24], [12], [26], [20], [14], [21], the line geometric model of 3-D
projective geometry is much less developed. When every problem raised above
is solved, then for the group of 3-D Euclidean transformations, a highly mature
subject of study in Geometric Algebra, a one-to-one correspondence among the
representations in the line geometric model and in other models need to be set
up.
As mentioned before, the screw algebra is valid only for Euclidean motions,
and the corresponding group SE(3) is only a subgroup of SL(4). When SE(3)
is replaced by another 6-D Lie subgroup of SL(4), then the Lie algebra se(3)
of Euclidean motions is replaced by another 6-D Lie subalgebra of sl(4). Cor-
respondingly, we can introduce new screw forms for the 6-D Lie subalgebra,
together with the new “virtual work” of a wrench, which is still a vector of R3,3,
along an infinitesimal “projective motion” represented by a screw form of the Lie
subalgebra. The 6-D Lie subalgebra has its own Lie bracket, so the correspond-
ing screw forms should have a different cross product. The new “virtual work”
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should be related to the new cross product, or even be completely determined
by it.
We can go one step further by decomposing the 15-D algebra sl(4) into the
direct sum of five 3-D vector spaces, so that instead of using only pairs of 3-
D vectors as in classical screw theory for the screw forms of se(3), we can use
5-tuples of 3-D vectors to represent screw forms of sl(4), and develop a “super-
screw theory”, equipped with “super-cross product” and “super-virtual work”.
For the purpose of developing a mathematically rigorous model out of the
peculiar, unfamiliar and seemingly ineffective line geometric model, for more
effectively describing and manipulating 3-D projective transformations with Ge-
ometric Algebra, and with the ambition to further extend screw theory to pro-
jective geometry, we picked up the research subject again in 2014, and after
one-year’s hard work, we are confident to announce that from the algebraic
viewpoint, this model is sufficiently mature now. The main contributions are
summarized as follows:
1. Rigorous establishment of the R3,3 model for 3-D projective geometry.
While in the classical model of projective line geometry only SL(4) has spin
representation, and all the spinors are in Spin0(3, 3), a rather unsatisfying lim-
itation, the new model completely overcomes the limitation by providing pin
group representations for all 3-D projective transformations and polarities, thus
enlarging the transformation group four times.
The group of linear regularities of R3,3 is defined by
RL(3, 3) := {B ∈ GL(3, 3) |BTJB = ±J}, (1.3)
where J is the matrix form of the metric of R3,3. Only when we computed
the group acting upon the null 3-vectors induced by RL(3, 3) did we find the
complete version of the line geometric model. The group RL(3, 3) double covers
the whole group of 3-D projective transformations and polarities in this manner,
and the group Pinsp(3, 3) quadruple-covers the latter, hence it can be used to
construct versors for all kinds of 3-D projective transformations and polarities.
The well-definedness of points and planes in the R3,3 model, and the covari-
ance of the representations are established. Some nice properties of reflections in
R
3,3 are found, together with the classification of 3-D projective transformations
induced by two reflections in R3,3.
2. Construction of spinors in factored form inducing 3-D reflections and rigid-
body motions, and discovery of the relation between the cross product of the
screw forms of se(3) and the virtual work.
For 3-D reflections and rigid-body motions, the spinors inducing them in
Pinsp(3, 3) in factored form are discovered. Since the bivector Lie algebra of
Cl(3, 3) is isomorphic to sl(4), any element of se(3) has a bivector form, and
the cross product of the bivectors equals the cross product of their screw forms
as vectors of R3,3. On the other hand, a wrench is only a vector of R3,3. To
make pairing with a bivector, a vector needs to be first upgraded to a bivector of
Λ2(R3,3) by making inner product (tensor contraction) with a trivector. We show
that this trivector is exactly the one complementary to the trivector defining the
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cross product of the screw forms of se(3), and the latter trivector is exactly
the lift of the quadratic form of R3,0,1. This correspondence shows the intrinsic
the connection between the virtual work and the cross product of se(3). The
connection between the wrench interpretation and the twist interpretation of
the line geometric model is now clarified.
3. Extension of the cross product and virtual work of the screw forms of se(3)
to other 6-D Lie subalgebras of sl(4).
For many 6-D Lie subalgebras of sl(4), we have developed the corresponding
screw forms together with the cross product and virtual work that are completely
determined by the Lie bracket of the subalgebra. In particular, for so(K) where
K is a quadratic form of R4 with rank≥ 3, we have established the corresponding
screw forms, cross products and virtual works, and discovered a striking fact:
the trivectors for constructing new cross products and new virtual works are
exactly the lifts of the quadratic form K by the Plu¨cker correspondence and the
dual Plu¨cker correspondence to the trivector space. This result demonstrates
that there is no intrinsic connection between the se(3)-interpretation and the
wrench interpretation of line geometry.
This paper is organized as follows. Section 2 is on the Plu¨cker model of 3-D
projective geometry, the invariant group PR(3) and its quadruple-covering group
Pinsp(3, 3). Section 3 is on the covariance of the Plu¨cker transform and the dual
Plu¨cker transform, and the explicit expression of the induced group element
of PR(3) by an element of RL(3, 3). Section 4 is on properties of projective
transformations induced by one or two reflections of R3,3, and the construction of
spinors in factored form inducing rigid-body motions. Section 5 is on the bivector
representation of se(3), the screw forms and the cross products of screw forms.
For reflections in space, the generating spinors are also constructed. Section 6 is
on extension of classical screw theory to 6-D Lie subalgebras of sl(4) other than
se(3). A framework of super-screw theory is also presented.
2 The Plu¨cker model of 3-D projective geometry
Definition 1. A real n-space is said to have signature Rp,q,r, if it has a basis
with respect to which the metric of the n-space is diagonal, where the diagonal
elements are composed of 1 of multiplicity p, and −1 of multiplicity q, and 0 of
multiplicity r = n− p− q. Rp,q stands for Rp,q,0, called a non-degenerate inner-
product space; Rp stands for Rp,0,0, called a Euclidean inner-product space; R0,0,r
is called a null inner-product space, and Rp,1 is called aMinkowski inner-product
space.
Definition 2. A Witt decomposition of R3,3 refers to a decomposition of R3,3
into the direct sum of two null 3-spaces, say I3,J3. A Witt basis of the decom-
position is composed of a basis of I3, say E1,E2,E3, and the corresponding
Witt-dual basis of J3, denoted by E
′
1,E
′
2,E
′
3, such that Ei · E′j = δij .
Lemma 1. [8] R3,3 has infinitely many Witt decompositions. Let R3,3 = I3⊕J3
be a fixed Witt decomposition of R3,3. Then for any basis E1,E2,E3 of the 3-space
I3, the corresponding Witt-dual basis E
′
1,E
′
2,E
′
3 of the 3-space J3 is unique.
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Lemma 2. Fix a Witt decomposition R3,3 = I3 ⊕ J3. For any null 3-space S3
of R3,3, if the dimension n of S3 ∩ I3 is even (or odd), then the dimension m of
S3 ∩ J3 is odd (or even).
Proof. When n = 0, then R3,3 = I3⊕S3. Let E1,E2,E3 be a basis of I3, and
let the corresponding Witt-pairing bases in J3 and S3 be respectively E
′
1,E
′
2,E
′
3
and s1, s2, s3. Then si = E
′
i +
∑
j sijEj where sij = −sji. Let
S =

 0 s12 s13−s12 0 s23
−s13 −s23 0

 .
If S = 0 then S3 = J3 and m = 3. If S 6= 0, then its rank is 2, so its kernel has
dimension 1. Let X = x1s1 + x2s2 + x3s3 ∈ S3 ∩ J3, then 0 =
∑
i xi(si −E′i) =∑
i,j xisijEj , so (x1, x2, x3)
T is in the kernel of ST . This proves m = 1.
When n = 2, let I3 be spanned by E1,E2,E3, and let S3 be spanned by
E1,E2, s. Then s = s3E3 +
∑
i s
′
iE
′
i. Since S3 is a null 3-space, by s · E1 =
s ·E2 = s2 = 0, we get s′1 = s′2 = s3s′3 = 0. If s′3 = 0 then S3 = I3, violating the
assumption that n = 2. So s′3 6= 0 and s3 = 0. We get s = s′3E′3 and the 1-space
spanned by E′3 is S3 ∩ J3. This proves m = 1.
When n = 1, let S3 be spanned by E1, s, t, such that s = s2E2 + s3E3 +
s′2E
′
2 + s
′
3E
′
3, and t = t2E2 + t3E3 + t
′
2E
′
2 + t
′
3E
′
3. From s
2 = t2 = s · t = 0, we
get
s2s
′
2 + s3s
′
3 = t2t
′
2 + t3t
′
3 = s2t
′
2 + s3t
′
3 + t2s
′
2 + t3s
′
3 = 0. (2.1)
Since the 1-space spanned by E1 is I3 ∩S3,
∣∣∣∣s′2 s′3t′2 t′3
∣∣∣∣ 6= 0. In the 2-space spanned
by vectors (s′2, s
′
3)
T and (s′2, s
′
3)
T , by (2.1), we have (s2, s3)
T = λ(s′3,−s′2)T , and
(t2, t3)
T = µ(t′3,−t′2)T , and λ = µ. If λ = 0 then S3 is spanned by e1, e′2, e′3, so
m = 2. If λ 6= 0, then
∣∣∣∣ s2 s3t2 t3
∣∣∣∣ 6= 0, so S3 ∩ J3 = {0}, and m = 0.
When n = 3, the conclusion m = 0 is trivial. 
Corollary 1. For aWitt decompositionR3,3 = I3⊕J3 withWitt basisE1,E2,E3
and E′1,E
′
2,E
′
3, if S3 ∩ I3 is the 1-space spanned by E1, then S3 is spanned by
E1, s, t, where
s = λE2 + µE
′
3, t = λE3 − µE′2, (2.2)
for some µ 6= 0 and λ. If S3 ∩ I3 is the 2-space spanned by E1,E2, then S3 is
spanned by E1,E2,E
′
3.
Lemma 3. Let the intersection of null 3-spaces P3,Q3 be a 1-space, then for
any null 3-space S3 of R
3,3, the dimension n of S3 ∩ P3 and the dimension m
of S3 ∩Q3 have the same parity.
Proof. Let P3 ∩Q3 be the 1-space spanned by vector E1. Assume S3 6= P3
and S3 6= Q3.
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When n = 0, for the Witt decomposition R3,3 = P3⊕S3, by Lemma 2,m = 0
or 2.
When n = 1 and P3 ∩ Q3 = P3 ∩ S3, let E1,E2,E3 be a basis of P3,
and let E′1,E
′
2,E
′
3 be the Witt-pairing basis of P
′
3 for a Witt decomposition
R
3,3 = P3⊕P′3. By Corollary 1,Q3 is spanned by E1, λqE2+µqE′3, λqE3−µqE′2,
where µq 6= 0, while S3 is spanned by E1, λsE2 + µsE′3, λsE3 − µsE′2, where
µs 6= 0. Since S3 6= Q3, λq : µq 6= λs : µs, so the 1-space E1 is the only
intersection of S3 and Q3. This proves m = 1.
When n = 1 but P3 ∩ Q3 6= P3 ∩ S3, let E1,E2,E3 be a basis of P3 such
that P3 ∩ S3 is the 1-space spanned by E2. Let E′1,E′2,E′3 be the Witt-pairing
basis of P′3 for a Witt decomposition R
3,3 = P3 ⊕ P′3. By Corollary 1, Q3 is
spanned by E1, λqE2 + µqE
′
3, λqE3 − µqE′2, where µq 6= 0, while S3 is spanned
by E2, λsE1 + µsE
′
3, λsE3 − µsE′1, where µs 6= 0. Then S3 ∩Q3 is the 1-space
spanned by λsµqE1 + λqµsE2 + µsµqE
′
3. Again m = 1.
When n = 2 and P3 ∩ Q3 ⊂ P3 ∩ S3, let E1,E2,E3 be a basis of P3 such
that P3 ∩ S3 is spanned by E1,E2. Let E′1,E′2,E′3 be the Witt-pairing basis of
P′3 for a Witt decomposition R
3,3 = P3⊕P′3, then S3 is spanned by E1,E2,E′3,
and Q3 is spanned by E1, λE2 + µE
′
3, λE3 − µE′2 where µ 6= 0. Then Q3 ∩S3 is
spanned by E1, λE2 + µE
′
3, and m = 2.
When n = 2 but P3∩Q3 is not in P3∩S3, let E1,E2,E3 be a basis of P3 such
that P3∩S3 is spanned by E1,E2, and P3∩Q3 is spanned by E3. Let E′1,E′2,E′3
be the Witt-pairing basis of P′3 for a Witt decomposition R
3,3 = P3⊕P′3. Then
S3 is spanned by E1,E2,E
′
3, and Q3 is spanned by E3, λE1 + µE
′
2, λE2 − µE′1
where µ 6= 0. Obviously Q3 ∩ S3 = {0}, and m = 0. 
Proposition 1. The set of null 3-spaces can be decomposed into two subsets
(connected components): in each subset the dimension of the intersection sub-
space of any two different elements is 1, and between the two subsets, the dimen-
sion of the intersection subspace of any two elements, one from each subset, is
0 or 2.
As a corollary, the following concepts of points and planes in the set of null
3-spaces of R3,3 are well defined, and any pair of non-incident point and plane
form a Witt decomposition of R3,3.
Definition 3. For fixed Witt decomposition R3,3 = I3⊕J3, if we call I3 a point
(the origin), and call J3 a plane (the plane at infinity), then for any null 3-space
S3 of R
3,3, let n be the dimension of the vector space S3 ∩ I3, if n is even, then
S3 is called a plane, and if n is odd, then S3 is called a point.
The above concepts of points and planes have the following background. The
classical Plu¨cker map changes a pair of points of Euclidean affine space E3 in their
homogeneous coordinates form X = (x0, x1, x2, x3)
T and Y = (y0, y1, y2, y3)
T
with respect to the basis e0, e1, e2, e3 of R
4, to a vector XY := X ∧Y of R3,3
where the induced basis is eij = eiej for 0 ≤ i < j ≤ 3, and the image of the
two points is represented by its Plu¨cker coordinates with respect to the induced
basis.
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Henceforth we always denote the outer product of the Grassmann algebra
Λ(R4) generated by R4 by the juxtaposition of participating elements, while
denoting the the outer product of the Grassmann algebra Λ(R3,3) by the wedge
symbol.
Let e0, e1, e2, e3 be an orthonormal basis of R
4. Let
E1 = e01, E2 = e02, E3 = e03;
E′1 = e23, E
′
2 = e31, E
′
3 = e12.
(2.3)
Then
I3 := E1 ∧E2 ∧E3, J3 := E′1 ∧E′2 ∧E′3 (2.4)
are two null 3-spaces of R3,3 forming a Witt decomposition.
Let e0 represent the origin of the Euclidean affine 3-space E3, and let R3 =
〈e1, e2, e3〉 represent the plane at infinity. The basis e0, e1, e2, e3 induces a Witt
basis (2.3). The two 3-vectors I3,J3 are invariant under any special linear trans-
formation of R3.
ForX,Y ∈ R4, the vectorXY ∈ R3,3, if not zero, is a null vector. Conversely,
any null vector of R3,3 is the image of either an affine line or a line at infinity of
E3 under the Plu¨cker map. A 2-space S2 of R3,3 spanned by null vectors, when
interpreted geometrically so that its null 1-spaces are lines in space, has two
kinds: (1) a pair of non-intersection lines in space, when the signature of S2 is
R
1,1; (2) a pair of incident point and plane, i.e., a pencil of lines incident at a
fixed point and at the same time lying on a fixed plane, when S2 is null. A null
3-space S3 of R
3,3 when interpreted in line geometry, represents either a point
or a plane, i.e., either all lines incident at a fixed point, or all lines lying on a
fixed plane.
Definition 3 is based on a fixed basis e0, e1, e2, e3 of R
4 and the induced Witt
decomposition. Now Proposition 1 tells us that no matter what the underlying
4-space R4 is and what the induced Witt decomposition of R3,3 could be, as
long as the fixed null 3-space E1 ∧ E2 ∧ E3 of R3,3 is classified as a “point”,
then in a new line geometry whose abstract “lines” are the null 1-spaces of R3,
any “point” defined with respect to the basis e0, e1, e2, e3 of the original R
4 is
always classified as a point in the new line geometry.
Fix the underlying space R4 of the homogeneous coordinates of Euclidean
affine space E3, and fix a basis e0, e1, e2, e3 of it. The projective transformation
group of E3 is the union SL(4)∪ SL−(4), where SL(4) is the linear transforma-
tions of determinant 1, while SL−(4) is the linear transformations of determinant
−1. In the dual space (R4)∗ of R4 equipped with the corresponding dual basis
e∗0, e
∗
1, e
∗
2, e
∗
3 such that the pairing between ei and e
∗
j is δij , the correspond-
ing linear transformation of A ∈ GL(4) is A−T . The pair (A,A−T ) acts upon
R
4 × (R4)∗, and is still called a general linear transformation.
Any non-singular linear mapping from R4 to (R4)∗ is called a projective
polarity. The set of all projective polarities is denoted by GP (4). Such a mapping
is called a special polarity if its matrix form A has determinant 1. The matrix
A−T represents the corresponding linear mapping from (R4)∗ to R4. The pair
(A,A−T ) acts upon R4 × (R4)∗, and is still called a projective polarity. The set
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of special polarities is denoted by SP (4), and the set of projective polarities with
determinant −1 is denoted by SP−(4).
Obviously, the set
UR(4) := SL(4) ∪ SL−(4) ∪ SP (4) ∪ SP−(4) (2.5)
is a group, and SL(4), SL(4)∪SL−(4), SL(4)∪SP (4) are three subgroups. UR(4)
is called the group of unitary regularities.
On the other hand, consider some general linear transformations of R3,3.
Fix a Witt decomposition I3 ⊕ J3 and the corresponding Witt basis E1,E2,E3,
E′1,E
′
2,E
′
3 of R
3,3. Let J be the linear transformation in R3,3 interchanging Ei
and E′i for i = 1, 2, 3, i.e., its matrix form is
J :=
(
0 I3×3
I3×3 0
)
. (2.6)
Let T be the linear transformation in R3,3 changing Ei to −Ei while preserving
E′i for i = 1, 2, 3, i.e., its matrix form is
T :=
(−I3 0
0 I3
)
. (2.7)
Notice that T interchanges positive vectors and negative vectors of R3,3. The
following is obvious:
JT = −T J =
(
0 I3
−I3 0
)
. (2.8)
The group of non-singular linear transformations B in R3,3 satisfying
BTJB = ±J (2.9)
is called the group of linear regularities in R3,3, denoted by RL(3, 3). When
the sign is positive, the corresponding subset forms the group of orthogonal
transformations O(3, 3); when the sign is negative, the corresponding subset is
called the anti-orthogonal transformations, denoted by AO(3, 3).
The subgroup of special orthogonal transformations SO(3, 3) has two con-
nected components: the component containing the identity transformation I6×6
is denoted by SO0(3, 3), while the component containing −I6×6 is denoted by
SO1(3, 3).
J is an orthogonal transformations of determinant −1. The subset of or-
thogonal transformations of determinant −1 is denoted by SO−(3, 3). It also
has two connected components: the component containing matrix J is denoted
by SO−0 (3, 3), while the component containing −J is denoted by SO−1 (3, 3).
T is an orthogonal transformations of determinant −1. The set of anti-
orthogonal transformations of determinant −1 is denoted by SAO−(3, 3). It has
two connected components: the component containing matrix T is denoted by
SAO−0 (3, 3), while the component containing −T is denoted by SAO−1 (3, 3).
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JT is an anti-orthogonal transformations of determinant 1. The set of anti-
orthogonal transformations of determinant 1 is denoted by SAO(3, 3). It has
two connected components: the component containing matrix JT is denoted by
SAO0(3, 3), while the component containing −JT is denoted by SAO1(3, 3).
We have
RL(3, 3) = SO0(3, 3) ∪ SO1(3, 3) ∪ SO−0 (3, 3) ∪ SO−1 (3, 3)
∪SAO0(3, 3) ∪ SAO1(3, 3) ∪ SAO−0 (3, 3) ∪ SAO−1 (3, 3).
(2.10)
The two groups UR(4) and RL(3, 3) are related by the Plu¨cker transform
and dual Plu¨cker transform defined as follows. Let e0, e1, e2, e3 be a fixed basis
of R4. Let Λ3(R4) be the realization space of (R4)∗, whose basis
e∗0 = e1∧e2∧e3, e∗1 = −e0∧e2∧e3, e∗2 = −e0∧e3∧e1, e∗3 = −e0∧e1∧e2
(2.11)
satisfy for all positive permutations ijk of 123, the following:
e0 ∨ e∗0 = ei ∨ e∗i = 1,
e∗0 ∨ e∗i = ejk = E′i,
e∗i ∨ e∗j = e0k = Ek.
(2.12)
Here “∨” is the meet product in the Grassmann-Cayley algebra generated by
R
4. The pairing between ei and e
∗
j is defined by ep ∨ e∗q = δpq. Let (2.3) be the
induced Witt basis of R3,3.
Definition 4. The Plu¨cker transform from GL(4) to GL(3, 3) is defined by A ∈
GL(4) 7→ ∧2A ∈ GL(3, 3), where
(∧2A)eij = (Aei) ∧ (Aej) ∈ R3,3. (2.13)
The dual Plu¨cker transform from the set of projective polaritiesGD(4) toGL(3, 3)
is defined for any projective polarity D as
(∨2D)eij = (Dei) ∨ (Dej) ∈ R3,3. (2.14)
For example, for the affine transformation
A :
(
x0
x
)
∈ R4 7→
(
1 0
t L
)(
x0
x
)
∈ R4,
where t ∈ R3 and L ∈ GL(3), the matrix form of ∧2A with respect to the basis
E1,E2,E3,E
′
1,E
′
2,E
′
3 is (
L 0
t× L L−T
)
. (2.15)
The following result is direct.
Lemma 4. For any A ∈ GL(4),
det(∧2A) = (det(A))3. (2.16)
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For any D ∈ GD(4),
det(∨2D) = −(det(D))3. (2.17)
Furthermore, let A1,A2 ∈ GL(4) and D1,D2 ∈ GD(4), and let “◦” denote the
composition of mappings, then
∧2(A1 ◦A2) = (∧2A1) ◦ (∧2A2), ∨2(A1 ◦D2) = (∧2A1) ◦ (∨2D2),
∨2(D1 ◦A2) = (∨2D1) ◦ (∧2A2), ∧2(D1 ◦D2) = (∨2D1) ◦ (∨2D2). (2.18)
The Plu¨cker transform maps SL(4) onto SO0(3, 3), and the kernel is ±I4×4.
It also maps SL−(4) onto SAO−0 (3, 3), such that ±A ∈ SL−(4) are mapped
to the same image of SAO−0 (3, 3). For example, the matrix diag(−1, 1, 1, 1) is
mapped to T ∈ SAO−0 (3, 3), and the pre-images of T are ±diag(−1, 1, 1, 1). The
branches SO1(3, 3) and SAO
−
1 (3, 3) have no pre-image in SL(4) ∪ SL−(4).
Similarly, the dual Plu¨cker transform maps SP−(4) onto SO−0 (3, 3), such
that any B ∈ SO−0 (3, 3) has two pre-images ±A ∈ SP−(4). For example, the
mapping D : ei 7→ e∗i for i = 0, 1, 2, 3 is mapped to J , and the pre-images of J
are ±D. The dual Plu¨cker transform also maps SP (4) onto SAO0(3, 3), and the
pre-images of any B ∈ SAO0(3, 3) are of the form ±A ∈ SP (4). The branches
SAO1(3, 3) and SO
−
1 (3, 3) have no pre-image in SP (4) ∪ SP−(4).
Proposition 2. The Plu¨cker transform is a double-covering homomorphism from
SL(4) to SO0(3, 3). The Plu¨cker transform and the dual Plu¨cker transform pro-
vide a double-covering homomorphism in the sense of (2.18), from UR(4) to the
following subgroup of RL(3, 3):
RL0(3, 3) := SO0(3, 3) ∪ SO−0 (3, 3) ∪ SAO0(3, 3) ∪ SAO−0 (3, 3). (2.19)
In the setting of Clifford algebra Cl(3, 3), the Clifford product is always de-
noted by juxtaposition of participating elements. Any element of the Pin group
Pin(3, 3) is generated by invertible vectors of unit magnitude of R3,3 under the
Clifford product. Any element of the subgroup Spin(3, 3) is the Clifford prod-
uct of even number of unit vectors. Spin−(3, 3) is the subset of elements that
are the Clifford product of odd number of unit vectors. Spin(3, 3) has two con-
nected components, and the component contain the identity element is denoted
by Spin0(3, 3), the other component is denoted by Spin1(3, 3).
Proposition 3. Any element of Spin0(3, 3) is the Clifford product of even num-
ber of negative vectors and even number of positive vectors; any element of
Spin1(3, 3) is the Clifford product of odd number of negative vectors and odd
number of positive vectors. In particular, ±1 are in Spin0(3, 3), while ±I3,3 are
in Spin1(3, 3), where
I3,3 := E1 ∧E2 ∧E3 ∧E′1 ∧E′2 ∧E′3 = E1231′2′3′ , (2.20)
is a pseduscalar of Λ(R3,3) satisfying I23,3 = 1.
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Proof. Denote the set of positive vectors by P (3, 3), and denote the set of neg-
ative vectors by N(3, 3). First we prove that each of P (3, 3), N(3, 3) is connected.
By symmetry, we only consider P (3, 3). Let v1,v2 be two positive vectors, then
v1∧v2 is one of R2,0,0,R1,0,1,R1,1,0. Hence there exists a positive vector v3 that
is orthogonal to both v1,v2. On Euclidean plane v1 ∧ v3, v1 and v3 are con-
nected by positive vectors; on Euclidean plane v2 ∧v3, v2 and v3 are connected
by positive vectors. So v1,v2 are connected.
Denote the set of elements that are the Clifford product of either two positive
vectors or two negative vectors by P2(3, 3), and denote the set of elements that
are the Clifford product of either one negative vector and one positive vector, or
one positive vector and one negative vector, by N2(3, 3). Next we prove that each
of P2(3, 3), N2(3, 3) is connected. Let E+,E− be a pair of unit positive vector
and unit negative vector in R3,3. Let
v+ = E+ − λE−, v− = E− + λE+, (2.21)
where 0 < λ < 1. They are respectively a positive vector and a negative vector.
By the continuity of the Clifford multiplication, we only need prove that E−v−
equals the Clifford product of two positive vectors, and E−E+ equals the Clifford
product of a positive vector and a negative vector. Both are true because
E−v− = −{E−(E−E+)}{(E+E−)(E− + λE+)} = (−E+)(E+ − λE−),
E−E+ = (−E+)E−.
(2.22)
Obviously ±1 ∈ P2(3, 3). By (E+E−)(E+E−) = 1 and the continuity of the
Clifford multiplication, we get that the Clifford product of four invertible vectors,
where the number of negative vectors is even, must be in the same connected
component with P2(3, 3). By (E+E−)(E+E+) = E+E− and the continuity of
the Clifford multiplication, we get that the Clifford product of four invertible
vectors, where the number of negative vectors is odd, must be in the same
connected component with N2(3, 3).
Denote by Spin0(3, 3) the connected component of Spin(3, 3) containing
P2(3, 3), and denote by Spin1(3, 3) the connected component containingN2(3, 3).
By induction on the number of invertible vector factors in the factorization of
an element of Spin(3, 3), we get that Spin0(3, 3) contains all elements that are
the Clifford product of even number of negative vectors and even number of
positive vectors, while Spin1(3, 3) contains all elements that are the Clifford
product of odd number of negative vectors and odd number of positive vectors.
Since Spin(3, 3) = Spin0(3, 3)∪Spin1(3, 3) and Spin(3, 3) is known to have two
connected components, Spin0(3, 3) and Spin1(3, 3) are not the same connected
component. 
Lemma 5. J ∈ SO−(3, 3) is double covered by ±(E1−E′1)(E1−E′1)(E1−E′1) ∈
Pin−(3, 3), and −J is double covered by ±(E1 + E′1)(E1 + E′1)(E1 + E′1) ∈
Pin−(3, 3).
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Proposition 4. The set Spin−(3, 3) has two connected components. The com-
ponent double-covering J is denoted by Spin−0 (3, 3), whose elements are each the
Clifford product of odd number of negative vectors and even number of positive
vectors. The component double-covering −J is denoted by Spin−1 (3, 3), whose el-
ements are each the Clifford product of even number of negative vectors and odd
number of positive vectors. In particular, all positive vectors are in Spin−1 (3, 3),
while all negative vectors are in Spin−0 (3, 3).
The group O(3, 3) is double-covered by Pin(3, 3), and the covering homo-
morphism is given as following: for any ±U ∈ Pin(3, 3),
Ad∗
U
X := ǫUXU−1, for X ∈ R3,3 (2.23)
is a transformation belonging to O(3, 3), where ǫ = 1 if U ∈ Spin(3, 3), and
ǫ = −1 if U ∈ Spin−(3, 3).
Denote
Pin0(3, 3) = Spin0(3, 3)∪ Spin−0 (3, 3), P in1(3, 3) = Spin1(3, 3)∪ Spin−1 (3, 3).
(2.24)
Pin0(3, 3) is a subgroup of Pin(3, 3), and double covers SO0(3, 3) ∪ SO−0 (3, 3).
In particular, SO0(3, 3) is double covered by Spin0(3, 3). Now that the Plu¨cker
transform provides another double-covering homomorphism of SO0(3, 3) by SL(4),
we get the classical result that the two groups SL(4) and Spin0(3, 3) are iso-
morphic.
Below we extend the above double-covering map to SAO(3, 3)∪SAO−(3, 3).
We have seen that T ∈ SAO−(3, 3). For any B ∈ O(3, 3), obviously T BT ∈
O(3, 3), so any element of AO(3, 3) must have a unique matrix form T B for
some B ∈ O(3, 3). In fact, we have the following:
Definition 5. Define the following isomorphism in group Pin(3, 3): For any
U = Y1Y2 · · ·Yr ∈ Pin(3, 3) where Yi ∈ R3,3,
UT := (T Y1)(T Y2) · · · (T Yr). (2.25)
Lemma 6. For any U ∈ Pin(3, 3) and any X ∈ R3,3,
T (Ad∗UX) = Ad∗UT (TX). (2.26)
Proof. If (2.26) is true for U = Y1, by induction it is true for any other
element of Pin(3, 3). It holds for U = Y1 by direct verification. 
Definition 6. By defining a formal associative product between T and Pin(3, 3)
satisfying the following commutativity, a new group is generated, denoted by
Pinsp(3, 3): for any U ∈ Pin(3, 3),
T ◦U = UT ◦ T . (2.27)
Let T Pin(3, 3) be the coset of Pin(3, 3) with respect to T , then
Pinsp(3, 3) = Pin(3, 3) ∪ T Pin(3, 3). (2.28)
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The adjoint action of T Pin(3, 3) upon R3,3 is defined as follows: for any U ◦ T ◦
V ∈ T Pin(3, 3), where U,V ∈ Pin(3, 3), for any X ∈ R3,3,
Ad∗
U◦T ◦VX := Ad
∗
U
(T (Ad∗
V
X)). (2.29)
Pinsp(3, 3) double coversO(3, 3)∪AO(3, 3) by the adjoint action. For i = 0, 1,
let T Pini(3, 3) be the coset of Pini(3, 3) with respect to T for i = 0, 1. Then
Pinsp0 (3, 3) = Pin0(3, 3) ∪ T Pin0(3, 3) (2.30)
double coversRL0(3, 3). Since UR(4) also double coversRL0(3, 3) by the Plu¨cker
transform and dual Plu¨cker transform, UR(4) and Pinsp0 (3, 3) are isomorphic.
Below we realize T in Cl(3, 3). Let
K2 = E11′ +E22′ +E33′ := e01 ∧ e23 + e02 ∧ e31 + e03 ∧ e12. (2.31)
It is called the symplectic form of R3,3 with respect to the Witt decomposition
R
3,3 = I3 ⊕ J3.
Lemma 7. K2 is invariant under any general linear transformation C in the
3-space I3 and the associated linear transformation C
−T in the 3-space J3. In
other words, it is independent of the the choice of Witt basis of the fixed Witt
decomposition.
Proof. Let e1, e2, e3, e
′
1, e
′
2, e
′
3 be a Witt basis of I3⊕J3, and let A ∈ GL(I3)
such that Aei = ai. Let ai = (a1i, a2i, a3i)
T , and let a′i = (a
′
1i, a
′
2i, a
′
3i)
T , where
aij is the minor of A by removing the i-th row and j-th column. Then A
−Te′i =
a′i/ det(A), and a
T
i a
′
j = δij det(A). We have
a1 ∧ a′1 + a1 ∧ a′1 + a1 ∧ a′1
= (a11a11′ + a21a21′ + a31a31′)e1 ∧ e′1 + (a11a12′ + a21a22′ + a31a32′)e1 ∧ e′2
+(a11a13′ + a21a23′ + a31a33′)e1 ∧ e′3 + (a12a11′ + a22a21′ + a32a31′)e2 ∧ e′1
+(a12a12′ + a22a22′ + a32a32′)e2 ∧ e′2 + (a12a13′ + a22a23′ + a32a33′)e2 ∧ e′3
+(a13a11′ + a23a21′ + a33a31′)e3 ∧ e′1 + (a13a12′ + a23a22′ + a33a32′)e3 ∧ e′2
+(a13a13′ + a23a23′ + a33a33′)e3 ∧ e′3
= det(A)(e1 ∧ e′1 + e2 ∧ e′2 + e3 ∧ e′3). 
Some simple facts about K2:
– K22 = 3− 2K2I3,3.
– K2 is invertible: K
−1
2 = (K2 + 2I3,3)/3.
– For any X ∈ R3,3, K2XK2 = (1 − 2I3,3)X.
– For any X,Y ∈ R3,3, if X ∧K2 = Y ∧K2, then X = Y.
Proposition 5. For any X ∈ R3,3,
TX = X ·K2. (2.32)
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We have seen that UR(4) is isomorphic to only half of the group Pinsp(3, 3).
To study 3-D projective transformations and polarities, the homogeneous model
R
4 of 3-D projective geometry does not allows for the whole group Pinsp(3, 3) to
be used. To overcome this drawback, we need to proceed to use the null 3-space
representation of projective points and planes, instead of returning to R4. This
ideal leads to the following new model of 3-D projective geometry.
Definition 7. The Plu¨cker model of 3-D projective geometry refers to the study
of 3-D projective transformations and polarities by using the adjoint action of
the whole group Pinsp(3, 3) upon the null 3-spaces of R3,3 as the representation
space of 3-D points and planes. For any element C3 = X1 ∧X2 ∧X3 ∈ Λ3(R3,3)
where Xi ∈ R3,3, for any U ∈ Pinsp(3, 3), the adjoint action is the following:
(∧3Ad∗
U
)C3 := (Ad
∗
U
X1) ∧ (Ad∗UX2) ∧ (Ad∗UX3). (2.33)
Definition 8. The 3-D projective regularity group PR(3) is defined as the quo-
tient of UR(4) modulo the equivalence relation “∗” in which two elements are
equivalent if and only if they differ by scale. Usually we write
PR(3) := UR(4)/ ∗ . (2.34)
In the next section, it will be shown that via the Plu¨cker model, group
Pinsp(3, 3) quadruple-covers group PR(3), and the kernel of the covering ho-
momorphism is {±1,±I3,3}.
3 Some properties of the Plu¨cker transform
In this section we investigate two topics: null 3-vector representations of 3-D
points and planes and their covariance under the group action of GL(4) upon
R
4, and the adjoint action of Pinsp(3, 3) upon the null 3-vector representations.
Notations of algebra. An orthonormal basis e0, e1, e2, e3 is fixed in R
4,
which induces a fixed Witt basis Ei = e0i and E
′
i = ejk for positive permutation
ijk of 123, where i = 1, 2, 3. Denote
Ei1...ir = Ei1 ∧ · · · ∧Eir , (3.1)
for ij ∈ {1, 2, 3, 1′, 2′, 3′}. Denote e123 = e1e2e3, and for any x ∈ R3, denote
x⊥ := x · e123. (3.2)
For example, e⊥i = ejk for positive permutation ijk of 123.
For two 3-vectorsP3,Q3 ∈ Λ(R4), denote byP3Q3 the meet productP3∨Q3.
This notation does not conflict with the same usage of the juxtaposition for
representing the outer product of two vectors of R4, as the outer product of two
3-vectors in Λ(R4) is always zero, so is the meet product of two vectors.
Notations of geometry. Let x ∈ R3, then vector (x0,x) = x0e0 + x ∈ R4
represents an affine point if and only if x0 6= 0. A plane is determined by the
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equation x0(−d)+n ·x = 0 for point (x0,x) on it, where n ∈ R3 and d ∈ R, and
at least one of them is nonzero. when dn 6= 0, the equation represents the affine
plane normal to vector n and with signed distance d/|n| from the origin along
direction n. When d = 0, the plane passes through the origin; when n = 0, the
plane is the plane at infinity. So the pair (n,−d) ∈ R3× represents the plane,
and the representation is unique up to scale.
Proposition 6. Point (x0,x) ∈ R3 has the following null 3-vector form in
Λ3(R3,3):
(e0x) ∧ ((e0x) · J3)− x0(e0x) ∧K2 + x20I3, (3.3)
and plane (n,−d) has 3-vector form
n⊥ ∧ (n⊥ · I3)− dn⊥ ∧K2 + d2J3, (3.4)
Proof. When x0e0+x is an affine point, where x = x1e1+ x2e2+ x3e3, then
x0 6= 0, and the following three lines pass through the point, and form a basis of
the 3-space of lines through the point: (x0e0 + x)e1, (x0e0 + x)e2, (x0e0 + x)e3.
We have
((x0e0 + x)e1) ∧ ((x0e0 + x)e2) ∧ ((x0e0 + x)e3)
= (x0e01 − x2e12 + x3e31) ∧ (x0e02 + x1e12 − x3e23) ∧ (x0e03 − x1e31 + x2e23)
= x30I3 − x20{x1e01 ∧ (e02 ∧ e31 + e03 ∧ e12) + x2e02 ∧ (e01 ∧ e23 + e03 ∧ e12)
+x3e03 ∧ (e01 ∧ e23 + e02 ∧ e31)}
+x0(x1e01 + x2e02 + x3e03) ∧ {(−x1e12 ∧ e31 + x2e12 ∧ e23 − x3e31 ∧ e23}
= x30I3 − x20(e0x) ∧K2 + x0(e0x) ∧ {(e0x) · (e23 ∧ e31 ∧ e12)}.
Removing the common factor x0, we get (3.3). When x0 = 0, then e0x is the
line through x and the origin, and (e0x) ·J3 are spanned by two lines at infinity
that meet line e0x, i.e., through the point at infinity x. So (e0x) ∧ ((e0x) · J3)
is the 3-vector representing the point at infinity x.
For an affine plane (n,−d) where n2 = 1, let a,b,n be an orthonormal frame
of R3. Then n⊥ = ab, and
I3 = (e0n) ∧ (e0a) ∧ (e0b),
J3 = (na) ∧ (nb) ∧ (ab),
K2 = (e0n) ∧ (ab) − (e0a) ∧ (nb) + (e0b) ∧ (na).
The following three lines span the 3-space of lines on the plane: (e0+dn)a, (e0+
dn)b, ab. We have
((e0 + dn)a) ∧ ((e0 + dn)b) ∧ (ab)
= (e0a) ∧ (e0b) ∧ (ab) + d2(na) ∧ (nb) ∧ (ab)
+d(ab) ∧ {(e0a) ∧ (nb)− (e0b) ∧ (na)}
= (ab) ∧ ((ab) · I3)− d(ab) ∧K2 + d2J3.
Thus we get (3.4) for affine plane. When n = 0, then J3 is the plane at infinity.

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Definition 9. The map
F : x0e0 + x 7→ (e0x) ∧ ((e0x) · J3)− x0(e0x) ∧K2 + x20I3 (3.5)
is called the Plu¨cker representation of the point. The plane (n, d) can be repre-
sented by vector de0 + n; for the plane, the map
F ′ : de0 + n 7→ n⊥ ∧ (n⊥ · I3) + dn⊥ ∧K2 + d2J3 (3.6)
is called the Plu¨cker representation of the plane.
Remark. The Plu¨cker representations of points and points at infinity e0, e1,
e2, e3 are respectively E123,E12′3′ ,E23′1′ ,E31′2′ . Furthermore,
F(x0e0 + x) = F(x0e0) + F(x)− ((x0e0)x) ∧K2,
F ′(de0 + n) = F ′(de0) + F ′(n) + (dn⊥) ∧K2.
(3.7)
Definition 9 relies upon the specific Witt decomposition I3⊕J3. The following
property gives an alternative definition of F that is independent of the Witt
decomposition.
Proposition 7. Let X, a1, a2, a3 be a basis of R
3. Then
F(X) = (Xa1) ∧ (Xa2) ∧ (Xa3)
[Xa1a2a3]
. (3.8)
In particular, F(X) is independent of the choice of a1, a2, a3 as long as the latter
forms a basis of the 4-space together with X. Furthermore,
F ′ = (∧3J ) ◦ F . (3.9)
Proof. (3.9) is obvious by (3.5) and (3.6). We only need to prove (3.8). When
X is an affine point, by definition,
F(X) = (Xe1) ∧ (Xe2) ∧ (Xe3)
[Xe1e2e3]
.
For i = 1, 2, 3, let ai = diX+ c1ie1 + c2ie2 + c3ie3. Then det(cji)i,j=1..3 6= 0, as
(X a1 a2 a3) = (X e1 e2 e3)
(
1 dT
0 C
)
,
where dT = (d1, d2, d3), and C = (cji)i,j=1..3. By direct verification,
(Xa1) ∧ (Xa2) ∧ (Xa3)
[Xa1a2a3]
=
det(C)(Xe1) ∧ (Xe2) ∧ (Xe3)
det(C)[Xe1e2e3]
.
When X is a point at infinity, let X = λx, where x is a unit vector, and
let x, a,b be an orthonormal basis of the 3-space spanned by e1, e2, e3, then
[Xe0ab] = −λ. By definition,
F(X) = λ2(e0x) ∧ ((e0x) · (ab ∧ bx ∧ xa)) = (Xe0) ∧ (Xb) ∧ (Xa)
[Xe0ba]
.

The following proposition answers the following question: Given F(X) for
X = x0e0 + x, how to recover X?
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Proposition 8. For any X = x0e0 + x ∈ R4, and any Π = de∗0 + n∗ ∈ (R4)∗,
F(X) ·K2 = −2x0(e0x),
F ′′(Π) ·K2 = −2d (e∗0n∗). (3.10)
Proof. Let x = x1e1 + x2e2 + x3e3, then
F(X) ·K2 =
3∑
i=1
xi(Ei ∧ (e0x)) · J3 − 3x0(e0x) + x0
3∑
i=1
xiEi = −2x0(e0x).
The second result can be proved similarly. 
The following is on the covariance of F(X): if X ∈ R4 undergoes a general
linear transformation, how does F(X) change in Λ3(R3,3) accordingly?
Proposition 9. Let A be a non-singular linear transformation in the 4-space
spanned by e0, e1, e2, e3. Then for any vector X = x0e0 + x of the 4-space,
det(A)F(AX) = ∧3(∧2A)F(X), (3.11)
and
det(A)F ′(A−TX) = ∧3(J ◦ (∧2A−T ) ◦ J )F ′(X). (3.12)
Proof. Without loss of generality, let X represent an affine point in space,
then
∧3(∧2A)F(X) = (∧
2A)(Xe1) ∧ (∧2A)(Xe2) ∧ (∧2A)(Xe3)
[Xe1e2e3]
= det(A)
(AX)(Ae1) ∧ (AX)(Ae2) ∧ (AX)(Ae3)
[(AX)(Ae1)(Ae2)(Ae3)]
= det(A)F(AX).
(3.12) is obvious from (3.11), where A−T is the induced linear transformation
in the vector space of planes. 
Alternatively, a plane (n, d) can be represented by a 3-vector in Λ(R4). Let
n = ae1 + be2 + ce3, then Π = de
∗
0 + ae
∗
1 + be
∗
2 + ce
∗
3 represents the plane. A
point X = x0e0 + x1e1 + x2e2 + x3e3 is on the plane if and only if X ∨Π = 0,
i.e., x0d+ x1a+ x2b + x3c = 0.
Proposition 10. Let A ∈ GL(4) act upon R4. In Λ3(R4) and Λ2(R3,3), the two
matrices ∧3A = det(A)A−T and B = ∨2(∧3A) satisfy
det(B) = (det(det(A)A−T ))3 = det(A)9. (3.13)
Let n∗ = ae∗1+ be
∗
2+ ce
∗
3. When Π = de
∗
0+n
∗ is an affine plane not through
the origin, then dn∗ 6= 0, and the plane meets the following three planes passing
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through the origin: e∗1, e
∗
2, e
∗
3, so lines Πe
∗
i for i = 1, 2, 3 form a basis of the
3-space of lines on plane Π . By (2.12),
(Πe∗1) ∧ (Πe∗2) ∧ (Πe∗3)
= (de23 − be03 + ce02) ∧ (de31 + ae03 − ce01) ∧ (de12 − ae02 + be01)
= d3J3 + d
2{ae23 ∧ (e02 ∧ e31 + e03 ∧ e12) + be31 ∧ (e01 ∧ e23 + e03 ∧ e12)
+ce12 ∧ (e01 ∧ e23 + e02 ∧ e31)}
+d(ae23 + be31 + ce12) ∧ {(ae02 ∧ e03 + be03 ∧ e01 + ce01 ∧ e02}
= d3J3 + d
2(e∗0Π) ∧K2 + d(e∗0Π) ∧ {(e∗0Π) · I3}.
Removing the common factor d, we get the following alternative form of (3.4):
(e∗0Π) ∧ ((e∗0Π) · I3) + d(e∗0Π) ∧K2 + d2J3. (3.14)
When Π passes through the origin, then d = 0, and (3.14) still represents the
plane. When Π is the plane at infinity, then Π = de∗0, so e
∗
0Π = 0, and (3.14)
once again represents the plane.
Definition 10. When a plane (n, d) is represented by a 3-vector Π = de∗0+n
∗,
the map
F ′′ : de∗0 + n∗ 7→ (e∗0Π) ∧ ((e∗0Π) · I3) + d(e∗0Π) ∧K2 + d2J3 (3.15)
is called the dual Plu¨cker representation of the plane.
Remark.
F ′′(de∗0 + n∗) = F ′′(de∗0) + F ′′(n∗) + ((de∗0)n∗) ∧K2. (3.16)
Lemma 8. For the plane (n, d) represented by 3-vector Π = de∗0 + n
∗,
d = Πe∗1e
∗
2e
∗
3 = Π ∨ e∗1 ∨ e∗2 ∨ e∗3. (3.17)
Lemma 9. Let A ∈ GL(4) act upon R4. Then in R3,3,
∧2A = det(A) (∨2A−T ). (3.18)
Proof. Let A = (a0 a1 a2 a3). On one hand, ∧2A(e0i) = A(e0) ∧A(ei) =
a0 ∧ ai, and ∧2A(eij) = ai ∧ aj . On the other hand, for positive permutation
ijk of 123,
∨2A−T (e0i) = ∨2(det(A)−1 ∧3A)(e∗j ∨ e∗k)
= det(A)−2(a0 ∧ ak ∧ ai) ∨ (a0 ∧ ai ∧ aj)
= det(A)−1a0 ∧ ai;
∨2A−T (eij) = ∨2(det(A)−1 ∧3A)(e∗0 ∨ e∗k)
= − det(A)−2(ai ∧ aj ∧ ak) ∨ (a0 ∧ ai ∧ aj)
= det(A)−1ai ∧ aj . 
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Proposition 11. For X ∈ R4 and Π ∈ Λ3(R4),
F(X) · F ′′(Π) = −[XΠ ]2. (3.19)
Proof. Let X = x0e0 + x and Π = de
∗
0 + n
∗, then
F(X) · F ′′(Π) = (F(X) + x20F(e0)− x0(e0x) ∧K2)
·(F ′′(n∗) + d2F ′′(e∗0) + d(e∗0n∗) ∧K2)
= − (x · n)2 − x20d2 − 2x0d (x · n)
= − [XΠ ]2. 
The proof of the following proposition is similar to those of Proposition 7
and Proposition 9, and is omitted.
Proposition 12. Let Π, a∗1, a
∗
2, a
∗
3 be a basis of (R
4)∗. Then
F ′′(Π) = (Πa
∗
1) ∧ (Πa∗2) ∧ (Πa∗3)
Πa∗1a
∗
2a
∗
3
. (3.20)
In particular, F ′′(Π) is independent of the choice of a∗1, a∗2, a∗3 as long as the
latter forms a basis of the 4-space together with Π.
Let A be a non-singular linear transformation in R4. It induces a linear
transformation A−T = det(A)−1 ∧3A in (R4)∗. For any Π = de∗0 +n∗ ∈ (R4)∗,
det(A−T )F ′′(A−TΠ) = ∧3(∨2A−T )F ′′(Π). (3.21)
Below we extend the previous results from GL(4) to GD(4). The following is
a simple fact from linear algebra on the influence of coordinate transformations
in R4 upon the matrix form of A : R4 −→ (R4)∗.
Proposition 13. Let C = (c0 c1 c2 c3) ∈ GL(4) be a coordinate transformation
in R4, and let A be an invertible linear mapping from R4 to (R4)∗, whose matrix
form with respect to the basis ei’s of R
4 and e∗j ’s of (R
4)∗ is A4×4. Then with
respect to the basis ci’s of R
4 and its dual basis c∗j ’s of (R
4)∗, where c∗j =
(∧3C)e∗j/ det(C), the matrix form of A is CTA4×4C.
Proof. The coordinate transformation C in R4 induces the following coordi-
nate transformation in Λ3(R4):
(∧3C)e∗i =
3∑
j=0
det(C)(C−T )jie
∗
j . (3.22)
Let Aei =
∑3
j=0 aije
∗
j , and let ci = (c0i, c1i, c2i, c3i)
T . Then
Aci =
3∑
k=0
ckiAek =
3∑
j,k=0
ckiajke
∗
j = det(C)
−1
3∑
j,k,l=0
ckiajk(C
T )lj(∧3C)e∗l
=
3∑
l=0
(CTAC)lic
∗
l .
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
Notation. For any A4×4 = (aij)ij,=0..3, denote its 2× 2 minor composed of
the u, v rows and p, q columns by Auvpq , i.e.,
Auvpq :=
∣∣∣∣aup auqavp avq
∣∣∣∣ . (3.23)
Let A ∈ GD(4), i.e., a non-singular linear map from R4 to (R4)∗. Let the
matrix form of A with respect to the basis e0, e1, e2, e3 of R
4 and the dual basis
e∗0, e
∗
1, e
∗
2, e
∗
3 of (R
4)∗ be A4×4 = (a0 a1 a2 a3), where ai = (a0i, a1i, a2i, a3i)
T .
Then Aei = a
∗
i :=
∑3
j=0 ajie
∗
j , and
(∨2A)(eij) = a∗i a∗j =
∑
0≤p<q≤3
Apqij ers, (3.24)
where pqrs is a positive permutation of 0123.
Lemma 10. For the 4 × 4 identity matrix I4×4 representing an element of
GD(4), ∨2I4×4 = J .
Proposition 14. LetA ∈ GD(4) have matrix form A4×4, and Let B ∈ GL(3, 3)
be the matrix form of ∨2A. When matrix A4×4 is taken as a linear transforma-
tion of R4, then ∧2A4×4 has the matrix form JB ∈ GL(3, 3).
Proof. Let A˜ be the non-singular linear transformation in R4 having the same
matrix form A4×4 = (a0 a1 a2 a3) with A. Then the matrix form B˜ of ∧2A˜ is
given by
(∧2A˜)(eij) =
∑
0≤p<q≤3
Apqij epq. (3.25)
Obviously B˜ = JB. 
Proposition 15. Let A ∈ GD(4). Then for any X ∈ R4,
det(A)F ′′(AX) = ∧3(∨2A)F(X). (3.26)
Proof. We have
∧3(∨2A)F(X) = (AX)(Ae1) ∧ (AX)(Ae2) ∧ (AX)(Ae3)
[Xe1e2e3]
.
Since (Ae0)(Ae1)(Ae2)(Ae3) = a
∗
0a
∗
1a
∗
2a
∗
3 = det(A)e
∗
0e
∗
1e
∗
2e
∗
3 = det(A), we
have det(A)[Xe1e2e3] = (AX)(Ae1)(Ae2)(Ae3). On the other hand,
F ′′(AX) = (AX)(Ae1) ∧ (AX)(Ae2) ∧ (AX)(Ae3)
(AX)(Ae1)(Ae2)(Ae3)
.

For any U ∈ Pinsp(3, 3), ∧3Ad∗
U
maps a null vector to a null vector. If
U ∈ Spin(3, 3) ∪ T Spin(3, 3), then ∧3Ad∗
U
maps the set of null 3-spaces repre-
senting points to the same set; if U ∈ Spin−(3, 3) ∪ T Spin−(3, 3), then ∧3Ad∗
U
interchanges the set of null 3-spaces representing points and the set of null 3-
spaces representing planes.
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Lemma 11. For any X ∈ R4 and Π ∈ (R4)∗,
F(X) · I3,3 = F(X), F ′′(Π) · I3,3 = −F ′′(Π). (3.27)
Furthermore, for any P ∈ R3,3, Ad∗
I3,3
P = −P.
Given a null 3-vector, (3.27) can be used to determine whether it represents
a point or plane of E3.
Notation. For two algebraic elements a,b, if they differ by scale, we write
a
∗
=b. (3.28)
In Λ3(R3,3), the representation of a point or plane by a null 3-vector is unique
up to scale. So Ad∗
I3,3
leaves each point and plane of E3 invariant, and induces the
projective transformation represented by the the identity transformation I4×4 of
R
4. As a consequence, the adjoint action of Pinsp(3, 3) upon the null 3-vectors of
Λ3(R3,3) induces a quadruple-covering homomorphism upon the group PR(3),
and the kernel is composed of 4 elements: ±1, ±I3,3.
Definition 11. For U ∈ Pinsp(3, 3), The 4 × 4 matrix representation of Ad∗
U
refers to a matrix form of the linear map induced by Ad∗
U
via the null 3-vector
representation of points and planes, from R4 to R4 or (R4)∗. The matrix form is
unique up to scale.
As Pinsp(3, 3) double covers RL(3, 3), any element B ∈ RL(3, 3) also has
4 × 4 matrix representation. By the covariance of F and F ′′, the 4 × 4 matrix
representation after rescaling is mapped to one of ±B by the Plu¨cker transform
or dual Plu¨cker transform. We study how to compute the 4 × 4 matrix form
A of B. Without loss of generality, let B ∈ SO0(3, 3). Then B is the image of
A ∈ SL(4) under the Plu¨cker transform.
Notations used only in this section. Denote
P (0) := 123, P (1) := 12′3′, P (2) := 23′1′, P (3) := 31′2′. (3.29)
Let ijk be a positive permutation of 123, denote
Q(i) := j′k′, Q(ij) := k′. (3.30)
Proposition 16. Let A = (a1 a2 a3 a4) = (apq)p,q=0..3 ∈ SL(4), and let B =
(bαβ)α,β=1,2,3,1′,2′,3′ be the matrix of ∧2A with respect to the basis E1,E2,E3,
E1′ ,E2′ ,E3′ , i.e., for 1 ≤ i, j ≤ 3, let ipq and juv be both positive permutations
of 123, then
bij = A
0i
0j , bi′j = A
pq
0j , bij′ = A
0i
uv, bi′j′ = A
pq
uv. (3.31)
Denote by Buvwpqr the 3× 3 minor formed by the u, v, w rows and p, q, r columns
of B. Then for any 0 ≤ i, j ≤ 3,
det(A)a2ij = B
P (i)
P (j). (3.32)
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Proof. Without loss of generality, consider j = 1. The following diagram
commutes:
e1
F−→ E12′3′
| |
A| | ∧3B
↓ ↓
a1
det(A)F−→ C3
(3.33)
where
C3 = det(A){a201I3 − a01(e0a1) ∧K2 + (e0a1) ∧ ((e0a1) · J3)}
= det(A){a201E123 + a01a11(E313′ −E122′) + a01a21(E121′ −E233′)
+a01a31(E232′ −E311′) + a211E12′3′ + a221E23′1′ + a231E31′2′
+a11a21(E13′1′ +E22′3′) + a11a31(E11′2′ +E32′3′) + a21a31(E21′2′ +E33′1′)}.
(3.34)
Since ∧3B(E12′3′) =
∑
ijk B
ijk
12′3′Eijk, by comparing the coefficients of E123,
E12′3′ ,E23′1′ ,E31′2′ in this expression and in C3, we get
B12312′3′ = det(A)a
2
01, B
12′3′
12′3′ = det(A)a
2
11,
B23
′1′
12′3′ = det(A)a
2
21, B
31′2′
12′3′ = det(A)a
2
31. 
Remark. By (3.32), a matrix B ∈ SO(3, 3) is in SO0(3, 3) if and only if
B
P (i)
P (j) ≥ 0 for all 0 ≤ i, j ≤ 3.
Proposition 17. Let ijk be a positive permutation of 123, and let l be one of
0,1,2,3, then
det(A)a0lail = −Bijj
′
P (l) = −Bikk
′
P (l),
det(A)ailajl = B
iQ(j)
P (l) = B
Q(i)j
P (l) ;
det(A)al0ali = −BP (l)ijj′ = −BP (l)ikk′ ,
det(A)alialj = B
P (l)
iQ(j) = B
P (l)
Q(i)j .
(3.35)
Proof. Without loss of generality, consider l = 1. In the diagram (3.33), by
comparing the coefficients ofE122′ ,E313′ ,E121′ ,E233′ ,E311′ ,E232′ in
∑
Bijk12′3′Eijk
and C3 of (3.34), we get the first line of (3.35) for l = 1. By comparing the co-
efficients of E13′1′ ,E22′3′ ,E11′2′ ,E32′3′ ,E21′2′ ,E33′1′ , we get the second line of
(3.35) for l = 1. When replacing A with AT , by the trivial fact
∧2(AT ) = (∧2A)T , (3.36)
we get the last two lines of (3.35). 
Proposition 18. Let ijk and pqr be both positive permutations of 123, then
det(A)(a0paiq + a0qaip) = −Bijj
′
pQ(q) −Bijj
′
Q(p)q = −Bikk
′
pQ(q) −Bikk
′
Q(p)q,
det(A)(aipajq + aiqajp) = B
iQ(j)
pQ(q) +B
iQ(j)
Q(p)q = B
Q(i)j
pQ(q) +B
Q(i)j
Q(p)q.
(3.37)
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Proof. Without loss of generality, consider i = 1 and j = 2. The following
diagram commutes:
e1 + e2
F−→ E12′3′ +E23′1′ +E13′1′ +E22′3′
| |
A| | ∧3B
↓ ↓
a1 + a2
det(A)F−→ D3
(3.38)
where for C3 of (3.34),
D3 = C3 + det(A){2a01a02E123 + (a01a12 + a02a11)(E313′ −E122′)
+(a01a22 + a02a21)(E121′ −E233′) + (a01a32 + a02a31)(E232′ −E311′)
+2a11a12E12′3′ + 2a21a22E23′1′ + 2a31a32E31′2′
+(a11a22 + a12a21)(E13′1′ +E22′3′) + (a11a32 + a12a31)(E11′2′ +E32′3′)
+(a21a32 + a22a31)(E21′2′ +E33′1′)}.
(3.39)
Since ∧3B(E13′1′ + E22′3′) =
∑
ijk(B
ijk
13′1′ + B
ijk
22′3′)Eijk, by comparing the
coefficients of E313′ ,E122′ ,E121′ ,E233′ ,E232′ ,E311′ ,E13′1′ ,E22′3′ ,E11′2′ ,E32′3′ ,
E21′2′ ,E33′1′ in this expression and in D3−C3, we get for positive permutation
pqr of 123 the following:
det(A)(a01ap2 + a02ap1) = −Bpqq
′
13′1′ −Bpqq
′
22′3′ = −Bprr
′
13′1′ −Bprr
′
22′3′ ,
det(A)(ap1aq2 + aq2ap1) = B
pr′p′
13′1′ +B
pr′p′
22′3′ = B
q′r′q
13′1′ +B
q′r′q
22′3′ .

The 4 × 4 matrix representation A4×4 = (apq)p,q=0..3 of B ∈ SO0(3, 3) is
given explicitly by (3.32), (3.35), and (3.37) as following: one entry of the first
row of A must be nonzero, say a0q0 6= 0 for some 0 ≤ q0 ≤ 3. From (3.32) we get
a20q0 ; from a0q0 and (3.35) we get aiq0 for all 1 ≤ i ≤ 3, and a0q for all q 6= q0.
From a0q0aiq + aiq0a0q of (3.37) we get the rest components aiq of A. The last
step can be made more explicit as follows.
By
a0paiq − a0qaip = A0ipq = bir′ ,
aipajq − aiqajp = Aijpq = bk′r′ ,
we get
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Proposition 19.
2a0paiq = −Bijj
′
pQ(q) −Bijj
′
Q(p)q + biQ(pq) det(A)
= −Bikk′pQ(q) −Bikk
′
Q(p)q + biQ(pq) det(A),
2a0qaip = −Bijj
′
pQ(q) −Bijj
′
Q(p)q − biQ(pq) det(A)
= −Bikk′
pQ(q) −Bikk
′
Q(p)q − biQ(pq) det(A),
2aipajq = B
iQ(j)
pQ(q) +B
iQ(j)
Q(p)q + bQ(ij)Q(pq) det(A)
= B
Q(i)j
pQ(q) +B
Q(i)j
Q(p)q + bQ(ij)Q(pq) det(A),
2aiqajp = B
iQ(j)
pQ(q) +B
iQ(j)
Q(p)q − bQ(ij)Q(pq) det(A)
= B
Q(i)j
pQ(q) +B
Q(i)j
Q(p)q − bQ(ij)Q(pq) det(A).
(3.40)
4 From reflections in R3,3 to rigid-body motions in E3
Any non-null vector X ∈ R3,3 generate a reflection of R3,3 by its adjoint action.
The induced action in the null 3-spaces interchanges points and planes, so it is
a 3-D projective polarity from R4 to (R4)∗.
Notations. For any x = (x, y, z) ∈ R3, denote
E(x) := xE1 + yE2 + zE3,
E′(x) := xE′1 + yE
′
2 + zE
′
3.
(4.1)
Definition 12. Any vector X ∈ R3,3 must be of the form E(x) + E′(y) for
x,y ∈ R3. The vector (
x
y
)
= (x,y)T ∈ R3 × R3 (4.2)
is called the screw form of vector X.
One advantage of the screw form is its capability of representing two different
inner products simultaneously by the same dot symbol with no ambiguity. On
one hand, R3 is naturally equipped with the standard Euclidean inner product.
On the other hand, the inner product of two vectors X1 = E(x1) + E
′(y1)
and X2 = E(x2) + E
′(y2) of R
3,3 is denoted by the same dot symbol. The two
inner products are distinguished by the participating vectors, with the lower-case
letters denoting vectors of R3, while the capitals denoting vectors of R3,3.
We have
X1 ·X2 =
(
x1
y1
)
·
(
x2
y2
)
= x1 · y2 + y1 · x2. (4.3)
Vector X1 is invertible if and only if x1 · y1 6= 0. In Λ(R4), E′(x) is the dual of
E(x). In R3,3,
E(x) · E′(y) = x · y. (4.4)
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Notations. For two vectors x,y ∈ R3, x·y and x×y are the usual Euclidean
inner product and vector cross product in vector algebra. For a 3 × 3 matrix
M = (m1 m2 m3) where each mi ∈ R3, denote
x×M := (x×m1 x×m2 x×m3). (4.5)
Alternatively, matrix x×M is defined by
(x ×M)y = x× (My), for y ∈ R3. (4.6)
For example, when x = (x, y, z)T ,
x× I3×3 =

 0 −z yz 0 −x
−y x 0

 . (4.7)
Let U = (x,y)T ∈ R3,3 be invertible, then for any V = (p,q)T ∈ R3,3,
Ad∗
U
(V) = V − 2V ·U
U ·UU =


p− x · q+ p · y
x · y x
q−
x · q+ p · y
x · y y

 . (4.8)
By direct computation, we get
Proposition 20. For invertible U = (x,y)T ∈ R3,3,
(∧3Ad∗
U
)J3 = −F(x)
x · y , (∧
3Ad∗
U
)F(x) = −(x · y)J3. (4.9)
In other words, the plane at infinity is mapped to the point at infinity x by the
adjoint action of U. Furthermore, with respect to the basis ei of R
4 and e∗j of
(R4)∗, the 4× 4 matrix form of Ad∗
U
of unit determinant is
± 1√|x · y|
(
0 −yT
y x× I3×3
)
. (4.10)
The matrix is skew-symmetric. Its inverse-transpose is
± 1√|x · y|
(
0 −xT
x y × I3×3
)
. (4.11)
Ad∗
U
induces an affine transformation of E3 if and only if it preserves the
plane at infinity. In Λ(R3,3), the plane at infinity is represented by J3 = E1′2′3′ .
The following is a direct corollary of the above proposition.
Corollary 2. Let Ui = (xi,yi)
T ∈ R3,3 for i = 1, 2 be invertible. Then Ad∗
U1U2
induces an affine transformation of E3 if and only if x1×x2 = 0. If x1 = x2 = x,
then the affine transformation is volume-preserving if and only if x ·y1 = x ·y2.
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Definition 13. Any element M ∈ Λ2(R4) = R3,3 induces a linear transforma-
tion of R4 as following:
L(M) : X ∈ R4 7→M ·X ∈ R4, (4.12)
where the inner product is in Cl(R4). It is called the bilinear form of vector
M ∈ R3,3.
The matrix form of the transformation L(M) is obviously skew-symmetric.
The following lemma is by direct verification:
Lemma 12. For any M = (x,y)T ∈ Λ2(R4),
L
((
x
y
))
= −
(
0 −xT
x y × I3×3
)
. (4.13)
When M ∈ R3,3 is invertible, the above matrix is exactly the 4 × 4 matrix of
Ad∗
M
from the space of planes (R4)∗ to the space of points R4.
The inner product in the space of 4 × 4 matrices is that of the embedded
space R16 of components. For any M1,M2 ∈ R3,3,
L(M1) · L(JM2) := tr
(
(L(M1))T (L(JM2))
)
= 2(M1 ·M2). (4.14)
Corollary 3. Let M = (x,y)T ∈ R3,3. When x · y 6= 0, then ker(L(M)) = 0;
when x · y = 0 but x,y are not both zero, then ker(L(M)) is the 2-space of R4
containing all the projective points of the line with Plu¨cker coordinates (x,y)T .
An element of Spin(3, 3) in factored form with respect to the Clifford product
has the following nice property:
Proposition 21. Let U = V1V2 · · ·Vr ∈ Pin(3, 3), where each Vi ∈ R3,3 is
invertible. Let U˜ be obtained from U by replacing the odd-positioned vector fac-
tors Vr,Vr−2, . . . counted from the right in the product with JVr,JVr−2, . . ..
Let the result be U˜ =W1W2 · · ·Wr. Then the 4× 4 matrix form of Ad∗U is up
to scale that of the following transformation:
X ∈ R4 7→W1 · (W2 · (· · · · (Wr ·X))) ∈ R4, (4.15)
where the inner product is in Cl(R4).
Definition 14. Let U = X1X2 · · ·Xr ∈ Pin(3, 3). The inverse-transpose of U
is the following element of Pin(3, 3):
UJ := (JX1)(JX2) · · · (JXr). (4.16)
Lemma 13. Let U ∈ Pin(3, 3). Then as matrices in O(3, 3),
(Ad∗
U
)−T = Ad∗
UJ
. (4.17)
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Proof. For anyM ∈ O(3, 3),MTJM = J . SoM−T = JMJ . ForM = Ad∗
U
,
for any X ∈ R3,3,
M−TX = J (M(XJ )) = Ad∗
UJ
((XJ )J ) = Ad∗
UJ
X. 
Below we investigate 3-D projective transformations induced by two reflec-
tions in R3,3. Let U = (x1,y1)
T and V = (x2,y2)
T , then Ad∗
UJV
has the
following 4× matrix form up to scale:
−
(
0 −x1T
x1 y1 × I3×3
)(
0 −y2T
y2 x2 × I3×3
)
=
(
x1 · y2 (x1 × x2)T
−y1 × y2 (x2 · y1)I3×3 + x1y2T − x2y1T
)
.
(4.18)
The resulting matrix has trace 2(x1 · y2 + x2 · y1), so it is in sl(4) if and only if
U ·V = 0.
When x1 = x2 = x, (4.18) becomes(
x · y2 0
−y1 × y2 (x · y1)I3×3 + x(y2 − y1)T
)
. (4.19)
For x = e1, and y1 = z1e1 + z2e2, and y2 = y1e1 + y2e2 + y3e3, (4.19) becomes

y1 0 0 0
−z2y3 y1 y2 − z2 y3
z1y3 0 z1 0
z2y1 − z1y2 0 0 z1

 , (4.20)
where the submatrix A composed of the last three rows and the last three
columns is upper-triangular. A is orthogonal if and only if
y1 = ±z1, y3 = 0, y2 = z2,
i.e., either y1 = y2 or y2 = −z1e1 + z2e2. In the former case, (4.20) equals I4×4
up to scale; in the latter case, (4.20) becomes
−z1


1 0 0 0
0 1 0 0
0 0 −1 0
2z2 0 0 −1

 . (4.21)
The 3× 3 submatrix composed of the last three rows and the last three columns
represents a rotation of angle π about the axis in direction e1 and passing through
point z2e3. Thus we get the following:
Proposition 22. Let x ∈ R3 be nonzero, and y ∈ R3 satisfies x · y = 0. The
rotation of angle π about the axis passing through point y in direction x is gen-
erated by two reflections induced by the following vectors sequentially (from right
to left): (
x
λx+ x× y
)
,
(
x
−λx+ x× y
)
, (4.22)
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where λ 6= 0 and is arbitrary. Except for such rotations in E3, no other rigid-body
motion is generated by two reflections in R3,3.
There are five kinds of 2-planes in R3,3 that are spanned by invertible vectors,
classified by the signature of the 2-plane: R2,0,0, R0,2,0, R1,0,1, R0,1,1, R1,1,0. We
use them to give the normal form of any element of SL(4) that is the product
of two invertible skew-symmetric matrices, under the matrix similarity transfor-
mations of SL(4).
Definition 15. Two matricesM,N ∈ SL(4) are said to be conjugate in SL(4),
if there exists a matrix C ∈ SL(4) such that M = CNC−1.
Lemma 14. Let U,U0,V,V0 ∈ R3,3 be invertible, such that U2 = U20, and
U ∧ V has the same signature with U0 ∧ V0. Then there exists g ∈ SO0(3, 3)
such that g(U) = U0, and g(V) ∈ U0 ∧V0.
Proof. Obviously there are two 4-spaces V4 and V40 of R3,3, each having
signature R2,2, such that U,V ∈ V4 and U0,V0 ∈ V40 , and the orthogonal map
h defined on U ∧V by h(U) = U0 and h(V) ∈ U0 ∧V0 can be extended to an
orthogonal map from V4 to V40 , still denoted by h.
Let V2 be the orthogonal complement of V4 in R3,3, and let V20 be the or-
thogonal complement of V40 in R3,3. Let v+,v− be an orthogonal basis of V2
such that v2+ = 1 and v
2
− = −1, and let v0+,v0− be an orthogonal basis of V20
such that v20+ = 1 and v
2
0− = −1. Extend h to an orthogonal transformation of
R
3,3 by setting h(v+) = v0+ and h(v−) = v0−. Set g = h on V4, and
– if h is the composition of the reflections with respect to even number of
positive vectors and even number of negative vectors, set g(v+) = v0+ and
g(v−) = v0−;
– if h is the composition of the reflections with respect to odd number of
positive vectors and odd number of negative vectors, set g(v+) = −v0+ and
g(v−) = −v0−;
– if h is the composition of the reflections with respect to even number of
positive vectors and odd number of negative vectors, set g(v+) = v0+ and
g(v−) = −v0−;
– if h is the composition of the reflections with respect to odd number of
positive vectors and even number of negative vectors, set g(v+) = −v0+ and
g(v−) = v0−.
Then g is the composition of the reflections with respect to even number of
positive vectors and even number of negative vectors, so g ∈ SO0(3, 3). 
Lemma 15. Let U = X1X2 . . .X2k ∈ Spin(3, 3), where each Xi ∈ R3,3 is
invertible. Let g ∈ SO0(3, 3) be the Plu¨cker transform of G ∈ SL(4). Denote
g(U) := (gX1)(gX2) . . . (gX2k). Let the 4× 4 matrix forms of Ad∗U and Ad∗g(U)
be A,C ∈ SL(4) respectively. Then
A = GCG−1. (4.23)
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Proof. Denote gXi = Yi for 1 ≤ i ≤ 2k. Let g = Ad∗W for some W ∈
Spin0(3, 3), then g
−1 = Ad∗
W−1
. We have
Ad∗
U
(X) = (g−1(Y1Y2 · · ·Y2k))X(g−1(Y1Y2 · · ·Y2k))−1
=W(Y1Y2 · · ·Y2k)W−1XW(Y1Y2 · · ·Y2k)−1W−1
= (Ad∗
W
◦Ad∗
g(U) ◦Ad∗W−1)X. 
Proposition 23. LetA be the product of two skew-symmetric matrices of SL(4).
Then A is conjugate in SL(4) to one and only one of the following block diagonal
matrices up to scale:
1. 

c −s 0 0
s c 0 0
0 0 c −s
0 0 s c

 , where c = cos θ, and s = sin θ 6= 0. (4.24)
2. 

c s 0 0
−s c 0 0
0 0 c −s
0 0 s c

 , where c = cos θ, and s = sin θ 6= 0. (4.25)
3. 

1 −λ 0 0
0 1 0 0
0 0 1 0
0 0 λ 1

 , where λ 6= 0. (4.26)
4. 

1 λ 0 0
0 1 0 0
0 0 1 0
0 0 λ 1

 , where λ 6= 0. (4.27)
5.
diag(λ−1, λ−1, λ, λ), where λ > 0. (4.28)
6.
diag(λ−1, λ−1,−λ,−λ), where λ > 0. (4.29)
Proof.WhenA = ±I4×4, then it belongs to the class (4.28). Below we assume
A 6= ±I4×4. ThenAmust be the 4×4 matrix form of Ad∗UV for some unit vectors
U,V ∈ R3,3, where U ∧V 6= 0.
Case 1. If U ∧V has signature R2,0,0, choose
V0 =
1√
2
(
e2
e2
)
, U0 =
c√
2
(
e2
e2
)
+
s√
2
(
e3
e3
)
, (4.30)
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where c = cos θ, and s = sin θ 6= 0. They are both unit vectors, and U0 ∧ V0
has signature R2,0,0. By Lemma 14, there exists an element g ∈ SO0(3, 3) such
that g(V) = V0, and g(U) ∈ V0 ∧
(
e3
e3
)
. Obviously there exists a parameter θ
such that g(U) = U0. So the 4× 4 matrix form of Ad∗UV is conjugate in SL(4)
to that of Ad∗
U0V0
. By (4.18), the 4× 4 matrix form of Ad∗
U0V0
is (4.24).
Case 2. If U ∧V has signature R0,2,0, then choose unit vectors
V0 =
1√
2
(
e2
−e2
)
, U0 =
c√
2
(
e2
−e2
)
+
s√
2
(
e3
−e3
)
, (4.31)
where c = cos θ, and s = sin θ 6= 0. Obviously U0 ∧V0 has signature R0,2,0, so
an element g ∈ SO0(3, 3) maps V to V0, and maps U to U0 for some parameter
θ. The 4× 4 matrix form of Ad∗
U0V0
is (4.25).
Case 3. If U ∧V has signature R1,0,1, then choose unit vectors
V0 =
1√
2
(
e2
e2
)
, U0 =
1√
2
(
e2
e2
)
+
λ√
2
(
e3
0
)
, (4.32)
where λ 6= 0. Since U0∧V0 has signature R1,0,1, an element g ∈ SO0(3, 3) maps
V to V0, and maps U to U0 for some parameter λ. The 4 × 4 matrix form of
Ad∗
U0V0
is (4.26).
Case 4. If U ∧V has signature R0,1,1, then choose unit vectors
V0 =
1√
2
(
e2
−e2
)
, U0 =
1√
2
(
e2
−e2
)
+
λ√
2
(
e3
0
)
, (4.33)
where λ 6= 0. The 4× 4 matrix form of Ad∗
U0V0
is (4.27).
Case 5. If U ∧V has signature R1,1,0, there are four subcases: (1) U,V are
both positive, (2) U is negative while V is positive, (3) U is positive while V is
negative, (4) U,V are both negative.
Let V′ ∈ U∧V be a unit vector orthogonal to V. Then V,V′ have opposite
signatures, and U · (V∧V′) is a unit vector of U∧V having opposite signature
to U. Since
UV = U(V ∧V′)(V ∧V′)V = −V2{U · (V ∧V′)}V′,
we have Ad∗
UV
= Ad∗{U·(V∧V′)}V′ . So we only need to consider the first two
subcases by assuming V2 = 1. Then (V′)2 = −1. Let U = aV + bV′ where
b 6= 0. Then |a2 − b2| = 1, so a 6= ±b.
Choose unit vectors
V0 =
1√
2
(
e1
e1
)
, V′0 =
1√
2
(
e1
−e1
)
. (4.34)
An element g ∈ SO0(3, 3) maps V to V0, and maps V′ to V′0, so it maps UV
up to scale to (
(a+ b)e1
(a− b)e1
)(
e1
e1
)
. (4.35)
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The 4× 4 matrix form of the adjoint action of (4.35) is
diag(a+ b, a+ b, a− b, a− b). (4.36)
Let λ =
√∣∣∣a−ba+b
∣∣∣. Then λ > 0.
Subcase 5.1. When U2 = 1, then a2 − b2 = 1. The 4 × 4 matrix form of the
adjoint action of (4.35) is diag(λ−1, λ−1, λ, λ).
Subcase 5.2. When U2 = −1, then a2 − b2 = −1. The 4 × 4 matrix form of
the adjoint action of (4.35) is diag(λ−1, λ−1,−λ,−λ). 
Remark. When λ 6= 0, then(
x
λx
)(
x
µx
)
= (µ+ λ) + (µ− λ)E(x) ∧E′(x). (4.37)
For different parameters λ, µ, as long as the ratio λ : µ is constant, then
(4.37) gives the same spinor up to scale. In particular, as long as λ 6= 0, then(
x
λx
)(
x
−λx
)
induces the same rotation of angle π about the axis in direction
x at the origin.
The following is a general criterion on the “compressibility” of a spinor in
factored form.
Proposition 24. Let U be the Clifford product of 4 invertible vectors of R3,3.
Then U can be written as the Clifford product of 2 invertible vectors of R3,3 if
and only if 〈U〉4 = 0 and 〈U〉2 has an invertible vector factor.
Proof. Let U = X1X2X3X4 where each vector Xi is invertible. When U =
Y1Y2 for some other two invertible vectors Y1,Y2, the two conditions of the
proposition are obviously true. Conversely, when both conditions hold, then the
Xi are in some 3-space of R
3,3, so 〈U〉2 must be decomposable into the outer
product of two vectors. Let a,b be two invertible vector of 〈U〉2 such that
〈U〉2 = a∧b. We claim that there are two invertible vectors Yi = λia+µib for
i = 1, 2 such that U = Y1Y2.
Expanding U = 〈U〉0 + a ∧ b = (λ1a+ µ1b)(λ2a+ µ2b), we get
λ1µ2 − λ2µ1 = 0,
λ1λ2a
2 + µ1µ2b
2 + a · b(λ1µ2 + λ2µ1) = 〈U〉0. (4.38)
When setting λ2 = 0, then µ2 = λ
−1
1 and µ1 = (〈U〉0 − a · b)λ1b−2, so U =
(a+ (〈U〉0 − a ·b)b−1)b. Since b and U are both invertible, so is Ub−1. 
In the rest of this section, we construct 4-tuples of reflections in R3,3 inducing
rigid-body motions in E3. Affine transformation (4.19) is translation-free if and
only if y1×y2 = 0. Consider the composition of two such affine transformations.
Let
U1 =
(
x1
y1
)
, V1 =
(
x1
z1
)
, U2 =
(
x2
y2
)
, V2 =
(
x2
z2
)
, (4.39)
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where yi = λizi for i = 1, 2 such that λi 6= 1. For simplicity, assume xi · zi = 1
for i = 1, 2.
The 4× 4 matrix form of Ad∗
U
−T
1
V1U
−T
2
V2
is up to scale the following:
(
1 0
0 λ1I3×3 + (1 − λ1)x1z1T
)(
1 0
0 λ2I3×3 + (1 − λ2)x2z2T
)
=
(
1 0
0 M
)
,
(4.40)
where
M = λ1λ2I3×3+λ1(1−λ2)x2z2T+λ2(1−λ1)x1z1T+(1−λ1)(1−λ2)(x2 ·z1)x1z2T .
(4.41)
When M is the rotation matrix

 cos θ − sin θ 0sin θ cos θ 0
0 0 1

 , (4.42)
there is more than one way of constructing the four reflection vectors (4.39).
Option 1. Choose x1 = e1 and x2 = e2. Let z1 = e1 + a2e2 + a3e3 and
z2 = b1e1 + e2 + b3e3. Comparing (4.41) and (4.42), we get
λ1 = cos θ, λ2 = sec θ, a3 = b3 = 0, a2 = b1 = − cot θ
2
. (4.43)
So
U1 =
(
e1
e1 cos θ − e2 cos θ cot θ2
)
,
V1 =
(
e1 cos
θ
2
e1 − e2 cot θ2
)
,
U2 =
(
e2
e2 sec θ − e1 sec θ cot θ2
)
,
V2 =
(
e2
e2 − e1 cot θ2
)
.
(4.44)
This 4-tuple of reflection vectors has the strong defect that the following is
required: θ /∈ {0,±π/2}.
Option 2. Set x1 = e1 and x2 = c
′e1 + s
′e2, where c
′2 + s′
2
= 1. Set
z1 = e1 + ae2 and z2 = pe1 + qe2 such that x2 · z2 = cp+ sq = 1. Set y1 = λz1
and y2 = λ
−1z2 for some λ 6= 1. Again by comparing (4.41) and (4.42) and
solving the equations, we get
λ = −1, a = 0, s′ = q = − sin θ
2
, c′ = p = cos
θ
2
. (4.45)
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So
U1 =
(
e1
−e1
)
,
V1 =
(
e1
e1
)
,
U2 =
(
e1 cos
θ
2 − e2 sin θ2
−e1 cos θ2 + e2 sin θ2
)
,
V2 =
(
e1 cos
θ
2 − e2 sin θ2
e1 cos
θ
2 − e2 sin θ2
)
.
(4.46)
This 4-tuple of reflection vectors is perfect. It can be reformulated as follows:
Proposition 25. Let x1,x2 be unit vectors of R
3. The rotation of R3 in the
x1x2 plane with angle 2∠(x1,x2) is generated by four reflections in R
3,3 with
respect to the following invertible vectors sequentially (from right to left):(
x2
−x2
)
,
(
x2
x2
)
,
(
x1
−x1
)
,
(
x1
x1
)
. (4.47)
Remark. The adjoint action of
(
x1
−x1
)(
x1
x1
)
induces the rotation of angle π
in the plane x⊥1 . It is a geometric fact that this rotation followed by the rotation
in the plane x⊥2 leads to the rotation of angle 2∠(x1,x2) in the x1x2 plane.
Next consider the translation by vector t. In the 4 vectors of (4.39), denote
wi = yi − zi for i = 1, 2, and assume xi · zi = 1, then the matrix form of
Ad∗
U
J
1
V1U
J
2
V2
is up to scale the following:
(
1 0
−w1 × z1 (x1 ·w1 + 1)I3×3 − x1w1T
)(
1 0
−w2 × z2 (x2 ·w2 + 1)I3×3 − x2w2T
)
=
(
1 0
f1 f2
)
,
(4.48)
where
f1 = −w1 × z1 − (x1 ·w1)w2 × z2 −w2 × z2 + x1[w1w2z2],
f2 = (x1 ·w1 + 1)(x2 ·w2 + 1)I3×3 − (x1 ·w1 + 1)x2w2T
−(x2 ·w2 + 1)x1w1T + (x2 ·w1)x1w2T .
(4.49)
Notice that in (4.49), vectors z1, z2 occur only in the translation part f1.
That (4.48) is a translation matrix if and only if f2 = I3×3. For simplicity,
choose x1 = x2 = x, and set x = e1.
Option 1. To simplify the expression of f2, let x ·wi = 0 for i = 1, 2. Then
equation f2 = I3×3 becomes
−x(w2 + (x ·w1)w2 −w1)T = 0, (4.50)
hence w1,w2 are linearly dependent, and we get w2 = −w1. Choose w1 = e2.
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The translation vector is t = f1 = −w1 × (z1 − z2). We can choose t to be
in the direction of e1, so that t = −λe1 for some scalar λ. Choose z2 = e1, then
z1 = e1 + λe3. The 4 reflection vectors inducing the translation by vector −λe1
are the following from right to left:(
e1
e1 + λe3 + e2
)
,
(
e1
e1 + λe3
)
,
(
e1
e1 − e2
)
,
(
e1
e1
)
. (4.51)
This 4-tuple can be formulated in a coordinate-free form as following:
Proposition 26. Let x,y be nonzero vectors of R3 satisfying x · y = 0. The
translation of R3 by vector x is generated by four reflections induced by the
following invertible vectors in R3,3 sequentially (from right to left):
 x
x− y + x× y
y2

 ,

 x
x+
x× y
y2

 , ( x
x+ y
)
,
(
x
x
)
. (4.52)
Remark. The first two reflections generate the following affine transformation:(
1 0
−x× y + x I3×3 + xyT
)
; (4.53)
the last two reflections generate the following affine transformation:(
1 0
x× y I3×3 − xyT
)
. (4.54)
The two matrices are always commutative.
Geometrically, when setting |y| = 1, then (4.54) represents a planar shear
transformation followed by a translation by vector x × y, where the shearing
occurs in plane (x × y)⊥, with shear direction x and shear factor −|x|: for any
z ∈ R3, z 7→ z − (z · y)x + x × y. Similarly, (4.53) represents a planar shear
transformation followed by a translation by vector x−x×y, where the shearing
occurs in direction x of plane (x× y)⊥, while the shear factor is |x|.
Option 2. Choosing x · wi = −2 for i = 1, 2 simplifies the expression of f2
just the same. Then equation f2 = I3×3 becomes
−x(w2 + (x ·w1)w2 +w1)T = 0, (4.55)
hence w1,w2 are linearly dependent, and we get w2 = w1. Choose w1 = w2 =
−2e1.
The translation vector is t = f1 = −w1 × (z1 − z2). We can choose t to
be in the direction of e3, so that t = −λe3 for some scalar λ. Choose z2 = e1,
then z1 = e1−λe2/2. The 4 reflection vectors inducing the translation by vector
−λe3 are the following from right to left:(
e1
−e1 − λ
2
e2
)
,
(
e1
e1 − λ
2
e2
)
,
(
e1
−e1
)
,
(
e1
e1
)
. (4.56)
This 4-tuple is just as perfect as the previous option. Its coordinate-free formu-
lation is the following:
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Proposition 27. Let x,y be nonzero vectors of R3 satisfying x · y = 0. The
translation of R3 by vector x is generated by four reflections induced by the
following invertible vectors in R3,3 sequentially (from right to left):
 y
−y + x× y
2

 ,

 y
y +
x× y
2

 , ( y−y
)
,
(
y
y
)
. (4.57)
Remark. The first two reflections generate the following affine transformation:
 1 0
x −I3×3 + 2yy
T
y2

 ; (4.58)
it is the rotation of angle π about the axis in direction y at point x/2 ∈ R3. The
last two reflections generate the following affine transformation:
1 0
0 −I3×3 + 2yy
T
y2

 . (4.59)
It is the rotation of angle π about the axis in direction y at the origin. The two
matrices are not commutative.
We work out the spinor representation in factored form of a general rigid-
body motion (R, t) : x ∈ R3 7→ Rx + t, where R is a rotation matrix, and
t ∈ R3. It is a classical result that a rigid-body motion in space is either a pure
translation or a screw motion: a rotation about an affine line called the screw
axis, and then a translation along the screw axis by a screw driving distance.
Lemma 16. Let R be a rotation of angle θ about the axis in unit direction v
at the origin, and let t · v = 0. Then the rigid-body motion x 7→ Rx + t of R3
is a pure rotation, and the axis of rotation is the line in direction v and passing
through point
c =
R pi−θ
2
t
2 sin θ2
, (4.60)
where Rα denotes the rotation of angle α about unit direction v at the origin.
Proof. We only need to prove that c is a fixed point. Set
v = e3, t = t1e1+t2e2, c = c1e1+c2e2, R =

 cos θ sin θ 0− sin θ cos θ 0
0 0 1

 . (4.61)
Substituting them into c−Rc = t, we get
2s
(
s c
−c s
)(
c1
c2
)
=
(
t1
t2
)
, (4.62)
where c = cos(θ/2) and s = sin(θ/2). The solution is(
c1
c2
)
=
1
2s
(
s −c
c s
)(
t1
t2
)
. (4.63)
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Corollary 4. Let R be a rotation of angle θ about the axis in unit direction v
at the origin. Then the rigid-body motion x 7→ Rx+ t of R3 is a screw motion,
whose screw axis is in direction v and passing through point
c =
R pi−θ
2
(t− (t · v)v)
2 sin θ2
. (4.64)
In fact, point c is the foot drawn from the origin to the screw axis, called the
original center of the screw motion. The screw driving distance is d = t · v.
Proof. Since t = (t− (t · v)v) + (t · v)v, point c of (4.64) is first mapped to
Rc + (t − (t · v)v) = c by (4.60), then mapped to c + (t · v)v, so it is on the
screw axis. 
Consider a rigid-body motion (R, t) where the rotation axis of R is e3. Let
e1 be rotated to e1 cos θ+ e2 sin θ, and let t = t1e1 + t2e2 + t3e3 be the transla-
tion vector. Motivated by the 4-reflection generators of pure rotation and pure
translation, consider the 4 reflections generated by the following vectors:
U1 =
(
e1
y1
)
, V1 =
(
e1
y2
)
, U2 =
(
ce1 − se2
q1
)
, V2 =
(
ce1 − se2
q2
)
,
(4.65)
where
y1 = −e1 + α3e2 − α2e3,
y2 = e1 + α3e2 − α2e3,
q1 = −(ce1 − se2) + β3(se1 + ce2)− β2e3,
q2 = (ce1 − se2) + β3(se1 + ce2)− β2e3.
(4.66)
The 4× 4 matrix of the affine transformation induced by the above 4 reflections
is(
1 0
−2(α3e3 + α2e2) −I3×3 + 2e1eT1
)
(
1 0
−2(β3e3 + β2(se1 + ce2)) −I3×3 + 2(ce1 − se2)(ce1 − se2)T
)
=
(
1 0
t′ R′
)
,
(4.67)
where
t′ = e1(−2sβ2) + e2(−2α2 + 2cβ2) + e3(−2α3 + 2β3),
R′ = I3×3 − 2e1eT1 + 2(ce1 + se2)(ce1 − se2)T =

 cos θ − sin θ 0sin θ cos θ 0
0 0 1

 .
(4.68)
By t′ = t, we get
α2 = −ct1 + st2
2s
, β2 = − t1
2s
, −α3 + β3 = t3
2
. (4.69)
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When s 6= 0, i.e., θ 6= 0, we can set
β3 = 0, α3 = − t3
2
. (4.70)
Then by (4.64) and d = t3,
α3e2 − α2e3 = e1 × (c+ d
2
e3),
β3(se1 + ce2)− β2e3 = (ce1 − se2)× c.
(4.71)
Alternatively, we can set
α3 = 0, β3 =
t3
2
. (4.72)
Then
α3e2 − α2e3 = e1 × c,
β3(se1 + ce2)− β2e3 = (ce1 − se2)× (c− d
2
e3).
(4.73)
When s = 0, the rigid-body motion is a translation, and there is no rotation
plane e1e2. Still as long as t1 = 0, we get from (4.69) and (4.72) β2 = α3 = 0, and
α2 = −t2/2, and β3 = t3/2. The 4 reflection vectors generating the translation
are (from right to left):(
e1
−e1 + t2
2
e3
)
,
(
e1
e1 +
t2
2
e3
)
,
(
e1
−e1 + t3
2
e2
)
,
(
e1
e1 +
t3
2
e2
)
. (4.74)
It gives the third 4-tuple of reflection vectors generating pure translation by
t = t2e2 + t3e3 other than (4.51) and (4.56).
Proposition 28. Any rigid-body motion is induced by two pairs of reflections
in R3,3 such that each pair induces an affine transformation. For a rotation in
a plane spanned by two orthonormal directions v1,v2 with angle θ 6= 0, followed
by a translation along vector t, the corresponding 4 reflections are the following
(from right to left):(
cv1 + sv2
−(cv1 + sv2) +m1
)
,
(
cv1 + sv2
cv1 + sv2 +m1
)
,
(
v1
−v1 +m2
)
,
(
v1
v1 +m2
)
,
(4.75)
where c = cos(θ/2) and s = sin(θ/2), and we can choose either
m1 = (cv1 + sv2)× (c+ d
2
n), m2 = v1 × c, (4.76)
or
m1 = (cv1 + sv2)× c, m2 = v1 × (c− d
2
n). (4.77)
Here c is the original center (4.60) of the screw motion, and d is the screw
driving distance.
40 Hongbo Li, Lei Huang, Changpeng Shao, Lei Dong
By (4.76), the first two reflections generate the rotation of angle π about the
axis in direction cv1+sv2 at point c+dn/2, and the last two reflections generate
the rotation of angle π about the axis in direction v1 at point c. By (4.77), the
first two reflections generate the rotation of angle π about the axis in direction
cv1 + sv2 at point c, and the last two reflections generate the rotation of angle
π about the axis in direction v1 at point c − dn/2. When θ = 0, for the choice
of v1 such that t · v1 = 0, (4.75) is still valid by taking the limit of θ → 0.
Corollary 5. Any rigid-body motion is the composition of two 3-D rotations
of angle π.
Given a 3-D projective transformation or polarity, we see that the elements
of Pinsp(3, 3) generating it in factored form is far from being unique. On the
other hand, the expanded forms of the elements differ at most by a factor in
{±1,±I3,3}. For a rigid-body motion, the exponential of a bivector of Λ2(R3,3)
provides a spinor that when expanded is equal to the spinors in different factored
forms that we find in this section. This is the topic of the bivector representation
of se(3), the Lie algebra of rigid-body motions.
5 Lie subalgebra of rigid-body motions and classical
screw theory
First we recall some basic facts of the Lie algebra se(3). By direct verification,
we know that
Proposition 29. Let R be the rotation matrix of angle θ about the axis in unit
direction v at the origin. Then(
1 0
t R
)
= exp
(
0 0
u θv × I3×3
)
, (5.1)
where
u = (t · v)v + θ
2 sin θ2
R− θ
2
(t− (t · v)v) = θc× v + dv, (5.2)
and the original center c is given by (4.64), and d = t · v.
The Lie algebra se(3) is composed of 4×4 matrices of the form
(
0 0
t v × I3×3
)
,
where t,v ∈ R3. Hence we can use a pair of vectors t,v to represent the matrix.
Definition 16. The map(
0 0
t v × I3×3
)
∈ se(3) 7→
(
v
t
)
∈ R3,3 (5.3)
is called the screw representation of se(3). The Lie bracket of se(3) agrees with
the following cross product of screw forms:(
v1
t1
)
×
(
v2
t2
)
:=
(
v1 × v2
v1 × t2 + v2 × t1
)
. (5.4)
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By (5.1), the screw form of the element of se(3) generating the motion x ∈
R
3 7→ Rx+ t where R 6= I3×3, is
θ
(
v
c× v + λv
)
, (5.5)
where λ = d/θ = (t · v)/θ is called the screw ratio. It is the ratio of the screw
driving distance d by the angle of rotation θ. The screw motion is positive if
λ > 0, in which case the screw driving direction and the rotation orientation
follow the right-hand rule. The screw motion is negative if λ < 0, in which case
the screw driving direction and the rotation orientation follow the left-hand rule.
The screw motion is a pure rotation if λ = 0.
Any nonzero vector X ∈ R3,3 is up to scale either of the form(
0
t
)
= E′(t), (5.6)
or of the form
X =
(
l
c× l+ λl
)
, (5.7)
where l is a unit vector of R3, c ∈ R3 and µ ∈ R. In terms of infinitesimal
generators of screw motions, (5.6) generates a pure rotation in direction t. As
to (5.7), since X2 = 2λ, the vector is null if λ = 0, and represents a line in
direction l and passing through point c, at the same time it is the generator of a
pure rotation about the axis represented by the 6-D vector itself. The vector is
positive if λ > 0, and generates a positive screw motion about the axis (l, c× l)T ;
the vector is negative if λ > 0, and represents a negative screw motion about
the same axis. So the screw representation of se(3) provides a motion-generator
interpretation to all vectors of R3,3. In contrast, in line geometry only null vectors
of R3,3 have geometric interpretation.
Traditionally, a “screw” refers to the screw form of a pure rotation or pure
translation, i.e., a null vector of R3,3, while a general vector of R3,3 is called a
twist, as it generates a screw motion. In this paper, we call the vectors unani-
mously a screw form.
The following proposition states that the cross product of the screw forms of
two screw motions is the screw form of a third screw motion, the latter being
along the common perpendicular of the two screw axes of the former two motions.
Proposition 30. For i = 1, 2, let
Xi =
(
li
ci × li + λili
)
∈ R3,3, (5.8)
such that (1) each li is a unit vector, (2) ci · li = 0, and (3) l1 × l2 6= 0. Let
y ∈ R3 be an arbitrary point on the common perpendicular of the two lines
(li, ci× li), and let d be the signed distance from the first line to the second along
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the direction l1 · l2, then
X1 ×X2 =
(
l1 × l2
y × (l1 × l2) + µl1 × l2
)
, (5.9)
where
µ = λ1 + λ2 + d
l1 · l2
|l1 × l2| . (5.10)
For example, the following point of R3 is on the common perpendicular:
y =
(c1 · l2)l2 + (c2 · l1)l1
(l1 × l2)2 , (5.11)
and
d =
[(c2 − c1)l1l2]
|l1 × l2| . (5.12)
Proof. Obviously, l1, l2, l1 × l2 form a basis of R3. Let
c1 = p2(l2 − (l1 · l2)l1) + p1l1 × l2,
c2 = q2(l1 − (l1 · l2)l2) + q1l1 × l2. (5.13)
Then (5.11) and (5.12) become
y = p2l2 + q2l1, d = (q1 − p1)|l1 × l2|. (5.14)
It is easy to verify that line
(
l1 × l2
y × (l1 × l2)
)
meets both lines
(
li
ci × li
)
for
i = 1, 2, as the inner products of the vector with the other two are both zero; so
the line is the common perpendicular of the other two lines, and d is the signed
distance between the other two lines.
By direction computation, we get that X1 ×X2 equals(
l1 × l2
l1 × l2(λ1 + λ2 + (q1 − p1)l1 · l2) + l1(p2 + q2l1 · l2)− l2(q2 + p2l1 · l2)
)
.
By y × (l1 × l2) = l1(p2 + q2l1 · l2)− l2(q2 + p2l1 · l2), we get (5.9). 
Proposition 31.((
l1
q1
)
×
(
l2
q2
))
·
(
l3
q3
)
= [l1l2q3] + [l2l3q1] + [l3l1q2]. (5.15)
The result is invariant under a shift of the subscripts 1,2,3. In particular, when
qi = ci × li + λili, the result is
l1 ·(c3−c2)(l2 ·l3)+l2 ·(c1−c3)(l3 ·l1)+l3 ·(c2−c1)(l1 ·l2)+(λ1+λ2+λ3)[l1l2l3].
(5.16)
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Lemma 17 (Decomposition of vectors of R3,3 with respect to the cross
product). For any x,y ∈ R3, let z ∈ R3 be nonzero such that z · x = 0 and
z · y = 0. Then (
x
y
)
=
1
z2
(
z× x
z× y
)
×
(
z
0
)
. (5.17)
Proposition 32 (Orthogonal decomposition of infinitesimal screw mo-
tions of R4). Let v1,v2,v3 be an orthonormal basis of R
3. Then(
v1
λv3 × v1 + µv1
)
=
(
v2
λv3 × v2
)
×
(
v3
µv3
)
. (5.18)
It states that an infinitesimal screw motion about the axis in direction v1 and
through point λv3, is the cross product of an infinitesimal rotation about the axis
in direction v3 × v1 and through point λv3, with an infinitesimal screw motion
about the axis in direction v3 and through the origin.
We come back to the definition of the cross product in R3,3. It has some
limited covariance in SO(3, 3). Consider B ∈ SO(3, 3). Let its matrix form with
respect to Witt decomposition R3,3 = I3⊕J3 be
(
B11 B12
B21 B22
)
. Matrix B is called
affine if its induced transformation in R4 preserves the plane at infinity of E3,
i.e., B12 = 0. When B is affine, by B
TJB = J, we have
B22 = B
−T
11 , B
T
21B11 = −BT11B21. (5.19)
When B is affine, it is Euclidean if its induced transformation in R4 preserves the
inner product of R3 = 〈e1, e2, e3〉, i.e., matrixB11 is orthogonal, and B22 = B11.
If B induces a translation, then B11 = B22 = ±I3×3; if it induces a rotation
about the origin, then B21 = 0.
Proposition 33. The cross product is covariant under the Euclidean subgroup
of SO(3, 3) inducing rigid-body motions of E3, i.e., for any
M =
(
R 0
C R
)
∈ SO(3, 3), (5.20)
where R is a rotation matrix, and C = −ACTA,(
M
(
v1
t1
))
×
(
M
(
v2
t2
))
=M
((
v1
t1
)
×
(
v2
t2
))
. (5.21)
Proof. By direct computation, we get that the cross product is covariant under
the subgroup of SO(3, 3) inducing translations, and is also covariant under the
subgroup of SO(3, 3) inducing rotations at the origin. So it is covariant under
the Euclidean subgroup. 
In classical screw theory, a force is represented by a line in space, and a torque
is represented by a line at infinity. For example, the force along line (e0 + x)l
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with magnitude f is represented by f(e0l+xl) ∈ Λ2(R4), the torque in the plane
normal to unit vector n with scale t is represented by tn⊥ ∈ Λ2(R4). The linear
space spanned by forces and torques is the space of wrenches. A general wrench
is represented by a vector of R3,3, while a pure force or torque is represented by
a null vector of R3,3.
When an infinitesimal rigid-body motion is represented in screw form, i.e.,
as a vector of R3,3, then the virtual work of a wrench and a screw form is defined
as the inner product of the two corresponding vectors in R3,3. Let (f ,q)T be a
wrench, where p is the force part and q is the torque part, and let (v,u)T be
the screw form of a screw motion with axis direction v. Then the virtual work
between them is (
f
q
)
·
(
v
t
)
= f · u+ q · v. (5.22)
We try to under the virtual work in the 4 × 4 matrix form of se(3). By
(4.12), any vector X ∈ R3,3 corresponds to a bilinear form L(X) ∈ sl(4). When
X = (f ,q)T represents a wrench, then the inner product of L(X) with the
infinitesimal motion matrix
(
0 0
u v × I3×3
)
is
−
(
0 −fT
f q× I3×3
)
·
(
0 0
u v × I3×3
)
= −f · u− 2(q · v). (5.23)
It is almost the virtual work except for the ratio of the two part of works by the
force and the torque respectively.
Since Spin(3, 3) covers SL(4), the Lie algebra Λ2(R3,3) of Spin(3, 3) is iso-
morphic to sl(4). In particular, any element of se(3) has a bivector form in
Λ2(R3,3). On the other hand, a wrench is only a vector of R3,3. How is the
virtual work represented by some pairing between a bivector and a vector of
Λ(R3,3)? Before embarking on the investigation of this problem, we make an
analysis of the bivector representation of se(3) by computing the expanded form
of the spinors (4.46), (4.51), (4.75) inducing rigid-body motions and the corre-
sponding exponential form.
Proposition 34. Let x = e1 and y = ce1 + se2, where c = cos(θ/2) and
s = sin(θ/2), then
1
4
(
y
−y
)(
y
y
)(
x
−x
)(
x
x
)
= exp(
θ
2
(E21′ −E12′)). (5.24)
Proof. On one hand,
1
4
(
y
−y
)(
y
y
)(
x
−x
)(
x
x
)
= ((cE1 + sE2) ∧ (cE′1 + sE′2))(E1 ∧E′1)
= c2 + cs(E21′ −E12′)− s2E121′2′ .
(5.25)
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On the other hand, let B = (E21′−E12′)/2, let I = E12′21′ , and let L = (1+I)/2.
Then
I2 = 1,
BI = IB = B,
B2 = −L,
L2 = L.
(5.26)
So
exp(θB) = 1 +Bθ +
−Lθ2
2!
+
−Bθ3
3!
+
Lθ4
4!
+
Bθ5
5!
+ . . .
= B(θ − θ
3
3!
+
θ5
5!
+ . . .) + 1− L+ L(1− θ
2
2!
+
θ4
4!
+ . . .)
= B sin θ +
1− I
2
+
1 + I
2
cos θ
= cos2
θ
2
− I sin2 θ
2
+ 2B cos
θ
2
sin
θ
2
.

Proposition 35. The translation along vector x ∈ R3 is induced by the follow-
ing spinor of Cl(3, 3):
1− E(x) · J3
2
= exp(−1
2
E(x) · J3). (5.27)
Proof. Expanding the Clifford product of the four vectors in (4.51) from left
to right, we get 4 + 2λE2′3′ . The exponential form of spinor 1 + λE2′3′/2 is
obviously exp(λE2′3′/2). 
Definition 17. Let x = (x1, x2, x3) ∈ R3. Define the following linear maps from
R
3 to Λ2(R3,3):
EE : x = x1e1 + x2e2 + x3e3 7→ x1E23 + x2E31 + x3E12;
E′E′ : x = x1e1 + x2e2 + x3e3 7→ x1E2′3′ + x2E3′1′ + x3E1′2′ ;
E<E
′ : x = x1e1 + x2e2 + x3e3 7→ x1E23′ + x2E31′ + x3E12′ ;
E>E
′ : x = x1e1 + x2e2 + x3e3 7→ x1E32′ + x2E13′ + x3E21′ .
(5.28)
Obviously, EE(x) = E′(x) · I3, and E′E′(x) = E(x) · J3. Under a special
orthogonal transformation of R3, the basis e1, e2, e3 is changed into another
basis, and the basis vectors Ei,E
′
j of R
3,3 change accordingly. With respect to
the new basis, four new maps can be defined as above. The following invariance
can be proved easily:
Proposition 36. The maps EE, E′E′ and E>E
′−E<E′ are all invariant under
SO(3). Furthermore, for any x1,x2 ∈ R3,
(E>E
′ −E<E′)(x1) · (E>E′ −E<E′)(x2) = −2(x1 · x2). (5.29)
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The elements of E′E′(x) for x ∈ R3 form a Lie subalgebra of sl(4); it is the
Lie subalgebra R3 of translations. The elements of (E>E
′−E<E′)(x) for x ∈ R3
form the Lie subalgebra so(3). It is easy to prove that any nonzero element of
so(3) in bivector form is not the outer product of two vectors of R3,3.
Consider the expanded form of the Clifford product of the 4 vectors in (4.75):
4
(
E11′ − t3
2
E1′2′ +
c′t1 − s′t2
2s′
E3′1′
)(
c′
2
E11′ + s
2E22′ + c
′s′(E12′ +E21′)
+
c′t1
2s′
E3′1′ − t1
2
E2′3′
)
= 4
(
c′
2 − s2E12′21′ − s
2
(st1 + ct2)E11′2′3′ − s
2
(st2 − ct1)E21′2′3′
+cs(E12′ −E21′)− t3
2
E1′2′ +
c
2
(st2 − ct1)E2′3′ − c
2
(st1 + ct2)E3′1′
)
.
(5.30)
After some computation, we get that (5.30) equals exp(B2), where if θ 6= 0,
then
B2 = =
θ
2
(E21′ −E12′)− t3
2
E1′2′
− θ
4 sin θ2
(
(t1 cos
θ
2
+ t2 sin
θ
2
)E2′3′ + (−t1 sin θ
2
+ t2 cos
θ
2
)E3′1′
)
.
(5.31)
If θ = 0, the above expression is still valid by (5.27), as the limit of the right
side when θ → 0 is −(t1E2′3′ + t2E3′1′)/2, and e1, e2 are selected so that the
translation vector t is in the e1e2 plane.
Proposition 37. The rigid-body motion x 7→ Rx + t, where R is the rotation
matrix of angle θ about the axis in unit direction v at the origin, and t ∈ R3,
corresponds to the following spinor of R3,3, where c is the original center defined
by (4.64), and d = t · v is the screw driving distance:
exp
1
2
{(E>E′ −E<E′)(θv) −E′E′(θc× v + dv)} . (5.32)
The Lie algebra se(3) in bivector form is spanned by E′E′(x) and (E>E
′ −
E<E
′)(y) for x,y ∈ R3.
Proposition 38. The cross product of R3,3 is induced by the following trivector
of Λ3(R3,3):
C3 = F(e1) + F(e2) + F(e3) = E12′3′ +E23′1′ +E31′2′ , (5.33)
such that for any X,Y ∈ R3,3,
X×Y = −(X ∧Y) ·C3. (5.34)
Furthermore, for X = (x,y)T ,
X ·C3 = E′E′(y) − (E>E′ −E<E′)(x) ∈ se(3). (5.35)
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Let L2 = (E>E
′ −E<E′)(x) −E′E′(y) be an element of se(3). The map
L2 7→
(
x
y
)
(5.36)
gives the screw form of bivector L2 ∈ se(3). It is also called the se(3)-lift of
vector x,y)T .
The transformation X 7→ L2 ·X for X ∈ R3,3 has the following 6× 6 matrix
form:
M :=
(
x× I3×3 0
y × I3×3 x× I3×3
)
. (5.37)
For X =
(
p
q
)
∈ R3,3,
L2 ·X =MX =
(
x× p
x× q+ y × p
)
=
(
x
y
)
×
(
p
q
)
. (5.38)
So the cross product of two vectors of R3,3 equals the inner product of the
se(3)-lift of the first vector with the second vector. When both vectors are lifted
to bivectors by the se(3)-lift, then the cross product of the two bivectors of se(3)
equals the cross product of the two original vectors of R3,3.
Proposition 39. By the following image of C3 under ∧3J :
D3 := F ′′(e∗1) + F ′′(e∗2) + F ′′(e∗3) = E1′23 +E2′31 +E3′12, (5.39)
we have
X ·D3 = EE(x)− (E>E′ −E<E′)(y) ∈ so(3, 0, 1). (5.40)
Furthermore, ((
v
u
)
·C3
)
·
((
f
q
)
·D3
)
= −f · u− 2(q · v). (5.41)
Proof. That X · D3 ∈ so(3, 0, 1), the Lie algebra of the special orthogonal
group of R3,0,1, will be made clear in the next section. All others are by simple
computation. 
It is easy to prove that both C3 and D3 are invariant under any transforma-
tion of SO(I3) and the induced transformation of SO(J3) with the same matrix
form. In this sense, the two trivectors are basis-independent.
By (5.23) and (5.41), for two vectors X,Y ∈ R3,3, if X is lifted by C3 to a
bivector A2 of se(3), and the other is lifted by D3 to a bivector B2 of so(3, 0, 1),
then their inner product in Λ2(R3,3) is the inner product of the 4 × 4 matrix
form of A2 ∈ sl(4) with the bilinear form L(Y). The lift by D3 realizes a pairing
between a vector and a bivector of se(3), and the result is almost the virtual
work between a wrench and an infinitesimal screw motion.
We have the following more general result on the pairing:
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Proposition 40. For C3,D3 given by (5.33) and (5.39),((
x1
y1
)
· (C3 + λI3)
)
·
((
x2
y2
)
· (D3 + λJ3)
)
= −2x1 · y2 − (1 + λ2)y1 · x2.
(5.42)
Having talked enough of se(3), we consider the whole group of Euclidean
transformations, i.e., affine transformations of the form x ∈ R3 7→ Gx + t,
where G ∈ O(3, 3). For matrix
T := diag(−1, 1, 1, 1), (5.43)
we have
T
(
1 0
t G
)
= −
(
1 0
−t −G
)
,
(
1 0
t G
)
T = −
(
1 0
t −G
)
. (5.44)
Both results are in SO(3, 3), so we can simply compute the spinor generator of
each matrix, say Ul,Ur respectively, and then get the generator of x 7→ Gx+ t
in T Spin(3, 3): TUl = UrT .
For example, consider the 3-D reflections with respect to affine plane (n, d),
the plane normal to unit vector n and whose distance from the origin along n is
−d. The foot drawn from the origin to the plane is f = −dn. Let y ∈ R3. Then
the image of the reflection of y with respect to the plane is y− 2((y− f) ·n)n =
y − 2(y · n)n− 2dn. The 4× 4 matrix form of this transformation is
M =
(
1 0
−2dn I3×3 − 2nnT
)
. (5.45)
Lemma 18. The screw motion of rotation angle π and screw driving distance
d about the axis in normal direction n and passing though point c ∈ R3, where
c · n = 0, has the following 4× 4 matrix form:(
1 0
2c+ dn 2nnT − I3×3
)
. (5.46)
Proof. By (4.64), the translation vector is t = 2c+ dn. The rotation matrix
of angle π about the axis in direction n at the origin is 2nnT − I3×3. 
By (5.44), (5.45) and (5.46), we get
Corollary 6. The reflection with respect to plane (n, d) is the composition of
T with the screw motion of angle π and screw driving distance 2d about the axis
in direction n at the origin.
Proposition 41. The screw form of se(3) realizing the reflection with respect
to plane (n, d) is (πn, 2dn)T ∈ R3,3. The corresponding element of T Spin(3, 3)
is the following:
T
(
v2
−v2 − dv1
)(
v2
v2 − dv1
)(
v1
−v1
)(
v1
v1
)
, (5.47)
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where v1,v2,n form an orthonormal basis of R
3. When d = 0, the above element
can be simplified to
T
(
n
−n
)(
n
n
)
. (5.48)
6 Other Lie subalgebras and corresponding screw forms
The 6-D Lie algebra se(3) of rigid-body motions provides an interpretation of
vectors of R3,3 as screw forms of infinitesimal rigid-body motions. The inner
product of R3,3 can be transferred to se(3), although incompatible with the inner
product of the bivector representation of se(3); conversely, the cross product of
se(3) in bivector form can be transferred to R3,3, and the result is the cross
product in classical screw theory for line geometry. The transformation-generator
interpretation of vectors of R3,3 is not necessarily restricted to the specific Lie
subalgebra se(3). As long as there is a 6-D Lie subalgebra of sl(4), a screw
representation may be assigned to the Lie subalgebra, and the Lie bracket of the
Lie subalgebra may be translated to a new cross product of the screw forms.
First we investigate several typical 3-D Lie algebras of sl(4).
1. Perspectivity group:
A perspectivity [13] has the following matrix form:(
1 xT
0 I3×3
)
. (6.1)
It induces the following rational linear transformation on the line through the
origin in unit direction l:
λl ∈ R3 7→ λ
1 + λx · l l ∈ R
3. (6.2)
When λ→∞, the point at infinity of the line is mapped to point l/(x · l). When
x · l = 0, every point on the line is invariant. The origin is fixed, so is every line
through the origin.
Every point on the plane normal to x and through the origin is fixed. Fur-
thermore, draw a family of parallel planes normal to x, and let λ be the signed
distance of the plane from the origin along x. Then the plane with signed dis-
tance λ is mapped to the plane with signed distance λ/(1 + λd). In particular,
the plane with signed distance −1/d is mapped to the plane at infinity, while
the plane at infinity is mapped to the plane with signed distance 1/d.
Proposition 42. The bivector generator of (6.1) in Λ2(R3,3) is E′E′(x)/2. The
Lie algebra of the group is isomorphic to R3.
2. Anisotropic dilation group:
The transformation (1, t1, t2, t3) ∈ GL(4) where t1t2t3 > 0, is called an
anisotropic dilation (or non-uniform scaling). When all the ti > 0, the dila-
tion is said to be positive. All anisotropic dilations of E3 form an Lie group,
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denoted by AD(3); all positive anisotropic dilations of E3 form a Lie subgroup,
denoted by AD+(3). We have
AD(3) = AD+(3) ∪ diag(1, 1,−1,−1)AD+(3)
∪ diag(1,−1, 1,−1)AD+(3) ∪ diag(1,−1,−1, 1)AD+(3). (6.3)
Lemma 19. Bivector −λE11′/2 induces the following transformation of E3:
diag(1, 1, eλ, eλ). (6.4)
The corresponding element of sl(4) is diag(−λ2 ,−λ2 , λ2 , λ2 ).
Proof. Let U = exp(λ2E11′) = cosh
λ
2 +E11′ sinh
λ
2 . Then Ad
∗
U
E1 = e
λE1 and
Ad∗
U
E1′ = e
−λE1′ , while all other basis vectors are fixed. By direct computing,
we get that Ad∗
U
has the following 4 × 4 matrix form: diag(eλ2 , eλ2 , e−λ2 , e−λ2 ).

Definition 18. Denote
F1 =
E22′ +E33′ −E11′
2
, F2 =
E33′ +E11′ −E22′
2
, F3 =
E11′ +E22′ −E33′
2
.
(6.5)
The following are linear maps from R3 to Λ2(R3,3):
E=E
′ : (x1, x2, x3)
T 7→ x1(E22′ +E33′) + x2(E33′ +E11′) + x3(E11′ +E22′);
E=E
′
3 : (x1, x2, x3)
T 7→ x1F1 + x2F2 + x3F3.
(6.6)
Proposition 43. Any element of the Lie algebra of AD+(3) is of the form
diag(−(t1 + t2 + t3), t1, t2, t3), and the corresponding bivector of Λ2(R3,3) is
−1
2
{t1(E22′ +E33′) + t2(E33′ +E11′) + t3(E11′ +E22′)}. (6.7)
For example, the isotropic positive dilation diag(1, et, et, et) is generated by
−t(E11′ +E22′ +E33′).
3. Upper triangular shear transformation group:
An upper triangular shear transformation of E3 by vector t = (t1, t2, t3)T has
the following matrix form: 

1 0 0 0
0 1 t3 t2
0 0 1 t1
0 0 0 1

 . (6.8)
Proposition 44. (6.8) is generated by the following element of Λ2(R3,3):
1
2
(t3E12′ + t1E23′ + (t2 − t1t3
2
)E13′). (6.9)
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The corresponding element of sl(4) is

0 0 0 0
0 0 t3 t2 − t1t32
0 0 0 t1
0 0 0 0

 . (6.10)
Proof. Let H = x3E12′ +x1E23′ +x2E13′ . By exp(H) = 1+H−x1x3E122′3′ ,
we get the 6× 6 matrix form of Ad∗exp(H) as following:

1 2x3 2(x2 + x1x3) 0 0 0
0 1 2x1 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 −2x3 1 0
0 0 0 −2(x2 − x1x3) −2x1 1


. (6.11)
The corresponding 4× 4 matrix of SL(4) is

1 0 0 0
0 1 2x3 2(x2 + x1x3)
0 0 1 2x1
0 0 0 1

 .

4. Other triangular shear transformation groups:
In the upper triangular shear transformation (6.8), basis vector e1 is fixed, e2
is sheared towards e1, and e3 is sheared towards plane e1e2. The roles of e1, e2, e3
can be interchanged, resulting in five other branches of shear transformations.
The six different branches of shear transformations are generated by the following
six 3-D Lie subalgebras, each being represented by its basis:
E12′ ,E13′ ,E23′ ; E12′ ,E13′ ,E32′ ;
E21′ ,E23′ ,E31′ ; E21′ ,E23′ ,E13′ ;
E31′ ,E32′ ,E12′ ; E31′ ,E32′ ,E21′ .
(6.12)
For example, the lower triangular shear transformation


1 0 0 0
0 1 0 0
0 t3 1 0
0 t2 t1 1

 is
generated by the following element of Λ2(R3,3):
1
2
(t1E32′ + t3E21′ + (t2 − t1t3
2
)E31′). (6.13)
5. 3-D Lie subalgebra sl(2):
In E3 let X ∈ R4 represent a point, and let Π ∈ (R4)∗ represent a plane not
incident to the point. The subgroup of SL(4)∪SL−(4) fixing point X and plane
Π is the group of 2-D projective transformations of the plane with respect to
the point, and is isomorphic to SL(3) ∪ SL−(3).
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This embedding of SL(3)∪SL−(3) into SL(4) may be suitable for modeling
a pin-hole camera. Let C,X ∈ R4, and let Π ∈ Λ3(R3,3) represent a plane,
then the intersection of line CX with the plane is represented by the bivector
(CX) ·Π ∈ Λ2(R3,3). A null 2-space of Π represents a unique point on the plane.
It can be taken as the local representation of the spatial point on the plane. The
global representation of the point is (CX) ∧ ((CX) ·Π) ∈ Λ3(R3,3).
In the special case where the point is the origin, and the plane is the one at
infinity, The 8-D Lie subalgebra sl(3) is spanned by the following elements of
Λ2(R3,3): E(x) ∧E′(y) for x,y ∈ R3.
When vectors e0, e3 are fixed, and the 2-space 〈e1, e2〉 is also fixed, the cor-
responding Lie subgroup of SL(3) is SL(2). The Lie subalgebra sl(2) has the
following bivector basis: E12′ , E21′ , E11′ −E22′ .
Lemma 20. The Plu¨cker transform induces the following Lie algebraic isomor-
phism from sl(4) to so(3, 3):
M =
(−tr(N) nT0
m0 N
)
∈ sl(4) 7→
(−tr(N)I3×3 +N −n0 × I3×3
m0 × I3×3 tr(N)I3×3 −NT
)
,
(6.14)
where N = (m1 m2 m3), and mi,n0 ∈ R3 for 0 ≤ i ≤ 3.
Proof. As M is the derivative of exp(tM) at t = 0, for X,Y ∈ R4,
(exp(tM)X) ∧ (exp(tM)Y) = (X+ tMX+ o(t)) ∧ (X+ tMY + o(t))
= X ∧Y + t(MX ∧Y +X ∧MY) + o(t)
= X ∧Y + t(M ⊗ I4×4 + I4×4 ⊗M)(X ∧Y) + o(t),
(6.15)
where
M⊗I4×4(X∧Y) = 1
2
M⊗I4×4(X⊗Y−Y⊗X) = 1
2
(MX⊗Y−MY⊗X). (6.16)
So the lift ofM ∈ sl(4) to so(3, 3) is the 6×6 matrix representation of the action
of M⊗ I4×4 + I4×4 ⊗M upon Λ2(R4) = R3,3. For any positive permutation ijk
of 123, by
(M ⊗ I4×4 + I4×4 ⊗M)e0i = −tr(N)e0i +m0ei + e0mi,
(M ⊗ I4×4 + I4×4 ⊗M)ejk = −n0ei + ejmk − ekmj ,
we get (6.14). 
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Definition 19. The following are notations of some linear maps from R3 to
3× 3 matrices:
diag : x = x1e1 + x2e2 + x3e3 7→ diag(x1, x2, x3);
skew : x = x1e1 + x2e2 + x3e3 7→

 0 x3 00 0 x1
x2 0 0

 ;
skewT : x = x1e1 + x2e2 + x3e3 7→

 0 0 x2x3 0 0
0 x1 0

 = (skew(x))T .
(6.17)
Proposition 45. The Plu¨cker transform and the adjoint action of Spin(3, 3)
induce the following The Lie algebraic isomorphism from sl(4) to Λ2(R3,3): let
N = diag(n1) + skew(n2) + skew
T (n3), (6.18)
and let m0,ni ∈ R3 for 0 ≤ i ≤ 3, then
M =
(−tr(N) nT0
m0 N
)
∈ sl(4) 7→ 1
2
{−E′E′(m0) +EE(n0)−E=E′(n1)
+E<E
′(n2) +E>E
′(n3)}.
(6.19)
Proof. The right side of (6.19), denoted by B2 ∈ Λ2(R3,3), induces a linear
transformation X ∈ R3,3 7→ B2 ·X ∈ R3,3. It has the same matrix form (6.14).

Definition 20. Given an n × n symmetric real matrix K, the set of matrices
M ∈ SL(n) satisfying MTKM = K is denoted by SO(K), called the special
orthogonal group with respect to K. Its Lie algebra is denoted by so(K).
Proposition 46. Let K be a 4 × 4 symmetric real matrix of rank ≥ 3. Then
so(K) is isomorphic to one of so(4), so(3, 1), so(3, 0, 1), so(2, 2), so(2, 1, 1).
Proof. Let R ∈ O(4) be a matrix to diagonalize K by similarity transforma-
tion: RTKR = L, where L is a real diagonal matrix whose nonzero entries are
the eigenvalues of K. Let T be a real diagonal matrix to change each nonzero
entry of L to ±1 by matrix congruent transformation: TTLT = N, where N is
a real diagonal matrix whose nonzero entries are ±1. Up to sign, N is one of
diag(0, 1, 1, 1), diag(0,−1, 1, 1), I4×4, diag(−1, 1, 1, 1), diag(−1,−1, 1, 1),
and
(RT)TK(RT) = N. (6.20)
Let M ∈ so(K). Then exp(MT )K exp(M) = K. It can be written in the
following form by using (6.20):
{(RT)−1 exp(M)(RT)}TN{(RT)−1 exp(M)(RT)} = N. (6.21)
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So (RT)−1 exp(M)(RT) ∈ SO(N), and so(K) is isomorphic to so(N). 
We start to discuss 6-D Lie subalgebras of type so(K).
6. so(4):
It is composed of skew-symmetric matrices, i.e., matrices of the form(
0 xT
−x y × I3×3
)
, (6.22)
for x,y ∈ R3. The following is a bivector basis of so(4):
E2′3′ +E23, E3′1′ +E31, E1′2′ +E12,
E32′ −E23′ , E13′ −E31′ , E21′ −E12′ . (6.23)
For x = (x1, x2, x3)
T and y = (y1, y2, y3)
T of R3, let
Q(x) = x1(E32′ −E23′) + x2(E13′ −E31′) + x3(E21′ −E12′),
P(y) = y1(E2′3′ +E23) + y2(E3′1′ +E31) + y3(E1′2′ +E12).
(6.24)
If we denote by
(
x
y
)
the bivector Q(x) +P(y), then
(
x1
y1
)
×so(4)
(
x2
y2
)
=
(
x1 × x2 + y1 × y2
x1 × y2 + y1 × x2
)
, (6.25)
where “×so(4)” denotes the Lie bracket of so(4). So so(4) defines its own cross
product of screw forms.
If we set
(
x
y
)
= E(x) +E′(y), then the corresponding trivector of Λ3(R3,3)
realizing the cross product of so(4) is
E123 +E12′3′ +E23′1′ +E31′2′ = F(e0) + F(e1) + F(e2) + F(e3). (6.26)
It corresponds to the matrix diag(1, 1, 1, 1) of the quadratic form preserved by
group SO(4).
7. so(3, 1):
It is composed of matrices of the form(
0 xT
x y × I3×3
)
, (6.27)
for x,y ∈ R3. It has the following bivector basis in Λ3(R3,3):
E2′3′ −E23, E3′1′ −E31, E1′2′ −E12,
E32′ −E23′ , E13′ −E31′ , E21′ −E12′ . (6.28)
Let
Q(x) = (E′E′ −EE)(x), P(y) = (E>E′ −E<E′)(y). (6.29)
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If we denote by
(
x
y
)
the bivector Q(x) +P(y), then
(
x1
y1
)
×so(3,1)
(
x2
y2
)
=
(
x1 × x2 − y1 × y2
x1 × y2 + y1 × x2
)
, (6.30)
where “×so(3,1)” denotes the Lie bracket of so(3, 1). So so(3, 1) defines another
cross product of screw forms.
If we set
(
x
y
)
= E(x) + E′(y), then the corresponding trivector realizing
the cross product of so(3, 1) is
−E123 +E12′3′ +E23′1′ +E31′2′ = −F(e0) + F(e1) + F(e2) + F(e3). (6.31)
It corresponds to the matrix diag(−1, 1, 1, 1) of the quadratic form preserved by
group SO(3, 1).
8. so(3, 0, 1):
It is composed of matrices of the form(
0 xT
0 y × I3×3
)
, (6.32)
for x,y ∈ R3. It has the following bivector basis in Λ3(R3,3):
E23, E31, E12,
E32′ −E23′ , E13′ −E31′ , E21′ −E12′ . (6.33)
Let
Q(x) = EE(x), P(y) = (E>E
′ −E<E′)(y). (6.34)
If we denote by
(
x
y
)
the bivector Q(x) +P(y), then
(
x1
y1
)
×so(3,0,1)
(
x2
y2
)
=
(
x1 × x2
x1 × y2 + y1 × x2
)
, (6.35)
where “×so(3,0,1)” denotes the Lie bracket of so(3, 0, 1). So so(3, 0, 1) defines the
same cross product of screw forms with that of se(3), and the two algebras are
isomorphic under the transpose of 4× 4 matrices.
The trivector realizing the cross product of so(3, 0, 1) is
E12′3′ +E23′1′ +E31′2′ = F(e1) + F(e2) + F(e3). (6.36)
It corresponds to the matrix diag(0, 1, 1, 1) of the quadratic form preserved by
group SO(3, 0, 1). The transpose of matrices from se(3) to so(3, 0, 1) is realized
in Λ2(R3,3) by ∧2J .
9. so(2, 2):
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It is composed of matrices of the form

0 x1 x2 x3
−x1 0 y3 −y2
x2 y3 0 y1
x3 −y2 −y1 0

 . (6.37)
It has the following bivector basis in Λ3(R3,3):
E2′3′ +E23, E3′1′ −E31, E1′2′ −E12,
E32′ −E23′ , E13′ +E31′ , E21′ +E12′ . (6.38)
Definition 21. For x = (x1, x2, x3)
T and y = (y1, y2, y3)
T of R3,
x×1 y :=

 x2y3 − x3y2−(x3y1 − x1y3)
−(x1y2 − x2y1)

 , x×2 y :=

−(x2y3 − x3y2)−(x3y1 + x1y3)
x1y2 + x2y1

 . (6.39)
In so(2, 2), for x = (x1, x2, x3)
T and y = (y1, y2, y3)
T of R3, let
Q(x) = x1(−E32′ +E23′) + x2(−E13′ −E31′) + x3(E21′ +E12′),
P(y) = y1(E2′3′ +E23) + y2(E3′1′ −E31) + y3(E1′2′ −E12). (6.40)
If we denote by
(
x
y
)
the bivector Q(x) +P(y), then
(
x1
y1
)
×so(2,2)
(
x2
y2
)
=
(
x1 ×1 x2 + y1 × y2
y1 ×2 x2 − y2 ×2 x1
)
, (6.41)
where “×so(2,2)” denotes the Lie bracket of so(2, 2). So so(2, 2) defines its own
cross product of screw forms.
If we set
(
x
y
)
= E(x) + E′(y), then the corresponding trivector realizing
the cross product of so(2, 2) is
−E123 −E12′3′ +E23′1′ +E31′2′ = −F(e0)−F(e1) + F(e2) + F(e3). (6.42)
It corresponds to the matrix diag(−1,−1, 1, 1) of the quadratic form preserved
by group SO(2, 2).
10. so(2, 1, 1):
It is composed of matrices of the form

0 x1 x2 x3
0 0 y3 −y2
0 y3 0 y1
0 −y2 −y1 0

 . (6.43)
It has the following bivector basis in Λ3(R3,3):
E23, −E31, E12,
E32′ −E23′ , E13′ +E31′ , E21′ +E12′ . (6.44)
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In so(2, 1, 1), for x = (x1, x2, x3)
T and y = (y1, y2, y3)
T of R3, let
Q(x) = x1(E32′ −E23′) + x2(E13′ +E31′) + x3(E21′ +E12′),
P(y) = y1E23 − y2E31 + y3E12. (6.45)
If we denote by
(
x
y
)
the bivector Q(x) +P(y), then
(
x1
y1
)
×so(2,1,1)
(
x2
y2
)
=
(
x1 ×1 x2
y1 ×2 x2 − y2 ×2 x1
)
, (6.46)
where “×so(2,1,1)” denotes the Lie bracket of so(2, 1, 1). So so(2, 1, 1) defines its
own cross product of screw forms.
If we set
(
x
y
)
= E(x) + E′(y), then the corresponding trivector realizing
the cross product of so(2, 1, 1) is
−E12′3′ +E23′1′ +E31′2′ = −F(e1) + F(e2) + F(e3). (6.47)
It corresponds to the matrix diag(0,−1, 1, 1) of the quadratic form preserved by
group SO(2, 1, 1).
Definition 22. The Hadamard product of vectors in R3 is the following multi-
linear, associative and commutative product:
x1y1
z1

⊙

x2y2
z2

 :=

x1x2y1y2
z1z2

 . (6.48)
The i-th Hadamard power of a vector x ∈ R3 is
⊙ix := x⊙ · · · ⊙ x (i times). (6.49)
The exponential function of x in the Hadamard product is denoted by e⊙x. In
particular,
⊙0x = e⊙0 =

11
1

 . (6.50)
11. 6-D Lie subalgebra of general anisotropic dilation group:
The general anisotropic dilation group is composed of matrices of the form

1 0 0 0
t1 λ1 0 0
t2 0 λ2 0
t3 0 0 λ3

 . (6.51)
The matrix represents either an anisotropic dilation centering at an affine point,
or a pure translation. The corresponding Lie subalgebra is denoted by gad(3),
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and is composed of matrices of the form

0 0 0 0
u1 µ1 0 0
u2 0 µ2 0
u3 0 0 µ3

 . (6.52)
Its bivector basis is spanned by elements of the form E′E′(x), E=E
′(y) for
x,y ∈ R3.
Let
Q(x) = x1E2′3′ + x2E3′1′ + x3E1′2′ ,
P(y) = y1F1 + y2F2 + y3F3,
(6.53)
where the Fi’s are defined by (6.5). If we denote by
(
x
y
)
the bivector Q(x) +
P(y), then (
x1
y1
)
×gad
(
x2
y2
)
=
(
x1 ⊙ y2 − y1 ⊙ x2
0
)
, (6.54)
where “×gad” denotes the Lie bracket of this Lie algebra.
12. 7-D invariant group of R2,2 and its 6-D subgroups:
Let L4 be a fixed 4-space of signature R
2,2, and let its orthogonal complement
in R3,3 be L′2. Then L
′
2 has signature R
1,1, so its null 1-spaces represent a pair of
non-intersecting lines in space, say l1 and l2. The null 1-spaces of L4 is denoted
by N(L4); it represents all the lines in space incident to both l1 and l2.
Proposition 47. Any projective point on line l1 or l2 is on infinitely many lines
of N(L4), while any other projective point is on one and only one line of N(L4).
Similarly, any plane passing through l1 or l2 also passes through infinitely many
lines of N(L4), while any other plane passes through one and only one line of
N(L4).
Proof. Let X3 be a null 3-space of Λ(R
3,3). When X3 represents a point of
l1, then it is incident to all the lines connecting X3 and l2; when X3 represents
a plane through l1, then it meets line l2 at a point Y3, and so is incident to all
the lines connecting Y3 and l1.
WhenX3 represents a point on neither l1 nor l2, then in R
3,3, the intersection
of the 3-space X3 with the 4-space L4 is a null 1-space or 2-space. If point X3
is on more than one line of N(L4), then l1, l2 must be coplanar, violating the
requirement that the two lines do not intersect. So point X3 is on on and only
one line of N(L4). Similarly, when X3 represents a plane supporting neither l1
nor l2, it must be incident to one and only one line of N(L4). 
Consider the subgroup of SO(3, 3) that leaves the 4-space L4 invariant. De-
note the subgroup by Inv(L4). Then
Inv(L4) = (SO(1, 1)⊕ SO(2, 2)) ∪ (SO−(1, 1)⊕ SO−(2, 2)). (6.55)
It is a 7D Lie subgroup.
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A typical example is that l1 is an affine line, say l1 = e01, the line through
the origin and in direction e1, and l2 is a line at infinity, say l2 = e23, the line
at infinity normal to e1. Then N(L4) is composed of all lines meeting l1 and
perpendicular to it. Then L4 = E22′33′ , and denote
Inv(2, 2) := Inv(E22′33′). (6.56)
The Lie algebra inv(2, 2) of Inv(2, 2) is spanned by E11′ ,E22′ ,E33′ ,E23,E2′3′ ,
E23′ ,E32′ . Its matrix form in sl(4) is(
A 0
0 D
)
, (6.57)
where A,D are two 2 × 2 matrices such that tr(A) + tr(D) = 0. The group
Inv(2, 2) is composed of matrices of the form(
A 0
0 D
)
, or
(
0 B
C 0
)
, (6.58)
where det(AD) = 1, and det(BC) = −1.
For a general 4-space L4 of signature R
2,2, Inv(L4) is isomorphic to (GL(2)×
GL(2))/∗, where two elements are equivalent if and only if they differ by scale.
The space L4 is called the space of coupled projective screws with respect to the
pair of axes l1, l2. The projective screw ratio refers to det(A)/ det(D) in the first
case of (6.58), and det(B)/ det(C) in the second case.
A typical 6-D Lie subalgebra of inv(2, 2) is spanned by E22′ ,E33′ ,E23,E2′3′ ,
E23′ ,E32′ . For x = (x1, x2, x3)
T and y = (y1, y2, y3)
T , let
P(x) = x1(E33′ +E22′) + x2E23 + x3E2′3′ ,
Q(y) = y1(E33′ −E22′) + y2E32′ + y3E23′ . (6.59)
Then
P(x) ×Q(y) = 0,
P(x) ×P(y) = −(x2y3 − x3y2)(E33′ +E22′) + 2(x1y2 − x2y1)E23
+2(x3y1 − x1y3)E2′3′ ,
Q(x)×Q(y) = (x2y3 − x3y2)(E33′ −E22′) + 2(x1y2 − x2y1)E32′
+2(x3y1 − x1y3)E23′ .
(6.60)
For the whole Lie algebra sl(4), by (6.17), any element of it is naturally
decomposed into the direct sum of five 3-D vectors:
M =
(−tr(diag(c)) nT
m diag(c) + skew(u) + skewT (d)
)
, (6.61)
where m,n, c,u,d ∈ R3. They allow for defining a matrix of sl(4) as a “super-
screw” in R3×R3×R3×R3×R3, and defining the Lie bracket as a “supercross
product”. Such a representation of sl(4) is called the superscrew representation.
For symmetry consideration, instead of choosing the 3-D Lie subalgebra decom-
position (6.61), we make the following decomposition of sl(4) into 3-spaces:
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Definition 23. When sl(4) is represented by bivectors of Λ3(R3,3), a superscrew
of 3-D projective geometry is defined as follows: for any xi ∈ R3 where 1 ≤ i ≤ 5,

x1
x2
x3
x4
x5

 := EE(x1) +E′E′(x2) +E=E′3(x3)
+(E>E
′ +E<E
′)(x4) + (E>E
′ − E<E′)(x5).
(6.62)
Definition 24. The symmetric cross product of two vectors of R3 is defined as
follows: 
x1y1
z1

 ⋆

x2y2
z2

 =

 y1z2 + z1y2z1x2 + x1z2
x1y2 + y1x2

 . (6.63)
By direct computation, we get
Proposition 48. The Lie bracket of sl(4), when represented in the superscrew
form, is the following: for xi,yj ∈ R3,

x1
x2
x3
x4
x5

×sl(4)


y1
y2
y3
y4
y5

 =


z1
z2
z3
z4
z5

 , (6.64)
where
z1 = −x1 ⊙ y3 + x3 ⊙ y1 + x1 ⋆ y4 − x4 ⋆ y1 + x1 × y5 + x5 × y1,
z2 = −x2 ⋆ y4 + x4 ⋆ y2 + x2 ⊙ y3 − x3 ⊙ y2 + x2 × y5 + x5 × y2,
z3 = (−x1 · y2 + x2 · y1)e⊙0 − x1 ⊙ y2 + x2 ⊙ y1 + 4(x4 ⊙ y5 − x5 ⊙ y4)× e⊙0,
z4 =
1
2
(x1 ⋆ y2 − x2 ⋆ y1)− (x3 × e⊙0)⊙ y5 + x5 ⊙ (y3 × e⊙0)
−x4 × y5 − x5 × y4,
z5 =
1
2
(x1 × y2 + x2 × y1) + (x3 × e⊙0)⊙ y4 − x4 ⊙ (y3 × e⊙0)
+x4 × y4 + x5 × y5.
(6.65)
7 Conclusion
In this paper, we establish a rigorous mathematical foundation for the line ge-
ometric model of 3-D projective geometry. We also extend screw theory from
rigid-body motions to projective transformations, in hope that non-Newtonian
mechanics may find an algebraic language for the development of virtual work
of projective motions.
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The connection between the Cl(3, 3) model of 3-D projective geometry and
the Cl(4, 1) model of 3-D conformal geometry is an interesting topic, and will be
investigated in another paper. This connection makes it possible to investigate
3-D non-Euclidean geometry together with its various realizations in Euclidean
space via pin-hole cameras of R4,1.
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