Abstract. In this paper, the single-machine scheduling problem with convex multiresource dependent processing times, subject to meeting job deadlines, is considered. The objective is to minimize the total cost, including the resource allocation costs and the xed costs. We assume that the actual processing time of each job (task) is a function of the amount of resources allocated. Therefore, the decision variables of the model are: (1) resources allocated to the jobs; (2) total consumed resources; (3) processing times of the jobs; (4) start/completion times of the jobs. We reformulate and solve the problem using a posynomial geometric programming model. In the proposed exact solution method based on the geometric programming, the original problem of any size is reduced to a two-variable unconstrainted optimization problem, which can be easily solved by a simple grid search.
Introduction
In many real scheduling problems, some parameters of the problem, such as the duration of tasks or their release times, can be controlled or improved by allocating more resources to them. Therefore, in these problems, two sub-problems should be solved sequentially or simultaneously: scheduling and resource allocation. In the resource allocation sub-problem, the actual processing time of tasks (jobs) is a function of the amount of resource allocated. This function usually has two forms: convex function and linear function (for other forms of the function see [1, 2] ). The linear form of the function for the single-machine scheduling problem has been studied by many papers in the literature [3] [4] [5] [6] [7] [8] [9] [10] [11] . However, the linear function does not obey the law of diminishing marginal product, in which productivity increases to the amount of resource at a decreasing rate [12] . Therefore, in this paper, the convex function is applied for the problem. This problem, i.e. the single-machine scheduling problem with convex resource dependent processing times, has been widely studied in the literature [13] [14] [15] [16] [17] [18] [19] [20] [21] due to the wide applicability of the convex resource consumption function and its tness for many real problems [22] . However, almost all the existing studies on the problem consider only one resource allocation, and there are very few studies on multiple resources. Daniels [23] studied singlemachine scheduling problem with multiple resources available for processing times control. He considered a linear function for the resource dependent processing times and multi-objective function of minimizing the total amount of allocated resources and maximum job tardiness. Shabtay [24] studied the problem with a convex function and two resources available to control the processing times. The considered objective was the maximal lateness. Shabtay and Steiner [25] presented a survey of scheduling problems with controllable processing times.
In this paper, we consider the single-machine scheduling problem with convex multi-resource dependent processing times, subject to meeting job deadlines. The objective is to minimize the total cost, including the resource allocation costs and the xed costs. The remainder of this paper is organized as follows. A mathematical programming model is presented for the problem in Section 2. This mathematical model is then converted into a posynomial Geometric Programming (GP) model [26] [27] [28] in Section 3. An exact solution method is presented for the problem and the performance of the proposed method is evaluated by a numerical example in this section. Concluding remarks are given in the last section.
The notations used throughout the paper are as follows:
Parameters and indices The amount of actual consumption of resource r for job j. The assumptions considered in this paper are as follows:
1. Jobs are independent of each other; 2. Setup and transportation times are negligible and job preemption is not allowed; 3. The machine (processor) is continuously available and can process at most one job at a time; 4. All the jobs have equal priorities; 5. All the jobs and the machine are available at time zero; 6. The processing time of job j(P a j ) is a function of Obviously, in order to meet the job deadlines, the sequence of the jobs should be based on EDD (Earliest Due Date) dispatching rule, in which the jobs are sequenced in non-decreasing order of their due dates [29] ; and in scheduling sub-problem, only the start times of the jobs are determined. Therefore, we number the jobs in EDD order. The presented mathematical model for the problem is as follows: C j P a j + C j 1 j = 2; 3; ; n; C j d j j = 1; 2; ; n; C j ; P a j ; R rj ; TCR r 0 8j; r:
The objective function is to minimize the total cost, including the resource allocation costs and the xed costs. The rst constraint set determines the total consumed resources. The second constraint set ensures that, for each resource, the total required resource does not exceed the total available resource. The third constraint guarantees that the start time of the rst job is not less than zero. The fourth constraint set ensures that an operation does not overlap with both its predecessor and its successor operations. The fth constraint set is used for meeting the deadlines. The last constraint set is for non-negativity limitations.
Posynomial GP model
We rst rewrite P a j in Eq. (1) as follows: 
Model (2) 
The degree of di culty of a posynomial GP model is calculated as [(number of terms) (number of variables) 1]. The degree of di culty of model (5) is equal to (m + 2n 1) [26] [27] [28] , i.e. the problem is a very di cult problem. This means that the number of jobs (n) has more e ect on di culty of the problem than the number of resources (m). It should be noted that we applied variables TCR r , 8r, in order to decrease the degree of di culty of the model. The degree of di culty of model (5) without variables TCR r , 8r, is equal to (mn + 2n 1). Similarly, given that in the third and fourth constraints of model (2) the () can be replaced with (=), the variables C j can be eliminated from models (2) and (5). However, the degree of di culty of this converted form of model (5) will increase to 2m + n(n+1)
1.
The dual formulation of model (5) is given below [26] [27] [28] : 
1 51 n 52 n + 6 n = 0; 
1; 2 r ; 3 rj ; 4 r ; 51 j ; 52 j ; 6 j ; 3 r ; 5 j > 0:
In the above model, all the constraints are linear. The dual variables 1, 2 r , 3 rj , 4 r , 51 j , 52 j , and 6 j correspond to the terms of the primal problem (model (5)), respectively. Variables 3 r , 5 j for j = 1; 5 j for j > 1 also correspond to the rst, third, and fourth constraints of the primal problem, respectively. Eqs. (7)- (9) yield the following equations, respectively: 
52 j = 51 j + 51 (j+1) + 6 j ; j = 2; 3; ; (n 1):
2 r can be computed from the following equation by using Eqs. (11) and (16) 
Similarly, we have the following equation by using Eqs. (12) and (17)- ( 
The following equation is also obtained using Eqs. (13) and ( 
Eqs. (14) and (15) yield:
51 (j+1) + 6 j j = 2; 3; ; (n 1) 51 j + 52 j j = n (22) and using Eqs. (10) and (20), we derive: 
The following single-constraint optimization problem now can be obtained by using the above equations:
Maximize f( 4 r ; 8 r; 51 j ; j = 2; 3; ; n; 52 n ; 6 j ; 8 j); subject to: 
Problem (24) has (2n + m) variables, which are: 4 r , 8r; 51 j , j = 2; 3; ; n; 52 n ; 6 j , 8j. The detailed objective function of this problem is given in Appendix 1. For simplicity, we now consider the following assumption: 
Also, 51 j , j = 2; 3; ; (n 1), can be written as a function of P n j=1 ( 52 j ) using Eqs. (37) and (38):
( 52 j ): 
And using Eqs. (10), (41), and (46), 6 n can be written as a function of P n j=1 ( 52 j ), as follows:
6 n = 51 n + 52 n 1:
Therefore, using Eqs. (40)- (43) and (47), problem (24) Optimal solution of this relaxed dual problem is applied to obtain the original decision variables corresponding to the primal problem (5) . Suppose that (48), and let f 0 be the optimal value of its objective function. The optimal values of all dual variables corresponding to problem (24), i.e. 4 r , 8r; 51 j , j = 2; 3; ; n; 52 n ; 6 j , 8j, can be easily obtained by Eqs. (40)- (43) and (47). Also, the optimal values of all remaining dual variables corresponding to the original dual problem can be computed by Eqs. (16) to (22) . Now, the optimal primal variables can be computed by the relationships between the primal and dual problems of GP as follows: 
Conclusion
In many task scheduling problems in the real world, processing of tasks (jobs) requires some continuously divisible constrained nonrenewable resources, such as manpower, energy, fuel, gas, oxygen, catalyst, raw materials, money, etc. In theses situations, a good resource allocation may considerably improve the system performance and decrease the total cost. In this paper, the single-machine scheduling problem with resource dependent processing times, subject to meeting job deadlines, was studied. We considered multi-resource allocation problem that was a more general and much more complex problem, instead of single-resource allocation problem extensively studied in the literature. This multi-resource problem is very exible to apply in the real problems and can be used for even noncommon limited resources. The problem was more generalized by assuming that the job processing times were a convex function of the amounts of resources allocated. This form of the function is more applicable in the real problems in comparison with the linear form, widely studied in the literature. The objective was to minimize the total cost, including the resource allocation costs and the xed costs. We presented a solution method based on geometric programming for the problem. In the proposed exact method, the original problem of any size was reduced to a twovariable unconstrainted optimization problem, which could easily be solved by a simple grid search. The proposed method can be applied for many real-world resource allocation problems with task deadlines.
