Formal economic modeling of intra-industry trade essentially began with Krugman (1979Krugman ( , 1980Krugman ( , 1981, Lancaster (1980), and Helpman (1981) . Helpman (1987) is generally credited with the first econometric "test" of these theories of intra-industry trade, with subsequent notable contributions from Hummels and Levinsohn (1995) and Debaere (2004) . However, all these theories and empirical models ignore transportation -or, more broadly, trade costs. Yet, as Anderson and van Wincoop (2004) suggest, trade costs are quite large. This paper extends work by Bergstrand (1990) that addressed intraindustry trade in the explicit presence of trade costs. In the context of a Helpman-Krugman cum trade costs model, we derive four empirically testable hypotheses regarding intra-industry trade and trade costs. These hypotheses are investigated empirically using a cross-section of bilateral OECD Grubel-Lloyd indexes. The results are strongly in accordance with the hypotheses, indicating the importance of a more rigorous and systematic treatment of trade costs in the intra-industry trade literature.
I. Introduction

Trade costs have economically sensible magnitudes and patterns across countries and regions and across goods, suggesting useful hypotheses for deeper understanding
. Grubel and Lloyd (1975) created an industry in the international trade literature. Their systematic empirical investigation of trade flows yielded the seminal observation that the bulk of international trade -certainly among industrialized nations -was intra-industry, not inter-industry. This was a startling observation for international trade economists whose prevailing theories of international trade at that time -the Ricardian and Heckscher-Ohlin theories -could only explain inter-industry trade. These facts motivated several insightful trade theorists to combine the industrial organization and international trade literatures to offer formal theories of intra-industry trade. Notably, Krugman (1979 Krugman ( , 1980 Krugman ( , 1981 , Lancaster (1980) , and Helpman (1981) are generally cited as the most influential papers in this regard. Helpman and Krugman (1985) is a seminal book synthesizing and enhancing this theory.
Of course, the absence of a formal theoretical foundation for intra-industry trade (IIT) certainly did not prevent empirical trade economists from estimating econometric models of the determinants of intra-industry trade prior to 1980. However, Helpman (1987) is generally cited as providing the first "testable" hypotheses of intra-industry trade based upon an explicit general equilibrium model. Among other papers, several seminal articles have re-evaluated Helpman's empirical propositions in the context of formal theories, including Hummels and Levinsohn (1995) , Evenett and Keller (2002) , and Debaere (2004) .
However, each of the papers just noted have evaluated intra-industry trade in the context of a model with zero trade costs. As Anderson and van Wincoop (2004) remind us convincingly, trade costs are large -and matter. Even the large empirical literature on determinants of intra-industry trade lacking formal theoretical foundations found fairly systematically that distance significantly reduces intra-industry trade, economically and statistically. However, while the international trade literature (especially, work using the gravity equation) has provided convincing rationales for the negative relationship between distance -as a proxy for "trade costs" -and the volume of trade, there is not yet a well accepted rationale for why distance should have a strong negative empirical correlation with the share of intra-industry trade, especially after accounting for countries with common land borders (i.e., "cross-hauling"). One paper that did try to address theoretically and empirically the importance of transport costs in the context of a twosector model of Heckscher-Ohlin inter-industry and Helpman-Krugman intra-industry trade is Bergstrand (1990) .
The purpose of the present paper is to advance some new theoretical and empirical insights into the relationship between intra-industry trade and trade costs. Anderson and van Wincoop (2004) is an excellent survey of international trade costs, and among other goals discusses in particular the relationship between trade costs and the volume of trade.
Our paper is aimed at enhancing our knowledge of the relationship between trade costs and the share of intra-industry trade. We also address indirectly an important issue raised in Davis (1998) on the relationship between absolute trade costs vs. relative trade costs (between two industries' products) for international trade and the "home-market effect."
In this paper, we enhance the standard two-country, two-good, two-factor HelpmanKrugman model to incorporate explicit transport costs for both the differentiated and homogeneous products. In the presence of positive transport costs, analytical solutions can only be obtained by focusing the analysis on a limited (and often unrealistic) set of parameter domains. Consequently, we provide numerical solutions to the nonlinear relationships between trade costs and Grubel-Lloyd intra-industry trade indexes (GLI).
Specifically, we motivate four "testable" hypotheses. First, an increase in trade costs associated with only differentiated goods should reduce both the volume of intra-industry trade in differentiated goods and the share of such intra-industry trade in overall trade.
Second, a proportional increase in trade costs (across both sectors) will tend to reduce the overall G-L index as well. Third, the presence of explicit trade costs introduces nonlinearities into the model that can influence potentially the sensitivities of relationships among trade costs and the share of intra-industry trade to economic size and relative factor proportions. We rely upon numerical solutions from a computable general equilibrium (CGE) version of our theoretical model to show, for instance, that the effect of a proportional increase in trade costs is sensitive to the level of differences in relative factor endowments. Fourth, we show also that the marginal effect of an increase in only differentiated goods trade costs is also sensitive to relative factor endowment differences.
Finally, we investigate these four hypotheses empirically using a large cross-section of bilateral G-L indexes. The results confirm our theoretical hypotheses.
The remainder of the paper is as follows. Section 2 outlines the theoretical model and the four empirically testable hypotheses. Section 3 discusses our database. Section 4 presents the main empirical results. Section 5 presents the results of a sensitivity analysis.
The last section concludes.
II. Theoretical Issues
A. The Model
To illustrate the role of trade costs for intra-industry trade, consider a two-country, two-sector, two-factor model à la Helpman and Krugman (1985) . One of the two sectors produces a Dixit and Stiglitz (1977) constant-elasticity-of-substitution (CES) type differentiated good (X), and the other sector produces a homogeneous good (Y). We assume fixed endowments of two factors, capital (K) and labor (L), in each of two countries (i,j). In country i's differentiated sector, n i firms engage in (large-numbers-case) monopolistic competition. Each firm faces a demand x ii in the domestic market and x ij in the foreign market. These demands are given by:
where p Xi is the price of each differentiated variety in country i, a is the expenditure share on differentiated goods (hence, consumers spend a share of 1-a on the homogeneous good), E i =w i L i +r i K i is total income of labor and capital (w and r denote the respective factor rewards), P Xi is the CES price index given by:
and ε denotes the elasticity of substitution between varieties. We assume iceberg-type transport costs in both sectors (see Samuelson, 1952) . We consider non-zero and different transport costs in both sectors. Assume t X -1 (t Y -1) units of each differentiated variety (of the homogeneous good) "melt" during transportation of goods to foreign consumers. In this regard, our approach differs from several previous analyses of the Helpman-Krugman model, where it has been typically assumed that t X = t Y = 1 (Helpman, 1987, Hummels and Levinsohn, 1995; Evenett and Keller, 2002; Debaere, 2004) . However, Davis (1998) studies the role of transport costs for the home-bias and focuses on two specific configurations of t X and t Y , namely t X = t Y ≠ 1 and t X ≠ 1 but t Y = 1.
An assumption of factor market clearing guarantees:
We will make a few plausible assumptions regarding technology to simplify the analysis.
First, we assume firm setup is capital intensive relative to production of goods. Second, we assume that production of the differentiated good is capital intensive relative to that of the homogeneous good. This is guaranteed formally by
We ensure the latter inequality by assuming a KY = 0. Further, we assume a world-wide identical Leontief technology, which rules out the possibility of factor intensity reversals.
For convenience, we express X in terms of produced units and Y in consumed units.
An assumption of free entry and exit guarantees zero profits in the differentiated goods sector:
where c Xi denotes marginal costs (average variable costs) in the X-sector. Large-number monopolistic competition leads to a constant mark-up over marginal costs, so that we can write the pricing conditions applying to both sectors as
Choosing the price of Y in market i as the numéraire then implies w i = 1.
The volume of trade in this model is given by
and the "trade overlap" (Finger, 1975) expressed as a share of the trade volume -hence,
We are interested in the comparative static results of the G-L index with respect to t X and t Y in particular. A comparative static analysis in models of monopolistic competition is generally messy, and analytical results can only be obtained by focusing on certain (often unrealistic) parameter domains. In our case, for instance, choosing ε = 0 would allow such an analysis. To avoid this dilemma, we will provide some numerical solutions later.
B. Changes in Relative Trade Costs and Intra-Industry Trade
In this section, we consider the relationship between a change in trade costs in the differentiated goods sector (holding constant trade costs for the homogeneous good) and the theoretical impact on our overall index of intra-industry trade, GLI. We consider an increase in the (gross) trade-cost factor in industry X, ∆t X > 0. A rise in good X's trade costs will make imports of X by each country more expensive, lowering import demand and the value of both countries' trade flows in X. Using the first equality in eq. (8), this tends to lower both the numerator and denominator in (8). However, in general equilibrium, and with asymmetric economic sizes and relative factor endowments, the full impact of a rise in t X is unclear.
Economic Intuition
To analyze the impact, we make a few assumptions. Assume that the two countries are equal in economic size (real GDP), but country i (j) is relatively abundant in capital (labor), the factor used relatively intensively to produce X (Y). Consequently, country i (j)
is the net exporter of X (Y); both countries export X, but only j exports Y. 1 Given that country i is the net exporter of X and produces a larger share of X in the world, a rise in t X causes the relative price of X to consumers in country j (the net importer of X) to rise dramatically, reducing real income in country j. Due to the "love of variety" for X, the bulk of X consumed in j is imported. This reduction in j's real income is equivalent economically to a loss of factor endowments, which should raise factor prices in country j.
However, the price of labor in j (w j ) cannot rise. First, the price of labor in i (w i ) is the numeraire; consequently, given the model's structure, p Yi = 1. Consequently, in country j, the wage rate is unchanged; since profit maximization ensures the wage rate equals the producer price of homogeneous good Y in country j, and the latter is linked (adjusted for Y's trade cost factor) to the price of good Y in i (the numeraire, p Yi = w i ), w j is unchanged.
So the prices of capital in both countries (r i , r j ) bear the brunt of adjustment. The implied scarcity of capital in j drives up its price (r j ). However, since i is the net exporter of X, the fall in demand for X leads to an excess supply of capital, and the price of capital in i (r i ) actually falls. On net, the relative wage-rental ratio in country i rises relative to the relative wage-rental ratio in j, causing the relative price of X to Y in i to fall relative to that in j. The widening of relative prices in the two countries increases industry specialization, diminishing the overall share of intra-industry trade (GLI).
Edgeworth Box Approach
In light of the 2x2x2 dimensions of our model, we can illustrate relationships between trade costs, real GDPs, relative factor endowments, and G-L indexes using a traditional Edgeworth box. Figure 1 provides an illustration.
> Figure 1 HERE <
In this figure, we depict an iso-GDP-share line, which reflects the same share of world (real) GDP corresponding to a given set of values for transport costs. Assume that the solid iso-GDP-share line is associated with t X = t Y and with equally sized countries. With non-zero trade costs (t X = t Y >1), the solid iso-GDP-share line is kinked (in contrast to a world within the factor-price-equalization set with zero trade costs). The reason is that, at the southeast end of the line, country i is relatively labor abundant and will be the sole producer and exporter of homogeneous good Y, while producing and exporting a small amount of differentiated good X. As country i's K-L ratio increases for a given real GDP, at some point near the diagonal (depending upon the values of t X and t Y ), incomplete specialization in production of Y results; this creates the initial kink in the line moving northwest. At an even higher K-L ratio for country i (just above the diagonal), country i will produce none of good Y and will specialize in the production and export of its differentiated varieties of X; this is the second kink in the line moving northwest.
Figure 1 also illustrates two solid iso-Grubel-Lloyd-Index (iso-GLI) lines associated with two alternative relative factor endowments for the two countries. At point A, for example, countries have identical GDPs but different relative factor endowments. The G-L index is less than unity; analogously, for point B.
We now consider the effects of changes in transport costs on these loci. Consider an increase in trade costs in good X. This increase causes country i's iso-GDP-share line to tilt as indicated. If good Y uses labor relatively intensively in production, with an increase in t X the original (solid) iso-GDP-share line is now associated with a lower relative real income in j compared with i.
More importantly, Figure 1 illustrates the effect on the iso-GLI line. The solid line reflects a constant G-L index level at various K-L ratios for country i assuming that t X = t Y > 1. As discussed above, the fall in the relative price of good X to good Y in country i relative to country j implies that industry specialization will increase for the two countries, lowering the overall share of intra-industry trade. Figure 1 illustrates that, in the northwest quadrant, the iso-GLI line shifts to the right. That is, the original (solid) iso-GLI line is now associated with a lower level of GLI.
Numerical Simulations
Because of extensive nonlinearities in the model, we will find it useful to create a computable general equilibrium (CGE) version of our model. This will enable us to generate expected theoretical relationships more closely related to the econometric model.
For instance, it is well known in this class of (Helpman-Krugman-type) models that the share of intra-industry trade will increase the larger (and more similar) in economic size are two countries. As just shown, in general equilibrium trade cost changes affect both GLI and economic sizes. In the empirical model to follow, the inclusion in regressions of
GDPs as well as trade costs implies that the estimated relationship between trade costs and GLI is holding constant variation in GDPs. We would like to know theoretically the effect of trade costs on GLI holding GDPs constant. However, we can use the CGE version of our model to generate a theoretical relationship between trade costs and GLI holding constant relative economic sizes.
We now describe the methodology for the CGE model. First, we reallocate capital so that country i holds between 50 percent and 99.95 percent of the world capital endowment, and we reallocate labor to ensure that this country holds between 0.05 percent and 50 percent of the world labor endowment. Hence, we focus in the simulations on the northwest quadrant of the factor box in Figure 1 , where country i is capital abundant.
Second, we choose an extremely fine grid and compute 100 2 =10,000 equilibria. Third, we choose a particular value of country i's share of world GDP (in our case, 54 percent) and select all factor endowment configurations out of the 10,000 which (approximately) "produce" this (endogenous) share of world GDP; hence, our simulated relationship between trade costs and GLI will hold constant relative GDPs.
However, the effects of trade cost changes on GLI will be sensitive to the values of parameters. In the context of our model, the parameters are the Leontief input requirements (a's), the share of expenditures devoted to the differentiated good, capital requirements for firm setups, and countries' factor endowments. In the remainder of the paper, we demonstrate theoretically (using the CGE model) and later empirically (using regression analysis) the effect of changes in each sector's transport cost factor on the aggregate GLI index for the country pair and the sensitivity of this effect to relative factor endowments. It will be useful to define the absolute difference in the logs of relative factor endowments by
We now demonstrate theoretically (using the CGE model) the relationships between trade costs and intra-industry trade. We will display a GLI-DRLFAC locus for four different values of transport costs, always holding the chosen share of world GDP constant, as we do in the empirical analysis of GLI later, where GDP size and similarity enter as determinants. In Figure 2 , we focus in particular on a range of relative factor endowment differences (DRLFAC) that is empirically plausible and where countries are imperfectly specialized (so that GLI > 0). In particular, the relationships shown will hold for a range of the ratio of relative factor endowments for two countries from unity (identical relative factor endowments) to one country having five times the K/L ratio of the other, which represents the OECD countries. To produce the figure, we basically leave the "bird's eye view" of Figure 1 but rather look at the GLI associated with a specific level of relative GDP at different configurations of t X and t Y . Specifically, we assume a conventional value for the elasticity of substitution among manufactures (ε = 6; see Anderson and van Wincoop, 2004 ) and base our insights on numerical solutions of the model. the relationship between GLI and DRLFAC for trade costs of (t X = 1.1, t Y = 1.1) and the line for trade costs of (t X = 1.3, t Y = 1.1). As discussed in section 2B above, our first hypothesis is that a rise in t X will lower the overall share of intra-industry trade. The line for (t X = 1.3, t Y = 1.1) is lower relative to that for (t X = 1.1, t Y = 1.1), as expected.
2 Concerning the input coefficients, we choose a LX = 0.6, a LY = 1, a KX = 0.8, a KY = 0, a Ln = 0, a Kn = 1. The expenditure share on differentiated goods is set at a = 0.8. Further, we assume K = 60 and L = 100 for world endowments. In the initial equilibria, transport costs are set at t X = t Y = 1.1. To assess the impact of alternative transport costs, we choose a value of t X = 1.3 and t Y = 1.3 when indicated.
C. Proportional Changes in Trade Costs and Intra-Industry Trade
We now consider the theoretical effect of a proportional change in trade costs in both sectors on the GLI index for the country pair. Figure 2 illustrates that a rise in trade costs from (t X = 1.1, t Y = 1.1) to (t X = 1.3, t Y = 1.3) reduces the GLI index of intra-industry trade.
Note that the shift downward of the locus is of less magnitude than the downward shift in the case of a rise in only X's trade costs.
The reason is the following. In this case, w j falls dramatically because the cost of trading Y has risen sharply, lowering Y's price on the world market (excluding trade costs). Even though the price of capital falls in both countries, the relative factor prices in the two countries do not widen as much as in the previous case. Consequently, interindustry specialization does not increase as much, and intra-industry trade does not decrease as much.
D. Changes in Relative Trade Costs and Relative Factor Endowments
The nonlinearities generated in the model by the introduction of trade costs likely make the effect of trade cost changes on the Grubel-Lloyd index of intra-industry trade sensitive to parameters, including initial levels of endowments. A priori, it is difficult to predict analytically how these nonlinearities will affect the impact of trade costs on GLI at different parameter levels; this is why we construct CGE models. We now use Figure 2 to guide us in understanding the varying sensitivity of the fall in GLI to the level of differences in relative factor endowments. Careful examination of Figure 2 reveals that the effect of a rise in relative trade costs in X on the reduction of the GLI index is greater the larger is the absolute difference of (log) relative factor endowments for the two countries.
Since we know a rise in the relative trade cost of the differentiated good impacts the X sector disproportionately and leads to greater inter-industry specialization, this effect is exacerbated the wider is the initial level of inter-industry specialization due to a large difference in relative factor endowments. This is confirmed by the fact that -at the LHS 
E. Changes in Proportional Trade Costs and Relative Factor Endowments
Analogously, the effect of proportional trade cost changes across sectors on the Grubel-Lloyd index will be sensitive to the initial difference in relative factor endowments. We know from section C above that the GLI index falls less with a proportional increase in trade costs compared with a rise in only X's relative trade cost.
However, in this case as well, relative factor prices change and widen, increasing interindustry specialization. The wider the initial level of relative factor endowments (and, consequently, inter-industry specialization), the greater this increase in inter-industry specialization will have upon the overall level of intra-industry trade. Consequently, we would expect that a proportional change in trade costs would have a larger negative impact on GLI the larger is DRLFAC -the difference in relative factor endowments. We now evaluate empirically these four hypotheses.
III. Data
Our We employ a narrow definition of homogeneous goods trade; we classify the 1-digit categories "0", "2", and "3" as homogeneous goods. We exclude beverages and tobacco (category "1") from this definition, since earlier research -not to mention our own colleagues -suggest considerable product differentiation within subcategories covering wine "11241", Whisky "11241", and beer "1123." Applying this definition, we end up with a share of homogeneous goods trade in total trade of 12 percent on average; see Specifically, we use real GDP (base year is 1995), labor force, and gross fixed capital formation. The latter are used to compute capital stocks according to the perpetual inventory method, assuming a depreciation rate of 13.3% as suggested in Leamer (1984) . Table 1 provides details on the median, mean, and standard deviation of all variables in use. We would like to highlight that trade costs of homogeneous goods are higher than those of differentiated goods by five percentage points on average, and this difference is significant at 1 percent according to a paired t-test.
IV. Econometric Analysis
In the econometric analysis, we estimate initially the following five specifications of cross-section regressions: Bergstrand, 1983 Bergstrand, , 1990 Hummels and Levinsohn, 1995) .
> Table 2 HERE <   Table 2 summarizes the results. First, we consider the coefficient estimates for the variables representing economic size, similarity, and relative factor endowment differences. The sum of the two countries' GDPs has the expected positive effect on GLI and the coefficient estimates are statistically significant. GDP similarity also has the expected positive relationship with GLI, although coefficient estimates generally lack statistical significance at conventional levels. Differences in relative factor endowments have the expected negative relationship with the share of intra-industry trade; coefficient estimates are statistically significant. Thus, in all five specifications, economic size, economic similarity, and relative factor endowment differences have the expected correlations with GLI.
In examining the empirical relationships between GLI, the transport cost variables, and the interaction terms, we consider each of the five specifications in turn. Model 1 considers first the effects of absolute and relative trade cost changes on GLI in the absence of interactions with relative factor endowment differences. In the presence of ln( > Tables 3a and 3b HERE <   Tables 3a and 3b provide estimates of the marginal impacts of the two transport cost variables on the transformed GLI at various levels of relative factor endowment differences. Table 3a provides estimates for Models 3 and 4. As our theory illustrated in Figure 2 suggests, the negative marginal effects become larger (in absolute terms) with larger differences in relative factor endowments. The results in Table 3b for Model 5 confirm these results. The only difference of the estimated marginal effects from the theory is that the marginal effects for the trade cost difference variable are larger (in absolute terms) than those for the total trade cost variable. Careful examination of Figure   2 reveals that the line for (t X =1.3, t Y =1.1) lies systematically below that for (t X =1.3, t Y =1.3). While the estimated marginal effects are not statistically significant, we will find later in the sensitivity analysis that a slightly different specification reverses this outcome.
V. Sensitivity Analysis
We investigate the robustness of our findings in Models 1-5 in several respects; in several areas, we omit Model 2 simply for brevity and ease of presentation.
Measuring Economic Size and Similarity
The basic specification described above in equations (9)- (13) has one frequently used alternative. Both Helpman (1987) and Hummels and Levinsohn (1995) used max(lnGDP i , lnGDP j ) and min(lnGDP i , lnGDP j ) to represent economic size and similarity, rather than GDT and SIMI used earlier. This alternative specification is presented in Table 4 .
> Table 4 HERE < Table 4 shows that the basic results are largely insensitive to the change in specification.
However, we notice one improvement. As Model 1 reveals, for example, the relative coefficient sizes (in absolute terms) for the transport cost difference variable and the absolute transport cost variable change. The change in relative coefficient sizes is revealed also in estimates of the marginal effects for the transport cost variables using the alternative specification shown in Tables 5a and 5b. > Tables 5a and 5b HERE <   Tables 5a and 5b indicate that the estimated marginal effects for changes in relative transport costs are now larger in absolute terms than those for changes in absolute transport costs. This is consistent with the theoretical implications of the model, as shown in Figure 2 .
For the remaining results in this paper, we analyze Models 1, 3, 4, and 5 only; we exclude Model 2 for brevity and convenience.
Treatment for Influential Observations
We conducted two sensitivity analyses to detect the possibility of our results being driven either by outliers or leverage points. For outliers, we follow Belsley, Kuh and Welsch (1980) and run OLS on all four models excluding observations with an absolute error term larger than two standard errors of the regression. For leverage observations, we run median regressions, cf., Greene (2000) , to determine how sensitive the results are to influential observations. As shown in Table 6 , the coefficient estimates for the relevant transport cost (or interaction) variables are largely the same as in Table 2 . (All the results shown in Table 6 use the original specification with GDT and SIMI.)
We also considered the possible influence of the results being driven by the smallest country pair's observation or the largest country pair's observation. As Table 6 indicates, the coefficient estimates for the relevant variables were insensitive to the exclusion of either country pair.
Influential Observations for Particular Parameters
We follow Efron and Tibshirani (1993) and conduct a jackknife analysis to assess the maximum impact of cross-sectional observations on each transport cost (or interaction) variable's coefficient estimate. Specifically, we investigate the maximum positive and negative deviation from our original coefficient estimates in Table 2 as a result of excluding a single country-pair. In general, the results are robust. In every model, the maximum and minimum coefficient estimates are economically very close to the respective coefficient estimates reported in Table 2 . For example, in Model 1, the coefficient estimate for [ln(t Xij )-ln(t Yij )] is -0.223 in Table 2 whereas the minimum (maximum) coefficient estimate for this variable in Table 6 is -0.244 (-0.175). The coefficient estimate for ln(t Yij ) is -0.334 in Table 2 whereas the minimum (maximum) coefficient estimate for this variable in Table 6 is -0.443 (-0.305). Thus, the results are robust to a jackknife analysis.
Trade-Imbalance-Adjusted GLI
As pointed out in earlier and more recent research, the use of bilateral tradeimbalance-adjusted GLI indices often is preferable over unadjusted ones; see Bergstrand, 1983; Greenaway and Milner, 1986; Egger, Egger, and Greenaway, 2004 . Accordingly, we also estimated our five specifications employing trade-imbalance-adjusted GLI measures. We used bilateral aggregate OECD trade figures to compute adjusted GLI indices. There is no one widely-adopted method for "adjusting" G-L indexes. For convenience and in the interest of a sensitivity analysis, we adjusted the bilateral trade flows to reflect bilateral aggregate trade balance. As shown in the last line of Table 6 , the results reported in Table 2 are generally robust to the alternative use of adjusted GLI indices. Iso-GDP-share The dependent variable is the logistic transformation of GLI. Marginal effects refer to the transformed GLI. Figures below marginal effects are standard errors. Two-tailed t-tests: * significant at 10 percent, ** significant at 5 percent, *** significant at 1 percent.
VI. Conclusions
The dependent variable is the logistic transformation of GLI. Marginal effects refer to the transformed GLI. Figures below marginal effects are standard errors. Two-tailed t-tests: * significant at 10 percent, ** significant at 5 percent, *** significant at 1 percent. Figures below coefficients are standard errors. Two-tailed t-tests: * significant at 10 percent, ** significant at 5 percent, *** significant at 1 percent. Table 4 Trade cost difference Total trade costs Model 3 in Table 4 Model 4 in Table 4 Trade cost difference Total trade costs
The dependent variable is the logistic transformation of GLI. Marginal effects refer to the transformed GLI. Figures below marginal effects are standard errors. Two-tailed t-tests: * significant at 10 percent, ** significant at 5 percent, *** significant at 1 percent.
The dependent variable is the logistic transformation of GLI. Marginal effects refer to the transformed GLI. Figures below marginal effects are standard errors. Two-tailed t-tests: * significant at 10 percent, ** significant at 5 percent, *** significant at 1 percent. Figures below coefficients are standard errors. Two-tailed t-tests: * significant at 10 percent, ** significant at 5 percent, *** significant at 1 percent. -a) We follow Belsley et al. (1980) in defining outliers as observations with absolute residuals larger than two standard errors of the regression.
