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Abstract
Dynamic topic models (DTM) are commonly used for min-
ing latent topics in evolving web corpora. In this paper, we
note that a major limitation of the conventional DTM based
models is that they assume a predetermined and fixed scale of
topics. In reality, however, topics may have varying spans and
topics of multiple scales can co-exist in a single web or so-
cial media data stream. Therefore, DTMs that assume a fixed
epoch length may not be able to effectively capture latent top-
ics and thus negatively affect accuracy. In this paper, we pro-
pose a Multi-Scale Dynamic Topic Model (MS-DTM) and
a complementary Incremental Multi-Scale Dynamic Topic
Model (IMS-DTM) inference method that can be used to cap-
ture latent topics and their dynamics simultaneously, at differ-
ent scales. In this model, topic specific feature distributions
are generated based on a multi-scale feature distribution of
the previous epochs; moreover, multiple scales of the current
epoch are analyzed together through a novel multi-scale in-
cremental Gibbs sampling technique. We show that the pro-
posed model significantly improves efficiency and effective-
ness compared to the single scale dynamic DTMs and prior
models that consider only multiple scales of the past.
Introduction
Web and social media data evolve over time reflecting events
and trending topics in the real world: a topic may last active
for a long time or may end abruptly after a short and intense
activity. Consequently, understanding the temporal scales of
these topics and leveraging this information for inference
can potentially help make better decisions and recommen-
dations based on web data.
Recently, probabilistic models for discovering latent pat-
terns in data have drawn significant attention due to the at-
tractiveness of the underlying theory and the practical ef-
fectiveness of the probabilistic approaches to data analysis
Topic models (TM) are a good example for the successful
application of probabilistic techniques for discovery of la-
tent patterns, including in scientific analysis (Chang et al.
2009), image analysis (Wang and Mori 2009), and web so-
cial media data (Ahmed et al. 2011) analysis. The basic topic
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Figure 1: Topics and topic relationships discovered by the
proposed multi-scale dynamic topic model at different scales
over time (NIPS dataset)
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Figure 2: Document- and epoch-level perplexities of differ-
ent data as a function of the epoch size; different data have
different perplexity behaviors; for the NIPS data, the per-
epoch and per-document accuracies behave differently
model does not consider time; i.e., it assumes that the data
corpus is fixed; therefore, dynamic topic models (DTMs) ex-
tend the idea by allowing the data corpus to evolve in epochs
and by chaining topics from consecutive epochs together to
track their evolution in time (Blei and Lafferty 2006). DTM
and its variations have been successfully applied in many do-
mains with evolving data, including in the analysis of web
and social media data streams (Wang, Blei, and Heckerman
2008). Figure 1 shows an example set of topics extracted
from a scientific data stream.
Limitations of the DTM
We note that a major limitation of most existing DTM ap-
proaches is that they assume a predetermined and fixed span
(or epoch) of topics, whereas an evolving document corpus
may contain topics of different temporal scales and, more-
over, topics at one scale may impact the prediction of the
topics at another scale.
Difficulty of Picking an Epoch Size. One of the major chal-
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lenges is that the relationship between epoch size and accu-
racy is not trivial to establish. We illustrate this using Fig-
ure 2, which shows how document- and epoch-level perplex-
ities vary as a function of the epoch size:
• For the NIPS corpus, representing scientific web col-
lections, epoch-level perplexity increases with the epoch
size; i.e, when using larger epochs, it gets more difficult
to develop models that describe these epochs using a fixed
number of target topics.
• Apple Stock data, representing financial data streams,
shows a different behavior: for both epoch- and
document-level perplexities, the model gets better as
larger time periods are considered This is because the data
is too complex to explain accurately focusing on a small
time period.
This figure illustrates not only that different data and doc-
ument streams have different perplexity behaviors, but also
that for some data per-epoch and per-document accuracies
may behave differently when the epoch size change.
Co-existence and Interdependence of Topics of Different
Lengths. It is important to note that, in general, an optimal
epoch size may not exist since (a) the relevant time span may
not be fixed and topics of different temporal spans may co-
exist in the data stream as an active topic may last for a long
time or may abruptly end after a short period. Moreover, (b)
topics of one temporal scale may be predictive of subsequent
topics of different temporal scales; in other words, an active
topic may be predicted by a mixture of past topics, some of
which with long spans and some of which having emerged
only recently. Consequently, selecting the appropriate epoch
size is not a trivial task:
• if the epoch length is too large, then (since all data ob-
jects in the same time epoch are exchangeable) we cannot
discover fine grained dynamics (as well as larger patterns
that depend on these dynamics) in the data stream;
• if the epoch length is too small, this will not only increase
the computational cost during the inference process, but
epochs that are too fine grained may not enable us to ob-
serve larger/longer patterns in the data stream.
Because of the above, traditional DTMs that assume a
fixed epoch length may not be able to capture emergence
of latent topics well.
Contributions: Incremental Multi-Scale Dynamic
Topic Model
In this paper, we propose a novel Multi-Scale Dynamic
Topic Model (MS-DTM), which allows us to mine the latent
topics in a dynamic corpus based on the evidences collected
from multiple time scales.
Improving Accuracy through Multi-Scale Inference. Us-
ing MS-DTM, one can infer latent topics and their dynam-
ics in multiple scales of time. More specifically, the current
epoch’s feature distribution prior is based on a weighted
average of the past distributions at different scales. Since
the impacts of the different time scales of the past are not
known a priori, these weights are learned by analyzing the
inter-dependencies among current topics and past data ob-
jects. Moreover, in order to discover dependencies of impact
among short and long topics, different scales of current time
epochs are also inferred.
Efficient Multi-Scale Learning. An important related chal-
lenge is to prevent the multi-scale analysis from signifi-
cantly increasing the DTM analysis cost. DTM based in-
ference usually involves some form of expectation maxi-
mization (EM) approach) to discover latent patterns. Due to
the inherent cost of EM, optimization techniques, such as
Gibbs sampling, are often used to efficiently estimate joint
feature distributions. In this paper, we complement these
with a novel Incremental Multi-Scale Dynamic Topic Model
(IMS-DTM) discovery technique, which supports incremen-
tal Gibbs sampling at multiple scales, avoiding the need to
independently Gibbs sample for different time scales.
Related Work
Model Learning There are two major approaches to model
learning: mixture models (McLachlan and Peel 2000) and
latent factor models (Agarwal and Chen 2009; Chen and
Candan 2014b; 2014a), and they are widely used in many
applications such as image analysis (Wang, Blei, and Heck-
erman 2008; Wang et al. 2016) and high dimensional data
processing (Li et al. 2016; Huang, Candan, and Sapino
2016). The main difference between mixture model and fac-
tor model is that, factor model assumes that every obser-
vation is of a degree of membership to a cluster, instead
of assigning clusters explicitly in the mixture model. Typ-
ical factor models include singular value decomposition,
non-negative matrix factorization, and tensor decomposi-
tion. These techniques are usually used for dimensionality
reduction and clustering. One advantage is that the number
of clusters is adjustable according to the data, and when the
data comes in a streaming fashion, the number of clusters
can be increased or decreased.
Dynamic Topic Models and its Extensions Dynamic Topic
Models (Blei and Lafferty 2006) extend the basic topic mod-
eling technique into a dynamic/incremental setting, where
the topic distribution and word distribution priors are evolv-
ing. The main difference between a static topic model and
a dynamic topic model is that the static topic model as-
sumes that all the documents are exchangeable for the same
set of topics; in contrast, in dynamic topic models, this as-
sumption does not hold because the documents are coming
in a streaming manner and the order of documents reflects
the evolution of the topics. While the original DTM (Blei
and Lafferty 2006) is unsupervised, recent extensions, such
as (Blei and McAuliffe 2007), proposed supervised versions
by adding a response variable associated with each docu-
ment, and the documents and response are jointly modeled.
Lots of recent work, extends DTMs in different ways.
For example, (Nallapati et al. 2008) considers multiple data
sources contributing to the dynamic topic model. In (Wang,
Blei, and Heckerman 2008), authors avoid discretization of
time and they treat time continuously. (Ahmed et al. 2011)
proposes a streaming and distributed unsupervised inference
method based on topic modeling of user profiles to support
recommendation generation. (Bhadury et al. 2016) scales up
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Table 1: Notations used in the paper
Symbol Description
lmin Length of the smallest time epoch
S Number of scales
αt Dirichlet prior for the topics at time epoch t
K Number of latent topics to be inferred
W Vocabulary, the unique word set
N Total number of words in the corpus
Dt Documents at time epoch t
Dt,s Documents at time epoch t with time scale s
Nti Number of words in the i
th document at time epoch t
wti,j j
th word in the ith document at time epoch t
kti,j Topic of j
th word in the ith document at time epoch t
θti Multinomial distribution over topics for the i
th document at time
epoch t
φtk Multinomial distribution over words for the k
th topics at time
epoch t
ψtk,m Multinomial distribution over words for the k
th document at time
epoch t in the mth scale in the past
μtm Weighting factor for the m
th scale in the past at time epoch t
the inference process in the DTMs by a fast and paralleliz-
able algorithm. In a work most related to ours, (Iwata et al.
2010) considers multiple time scales of the past and shows
that this can improve the predicting power of the DTM.
However, (Iwata et al. 2010) does not consider the fact that
also the current epoch (i.e. “now”) can be considered at mul-
tiple time scales and this would not only enable the user
to study topics at multiple time scales simultaneously, but
could also be used to improve the overall efficiency through
incremental processing.
Problem Statement
Table 1 presents key notations used in this paper. Dynamic
Topic Modeling (DTM) considers a corpus stream that con-
tains documents generated sequentially over a fixed vocabu-
lary set and assumes that the timeline is split into fixed size
epochs. At epoch t, there are Dt documents and a docu-
ment dti in this epoch is represented as a set of words, i.e.
dti = {wt1, wt2, ..., wt|dti|}, where |d
t
i| is the vocabulary size
of document dti. DTM infers, a set, L
t, of K latent topics
and associate a latent topic, kti,j , to each word/document pair
〈i, j〉 that occurs at time epoch t. (Blei and Lafferty 2006)
addresses this by extending the static latent Dirichlet alloca-
tion model along time. Data is divided into slices (epochs)
and each slice is modeled with aK component topic model.
The collection of topic models are tied by chaining topics
and topic proportions across consecutive slices.
DTM at Multiple Scales
As discussed in the Introduction, this basic dynamic topic
model has several difficulties, including the fact that the
length of the epoch has to be decided ahead of the time.
Moreover, basic DTMs do not recognize that multiple time
scales may be relevant for the inference task: the list of active
topics may be predicted by a mixture of past topics of differ-
ent lengths and current topics may last for different scales.
Therefore, in order to accurately model the latent topics and
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Figure 3: Multi-scale modeling of the (a) past and (b) “now”
their dynamics, we need to model multiple scales of past and
current topics. We consider a stream of documents generated
over a fixed vocabulary:
• The timeline is split into S many scales of epochs of dif-
ferent lengths. The length of the smallest epoch is lmin
and the difference of lengths of two consecutive scales
sh+1 and sh is also lmin (in other words, the length of the
scale s is s × lmin). All S scales of epoch t start at the
same time, but last for different durations.
• At epoch t at scale s, there areDt,s documents and a doc-
ument dt,si in this epoch is represented as a set of words,
i.e. dt,si = {wt,s1 , wt,s2 , ..., wt,s|dt,si |}, where |d
t,s
i | is the vo-
cabulary size of document dt,si .
The goal of MS-DTM is to infer, for each epoch, t at scale
s, a set, Lt,s, of K latent topics and associate a latent topic,
kt,si,j , to each word/document pair 〈i, j〉 that occurs at time
epoch t at scale s.
Incremental Multi-Scale Inference
Due to the non-conjugacy of the Gaussian and multinomial
models, inference is often done using approximate tech-
niques, such as variational methods (Blei and Lafferty 2006)
or Gibbs sampling (as suggested in (Iwata et al. 2010)), the
online inference and parameter estimation can be efficiently
achieved by a stochastic EM algorithm, where collapsed
Gibbs sampling of latent topics and the maximum likelihood
estimation of hyper-parameters are alternately performed).
A key difficulty in a multi-scale approach is that the over-
all work can multiply, rendering the multi-scale approach
impractical. Therefore, we need new incremental inference
techniques, such as incremental multi-scale Gibbs sampling,
to prevent the need to independently Gibbs sample for dif-
ferent time scales.
Multi-Scale Dynamic Topic Model (MS-DTM)
In this section, we introduce our proposed multi-scale DTM
(MS-DTM) model that captures evolution of topics of mul-
tiple scales. Since multi-scale analysis is performed on past
epochs and the current epoch, MS-DTM can be considered
in two parts, one dealing with the past and the other dealing
with “now”.
Multi-Scale Modeling of the Past
In order to model the impacts of the past documents towards
the topics in the current epoch, (a) we consider multiple time
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scales of word distributions from the previous documents
that have been seen and (b) assume that the topic-specific
word distribution for the current epoch is a linear combina-
tion of the previous word distributions (Iwata et al. 2010).
To be more specific, the topic-specific word distribution φtk
for topic k at the current epoch, t, is computed as a function
of the past word distributions as follows:
φtk ∼ Dirichlet(f(ψt−1k,1 , ψt−2k,2 , . . . , ψt−Sk,S )), (1)
where f() is a function that incorporates the previous word
distributions. We enforce that the mean of the Dirichlet pa-
rameter for current epoch is proportional to the weighted
sum of the word distributions at the previous epochs, i.e.
f(ψt−1k,1 , ψ
t−2
k,2 , . . . , ψ
t−S
k,S ) =
S∑
m=1
μtk,mψ
t−m
k,m . (2)
Here, μtk,m are weighting factors that relate the word dis-
tributions of the previous epochs to the word distributions
of the current epoch and will be learned using the doc-
uments in the current time epoch. As visualized in Fig-
ure 3(a), these weighting factors enable us to infer the im-
pact of the past scales on the current epoch: if the topics in
the current epoch solely depend on the topics in the imme-
diate past, then we would expect that the weighting factor,
μtk,1, would be large; in contrast, if the current documents
are more likely to be influenced by topics of larger tempo-
ral scales in the past, then the weighting factors for m  1
should be higher. Given this, for each topic k = 1, 2, ...,K
at epoch t, we can pick the topic-specific word distribution
as φtk ∼ Dirichlet(
∑S
m=1 μ
t
k,mψ
t−m
k,m ), and, for each doc-
ument dti ∈ Dt, we can obtain a topic distribution, θti ∼
Dirichlet(αt) relying on the Dirichlet prior for the topics
at epoch t. Given these, we can then select words in the doc-
ument by first picking topics, k ∼ Multinomial(θti), using
the topic distribution and then picking corresponding words,
w ∼ Multinomial(φtk), using the topic-specific word dis-
tribution picked at the beginning.
Multi-Scale Modeling of “Now”
In the previous subsection, we have shown how MS-DTM
models the multinomial distribution over words for each
topic and relates them, through weighting factors, to the cur-
rent multinomial distribution over words for these topics.
While the above model relates multiple scales of the past
with a single scale of now, since “now” can also be consid-
ered at multiple scales, we need to extend the model to also
account for multiple current scales.
As visualized in Figure 3(b), we achieve this by associat-
ing S scales to each topic t. All these S scales start concur-
rently; however, they span different durations. As stated in
Section , if the length of the smallest epoch at scale 1 is lmin,
then the length of the epoch at scale s is equal to s × lmin.
Given this, we revise the generative process for the various
scales of epoch t as follows:
For each current scale s = 1, 2, ..., S at epoch t
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Figure 4: (a). Naive vs. (b). Incremental multi-scale Gibbs
sampling
(a) For each topic k = 1, 2, ...,K at epoch t scale s
• φt,sk ∼ Dirichlet(
∑S
m=1 μ
t
k,mψ
t−m
k,m )
(b) For each document dt,si ∈ Dt,s at epoch t scale s
i. Draw θt,si ∼ Dirichlet(αt,s)
ii. For each word in the document dt,si
• Select a topic k ∼ Multinomial(θt,si )
• Select a word w ∼ Multinomial(φt,sk )
As we see here, MS-DTM takes into account multiple
scales of the past and current epoch, as well as their inter-
dependencies.
IMS-DTM: Incremental Multi-Scale Dynamic
Topic Model Inference
In the previous section, we presented the proposed multi-
scale DTM (MS-DTM) model, which associates multiple
scales to each epoch and analyzes the relationships among
the topics in these scales. This is visualized in Figure 4(a). In
this example, each epoch is associated with three scales that
start simultaneously, but last for different durations. From
this example, however, it should be clear that if we naively
execute the inference process (e.g., we sample for epochs of
all scales) the amount of work will increase significantly. In
this section, we discuss how to avoid this potential difficulty
within the proposed multi-scale approach.
Overlaps across Scale-Epoch pairs
We can readily notice in Figure 4(a) is that the different
scales of different epochs overlap with each other: in fact,
in this example where we have 3 scales for each epoch, up
to 6 scale-epoch pairs may overlap (see epochs t = 3, 4, 5 in
the figure).
A second thing that we can easily notice from Figure 4(a)
is that the smallest scale of a given epoch, t, is covered by
not only the larger scales of the same epoch, but also the
larger scales of the epochs that pre-date it. In general, given
S scales, the smallest scale of a given epoch, t, is covered
by, S − 1 scales of the same epoch as well as by the scales
j + 1 through S of the time epoch t− j, for 1 ≤ j ≤ S − 1.
Therefore, the total amount of overlaps of the smallest scale
at epoch t can be computed as S +
∑S−1
j=1
(
S − (j + 1)+
1
)
. In the above example, since S = 3, this would lead to
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3+(6/2) = 6 overlaps, which can be confirmed by counting
the overlaps for epochs t = 3, 4, 5.
While this looks like it can cause serious efficiency prob-
lems (a given document may be relevant for a quadratic
number of overlapping epoch-scale pairs), Figure 4(b)
shows that this is not the case.
If the Gibbs sampling performed for the smallest scale at
epoch t can be leveraged also for the larger scales, this can
help eliminate the need to collect a large number of Gibbs
samples. We discuss how to enable this reuse next.
Multi-Scale Collapsed Gibbs Sampling
Collapsed Gibbs sampling is a common technique to infer
latent topics. It integrates out the variables controlling multi-
nomial distribution over topics documents, i.e. θ and multi-
nomial distribution over words for topics, i.e. φ, while only
the latent topic variable k is sampled. In particular, the topic
assignment of word v is sampled according to its conditional
distribution,
P (kv|kN\v,WN ) ∝
nwvkv,N\v + β
n
(.)
kv,N\v +Wβ
×
ndvkv,N\v + α
n
(dv)
.,N\v +Kα
, (3)
where α and β are Dirichlet prior for the topics and words
respectively, N \ v is the set minus, nwvkv,N\v is the number
of times that word wv is assigned to topic kv , and ndvkv,N\v
is the number of times a word in document dv is assigned
to topic kv . Given this, collapsed Gibbs sampling iterates
through all words in all documents to approximate the pos-
terior distribution P (kN |WN ).
Since the assignments of the words to the topics may
change with new data. Therefore, collapsed Gibbs sampling
cannot be directly used when data evolves. (Canini, Shi,
and Griffiths 2009) expands collapsed Gibbs sampling to the
cases where the set of documents evolves over time, by re-
lying on a decayed MCMC approach: In particular, it keeps
a rejuvenate list, which contains the topic assignments of
some previously seen words. When new documents arrive, it
re-samples the topic variables for the words in the rejuvenate
list and new samples may alter the word-topic assignments.
We adopt (Canini, Shi, and Griffiths 2009) to develop an
incremental, smulti-scale Gibbs sampler. In particular, for
each epoch, t, we apply collapsed Gibbs sampling on the
documents, Dt,1, in smallest scale, s = 1. Then, second
scale is incrementally sampled from scale s = 1, while each
later scale can be incrementally sampled from its previous
scale. In other words, to obtain the collapsed Gibbs sam-
pling for the S scales of epoch t, we apply collapsed Gibbs
sampling on documents in Dt,1, for each scale s = 2 to S,
we compute Δ = diff(Dt,s, Dt,s−1), and apply incremen-
tal Gibbs sampling on documents in Δ.
Multi-Scale Online Inference
In this section, we discuss how we implement efficient on-
line inference in IMS-DTM. In particular, to achieve effi-
cient online inference using the proposed multi-scale DTM
(MS-DTM) model, we build on a stochastic EM based
method and incorporate temporal scales. The latent topics
are inferred by using incremental multi-scale Gibbs sam-
pling and Dirichlet hyperparameters are determined by max-
imum likelihood estimation. Belowwe describe this process.
Formulating the Joint Probability Our first step is to for-
mulate the joint probability of documents and topics
P (Dt,s, Zt,s|αt,s, μt,s, Et,s) = P (Zt,s|αt,s) (4)
×P (Dt,s|Zt,s, μt,s, Et,s),
whereDt,s is the set of documents at time t and scale s, Zt,s
is a set of topics, andEt,s is the multiscale matrix containing
multinomial distribution over topics, i.e. Et,s = [ψt,sk,m], and
μt,s is a vector of weighting factors corresponding to Et,s.
Integrating out the Multinomials Given this, we can take
advantage of the Dirichlet-multinomial conjugacy and in-
tegrate out the multinomial distribution parameter, θi,t to
rewrite the first term on the right hand side as follows:
P (Z
t,s|αt,s) =
∏
d
(
Γ(
∑K
z=1 α
t,s
z )∏K
z=1 Γ(α
t,s
z )
×
∏
z Γ(N
t,s
d,z + α
t,s
z )
Γ(Nt,sd +
∑
z α
t,s
z )
)
, (5)
HereN t,sd,z is the number of times a specific word is assigned
to topic z from document d at time epoch t and scale s, and
N t,sd indicates the total number of times that a word has been
assigned to each topic, i.e. N t,sd =
∑
z N
t,s
d,z .
In fact, the second term on the right hand side can also
be rewritten by integrating out the multinomial distribution
parameter, φi,t:
P (D
t,s|Zt,s, μt,s, Et,s) =
∏
z
(
Γ(
∑S
m=1 μ
t,s
z,m)∏
w Γ(
∑S
m=1 μ
t,s
z,mψ
t,s
z,m,w)
×
∏
w Γ(N
t,s
z,w +
∑S
m=1 μ
t,s
z,mψ
t,s
z,m,w)
Γ(Nt,sz +
∑S
m=1 μ
t,s
z,m)
)
, (6)
whereN t,sz,w is the number of times a specific wordw appears
in topic z at time epoch t and epoch scale s andN tz indicates
the total number of words appeared in topic z; i.e. N t,sz =∑
w N
t,s
z,w.
Applying Multi-Scale Incremental Collapsed Gibbs
Sampling Next, we use collapsed Gibbs sampling to se-
quentially sample each topic variable, depending on the cur-
rent state of all other variables to see that the new probability
for the topic assignment, P (zt,sx = j|Dt,s, Zt,s\x , Et,s, μt,s),
is proportional to
⎛
⎝Nt,sj,wj\x +
∑S
m=1 μ
t
j,mψ
t,s
j,m,wj
Nt,s
k\x +
∑S
m=1 μ
t,s
j,m
⎞
⎠×
(
Nt,s
d,j\x + α
t,s
j
Nt,s
d\x +
∑
j α
t,s
j
)
.
Here, index symbol x denotes the quadruple (t, s, d, n),
which corresponds to the nth word from document d at time
epoch t at scale s, and \x means excluding the count of nth
word from document d at time epoch t and epoch scale s.
The first ratio shows the probability of word wj under topic
j, using weighted multi-scale distribution from the past, and
the second ratio shows the probability of topic j in document
d at time t and scale s.
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Updating Weighting Factors Given the above, we find
the weighting factors for the multi-scale parameters by di-
rectly maximizing the joint distribution in Equation 4, using
the fix-point iteration method. More specifically,
by taking gradient of the log-likelihood of Equation 6 and
setting it to 0, we obtain the following update rule for μt,sz,m:
μt,sz,m ←
μt,sz,m
∑
w ψ
t,s
z,m,wH
Q
, (7)
where Ψ() is the digamma function and we have H =
Ψ
(
N t,sz,w +
∑
m μ
t,s
z,mψ
t,s
z,m,w
) − Ψ (∑m μt,sz,mψt,sz,m,w) and
Q = Ψ
(
N t,sz +
∑
m μ
t,s
z,m
)−Ψ (∑m μt,sz,m).
Learning the Hyper-parameter, α Finally, to complete
the inference, we learn the hyper-parameter αt from the new
data using maximum-likelihood estimation. Again, by tak-
ing the gradient of the log-likelihood of Equation 5 and set-
ting the gradient to 0, we obtain the update rule for αt,sz :
αt,sz ←
αt,sz
∑
d
(
Ψ
(
N t,sd,z + α
t,s
z
)
−Ψ (αt,sz
))
∑
d
(
Ψ
(
N t,sd +
∑
z α
t,s
z
)−Ψ (∑z αt,sz
)) . (8)
Summary Algorithm 1 presents the pseudocode of the
proposed iterative multi-scale inference process (IMS-
DTM), which leverages the multi-scale update rules intro-
duced above. Through iterative multi-scale Gibbs sampling,
IMS-DTM is able to update both the weighting factors and
the Dirichlet priors for the topics for all scales of all epochs
with minimal overhead.
Algorithm 1 IMS-DTM Algorithm
Input:
Streaming corpusD; Number of topicsK; Number of time epochs T ; Number of
multi scale epochsS; Number of Gibbs sampling iterations iter; Hyperparameter
update frequency iterUpdate;
Output:
The incremental multi-scale dynamic topic model M;
1: for t = 1 to T do
2: Initialize Dirichlet prior for the topics at time epoch t as αt = D¯t×0.05K ,
where D¯t is the average document length at time epoch t
3: Initialize count variables, Multinomial distribution θ,φ and topic assignments.
4: Initialize multi-scale parameter μ as μ = 1S
5: Initialize Dirichlet prior for the words at time epoch t as βtz = μtz × Etz
6: for i =1 to iter do
7: Update θt,1, φt,1, Zt,1 using Collapsed GibbsSampling(Dt,1, αt,1,
βt,1)
8: for s = 2 to S do
9: Update θt,s, φt,s, Zt,s using Incremental GibbsSampling(Dt,s,
αt,s, βt,s)
10: if (i mod iterUpdate) == 0 then
11: Update αt,s using Equation 8
12: Update μt,s using Equation 7
13: Set new word Dirichlet prior as β = μ × E
14: end if
15: end for
16: end for
17: end for
Experimental Evaluation
In this section, we present experimental evaluations of the
efficiency and effectiveness of the proposed IMS-DTM al-
gorithm. All experiments were conducted in Matlab 2015b
using an Intel Core i5-2400 machine with 8GB memory. In
these experiments, we set the number, S, of scales to 4. The
default parameters for Dirichlet prior for the topics for time
epoch t is set to D¯t×0.05K , where D¯
t is the average document
length at time epoch t.
We compare the proposed IMS-DTM (we refer to this as
multi-past multi-current DTM (MPMC)) with multi-scale
dynamic topic model proposed in (Iwata et al. 2010). Since
it considers only multiple scales of the past, we refer to this
approach as multi-past single-current DTM (MPSC). We
also consider a baseline dynamic topic model with single-
past1 and single-current scales (SPSC) proposed in (Blei
and Lafferty 2006) and a single-past multi-current (SPMC)
approach, implemented based on (Canini, Shi, and Griffiths
2009). In the rest of this section, we refer to our approach as
multi-past multi-current approach.
Evaluation Criteria
To evaluate accuracy of the models, we use the perplex-
ity measure (Blei, Ng, and Jordan 2003). We define epoch-
level perplexity to assess how well a probability model pre-
dicts the epoch. More formally, given a dynamic topic model
M = {w, k}, the epoch-level perplexity of an epoch Dt =
{wi} can be computed as PLXepoch(t) = P (Dt|M) =
exp
(
−
∑|Dt|
i=1 log p(wi|M)∑|Dt|
i=1 Ni
)
, where wi is a word token in the
ith document in the epoch and Ni is the total number of
words in that document. Similarly, we define document-level
perplexity of a given epoch as follows: given a dynamic topic
model M = {w, k}, the document-level perplexity of an
epoch Dt = {wi} is PLXdoc(t) = avgd∈Dt
(
P (d|M)) =
avgd∈Dt
(
exp
(
− log p(wi|M)Ni
))
. A lower perplexity indi-
cates a better model. Since the goal is often to characterize
the epochs, we use epoch-level perplexity as the default ac-
curacy measure.
Datasets
In this section, we consider various publicly available
datasets, including text streams and numerical time series
data.
NIPS Data. We obtained the NIPS data, representing web-
based scientific data streams, from UCI Machine Learn-
ing Repository Bag of Words Data Set. In this text collec-
tion, there are 1500 documents, the size of vocabulary set is
12419 and there are approximately 1.9 million words in the
corpus. For this data, the default epoch length is 100 docu-
ments. The number,K, of latent topics is set to be 50, which
is in line with (Iwata et al. 2010) for easy comparison.
NYSK Data. NYSK (New York v. Strauss-Kahn) data set
also comes from UCI Machine Learning Repository, repre-
senting web-based news data streams, is a collection of En-
glish news articles about the case relating to allegations of
sexual assault against the former IMF director Dominique
1By default, when we refer to single past scale, we consider the
smallest of the considered scales.
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Figure 5: (a-h) Results for the NIPS dataset, Apple Stock
dataset and NYSK dataset
Strauss-Kahn in May, 2011. There are ∼10420 documents
in the corpus. For this data, the default epoch length is 45
documents. Since the dataset is more focused (and crawled
using just three specific hashtags), we expect the number of
latent topics to be lower than NIPS data, and hence we set
K to 20.
Apple Stock Data. Apple stock data, representing web-
based financial data streams, is in the form of numerical
time series from 1981 to 2015 from Quandl website. We use
SAX (Lin et al. 2007) to discretize the numerical time series
into sets of “documents” such that each “document” has one
month worth of closing price data (i.e., 22 5-character SAX
words, each corresponding to a moving average of 3 days).
The data is split into year-length epochs. For this data set,
which tracks stock market price movement, we set the target
number, K, of topics to 5 – i.e., we are interested in a few
major patterns in the data.
Results
NIPS Dataset Figure 5 (a,b,c) summarizes the results
for the NIPS data set2. As we see in Figure 5(a,b), the
multi-past multi-current scheme (MPMC) provides the low-
est execution time, with best accuracy among all four ap-
proaches; whereas single scale (SS) results in the worst
time/accuracy trade-off. The figure also shows that multi-
past single-current (MPSC) provides better accuracy than
single-past multi-current (SPMC) and the proposed multi-
past multi-current scheme (MPMC) outperforms the MPSC
accuracy. The figure also shows that, while gains in accu-
racy provided by MPSC comes with the penalty of signif-
icantly higher execution times than the other approaches,
the accuracy gain of MPMC does not come with any execu-
tion time penalty. In fact, due to the incremental nature, the
amount of time MPMC uses to compute the model for each
scale is roughly equal to the time the single scale approach
(SS) needs to compute the model for the smallest scale, even
though MPMC is able to provide the best overall accuracy.
In Figure 5(c), we plot the average perplexity as function
of time: the figure shows that at different epochs, MPSC or
SPMC might be more advantageous than each other, while
the proposed MPMC scheme performs almost always better
than the best of MPSC or SPMC.
Apple Stock Dataset Figure 5 (d, e, f) summarizes the
results for the Apple stock data set. Once again, the
multi-past multi-current scheme (MPMC) provides the best
time/accuracy performance among all four approaches and
the multi-scale approaches improve accuracy relative to sin-
gle scale execution (SS): While, unlike the other two data
sets, the MPSC provides a slightly better perplexity than
MPMC; the proposed incremental multi-past multi-current
scale approach (MPMC) provides the fastest execution time
(Figure 5(d,e)), without incurring errors that the SPMC
scheme introduces (Figure 5(f)) – i.e., even in this data set
where (as we see in Figure 1) the model tends to get better as
larger time periods are considered, once again MPMC pro-
vides the best of the both worlds in terms of efficiency and
effectiveness.
NYSK Dataset As we see in Figure 5 (g, h), the results
for the NYSK data resembles the results for the NIPS data:
the multi-past multi-current scheme (MPMC) provides the
best time/accuracy performance among all four approaches
and the multi-scale approaches improve accuracy relative to
single scale execution (SS): the multi-scale incremental na-
ture of MPMC ensures that the amount of time MPMC uses
to compute the model for each scale is roughly equal to the
time the single scale approach (SS) needs to compute the
model for the smallest scale, even though MPMC provides
as high accuracy as SPMC at the execution time cost point
of the SS.
Conclusion
Data on the web reflect the evolution of the events and top-
ics in the real world. A major limitation of most existing
2Due to limitations of space, we only report results for the 3rd
and 4th scales; others also produce similar results.
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dynamic topic modeling approaches is that they assume a
predetermined and fixed span (or epoch) of topics, whereas
an evolving document corpus may contain topics of differ-
ent temporal scales and, moreover, topics at one scale may
impact the prediction of the topics at another scale. In this
paper, we proposed a novel multi-scale dynamic topic model
(MS-DTM), which considers both “past” and “now” in mul-
tiple scales. We further developed a multi-scale incremental
Gibbs sampling mechanism for incremental multi-scale dy-
namic topic model (IMS-DTM) inference. Our experiments
show that the proposed IMS-DTM provides accuracy and ef-
ficiency gains for data streams with evolving topics of vary-
ing lengths.
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