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Chapter 1
Introduction
Condensed matter materials, which are composed of two different species of
molecules, colloids or other entities, are widely known as binary materials.
Binary alloys, binary colloids and water-oil-mixtures are prominent examples
for this class of materials. In this thesis we deal with binary fluids that are
miscible under certain temperatures and mole-fractions only. Beyond those
temperatures and mole-fractions, these fluids will unmix.
This phase separation transition then proceeds either via spinodal decom-
position or via nucleation. When undergoing spinodal decomposition, the
binary fluid exhibits a characteristic coarsening behaviour. Shortly after the
finite temperature quench from the mixed state, distinct domains of the dif-
ferent species form. After this initial phase separation, the domains start to
grow until, the fluid is fully phase separated.
On the other hand, when undergoing a nucleation process, a free energy
barrier separates the actual state of the fluid from the phase separated equi-
librium state. We observe that, due to thermal fluctuations, small droplets
of the species with the minor mole-fraction appear now and then. Most of
them will vanish again. Only if one droplet manages to cross the free energy
barrier, it starts to grow until the fluid is separated.
The aim of this thesis is to model the nucleation process of a binary fluid with
the lattice Boltzmann method. As starting point we use the lattice Boltz-
mann model of a binary fluid of ref. [54]. Since nucleation is a fluctuation
induced process, thermal fluctuations need to be included into the binary
fluid model. This is done by implementing the fluctuating lattice Boltzmann
algorithm introduced by ref. [20]. As the lattice Boltzmann method is a
mesoscopic method for modelling fluid flow and nucleation is a microscopic
process, it is not obvious that nucleation can be observed in our model. So,
we examined our results thoroughly, in order to show that nucleation can be
modelled via lattice Boltzmann.
5
Introduction
This thesis is organised as follows: Chapter 2 concentrates on reviewing the
physical aspects of the problem. We start with summarizing the theory of
phase transitions and then move on to review classical nucleation theory. In
the last part of this chapter, we introduce the Ginzburg-Landau theory of
spinodal decomposition and nucleation.
In Chapter 3 the lattice Boltzmann method is reviewed.
In Chapter 4, we finally present the details of the simulation, the results and
the interpretation of the results.
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Chapter 2
Spinodal Decomposition and
Nucleation in Binary Fluids
In the following section, we review the theory of phase transitions. After
that, we present methods and results of classical nucleation theory and in
the last part of this chapter we introduce the Ginzburg-Landau theory of
spinodal decomposition and nucleation.
2.1 Introduction to the Theory of Phase Tran-
sitions
In nature, materials usually appear in more than one phase. Which phase a
material takes on depends on external conditions such as temperature, pres-
sure and electrical or magnetic fields. Temperature, for example, controls
whether water appears as water steam, as liquid water or as ice. Yet, the
physics of phase transitions distinguishes between a lot more phases than
just the aggregate phases, solid, liquid and gaseous. Examples are the fer-
romagnetic transition, where a paramagnetic material transforms into a fer-
romagnetic one when cooled under the Curie temperature, the conductor-
superconductor transition and the phase separation of binary fluids.
The theory of phase transitions tries to find a common framework that is
capable of describing all those different types of phase transitions. Basic
concepts of the theory of phase transitions are the phase diagram, the order
parameter and the classification of phase transitions.
The main literature sources for this section are [8, 50, 35, 7].
Classification of Phase Transitions An early attempt to classify phase
transitions dates back to Paul Ehrenfest [21]. According to this formalism
7
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Figure 2.1: The specific heat c of a two-dimensional Ising model diverges at T = Tc
a phase transitions is of order n if the nth derivative of a thermodynamic
potential after a control parameter is discontinuous, while all derivatives of
order m < n are continuous.
Unfortunately, the Ehrenfest classification has got a loophole: Many of the
so called second order phase transitions do actually diverge but do not show
a discontinuity
As illustration [8], consider the two dimensional Ising ferromagnet. By ap-
plying transfer matrix methods, we find that the specific heat cB = −β2 ∂βµ∂β2
of the Ising model diverges at T → Tc, but does not show a discontinuity at
T = Tc (see figure 2.1).
A more recent approach classifies transitions to be of first order if the phase
change process either releases or absorbs latent heat [35]. A system is said
to absorb latent heat if an addition of energy does not lead to a tempera-
ture change, thus the added energy is used for structural changes. In this
approach, all other Ehrenfest-types of phase transitions are called ”continu-
ous” phase transitions.
Order Parameter An order parameter is an observable that distinguishes
between the different phases of a system. For every phase it takes on a typ-
ical value. So by measuring the order parameter we can tell in which phase
the system is. The order parameter can be of scalar, vector or even tensor
form [7]. Since there is no recipe for finding them, we need to define valid
order parameters for every new system afresh. In addition, note that an or-
8
Transition Order Parameter
demixing of a binary fluid density difference: φ = ρA − ρB
He-I-He-II Bose-Einstein condensate wave
function φ = Φ
ferromagnetic transition in solids spontaneous magnetization: ~φ = ~M
conductor-superconductor transition polarization ~φ = ~P
ferro electrical transition Cooper-pair amplitude: φ = ∆
elastic phase transitions deformation φ = 
liquid-solid melting/crystallisation reciprocal lattice vector: ~φ = ~G
Table 2.1: Examples for order parameters and phase transitions, table partly taken from
([50], p.340).
der parameter need not be unique. Sometimes there are many different valid
order parameters for one system [7].
Examples for order parameters are the reciprocal lattice vector in melting
or crystallization transition, the spontaneous magnetization in the ferromag-
netic transition and the density difference in binary fluids. For more exam-
ples, see the table above.
Phase Diagram We already know that a change in external parameters
may yield a phase change. Therefore, we are interested in the phase limiting
curves. These curves, which are dependent on a pair or even a triple of
control parameters, separate regions of different phases. At a phase limiting
curve, the adjacent phases are in coexistence [50]. The resulting diagram is
called phase diagram. See figures 2.3 and 2.2 for illustration.
Example 1: Liquid-Gas Transition in Water The order parameter of
the liquid-gas transition is given by
φ(~x) = ρ(~x)− ρgas(~x). (2.1)
This is a scalar density difference field, where ρ(~x) is the actual density
field of the system while ρgas(~x) is the corresponding density of gas at the
temperature and pressure at the point ~x. Note that ρ(~x) is a fluctuating
9
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quantity whose time average tends to zero for every point ~x as the phase
limiting curve is approached [8].
To gather more information on the gas-liquid phase transition of water we
Figure 2.2: The pressure-volume phase diagram of water
take a look at the pressure-temperature phase diagram (figure 2.3).
Besides the phase coexistence curves we notice the so called triple point and
the critical point. At the triple point all three phases are in coexistence.
Below the critical point, latent heat is absorbed during the transition and
therefore the transition is first order. At critical point however, the latent
heat absorption is zero (see figure 2.4) and the liquid-gas transition becomes
a continuous phase transition [8].
Example 2: Phase Separation of a Symmetric Binary Fluid Now
we take a first look at the system we will focus throughout the whole thesis:
binary fluids which are only miscible under certain combinations of temper-
atures and mole-fractions. The order parameter of such binary fluid systems
is given by the density difference between fluid A and fluid B [5, 7]:
φ(~x) = ρA(~x)− ρB(~x). (2.2)
We begin with the special case where the fluid mixture contains an equal
amount of fluid A and fluid B. Then, the order parameter is zero on the
space average and a temperature quench will result in a second order phase
10
Figure 2.3: The pressure-temperature phase diagram of water
transition. In contrast, crossing the coexistence line when the space averaged
density difference is not zero will lead to a first order phase transition. In
both cases, in the course of the phase transition, the order parameter will
take on the positive values at volume elements where fluid A dominates and
negative values at points mainly occupied by fluid B.
The phase diagram in figure 2.5 shows two curves, where the outer line
is called binodal and the inner line spinodal. If the liquid is cooled down
between the binodal and the spinodal line, we observe phase separation via
nucleation and if the liquid is cooled down below the spinodal line, the phase
separation proceeds via spinodal decomposition [5, 7].
Correlation Functions In order to confirm the theory of phase transitions
experimentally we need quantities that can also be measured in experiments.
The two-point correlation function and the connected two-point correlation
function are such quantities [8]. In the theory of phase transitions the two
point correlation function is defined as the scalar product of the order pa-
rameter at a reference point ~x and at the point ~x+ ~s
G(2)(~x+ ~s) = 〈φ(~x), φ(~x+ ~s)〉 . (2.3)
The two-point correlation function measures the agreement of the order pa-
rameter between two points. Experimentally the correlation function is ob-
tained by scattering measurements. The scattered particles could be photons,
11
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Figure 2.4: Latent heat of water as function of temperature. In this plot one can observe
how the latent goes to zero as the critical point is approached. At the critical point the
latent heat vanishes completely.
phonons, neutrons or electrons. In addition to the two-point correlation func-
tion we also define the connected two-point correlation function as
G(2)c (~x+ ~s) = 〈φ(~x), φ(~x+ ~s)〉 − | 〈φ(~x+ ~s)〉 |2. (2.4)
Above Tc, G
(2)
c is equal to G(2) since 〈φ〉 = 0. Below Tc, the connected
two-point correlation function measures only the fluctuations in the order
parameter. Since G(2) becomes rather large below Tc, this definition of G
(2)
c
is quite practicable.
Universality, Critical Exponents and Scaling Invariance Second or-
der phase transitions exhibit a variety of interesting properties as universality,
critical exponents and scaling invariance.
The systems we presented so far, have nothing in common as far as their
microscopic structure is concerned. Yet near the critical point, their phase
transitions share common features. In fact, experimental results indicate
that the observables of apparently different systems can be described by the
same power laws in the vicinity of the critical point. This observation is
called universality [8].
In addition, we can group the systems into so called universality classes,
where systems with same spatial and same order parameter dimensionality
share one universality class. Having done so, we can make another interest-
ing observation: According to further experiments, systems which are in the
12
Figure 2.5: The temperature density-difference phase diagram of a symmetric binary
fluid.
same universality class appear to have the same power law exponents, which
are called critical exponents.
One explanation for this universal behaviour could be the large scale fluctu-
ations of the order parameter near the critical point [8]. When the critical
point is approached, those fluctuations diverge. To account for this phe-
nomenological result, near to the critical point when 0 6= |T − Tc|/Tc  1
still holds, the two point correlation function is given by
G(2)c ≈ exp [−r/ξ], (2.5)
where ξ is the correlation length. This relation for the two point correlation
function tells us that the system regularly fluctuates up the length scale of
ξ, whereas fluctuations larger than ξ rarely occur. When approaching the
critical point the correlation length has been found to follow a power law
ξ ≈ |T − Tc|ν . (2.6)
where ν approximately 2/3. Subsequently at T = Tc the correlation length
is infinite, which means, that there are fluctuations up to an infinite length
scale. Due to those long scale fluctuations near the critical point microscopic
details of the system become irrelevant as the only length scale that matters
now is the one of the fluctuations [8].
Note that this is just a hand waving explanation and the phenomenon of
universality is still far from understood. For one thing seems quite contra-
dictory: Although the microscopic forces are the ones that drive the system
13
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ferromagnet liquid critical behaviour
order ~M ρgas,liq − ρc (−τ)β at T < Tc
parameter
isothermal χT = (∂M∂H )T κT =
1
−V (
∂V
∂P )T χT , κT ∝ |τ |−γ
susceptibility
specific heat CH=0 = CB=0 = T ( ∂S∂T )H CV = T (
∂S
∂T )V CH=0, CB=0 ∝ |τ |−α
at T ≷ Tc
Table 2.2: As one can see in this table, the critical exponents of a second order gas/liquid
transition and a ferromagnetic transition are the same. Table taken from ([50], p.388)
to the phase transition, they seem to become irrelevant in the vicinity of the
critical point.
Another observation made in second order phase transitions is scale in-
variance [8]. A quantity is called scale invariant, if it is invariant under the
scaling transformation
m→ mλ, (2.7)
where m is a physical property of the system and λ is a scaling factor.
An example for scale invariance is the self similar domain growth in the fer-
romagnetic transition and in the spinodal decomposition of binary materials.
In binary fluids, the pattern carved by the domains of the two components
remains statistically the same during the phase transition. The only thing
that changes is the length scale (see figure 2.6). Hence, the correlation
function f of the order parameter is given by [61]
〈φ(~x+ ~s, t), φ(~x, t)〉 = f(~s/R(t)), (2.8)
where R(t) is a typical length scale of the this system which grows according
to a power law with an exponent α
R(t) ≈ (t− t0)α. (2.9)
Note that for binary systems where hydrodynamics is important, like for
example in binary fluids the scale invariance breaks down for late times,
where hydrodynamic growth plays a role [61].
2.1.1 Ginzburg-Landau Theory
We already know that for describing the system behaviour near a critical
point the microscopic details of the system are irrelevant. Hence we neglect
14
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Figure 2.6: Scale invariance of a two-dimensional symmetric lattice-Boltzmann binary
fluid. The critical exponent α of this system is 1/3 for intermediate times t. For later
times hydrodynamic flow becomes important and α changes gradually to 2/3 resulting in
a break-down of scale invariance [61]. For further simulation details, see chapter 4.
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the microscopic structure and introduce continuous and averaged order pa-
rameters. So instead of for instance looking at the distribution of single water
and gas molecules, we introduce a mean density difference by averaging over
the water-gas distributions in a small D-dimensional volume [8].
Ginzburg-Landau Functional Recalling the ensemble concept of statis-
tical mechanics, we introduce the probability functional P [φ1(~x)] that returns
the probability that the order parameter φ(~x) has the special form φ1(~x).
This probability functional is assumed to have the form [8]
P [φ(~x)] ∝ exp [−βF [φ(~x)]], (2.10)
with F [φ(~x)] as the Ginzburg-Landau free energy functional
F [φ(~x)] = F0+
∫
dDx
[
aφ(~x)2 +
1
2
bφ(~x)4 + c(∇φ(~x))2 − h(~x)φ(~x)
]
, (2.11)
where a,b,c with b, c > 0 are coefficients, D is the dimension of the order
parameter, F0 is a constant and h(~x) denotes an external field. Due to the
form of the probability functional we conclude that the Ginzburg-Landau
functional is a kind of coarse grained Hamilton function for the order param-
eter [8, 50]. Note that this form of the free energy functional results from a
Taylor expansion. If necessary, more terms from the series expansion can be
included to the functional.
Ginzburg-Landau functionals can be defined for various kinds of phase tran-
sitions. The form of the functional depends on the symmetry of the order
parameter and has to be adapted for every system anew [7]. Using the prob-
ability functional we even can define a Ginzburg-Landau partition function:
Z = Z0(T )
∫
D[φ(~x)] exp [−βF [φ(~x)]], (2.12)
where the expression
∫ D[φ(~x)] exp [−βF [φ(~x)]] denotes the sum over all valid
forms of φ(~x), each multiplied by its weight exp [−βF [φ(~x)]]. The question
which forms of φ(~x) are valid is discussed in ref. [8].
Metastability and Instability According to basic thermodynamics the
equilibrium free energy F(φ) is a convex function of its order parameter φ
[7]. Taking a look at figure 2.7, we observe that the free energy functional
of this plot exhibits two minima and therefore it is not a convex function
of its order parameter. Since the given functional can not be the equilib-
rium free energy, we construct a new equilibrium free energy by connecting
16
Figure 2.7: Ginzburg-Landau free energy functional of a first order phase transition
for different temperatures T . T1 is the so called super heating temperature, i.e for tem-
peratures T > T1, there is only one minimum and the phase with φ = 0 is stable. For
Temperatures T1 ≥ T > Tc, where Tc is the critical the phase with φ = 0 is metastable,
whereas for phases with Tc > T ≥ T 0c , where T 0c is the so called supercooling temperature,
the phase with φ 6= 0 is metastable. For temperatures T < T 0c the phase with φ = 0
becomes unstable. See [50] for detailed information.
the two minima. This procedure is called double-tangent construction. In
the literature [7] everything lying above the new equilibrium free energy is
interpreted as unstable or metastable branch of the free energy (see figure
2.8). To be precise, the part of this branch where ∂
2F
∂φ2
> 0 is interpreted as
the metastable region, whereas the part where ∂
2F
∂φ2
< 0 is interpreted as the
unstable region.
In Cahn-Hilliard theory, which will be introduced in section 2.3, an adapted
Ginzburg-Landau free energy functional for binary fluids is used. Due to a
temperature quench under the coexistence line the system is driven out of
equilibrium and the free energy functional develops two minima and takes
on a form similar to figure 2.7. Depending on the depth of the temperature
quench the system is either pushed into the metastable or the unstable re-
gion. If quenched into the metastable region, the phase separation transition
proceeds via nucleation and if quenched into the unstable region, the phase
separation transition proceeds via spinodal decomposition [6].
Ginzburg Criterion We know that Ginzburg-Landau theory defines order
parameters as averaged quantities of a system. Far away from the critical
point, this approximation works out quite well. But when drawing closer
to the critical point, fluctuations become more and more important. Since
17
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Figure 2.8: Free energy of a first order transition for a temperature T < Tc. The
line connecting the coexistence values is the constructed stable branch of the free energy
function, the part of F (φ) lying above this line is then interpreted as the metastable and
unstable branch. The region where ∂F∂φ > 0, i.e. the region between the coexistence values
φcoex and the inflection point is called metastable, whereas the region where ∂F∂φ < 0, i.e
the region between the inflection points is called unstable.
fluctuations are not included in the Ginzburg-Landau theory, somewhere in
the neighbourhood of the critical point the theory will break down [8]. The
Ginzburg criterion tells us how near to the critical point Ginzburg-Landau
theory is applicable. The criterion states that the theory is valid as long as
the mean square of the critical fluctuations δφ is smaller than equilibrium
value of the squared order parameter φ,〈
δφ(~x)2
〉
<
〈
φ(~x)2
〉
. (2.13)
Note that the question why this criterion is a good measure for the break
down of the Ginzburg-Landau theory has been answered mathematically only
in the framework of renormalization group theory [8].
2.2 Introduction to Nucleation Theory
We already know that, if we quench a system under the binodal but above
the spinodal line, we will observe nucleation. According to experiments and
renormalization group theory, nucleation is regarded to be a fluctuation in-
duced first order phase transition [7]. We observe that, due to thermal fluc-
tuations, small droplets will appear every now and then. Most of them
will vanish again since between the metastable state and the stable phase
separated state there is a free energy barrier. To overcome this barrier, a
18
sufficiently large, so called critical cluster is required. If one nucleus manages
to cross the barrier, the metastable state decays and the system arrives at a
stable state, where the free energy has a minimum again.
The main literature sources for this section are [42, 41, 7] for the cluster-
dynamics subsection, [3, 7] for the subsection on classical nucleation theory,
and [41] for the subsection on density functional methods.
2.2.1 Cluster Dynamics
First we are interested in how the clusters of the new phase grow or shrink.
But, before writing down equations, we discuss the term ”cluster”. In nu-
cleation theory literature, one finds many different cluster definitions. Reiss
et al. for example [46], define a cluster of n atoms as a ”spherical entity in
which the n atoms are contained with the center of mass as center” . The
volume of this cluster is then proportional to n. For Stillinger [51] on the
other hand a cluster ”consists of all atoms lying within a certain distance rc
of at least one other atom in the cluster”.
Now let us assume we observe a nucleating system. We choose one of the
above cluster definitions and strive to formalize our observations. One way
to to do this is to introduce a cluster-rate equation. To simplify matters,
we assume that the only way a cluster can grow or shrink is by gaining or
loosing a monomer, i.e. a single molecule. This means that coalescence, the
process where droplets containing more than one molecule collide with each
other, is neglected.
We introduce the rate equations [42]
∂n(p, t)
∂t
= β(p− 1)n(p− 1, t)− γ(p)n(p, t)
− β(p)n(p, t) + γ(p+ 1)n(p+ 1, t), for p ≥ 2, (2.14)
and
∂n(1, t)
∂t
= −β(1, t)n(1, t) + γ(2)n(2, t) for p = 1, (2.15)
where n(p, t) is the number density of clusters of size p at the time t, β(p)
is the growth rate constant at which a nuclei with p particles gains another
monomer and γ(p) is the shrink rate constant, the rate at which a nuclei
with p particles looses one monomer. Note that this time-local rate equation
describes a Markov process, since the change of the number density at time
t + δt , only depends on the number density n(p, t) at time t and not on
prior times. The fact that we use rate constants in the equations has one
19
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side effect: the equation can only model nucleation events where there is no
temperature change.
To proceed further, we introduce the flux J+(p, t) and the flux J−(p, t), where
J+(p, t) is the net rate at which clusters with p particles grow to clusters with
p+ 1 particles
J+ (p, t) = β(p)n(p, t)− γ(p+ 1)n(p+ 1, t), (2.16)
and J−(p, t) is the rate at which p-particle clusters shrink to p − 1 particle
clusters
J− (p, t) = β(p− 1)n(p− 1, t)− γ(p)n(p, t). (2.17)
We can write the rate equations in terms of J− and J+,
∂n(p, t)
∂t
= J− (p, t)− J+ (p, t) . (2.18)
Now, we turn to the steady state case, where all fluxes have the same constant
flux:
J+ (p, t) = J−(p, t) = J = const ∀p, t. (2.19)
This flux constant is called nucleation rate. Applying a few mathematical
tricks, we get the following expression for J:
J = n(1)
( ∞∑
p=1
1
β(p)f(p)
)−1
, (2.20)
with
f(p) =
p−1∏
j=1
β(j)
γ(j + 1)
. (2.21)
2.2.2 Classical Nucleation Theory
Classical nucleation theory makes two big approximations [7]. The first one,
also known as capillarity approximation assumes that droplets are macro-
scopic objects where the free energy consists of a volume and a surface term.
In an isotropic system, the energy minimizing form is given by a sphere.
Therefore the free energy barrier of a droplet as function of its radius R has
the form [3]
∆F (R) =
4piR3
3
ρ∆µ+ 4piR2γ, (2.22)
where ∆µ < 0 is the difference in the chemical potential between the old
equilibrium phase and the new metastable one and γ is the surface tension of
20
Figure 2.9: schematic plot of the free energy barrier ∆F (R) as function of the cluster
radius R within classical nucleation theory. R∗ denotes the size of critical cluster and
∆F (R∗ the height of the barrier.
a flat, planar and infinite two-phase interface. This surface tension approx-
imation is the second big assumption of classical nucleation theory. Taking
a closer look at the equation, we observe that for small droplets, the surface
term wins over the volume term, whereas for large droplets the volume term
wins over the surface term. Hence, small droplets can only grow via thermal
fluctuations and therefore most of them will vanish again after some time.
Only, if one droplet reaches the critical radius, the radius matching to the
maximum of the free energy,
max [∆F(R)] = ∆F(R∗) =
16pi
3
γ3
∆µ2
, where R∗ =
−2γ
∆µ
, (2.23)
it will grow due to the volume term of the free energy and the metastable
state will decay to a new equilibrium.
Nucleation Rate Now, we derive the nucleation rate in the framework of
classical nucleation theory (see refs. [7, 42]). We start again from the rate
equation for p ≥ 2
∂n(p, t)
∂t
= β(p− 1)n(p− 1, t)− γ(p)n(p, t)
− β(p)n(p, t) + γ(p+ 1)n(p+ 1, t). (2.24)
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We turn to the thermal equilibrium situation, where we assume detailed
balance holds between growth and shrinking, i.e
β(p)neq(p) = γ(p+ 1)neq(p+ 1) ≡ Ω(p, 1), (2.25)
where neq denotes the equilibrium number density. We see that in thermal
equilibrium we only need one rate constant Ω(p, p + 1). The rate equation
for p ≥ 2 in terms of the new rate constant is given by
∂n(p, t)
∂t
= Ω(p− 1, 1)
(
n(p− 1, t)
neq(p− 1) −
n(p, t)
neq(p)
)
+ Ω(p, 1)
(
n(p+ 1, t)
neq(p)
− n(p, t)
neq(p)
)
. (2.26)
In the next step we divide by neq and Taylor expand this expression around
n(p, t) up to second order
n(p+ 1, t)
neq(p+ 1)
=
n(p, t)
neq(p)
+
∂
∂p
(
n(p, t)
neq(p)
)
+
1
2
∂2
∂p2
(
n(p, t)
neq(p)
)
, (2.27)
n(p− 1, t)
neq(p− 1) =
n(p, t)
neq(p)
− ∂
∂p
(
n(p, t)
neq(p)
)
+
1
2
∂2
∂p2
(
n(p, t)
neq(p)
)
. (2.28)
We also do a Taylor expansion around Ω up to first order
Ω(p− 1, 1) = Ω(p, 1)− ∂
∂p
Ω(p, 1) (2.29)
Combining the last six equations we get the following partial differential
equation
∂n(p, t)
∂t
=
∂
∂p
[
Ω(p, 1)
∂
∂p
(
n(p, t)
neq(p)
)]
≡ − ∂
∂p
J(p), (2.30)
where J(p) is again the cluster flux. Note that this equation has the form of
a continuity equation. To proceed further, we use droplet model of Fisher in
order to get an expression for n(p)eq:
n(p)eq = n0 exp
(−∆Fp
kBT
)
, (2.31)
where ∆F (p) is the free energy as function of the cluster size. In ref. [7] a
more general rate equation is given, which is also able to describe coalescence
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of clusters. They introduce a reaction rate D(p) that can be viewed as
generalized rate constant,
D(p) =
1
neq
∑
p′
p
′2Ω(p, p
′
). (2.32)
The continuity equations then changes to
∂n(p, t)
∂t
=
∂
∂p
[
neq(p)R(p)
∂
∂p
(
n(p, t)
neq(p)
)]
=
∂
∂p
[
R(p)
∂n(p, t)
∂p
− ∂
∂p
(
∆F (p)
kBT
)
R(p)n(p, t)
]
. (2.33)
From equations 2.30 and 2.33 a nucleation rate can be calculated,
J = ρD(p∗)
(
− 1
2pikBT
d2∆F
dp2
∣∣∣∣
p∗
)1/2
exp
(
−∆F
∗
kBT
)
, (2.34)
where kB denotes the Boltzmann constant and ρ is the fluid density. The fac-
tor before the exponential function is often given as J0 and is called Arrhenius
factor,
J0 = ρD(p
∗)
(
− 1
2pikBT
d2∆F
dp2
∣∣∣∣
p∗
)1/2
. (2.35)
Criticism Although Classical nucleation theory can give a qualitative ex-
planation for the nucleation phenomenon, its predictions often don’t match
with experimental results [29]. For example, the nucleation rates calculated
within classical nucleation theory are much smaller than nucleation rates ob-
tained by experimental measurements [30, 29]. What is more, for many sys-
tems classical nucleation theory predicts lower critical supersaturations than
experiments at high temperatures, while it predicts higher critical supersat-
urations than experiments at low temperatures [48, 27, 62, 52, 43]. Only the
size of the critical nucleus agrees with experimental findings [29, 57]. Note
in this context, that although simulation and density functional theory yield
a better overall agreement with experiment, there are still orders of magni-
tude between simulation and density functional theory results compared to
experimental data [30].
One reason for the discrepancies between experiment and the classical nucle-
ation theory are the rather coarse approximations classical theory makes [7].
First of all, classical nucleation theory treats clusters as macroscopic objects
by assigning macroscopic quantities such as a surface tension or a bulk free
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energy to them. These macroscopic concepts are applicable for large clus-
ters, but for small clusters those assumptions break down as clusters with 30
atoms or molecules can’t be described as macroscopic objects. Furthermore,
in the classical equation for the free energy we use the surface tension of a
flat interface γ. This may be a good approximation for large clusters with a
weak curvature, but it is certainly not a good one for small clusters with a
strong curvature.
2.2.3 Concepts beyond Classical Nucleation Theory
Due to the mentioned shortcomings of classical nucleation theory, in recent
years, various improvements to the classical theory and also new theoretical
approaches have been suggested. Since it would go beyond the scope of this
thesis to review the whole literature on nucleation theory and simulation, we
just stick to one example from theory. But note that there are successful
computer simulation techniques that go beyond classical nucleation theory,
like for example umbrella sampling [56] and transition path sampling [10].
Density Functional Methods In the density functional approach to nu-
cleation theory the free energy is a functional F [ρ(~x)] that depends on a
density field ρ(~x) [42]. Density functional methods are not fully microscopic
but are able to capture mesoscopic processes. In contrast to classical nucle-
ation theory, the density of the nuclei can now differ from its bulk density.
In addition, instead of taking the value of the surface tension of planar inter-
face, within density functional theory we can take account of the curvature
of the nuclei. We can calculate the density field of the critical nuclei ρ∗(~x)
by taking the functional derivative :
δF [ρ(~x)]
δφ
= 0, at ρ(~x) = ρ∗(~x). (2.36)
From ρ∗ we can easily obtain F [ρ∗(~x)] and successively we can calculate the
nucleation rate
J = J0 exp[−∆F [ρ∗]/kBT ], (2.37)
where the Arrhenius factor J0 is the same is in classical nucleation theory.
The oldest density functional theory is the Cahn-Hilliard Theory [13, 12, 14]
which we will discuss in the next section. For more recent works on density
functional theory, take a look at [55, 41, 42, 39].
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Figure 2.10: The Phase diagram of a binary fluid
2.3 Landau theory of Spinodal Decomposi-
tion and Nucleation
In this section we present Cahn-Hilliard theory of spinodal decomposition and
nucleation in binary fluids. In the early 1960’s Cahn and Hilliard [13, 12, 14]
introduced a Ginzburg-Landau free energy functional for non-uniform sys-
tems and thereby derived an evolution equation for spinodal decomposition
and nucleation. Since a Cahn-Hilliard model is used for the lattice Boltz-
mann model in this thesis, we will go into detail here. The main literature
sources for this section are [13, 7, 6, 5, 14].
2.3.1 Cahn-Hilliard equation
Cahn and Hilliard assumed that the free energy functional of a non-uniform
system has the following form:
F [φ(~x, t)] =
∫
d3xf0[φ(~x, t)] + κ[∇φ(~x, t)]2, (2.38)
where F [φ] denotes the free energy functional of the inhomogeneous system in
non-equilibrium, f0[φ] is the free energy density of the homogeneous system in
equilibrium, κ stands for a continuous function of the concentration-gradient
and φ(~x, t) denotes the density difference field. The special form of the
free energy functional is motivated by the idea that the local free energy
density of an inhomogeneous systems is composed of the local concentration
plus the concentration of the nearer environment [13]. Note that the square
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Figure 2.11: The free energy functional (on the left) and the chemical potential (on the
right) of a binary fluid as function of the order parameter φ.
gradient term is a good approximation for system where the equilibrium
density difference between fluid A and fluid B is not too high. Models that
allow high density difference are introduced in refs. [41, 42]. The chemical
potential µ(~r) follows from a functional derivative in the usual way:
µ(~x) =
δF
δφ(~x, t)
=
(
∂f(φ(~x, t))
∂φ(~x, t)
)
T
− κ∇2φ(~x, t) (2.39)
Furthermore, the the density difference is conserved in the Volume V,
1
V
∫
V
φ(~x, t)d3x = const. (2.40)
This leads to a continuity equation with a concentration current ~j
∂φ(~x, t)
∂t
+∇~j(~x, t) = 0, (2.41)
which is given by
~j(~x, t) = −Γ∇µ(~x), (2.42)
where the mobility Γ is a diffusion coefficient. Note, that in most applications
Γ set to be constant. If we combine equations 2.41 and 2.42 we get
∂φ(~x, t)
∂t
= Γ∇2µ(~r). (2.43)
Inserting the functional derivative expression for the chemical potential, we
finally arrive at the Cahn-Hilliard equation,
∂φ(~r, t)
∂t
= Γ∇2
[(
∂f(φ(~x, t))
∂φ(~x, t)
)
T
− κ∇2φ(~x, t)
]
. (2.44)
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Mathematical Properties The Cahn-Hilliard equation is a partial dif-
ferential equation that has the form of a continuity equation. Due to the
non-linear term
(
∂f(c(~r,t))
∂c(~r,t)
)
T
and the fourth order term Γκ∇4φ(~r, t), proving
the global existence and finding an analytical solution are tough problems.
Only in 1986 Elliot and Songmu [23] proved existence and uniqueness for one
and two dimensional Cahn-Hilliard equations with a constant mobility and a
polynomial as free energy density. Nowadays there exists proofs of existence
and uniqueness for various Cahn-Hilliard-equation types [24, 9, 44, 34, 63].
But unfortunately there hasn’t been found an analytical solution for the full
non-linear problem of any of those Cahn-Hilliard equation types yet [37].
Linear Cahn Hilliard Equation There also exists a linearised version
of the Cahn-Hilliard equation. To obtain this linearised equation we need
to exchange φ(~x, t) with δφ(~x, t), which is the deviation of φ(~x, t) from its
average value φ¯, i.e δφ(~x, t) = φ(~x, t)− φ¯. We get
∂δφ
∂t
= Γ∇2
[(
∂f(φ(~x, t)
∂φ(~x, t)
)
T
∣∣∣∣
φ=φ¯
− κ∇2φ(~x, t)
]
. (2.45)
The argumentation for this linearisation is that at early stages of the phase
separating transition, the deviation of φ(~x, t) form its average φ¯ is very small
[7]. Note that for the linear Cahn Hilliard equation an analytical solution
can be found.
2.3.2 Predictions and Performance of the Cahn Hilliard
Theory
Since for the fully non-linear Cahn-Hilliard equation no analytical solution
exists, there have been a lot of attempts to solve the Cahn-Hilliard equation
numerically [4, 22, 17]. In addition analytical predictions about the behaviour
of possible solutions have been made [38, 2, 7, 5, 6].
Spinodal Decomposition If phase separation proceeds via spinodal de-
composition, the binary fluid exhibits a characteristic coarsening behaviour.
Shortly after the finite quench from the mixed state into the spinodal region,
distinct domains of fluid A and fluid B are already formed. After this initial
phase separation, the domains start to grow, while the pattern carved by the
domains remains statistically the same (for more details, see section 2.1).
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In order to quantify this scaling behaviour the structure factor given by
S(~k, t) =
〈
|
∑
~x
exp[i~k~x]φ(~x, t)|
〉
. (2.46)
proves to be a useful tool. Monte-Carlo simulations of the Cahn-Hilliard
equation [33] and various simulations with Ising models [7, 11, 32, 26] have
been carried out and the structure factor has been calculated. Afterwards
the structure factor S(~x, t) of these numerical systems has been compared
to the structure factor of the linear Cahn-Hilliard equation with constant
mobility and a quadratic polynomial as free energy density.
According to [7], linear theory predicts exponential growth of the structure
factor
S(~k, t) = S(~k, 0) exp[2ω(~k)t], (2.47)
with a so called amplification factor ω(~k)
ω(~k) = −kBTΓk2
(
∂f(φ)
∂φ
)
T
∣∣∣∣
φ=φ¯
. (2.48)
Note that S(~k, 0) denotes the structure factor at the time t = 0 before the
quench. From equation 2.47 follows that fluctuations with wave vector ~k
grow exponentially with time if ω(~k) > 0 and decay exponentially with time
if ω(~k) < 0. In addition
S(~k, t) = const, for k with ω(~k) = 0, (2.49)
holds.
In computer simulations, where models with short range interactions [11,
32] were used, the structure factor also grew with time as this reflects the
coarsening behaviour of the fluid but the growth was slower compared to the
predicted exponential growth. In addition no wave vector value ~k has been
found where S(~k, t) = const holds. On the other hand, simulations with
long range interactions yielded a better agreement with linear theory as the
structure factor growth in those simulations behaves at least at early times
exponential [26].
Nucleation The free energy barrier in Cahn-Hilliard theory is given by
[14]
∆F [φ(~x)] =
∫
dV f(φ(~x)− f( ¯φ(~x+ κ(∇φ(~x))2, (2.50)
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where φ¯ denotes the average density difference, which is also the initial den-
sity difference of the mixed state and therefore f(φ¯) is the initial free energy
density in the mixed state. As stated in the subsection 2.2.3 we can obtain
the critical density field φ∗(~x) by taking the functional derivative
δF [φ(~x)]
δφ
= 0, at φ(~x) = φ∗(~x). (2.51)
Near the coexistence curve, for isotropic systems and systems with cubic
symmetry, Cahn-Hilliard Theory of nucleation coincides with classical nucle-
ation theory [7, 14]. But as we quench further into the metastable region, the
more Cahn-Hilliard theory differs from classical nucleation theory. For one
thing, the free energy barrier decreases gradually and finally becomes zero
as the spinodal is approached. In addition, when drawing nearer to the spin-
odal line the nucleus first decreases, approaches a minimum and then starts
to grow again and at the spinodal the size of the critical nucleus reaches
infinity. Furthermore, at the spinodal the order parameter values inside the
critical nuclei barley differ form the order parameter values outside the nu-
clei [7, 14]. While the initial decreasing of the critical nucleus size is in
agreement with the classical nucleation theory, the subsequent growth is not.
Of course, physically the divergence of the size of the critical nucleus does
not make any sense. To account for this break-down and other shortcom-
ings of Cahn-Hilliard theory Binder suggested in ref. [6] to use an extended
Ginzburg-Criterion to estimate the applicability of Cahn-Hilliard theory in
the vicinity of the spinodal line.
Ginzburg Criterion The conventional Ginzburg criterion estimates how
near to the critical point Landau theory is applicable [8]. For illustration we
take a look at binary fluid models with logarithmic free energy densities
f [φ] = Tφ ln[φ] + T (1− φ) ln[1− φ] + 2Tcφ(1− φ). (2.52)
According to ref. [6] the conventional Ginzburg criterion for those models is
given by
λD
(
1− T
Tc
)2−D/2
 1, (2.53)
where λ denotes the interaction range and D denotes the spatial dimension.
As long as the left side is much bigger than one, the approximations made
by Landau theory remain valid.
Then ref. [6] introduces a more generalized Ginzburg criterion that addition-
ally tells how near to the spinodal line Cahn-Hilliard theory is valid. The
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Figure 2.12: This is the phase diagram of a binary fluid. The pink highlighted area
denotes the region where Landau theory is not applicable according to the conventional
Ginzburg-criterion. In the blue area we observe classical nucleation, whereas in the green
area we observe the gradual transition from nucleation to spinodal decomposition. This
plot is taken from ref.[6]
motivation for this generalized Ginzburg criterion comes from the observation
that Cahn-Hilliard theory is definitely applicable as long as the nucleation
barrier is large compared to kBT , but breaks down when the free energy bar-
rier is of the same magnitude as kBT . This more general Ginzburg criterion
for the model defined in equation ( 2.52) is then given by
λD
(
1− T
Tc
)D−D/2 ∣∣∣∣ φφsp − 1
∣∣∣∣3−D/2  1, (2.54)
where φsp denotes the order parameter at the spinodal.
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Chapter 3
The Lattice Boltzmann Method
Given a simple fluid, we want to find a model that mimics the physical
behaviour of this system as well as possible. Depending on what we are in-
terested in, we have a few possibilities.
In the macroscopic picture our fluid is treated as continuum and quantities
such as velocity and density become smooth vector-fields. The associated
problem for this setting consists in solving partial differential equations for
those vector fields, such as the Navier-Stokes and the continuity equation.
In this ansatz we gain macroscopic information about the flow of our fluid,
the density and the pressure, but the microscopic information is thrown away.
In molecular dynamics, on the other hand, the liquid is modelled as many
particle system with a suitable model interaction potential. The Newtonian
equations of motion are then solved in small time steps for every particle.
Molecular dynamics is an adequate method if we are interested in the micro-
scopic dynamics of our fluid.
The lattice Boltzmann method finally serves as a method that throws some of
the microscopic information away, but not all of it. As special discretization
of the discrete Boltzmann equation [64], the basic idea of lattice Boltzmann
is to use discrete distribution functions and solve the Boltzmann equation in
every time step.
Therefore we will begin with a review of some Boltzmann equation basics
and then move on to explain the lattice Boltzmann method.
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3.1 The Boltzmann Equation
In this section we derive the Boltzmann equation and discuss several top-
ics related to this equation. The derivation closely follows [25]. The main
literature sources for this section are [25, 31, 15, 53].
3.1.1 Derivation of the Boltzmann equation
Consider a fluid in a certain initial state and with a conserved total number
of particles N . We are interested in the time evolution of this system.
Instead of calculating the time evolution for individual particles, a particle
distribution function f(~x,~v, t) is introduced. The underlying vector-space is
the six-dimensional phase space denoted as µ-phase space. In this framework
f(~x,~v, t)d3~xd3v denotes the number of particles in the six-dimensional cube
[~x−∆~x, ~x+ ∆~x]× [~v −∆~v,~v + ∆~v] around (~x,~v) at the time t.
If no collisions are present in the system, the number of particles N(t) in
the six-dimensional cube around the particles is conserved and therefore
∆N(t) = N(t+ ∆t)−N(t)
= f(~x+ ~v∆t, ~v +
~F∆t
m
, t+ ∆t)d3~x
′
d3~v
′ − f(~x,~v, t)d3~xd3~v
= 0, (3.1)
where ~F is an external, momentum independent, conservative force. The
expression f(~x+~v∆t, ~v+
~F∆t
m
, t+∆t)d3~x
′
d3~v
′
denotes the number of particles
at the time t + ∆t in the volume element d3x
′
d3v
′
. Since ~x and ~v are time
dependent, the volume element d3xd3v also changes to d3x
′
d3v
′
. The two
volume elements are related via the Jacobian ‖J‖ [31]:
d3x
′
(t)d3v
′
(t) = d3x(t+ ∆t)d3v(t+ ∆t) = ‖J‖d3x(t)d3v(t). (3.2)
The Jacobian is approximately given by [31]
‖J‖ = 1 + ∂Fi
∂vi
+O[(∆t)2]. (3.3)
As a second step, we allow collisions.
We Taylor-expand f
(
~x+ ~v∆t, ~v +
~F∆t
m
, t+ ∆t
)
around f(~x,~v, t):
f(~x+ ~v∆t, ~v +
~F∆t
m
, t+ ∆t) = f(~x,~v, t) +
∂f
∂t
∆t+
∂f
∂xi
vi∆t+
∂f
∂vi
Fi∆t
m
+ O[(∆t)2]. (3.4)
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We are interested in changes of the number of particles during a time ∆t, i.e
in the difference quotient ∆N
∆t
.
Combining equations 3.1, 3.3 and 3.4 and neglecting terms of order (∆t)2
we get
∆N
∆t
=
1
∆t
[
f(~x,~v, t) +
∂f
∂t
∆t+
∂f
∂xi
vi∆t+
∂f
∂vi
Fi∆t
]
d3x
′
d3v
′
− 1
∆t
f(~x,~v, t)d3xd3v
=
[
∂f
∂t
+ vi
∂f
∂xi
+
∂fFi
∂vi
]
d3xd3v. (3.5)
Due to collisions ∆N
∆t
is not zero any more. Some particles are pushed into
the small volume around (~x,~v) while others are pushed out of this volume.
This yields the following balance equation,[
∂f
∂t
+ vi
∂f
∂xi
+
∂fFi
∂vi
]
d3xd3v =
[(
∂f
∂t
)
−
+
(
∂f
∂t
)
+
]
d3xd3v, (3.6)
where
(
∂f
∂t
)
− d
3~xd3~v is the number of particles pushed out of the volume
element and
(
∂f
∂t
)
+
d3~xd3~v is the number of particles pushed into it. Therefore
the Boltzmann equation has the following form:
∂f
∂t
+ vi
∂f
∂xi
+
∂fFi/m
∂vi
=
(
∂f
∂t
)
−
+
(
∂f
∂t
)
+
. (3.7)
In order to resolve the detailed mathematical structure of those collision
terms we need to make further assumptions. First of all, we only consider
dilute gases consisting of hard sphere particles.
As the mean free path λl is given by
λl =
1√
2σρ
, (3.8)
with the scattering cross section σ and the density ρ, we observe that λl of
a dilute gas is much bigger than the diameter of the gas particles q (l 
q). Therefore we can apply the concept of molecular chaos, i.e. the joint
probability g( ~x1, ~p1, ~x2, ~p2) to find particle 1 at ( ~x1, ~p1) while particle 2 is at
( ~x1, ~p2), can be written as a product.
g( ~x1, ~p1, ~x2, ~p2) =
g1( ~x1, ~p1)
N
× g2( ~x2, ~p2)
N
. (3.9)
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This factorization corresponds to the approximation that position and veloc-
ities of two arbitrary particles are statistically independent. Another approx-
imation that follows from the the dilute-gas-with-hard-sphere-particle regime
is taking into account elastic two-particle-collisions only: The mean time τ
between two collisions is given by
τ =
1
v¯12σρ
, (3.10)
and the duration of the whole collision process td is estimated to be
td =
q
v¯
, (3.11)
v¯ being the mean velocity. Therefore, the probability for a particle to collide
with another Pcoll is proportional to
Pcoll ∝ q
v¯τ
=
d
λl
. (3.12)
As we have a dilute gas, this probability is small and therefore it’s a valid
approximation to consider elastic two-particle-collisions only. In elastic colli-
sions, energy and momentum are conserved. Assuming that all the particles
have the same mass, we get
~v + ~v1 = ~v
′
+ ~v1
′
, ‖~v‖2 + ‖~v1‖2 = ‖~v′‖2 + ‖~v1′‖2. (3.13)
We transform ~v, ~v1, ~v
′
and ~v1
′
to center of mass frame coordinates:
~v =
~vs + ~vr
2
, (3.14)
~v1 =
~vs − ~vr
2
, (3.15)
~v
′
=
~vs + ~vr
2
, (3.16)
~v1
′
=
~vs − ~vr
2
, (3.17)
where ~vr = ~v − ~v1 is the relative velocity and ~vs = ~v+ ~v12 is the center of mass
velocity. During the collision only the relative velocity changes from ~pr to
~p′r, hence the energy conservation is given by
‖~vr‖2 = ‖~vr ′‖2. (3.18)
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Now we do have enough information to evaluate
(
∂f
∂t
)
− d
3xd3v and
(
∂f
∂t
)
+
d3xd3v.
In our present setting the number of particles pushed out of the small volume
element,
(
∂f
∂t
)
− d
3xd3v depends on the particles that inhabited d3xd3v before
the collision, the sum over all particles that collide with those in d3xd3v per
time and the total cross section in the center of mass frame.
We get:(
∂f
∂t
)
−
d3xd3v = d3xd3vf (~x,~v, t)
∫
d3v1‖~v−~v1‖f (~x, ~v1, t)
∫
dΩ
dσ
dΩ
(‖~p− ~p1‖, θ) .
(3.19)
Now we calculate the number of particles pushed into d3xd3v. From the
transformation to the center of momentum frame follows that
d3vd3v1 =
d3vsd
3vr
8
, (3.20)
and
d3v
′
d3v
′
1 =
d3vsd
3v
′
r
8
. (3.21)
From energy conservation, we get
‖~pr‖ = ‖~pr ′‖. (3.22)
Therefore we can conclude that d3vd3v1 = d
3v
′
d3v
′
1. Now we just have to
exchange v and v
′
. In addition, we assume that the scattering-cross section
for ~vr → ~vr ′ and ~vr → ~vr ′ remains the same (time reversal invariance),(
∂f
∂t
)
+
d3xd3v′ = d3xd3vf (~x,~v′, t)
∫
d3v1‖~v−~v1‖f
(
~x, ~v1
′, t
) ∫
dΩ
dσ
dΩ
(‖~p− ~p1‖, θ) .
(3.23)
We use the following abbreviations
f = f (~x,~v, t) , f1 = f (~x, ~v1, t) , f
′ = f (~x,~v′, t) f ′1 = f
(
~x, ~v1
′, t
)
,
(3.24)
and finally get the Boltzmann equation
∂f
∂t
+ vi
∂f
∂xi
+
∂fFi
∂vi
=
∫
d3v1‖~v − ~v1‖
∫
dΩ
dσ
dΩ
(‖~p− ~p1‖, θ) (f ′f ′1 − ff1) .
(3.25)
Note that the collision integral is often abbreviated as Q(f, f1).
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3.1.2 Moments of the Distribution Function
In order to relate the distribution function f(~x,~v, t) to macroscopic fields,
one takes the integral over all velocities of the distribution function times
the relevant quantity [31]:
mass density
ρ(~x, t) =
∫
mf(~x,~v, t)d3v, (3.26)
momentum density
ρui(~x, t) =
∫
mvif(~x,~v, t)d
3v, (3.27)
energy density
ρe(~x, t) =
1
2
∫
mv2i f(~x,~v, t). (3.28)
3.1.3 Maxwellian Equilibrium Distribution
We seek an equilibrium distribution of the Boltzmann Equation. In equi-
librium as many particles get pushed out of the small control volume as
are pushed into it. Therefore the collision term must vanish for equilibrium
distributions [31, 15],
Q(f eq, f eq1 ) =
∫
d3v1‖~v − ~v1‖
∫
dΩ
dσ
dΩ
(‖~p− ~p1‖, θ) (f ′f ′1 − ff1) = 0.
(3.29)
We can conclude that
ff1 = f
′
f
′
1. (3.30)
Taking the logarithm, we observe that log (f) is an additive collisional in-
variant:
log (f) + log (f1) = log
(
f
′
)
+ log
(
f
′
1
)
. (3.31)
In general, a collisional invariant γ is defined [31] as a quantity that fulfils
γ + γ1 = γ
′
+ γ
′
1. (3.32)
In kinetic theory exists a theorem [31, 53] that states that a continuous
function γ(a) a ∈ R3 is an additive collisional invariant if and only if it can
be written as
γ(a) = A+Biai + Cai
2, (3.33)
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Figure 3.1: Velocity distribution of a Maxwell-Boltzmann distributed Nitrogen-gas at
different temperatures: green line T = 0 , blue line T = 200, pink line T = 500, turquoise
T = 1000, temperatures T in degree Celsius
where A,C : Rn → R, B : Rn → R3 and A,B,C are independent of a.
Therefore log (f) has the following form:
log (f) = A+Bivi +
1
2
Cv2i . (3.34)
The final form of the Maxwellian is derived by inserting the above expres-
sion for f into the moments of the distribution function and calculating the
integrals [31]. Having done so, we finally arrive at
f eq(~v) =
(
β
pi
)D
2
ρe−β(~v−~u)
2
, (3.35)
where β = m
2kBT
.
3.1.4 The H-Theorem
Back in 1872 Boltzmann derived the H-theorem from the Boltzmann equa-
tion.
H-Theorem: The functional H[f ] given by [31, 15, 53]
H[f ] =
∫
V
d3x
∫
d3vf ln f, (3.36)
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fulfils
d
dt
H[f ] ≤ 0, (3.37)
and
d
dt
H[f ] = 0, (3.38)
if and only if f = f eq.
Here, f(~x,~v, t) is a distribution function that fulfils the Boltzmann Equa-
tion and f eq is the Maxwell distribution.
The entropy of a system described by the distribution function f(~x,~v, t), the
so called Boltzmann entropy, is defined by
S = −kBH[f ] = −kb
∫
V
d3x
∫
d3vf ln f, (3.39)
where kB is the Boltzmann constant. For the equilibrium situation this re-
lation can even be derived from basic thermodynamics [15].
In this view, the H-Theorem can be interpreted as a proof for the second
principle of thermodynamics.
Criticism
Since Boltzmann just assumed that the distribution functions are smooth,
without having a proof for that, his proof of the H-theorem is not considered
as rigorous today. Unfortunately, even nowadays there exists no known rig-
orous proof for the theorem [58].
Apart from that, there have been many discussions going on over the last
century about the theorem’s ability to predict the behaviour of real physical
systems. For a detailed discussion see [15, 58, 28, 31].
The main objection in many of those discussions is that the H-theorem
states irreversibility although Boltzmann equation and H-theorem were de-
rived from reversible Newtonian mechanics. It turns out that the assumption
of molecular chaos plays a key role in this emerging irreversibility [15]. In
the last decades, the H-theorem was tested via molecular simulation and it
was for example found that in hard disks systems the H-functional increased
when all velocities were reversed at once but apart from that somewhat arti-
ficial situation, the H-theorem could be confirmed for this hard disk system.
See [40] for the original paper.
3.1.5 Relaxation Time Approximation
The collision term proposed in the derivation of the Boltzmann equation is
a complicated integral term. Therefore, quite a lot of approximations to
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Q were proposed. One of them is the relaxation time approximation, also
known as BGK-model, where the collision term is approximated by
QRT (f, f
eq) =
1
−τ [f(~x,~v, t)− f
eq(~x,~v, t)] . (3.40)
Here, f eq is a Maxwellian that depends on f(~x,~v, t) and therefore also varies
with time, space and velocity now. In literature f eq is known as local equilib-
rium function or local Maxwellian [53]. The relaxation time τ is a frequency
of the order of the collision frequency. In most cases τ is a constant, although
sometimes it is made a function of time and space. [31, 15]
QRT and every alternative collision term has to fulfil the same properties
as the original Q [31, 15]:
1. For all summational invariants ξ = m,mvi,
mv2
2
and for all linear com-
binations of those, the following integral must vanish:∫
ξQapxd
3v = 0. (3.41)
2. The H-theorem has to be fulfilled:∫
log (f)Qapxd
3v ≤ 0. (3.42)
Though looking quite primitive, the BGK model is in fact more non-linear
than the true collision term [15, 53]. While Q(f, f) is only quadratic in f , f
appears in the exponential of QRT (f, f
eq), since ρ,~u and T in the Maxwellian
f eq are functions of f . The advantage of QRT is that one directly obtains
integral expressions for the macroscopic quantities ρ,v and T , and thereby
the numerical solution procedure is simplified.
3.2 The Lattice Boltzmann Equation
As a special discretization of the discrete Boltzmann equation [64], the lattice
Boltzmann equation has the following form:
fi(~x+ ~ci∆t, t+ ∆t)− fi(~x, t) = Q, 0 ≤ i ≤ p. (3.43)
Here, fi is the particle distribution function of the i
th velocity at the lattice
point ~x at the time t and Q denotes the collision term.
The lattice Boltzmann equation is discrete in time, space and velocity. To
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every lattice point in discrete space p velocity directions are assigned (see
figure 3.2). The value of the particle distribution function fi(~xj, t) at ~xj is
the number of particles in a small three-dimensional cube around ~xj that
have the velocity ~ci divided by the total number of particles in this small
volume.
In each time step, we update the distribution function, i.e. we solve the
lattice Boltzmann equation. Most of the current lattice Boltzmann models
use the BGK approximation for the collision term:
fi(~x+ ~ciδt, t+ δt)− fi(~x, t) = −1
τ
(fi(~x, t)− f eqi (~x, t)), (3.44)
where τ is a (often constant) relaxation time.
Note, that although we have introduced the three-dimensional lattice Boltz-
mann equation here, the basic formalism for the n-dimensional LB-equation
is the same as for the three dimensional world. In the following subsec-
tions we will take a closer look at the concepts introduced above. The main
literature sources for this section and section 3.3 are [64, 53, 47, 19, 20].
3.2.1 The Lattice
In lattice Boltzmann Simulations various lattice types are used. They are
abbreviated as DnQp, where n denotes the dimension of the lattice and p is
the number of different velocity directions. For example, D2Q9 is a two di-
mensional model with nine different velocity directions (see figure 3.2), where
zero is also a velocity that stands for the rest particles.
Lattice Tensors and the Isotropy of Lattice Models
As we will see later, every lattice Boltzmann model is verified by taking the
macroscopic limit which should yield the Navier-Stokes equations. Since the
Navier-Stokes equations are isotropic, i.e invariant under orthogonal trans-
formations (rotations and reflections), the used lattice type should also have
a ”kind of” isotropy.
A discrete lattice can of course not be invariant under arbitrary orthogonal
transformations but mathematicians have developed concepts that enable us
to tell whether a lattice has sufficient isotropy. To be more precise, according
to ref. [64] they introduced so called lattice tensors. For lattice Boltzmann
models the lattice tensors are constructed in the following way [64]:
Tn1,n2,...,nm =
∑
i
cin1cin2 ...cinm , (3.45)
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Figure 3.2: right-hand side: a D2Q9 lattice of a square-like simulation domain, left-
hand side: a single lattice point with all its neighbours, the numbers denote the associated
lattice velocity ci, 0 ≤ i ≤ 8
where the cinl are the usual lattice velocities. Now we can construct lattice
tensors for every DnQp model and check whether they are isotropic. Note
that it is sufficient to check the corresponding lattice tensors up to the rank
of the highest rank tensor occurring in the macroscopic equations.
3.2.2 Moments of the Distribution Function
The moments of the particle distribution function are defined such that the
macroscopic equations can be derived in the thermodynamic limit. This leads
to the following definitions:
ρ(~x, t) =
∑
i
fi, (3.46)
for the density which is denoted as the zeroth moment, and
~j(~x, t) = ρ(~x, t)~u(~x, t) =
∑
i
~cifi, (3.47)
for the momentum flux which is denoted as the first moment. This equation
also defines ~u, the average velocity.
The zeroth and the first moment are conserved quantities and have the same
form for every lattice Boltzmann model. Higher Moments (≥ 2) are chosen
in order to model the physical behaviour of the system under interest.
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3.2.3 The Structure of the Lattice Boltzmann Equa-
tion: Collisions and Streaming
The core of every lattice Boltzmann algorithm is the solution of the lattice
Boltzmann equation in each time step. The solution process can be divided
into three parts which are executed at every time step. First, we need to
calculate the local equilibrium distributions f eqi (~x, t). In the next step, the
so called collision step, we solve the lattice Boltzmann BGK equation:
f ∗i (~x, t) = fi(~x, t)−
1
τ
(fi(~x, t)− f eqi (~x, t)) , (3.48)
where the f ∗i are the distribution functions after the collision. In the last step,
the streaming step, the newly calculated distribution functions are streamed
to the neighbouring lattice sites according to the streaming rule:
f ∗i (~x, t) = fi(~x+ ~ci∆t, t+ ∆t). (3.49)
In the lattice gas cellular automata theory, the collision rule represented
particle collisions [64, 53, 47]. In lattice Boltzmann Theory not individual
particles, but particle distributions are streamed to their next neighbours.
As indicated above, the possible streaming directions are the discrete veloc-
ity directions. In addition, in most cases, the distribution functions are only
streamed to their nearest neighbour, i.e., there is only next-neighbour cou-
pling.
For illustration we take a look at the streaming in a D2Q9 lattice, which is
numbered according to picture 3.2:
fnew0 = f
old
0 , f
new
5 = f
old
1 ,
fnew1 = f
old
5 , f
new
6 = f
old
2 ,
fnew2 = f
old
6 , f
new
7 = f
old
3 ,
fnew3 = f
old
7 , f
new
8 = f
old
4 .
fnew4 = f
old
8 . (3.50)
3.2.4 Chapman Enskog Expansion: From Lattice Boltz-
mann to Navier-Stokes
In the last chapter, we learned that the Navier-Stokes equation and the
continuity equation can be derived from the Boltzmann equation via the so
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called Chapman Enskog method. Now, we sketch a derivation of the Navier-
Stokes equation and the continuity equation from the lattice Boltzmann BGK
model. The derivation closely follows the one in ref. [64]. The expansion
parameter  corresponds to the Knudsen number Kn = λ
l
, where λ is the
mean free path and l the characteristic length scale of the flow. If the mean
free path is fixed and the characteristic length scale grows, the Knudsen
number tends to zero. Therefore the Knudsen number is a measure for the
degree of coarse graining [64, 20].
We begin with writing down the distribution function as a deviation from
the equilibrium distribution f eqi :
fi(~x, t) = f
eq
i (~x, t) + f
1
i (~x, t) + 
2f 2i +O(3). (3.51)
Since the 0th and 1st moments are conserved quantities, they must vanish for
fni with n ≥ 1: ∑
i
f 1i (~x, t) = 0,
∑
i
~cif
1
i = 0, (3.52)∑
i
f 2i (~x, t) = 0,
∑
i
~cif
2
i = 0. (3.53)
In the next step we write f(~x + ~ci∆t, t + ∆t) as Taylor series around (~x, t)
up to second order:
fi(~x+ ~ci∆t, t+ ∆t) = fi(~x, t) + ∆t∂tfi + ∆tciα∂xαfi
+
(∆t)2
2
[
∂t∂tfi + 2ciα∂t∂xαfi + ciαciβ∂xα∂xβfi
]
+ O(∂3fi). (3.54)
We insert equation (2.44) into the lattice Boltzmann BGK equation and
arrive at
0 = fi + ∆t∂tfi + ∆tciα∂xαfi
+
(∆t)2
2
[
∂t∂tfi + 2ciα∂t∂xαfi + ciαciβ∂xα∂xβfi
]
− fi + 1
τ
(fi − f eqi ) . (3.55)
Now we replace f by the expansion around the equilibrium f eqi :
0 = ∆t∂t
(
f eqi + f
1
i + 
2f 2i
)
+ ∆tciα∂xα
(
f eqi + f
1
i + 
2f 2i
)
+
(∆t)2
2
[
∂t∂t
(
f eqi + f
1
i + 
2f 2i
)
+ 2ciα∂t∂xα
(
f eqi + f
1
i + 
2f 2i
)]
+
+
(∆t)2
2
[
ciαciβ∂xα∂xβ
(
f eqi + f
1
i + 
2f 2i
)]
. (3.56)
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Since we are interested in macroscopic scales we transform the differential
operators ∂t and ∂xα to larger time and space scales. We consider one space
and two time scales, where the -term refers to a small hydrodynamic and
the 2-term to a large hydrodynamic time scale [19]:
∂t → ∂1t + 2∂2t , (3.57)
∂xα → ∂1xα . (3.58)
We now apply these new differential operators. Neglecting all terms higher
than second order yields
0 = ∆t
(
∂1t f
eq
i + ciα∂
1
xαf
eq
i
)
+ 2∆t
(
∂1t f
1
i + ∂
2
t f
eq
i + ciα∂
1
xαf
1
i
)
+ 2
(∆t)2
2
(
∂1t ∂
1
t f
eq
i + 2ciα∂
1
t ∂
1
xαf
eq
i + ciαciβ∂
1
xα∂
1
xβ
f eqi
)
+
1
τ
f 1i +
1
τ
2f 2i . (3.59)
By grouping the different  orders, we get the following structure:
0 = T 0i + 
2T 1i +O
(
3
)
, (3.60)
with
T 0i = ∂
1
t f
eq
i + ciα∂
1
xαf
eq
i +
1
τ∆t
f 1i , (3.61)
T 1i = ∂
1
t f
1
i + ∂
2
t f
eq
i + ciα∂
1
xαf
1
i
+
∆t
2
(
∂1t ∂
1
t f
eq
i + 2ciα∂
1
t ∂
1
xαf
eq
i + ciαciβ∂
1
xα∂
1
xβ
f eqi
)
+
1
τ∆t
f 2i . (3.62)
From ∑
i
T 0i = 0,
∑
i
ciαT
0
i = 0, (3.63)∑
i
T 1i = 0,
∑
i
ciαT
0
i = 0, (3.64)
and by inserting the Ti into the expression for the 0
th moment we get∑
i
T 0i =
∑
i
∂1t f
0
i + ciα∂
1
xαf
1
i +
1
τ∆t
f 1i
= ∂1t ρ+ ∂
1
xαjα (3.65)
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and corresponding to the continuity equation
∂tρ+∇j = 0. (3.66)
A similar calculation of the momentum term yields the the incompressible
Navier Stokes equation (for the whole derivation see [64])
∂t~u(~x) +
(
~u(~x)∇
)
~u(~x) =
1
−ρ
~∇p(~x), (3.67)
where ~u is the fluid velocity, ρ the constant fluid density and p(~x) the pressure.
A calculation that would involve first order as as well as second order terms
in  and where the form of the equilibrium distribution is important, would
yield the full Navier-Stokes equation (see again [64]).
3.3 Modelling Lattice Boltzmann
In this section we will give a brief sketch of how a lattice Boltzmann model
can be created. We start with the choice of kinetic equation, then turn to
the calculation of the local equilibrium distribution and finally arrive at the
discussion of the available boundary conditions and the question of how to
implement a lattice Boltzmann model.
3.3.1 The Kinetic Equation and the Lattice
At the beginning one chooses the form of the kinetic equation and the ge-
ometry of the lattice. In most applications the BGK-Approximation is used,
also known as Single-Relaxation-Time-Approximation (SRT). A more stable
alternative is the Multi-Relaxation-Time-Approximation (MRT) [18, 20, 19],
which is described in section 3.4.
The decision which lattice to take is more sensitive: On the one hand one
strives to keep the computational cost small which corresponds to choosing
a lattice with few velocity directions, but, on the other hand, the physical
problem should be treated as correctly as possible. Beside rotational isotropy
[64], other, problem-dependent factors might influence the choice of the lat-
tice type, see ref. [53] for examples.
3.3.2 Derivation of the Equilibrium Distribution
All lattice Boltzmann models we deal with in this thesis, have a local equi-
librium function. As the kinetic equation and the lattice are not very model-
45
The Lattice Boltzmann Method
specific, the problem inherent physics comes in through the equilibrium dis-
tribution function. As the equilibrium distribution is highly problem depen-
dent, the derivation of the desired function is usually not straightforward.
Nevertheless, there are at least two known methods of how to proceed: the
maximum entropy method [20] and the ansatz method [64]. Here, we present
the maximum entropy method.
The Maximum Entropy Method In the maximum entropy method we
derive the equilibrium distributions by exploiting the concepts of statistical
mechanics. We closely follow the derivation of ref. [19].
We recall that the distribution function fi(~x, t) tells us what fraction of the
density ρ at the lattice site ~x has the velocity ~ci at time t. The actual number
of particles that sit at the lattice point ~x and has the velocity ~ci is then given
by
zi =
fi
µm
, (3.68)
where µm =
mp
ld
is the mass density parameter with mp as the particle mass,
l as the lattice spacing and d as the dimension.
At first we ask what is the probability that z1i particles sit at an arbitrary
(~x1, ~ci
1), when the number of particles is independent of the number of par-
ticles at all other points (~x, ~ci). The probability distribution is a Poisson
distribution:
P (zi) =
zi
zi
zi!
exp(−zi), (3.69)
where zi is the mean value of zi.
In the next step, we want to find the probability density P ({zi}) in the
configuration space {zi} of velocities at a lattice point ~x. In addition, we
only allow those configurations with a special value for the density ρ(~x, t)
and the momentum density ρ~u. We get
P ({zi}) ∝
(∏
i
zi
zi
zi!
exp (−zi)
)
δ
(
µm
∑
i
zi − ρ
)
δ
(
µm
∑
i
zi~ci − ρ~u
)
.
(3.70)
Assuming that zi  1 and applying the Stirling approximation, we get for
the entropy of the lattice configuration {zi}
S ({zi}) = −zi log(zi)− zi − zi log(zi) + zi. (3.71)
Now we can write P ({zi}) in terms of the entropy:
P ({zi}) ∝ exp [S ({zi})] δ
(
µm
∑
i
zi − ρ
)
δ
(
µm
∑
i
zi~ci − ρ~u
)
. (3.72)
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In order to calculate the equilibrium distribution we maximize S. The auxil-
iary conditions are set by the mass and momentum restrictions. We end up
with the following set of equations:
∂S
∂zi
+ λρ +
〈
~λρ~u,~ci
〉
= 0, (3.73)
µm
∑
i
zi − ρ = 0, (3.74)
µm
∑
i
zii~ci −~j = 0. (3.75)
where λρ and ~λρ~u are Lagrange multipliers. Solving the first equation we get
zeqi = zi exp
(
λρ +
〈
~λρ~u,~ci
〉)
. (3.76)
The Lagrange multipliers are calculated by inserting the expression for the
equilibrium distribution zeqi into the auxiliary conditions. Since the exact
calculation is difficult we make a power series expansion in u and neglect
terms of order O(u3). We finally arrive at
f eqi = ρa
ci
(
1 +
~u~ci
s1
+
(~u~ci)
2
2s21
− u
2
2s1
)
. (3.77)
For a detailed derivation see [20, 19].
3.3.3 Boundary Conditions
Every lattice Boltzmann model needs a strategy to treat the boundaries of
its simulation domain. Since the simulation domain is built from elementary
lattice Boltzmann cells, the form of the boundary depends on the special
geometry of these cells just like the form of a Lego castle depends on its Lego
bricks.
Lattice Boltzmann literature [53, 64] distinguishes between two types of
boundaries, node boundaries and link boundaries. While in node boundaries
the grid points are on the boundary line, in link boundaries the boundary
lines go through the connecting line between the grid points.
By now, various classes of boundary conditions are established in lattice
Boltzmann. Due to their simplicity, periodic boundary conditions and no
slip boundary conditions are used in most lattice Boltzmann models.
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Figure 3.3: left-hand side: link boundary, right-hand side: node boundary
Periodic boundary conditions Periodic boundary conditions are cho-
sen if boundary effects (wall or surface effects) are not of interest [53]. The
simulation domain is assumed to be square or a rectangle. If a particle dis-
tribution now leaves the domain through the left boundary it appears again
at the right boundary and, similarly if a particle distribution goes through
the top boundary it appears again on bottom boundary line. The edges get
a special treatment: On every edge the particle distributions in the direction
of the walls are bounced back as in the no slip boundary condition [53, 64].
No slip boundary conditions The no slip boundary condition corre-
sponds to a solid wall boundary with a certain roughness, so that there is
zero fluid velocity parallel to the wall. The particles are just bounced back
from the wall. The no slip boundary conditions solves this situation in the
following way: There is no collision step for boundary particles and in the
streaming step the particle distributions remain at the same grid point but
are streamed to the opposite velocity direction [53, 64].
A general numerical remark that is valid also for lattice Boltzmann is that
the accuracy of the boundary scheme should be the same as the accuracy of
the actual numerical scheme. Since lattice Boltzmann is of a second order
in accuracy, every lattice Boltzmann boundary scheme should be at least of
second order. Otherwise the whole lattice Boltzmann model is down-graded
to first order.
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Figure 3.4: D2Q9 lattice with periodic boundary conditions, lattice points of the same
colour are neighbours, the edge points get a special treatment: the particle distributions
are bounced back from the wall like in the no slip boundary condition
3.3.4 Implementation
Now we have all the information to implement a standard lattice Boltzmann
model. The box below sketches how such an implementation could look like.
• initialize fields: density, fluid-velocity, momentum density,...
• initialize neighbours: generate and save information about neighbour-
hood (wiht boundary conditions)
• calculate equilibrium distributions f eqi from initial fields
• (only in the first iteration step)
set distributions: fi = f
eq
i
• collision step: we solve f ∗i (~xj, t0) = 1−τ [fi(~xj, t0)− f eqi (~xj, t0)]
• streaming step: we stream f ∗i (~xj, t0) to its neighbours
f ∗i (~xj, t0) = fi(~xni(j)) where ni is the i
th neighbour of ~xj
• calculate new fields from the new distributions fi
• calculate the new f eq from the newly calculated fields
Most lattice Boltzmann models have a core program structure similar to
the one in the box above. The basic algorithm is then augmented to be
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suitable the for specific problem it is applied on. For example in the lattice
Boltzmann model for spinodal decomposition of Swift et al. [54] one has
to define two lattice Boltzmann equations, one for the density of the whole
fluid, and one for the density difference of fluid A and fluid B (see Chapter
2).
3.4 Fluctuating Lattice Boltzmann Method
It turns out that fluctuations are important for modelling physical effects
at the mesoscopic scale. Therefore a lot of work has been done in order to
include thermodynamically correct fluctuations into the lattice Boltzmann
scheme. See for example refs. [20, 18, 1]. This section follows the formalism
of ref. [19].
3.4.1 Multi-Relaxation-Time Model (MRT)
The multi-relaxation-time model can be viewed as generalization of the the
lattice BGK model. Instead of multiplying (fi−f eqi ) with the relaxation time
factor −1/τ we apply a linear transformation Lij. Subsequently, the lattice
Boltzmann equation changes to
f ∗i = fi +
∑
j
Lij
(
fj − f eqj .
)
(3.78)
The new collision operator ∆i =
∑
j Lij
(
fj − f eqj
)
offers the possibility to
refine the collision process. In real fluids, the viscous modes and the stress
modes are relaxed at different time scales, while the hydrodynamic modes
mass density and momentum density are conserved. So, in order to be able
to relax all those modes independently, the relaxation matrix needs to have
a special form. Such relaxation matrices can then be diagonalized by an
eigenbasis eki consisting polynomials in the normalized velocity vectors cˆi =
~ci/‖~ci‖. Lij can then be written as
Lij =
∑
k
kekiekj, (3.79)
where the λk denote the eigenvalues. In addition, all distribution functions fi
can be mapped to an equal number of moments of the distribution functions
mk
mk =
∑
i
ekifi, (3.80)
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and vice versa the moments of the distribution functions can be mapped to
the distribution functions
fi =
∑
k
ekimk. (3.81)
Note that this bijective mapping is of course only possible if the model has
at least as many lattice velocities ci as there are modes. While the eigenbasis
is already orthogonal, we still need to normalize the eki by setting
eˆki = eki
√
aci√
wk
, (3.82)
where wk > 0 is a weight given by
wk =
∑
i
acie2ki. (3.83)
The normalized transformation then results in
mˆk =
mk√
wk
=
∑
i
eˆkifˆi, (3.84)
fˆi =
fi√
wk
=
∑
k
eˆkimˆk, (3.85)
for the distribution function an its moments and
Lˆij =
√
acj
aci
Lij (3.86)
for the relaxation matrix. In table 3.1 a valid choice for the eigenbasis vectors
for D2Q9 model is given as illustration. As stated before, the moments of
the distribution functions are directly related to the modes as you can see in
this example for a D2Q9 model:
ρ = m0, (3.87)
jx = m1c, (3.88)
jy = m2c, (3.89)
Pxx = (m0 +m3 +m4)
c2
3
, (3.90)
Pyy = (2m0 + 2m3 −m4 + 3m5)c
2
6
, (3.91)
Pxy = m6c
2, (3.92)
(3.93)
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k eki wk
0 1 1
1 cˆix 1/3
2 cˆiy 1/3
3 3cˆ2i − 2 4
4 2cˆ2ix − cˆ2i 4/9
5 cˆixcˆiy 1/9
6
(
3cˆ2i − 4
)
cˆix 2/3
9
(
3cˆ2i − 4
)
cˆiy 2/3
8 9cˆ4i − 15cˆ2i + 2 1/16
Table 3.1: This table shows a valid choice of eigenvectors eki and corresponding weights
wk of the D2Q9 model. Table taken from [20].
where ρ denotes the density, x and y denote the components of the velocity
density, and Pxx, Pyy and Pzz denote the diagonal elements of the pressure
tensor. Note that moments m7, m8 and m9 do not correspond to any physical
modes. They are called kinetic or ghost moments and obviously, they are
needed for a bijective mapping of the moments onto the distribution func-
tions.
By combining equation 3.78, equation 3.84 and equation 3.85 we derive a
lattice Boltzmann equation for the moments
mˆ∗k = mˆk + k(mˆk − mˆeqk ). (3.94)
For the conserved modes m0, ..,mn it γk can be set to an arbitrary value since
m∗k −meqk = mk −meqk = 0. For the modes mk with k > n k is restricted to
−2 ≤ k ≤ 0 because of stability issues.
3.4.2 Introduction of Fluctuations
One way to introduce fluctuations into an lattice Boltzmann model is to add
a stochastic term ∆
′
i to the collision operator [19]. The operator then changes
to
∆i =
∑
j
Lij
(
fj − f eqj
)
+ ∆
′
i. (3.95)
The stochastic part of the collision operator has to fulfil conservation of
momentum and mass:∑
i
∆
′
i =
∑
i
∆
′
iciα = 0, α = 1, 2. (3.96)
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We require the mean value of the stochastic operator to be zero, i.e
〈
∆
′
i
〉
= 0,
as this ensures correct thermodynamic behaviour in the macroscopic limit.
Furthermore, the collision operator is constructed to be local in time and
space. Drawn to the macroscopic limit via Chapman-Enskog expansion, a
collision operator defined in this way yields the isothermal Navier Stokes
equations with a Gaussian random stress term. The amplitude Srand of this
random stress is given by
Srand =
√
µmρc
2
s, (3.97)
where µm is the mass density parameter given by µm =
mp
ld
with mp as
the particle mass, l as the lattice spacing and d as the dimension. The
other quantities are the density ρ and the speed of sound, cs. Note that
the fluctuations in the density distribution functions then have an amplitude
of srand =
√
µmρ. When normalizing the distribution functions and the
moments, we have to account for the amplitude of the fluctuations:
fˆi =
fi√
aciµmρ
, (3.98)
mˆk =
mi√
wkµmρ
. (3.99)
Implementation An update rule, that is consistent with the constraints
stated above, is given by
mˆ∗k = mˆk + k (mˆk − mˆeqk ) + φkrk. (3.100)
This is the linear relaxation equation 3.94 enhanced by a Gaussian random
variable rk multiplied by a variable φk. The mean value of this Gaussian
random variable has is zero and the variance is one. The variable φk is
chosen such that the transition m→ m∗ fulfils detailed balance and is given
by
φk =
√
−(2 + ). (3.101)
Detailed balance in fluctuating lattice Boltzmann ensures that the relaxation
process is towards the correct thermal equilibrium. For the conserved modes
mk, k = 0, ..., d we apply  = 0 which leads to m
∗
k = mk as intended. For
the other hydrodynamic modes,  is restricted by the limits of linear stability
with −2 ≤  ≤ 0. Note for  = −1 only the random term and the local equi-
librium value meq remains in equation 3.100 and therefore the information
of the previous value is almost completely lost.
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Chapter 4
Simulation and Results
4.1 Deterministic Lattice Boltzmann Model
for Binary Fluids
In this section, we give a detailed description of a lattice Boltzmann model
for spinodal decomposition introduced by ref.[54].
A binary mixture of two ideal gases A and B is assumed. While the A-A and
B-B interactions are set to zero, a repulsive interaction λ between fluid A and
fluid B is assumed. Since no thermal fluctuations are included, only spinodal
decomposition and no nucleation process should be observed at T < Tc.
We start with introducing the lattice Boltzmann equations for the particle
distribution functions fi (~x, t) and gi (~x, t)). In this model we use two lattice
Boltzmann equations, one for the total density ρ(~x, t) and one for the density
difference φ(~x, t),
fi(~x+ ~eiδt, t+ δt)− fi(~x, t) = −1
τ1
(fi − f eqi ), (4.1)
gi(~x+ ~eiδt, t+ δt)− gi(~x, t) = −1
τ2
(gi − geqi ). (4.2)
Since the D2Q9 lattice yields higher stability and isotropy we chose the ansatz
of [60] which is based on ref. [54]. The velocities of this D2Q9 model are
given by ei ∈ {(0, 0), (±1, 0), (0,±1), (±1,±1)}. The relation to macroscopic
observables is given by the moments of the distribution function. The zeroth
moments are the total density and the density difference,
ρ(~x, t) = ρA(~x, t) + ρB(~x, t) =
∑
i
= fi =
∑
i
f eqi , (4.3)
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and
φ(~x, t) = ρA(~x, t)− ρB(~x, t) =
∑
i
gi =
∑
i
geqi , (4.4)
where ρA denotes the density of fluid A and ρB the density of fluid B.
The first moments are the total momentum density and the density difference
momentum,
ρuα =
∑
i
fieiα =
∑
i
f eqi eiα, (4.5)
φuα =
∑
i
gieiα =
∑
i
geqi eiα. (4.6)
Note that the zeroth and the first moment are conserved quantities.
So far, everything has been straight-forward lattice Boltzmann scheme. In
order to include the properties of the proposed binary fluid into the lattice
Boltzmann model we turn to the macroscopic equations we want to simulate.
That is the continuity equation for the density ρ(~x, t),
∂ρ
∂t
+
∂ρuα
α
= 0, (4.7)
and the Navier Stokes equation for the total momentum ρ~u(~x, t),
ρ
∂uα
∂t
+ ρuβ
∂uα
∂β
=
∂Pαβ
∂β
+
ρθ1Γ
3
(
∂
∂β
(
δαβ − 3∂Pαβ
∂ρ
)
∂uγ
∂γ
+
∂uβ
∂α
+
∂uα
∂β
)
.
(4.8)
The density difference obeys the Cahn Hilliard equation plus an advection
term,
∂φ
∂t
+
∂
∂α
(φuα) = θ2Γ∇2µ− ∂
∂β
(
φ
ρ
∂Pαβ
∂α
)
, (4.9)
with
θ1,2 = τ1,2 − ∆t
2
. (4.10)
Now, the second moments of f eqi and g
eq
i which have the dimension of an en-
ergy density are chosen such that the Chapman-Enskog procedure yields the
correct macroscopic equations. Subsequently the following form is proposed
for the second moments,∑
i
f eqi eiαeiβ = Pαβ + ρuαuβ, (4.11)
∑
i
geqi eiαeiβ = Γµδαβ + φuαuβ. (4.12)
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The involved terms are Pαβ, the pressure tensor, Γ, the mobility and µ, the
chemical potential.
The pressure tensor and the chemical potential are connected to the Cahn-
Hilliard free energy density functional F [ρ, φ, T ] in the following way. The
Cahn-Hilliard free energy density functional has the following form (see sec-
tion 2.3 for a detailed description):
F [ρ, φ, T ] =
∫
d~r
(
f0 (T, ρ, φ) +
κ
2
(∇ρ)2 + κ
2
(∇φ)2
)
(4.13)
The equilibrium free energy density of a binary mixture is given by [45]
f0 (φ, ρ, T ) =
λ
4
ρ
(
1− φ
2
ρ2
)
− Tρ+ T
2
(ρ+ φ) log
(
ρ+ φ
2
)
(4.14)
+
T
2
(ρ− φ) log
(
ρ− φ
2
)
. (4.15)
The chemical potential is obtained by taking the functional derivative of
F [ρ, φ, T ],
µ (~x) =
δF [ρ, φ, T ]
δφ
(~x) (4.16)
⇒ µ (~x) = −λ
2
φ
ρ
+
T
2
log
(
1 + φ
1− φ
)
− κ∇2φ. (4.17)
Since the calculation of the pressure tensor from the free energy takes more
time and tricks, only the result is given here
Pαβ (~r) = p (~r) δαβ + κ
∂ρ
∂xα
∂ρ
∂xβ
+ κ
∂φ
∂xα
∂φ
∂xβ
, (4.18)
with
p (~r) = ρT − κ (ρ∇2ρ+ φ∇2φ)− κ
2
(‖∇ρ‖2 + ‖∇φ‖2) . (4.19)
For a full derivation see ref. [60].
Now we have all the information we need to calculate the equilibrium distri-
butions. We arrive at the following second order expansions in ~u and ~uei
f eqi = Al +Bluαeiα + Cl‖u‖2 +Dluαuβeiαeiβ +Glαβeiαeiβ, (4.20)
and
geqi = Hl +Kluαeiα + Jl‖u‖2 +Qluαuβeiαeiβ, (4.21)
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Appropriate but not unique expressions for the parameters are obtained by
inserting equation 4.20 and equation 4.21 into the constraints 4.3 - 4.6 and
4.11 - 4.12. A suitable choice is:
A2 =
1
8
p0(ρ, φ,∇2φ), A1 = 2A2, A0 = ρ− 12A2, (4.22)
B2 =
ρ
12
, B1 = 4B2, (4.23)
C2 =
−ρ
16
, C1 = 2C2, C0 =
−3ρ
4
, (4.24)
D2 =
ρ
8
, D1 = 4D2, (4.25)
G2xx =
κ
16
((
∂φ
∂x
)2
−
(
∂φ
∂y
)2)
, (4.26)
G2xy = G2yx =
κ
8
∂φ
∂x
∂φ
∂y
, (4.27)
G2yy = −G2xx , (4.28)
G1xx = 4G2xx , G1xy = G1yx = 4G2xy , G1yy = 4G2yy , (4.29)
H2 =
Γ
8
µ
(
ρ, φ,∇2φ) , H1 = 2H2, H0 = φ− 12H2, (4.30)
K2 =
φ
ρ
B2, K1 =
φ
ρ
B1, (4.31)
J2 =
φ
ρ
C2, J1 =
φ
ρ
C1, J0 =
φ
ρ
C0, (4.32)
Q2 =
φ
ρ
D2, Q1 =
φ
ρ
D1. (4.33)
4.2 Validity of the Deterministic Model
Before including fluctuations into the model we test the validity of the imple-
mentation by reproducing some computer experiments done with that model
by refs. [54, 60].
4.2.1 Phase Behaviour
First, we reproduce the spinodal line. At this point we should keep in mind,
that, since the applied lattice Boltzmann model is based on Cahn-Hilliard
theory, the Ginzburg criterion from section 2.3 holds. According to this cri-
terion the spinodal line cannot be determined rigorously in Landau theories.
Instead of an abrupt transition from nucleation to spinodal decomposition at
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Figure 4.1: This spinodal line is obtained by the implemented version of the deterministic
D2Q9 model of ref.[60, 54].
the spinodal a smooth crossover is observed. Hence, just above the spinodal
line, the nucleation process adopts properties from spinodal decomposition
and just below the spinodal line, spinodal decomposition adopts properties
from nucleation. Subsequently, the spinodal we are going to determine can
not be viewed as a strict line. Moreover, the obtained line lies in the crossover
region from nucleation to spinodal decomposition. In addition, due the ab-
sence of fluctuations we should not observe nucleation. But according to
the Ginzburg criterion we should expect the spinodal decomposition to show
properties of nucleation.
Practically a point on the spinodal line (Ts, φs) is obtained by performing
simulations with fixed average density difference 〈φ〉 and varying the tem-
perature. The first of these simulation runs starts with a temperature well
above or below the spinodal line and in the subsequent runs temperature is
step by step quenched or raised by a finite amount until phase separation is
observed. The resulting phase diagram (see figure 4.1) coincides with the
results obtained by refs. [54, 60]. Note that in all simulations, the lattice
length was set to lx = 128 and the mobility Γ = 2.0.
Temperature Quenches at 〈φ〉 = 0 At first we look at the case where
the average density difference 〈φ〉 is zero i.e where the fluid contains an equal
amount of fluid A and fluid B. We start with a random initial configuration
φ(~x, 0) which corresponds to the mixed state and set the temperature to
a value beneath the spinodal. Immediately, small domains of fluid A or
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respectively fluid B form. When domains of the same kind meet they coalesce.
The pattern that develops is meander-like. In the course of time this pattern
coarsens until the fully phase separated equilibrium structure is formed. In
the case of 〈φ〉 , the equilibrium pattern is represented by stripes (See figure
4.2 for the development of the patterns at 〈φ〉 = 0).
When the binary fluid is quenched to the critical temperature Tc and if
〈φ〉 = 0 we observe a second order phase transition. In ref. [61], Wagner
and Yeomans showed that the domain coarsening follows a power law for
intermediate times. To be precise they showed that a typical length scale
grows according to the power law
R(t) ≈ (t− t0)1/3. (4.34)
At late times this growth law breaks down due to hydrodynamic effects.
See section 2.1 and ref. [61] for more information. Note that we did not
reproduce this scaling law results but wanted to point these findings out to
the reader.
Temperature Quenches at 〈φ〉 6= 0 Now we deal with the situation where
〈φ〉 6= 0, which means that the fluid either contains more particles of fluid A
than of fluid B, or vice versa. Due to this asymmetry, we observe a different
pattern than in the case where 〈φ〉 = 0. In fact, already a slight asymmetry
in the composition results in the formation of bubbles of the minor phase
with the major phase as environment. The growth of the bubbles lasts until
the limit of interaction between the like-particles is reached. The equilibrium
configuration of the case 〈φ〉 6= 0 is represented by one ore more bubbles of
the minor phase in the major phase (see figure 4.3). If the mobility is low
we observe Lifshitz-Slyozov growth as described in [7]:
At the beginning there a lot of clusters with different sizes. But in the course
of time, the big clusters grow further while smaller clusters shrink and fi-
nally vanish. This growth and shrinking processes can be explained by the
diffusion field that exists due to the random particle diffusion between the
clusters. The gradient of this field then points to the larger clusters and
therefore they tend to gain particles at the cost of the smaller clusters. Usu-
ally this growth also follows a power law but as we didn’t test it we can not
confirm the power law for this system.
Up to now, we described spinodal decomposition events after a deep quench
into the spinodal region. Now we will turn to analyse quenches for 〈φ〉 6= 0
just beneath the spinodal. For this purpose we carried out simulations with
〈φ〉 = 0.3 and as already suggested, the obtained results indicate that in this
case, spinodal decomposition does also have properties of a nucleation pro-
cess (see figure 4.4). The properties the transition inherits from nucleation
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time = 1000 time = 2000 time = 3000
time = 5000 time = 7000 time = 10000
time = 20000 time = 30000 time = 70000
Figure 4.2: These figures show the development of the density difference field φ(~x, t)
during a the spinodal decomposition with different average density difference 〈φ〉 = 0. The
choice of the other parameters is: T = 0.510, κ = 0.010, Γ = 2.0.
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time = 1000 time = 10000 time = 50000 time = 100000
time = 1000 time = 10000 time = 50000 time = 100000
time = 1000 time = 10000 time = 50000 time = 100000
Figure 4.3: These figures show the development of the density difference field φ(~x, t)
during a the spinodal decomposition with different average density differences 〈φ〉 6= 0.
In the first line we have 〈φ〉 = 0.03, in the second line 〈φ〉 = 0.1 and in the third line
〈φ〉 = 0.2 The choice for the other parameter is: T = 0.51 κ = 0.010, Γ = 2.0.
are that the transition does not start at the beginning but only at t ≈ 10000
and that only one nucleus forms. In this sense, we interpret our observation
as example for an non-physical crossover effect which occur near the spinodal
in Landau theories (see ref.[6] and section 2.3).
4.2.2 Influence of κ
Simulation experiments by ref.[54] show that the surface tension coefficient
κ influences the thickness of the interface between fluid A and fluid B. To be
precise, at high κ they found that the interface between the fluids is much
thicker than at lower values. In order to further test the validity of the
implemented version of the model proposed by ref. [54] we reproduced these
measurements and indeed, the results in figure 4.6 are in agreement with
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time = 10000 time = 20000
time = 30000 time = 40000
time = 50000 time = 100000
Figure 4.4: These plots show the development of the density difference field φ(~x, t)
during a the spinodal decomposition near to the spinodal. The average density difference
is 〈φ〉 = 0.3. Since this simulation is carried out near to the spinodal, it is suggested that
the transition is in the crossover region between spinodal decomposition and nucleation.
Hence we interpret the fact that the transition only starts at time ≈ 10000 because this
as property the transition inherited from as feature adopted from nucleation. The choice
for the other parameters is: The lattice length is lx = 128, the surface tension coefficient
is κ = 0.010 and the temperature is T = 0.501.
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Figure 4.5: Comparison of simulation runs with 〈φ〉 = 0.3 at different temperatures. In
the first line the size of the largest cluster is plotted as function of time for T = 0.501,
T = 0.500 and T = 0.495 (from the left to the right). In the second line we plotted the
corresponding density difference fields at time = 20000. While at T = 0.501 we observe
a crossover behaviour (see also figure 4.4.), at T = 0.500 and T = 0.495 we observe a
typical spinodal decomposition.
ref. [54].
In addition we observe that at very low κ values the phase transition does
not take place at all. In order to explain this we remark that the surface
tension is proportional to κ. So, if the surface tension which is the force
holding particles of the same kind together, is small, all developing clusters
break apart again and no phase separation transition can take place.
4.2.3 Structure Factor
In simulations on the molecular level the dynamical structure factor S(~k, t) is
often used to compare the simulation results with experiments as S(~k, t) can
also be determined by scattering experiments [3]. Conventionally, the defini-
tion of the structure factor uses the microscopic density ρ(~r) =
∑N
i δ (~r − ~rj)
and yields [3]
S
(
~k, t
)
=
1
N
〈
ρˆ(~k, t)ρˆ∗(~k, t)
〉
, (4.35)
where ρˆ(~k, t) and denotes the spatial Fourier transform of the density and
ρˆ∗(~k, t) its complex conjugate. As the density is a coarse grained quantity in
lattice systems, the structure factor has to be adapted to the form [60]
S
(
~km, t
)
=
〈
1
N
∣∣∣∣ lx·ly∑
j=0
exp
(
i~km~xj
)
ρav (~xj, t)
∣∣∣∣
〉
, (4.36)
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Figure 4.6: These figures show the dependence of the thickness of the interface on κ.
The red line corresponds to the density difference field on the left picture and to κ = 0.010,
and the green line corresponds to to the density difference field on the right picture and
to κ = 0.050. Note that z denotes a direction perpendicular to the interface. The choice
for the other parameter is: lx = 128, 〈φ〉 = 0.1, T = 0.510, Γ = 2.0.
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time = 3000
time = 6000
time = 11000
time = 17000
time = 20000
Figure 4.7: In this figure we tracked the development of the circularly averaged structure
factor. The plots of the circularly averaged structure factor are on the right, while on the
left can see the parallel development of the density difference field. At time = 3000 a
small peak has developed. At later times, the peaks transforms into a double peak and
even later the double peak changes again to a single peak. Furthermore the peak grows
and its maximum shifts gradually to smaller k-values.
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where ~km is given by
~km = 2pi
(
xm
l1x
eˆx +
ym
ly
eˆy
)
. (4.37)
Note that ρav denotes an averaged density, in our case we set ρav ≡ φ(~x, t).
From the structure factor we can easily obtain the circularly averaged struc-
ture factor
S (k, t) =
∑
m∗ S(
~km∗ , t)∑
m∗ 1
, (4.38)
where k = 2pia/lmin with a = 0, ..., lmin and lmin = min(lx, ly). The sum over
m∗ denotes the summation over all ~km in the shell between 2pi(a−0.5)/lmin ≤
|k| ≤ 2pi(a− 0.5)/lmin.
We again performed quenching experiments with the implemented model
and thereby calculated the circularly averaged structure factor for different
times. Figure 4.7 represents the typical development of the structure factor
of the model during a spinodal decomposition. Shortly after the temperature
quench a shallow peak develops in S(k, t). At intermediate times, the peak
transforms into a double peak and later it becomes a single peak again. In
the course of time the peak gradually shifts to lower k-values and thereby
grows. The described development of the structure factor of this model is in
very good agreement with results obtained from similar lattice Boltzmann
models [36, 16] and with results obtained from a Monte Carlo simulation of
the non-linear Cahn-Hilliard equation [33].
4.3 Fluctuating Lattice Boltzmann Model for
Binary Fluids
Having validated our implementation of the lattice Boltzmann model for
binary fluids of Swift et al. [54] and Wagner [60], we now implement fluctu-
ations into the model following the ansatz of Duenweg et al. [19] described
in section 3.4. We start with the two deterministic lattice Boltzmann single
relaxation time equations of the model,
fi(~x+ ~eiδt, t+ δt)− fi(~x, t) = −1
τ1
(fi − f eqi ), (4.39)
gi(~x+ ~eiδt, t+ δt)− gi(~x, t) = −1
τ1
(gi − geqi ), (4.40)
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and transform them into fluctuating multi relaxation time equations for the
moments of the fi and the gi,
mˆk(~x+ ~ekδt, t+ δt) = mˆk(~x, t) + 
1
k(mˆk − mˆeqk ) + ξ1kr1k, (4.41)
hˆk(~x+ ~ekδt, t+ δt) = hˆk(~x, t) + 
2
k(hˆk − hˆeqk ) + ξ2kr2k, (4.42)
where mk, denote the moments of fi, while hk denote the moments of gi.
Again, ξ1 and ξ2 are variables that are adjusted so that the transformation
m→ m∗ and h→ h∗ fulfils detailed balance,
ξ1 =
√
−1k(2 + 1k) (4.43)
ξ2 =
√
−2k(2 + 2k). (4.44)
(4.45)
The r1k and r
2
k are Gaussian random variables with a zero mean value and
and with a variance of one.
Implementation In order implement the fluctuating lattice Boltzmann
model described above we need to make a few changes in our algorithm.
Instead of the distribution functions fi and gi we now use the moments mk
and hk to calculate the moments of the distribution function. Furthermore
we need a certain amount of Gaussian random variables for every time step.
We use an inbuilt random number generator which yields uniformly dis-
tributed random numbers and transform them into Gaussian random vari-
ables through a Monte Carlo process.
4.4 Analysis and Results
4.4.1 Cluster Analysis Tools
At each time step tj, we calculate the density field, ρ(~xi, tj), the density
difference field φ(~xi, tj) and the velocity vector field ~u(~xi, tj) for the new
time step. For cluster analysis, we need solely the density difference field
as it tells us at which fraction the lattice site is occupied by fluid A and/or
by fluid B. To be more specific, we are interested in the size of the biggest
cluster n∗ of the minor phase and in the distribution of cluster sizes n before
the nucleation event. From distribution of cluster sizes we can calculate the
scaled probability distribution of all cluster sizes P (n). As the size of the
biggest cluster dramatically changes when the nucleation process takes place,
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Figure 4.8: In the first line a typical form for n∗ for a nucleation event is shown. At
the first 5000 LB-time steps n∗(t) fluctuates around a cluster size of n∗ = 3. After about
6000 time steps the system undergoes a nucleation process and then fluctuations around
n∗ = 7000. The second line shows a typical spinodal decomposition event. The transition
starts right at the beginning.
n∗ can be viewed as an order parameter of the transition. Therefore we plot
the size of the largest cluster as function of time, n∗(tj) and assume the time
where n∗ starts to increase rapidly as the starting point of the nucleation
event. Furthermore we can write down the free energy as function of n∗:
F (n∗) = − logP (n∗). (4.46)
In addition, we can calculate the probability distribution of the of the size of
the largest cluster P (n∗)
The free energy F (n∗) and the size of the largest cluster in time n∗(t) are use-
ful measures to distinguish nucleation from spinodal decomposition. Spinodal
decomposition occurs if there is no or only a very small free energy barrier
of the order of kBT between the current supercooled mixed state and the
stable phase separated state, whereas nucleation occurs only at the presence
of an noticeable energy barrier, i.e if ∆F  kBT . In simulations the problem
is that, unless we apply special free-energy calculation methods, we will not
obtain the whole free energy barrier.
Furthermore, when a system undergoes a nucleation process, we expect the
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size of largest cluster, n∗(t) to fluctuate around a lower value until, all of a
sudden, n∗ begins to grow up to a certain equilibrium size.
On the other hand, if the system phase separates via spinodal decomposition
we expect the phase transition to start right at the beginning of the simula-
tion and in addition more than one nucleus should develop at once. Typical
plots of n∗(t) where the system on the on hand phase separates via spinodal
decomposition and another hand phase separates via nucleation are shown
in figure 4.8.
We are also interested how spherical the simulated clusters are on the aver-
age. The related quantity is called asphericity As and can be determined via
the eigenvalues of the gyration tensor [49, 59]
The components of gyration tensor are given by
Qαβ =
1
2N2
N∑
i,j=1
(xiα − xjα) (xiβ − xjβ) , with α, β = 1, ..., d, (4.47)
where d is the dimension of the cluster, N is the number of particles in the
cluster and the double sum runs over all pairs of particles in the cluster. The
asphericity of a cluster is then calculated by using the eigenvalues λα of the
gyration tensor
〈As〉 =
〈∑
α<β (λα − λβ)2∑
α (λα)
2
〉
. (4.48)
For a two-dimensional system, 〈As〉 is then given by
〈As〉 = (λ1 − λ2)
2
(λ1 + λ2)
2 . (4.49)
4.4.2 Influence of κ on the Nucleation Process
We investigated how a change in the surface tension coefficient κ influences
the nucleation process. For this purpose we carried out simulations with
surface tension coefficients ranging from κ = 0.001 to κ = 0.025. For these
tests, the value of the fluctuation amplitude was fixed to Bf = 0.008 and the
average density difference between fluid A and fluid B is set to 〈φ〉 = 0.4. For
all simulation runs, the lattice length was set to lx = 128 and the mobility
was set to Γ = 2.0.
But, before starting with analysing the results we would like to state a general
remark: We found that κ and the amount of fluctuations in n∗ are coupled in
the sense that as we set κ to a fixed high value and raise the fluctuation am-
plitude B, we observe that at higher fluctuations in n∗, the nucleation process
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Figure 4.9: These plots show the size of the biggest cluster as function of time at different
temperatures. The surface tension coefficient has the value κ = 0.007, the fluctuation
amplitude Bf = 0.008 and the mean density difference 〈φ〉 = 0.4. Each line represents
one temperature run plotted for different time intervals. first line: T = 0.510, second line:
T = 0.509, third line: T = 0.508, fourth line: T = 0.503. The only difference between
these plots the plots in figure 4.13 is that here κ = 0.007, whereas in figure 4.13 κ = 0.015.
In comparison with figure 4.13, we observe more and frequent fluctuations in n∗(t) before
the transition and that the transition occurs at T = 0.509, while in figure 4.13 it occurs
at T = 0.507.
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Figure 4.10: In this figure we see the probability distribution of cluster sizes P (n) (first
line, on the left), the probability distribution of the size of the largest cluster, P (n∗) (first
line, on the right) and the free energy F (n∗) (second line) as function of the size of the
largest cluster n∗. Those three plots are taken from the simulation run of figure 4.9 with
the temperature T = 0.509.
Figure 4.11: These are snapshots of the density difference field φ(~x, t) taken at time =
20000 (on the left) and time = 100000 (on the right) from the simulation run of figure
4.9 at T = 0.509. We see an developed cluster after the nucleation process.
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Figure 4.12: These are snapshots of the density difference field φ(~x, t) taken at time =
10000 (first line, on the left) and time = 30000 (first line, on the right), time = 60000
(second line, on the left) and time = 100000 (second line, on the right) from the simulation
run of figure 4.9 at T = 0.503. We observe how phase separation proceeds via spinodal
decomposition
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Figure 4.13: These plots show the size of the biggest cluster as function of time at
different temperatures T. The surface tension coefficient has the value κ = 0.015, the
fluctuation amplitude Bf = 0.008 and the mean density difference 〈φ〉 = 0.4. Each line
represents one temperature run plotted for different time intervals. first line: T = 0.507,
second line: T = 0.506, third line: T = 0.505, fourth line: T = 0.502. The only difference
between these plots the plots in figure 4.9 is that here κ = 0.015, whereas in figure 4.13
κ = 0.007. In comparison with figure 4.13, we observe no or only very few and small
fluctuations in n∗(t) before the transition. In addition the transition occurs at T = 0.507,
while in figure 4.9 it occurs at T = 0.509.
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Figure 4.14: These plots show the size of the biggest cluster as function of time at differ-
ent temperatures. The surface tension coefficient has the value κ = 0.007, the fluctuation
amplitude Bf = 0.008 and the mean density difference 〈φ〉 = 0.3. Each line represents
one temperature run plotted for different time intervals. first line: T = 0.525, second line:
T = 0.524, third line: T = 0.522, fourth line: T = 0.520. In this simulation runs, we only
observe spinodal decomposition but not nucleation because the fluctuations are high in
comparison to the κ value and therefore the barrier can be crossed easily.
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Figure 4.15: These plots show the size of the biggest cluster as function of time at differ-
ent temperatures. The surface tension coefficient has the value κ = 0.019, the fluctuation
amplitude Bf = 0.008 and the mean density difference 〈φ〉 = 0.3. Each line represents
one temperature run plotted for different time intervals. first line: T = 0.525, second line:
T = 0.524, third line: T = 0.523, fourth line: T = 0.520 The only difference between
these plots and the plots in figure x is that here κ is set to 0.019 whereas in figure 4.14
κ = 0.007. Subsequently, fluctuations in n∗(t) are smaller and occur more infrequent than
in figure 4.14 and in contrast to then, we observe a nucleation process.
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Figure 4.16: In this plot we see the dependence of the size of the cluster that crosses
the nucleation barrier as function of κ. The simulation parameter for the plot on the left
are: 〈φ〉 = 0.4 and Bf = 0.008. The simulation parameter for the plot on the right are:
〈φ〉 = 0.3 and Bf = 0.008.
is effectively the same than at a lower κ and a lower fluctuation amplitude.
Therefore, from now on we will use the terms ”effektive fluctuations” and
”effektive κ” indicating that the resulting plots also depend on the relation
of those two quantities.
Now, we start our analysis with very low κ values. In this case, no transition
of any kind is observed, because all developing clusters break apart again. In
this context, we remark that κ is the proportionality factor that tunes the
gradient terms in the in the Cahn-Hilliard free energy density (see section ??
). Therefore, if κ becomes very low, the binary fluid behaves like an homoge-
neous fluid and no phase transition can take place. At intermediate κ values
e.g. at κ = 0.007, permanent fluctuations of n∗ are observed (see figure 4.9)
above as well as beneath the transition temperature. Comparing simulations
at different temperatures reveals the transition from nucleation to spinodal
decomposition: the system nucleates at earlier times as the temperature is
set to lower values and finally the system starts to phase separate right at
the beginning. What is more, if the transition starts at the beginning, the
development of more than one cluster at the same time has been observed in
all simulation runs (see for example the simulation run with T = 0.503 from
figure 4.9 and the corresponding snapshot of the density difference in 4.12).
At high κ values, the development of clusters is suppressed. For example
at κ = 0.015, we observe very small fluctuations in n∗ above the transition
temperature, whereas beneath the transition temperature no or very few and
small fluctuations in n∗ occur until the first significant fluctuation leads to the
transition. In general we note that in the case of intermediate effective κ val-
ues, the non-physical crossover effects from Cahn-Hilliard theory are weaker
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than at high effective κ values: At intermediate κ values the process that
is identified as spinodal decomposition near the spinodal starts very close to
the beginning of the simulation and in addition a couple of bubbles develop
distributed over the whole simulation domain, whereas at high effective κ
values, the a spinodal decomposition near the spinodal starts not directly
at the beginning and most of the time only one bubble develops (compare
figures 4.9 and 4.13 for illustration).
Another thing we observed is that at high κ values, the fully developed
nucleus grows to a larger size in comparison with simulations done at inter-
mediate values (see figure 4.16). In addition, the transition happens at a
significantly later time and at a lower temperature compared to simulation
runs carried out at a lower κ value. Over a certain κ value, the development
of clusters becomes very unlikely and then a transition does not take place
at all.
At high κ values where a transition is still observed, the only difference that
remains between spinodal decomposition and nucleation events even far from
the spinodal is that nucleation starts at a later times, whereas spinodal de-
composition starts rather at the beginning.
Many of those observations can be explained using classical nucleation theory.
We start with remarking that κ is proportional to the surface tension, and
the numerical value of the surface tension sets the height of the nucleation
barrier in classical nucleation theory,
∆F (R∗) =
16piγ3
3∆µ2
, (4.50)
where γ denotes the surface tension and ∆µ is the difference in the chemical
potential between the old equilibrium state and the new metastable one. A
higher κ yields a higher nucleation barrier and the higher the nucleation
barrier is, the more difficult it becomes for the clusters to cross the barrier
or even to form in the first place.
4.4.3 Influence of the Fluctuation Amplitude on the
Nucleation Process
As the presence of fluctuations is crucial for the nucleation process, we carried
out simulations with different fluctuation amplitudes and compared them. At
this point, we remark that fluctuations in n∗ do not only depend on the fluc-
tuation amplitude but also on 〈φ〉, i.e. fluctuations in n∗ are much larger at
〈φ〉 = 0.3 than they are at 〈φ〉 = 0.4 at the same fluctuation amplitude. For
illustration, compare for example figure 4.14 and figure 4.9. The reason for
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Figure 4.17: These plots show the size of the biggest cluster as function of time at
different temperatures T. The surface tension coefficient has the value κ = 0.01, the
fluctuation amplitude Bf = 0.008 and the mean density difference 〈φ〉 = −0.4. Each line
represents one temperature run plotted for different time intervals. first line: T = 0.509,
second line: T = 0.508, third line: T = 0.506, fourth line: T = 0.504. The only difference
between these plots and the plots in figure 4.19 is that here Bf is set to 0.008, whereas
in figure 4.19 Bf = 0.005.
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Figure 4.18: In this figure we see the probability distribution of cluster sizes P (n) (first
line, on the left), the probability distribution of the size of the largest cluster, P (n∗) (first
line, on the right) and the free energy F (n∗) (second line) as function of the size of the
largest cluster n∗. Those three plots are taken from the simulation run of figure 4.17 with
the temperature T = 0.506.
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Figure 4.19: These plots show again the size of the biggest cluster as function of time
at different temperatures T but with a smaller fluctuation amplitude, Bf = 0.005, than
in figure 4.17 . The surface tension coefficient has again the value κ = 0.01, and the
mean density difference is 〈φ〉 = −0.4. Each line represents one temperature run plotted
for different time intervals. first line: T = 0.508, second line: T = 0.507, third line:
T = 0.504, fourth line: T = 0.502, fifth line: T = 0.500. The only difference between these
plots and the plots in figure 4.17 is that here Bf is set to 0.008, whereas in figure 4.17
Bf = 0.005.
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Figure 4.20: Dependency of the averaged asphericity 〈As〉 on the amplitude of
fluctuations Bf . For the indicated dots a and b snapshots of the density difference field
φ(~x, t) can be viewed in the figures below, a corresponds to figure 4.21, b corresponds to
figure 4.22.
Figure 4.21: In this simulation the averaged asphericity is 〈As〉 = 0.024. The other
parameters are chosen to: Bf = 0.005, 〈φ〉 = 0.3, κ = 0.015 and T = 0.524. The
snapshots are taken at time = 10000,40000,70000.
Figure 4.22: In this simulation the averaged asphericity is 〈As〉 = 0.204. The other
parameters are chosen to: Bf = 0.009, 〈φ〉 = 0.3, κ = 0.015 and T = 0.523.The snapshots
are taken at time = 10000,40000,70000.
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this observation is that at 〈φ〉 = 0.3, the fluid mixture still contains more of
the minor fluid than it contains at 〈φ〉 = 0.4. Therefore it is more likely that
a cluster is formed when 〈φ〉 = 0.3 than when 〈φ〉 = 0.4.
We first study simulations where the surface tension coefficient κ is set to
0.01 and the density difference is set to 〈φ〉 = 0.4. Note, that for all simula-
tion runs, lattice length was again set to lx = 128 and the mobility was set
to Γ = 2.0.
We already treated the situation of intermediate fluctuation amplitude val-
ues, in the last paragraph where κ is set to 0.007 and Bf = 0.008: We
observed small but frequently occurring fluctuations in n∗ as well above as
below the transition temperature. At the transition from nucleation to spin-
odal decomposition the transition time shifts to zero as the temperature is
decreased until the phase transition starts at the beginning of the simulation.
Next, we turn to analyse simulation runs where Bf is set to small values. Note
that with decreasing Bf and fixed 〈φ〉 also the fluctuations in n∗ decrease.
At very small fluctuations, i.e for fluctuation amplitudes of Bf = 0.001 or
smaller, we do not observe nucleation at all, whereas spinodal decomposition
still takes place.
At a fluctuation amplitude of Bf = 0.005 fluctuations in n
∗ occur rarely and
are small (see figure 4.19). Nevertheless, a transition occurs at the same
temperature as at the presence of higher fluctuations, but at later times.
Therefore, the situation at a low Bf and an intermediate κ is comparable
with the situation of high κ and intermediate Bf : The fluctuations in n
∗
are suppressed and one of the first fluctuations drives the phase transition.
Again, nucleation far from the spinodal is not really distinguishable from
spinodal nucleation far from the spinodal.
Unfortunately, for Bf > 0.008 and 〈φ〉 = 0.4, the algorithm becomes un-
stable, and therefore we cannot obtain results for the high fluctuation limit
Bf > 0.008 and 〈φ〉.
Therefore, we set 〈φ〉 = 0.3 and Bf = 0.008, where the fluctuations in n∗ are
higher than at 〈φ〉 = 0.4 and subsequently we can study the case where the
fluctuations in n∗ are high. It turns out that at high effective fluctuations,
we do not observe a nucleation process whereas spinodal decomposition still
takes place (see figure 4.14 for illustration). The reason for this is that the
fluctuations in n∗ are so high that the clusters can cross the barrier easily,
which effectively means that there is not really a barrier and therefore we
only observe spinodal decomposition. Furthermore, we observe that the av-
erage asphericty of the clusters increases with the fluctuations in n∗. (see
4.20).
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4.5 Summary
Now, we take the time to summarize and discuss the most important results
obtained in section 4.4. The aim of the thesis in general and of the previous
section in particular was to implement a fluctuating lattice Boltzmann model
for binary fluids and determine whether nucleation is observed or not.
As a starting point, we used the models of ref. [54] and ref. [60] and included
fluctuations according to ref. [20, 19].
After having successfully implemented the fluctuations into the binary fluid
model, we analysed the results. Our main interest was thereby to distinguish
the nucleation process from spinodal decomposition. For this purpose we
investigated the dependence of the nucleation process on two parameters,
the surface tension coefficient κ and the amplitude of the fluctuations Bf .
Most importantly, we found out that the difference between nucleation and
spinodal decomposition is most obvious at intermediate values of Bf and κ:
Nucleation is then characterized by frequent fluctuations in the size of the
largest cluster n∗ until one cluster is large enough to cross the nucleation
barrier and subsequently grows up to a certain size. spinodal decomposition,
on the other hand, starts right at the beginning everywhere in the system,
i.e., a couple of bubbles form distributed over the whole simulation domain.
In the course of time, they grow by a Lifshitz-Slyozov mechanism and in the
end, only one or two big bubbles remain.
At this point we remark that according to ref. [6] Landau theories in general
suffer from problem that the spinodal line can not be obtained rigorously
and therefore the transition from nucleation to spinodal decomposition oc-
curs gradually in Landau theories . We also did observe this non-physical
behaviour in the deterministic version of applied model (see section 4.2 ).
In the fluctuating version, these crossover effects were still trackable but def-
initely weaker when the effective fluctuations were set to an intermediate
value. At low effective fluctuations, on the other hand, the crossover effects
were clearly visible. At high effective κ values, the development of clusters
is suppressed and hence we observe no or very few small fluctuations in n∗
and the first significant fluctuation in n∗ leads to the transition. Hence, the
only difference that remains at high effective κ values between spinodal de-
composition and nucleation events far from the spinodal is that nucleation
starts at a later times, whereas spinodal decomposition starts rather at the
beginning. At low effective κ values or on the other hand, the the clusters
cross the barrier at once and hence we only observe spinodal decomposition
and no nucleation process.
These observations can be explained using classical nucleation theory. We
start with remarking that κ is proportional to the surface tension, and the
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numerical value of the surface tension sets the height of the nucleation bar-
rier in classical nucleation theory. Subsequently, a higher κ yields a higher
nucleation barrier and the higher the nucleation barrier is, the more difficult
it becomes for clusters to cross the barrier or even to form in the first place.
Finally we turn to the lower limit values of the parameters:
At very low κ no transition of any kind is observed as, due to the very small
gradient terms, the binary fluid behaves like an homogeneous fluid. At very
low Bf the system quasi falls back into the deterministic regime and we only
observe spinodal decomposition.
Finally, we conclude that we successfully included fluctuations according to
ref. [19] into the lattice Boltzmann model of [54]. In addition, we could
demonstrate that the adapted algorithm is able to qualitatively model a nu-
cleation process.
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Appendix A
Zusammenfassung
Festko¨rper, Flu¨ssigkeiten und Gase, welche aus zwei verschiedenen Arten
von Moleku¨len, Kolloiden oder anderen Entita¨ten bestehen, werden unter
dem Begriff bina¨re Materialen zusammengefasst.
Beru¨hmte Beispiele fu¨r diese Klasse von Materialen sind bina¨re Legierungen,
bina¨re Kolloide und Wasser-O¨l-Mischungen. Diese Diplomarbeit befasst sich
mit bina¨ren Flu¨ssigkeiten, die nur unter bestimmten Temperaturen und Stoff-
mengenanteilen vermischbar sind. Wird die vermischte bina¨re Flu¨ssigkeit
etwa durch Temperatura¨nderung in einen Phasendiagramm-Bereich jenseits
dieser Bedingungen gebracht, entmischt sie sich entweder durch spinodale
Entmischung oder durch Keimbildung.
Bei einer spinodalen Entmischung bilden sich gleich nach der
Temperatura¨nderung u¨berall in der Flu¨ssigkeit voneinander getrennte Bere-
iche der beiden Komponenten. Im Zuge des Phasenu¨bergangs, wachsen diese
getrennten Doma¨nen weiter bis die Flu¨ssigkeit vollsta¨ndig separiert ist.
Bei einem Keimbildungsprozess hingegen, trennt eine Freie-Energie Barriere
den aktuellen, metastabilen Zustand von dem entmischten Gleichgewichtszu-
stand. Durch thermische Fluktuationen bilden sich kleine Keime der Kom-
ponente mit dem geringeren Stoffmengenanteil. Die meisten dieser Keime
verschwinden allerdings wieder und nur wenn ein Keim die Gro¨ße erreicht,
die notwendig ist um die Freie Energie Barriere zu u¨berwinden, kann er weit-
erwachsen bis die bina¨re Flu¨ssigkeit vollsta¨ndig entmischt ist.
Das Ziel dieser Diplomarbeit ist es ein Lattice-Boltzmann-Modell fu¨r den Ke-
imbildungsprozess in bina¨ren Flu¨ssigkeiten zu erstellen und zu analysieren.
Als Ausgangpunkt verwenden wir das Lattice-Boltzmann-Modell fu¨r spin-
odale Entmischung von Swift et al. [54]. Da Keimbildung ein Fluktuations-
induzierter Phasenu¨bergang erster Ordung ist, inkludieren wir thermische
Fluktuationen nach dem Verfahren von Du¨nweg [19]. Die mit dem so vera¨nderten
Algorithmus erzielten Simulationsergebnisse zeigen dass es mo¨glich ist, mit
87
Zusammenfassung
der mesoskopischen Lattice-Boltzmann-Methode Nukleationsprozesse von bina¨ren
Flu¨ssigkeiten zu modellieren.
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Abstract
Condensed matter materials, which are composed of two different species of
molecules, colloids or other entities, are widely known as binary materials.
Binary alloys, binary colloids and water-oil-mixtures are prominent examples
for this class of materials. In this thesis we deal with binary fluids that are
miscible under certain temperatures and mole-fractions only. Beyond those
temperatures and mole-fractions, these fluids will unmix.
This phase separation transition then proceeds either via spinodal decom-
position or via nucleation. When undergoing spinodal decomposition, the
binary fluid exhibits a characteristic coarsening behaviour. Shortly after the
finite temperature quench from the mixed state, distinct domains of the dif-
ferent species form. After this initial phase separation, the domains start to
grow until the fluid is fully phase separated.
On the other hand, when undergoing a nucleation process, a free energy
barrier separates the actual state of the fluid from the phase separated equi-
librium state. We observe that, due to thermal fluctuations, small droplets
of the species with the minor mole-fraction appear now and then. Most of
them will vanish again. Only if one droplet manages to cross the free energy
barrier, it starts to grow until the fluid is separated.
The aim of this thesis is to model the nucleation process of a binary fluid with
the lattice Boltzmann method. As starting point we use the lattice Boltz-
mann model of a binary fluid of ref. [54]. Since nucleation is a fluctuation
induced process, thermal fluctuations need to be included into the binary
fluid model. This is done by implementing the fluctuating lattice Boltzmann
algorithm introduced by ref. [20]. Having successfully included fluctuations
into the binary fluid model, we could demonstrate that the new algorithm is
able to qualitatively model a nucleation process.
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