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Abstract
In this study, we propose a method for single sensor-based activity recognition, trained with
data from multiple sensors. There is no doubt that the performance of complex activity recognition
systems increases when we use enough sensors with sufficient quality, however using such rich sensors
may not be feasible in real-life situations for various reasons such as user comfort, privacy, battery-
preservation, and/or costs. In many cases, only one device such as a smartphone is available, and it is
challenging to achieve high accuracy with a single sensor, more so for complex activities. Our method
combines representation learning with feature mapping to leverage multiple sensor information made
available during training while using a single sensor during testing or in real usage. Our results show
that the proposed approach can improve the F1-score of the complex activity recognition by up to
17% compared to that in training while utilizing the same sensor data in a new user scenario.
Keywords:Activity Recognition, Action Representation, Feature Learning, Additional information,
Transfer Learning
1 Introduction
Human Activity Recognition (HAR) is the process of automatically identifying what a user is doing
from sensor observations. Cameras, wearable sensors, and object-attached sensors have been used for
recognizing human activity in different scenarios [7]. Estimating the activity of a user, correctly enables
a wide range of applications, such as, assisting elders with activities in their daily lives [13], detecting
abnormal situations [1], or early disease diagnosis [10].
Traditionally, activity recognition relies on supervised machine learning [19]. That is, a set of activity
examples, i.e. the training set, is used to learn a function to classify new activity examples, i.e. the test
set. This model assumes that both the training set and the test set have the same dimensions; in other
words, they share the same number and type of features used to represent sensor data. The easiest way
to comply with such an assumption is to use the same set of sensors for measuring activities in both
the training and test examples. While it is easy to collect training data with multiple sensors, they are
rarely used in real-life environments because of the following reasons:
• Users may not have multiple devices due to costs or comfort
• Users may not want to use some sensors due to privacy concerns
• Users may not want to enable multiple sensors due to increased battery consumption
Current plans to improve activity recognition accuracy usually rely on placing more devices in different
body positions or using more sensors on the same device [15]. Compared to using a single device, using
sensors in multiple body locations can increase the accuracy by 35% and by as much as 52% [3]. Using
multiple modalities on a single device can increase the accuracy by 25% compared to using only the
accelerometer sensor of a wearable device [20]1. However, even if we can collect experimental data with
highly accurate and multiple sensors, the results of these experiments are usually unrealistically high
compared to those obtained in real life. This is because a typical user will not have all the same sensors
used in the laboratory. As a consequence of this, models trained with experimental data are hard to
transfer to real-life situations. The difference in the number and precision of sensors used in training
and real-life settings makes the models trained with laboratory data unusable in real-life (Figure 1).
1These improvements are seen in physical activities and user-dependent models
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Figure 1: Multi-sensor activity recognition models are trained with data from multiple sensors. However,
not all sensors may be available for the final user. If sensors are different during test time, the different
input dimensionality will make the model unusable.
Nevertheless, training models with only one sensor which is normally the case in real settings considerably
reduces the performance of activity recognition as it does not take full advantage of the data collected
for training.
In this paper, we study the possibility of building single-sensor activity recognition with multiple sen-
sor training data. We formulate the learning problem and propose a method for its solution (Section 3).
Our approach uses representation learning and feature mapping to bring both the training and testing
data to a shared representation space which is used as an input for the learning task. This solution is
inspired by various transfer learning approaches [32, 46, 29, 2, 37] which learn a shared representation
space from the source-task data and then apply it to the target learning task. Previous approaches,
however, do not assume the setting of having different number of sensors between training and testing
phases; rather, they take advantage of having more samples (unlabeled data, data with different labels or
data from the same number of sensors but in different layouts). Our approach takes advantage of having
additional sensors for learning. We further discuss the differences between our proposal and related work
in in Section 2. The main contributions of this paper can be summarized as follows:
1. We formulate a problem in which multi-sensor data is available during the training phase of the
activity recognition models, yet only a single sensor is available for testing. This problem setting
represents the current gap between laboratory and real-life settings in complex activity recognition.
We propose a method to solve this problem using representation learning and feature mapping,
by which we can take advantage of multi-sensor data for training (Section 3). The new space
represents actions that are easier to recognize that the initial complex activities.
2. We extensively evaluate the proposed method using four publicly available datasets with both sim-
ple and complex activities to assess the hypothesis that the method is more effective when dealing
with complex activities. Our results show that the proposed method improves the recognition
performance (F1-Score) for complex activities by as much as 17% (Section 4).
3. We use a boosting approach to further improve the performance which results in an improvement
of 15% compared to that of a method without boosting (Section 4).
4. We discuss why the proposed method improves performance for complex activities by analyzing
the decomposition into actions. We also discuss further implications of this study including how
to take advantage of settings with additional sensors for training (Section 5).
Our results show that we can achieve improvements by as much as 17 percentage points in the F1-
Score in user-independent models (Section 4). The main advantage of the proposed approach is that it is
suitable for any set of sensors and can work with any number of algorithms. To the best of our knowledge,
this work is the first to try single sensor-based activity recognition while training with multiple (high
dimensional) sensors. Our solution combines three solutions studied before for different problems (feature
learning, feature mapping and supervised learning) to leverage the strengths of the multiple-sensor data
to improve single-sensor-based activity recognition. We discuss the implications of our results, practical
application scenarios and limitations of this study in Section 5. Finally, we present our conclusions in
Section 6.
2
2 Related Work
Our work builds upon current research efforts to reduce the need of labeled data for activity recognition
such as semi-supervised learning [11, 23, 41, 4, 25, 44, 40], and transfer learning [42, 5, 33, 14, 36, 9]. These
approaches take advantage of additional data; semi-supervised learning takes advantage of unlabeled data
and transfer learning usually takes advantage of labeled data from a different domain by referring to an
input of the same dimension but with a different probability distribution or data from a different task
(data with the same dimension but with different labels) [30].
Our method is inspired in techniques that learn a shared, low-dimensional representation for transfer
learning [2, 32, 29, 37]. Like these works, we propose an approach in which we first learn a common
representation for the learning task. Learned representations have been successful in activity recognition
because they can be more robust to small variations in the input features rather than the hand-crafted
features [4, 39, 27, 21, 39, 31]. The underlying difference in our work is that we assume that the training
data comes from a larger number of sensors compared to that of the testing data and that those sensors
might be of different quality. We intend to take advantage of the experimental data where more sensors
than those used in real life are available. Research in transfer learning has shown that the transfer is more
successful when the tasks are related [30]. In the problem setting, we are proposing that the relation
comes from the fact that the training and testing input represents the same activities, thus the actions
that compose them are the same.
In activity recognition, transfer learning has studied problems of source and target domains having
different sets of activities, different sensor layouts or different sets of sensors [9]. Our proposal assumes
that the source (training data) and target (testing data) domains have a different set of sensors. In [36],
a teacher-learner approach was used to label the instances of the new set of sensors. However, the only
knowledge transferred was that of the label to be assigned to the instance. Transfer learning based
on feature representation have used manually designed features [42] and learned features [38, 45]. Our
approach is similar to those using a unified learned feature space (also called ”latent variables”). However,
these approaches assume the same number of features for training and testing because both training and
test inputs are images [45], or use the same set of sensors but in different layouts [38]. This makes
the mapping from the feature space to the shared representation space straightforward. Nevertheless,
when a different set of sensors is used, its consequent mapping must also be learned. A similar work
uses multi-task learning [37] for learning a shared representation space across datasets. In this work, all
datasets were collected with a single device, hence not considering the use of multiple sensors at different
positions, or different dimensions of input when testing.
A setting with a similar solution approach is zero-shot learning where a semantic representation is
used to describe activities, and the sensor features must be mapped to this representation [8, 28]. In this
setting, the mapping is learned by formulating it as a multi-label classification, or a multiple regression
problem depending on whether the attributes are binary or continuous. Inspired by the usage of attribute
mapping in zero-shot learning techniques [18], we also use feature mapping to change data representation
from the single sensor feature space to a learned space that represents information from multiple sensors.
However, the problem setting of zero-shot learning is different from the problem setting studied in this
paper.
Our proposed method takes advantage of data from additional sensing sources that complement the
training data. In this regard, our approach can be thought as an instance of domain adaptation [46, 26],
where the training data is different from the testing data. However, the case where this difference becomes
additional information sources as studied in this work, has attracted less attention. Although this
problem setting of using higher dimensional data for training is similar to the Learning Under Privileged
Information paradigm [43], this paradigm uses privileged information to accelerate the learning rate
for specific algorithms whereas we propose a generic approach that can be used with any classification
algorithm. Using this approach, the representation space can be more robust and the labeling effort can
be reduced.
In summary, the main difference between our problem setting and other problem settings is that we
assume that training data differs from the test data; not only in the number of sensors (features), but
also in the quality of the sensors used. This difference forces us to develop a new method of learning as
current classification models assume that the dimensions of the input does not change in testing. We
propose an approach based on feature learning and feature mapping from single sensor features to learned
features from multiple sensors. The differences between our proposed approach and other approaches
are:
1. we do not assume any knowledge about the attributes that describe each activity, similar to
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Figure 2: Proposed algorithm to learn a single-sensor activity recognition model using multi-sensor data.
During the training phase (top) multiple sensors are used to learn a representation space (1). A mapping
from single sensor to the representation step is learned (2), and the classification model is trained with
the representation space as inputs (3). The final model f ′(g(x∗) is used for testing.
attribute-based learning approaches and feature transfer learning approaches. We use high-dimensional
data to learn this.
2. Given the different input dimensions between training and testing data, mapping test data to
learned features is not as straightforward as it is in other feature-learning approaches. We use a
multiple-regression approach for this mapping.
3. The proposed approach can use any set of sensors and can adapt to suit any combination of
algorithms.
3 Single-Sensor Activity Recognition from Multi-Sensor Train-
ing Data
In this section, we describe our proposed approach. This method uses knowledge that can be obtained
from data in controlled settings using multiple sensors in settings where fewer and possibly less precise
sensors are being used. Such condition causes inputs of different dimensionality for training and testing.
We first present an overview of the method and challenges (Section 3.1), then we define the problem
formally (Section 3.2) and the proposed algorithm (Section 3.3).
3.1 Overview
To learn using more sensors than those available in the final system, we have to overcome the main
challenge which is to find a common representation for the training and testing data. This is because
classification algorithms assume no change for the dimensions of the input during testing. Therefore,
we use representation learning and feature mapping to solve this challenge (Figure 2). Representation
learning is used to learn features that encode information from the whole-body sensors (or multiple
sensors). The information provided by multiple sensors help us to discern activities that may have
similar movements in one limb but have different movements in other limbs. Feature mapping is used to
map the features from the single-sensor to this learned representation.
To understand why combining multiple sensor information into a single representation is helpful,
let us consider the examples in Figures 3 and 4 where windows of different activities are depicted. As
noticed in the figures, for the pair eat-cook, the sensor in the arm discerns better between both activities
whereas, for the prepare-eat pair, the leg sensor might discern better. However, using the sensor in the
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Figure 3: Differentiating ”eat” from ”cook” is difficult with only the leg sensor (top) but the arm sensor
(bottom) can provide hints of the differences
Figure 4: In contrast, to differentiate ”prepare” from ”eat”, the leg sensor (top) might provide more
information than the arm sensor (bottom)
wrist is more practical so when the user wears the sensor in the arm position for all activities there might
be confusions. The learned representation, combining the information from both arm and leg, can help
to discern those activities that were initially thought to be the same. The second challenge is to correctly
map the single sensor to the learned representation. This is achievable because we map independently
to each of the features in the new space, which are simpler classes compared to the complex activities.
The new features can be thought of as actions.
After learning the representation space, the next challenge is to learn to classify activities (Step 3
in Figure 2). This is a traditional supervised learning problem but given the problem setting, data for
this model can come from multiple sensors or from the single sensor. In the testing or usage phase, the
mapping function and classification model are used to recognize activities.
3.2 Problem Formulation
The proposed problem setting is one where the training and testing data have different dimensionality.
Training data has higher dimensionality than that of testing data because it is measured from multiple
sensors whereas testing data is measured with a single sensor. Moreover, we can assume that this sensor
may have lower accuracy and precision than the sensors used in the training data.
We assume that a feature space exists that represents the non-redundant and important information
needed to classify the activities; the representation space. The first step in the algorithm is to learn this
feature space from the multi-sensor training data. In this paper, we use clusters of simple sensor features
as the representation space; however, other representation learning algorithms can be used. Our main
goal in this paper is to evaluate the feasibility of this approach rather than evaluating feature learning
approaches.
Let us now describe the problem setting as compared to traditional activity recognition. The activity
recognition problem is typically defined as a classification problem. We train an activity recognition
model using a set of pairs (x, y), where x is a feature vector and y is an activity label. The task of the
traditional activity recognition is to find a function f(x) that minimizes the classification error f(x) 6= y.
In the proposed problem setting, we have a set of triples (x∗, x, y), where x∗ ∈ Rm, x ∈ Rn, and
m n. The task is to find functions f ′ and g′ so that the classification error f ′(g(x∗)) 6= y is minimized.
The representation space is learned from x as T (x)
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3.3 Learning Algorithm
Using the previous problem formulation, we now describe the proposed algorithm (Algorithm 13).
We use unsupervised learning for feature learning as it enables the use of a high volume of unlabeled
data. Therefore, the input of the algorithms are three sets of data instead of a triple as stated in the
problem formulation; one consisting of an unlabeled multi-sensor data, one pair of multi-sensor and single
sensor data, and a pair of labeled single sensor data.
The algorithm first learns the representation space (Line 1) using multi-sensor data. Representation-
learning algorithms include dimensionality reduction algorithms such as PCA, and clustering and super-
vised learning algorithms like encoders. In this paper, we use feature clustering. The goal is to find a
representation space of dimension d, with n > d > m, so that it acts as a middle layer between the multi
and single sensor data spaces.
Algorithm 1: Learning algorithm using multi-sensor data for training and single-sensor data for
testing
Data: (x1) (x2, x
∗
1), (x
∗
2, y), x ∈ Rn, x∗ ∈ Rm, d
Result: Mapping function and activity classification model
/* Learn representation */
1 repModel = learnRepresentation(x1, d))
2 mappings = []
3 repData = repModel(x2)
4 i = 0 while i < d do
5 target = repData[:, column];
6 mapping[column] = linReg(x∗1, target)
7 end
/* Classification model */
8 data = []
9 i=0
10 while i < d do
11 data = data.append(mapping[column](x∗2))
12 end
13 model = learn classification(data, y)
The next step is to learn a mapping that takes the single-sensor data to the middle-layer representation
space. We use multiple regression for this (Line 4 to Line 6). In this paper, we evaluate both linear and
logistic regression for this step.
Notice that the dataset used for learning the representation (x1) can differ from that used to learn
the mapping (x2). Moreover, notice that both datasets are unlabeled as only data from the sensors are
needed for these two first steps.
Finally, the classifier is learned using features of the learned representation space as input and activity
labels as output. This is equivalent to a traditional supervised machine learning problem for activity
recognition. Notice that this is the only step where labeled data is needed.
The main advantage of having separate processes for learning the feature space, mapping and classifier
is that we can use a small dataset to learn the final classifier while using a large unlabeled dataset for
learning the representation and mapping. Since it is common to collect more unlabeled data than labeled
data (free-style experiments can be conducted for obtaining unlabeled datasets), we can use data that
covers a wide range of contexts for steps 1 and 2, making the representation space more robust.
This algorithm has been implemented in Python for the evaluation.
3.4 Leveraging Models for Performance
The second challenge in the proposed approach aims at minimizing the final classification error. Given
the serial architecture of the proposed method, the final classification error will depend on the mapping
and classification errors. In short, even a perfect classifier can have a high error for certain activities if
the mapping to the common representation space is not perfect.
We propose to combine the traditional activity recognition model with the proposed model to achieve
a better performance. The basic intuition is that the proposed model will help to better differentiate
difficult activities from each other whereas other activities will be well recognized by the traditional
approach. We use a multi-class adaboost algorithm [12] to combine the two learners; proposed method
and traditional approach. For this, we first train the activity recognition model using the proposed
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method. Then, based on the training errors of this model, we train a classifier using the traditional
approach giving more weight to the samples with high error that are identified in the first step.
3.5 Effective Domains of the Proposed Method
We hypothesize that, for our method to work, each feature fi in the learned representation space T (x)
should be equivalent to an action or a low-level activity. Recognition of low-level activities is then
easier from a single sensor. Given that physical activities can be easily recognized from a low-precision
sensor, their feature learning will not improve the total accuracy or equivalent, compared with that of
the traditional method. On the other hand, for complex activities, we can expect that the mapping
from single-sensor features x to the learned representation space T (x) will be effective, and the activity
classification from the learned representation space T (x) to the complex activities y will be better than
that from single sensor features.
Given this rationale, we expect that the proposed method is mainly effective when dealing with
complex activities, which can be decomposed into actions. Besides, for physical and low-level activities,
the proposed method can keep equivalent or not worse performance to traditional methods. We will
demonstrate these assumptions in the following section.
4 Experimental Evaluation
In this section, we describe the experimental settings and results of the evaluation for the proposed
approach. The evaluation compares the performance of the proposed method against a traditional
pipeline using a single (and the same) sensor for both training and testing. Since our method uses
clustering for learning the representation space, we first evaluate the performance of a classifier using
these clusters as features. This becomes the highest expected performance of our method.
We expect the method to be more useful for complex activities as these activities have shown higher
improvements when using multiple sensors. We also expect it to have a higher impact when the training
sensors have higher quality than the testing sensors as they can learn a stronger representation.
Furthermore, we evaluate the sensitivity of the proposed approach to two parameters, namely the
window size parameter and the number and type of sensors included for training.
In the following section, we describe the datasets used for the evaluation (Section 4.1), implemen-
tation and evaluation scenarios (Section 4.2) and summarize the results obtained in the performance
evaluation (Section 4.3).
4.1 Datasets
To evaluate our method, we consider four publicly available datasets with several sensors in different
placements. Some important aspects of the data are summarized in Table 1. We classify the activities as
complex, gestures, and physical activities. Complex activities have longer durations and are composed
of several different actions. Physical activities, considered simpler, involve the repetition of an action,
possibly periodically. For example, walk involves the repetition of steps. Gestures are short and may
or may not be repetitive; for example, take consists of a non-periodic movement but Cut may involve
repetition of movement. Below, we describe briefly each dataset, summarize its key points and the data
pre-processing used.
4.1.1 Cooking Task Dataset:
[16] This dataset recreates a meal-time routine consisting of the following major tasks: (i) Prepare a
soup (ii) Set table. (iii) Eat meal. (iv) Clean up and put away utensils. The dataset is labeled with
gestures, and we set the labels for these 4 activities by analyzing the activities done and the script given
in the paper. The dataset was collected in a laboratory setting with some utensils replaced by physical
props and some actions shortened. We use windows of 1 second with 0.25sec step. In this evaluation,
we used the accelerometer sensor of the IMU sensors.
4.1.2 Opportunity Dataset
The Opportunity dataset [35] was recorded in a room simulating a studio and includes activities of a morn-
ing routine performed by 4 subjects. The activities were labeled in different levels; locomotion, gestures,
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Dataset (Activity
type)
№ of sen-
sors
№ of sub-
jects
№ of classes № of win-
dows
Locations (sampling
rate)
OPP HL [35] (complex
activities)
5 IMUs 4 6 Upper and lower arms
and back (30Hz)
Cooking dataset [16]
(complex activities)
5 IMUs 7 16 7105 Lower legs, Lower
arms, and upper back
(120 Hz)
PAMAP [34] (physical
activities)
3 IMUs 9 12 28720 Chest, dominant hand
and ankle (100Hz)
OPP Locomotion [35]
(physical activities)
5 IMUs 4 5 21013 Upper and lower arms
and back (30Hz)
Table 1: Datasets used for the evaluation
and high-level activities. In our evaluation, we used the high-level activities (OPP HL) which include
Relaxing, Coffee (prepare and drink), Sandwich (prepare and eat), Early-morning (check objects
in the room), and cleanup, and the locomotion activities (OPP Loc) which are: Stand,Walk,Sit,Lie,
and Unlabeled. In total, there are almost 6 h of recorded activity in this dataset plus an additional 2
h of unlabeled data (’Drill’ run). We use this unlabeled data in the feature learning stage.
Although the dataset includes multiple on-body and object sensors, in this evaluation we used only
the accelerometer sensor of the IMU sensors. These sensors are only placed in the upper body thus, the
placements are not as diverse as in the cooking dataset.
For the high-level activities, we used windows of 30 s with 15 s step. For the locomotion activities,
we used 3-s windows with a 2-s step (1-s overlap).
4.1.3 PAMAP Dataset
The Physical Activity Monitoring Dataset [34] (PAMAP) is a benchmark dataset for physical activity
monitoring. The activities are; lie, sit, stand, walk, run, cycle, Nordic walk, iron, vacuum
clean, rope jump, and ascend and descend stairs. Although some subjects performed other
activities during data collection, we did not include them as not all subjects performed those activities
during that time. This dataset contains approximately 8 h of recorded activities. We used windows of
5.12 s with a step of 1 s as per recommendations of the original publication.
4.2 Implementation and Experimental Setup
We implemented the algorithm proposed in Section 3 in Python using the scikit-learn library for the
evaluation. We used feature clustering to learn the feature space using 3 clusters per sensor in all cases.
That is, we use 15 clusters for datasets using 5 sensors, and 9 clusters for PAMAP. We implemented
the algorithm with and without boosting, using linear and logistic regression for the mapping function.
In total, we implemented and evaluated 4 algorithms that depended on the mapping function and if
the boosting approach was used or not: linear regression (LinR), logistic regression (LogR), linear with
boosting (LinB) and logistic with boosting (LogB).
For each sensor axis, we extracted the following statistical features; mean, standard deviation, range
(the difference between minimum and maximum) and the difference between the mean and the median.
We used the same features for all datasets.
As evaluation protocol, we used a leave-one-subject-out cross-validation approach (user-independent
models). This approach evaluates the robustness of the classifier to new users. We chose this approach
as our method is intended to transfer controlled experiments into real-life settings where users will be
unseen. In this protocol, we used data from all users except one for both training stages, which is both
feature learning and mapping learning.
As evaluation metrics, we used the micro average F1-Score [47] to compare the performance across
all activities of the proposed and traditional approach.
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Figure 5: Preliminary analysis of the maximum expected performance compared to traditional approach
with single sensor. The performance obtained when multiple sensors are used for training and testing
(cluster representation) is the upper limit for the performance expected with the proposed approach.
4.3 Results
We now present the results of the empirical evaluation. We first evaluate the hypothesis that states:
using learned features from multiple sensors achieves better performance than traditional single-sensor
features (Section 4.3.1). We then evaluate the effectiveness of the proposed method by assessing the
performance when the single sensor is used as the input for feature mapping (Sections 4.3.2, 4.3.3, and
4.3.4). Our results show that the improvement is proportional to the difference between the multi-
sensor performance and the traditional single-sensor approach. Furthermore, we go on to evaluate how
the proposed method performs when using lower-quality sensors for testing (Section 4.3.5) and when
including different types of sensors for learning the representation (Section 4.3.6). The results are positive
and encouraging, showing that the proposed method can take advantage of these settings.
4.3.1 Measuring The Gap between Single-Sensor and Multi-Sensor Performance: Analysis
of maximum expected improvement
We first evaluate the gap between the performance of activity recognition using a single sensor and the
performance of when learned features from all sensors are being used (cluster features). The main objec-
tive in this evaluation is to measure the maximum possible improvement, as the expected performance
of the proposed approach will be less than the performance when all sensors are used also in testing.
As shown in Figure 5, there is a potential for improving 34 percentage points the F1-Score of activity
recognition using the right leg sensor in the Cooking Dataset (0.51 - 0.17), and a potential of only 0.09
when using the Left Lower Arm (LLA) sensor in the OPP Loc dataset (0.65 - 0.56). We can also observe
cases where the performance of using clustered features is lower than that of using the individual sensors
(PAMAP dataset).
The previous evaluation confirms that in most cases, and specially for complex activities, a classifier
using multiple sensors (with learned features) in both training and testing achieves a better performance
than one using a single sensor in both phases. We now evaluate the performance of the proposed approach,
which uses multiple sensors for training and a single sensor for testing. The performance depends on an
effective map learning and leveraging of both models when the boosting approach is used.
4.3.2 Comparing the Proposed Approach against Traditional Single-Sensor on Complex
Activities
As mentioned in Section 3.5, we expect the proposed approach will yield the largest improvements for
complex activities because they can be decomposed into actions when the features are learned.
Figure 6 shows the performance of the proposed approach compared to the baseline of a traditional
approach using a single sensor in the Cooking dataset. It should be noted that we used the same features
for the baseline and for learning the mapping in the proposed approach. The improvements in the
proposed approach come from the use of better representation, learned using multiple sensors for the
representation learning task. The observed improvements in the F1-Score are 17 percentage points (pp)
for the right leg sensor, 13 pp for the left leg sensor, 9 pp for the right arm sensor, 6 pp for the left arm
sensor and 5 pp for the back sensor. These are significant improvements that show that we can leverage
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Figure 6: F1-Score of the proposed approach compared to the traditional approach using only one sensor
as input in the Cooking Dataset. Improvements of 17% and 13% are observed for the right and left leg
respectively. For the arms, improvements of 9% and 6% are observed. The improvements are proportional
to the large differences between the traditional single and multi sensor activity recognition.
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Figure 7: F1-Score of the proposed approach compared to the traditional approach using only one sensor
as input in the OPP-HL Dataset. Improvements of 6% and 3% are observed for the RLA, LLA and
LUA sensors. Again, these improvements are proportional to the differences between multiple and single
sensor performance in Figure 5.
the use of multiple sensors when collecting training data for the models, while still using a single sensor
during the usage of an activity recognition application.
In the Opportunity-HL dataset (Figure 7), we observe the largest benefit from the proposed approach
when there is a larger difference between the performance of the single-sensor compared to the multiple
sensor in the traditional approach (Figure 5). The RLA sensor shows an improvement of 6 percentage
points (pp) in the F1-Score compared to the traditional single-sensor approach. Other sensors show
improvements of 3pp (LLA and LUA), 2pp (RUA) and 1pp (BACK). This result is consistent with a
smaller room for improvement observed in Figure 5.
4.3.3 Comparing the Proposed Approach against Traditional Single-Sensor on Physical
Activities
Figure 8 shows the performance of the proposed approach compared to the baseline for datasets repre-
senting physical activities. In contrast to complex activities (Section 3.5), when we deal with physical
activities (OPP-Loc and PAMAP datasets), the performance of multiple sensors is similar or lower to
that of the single sensor. Thus, the performance of the proposed approach is lower than that of the
traditional approach.
4.3.4 Performance of Boosting and no-Boosting Approaches
Figure 9 shows the results for all the sensors using all four algorithms; linear regression (LinR), logistic
regression (LogR), linear with boosting (LinB) and logistic with boosting (LogB). Even if the proposed
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Figure 8: F1-Score of the proposed approach compared to the traditional single-sensor approach for
simple activities (OPP Loc and PAMAP datasets). As was expected, for simple activities there are little
to no improvements because they are not decomposed into smaller actions.
Figure 9: F1-Score for the 4 algorithms implemented: The best score is shown in Dark green
background, showing that in complex and middle-level activities, the proposed methods always have the
best performance. Linear mapping has better performance than logistic performance in general. In most
cases, boosting further improves the performance.
method with linear mapping and boosting have the best performance in most cases, in the OPP-Loc
dataset, the best performance is achieved when no boosting is used (except for RUA sensor). In other
cases, we can observe that using boosting improves the performance of the model by as much as 15
percentage points when compared to no boosting (refer to the right leg sensor in the cooking dataset).
4.3.5 Performance when Testing Sensor has a Lower Quality than Training Sensors
The OPP dataset includes accelerometer sensors of two different quality levels. As specified by the
dataset description, the accelerometer sensors can have more data loss than the IMU sensors, so the
former is used in our evaluation as ’lower quality’ sensors. This setting clearly represents the motivation
of this work which is the gap between laboratory and real-life settings. It is common to see that the
sensors in the laboratory are of higher quality and are controlled better than those of the final users.
For this setting, we used the IMU sensors for learning the representation, and the lower quality ac-
celeration sensors for learning the mapping and classification function. Figure 10 shows the performance
of the proposed approach in this setting. Notice that the performance of the traditional single-sensor
approach is lower when high-quality sensors are used (Figure 9). However, the improvements are visible
when using the proposed approach instead of the traditional approach. In this case, we observe improve-
ments of 12 percentage points for the back sensor, 13 percentage points for the HIP sensor, 8 percentage
points for the RWR sensor and 5 percentage points of the LWR sensor. The case of the hip sensor is
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Figure 10: F1-Score when using lower quality sensors as testing: Results in the OPP-HL Dataset
suggests that the method can be used with sensors that are of lower quality than those used in learning
the representation. The improvements are as much as 12 percentage points for the HIP and BACK
sensors.
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Figure 11: F1-Score as more types of sensors are used for learning features Including different
types of sensors for learning the representation space can further increase the improvements, notably for
HIP (+10pp) and RWR (+6pp) sensors.
interesting because, in the dataset used to learn the representation, there is no HIP sensor. This means
that the positive transfer can occur even at new sensor positions.
This result shows that the proposed approach can be used to learn models that will use different
sensors than those used in the laboratory.
4.3.6 Using Different Types of Sensors for Feature Learning
We noticed that if we include different types of sensors during feature learning, the performance of the
proposed approach will improve. For this, we included not only the accelerometer measures as before but
also the gyroscope and magnetometer measures of the Inertial Measurement Units during the learning
features step.
For this experiment, we used the OPP-HL dataset and the low-quality sensors for testing. We did not
use the boosting approach to assess the impact of including additional information when training. The
F1-Scores for each accelerometer are shown in Figure 11. As shown in the Figure, The HIP sensor shows
a consistent improvement as more sensors are included for training. The improvement compared to the
traditional method is almost 10 percentage points. The BACK sensor shows an improvement when the
gyroscopes are included, however, when the magnetometer is also included, the performance is equal to
that of training with only the accelerometers. For the LWR and RWR sensors, performance decreases
when the gyroscope measurements are included but it increases again when the magnetometer is included.
Interestingly, for the RWR sensor, when using all three types of sensors, the proposed method outperforms
the traditional method, which had only been outperformed in the previous evaluation (Figure 10). In
contrast, for the RUA sensor, the performance decreases as more sensors are used; the same phenomenon
is observed for the LUA sensor.
This result shows that the improvement depends on the type of information that is included for
learning the representation space, but also in the testing sensor information and its placement.
5 Discussion
This study was designed to determine whether or not we can use additional information sources to achieve
activity recognition with a single sensor. Our results show that our proposed method can improve the
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performance of single-sensor activity recognition, notably for complex activities. In this section, we
analyze these results and the implications of this study.
5.1 Success Factors
Our results show that using multiple sensors for learning a common representation space can improve the
performance of single-sensor-based activity classification models. The main question that this research
raises is: How does using additional information help in the model? For example, if the final user uses
a watch how does having information from the leg help in the classification?
As we showed in the method section, a single position cannot differentiate among multiple activities.
Instead, each sensor is better at discerning different pairs of activities. In the learned representation, the
combined knowledge can help discern among more activities. Our intuition is that there is an underlying
representation of the activity, similar to the shared representation of multiple related tasks [2]. Even
if the dimensions of the training and testing data are different, both sets are related because they are
generated by the same activities. This relation can enable the positive transfer of knowledge [30]. The
shared representation can be understood as the actions of which the activities are composed of [17, 22, 6].
It has been shown that manually designed action primitives, such as cut or reach, help to recognize
complex activities that are composed of many such primitives [24]. However, designing useful primitives
for each domain and obtaining labeled data for learning them can be a difficult and time-consuming task.
Therefore, our proposal first learns such primitives from the multi-sensor data.
The success of our proposed approach depends on two conditions; (1) finding an effective representa-
tion and (2) minimizing the mapping error. As is the case of the PAMAP dataset, when the representation
is not effective, i.e. its performance is lower than that of a single sensor, the proposed approach is not
useful. However, when the representation is effective, we have seen that the improvements can reach
17 percentage points as was the case of the Cooking dataset (Figure 6). More interestingly, the case of
the OPP-HL when using sensors of lower quality for testing (Figure 10) demonstrated that the proposed
approach can be used to improve the performance of activity recognition systems in realistic conditions
by training with high-quality data.
The mapping error depends on the test sensor position and its relation to the learned representation,
as would be the case in other regression cases. We hypothesized that learning such representation
is ”easier” than learning to recognize complex activities. This is because each feature in the learned
representation can be thought of as an ”action” or a less complex activity. This is supported by our
results: for the complex activities, the Cooking and OPP-HL datasets, we observe improvements, but for
the simpler activities, the OPP-Loc and PAMAP dataset, we do not observe significant improvements.
This shows that the proposed method is more useful in recognizing complex activities.
5.2 Combining with the Traditional Approach
As the mapping error is not zero, we proposed to use boosting to combine the proposed approach
and the traditional activity recognition approach. We observed that using boosting obtained the best
performance and the use of boosting improved the performance compared to that of no-boosting in most
cases (Figure 9). This determines that boosting can reduce the effect of mapping errors. We also observed
that boosting can improve the score, even beyond that of the classification using learned features. For
example, in the PAMAP dataset, the clusters classification F1-Score was 0.42 but the boosted approach
for the chest sensor achieved an F1-Score of 0.47. This is because boosting uses the features of the
original sensor and the shared representation space, and thus, can recognize those activities that were
already well classified with the single sensor.
5.3 Implications of the Study
The results we have presented raise the possibility that if we have good additional information, then we
can leverage this by using the proposed method and improve the performance of activity recognition.
The additional information can come from additional sensors (Section 4.3.2,4.3.4), sensors of higher
quality (Section 4.3.5), or from sensors of different types (Section 4.3.6). These findings raise questions
regarding how to find good additional information and how to choose it. This is an important issue
for future research. Our results show that having more additional sensors is better, especially placed in
different body positions (upper and lower body placements).
There are two main points for future research about the potential improvements for this method: (1)
evaluating different classifiers and (2) evaluating different feature learning methods. In this study, we
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only used SVM as a classifier to focus on the influence of the proposed approach. Based on our results,
we consider that if one classifier performs better for the traditional approach, it will also perform better
with the proposed approach. As the proposed method is general and can be used with any classification
algorithm, further research should be undertaken to investigate the effects of using different classifiers.
Similarly, we used feature clustering as a feature learning method but as discussed in the related work,
several feature learning methods could be used. Since the improvements depend on the performance of
these features, using better approaches for feature learning would yield higher improvements. However,
it is important to keep the dimensionality of the representation space low so that the mapping function
can be learned. A further study with more focus on feature learning is suggested.
6 Conclusions
In this paper, we have proposed and evaluated a new activity recognition approach that takes advantage
of additional information collected during experimentation or short periods in the real-life setting. Our
main motivation is the observation that though it is possible to use multiple high precision sensors
during short time intervals, it is not always possible to use it in real-life continuously. Due to the fact
that multi-dimensional information can better characterize an activity, our approach aims at using this
knowledge to recognize different activities easier.
Our proposed approach is based on feature learning using multi-dimensional and high-precision in-
formation. We hypothesize that this new representation space encapsulates knowledge about motion
movements like actions or other simple gestures. By mapping single sensor features to such represen-
tation spaces, we can effectively model activities. While our results show modest improvements, they
imply that performance (as measured by the F1-score) of an accelerometer-based activity recognition
model can be improved through the use of additional information for training, notably, the performance
on complex and middle-level activities.
For future works, we will focus on the evaluation of the proposed approach using laboratory data
as training data for real-life settings to study if the knowledge obtained in experimental settings can be
successfully transferred.
The proposed approach has practical applications in fields other than activity recognition. The
condition of having access to specialized sensors only for a short time can occur in other domains
involving behavior studies where cameras can be used for recording a small sample.
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