Abstract. We consider multiplication properties of elements in weighted Fourier Lebesgue and modulation spaces. Especially we extend some results in [5] .
Introduction
In this paper we extend some results from [5] concerning multiplication properties in Fourier-Lebesgue and modulation spaces.
One of the goals is to estimate the parameters s and q such that with the strict inequality when R(q) > 0 and s j = d · R(q) for some j = 0, 1, 2, then f 1 f 2 ∈ F L q ′ 0 −s 0 . We note that Proposition 0.1 is a special case Theorem 1.2 below. Moreover, by letting q 1 = q 2 = q 0 = 2, Proposition 0.1 agrees with the Hörmander theorem on microlocal regularity of a product [3 0.1. Basic notions and notation. In this subsection we collect some notation and notions which will be used in the sequel. We put N = {0, 1, 2, . . . }, x = (1 + |x| 2 ) 1/2 , for x ∈ R d , and A B to indicate A ≤ cB for a suitable constant c > 0. The scalar product in L 2 is denoted by ( · , · ) L 2 = ( · , · ).
Main results
In this section we extend some results from [5] . Our main main result is Theorem 1.2, where we present sufficient conditions on s j ∈ R and
The result also include related multiplication properties for modulation and Wiener amalgam spaces.
Let
is finite (with obvious interpretation of the integrals when p = ∞ or q = ∞). In the same way, the modulation space W p,q
and the following statements are equivalent
It is obvious that (1.1) implies (1.1) ′ . Next assume that (1.1) ′ holds. If R(q) > 1/2, then min x j > 1/2, which implies that
Since this is a contradition, it follows that R(q) ≤ 1/2 and the inequality (1.1) holds.
, and let R(q) be as in (0.1) and satisfy (1.1) or (1.1)
′ . Also assume that (0.2) 0 ≤ s j + s k , j, k = 0, 1, 2, j = k, and
hold, with strict inequality in the last inequality in (1.2) when R(q) > 0 and
Then the following is true:
The extension is unique when p j , q j < ∞, j = 1, 2.
Next we apply the above result to estimate the wave-front set of products of functions from different Fourier-Lebesgue spaces. This is an extension of [3, Theorem 8.3.3 (iii)], see also [5, Theorem 4.3] .
, and let R(q) in (0.1) be such that (1.1) and (1.2) hold with strict inequality in the last inequality in
In this Section we introduce and study a convenient bilinear map (denoted by T F here below when
, and we let L p,q
2 is defined analogously. (Cf. [4, 5] .) We also let Θ be defined as
) is fixed, then we are especially concerned about extensions of the mappings 
) is non-negative, and let
and
We note that Proposition 2.1 agrees with [3, Lemma 8. First, assume that q 1 , q 2 < ∞, and let f, g ∈ C ∞ 0 (R d ). By Hölder's inequality we get
Next we use r ≥ q ′ 0 and Young's inequality to obtain
where r 1 = q 1 /r ′ and r 2 = q 2 /r ′ . The result now follows from the fact that C ∞ 0 is dense in L q 1 and L q 2 when q 1 , q 2 < ∞. Next, assume that q 1 = ∞ and q 2 < ∞, and let f ∈ L ∞ and g ∈ C ∞ 0 . Then, it follows that T F (f, g) is well-defined, and that (2.7) still holds. The result now follows from the fact that C ∞ 0 is dense in L q 2 . The case q 1 < ∞ and q 2 = ∞ follows analogously.
Finally, if q 1 = q 2 = ∞, then the assumptions implies that r = 1 and q 0 = ∞. The inequalities (2.4) and (2.5) then follow by Hölder's inequality.
(2) First we consider the case r ≥ q
Next, assume that r ≥ 2 and F ∈ L r,∞ 1 (R 2d ). We will prove the assertion by interpolation. First we consider the case r = ∞. Then R(q) = 0, and
For the case r = 2 we have R(q) = 1/2. By letting
it follows from Cauchy-Schwartz inequality, the weighted arithmeticgeometric mean-value inequality and Young's inequality that
This gives the result for r = 2. Since we also have proved the result for r = ∞. The assertion (2) now follows for general r ∈ [2, ∞] by multi-linear interpolation, using Theorems 4.4.1, 5.1.1 and 5.1.2 in [1] .
The assertion (3) follows by similar arguments as in the proof of (2). The details are left for the reader. The proof is complete.
Proof of Theorems 1.2 and 1.3
Before the proof of Theorem 1.2, we need some preparation, and formulate auxiliary results in three Lemmas.
First, we recall [5, Lemma 3.5] which concerns different integrals of the function
where s j ∈ R, j = 0, 1, 2. These integrals, with respect to ξ or η, are taken over the sets
for some positive constants δ and R. By χ Ω j we denote the characteristic function of the set Ω j , j = 1, . . . , 5.
Lemma 3.1. Let F be given by (3.1) and let Ω 1 , . . . , Ω 5 be given by (3.2), for some constants 0 < δ < 1 and
. Then the following is true:
(1)
We refer to [5] for the proof of Lemma 3.1.
Next we estimate each of the auxiliary functions T F j , defined by (2.2) with F replaced by F j , j = 1, . . . , 5.
Lemma 3.2. Let R(q) and F be given by (0.1) and (3.1), and let Ω 1 , . . . , Ω 5 be given by (3.2), for some constants 0 < δ < 1 and R ≥ 4/δ. Moreover, let F j = χ Ω j F , j = 1, . . . , 5, and u j = · s j v j , j = 1, 2. Then the estimate
holds when:
where the above inequality is strict when
Proof. Let r = 1/R(q).
(
Similarly, by Lemma 3.1 (2) it follows that
when s 0 ≤ s 2 and
This, together with Proposition 2.1 (1) gives
(2) By Lemma 3.1 (3) we have
when s 1 + s 2 ≥ 0 and r 0 ∈ [1, ∞]. In particular, if r 0 = r = 1/R(q) and r ≥ min(2, max(q 1 , q 2 )), then it follows from Proposition 2.1 (2) and (3) that
This gives (2) . Next consider T F 4 and T F 5 . By Lemma 3.1 (4) it follows that 
for r ≥ min(2, q 2 ), and (3) follows. Finally, by Proposition 2.1 (2) we get that
when r ≥ min(2, q 1 ). This gives (4) , and the proof is complete.
In the following lemma we give another view to Lemma 3.2, which will be used for the proof of Theorem 1.2. 
holds for every j ∈ {1, . . . , 5}. We have now the following result which is needed for the proof of Theorem 1.2. 
Proof. First we note that (1.1) is not fulfilled when all q j ≥ 2 and at least one of them is strictly larger than 2. The similar fact is true if the condition (1.1) is replaced by
2 ) when q j ≥ 2, j = 0, 1, 2, and H(q) = 2 −1 otherwise. Hence, we may replace the condition (1.1) by (1.1) ′ when proving the proposition. First we assume that s j , j = 1, 2. We express v 1 * v 2 in terms of T F given by (2.2) and F given by (3.1) as follows. Let Ω j , j = 1, . . . , 5, be the same as in (3.2) after Ω 2 has been modified into
Then ∪Ω j = R 2d , Ω j ∩ Ω k has Lebesgue measure zero when j = k, and
where u j ( · ) = · s j v j , j = 1, 2, and
−s 0 when (1.1) ′′ holds. By duality, the same conclusion holds when the roles for q j , j = 0, 1, 2 have been interchanged. By straight forward computations it follows that (1.1) ′ is fulfilled if and only if (1.1) ′′ or one of the dual cases of (1.1) ′′ are fulfilled. This gives the result.
Proof of Theorem 1.2. The assertion (1) follows by letting v j = f j in Proposition 3.4.
In order to prove (2), we assume that f j ∈ (FL q j s j ) loc and let φ ∈ C ∞ 0 (X). Then we choose φ 1 = φ and φ 2 ∈ C ∞ 0 (X) such that φ 2 = 1 on supp φ. Since φ j f j ∈ FL q j s j , the right-hand side of f 1 f 2 φ = (f 1 φ 1 )(f 2 φ 2 ) is well-defined, and defines an element in FL q 0 s 0 , in view of (1). This gives (2) .
When proving (3) we first consider the case when p j , q j < ∞ for j = 1, 2. Then S is dense in M Now, Lemma 3.1 (1) implies that
(3.10)
Consider next Ω 0 = ∁(Ω 1 ∪ Ω 2 ). Then
where Ω j , j = 3, 4, 5 are the same as in (3.2), and
where u j (ξ) = f j (ξ) ξ s j , F j are the same as in Lemma 3.1, and T F j are the same as in Lemma 3.2, j = 3, 4, 5. Hence it suffices to prove that
, j = 3, 4, 5.
These estimates follow from Lemma 3.3 which completes the proof.
