Reconstruction of a set of genetic sequences (founders) that can combine together to form given genetic sequences (e.g. DNA) of individuals of a population is an important problem in evolutionary biology. Such reconstruction can be modeled as a combinatorial optimization problem, in which we have to find a set of founders upon that genetic sequences of the population can be generated using a smallest number of recombinations. In this paper we propose an ant colony optimization algorithm (ACO) based method, equipped with some important improvements, for the founder DNA sequence reconstruction problem. The proposed method yields excellent performance when validating on 108 test sets from three benchmark datasets. Comparing with the best by far corresponding method, our proposed method performs better in 45 test sets, equally well in 44 and worse only in 19 sets. These experimental results demonstrate the efficacy and perspective of our proposed method.
Introduction
Today we have been observing a huge amount of biological sequences (e.g. DNA/genes, proteins) steadily being generated thanks to the unprecedentedly fast development of bio-technologies. Having genetic sequences of a population, researchers are often interested in the evolution history of the population, which can be traced back by re-constructing such given sequences from a small number of not-yet identified ancestors (namely founder sequences) using some genetic operators. Many biological studies have demonstrated the efficacy of this approach [1] . ________ * Corresponding author. E-mail.: hai.dang@vnu.edu.vn https://doi.org/10.25073/2588-1086/vnucsce.170
To this end, the main challenge is at the problem of determining the plausible number of founder (ancestor) sequences and of finding themselves for a given finite offspring sequences. It is well known as the founder sequence reconstruction problem. Various methods have been recently proposed for reconstructing founder sequences, such as those based on dynamic programming [2] , tree search [3] , neighboring search [4] and metaheuristics [5] . In this paper we propose a ant colony optimization (ACO) based method for the founder sequence reconstruction problem. The manuscript is structured as follows:
• Section 2 first formulates the problem of founder sequence reconstruction and Section 3 then presents related works that have been successfully applied to the problem with good results reported.
• Our proposed algorithm, experimental results and comparisons with previously proposed state-of-the-art related methods are described in Section 4.
• Section 5 gives some conclusions for the proposed method. It also suggests some potential follow-ups to improve the method further.
Problem statement
Founder Sequences Reconstruction Problem (FSRP) is defined as follows: 
In this paper we consider a common biological application in that each recombinant is a haplotype sequence, i.e.
{0,1} = S
, where 0 and 1 are the two possible common alleles.
On the left side of Figure 1 is an example of a set C of 6 haplotype sequences, which is presented in form of a matrix. In the middle part is a valid founder sequences ( a , b and c )
assuming that the number of founder sequences is set to 3. The optimal decomposition with 8 breakpoints on the recombinants into sections, which are part of the founder sequences, is shown on the right-hand side. Breakpoints are marked with vertical bars. The FSRP was first introduced by Ukkonen [2] and has been proven NP-Hard [6] with 2 > k .
Related work
This section introduces two state-of-the-art algorithms proposed for the FSR problem, namely Recblock [3] and LNS [4] , which have achieved excellent results on benchmark datasets.
RecBlock algorithm
RecBlock [3] is a FSR algorithm based on tree search. Given k founder sequences each of length m , the algorithm encodes them as a matrix with k rows and m columns. RecBlock Recblock uses some strategies to speed up the reconstruction:
• Only consider the founder sequences in the alphabet order to avoid revisiting permutations.
• A vertex is not extended further if its breakpoint number greater than that of the best solution so far.
Given two vertices 
(where n is the number of recombinants), we may ignore
Large neighborhood search algorithm
LNS-1c is empirically considered the best algorithm proposed by far for solving the FSR problem [4] . This algorithm uses the nearestneighbor search strategy over a large neighborhood of constructed solutions.
During searching the neighborhood, the algorithm picks out a set Whenever a better solution is found out, LNS1c performs local search over neighborhood from scratch.
Proposed method

Ant colony optimization based FSR
Ant colony optimization [7] (ACO) is a metaheuristic method simulating how ants in nature find paths from their nest to food sources, which turn out to be a reinforcement learning method. ACO solves optimization problems throughout many episodes, in each of which every ant travels to find solutions based on heuristic information and pheromone matrix  containing information learned. The best solution found in the current episode is used to learn (tune  ) and go for the next turn.
Our proposed method for FSR has input and output as follows:
Input: binary matrix C of size m n * representing a recombinant set and k is the number of the founder sequences to be found.
Output: binary matrix F of size m k * string representing the founder sequences so that
is the number of breakpoints required to obtain C from F .
In general, our ACO based method for FSR works as depicted in Algorithm 1:
Structure graph for the FSR problem
For the sake of visualization, we simulate the FSR problem as the problem of finding paths on a corresponding structure graph (see Figure 2 ).
This structure graph includes a start, an end node and m columns. Each column has Each vertex has edges connecting to all ones in the next column. We can see all paths starting from the start to the end node has to go through every column once, at which one state is chosen. Each journey of ants travelling from the start to the end node therefore corresponds to a complete matrix of founder sequences.
How ants travel on the structure graph
When travelling on the structure graph, ants chose a next vertex to visit at random. The algorithm is described in pseudo code in Algorithm ??. The probability at which a vertex is chosen is proportional to its level of compatibility to the matrix constructed by ants so far. This level is calculated through heuristic and pheromone information  . Particularly, the j vertex in the column i will be visited by an ant with a probability.
 is the heuristic value (see 4.3.1).
• j i,  is the pheromone information (see
4.3.2).
•   , are two parameters of an ACO determining the correlation between the heuristic value and the pheromone information.
Heuristic information
While constructing the optimal solution, heuristic information is calculated according to the level of compatibility to the matrix that is yielded with the next moves of ants. In more details, when an ant is going to the j vertex in the column i the heuristic information is calculated as follows. 
Pheromone information
In the FSR problem, we denote ij  as the pheromone information of the th j vertex in the column i in the graph. Vertices being visited in the optimal solutions found in every searching phase by ants so far will be learnt such that they are of high priority to be visited in next phases.
There are various pheromone updating methods that have been proposed for ACO. We select the Smoothed Max-Min Ant system [8] because it yields the best results in our experiments. In this regard, the pheromone information is updated after each loop as follows: each other ants could hardly to concentrate on potential regions of the searching space. We therefore propose a search strategy for ants as follows:
We let ants (in the set Ants) find solutions in parallel. When moving to the next column, instead of letting each ant choose the next vertex to go, we create a new ant set (called NewAnts) to prolong paths created by ants in the set Ants. In particular, if an ant a prolongs the path for an ant a , it means that ant a will go over the similar journey as ant a before moving to the next vertex in the next column. When having NewAnts with the same size as Ants, we move to the next column and repeat such a new ant set building procedure from NewAnts until having a complete solution set. This procedure is depicted in pseudo code in Algorithm 3.
For more details, when going from the column 1  i to the column i , each ant NewAnts a   will randomly choose an ant Ants a  to prolong its path and a vertex j in the column i to move forward. The ant a is chosen with a probability also based on the heuristic and pheromone information, as follows:
.2. Other improvements
Neighborhood search: To lower the probability of missing good solutions while searching, we recommend using the reduced version of the algorithm RecBlock (3.2) to find other better solutions within the vicinity of the best by far solution found by ants. Instead of browsing the whole founder sequences, for each founder in the optimal solution found by far we use RecBlock to find another alternative better one.
Searching along two dimensions: With the newly proposed search strategy, ants will quickly converge onto some solution regions, leading to a low diversity of found solutions. To improve this problem, apart from searching forward from the start to the end vertex, we also let ants search backward along the opposite direction (i.e. from the end back to start vertex). The search direction is periodically changed. When searching backward, the complete different heuristic information is used, leading to the potential of finding new solutions.
Experimental results
We compare our proposed FSR algorithm called ACOFSRP with the best corresponding one by far, i.e. LNS-1c [4] on 3 benchmark data sets, namely rnd (random), evo and ms (each contains 6 test set). All sequences in the first data set is randomly generated while those in the two latter ones are generated according to evolutionary models. All three are used in the study of LNS-1c. We do experiments with the founder sequence length 10 5,6,7,8,9,  k for each of such 3 test sets, leading to a total of 108 tests.
We also do experiments with different variants of ACOFSRP by not using either one of two improvements or both on the same three benchmark sets. Experimental results show that ACOFSRP outperforms its two variants, demonstrating the power of two proposed improvements in ACOFSRP (data not shown).
Due to the random nature of ACOFSRP, we perform each test 20 times and the run time of each is limited to 10 hours. These numbers are 1 and 72, respectively, in the study of LNS-1c [4] . The program is run on a CPU with 12GB RAM and 4GHz processor. Table ?? shows the detailed performance, in terms of the solution quality (number of required breakpoints) and the running time, of ACOFSRP and LNS-1c on three benchmark data sets. Note that the values for ACOFSRP are the averages of those from 20 running times. On the data set evo , ACOFSRP is beated by LNS-1c in terms of excution time for all cases. Nevertheless, solutions yielded by ACOFSRP are on-par with those of LNS-1c for 32 out of 36 cases. For the remaining 4 cases, the solution goodness scores by ACOFSRP are worse than those by LNS-1c (The small differences are observed, i.e. up to 3 breakpoints).
On the data set ms , ACOFSRP produced solutions are better than and equal to those yielded by LNS-1c for 12 and 10 cases, respectively. Interestingly, among such 22, ACOFSRP requires remarkably shorter runing time than LNS-1c for 12 cases. For the remaining 14 cases, ACOFSRP produce solutions worse than LNS1c. ./table_combine_all.tex
Conclusion
Founder gene sequence reconstruction (FSR) for a given population can be modeled as a combinatorial optimization problem, which has been proven NP-hard. In this paper we propose a novel method based on ant colony optimization algorithms (ACO) coupled with two other important improvements (i.e. local search and back forward search) to solve the founder gene sequence reconstruction problem. Experiments on the benchmark data sets show better or equal results for almost sets when comparing to the best corresponding method, demonstrating the efficacy and future perspectives of our proposed method.
