ABSTRACT. These are the notes for the mini-course on the property of rapid decay given at the Erwin Schrödinger Institute in Vienna between March 14th and 18th, 2016, as a part of the Measured Group Theory program. They include parts which were omitted during the lectures, and omit some parts which were included in the lectures (and now I think that they shouldn't be). We explore the definitions of property RD and its permanence properties, discuss the centroid property and relative centroid property defined by Mark Sapir, and give proofs that certain classes of groups have RD.
INTRODUCTION
Let G be a group. For simplicity, we will restrict ourselves to finitely generated groups. With a suitable length function ℓ on G, one may associate the space of rapidly decreasing functions H ∞ ℓ (G). In short, property of rapid decay, abbreviated to property RD, says that this space canonically embeds into C * r (G), the reduced C * -algebra of G. If, for example, G = Z, then C * r (G) consists of the Fourier transforms of continuous functions on the circle, and H ∞ ℓ (G) with ℓ(x) = |x| turns out to be the space of Fourier transforms of smooth functions on the circle. Thus, Z has property RD, which can be thought of as a non-commutative analogue of the fact that smooth functions are continuous.
An easy consequence of property RD is that H ∞ ℓ (G) is a convolution algebra. We can therefore speak of its K-theory. It turns out that the embedding of H ∞ ℓ (G) into C * r (G) induces isomorphisms in K-theory [8] . This is relevant for the BaumConnes conjecture, stating that a certain assembly map µ : K G i (EG) → K i (C * r (G)) is an isomorphism. Namely, for "good" groups with property RD, it is possible to construct an isomorphism K G i (EG) → K i (H ∞ ℓ (G)), whose composition with the induced isomorphism K i (H ∞ ℓ (G)) → K i (C * r (G)) is the assembly map [10] . These results were the source of initial motivation for introducing and studying property RD.
VARIOUS FORMULATIONS OF PROPERTY RD
In this section we will explore the equivalence of four different definitions of property RD. The first one is based on an estimate for the operator norm of elements of the group algebra acting on the space of square-integrable functions on the group.
The second and third definitions are formulated in terms of existence of continuous embeddings of certain Sobolev-type spaces into the group C * -algebra.
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2.1.
Estimates on the operator norm of convolution operators. Let G be a finitely generated group. A length function on G is a map ℓ : G → [0, ∞) satisfying the following conditions:
(1) ℓ(1) = 0, (2) ℓ(x −1 ) = ℓ(x) for all x ∈ G, (3) ℓ(xy) ≤ ℓ(x) + ℓ(y) for all x, y ∈ G. A length function is proper if the ℓ-balls {x ∈ G : ℓ(x) ≤ C} are finite for every C > 0.
A standard example of length function is the word-length. If S is a symmetric generating set of G, the word-length ℓ S is defined as (2.1) ℓ S (x) = min{n : x ∈ S n }.
Another natural example is obtained from an isometric action of G on a metric space (X, d). Any choice of a basepoint p ∈ X gives rise to a length function
In fact, all length functions can be obtained from this construction. For notational purposes we extend all length functions to the group algebra C[G] by putting
In other words, this can be thought of as the radius of the support of f . If ℓ 1 and ℓ 2 are two length functions on G, we say that ℓ 1 dominates ℓ 2 if there exist constants C, s > 0 such that for all
Observe, that in a finitely generated group the word-lengths dominate all other lengths, as for x ∈ G represented by a reduced word s 1 · · · s n in generators from S we have (2.5)
Now, let us proceed to the first definition of property RD. For C[G] by f 2 we denote the ℓ 2 -norm of f , and by f op the operator norm of f acting on ℓ 2 (G) by convolution (equivalently, by the left regular representation λ)
Definition 1. The group G satisfies property RD with respect to a length function ℓ is there exists a polynomial P(x) with positive coefficients, such that for all f ∈ C[G] the operator norm of f can be estimated by
We immediately see that if ℓ 2 dominates ℓ 1 , then property RD with respect to ℓ 1 implies property RD with respect to ℓ 2 :
In particular, if G has property RD with respect to some length ℓ, then it has property RD with respect to the word-lengths. In this case we say that G has property RD, without specifying the length function.
First examples.
Before continuing our exploration of the equivalent definitions of property RD, we will look at some examples.
Proposition 2.1. If G has polynomial growth with respect to a proper length function ℓ, then it has property RD with respect to ℓ.
Proof. Let γ(n) = |{x ∈ G : ℓ(x) ≤ n}| be the growth function of G with respect to ℓ. We have γ(n) ≤ P(n) for some polynomial P. Now, for f ∈ C[G] and ξ ∈ l 2 (G), we get f * ξ Proposition 2.2. Suppose G is amenable. Then it has property RD with respect to a proper length function ℓ if and only if it has polynomial growth with respect to ℓ.
Proof. The implication from right to left is true for any G by Proposition 2.1. Now, assume that G is amenable, and has property RD with respect to ℓ. Denote by γ(n) the corresponding growth function. Define
By properness of ℓ, the function f n is finitely supported. Clearly, γ(n) = f n 1 . Now we will apply Kesten's characterization of amenability, which states that in an amenable group for f ∈ R + [G] one has f op = f 1 . This way we obtain
Hence,
and G has polynomial growth with respect to ℓ.
Summarizing, if we take the word-length, we see that groups of polynomial growth always have property RD, groups of intermediate growth never do, and groups of exponential growth may have property RD, only if they are non-amenable.
2.3. Sobolev-type spaces. Now, let us return to our definitions. The second one is purely technical, and will serve us in proving equivalence of the following ones.
For a length function ℓ, and s ∈ R we define the (pre-Hilbert) norm · ℓ,s on
The corresponding completion of C[G] will be denoted by H s ℓ (G). 
yielding property RD in the sense of Definition 1. Now, assume that all f ∈ C[G] satisfy the estimate (2.14)
for some polynomial P. Then, there exist C, s > 0 such that for t ≥ 0 we have
we may estimate 
, where s > t, form an inverse system of Banach spaces and contractive maps. We may thus define the space of rapidly decreasing functions on G with respect to ℓ as the inverse limit
In our situation, this is just the intersection of the spaces H s ℓ (G), equipped with the minimal topology for which the inclusions
The group G has property RD with respect to a length function ℓ if the inclusion
The proof of equivalence of the former definitions with Definition 3 will be based on the following general lemma about inverse limits of sequences of Banach spaces.
Lemma 2.4. Suppose that (X s ) s∈R is an inverse system of Banach spaces with injective bonding maps J st ∈ L(X s , X t ) for s > t, and let
Then for any Banach space Y, and any bounded operator T : X → Y there exists s ∈ R, and a bounded operator T ′ : J s (X) → Y such that T = T ′ J s , where J s : X → X s is the natural projection of the inverse limit.
Proof. The inverse limit will not change if we replace (X s ) by the cofinal system (X n ) n∈N , hence the topology of X is compatible with the translation-invariant metric
Since T is continuous, there exists r > 0 such that the ball B X (r) of radius r around 0 in X is mapped by T into the unit ball of Y. Now, consider the metric
on X (incompatible with the topology), and choose N sufficiently large, so that
Thanks to this estimate, the
so d N gives rise to the same topology on X as the pullback of the norm on X N through J N . With this norm however, J N is an isometric embedding of X into the Banach space J N (X) ⊆ X N , and thus T can be extended to a continuous operator
Proposition 2.5. Definitions 2 and 3 are equivalent.
Proof. If G satisfies Definition 2, then for some s we have a bounded operator In the Introduction we remarked that for groups with property RD the space of rapidly decreasing functions is a convolution algebra. We will now prove this. Proposition 2.6. If G satisfies property RD with respect to ℓ, then H ∞ ℓ (G) is closed under convolution.
where f s (x) = | f (x)| (1 + ℓ(x)) 2 , and similarly with g s . Since f and g are rapidly decreasing, so is f s , and
This means that f * g ∈ H s ℓ (G) for all s, so it is rapidly decreasing.
Some remarks.
During the mini-course a question was raised, whether the embeddings 
This is clearly a unitary isomorphism. Now, if s > t, and J :
The compactness of J is thus equivalent to the compactness of the above multiplication operator. It is compact if and only if two conditions are satisfied:
(1) every value of (1 + ℓ(x)) (t−s)/2 is attained only finitely many times, (2) the only accumulation point of (1 + ℓ(x)) (t−s)/2 is 0. Since (t − s)/2 < 0, these two conditions are equivalent to properness of ℓ.
Since we are already here, let us prove a corollary of this observation. Corollary 2.8. If G is infinite, and ℓ is proper, then the space of rapidly decreasing functions H ∞ ℓ (G) is not a Banach space. Proof. To the contrary, suppose that H ∞ ℓ (G) is a Banach space, and consider the identity operator I :
. By Lemma 2.4, it extends to an operator
But then we have the following factorization of I
, from which it follows that I is compact. This is only possible when H ∞ ℓ (G) is finite-dimensional, i.e. when G is finite.
Decay of matrix coefficients. Let
Definition 4. The group G has property RD with respect to ℓ if there exist constants C, s > 0 such that for every tempered representation π : G → U (H) of G, and for all ξ, η ∈ H the following estimate holds:
Proposition 2.9. Definition 4 is implied by Definition 2, and it implies Definition 1.
Proof. First, assume that G has property RD with respect to a length ℓ in the sense of Definition 4, with constants C, s > 0. If we take f ∈ C[G], and g, h ∈ ℓ 2 (G), we may compute
obtaining an estimate for the operator norm of f . For the second implication, assume that Definition 2 is satisfied, and for some s there is a bounded operator J :
. Take a tempered representation π of G on a Hilbert space H, and ξ, η ∈ H, and denote the corresponding matrix coefficient by φ,
As a bounded function, φ is a functional on ℓ 1 (G) ⊆ C * r (G), and we claim that it extends to a bounded functionalφ on C * r (G) of norm at most ξ η . Indeed, take f ∈ ℓ 1 (G), and observe that 
and since all the maps involved commute with the canonical inclusions of C[G] into suitable spaces, as a function, J * φ is just φ. We therefore obtain the estimate (2.32)
which is exactly the estimate (2.28) in Definition 4.
GROUPS WITH PROPERTY RD
Now we will say something more about the class of groups with property RD. We will describe its closure properties, give a geometric criterion for proving RD, and some further examples of groups with property RD. 
for some polynomial P, then E has property RD.
Recently, the following strengthening of condition (5) in Theorem 3.1, omitting the assumption of polynomial distortion, was proved in [6] (actually, in the context of topological compactly generated groups). Theorem 3.2. Suppose that 1 → N → G → Q → 1 is a short exact sequence of finitely generated groups, and that (1) Q has property RD, (2) N has property RD with respect to the restriction of ℓ G . Then G has property RD.
Note, that without assumptions on the distortion of N, we cannot use the original length of N, as the following example shows. Namely, consider the extensions of the form 1 → Z → G → Z → 1. The group Z has property RD, and G is solvable, hence amenable. However, it can have exponential growth, in which case it does not satisfy property RD. In this case, Theorem 3.2 implies that Z does not satisfy property RD with respect to the restriction of the length of G.
3.2.
The centroid property. In the remainder of this section, we will follow the article [14] by Mark Sapir, which gives a nice common generalization of previously known geometric approaches to property RD.
Let G act by isometries on a metric space (X, d), with uniformly bounded stabilizers. A centroid map is a map m : G 2 → X such that for some polynomial P the following conditions are met:
(1) |m(B G (r) × {h})| ≤ P(r) for all h ∈ G, (2) |m({g} × G)| ≤ P(r) for all g ∈ B G (r), gh) : g ∈ B G (r) ≤ P(r) for all h ∈ G. We will make an attempt of explaining the meaning of these conditions later on, before formulating the relative centroid property, and for now let us just accept them as three necessary ingredients in the proof of the following result. Theorem 3.3. If G admits a centroid map, then it has property RD.
Proof. Take f ∈ C[G] with ℓ( f ) = r and ξ ∈ ℓ 2 (G), and estimate the norm of the convolution f * ξ as follows.
In the last sum we substitute h = g −1 k, i.e. g = kh −1 , obtaining
Now fix g and h.
If the pair (k, x) counts in c gh , then x ∈ m({g} × G), and since ℓ(g) ≤ r, there are at most P(r) possibilities for x. We also have
so there are P(r) possibilities for hk −1 x. If K is the bound on the stabilizers of the action of G on X, then for every x we have at most KP(r) possibilities for hk −1 , or for k, because h is fixed. In other words, During the mini-course a question was asked, whether the assumption of uniformly bounded stabilizers can be weakened. As we see in the above proof, the only place where it is used is the estimation of the number of possibilities for hk −1 ∈ G when knowing that the number of possible values of hk −1 x ∈ X for a fixed x ∈ m({g} × G) ⊆ m(B(r) × G) is at most P(r). This number is bounded by |Stab G (x)| P(r), and so in order to retain a polynomial estimate in r, we need to know that there exists a polynomial Q such that (3.8) |Stab
for all x ∈ m(B(r) × G). We can call this condition polynomially bounded stabilizers (with respect to m). If it holds, the rest of the proof works with K replaced by Q(r). Although this condition is weaker than uniformly bounded stabilizers, it looks more technical. It is interesting if there exists an example where a centroid map can be constructed for an action with polynomially bounded stabilizers, while it is more difficult to get a centroid map for an action with uniformly bounded stabilizers.
Examples of groups with the centroid property.
Here we will give examples of two classes of groups which have property RD thanks to satisfying the centroid property.
Proposition 3.4. Gromov hyperbolic groups have property RD.
Proof. Suppose that G is δ-hyperbolic, i.e. any side of a geodesic triangle in the Cayley graph of G with respect to some fixed finite generating set S is contained in the union of the δ-neighborhoods of the remaining two sides. Let X be a Cayley graph of G with the standard G-action. On G take the length induced from the path metric on X. For any g ∈ G fix an oriented geodesic [1, g] ⊆ X from 1 to g, and extend equivariantly to a choice of oriented geodesics joining any two g, h ∈ G. Now, for every pair g, h ∈ G pick
We claim that m is a centroid map for G. Indeed, we have 12) and all three sets have cardinalities bounded by a linear polynomial in r, |g|, and r, respectively. Hence, G has property RD.
Before we prove RD for the second class of groups, we will explain some facts about CAT(0) cube complexes. Roughly speaking, a cube complex is a metric space obtained by gluing euclidean unit cubes [0, 1] n by isometries of walls. There is a nice combinatorial criterion for the resulting complex K to be a CAT(0) metric space, provided that it is already simply connected. Namely this is equivalent to the links of vertices of K being flag simplicial complexes. In other words, whenever at a vertex v of K you see something that looks like the neighborhood of a vertex in the boundary of a cube (which corresponds to a boundary of a simplex in the link of v), this is because in fact there is a cube in K, whose boundary you are looking at (and which corresponds to the simplex whose boundary you see in the link).
From this description it follows that a CAT(0) cube complex is uniquely determined by its 1-skeleton X (1) , consisting of vertices and edges of the cubes of X. Indeed, to reconstruct X, one just has to glue in a cube into every subgraph of X (1) isomorphic to the 1-skeleton of a cube.
Not all graphs are 1-skeletons of CAT (0) An n-dimensional cube contains n distinct midcubes of the form [0
In other words, both midcubes have the same nontrivial intersection with the common walls of Q 1 and Q 2 . This can be extended to an equivalence relation on the set of all midcubes in K. The unions of equivalence classes of this relation are called hyperplanes of K.
If K is a CAT(0) cube complex, then every hyperplane separates K into two components. Moreover, if we denote by d the path metric on K (1) , then for any two vertices v and w of K, the distance d(v, w) is equal to the number of hyperplanes separating v and w. Finally, if h 1 . . . , h n is a family of pairwise intersecting hyperplanes of K, they have non-empty common intersection h i . If this intersection contains a point in the interior of a cube Q, and h i are pairwise distinct, then each h i contains a distinct midcube of Q, and thus n is bounded by dim Q [13] . Proof. Denote by K the complex acted upon by G. Let X = K (0) with the distance induced from K (1) . We choose a base vertex o ∈ X, fix the length function ℓ(g) = d(o, go), and define m(g, h) to be the unique vertex in the intersection [ 
We have the following inclusions:
We therefore need to estimate the growth r → |[v, w] ∩ B X (v, r)| of intervals in K. We will achieve this by introducing a coordinate system in [v, w] . Let H be the set of hyperplanes of K separating v from w. We may put a partial order on H in the following way: if h 1 , h 2 ∈ H, we have h 1 < h 2 if and only if h 1 ∩ h 2 = ∅, and moreover, h 1 separates v from h 2 . This ordering has the property that if p is a minimal path from v to w, and < p is the order on H in which p crosses the hyperplanes, then < p extends <. This means that if C ⊆ H is a chain with respect to <, and u ∈ [v, w], then the set of hyperplanes from C separating v from u is an initial segment of C, and therefore it is determined by its cardinality. Now, decompose H into a disjoint union H = C 1 ∪ . . . ∪ C N of chains. For u ∈ [v, w] let c i (u) be the number of hyperplanes in C i separating u from v. The sequence of numbers (c i (u)) i≤N allows to reconstruct the set of all hyperplanes separating u from v, which uniquely determines u (any two distinct vertices are separated by a hyperplane, which separates exactly one of them from v). Therefore, the assignment u → (c i (u)) i≤N ∈ N N is injective. But if u ∈ B X (v, r), then c i (u) ≤ r, so the cardinality of B X (v, r) ∩ [v, w] is bounded by r N .
It now remains to find a bound on N independent of the choice of the interval [v, w] . Observe, that antichains in (H, <) have at most dim K elements. By Dilworth's Theorem, the maximal cardinality of an antichain equals to the minimal cardinality of a decomposition into chains, so we may take N = dim K, which ends the proof.
3.4. The relative centroid property. Before defining the relative centroid property, we will try to give a more symmetric formulation of the centroid property. As before, let G act by isometries on (X, d) with uniformly bounded stabilizers.
Observe that the maps from G n to X are in one-to-one correspondence with G-equivariant maps from G n+1 to X. To a map f : G n → X one just assigns the equivariant map
In this way, we may replace the centroid map m : G 2 → X by its equivariant extensionm : G 3 → X. The three estimates from the definition of the centroid map translate into
|m(B(g 2 , r) × {g 2 } × {g 3 })| ≤ P(r) for all g 2 , g 3 ∈ G. We can go even further with our symmetrization. Define
e. the set of ordered triangles in G, whose first side has length at most r. The asymmetry can now be hidden in the definition of ∆(r), and we can reformulate conditions (1)- (3) as (1
. Now, let T 1 , . . . , T m ⊆ X 3 be G-invariant subsets, and let p ij : X 1 × X 2 × X 3 → X i × X j denote the standard projection of the cartesian product. A relative centroid map is a G-equivariant map rc : G 3 → i T i for which there exists a polynomial P such that for all g 1 , g 2 ,
This time, instead of points, to each ordered triangle in G we equivariantly assign an ordered triangle in X, belonging to a certain prescribed class. The estimates say that if among all triangles with the first side of length at most r we fix one side, and allow the remaining vertex to vary, then in the assigned triangle, the "image" of the fixed side is limited to P(r) possibilities. Also, note that if we take m = 1 and T 1 = {(x, x, x) : x ∈ X}, then the corresponding relative centroid maps reduce to ordinary centroid maps defined in section 3.2.
We say that G has relative centroid property with respect to subgroups H 1 , . . . , H m if it admits a relative centroid map with X = G 3 and T i = G · H 3 i . Theorem 3.6. Suppose that the length on G is proper, and that G has the relative centroid property with respect to subgroups H 1 , . . . , H m , such that each H i has property RD with respect to the restriction of the length of G.
This criterion can be used to show that a group relatively hyperbolic with respect to subgroups with property RD, has property RD itself. It can also be applied to graph products. For a finite simple graph Γ = (V, E) the Γ-product of a family of groups {G v } v∈V is defined as the quotient of the free product of the G v in which elements of groups joined by an edge are forced to commute:
Any element g of this graph product can be written in the form g = g 1 g 2 · · · g n with g i ∈ G v(i) and v(i) = v(i + 1). If n is minimal, we define
For a clique C ⊆ Γ, the clique subgroup G C ≤ ∏ Γ G v is the direct product ∏ v∈C G v . The graph product ∏ Γ G v with the length ℓ defined above has the relative centroid property with respect to its clique subgroups, and therefore if the vertex groups G v have property RD, so does their graph product.
4. SOME QUESTIONS 4.1. Property RD for locally compact groups. Throughout the notes we assumed that G is a finitely generated group. Property RD can be however defined for locally compact groups. Everything it needs is the Haar measure, allowing to define the the regular representation. In this setting we require length functions to be Borel maps and replace the group algebra C[G] with the space C c (G) of compactly supported continuous functions on G. One not entirely obvious thing to note here is that any length function is bounded on compact sets [15] . Therefore, if G has a compact generating set K, then the associated word-length is proper (preimages of bounded intervals are relatively compact), dominates all other length functions, and plays exactly the same role as word-lengths in the finitely generated case.
It turns out that property RD implies that G is unimodular [7] . The following was proved in [9] . Theorem 4.1. If G is a second countable locally compact group with a length function ℓ, adsmitting a discrete cocompact subgroup Γ satisfying property RD with respect to ℓ| Γ , then G has property RD with respect to ℓ.
It is an open question whether the converse statement holds.
Conjecture. (Valette's conjecture) If Γ is a cocompact lattice in G, and G has property RD, then so does Γ. It is clear from the definition that if H ≤ G, then deg RD H ≤ deg RD G. Therefore, if G contains an element of infinite order, then deg RD G ≥ deg RD Z = 1, and this theorem is non-trivial, provided that there exists a torsion group with property RD. As far as I know, no such group has been discovered.
Question. Does there exist an infinite, finitely generated torsion group with property RD?
The proof of Theorem 3.3 gives an upper bound for the degree of rapid decay, namely (4.2) deg RD G ≤ 3 deg P,
where P is the polynomial from the definition of the centroid map. Actually, the three conditions of the definition could use three different polynomials, P 1 , P 2 , and P 3 , yielding an estimate 
This is equivalent to the estimate One of the equivalent definitions of weak containment of unitary representations says that σ is weakly contained in π if f σ ≤ f π for all f ∈ C[G]. It is then clear that if π has property RD, so do all its weak subrepresentations. As we have seen in Section 2.5, property RD for G is equivalent to property RD for its regular representation, or equivalently, all its tempered representations.
Question. Is there a group without property RD, which admits a representation satisfying property RD?
A more general question would be:
Question. For a given group G, what is the description of the class of its representations satisfying property RD?
One can for instance easily prove that a finite-dimensional representation of G has property RD if and only if G has polynomial growth, which gives the first restriction on the class of representations with RD.
