ABSTRACT
INTRODUCTION
Biological knowledge is inherently incomplete, owing to the complexity of living systems and the limitation of scientific methods available for the study of those systems. The incompleteness of knowledge constantly manifests itself in unexplainable observations. To account for these novel observations, biologists need to revise or extend the existing knowledge. The revision and extension are first formulated as hypotheses. After being verified experimentally, a hypothesis is added to the existing knowledge and becomes a part of the accepted biological theory.
Recent advances in biological and computational sciences have produced diverse sources of biological data, such as research literature, high-throughput data (e.g. microarray, mass spectrometry) and bioinformatic resources (e.g. interaction databases, biological * To whom correspondence should be addressed. ontologies). It is a major challenge for biologists to integrate these various datasets to generate hypotheses. Many computer-aided systems have been developed to assist biologists in undertaking this challenge. Some systems search for hypotheses as patterns in data. The other systems attempt to incorporate representation and reasoning with human domain knowledge into hypothesis generation. Although finding patterns from data is an important first step, often the use of high-level knowledge is necessary to come up with more relevant hypotheses, as well as to narrow down the set of hypotheses. The work in this paper is aimed at contributing towards the automation of knowledge-based hypothesis formation.
Knowledge-based hypothesis formation has been a focus of artificial intelligence (AI) research in the past (Shrager and Langley, 1990; Darden, 1997) . With respect to molecular biology and in particular biochemical networks, the related works in hypothesis formation include HypGene (Karp, 1991 (Karp, , 1993 , HinCyc (Karp et al., 1996) , Transgene (Darden, 1998 (Darden, , 1997 , GenePath (Zupan et al., 2003) and PathoLogic (Karp et al., 2002) . These works are built upon knowledge representation languages that are limited to monotonic reasoning. In monotonic reasoning, if a proposition p can be concluded from a knowledge base K (denoted K |= p), then p will also be concluded after K has been extended with H (i.e. K ∪ H |= p). However, the contrary is a common phenomenon in biology. In that case, the proposition p becomes false after the extension of the knowledge base (K ∪ H |= p).
Furthermore, a large-scale knowledge base of biochemical networks should allow for easy update (referred to as elaboration tolerance) of the knowledge base when new knowledge becomes available, thus avoiding significant overhaul of the old knowledge model. This issue of elaboration tolerance in knowledge representation has been addressed successfully by recent advances in AI research (Baral, 2003) . Elaboration tolerance is essential for representation of biochemical interaction networks, since the knowledge about these networks is largely incomplete and constantly needs to be updated (Tran et al., 2005) .
In this work, we present a knowledge-based framework for hypothesis formation which is based on non-monotonic reasoning and elaboration tolerant representation. We have implemented the framework by extending the BioSigNet-RR knowledge-based system to a new BioSigNet-RRH system, where RRH stands for 'representing, reasoning and hypothesizing'.
The rest of the paper is organized as follows. First we discuss representative related works. Then we review basics of knowledge representation and formally define the hypothesis formation problem.
We continue with the description of the system and methods. Finally, we conclude with a case study of the p53 signal network.
RELATED WORKS
HypGene (Karp, 1991 (Karp, , 1993 treated the general problem of hypothesis formation as a planning problem. The actions are operators that modify an existing knowledge base and/or assumed initial conditions of an experiment. The goal of the planning problem is to resolve the mismatch between theoretical predictions computed by the knowledge base and experimental observations, with respect to the same initial conditions. The knowledge base was implemented using a frame-based knowledge representation language. HypGene was proposed to be domain independent and has been tested on a problem of Escherichia coli gene regulation.
HypGene and BioSigNet-RRH tackle the same hypothesis formation problem that arises when an existing theory does not predict an experimental observation. Their major differences include the following:
• The frame-based representation language is limited to monotonic reasoning. Thus HypGene would have difficulty in dealing with incompleteness of biological knowledge.
• A hypothesis involves the modification of an existing knowledge base and/or assumed initial conditions of an experiment. HypGene was restricted to the modification of the initial conditions. This restricted problem amounts to a form of reasoning called explanation and has been studied in Baral et al. (2004) .
Transgene (Darden, 1998 (Darden, , 1997 considered hypothesis formation as diagnosis and redesign of theories. According to this model, when a theory cannot predict an experimental observation, the theory must contain some faulty components that can be found and fixed. Transgene used a 'functional representation' language for knowledge representation (Sembugamoorthy and Chandrasekaran, 1986) . This representation language was chosen to overcome the limitations of rule-based and frame-based systems. Nevertheless, the language could not allow for non-monotonic reasoning. To sum up, Transgene showed that limitations of knowledge representation language can seriously hinder hypothesis formation. However, it illustrates that hypothesis formation is intuitive and straightforward in knowledge-based framework.
GenePath (Zupan et al., 2003) automated the inference of genetic networks from experimental data. A knowledge base is a genetic network that represents positive and negative influences of a gene on another. Experiments are perturbations to the network, performed by means of gene mutations. A fixed set of inferencing rules was formalized and implemented in GenePath using Prolog. These rules encode heuristic reasoning that is routinely applied by geneticists, namely epistasis analysis. Prior background knowledge is encoded in an initial network. Starting with the initial network, GenePath applies the rules to construct a plausible network as a hypothesis that explains experimental data. GenePath can also propose new experiments for further verification and refinement of hypotheses. Although the knowledge representation and reasoning are simple in GenePath, it has illustrated the value of domain background knowledge in hypothesis formation, and that logic programming provides a straightforward and intuitive representation of human reasoning.
Robot Scientist (King et al., 2004) used machine-learning techniques (active learning, decision tree, inductive logic programming) to predict gene function in metabolic networks. The knowledge representation language is a monotonic logical formalism implemented in Prolog. The system demonstrated state-of-the-art AI methods, especially machine learning and robotics. However, it is unclear how the system can incorporate elaboration representation and non-monotonic reasoning into hypothesis formation. Doherty et al. (2004) presented a first-order logic representation of biochemical reactions in metabolic pathways. The logical representation is implemented in approximate database, which supported reasoning about pathways in the form of database queries. Hypotheses about missing components of pathways are generated by abductive reasoning based on weakest sufficient and strongest necessary conditions (Lin and You, 2002) . The system has been illustrated with an aromatic amino acid pathway in yeast. Similar to other related works, the major drawback of this work is the way it represents and reasons with pathway knowledge. Calzone et al. (2005, http ://pauillac.inria.fr/∼fages/papers.html), presented a system for learning biochemical interactions in the formal system BIOCHAM (Fages et al., 2004) . A knowledge base in the BIOCHAM is a set of rules representing biochemical reactions. Experimental observations are expressed by temporal logic formulas. When a knowledge base does not satisfy observed temporal logic formulas, the learning system can be invoked interactively to refine the knowledge base. The search for refinement is an exhaustive enumeration and verification of rules whose patterns are given a priori. The system is implemented with symbolic model checking and has been evaluated with different small examples of cell cycle. Although the languages for knowledge representation and reasoning are monotonic in BIOCHAM, the model checking approach can lead to effective modelling and construction of large scale biochemical interaction networks.
Background of knowledge representation
In a computer system, knowledge is represented in a symbolic language with a precise syntax and semantics. For our discussion, we will use the language A 0 T of BioSigNet-RR Tran and Baral, 2004) , but the general principles are applicable to any other knowledge representation formalisms.
Statements in A 0 T are based on an alphabet that consists of propositional symbols (termed fluents) and action symbols. Fluents represent properties of the world, and actions represent mechanisms that cause the state of the world to change. For example, we can have a fluent high(ligand) representing the property that the level of ligand is high(ligand). We can have an action bind (ligand,receptor) representing the association of ligand with receptor.
The language A 0 T is used to formalize knowledge or observations about the world. A knowledge base is a set of statements in A 0 T of the forms: Observations about the world involve properties or action occurrences. The observation that a property f holds at time t is formalized in A
The observation that some action a occurs at time t is a occurs_at t .
Observations at time 0 are called initial observations. The semantics of A 0 T (Tran and Baral, 2004) defines when a set O of observations is entailed (i.e. concluded) from a knowledge base K and a set I of initial observations. The entailment is usually written as (K, I ) |= O. For example, let K be the knowledge base of ligand and receptor. Let I and O be the sets of observations
We also say that the observation O is explained by K, given the initial condition I .
Next, we discuss the general problem of hypothesis formation.
Hypothesis formation
We take the view that hypothesis formation is a reasoning process to find explanations for 'novel' observations. Given a knowledge base K and initial condition I , we call an observation O 'novel' with respect to K and I if O is not entailed (i.e. definitely concluded) by (K, I ). For example, in the case of K and I as in the previous section, a novel observation is O = {¬bound(ligand,receptor) at 1}.
With the assumption that O is correct, we need to find explanations for O by modifying K and I to become K and I such that (K , I ) |= O . The modification involves expansion and/or revision of existing knowledge (i.e. K, I ).
In this work, we focus on hypothesis formation as the expansion of an existing knowledge base to account for novel observations. This form of reasoning is called abduction, introduced by Peirce (1960 Peirce ( , 1992 . Abductive reasoning has been used and studied in various AI applications (Poole, 1989; Poole et al., 1998) , abductive logic programming (Kakas et al., 1998 (Kakas et al., , 2001 Lin and You, 2002; Denecker and Kakas, 2002; Doherty et al., 2004) , probabilistic reasoning (Poole, 1993) , diagnosis (Reggia, 1983; Reiter, 1980) , planning (Eshghi, 1988; Allen et al., 1991; Missiaen et al., 1995) , default reasoning (Poole et al., 1987; Poole, 1988; Eshghi and Kowalski, 1989; Kakas et al., 1998) , and belief revision and update (Boutilier and Becher, 1995; Boutilier, 1996) .
We formally define hypothesis formation as follows: 
A hypothesis formation problem (K, I , O) is to find such H .

SYSTEM AND METHODS
BioSigNet-RRH is implemented using AnsProlog, a non-monotonic logic programming language with the answer set (or stable model) semantics (Baral, 2003) . In the next section, we describe the AnsProlog implementation of A 0 T , which is also the core implementation of BioSigNet-RR. Then we show how to extend this implementation with hypothesis formation in BioSigNet-RRH. 
AnsProlog implementation of
where each l i (termed literal) is a propositional predicate or its negation. When m = n = 0, the rule l 0 ← is written as l 0 . A set of literals is consistent if it does not contain both a predicate and its negation. A consistent set M of literals is a model of an AnsProlog program P iff for all rule (6): if {l 1 , . . . , l n } ⊆ M and M ∩ {l m+1 , . . . , ł m+n } = ∅, then l 0 ∈ M. Any answer set of P is a minimal model of P (Gelfond and Lifschitz, 1988) .
For example, the AnsProlog program
has three models {a}, {b} and {a, b}. The models {a} and {b} are answer sets, whereas the model {a, b} is not. Let P be an AnsProlog program and L be a set of literals. We say that P entails L if P has at least one answer set and for any answer set M of P : L ⊆ M. The entailment is written as P |= A L.
Implementation of A
0
T Let r 1 , r 2 and r 3 be rules of the forms (1), (2) and (3), respectively. We denote that is an AnsProlog program that captures the general semantics of knowledge bases (Tran and Baral, 2004) .
Observations of the forms (4) and (5) are encoded in AnsProlog as holds(f , t) and occurs(a, t ), respectively. Let us also denote π(O), the encoding of a set O of observations. The entailment of observations (defined in Section 3.1) is implemented as
Search for hypotheses
Given S K and S I , we want to find H ⊆ S K and I ⊆ S I such that (K ∪ H , I ∪ I ) |= O. This problem is transformed to the problem, to find π(H ) ⊆ π(S K ) and π(I ) ⊆ π(S I ) such that
This is a case of abductive reasoning in AnsProlog, for which there exist various methods (Baral, 2000 (Baral, , 2003 Lin and You, 2002; Denecker and Kakas 2002) .
In this work, we use a standard AnsProlog method (Baral, 2003) to enumerate all possible π(H ) and π(I ) that satisfy the entailment (7). Then we search for hypotheses H among the enumerated solutions of Equation (7) such that H satisfies certain heuristic constraints. These constraints can be added as AnsProlog rules. They capture the intuition that a hypothesis should be as simple as possible.
Let us consider a constraint that a trigger rule is included in the hypothesis only if it is the only explanation for some action occurrence that is needed to explain the novel observations. Its intuition is illustrated by the following example.
Let K be the knowledge base consisting of the rules, The hypothesis H 3 is unnecessarily more complex than H 1 and H 2 : the occurrence of only a or b is sufficient to cause g at time 1, so only the trigger of a or b is sufficient to explain O. 'Complex' hypotheses, such as H 3 , can be eliminated by the above mentioned constraint. Similarly, we have constraints, such as the following:
• An inhibition rule is included in the hypothesis only if it is the only blocker of some triggered action, and the blocking of the triggered action is needed to explain the novel observations.
• A causal rule is included in the hypothesis only if the action in that rule is triggered at least once in the scenario explaining the novel observations.
The hypothesis search in BioSigNet-RRH is computed by the Smodels system (Simons, 2000) , an implementation of the stable model semantics for logic programs. The above presented search scheme involves the generation of all possible models and the elimination of models violating constraints. In practice, the Smodels system uses smart searching techniques to avoid complete enumeration of models before elimination and uses heuristics to decide on building models. The performance of the Smodels system is competitive, illustrated by an application to a decision support system for space shuttle's flight controllers (Nogueira, 2003) .
Declarative hypothesis formation
From the user perspective, the process of hypothesis formation with BioSigNet-RRH is declarative. The process involves three steps:
(1) construct the knowledge base K;
(2) formulate the novel experiment to be explained, i.e the initial condition I and novel observation O;
(3) construct the hypothesis search space (S K , S I ).
Usually, step (1) is not necessary since the knowledge base K already exists.
Step (2) amounts to the translation of experimental observations into formal statements of the forms (4)-(5).
Step (3) amounts to the formulation of domain background knowledge that is relevant to hypothesis formation. In this work, step (3) has been done manually based on biological research literature, but it will be automated in the future development.
We now present the p53 signal network as a case study to illustrate the process of hypothesis formation with BioSigNet-RRH .
CASE STUDY
First, we describe the biology of the p53 network during cancer in human cells. We present the biological description in parallel with its knowledge-based representation.
p53 signal network
The p53 protein plays a central role as a tumor suppressor and is subjected to tight control through a complex mechanism involving several proteins. The key aspects of the p53 network are as follows.
Tumor suppression by p53. The p53 protein has three main functional domains; the N-terminal transactivator domain, the central DNA-binding domain and a C-terminal domain that recognizes DNA damage. The binding of the transactivator domain to the promoters of target genes activates pathways to lead to a reversible arrest of the cell cycle, prevention of genomic instability or apoptosis and thus protects the cell from cancer (Michael and Oren, 2002) . The level and activity of p53 in the cell is influenced by its interactions with other proteins. The ability to suppress tumors is retained when the interacting partners of p53 do not inhibit the functionality of the transactivator domain:
high(p53) inhibits grow(tumor), high([p53 : mdm2]), not bound(dom(p53,N)), inhibits grow(tumor).
Here, [A : B] denotes the complex of proteins A and B.
Interaction between Mdm2 and p53. Mdm2 binds to the transactivator domain of p53, thus inhibiting the p53 induced tumor suppression. The binding of Mdm2 to p53 also causes changes in the protein concentration levels. (p53, N) ), high(p53), high(mdm2) triggers bind(p53, mdm2), bind(p53, mdm2) causes high ([p53 : mdm2] ), bind(p53, mdm2) causes ¬high(p53), ¬high(mdm2).
bind(p53, mdm2) causes bound(dom
Upregulation of p53.
The elevated levels of p53 may be a result of upregulation of p53 gene expression, increased transcript stability, enhanced translation of p53 mRNA (Hamid and Kakar, 2004) or post-translational modifications of the p53 protein which favor a prolonged half life and increased activity (Bode and Dong, 2004 
high(UV) triggers upregulate(mRNA(p53))
Apart from tumor suppressor genes, such as p53, stress can also influence the expression of oncogenes (e.g. cmyc). The regulation of expression of tumor-related genes involves stress sensing mechanisms and multiple signal transduction events, and appears to be a complex phenomenon. An abstract representation of the process is
high(UV) triggers sense(UV_signal), is_sensed(UV) triggers transduce(UV_signal), is_transduced(UV_signal) triggers alter(expr(cmyc)), is_altered(expr(cmyc)) triggers grow(tumor).
Given the above knowledge base of the p53 network, a hypothesis formation problem arises in Section 5.2.
The problem
X is a tumor suppressor gene: mutants of X are highly susceptible to cancer and behave similarly to the mutants of p53. Our objective is to hypothesize about the various possible influences of X on the p53 pathway.
We consider the hypothesis problem (K, I , O), where K is the knowledge base of p53 biology, and I is the initial condition
and O is the observation O = {(¬eventually tumorous) at 0}.
Here, eventually F is a linear temporal logic proposition denoting that some property F will hold at a future time. The next step is to construct the hypothesis search space.
Construction of the search space
We take S I to be the set of all the possible initial observations about the fluents and actions of the p53 network. Based on the literature (Michael and Oren, 2002; Hamid and Kakar, 2004; Bode and Dong, 2004) , we formulate the rules to be included in S K as follows.
Functional similarities between X and p53. According to the literature, X is a tumor suppressor, so it may play the same role as p53 in stressed cells. The following rules are included in the S K , which describes that X may have interactions similar to those of p53:
high(X), high(mdm2) triggers bind(X, mdm2), high(X), high(mdm2) inhibits bind(X, mdm2).
Stress-induced high level of X. Data from the literature show that the level of protein X is found to be higher in cells subjected to stress. Consequently, it is possible that stress induces the upregulation of X gene expression, resulting in an elevated level of X. Thus, S K includes this background knowledge in the form of the rule:
high(UV) triggers upregulate(mRNA(X)).
Correlation between X-and p53-induced upregulations. There are observations from the literature that high levels of X are concomitant with elevated levels of p53. Thus, it is possible that a high level of X induces the upregulation of p53 or vice versus. This background knowledge are captured by the following rules in the search space:
Interactions of X with the known proteins. There are possible interactions bind(p53, X) and bind(mdm2, X). The possible related properties are about the protein levels and the domains of p53. Hence, S K includes rules that associate the possible actions with the possible effects, such as
high(p53), high(X) inhibits bind(p53, mdm2).
Results
We have constructed a set S K consisting of 12 elements. BioSigNet-RRH found five hypotheses (which are subsets of S K ). Among these, the most intuitive hypotheses are:
X is a negative regulator of Mdm2. Stress induces high expression of X. X competes with p53 for binding to Mdm2. The successful binding of X to Mdm2 inhibits the Mdm2-p53 interaction. Hence, the p53 induced tumor suppression is preserved (Fig. 1) . The rules representing the hypothesis include:
high(UV) triggers upregulate(mRNA(X)), high(X), high(mdm2) triggers bind(X,mdm2).
X directly influences p53 protein stability. X binds to p53 protein (possibly at a domain different from the transactivator domain), so p53 is stabilized (i.e. formation of Mdm2-p53 complex is prevented) and still functional as tumor suppressor. The rules representing the hypothesis include
The other hypotheses have not been discussed here, since we were unable to provide meaningful biological interpretations. For example, a hypothesis suggests that X inhibits the formation of Mdm2-p53 complex by interacting with both the proteins:
high(X), high(p53) triggers bind(p53, X).
We expect that such hypotheses can be eliminated by incorporating more background knowledge. The non-monotonicity of the framework manifests itself in the results. The knowledge base in Section 5.1 predicts that cancer will finally occur owing to high level of UV (stress). After being extended with the hypothesis described in Figure 1 , the new knowledge base predicts that cancer may not occur, given the presence of UV.
CONCLUSION AND FUTURE WORK
We have presented a general framework for the automation of hypothesis formation in systems biology. We proposed a synthesis of hypothesis formation and knowledge representation. We considered the hypothesis formation problem in the context of reasoning to form new knowledge. The advantages of our approach include the following:
• Hypothesis formation is defined as a form of reasoning and is implemented using AnsProlog, which is an elaboration tolerant and non-monotonic representation and reasoning language.
• Hypothesis formation in our framework is highly declarative.
Essentially, the task of a BioSigNet-RRH user involves translating biological knowledge into statements (1)-(5).
• The user-level building of knowledge, the design of knowledge model (e.g. the language A 0 T ) and the computational implementation (e.g. the Smodels system) are highly independent from one another. This modularity will facilitate research and development of large-scale knowledge bases.
The case study of the p53 network is a proof of concept of our approach. Substantial work remains for hypothesis formation for larger networks such as, Kohn (1999) , Davidson et al. (2002) , Oda et al. (2004, http ://www.signaling-gateway.org/ reports/v2/DA0014/DA0014.htm). There are several lines of future directions. First, we want to study how to integrate various biological and computational data sources to automate the construction of the hypothesis search space. Next, we want to explore different methods for searching and ranking hypotheses. Finally, we will consider extending our framework with knowledge revision. 
