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Resumen. En este trabajo se presenta una frontera entre la eficiencia e ineficiencia de 
problemas abstractos en un marco computacional inspirado en la estructura y funciona-
miento de las ce´lulas de los organismos vivos. Ma´s concretamente, se justifica que una 
regla de reescritura, abstraccio´n de la mitosis celular, proporciona un l´ımite de la trata-
bilidad de problemas, bajo el supuesto de que se verifique la conjetura P 6= NP. Como 
consecuencia relevante se obtienen nuevas herramientas que permiten atacar la resolucio´n 
de la citada conjetura en un marco absolutamente novedoso.
Introduccio´n
La mejora de la calidad de vida del hombre ha sido una constante aspiracio´n de 
la sociedad. Es claro que ese deseo de mejora suele ser ilimitado; es decir, no existe 
propiamente una meta tras la cual hay un para´ıso terrenal. A lo largo del camino de la Vida 
van surgiendo muchas dificultades cuya superacio´n representa un pequen˜o logro colectivo. 
Para ello, es necesario: (a) abordar el asunto de manera sistema´tica, esto es, detectar 
con claridad cua´l es el escollo que se trata de salvar; (b) formular de manera precisa la 
problema´tica que se ha presentado; y (c) tratar de buscar una solucio´n satisfactoria.
Con frecuencia sucede que a la hora de materializar una solucio´n del problema es 
necesario realizar una enorme cantidad de operaciones simples o procesos. Esta tarea 
suele ser extraordinariamente tediosa e, incluso, puede requerir una importante cantidad 
de tiempo si es el hombre el encargado de materializarlas. Por ello, ha sido un anhelo 
constante de la humanidad la bu´squeda de herramientas meca´nicas capaces de asistir 
al hombre en la ejecucio´n de esas tareas elementales pero tediosas. Es la perseverante 
lucha del hombre por disen˜ar instrumentos de tipo meca´nico que pudieran ayudarle en 
la resolucio´n de los problemas que le van surgiendo. Hacia el an˜o 1000 antes de Cristo 
aparece el a´baco (un instrumento de ca´lculo que permite realizar operaciones artime´ticas 
simples), las varillas o huesos de Neiper (siglo XVII), la regla de ca´lculo de W. Ougtred 
(1621), la ma´quina de B. Pascal (disen˜ada entre 1642 y 1644), la ma´quina de Leibniz 
(1673), las tarjetas de Jacquard (1801), la ma´quina de diferencias (1822) y la ma´quina
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anal´ıtica (1834) de Ch. Babbage (verdadero precursor de la disciplina que que hoy se
conoce por el te´rmino Informa´tica), y la aparicio´n de las primeras ma´quinas de propo´sito
general hacia mediados de la de´cada de los cuarenta del siglo XX (Colussus, 1943).
Por tanto, a la hora de resolver un problema de la vida real el hombre trata de
hallar soluciones a trave´s de un me´todo especial que sea susceptible de ser adaptado
convenientemente a fin de que pueda ser debidamente interpretado por una ma´quina de
propo´sito general, capaz de reconocer y ejecutar una solucio´n meca´nica descrita en un
lenguaje espec´ıfico.
En este punto nos podr´ıamos hacer una pregunta interesante ¿cualquier problema
puede ser resoluble mediante un me´todo del tipo antes descrito y que denominaremos
me´todo o procedimiento meca´nico? (un procedimiento meca´nico que resuelve un problema
se denomina una solucio´n meca´nica). Curiosamente, esta pregunta no ha sido respondida
de manera satisfactoria (y negativa) hasta 1936, primero por A. Church y, en el mismo
an˜o y de manera independiente, por A. Turing. Concretamente, probaron que un cierto
problema relacionado con la Lo´gica de Primer Orden no podr´ıa ser resuelto mediante
ningu´n procedimiento meca´nico. Para ello, fue necesario definir rigurosamente ese con-
cepto con el fin de demostrar que ningu´n procedimiento meca´nico, de acuerdo con esa
definicio´n formal, resolv´ıa dicho problema. De esta forma, entre 1931 y 1936, aparecieron
los primeros modelos formales de computacio´n: el modelo de las funciones recursivas (K.
Go¨el, 1931), el modelo de las funciones λ–calculables (A. Church y S. Kleene, 1934) y el
modelo de las ma´quinas de Turing (A. Turing, 1936). Los problemas que eran resolubles
por procedimientos meca´nicos de esos modelos se denominaron problemas decidibles.
A lo largo de este art´ıculo, el te´rmino problema se entiende como sino´nimo de proble-
ma abstracto que es un conjunto (usualmente, infinito numerable) de problemas concretos,
denominadas instancias o datos de entrada del problema abstracto. Por ejemplo, un pro-
blema abstracto ser´ıa: para cada nu´mero natural n, determinar un nu´mero impar que sea
primo y estr´ıctamente mayor que n ; una instancia de ese problema abstracto ser´ıa la
siguiente: hallar un nu´mero impar que sea primo y estr´ıctamente mayor que 8796540213.
Es claro que las distintas instancias de un problema abstracto tienen asociadas, de manera
natural e intuitiva, un concepto de taman˜o. Por ejemplo, en el problema antes citado el
conjunto de las instancias del problema coincide con el conjunto de los nu´meros naturales
y es fa´cil asignar a cada nu´mero natural un concepto razonable de taman˜o (el nu´mero de
d´ıgitos significativos necesarios para representar un nu´mero natural en base 2).
El problema abstracto X ≡ “para cada nu´mero natural n, determinar un nu´mero
impar que sea primo y estr´ıctamente mayor que n”, es decidible ya que un procedimiento
que resuelve el problema ser´ıa el siguiente:
Entrada: un nu´mero natural n
• Si n ≥ 2 entonces devolver 3.
• Si no
◦ Considero una variable p y le asigno el valor n+ 1.
◦ Chequeo si p es primo e impar.
⋄ En caso afirmativo, devolver p y finalizar.
⋄ En caso negativo, aumentar en 1 el valor de la variable p y reiterar el
proceso.
Es bien conocido que existen infinitos nu´meros primos. Por tanto, el procedimiento ante-
rior siempre para; es decir, para cualquier nu´mero natural que se introduzca como entrada,
el procedimiento se detendra´ al cabo de un nu´mero finito de pasos.
Consideremos ahora el siguiente problema: para cada nu´mero natural n, determinar
un nu´mero impar p tal que p y p+2 sean primos y estr´ıctamente mayores que n. En este
caso, el panorama cambia sustancialmente ya que se desconoce si es infinito el conjunto
de los nu´meros impares consecutivos que sean primos. Por tanto, si se considera un proce-
dimiento meca´nico parecido al antes descrito pero en el que la instruccio´n “Chequeo si p
es primo e impar” se sustituye por esta otra “Chequeo si p y p+ 2 son primos”, entonces
no se puede asegurar que ese procedimiento se detenga cuando se introduce un nu´mero
natural arbitrario y, por tanto, no proporcionar´ıa una solucio´n del problema propuesto.
As´ı pues, no podemos asegurar que ese problema sea decidible ¿sera´ indecidible? Este tipo
de respuesta suele ser muy complicada y requiere un desarrollo teo´rico importante que
esta´ fuera del objetivo de este art´ıculo.
Conviene observar que dado un problema decidible no so´lo existe un procedimiento
meca´nico que lo resuelve sino que, en realidad, existen infinitos procedimientos meca´nicos
distintos que lo resuelven. Entonces, surge de manera natural una cuestio´n ¿cua´l de los in-
finitos procedimientos meca´nicos que resuelven un problema decidible es el mejor? Si bien
esta cuestio´n suele ser extremadamente compleja de resolver, s´ı podemos aproximarnos
un poco a la casu´ıstica que suele darse cuando se trabaja con problemas decidibles.
Analicemos el problema X descrito anteriormente, as´ı como la solucio´n meca´nica pro-
puesta. Tratemos de estudiar si es posible determinar, aunque sea de manera aproximada,
el nu´mero de instrucciones que tendr´ıa que ejecutar ese procedimiento meca´nico cuando
se introduce como entrada un nu´mero natural n. Teniendo presente un resultado debi-
do a Euclides (para cualquier nu´mero natural n ≥ 1, existe un nu´mero primo que es
estr´ıctamente mayor que n y menor o igual que 1+n!) se deduce que los valores de p que
tendr´ıamos que chequear ser´ıan, en el peor de los casos, p, p+1, . . . , 1+p!; es decir, grosso
modo el nu´mero de instrucciones a ejecutar ser´ıa, a lo sumo, del orden p! ¿Que´ significa
este dato? Sencillamente que si considero un nu´mero natural con 50 cifras significativas
en base 2, suponiendo que cada instruccio´n se ejecutara en un microsegundo, el procedi-
miento podr´ıa tardar miles de an˜os en dar una respuesta. Por tanto, si bien el problema
es decidible, el procedimiento meca´nico antes disen˜ado no es eficiente en el sentido de
que para instancias del problema de taman˜o mediano podr´ıa tardar un tiempo desorbita-
do. En tales circunstancias se tratar´ıa de encontrar otros procedimientos meca´nicos ma´s
eficientes ¿Y si no se encuentran?
El concepto de eficiencia de un procedimiento meca´nico puede ser formalizado de
la siguiente manera: los recursos computacionales (tiempo y/o espacio) que necesita un
procedimiento meca´nico para ser ejecutado, deben ser de tipo polinomial en el taman˜o
del dato de entrada. Esta definicio´n es adecuada debido a que las funciones polino´micas
suelen crecer de manera moderada, a diferencia de las funciones exponenciales en las que,
a partir de un determinado valor relativamente pequen˜o se produce una especie de cambio
de fase, creciendo de manera desmesurada. Un problema se dice que es tratable si existe un
procedimiento meca´nico que lo resuelve en tiempo polinomial. La clase de los problemas
tratables se representa por P.
Veamos un ejemplo ilustrativo de este concepto. Sea X1 un problema tratable y A1
un procedimiento meca´nico que lo resuelve en tiempo cuadra´tico (es decir, para cada
instancia de taman˜o n el procedimiento tarda, salvo un factor constante, n2 unidades de
tiempo en dar una respuesta). Sea X2 un problema intratable y sea A2 un procedimiento
meca´nico que lo resuelve en tiempo exponencial (por ejemplo, para una instancia de
taman˜o n el procedimiento tarda, salvo un factor constante, 2n unidades de tiempo en
dar una respuesta). Si ejecutamos los procedimientos A1 y A2 sobre una ma´quina que es
capaz de realizar un millo´n de operaciones por segundo, entonces para un dato de entrada
de taman˜o 20, el procedimiento A1 tardar´ıa cuatro diezmile´simas de segundo, mientras
que el algoritmo A2 tardar´ıa aproximadamente un segundo. En cambio, para un dato
de entrada de taman˜o 100, A1 tardar´ıa una cente´sima de segundo en dar la respuesta,
mientras que A2 tardar´ıa, aproximadamente, trescientos noventa mil millones de siglos
(para hacernos una idea de la cifra tan enorme que representa ese nu´mero: se estima que
el Big Bang sucedio´ entre hace doce y quince millones de siglos).
Se conocen problemas que son tratables y, tambie´n, problemas que son intratables.
No obstante, existe una cantidad importante de problemas de los que no se sabe si son
tratables o intratables; es decir, problemas tales que todos los procemientos meca´nicos
conocidos que los resuelven son de tipo exponencial pero no se ha conseguido probar que
ninguna solucio´n meca´nica de dichos problemas tenga coste en tiempo polinomial. Entre
los problemas presuntamente intratables destacan una clase importante conocida como
problemas NP–completos.
Una de las cuestiones ma´s importantes que tiene planteada la Ciencia hoy d´ıa es si
la clase P y la clase NP son iguales, lo que puede expresarse equivalentemente de la
siguiente manera: “¿existe algu´n problema NP–completo que sea tratable?”. Una respues-
ta afirmativa a esta cuestio´n tendr´ıa unas consecuencias funestas, en lo que respecta a
la seguridad de la transmisio´n de informacio´n (base del comercio electro´nico) que, en la
actualidad, se asienta en los sistemas de encriptacio´n. Ser´ıa posible disponer de un proce-
dimiento meca´nico que en tiempo razonable desencriptar´ıa cualquier tipo de mensajes. No
obstante, tambie´n tendr´ıa sus consecuencias positivas. Por ejemplo, ser´ıa posible disen˜ar
programas que permitieran a un ordenador electro´nico convencional encontrar demostra-
ciones de teoremas que tengan pruebas de longitud razonable. Eso s´ı, suceder´ıa que muchas
de las pruebas no ser´ıan entendidas por los humanos. Entre otras consecuencias positivas,
se conseguir´ıan los siete millones de do´lares que garantizan los premios del Instituto Clay
de Massachussets (con tal de guardar cuidadosamente la prueba de que P = NP durante
el tiempo necesario para obtener las soluciones de los restantes se´ıs problemas). Lo que
no estar´ıa nada mal.
La relevancia de esa cuestio´n hace que desde 1971 toda una ple´yade de eminentes
cient´ıficos este´n tratando de encontrar alguna respuesta. Para ello, se esta´ trabajando en
la obtencio´n de herramientas que permitan atacar dicha cuestio´n desde diferentes puntos
de vista. Ahora bien, es creencia generalizada que ha de verificarse que P 6= NP y, por
tanto, una forma de atacar la cuestio´n consistir´ıa en buscar fronteras (lo ma´s fina posible)
de la tratabilidad de problemas, bajo ese supuesto. Imaginemos que en un determinado
marco computacional si se admite una cierta propiedad θ entonces se puede resolver de
manera eficiente un problema X presuntamente intratable y que, en caso contrario, so´lo
se pueden resolver problemas tratables. En tal situacio´n tendr´ıamos lo siguiente:
Para probar que P 6=NP bastar´ıa demostrar que el problemaX no se puede resolver
eficientemente en dicho marco computacional si se prescinde de la propiedad θ.
Para probar que P = NP bastar´ıa demostrar que el problema X se puede resolver
eficientemente en dicho marco computacional, incluso en el caso que se prescinda de
la propiedad θ.
A este respecto, la aparicio´n de los modelos de computacio´n bio–inspirados y no conven-
cionales proporcionan un nuevo marco para abordar esta importante cuestio´n.
Las ce´lulas de los organismos vivos
La ce´lula es la unidad fundamental de todo organismo vivo. Posee una estructura 
compleja y, a la vez, muy organizada que permite la ejecucio´n simulta´nea de un gran 
nu´mero de reacciones qu´ımicas. Existen, ba´sicamente, dos tipos de ce´lulas: las procario-
tas, que carecen de un nu´cleo bien definido y son propias de los organismos unicelulares 
(bacterias), y las eucariotas, que poseen un nu´cleo rodeado por una doble membrana y 
son espec´ıficas de los animales y plantas. Ambas realizan de manera similar una serie de 
procesos complejos que son esenciales para la vida: la replicacio´n del ADN, la produccio´n 
de energ´ıa, la s´ıntesis de prote´ınas y los procesos metabo´licos.
Existen tres partes fundamentales en una ce´lula: (a) una especie de piel (membrana 
pla´smica) que delimita a la ce´lula de su entorno, permitiendo diferenciar el interior del 
exterior de la ce´lula; (b) el corazo´n de la ce´lula (nu´cleo), que almacena la informacio´n 
gene´tica a trave´s de mole´culas de ADN y de ARN; y (c) el resto de la ce´lula (citoplasma). 
A su vez, el citoplasma consta de: la mitoco´ndria, encargada de la produccio´n de energ´ıa, 
el aparato de Golgi, que viene a ser una fa´brica de prote´ınas y juega un papel esencial 
en el metabolismo de la ce´lula, el ret´ıculo endopla´smico, que es una red de membranas 
interconectadas que facilita el transporte de mole´culas y la comunicacio´n entre las distintas 
componentes, y los lisosomas, que constituyen el esto´mago de la ce´lula.
Las membranas biolo´gicas son estructuras dina´micas que juegan un papel crucial en las
ce´lulas vivas. Se estima que el noventa por ciento de las actividades celulares se realizan a
trave´s de ellas, y, por tanto, es un concepto esencial a la hora de definir el feno´meno que
usualmente denominamos como vida. El premio Nobel de qu´ımica del an˜o 2003, se otorgo´ a
los cient´ıficos estadounidenses Peter Agre y Roderick MacKinnon por sus descubrimientos
relacionados con los canales de las membranas celulares.
Las membranas no so´lo sirven para delimitar el interior del exterior de un determinado
cuerpo, sino que tambie´n juegan un papel fundamental desde el punto de vista bioqu´ımi-
co, en el sentido que describimos a continuacio´n. Una membrana (denominada plasma)
separa y protege el espacio interno de la ce´lula de su entorno. Las restantes membranas
(que denominaremos internas) proporcionan la estructura propia de la ce´lula ofreciendo
la adecuada proteccio´n del nu´cleo, que es el depositario de la informacio´n gene´tica de la
ce´lula. Se comportan como barreras semipermeables que o bien permiten que algunas sus-
tancias qu´ımicas atraviesen la membrana en cualquiera de los dos sentidos (dentro–fuera
o fuera–dentro), o bien, bloquea el paso de sustancias a trave´s de ella. Es decir, las mem-
branas se comportan como unos canales selectivos de comunicacio´n para la transferencia
de compuestos qu´ımicos entre distintos compartimentos de una ce´lula, as´ı como entre la
propia ce´lula y su entorno, controlando de esa manera un flujo de datos (es decir, de
informacio´n).
A lo largo de su vida, la ce´lula desarrolla ba´sicamente cuatro procesos vitales desde su 
nacimiento que globalmente se denomina ciclo celular: crecimiento (fase G1), replicacio´n 
del ADN (fase S), nuevo crecimiento (fase G2) para, finalmente, desencadenar la mitosis 
celular (fase M) que permite la produccio´n de dos nuevas ce´lulas que podr´ıamos denominar 
hijas de la anterior.
Computacio´n Celular con Membranas
Durante la u´ltima de´cada, el campo de investigacio´n denominado Computacio´n Na-
tural ha experimentado un enorme desarrollo. Se trata de una disciplina cuyo objetivo 
es el ana´lisis, simulacio´n e implementacio´n de procesos dina´micos que se dan en la natu-
raleza y que son susceptibles de ser interpretados como procedimientos de ca´lculo. Esta 
disciplina surge de la investigacio´n de modelos matema´ticos y de las herramientas tec-
nolo´gicas necesarias para la implementacio´n de la computacio´n bio–inspirada. Se trata de 
un nuevo paradigma computacional que proporciona modelos formales susceptibles de ser 
implementados en soporte f´ısico no electro´nico (de ah´ı que los modelos computacionales 
se denominen no convencionales).
La Computacio´n Celular con Membranas (Membrane Computing) es un a´rea de la 
Computacio´n Natural, introducida por Gh. Pa˘un [3] en 1998, que esta´ inspirada en la 
estructura y el funcionamiento de las ce´lulas de los organismos vivos, en cuanto a su ca-
pacidad para procesar y generar informacio´n. En octubre de 2003, el Institute for Scientific 
Information (ISI, USA), ha designado a la computacio´n celular con membranas como Fast 
Emerging Research Front en el a´rea de Computer Science.
Por otra parte, la Bioinforma´tica es una disciplina que estudia la aplicacio´n de he-
rramientas y te´cnicas de la informacio´n para la manipulacio´n de datos biolo´gicos. Entre 
sus objetivos destacamos el desarrollo de una base de datos espec´ıfica que permita alma-
cenar y actualizar la gran cantidad de datos que han sido y esta´n siendo generados de 
manera continua e ininterrumpida; el disen˜o de algoritmos eficientes para la comparacio´n 
de sucesiones de cadenas; la investigacio´n de me´todos de prediccio´n de la estructura tri-
dimensional de las mole´culas orga´nicas, en general, y de las prote´ınas, en particular; y, 
finalmente, la definicio´n de modelos f´ısicos y/o matema´ticos de sistemas biolo´gicos.
Teniendo presente que a lo largo de la breve historia de la informa´tica, muchos desa-
rrollos tanto en el plano teo´rico como en el de aplicaciones pra´cticas, se han producido
bajo la inspiracio´n de los procesos que se dan en la naturaleza, algunas cuestiones que se 
podr´ıa plantear un buen cient´ıfico ser´ıan las siguientes: ¿Que´ puede proporcionarnos la 
ce´lula como fuente de inspiracio´n para la informa´tica? ¿Podemos abstraer una especie de 
modelo de computacio´n a partir de la estructura y del funcionamiento de las ce´lulas vivas? 
¿Es la ce´lula un computador de propo´sito general? ¿Es posible implementar computacio-
nes a trave´s de las ce´lulas vivas, con la esperanza de disponer algu´n d´ıa de un computador 
celular?
Cada compartimento de la ce´lula puede considerarse como una unidad de computacio´n 
(como un procesador) con sus propios datos (compuestos qu´ımicos) y su programa local 
(reacciones qu´ımicas), de tal manera que el conjunto de compartimentos, vistos como 
una unidad global (la ce´lula), puede ser considerado como un modelo de computacio´n no 
convencional.
Conviene observar que en las ideas originales del paradigma computacional (Membrane 
Computing) introducido por Gh. Pa˘un, el objetivo inicial no era modelizar la estructura 
y funcionamiento de una ce´lula, sino ma´s bien en estudiar y analizar algunos hechos re-
levantes desde el punto de vista computacional que pueden ser abstraidos de las ce´lulas. 
Se consideran algunos aspectos de su funcionamiento y de su estructura, as´ı como ciertas 
formas de comunicacio´n de sustancias bioqu´ımicas a trave´s de sus membranas. De esta 
forma, se definira´n variantes de sistemas P como dispositivos computacionales, tan rea-
listas como sea posible desde un punto de vista biolo´gico. Una posible implementacio´n 
biolo´gica de este modelo es, quiza´s, uno de los retos ma´s importantes que tiene planteado 
este nuevo paradigma computacional.
Una descripcio´n informal de los sistemas P
Esta interpretacio´n de las ce´lulas vivas tiene su formalizacio´n matema´tica en los siste-
mas celulares con membranas o sistemas P. En esta seccio´n vamos a dar una descripcio´n 
informal de los sistemas celulares ba´sicos de transicio´n (una formalizacio´n de los sistemas 
P puede encontrarse en [4]).
Una estructura de membranas consta de un conjunto finito y jerarquizado de membra-
nas que se encuentran en el interior de una membrana principal (que se denomina piel) y 
delimita una serie de regiones. Cada regio´n esta´ formada por el espacio intercelular com-
prendido entre una membrana y las colocadas inmediatamente dentro de ella (si las hay). 
Una membrana se dice que es elemental si no tiene ninguna membrana dentro de ella. 
Ma´s concretamente, una estructura de membranas puede ser descrita gra´ficamente como 
un diagrama de Venn (mediante una familia de subconjuntos de un conjunto base tal que 
dos conjuntos cualesquiera de la familia o son disjuntos, o uno de ellos esta´ contenido en 
el otro), o bien formalmente a trave´s de un a´rbol (grafo no dirigido que carece de ciclos) 
enra´ızado (no un nodo distinguido) tal que la ra´ız es la membrana piel y las hojas son las 
membranas elementales.
Las sustancias qu´ımicas que esta´n contenidas en el interior de las membranas celulares 
(concretamente, en las distintas regiones) son representadas mediante s´ımbolos sobre un 
alfabeto finito. Teniendo presente que las diferentes sustancias qu´ımicas pueden aparecer 
en una regio´n (compartimento) en diferentes cantidades, representaremos el contenido 
de cada regio´n a trave´s de multiconjuntos de objetos; es decir, conjuntos de objetos con 
multiplicidades asociadas a cada uno de ellos.
Las reacciones qu´ımicas que se producen en las regiones se representan a trave´s de las 
denominadas reglas de evolucio´n que, ba´sicamente, son reglas de reescritura de un sistema 
formal y que, como tal, actu´an sobre los objetos modifica´ndolo´s y/o traslada´ndolos de un 
compartimento a otro adyacente de acuerdo con una determinada sema´ntica. As´ı pues, 
cada compartimento celular puede ser considerado como una unidad de ca´lculo (es decir, 
como un procesador) ya que tiene sus propios datos de trabajo (materializado por las 
sustancias qu´ımicas que contiene) y su propio programa local (implementado a trave´s de 
las reglas de evolucio´n). En consecuencia, la propia ce´lula como entidad global puede ser 
vista como un dispositivo de ca´lculo no convencional.
Una configuracio´n de un sistema P consta de una estructura de membranas y una 
famila de multiconjuntos de objetos asociados a cada regio´n. En la descripcio´n formal 
de un sistema celular, aparece siempre una configuracio´n denominada inicial. En algunas 
variantes de sistemas celulares, existe una membrana de entrada que permite an˜adir un 
nuevo multiconjunto de objetos antes de que se produzca evoluciones, dando lugar a lo 
que se denomina configuracio´n inicial asociada a un dato de entrada.
Las reglas de evolucio´n sera´n aplicadas de manera no determinista, paralela y maximal; 
es decir, en cada paso de transicio´n las reglas a ser usadas y los objetos involucrados en 
la misma deben verificar una condicio´n esencial: tras la ejecucio´n de las reglas no puede 
quedar ningu´n objeto por evolucionar al que se le pueda aplicar alguna regla. Los objetos 
pueden pasar de una regio´n a otra a trave´s de las membranas y e´stas pueden ser disueltas, 
creadas o divididas. De esta manera se produce una transicio´n de una configuracio´n del 
sistema a otra.
Una computacio´n en un sistema sera´ una sucesio´n (finita o no) de configuraciones tal 
que la primera de ellas sea una configuracio´n inicial y, adema´s, toda configuracio´n de la 
sucesio´n que no sea se la inicial se obtiene de la anterior mediante un paso de transicio´n. 
Se dice que una configuracio´n es de parada si no existe ninguna regla de evolucio´n que 
sea aplicable a dicha configuracio´n. Una computacio´n de parada es una computacio´n que 
alcanza una configuracio´n de parada. Generalmente, a cada computacio´n de parada se le 
asocia un resultado que suele estar codificado en una membrana distinguida (denominada 
de salida) a trave´s del contenido de la misma. En el caso de sistemas P denominados con 
salida externa el resultado de una computacio´n de parada esta´ codificado en el entorno 
exterior de la ce´lula. As´ı pues, una computacio´n de un sistema celular parte de una 
configuracio´n inicial a partir de cual y mediate sucesivas transiciones o bien se llega a una 
situacio´n de parada (en tanto que el sistema no puede seguir evolucionando) y devuelve 
un resultado, o bien, el sistema nunca se detiene en tanto que sigue evolucionando de 
manera indefinida.
Admitiremos que el proceso llevado a cabo en una computacio´n esta´ sincronizado; es 
decir, que existe una especie de reloj global que marca las unidades de tiempo a todo el 
sistema.
Clases de Complejidad en el marco de los sistemas P
En Teor´ıa de la Complejidad suele trabajarse fundamentalmente con problemas abs-
tractos que se denominan de decisio´n; es decir, problemas tales que su respuestas son S´ı o
No. Recue´rdese que esto no implica ninguna restriccio´n importante ya que todo problema
abstracto de optimizacio´n tiene una versio´n de decisio´n tal que para cada solucio´n de la
versio´n de decisio´n puede construirse, con una cantidad pequen˜a de recursos computacio-
nales, una solucio´n del problema de optimizacio´n.
En el marco de los sistemas P existe una variante especial para atacar la resolucio´n
de los problemas de decisio´n: son los sistemas P que se denominan reconocedores.
Diremos que un sistema P es reconocedor si se satisfacen las siguientes condiciones:
(a) el alfabeto que representa los s´ımbolos del sistema posee dos s´ımbolos distinguidos
Yes y No; (b) existe una membrana distinguida (denominada membrana de entrada) que
permite codificar los datos de entrada del sistema P; (c) todas las computaciones del
sistema son de parada; y (d) un objeto Yes o un objeto No es enviado al exterior y,
adema´s, u´nicamente en el u´ltimo paso de la computacio´n (ese s´ımbolo codifica la salida).
En los sistemas reconocedores, una computacio´n se dice que es de aceptacio´n si el objeto
Yes es enviado al entorno en el u´ltimo paso; en caso contrario, la computacio´n se dice que
es de rechazo.
Diremos que un sistema P reconocedor es confluente si para cada dato de entrada del
sistema, todas las computaciones del sistema devuelven el mismo resultado; es decir, o
bien todas son de aceptacio´n (en cuyo caso, se dice que el sistema acepta la entrada), o
bien todas son de rechazo (en cuyo caso, se dice que el sistema rechaza la entrada).
A partir de estas definiciones se introduce la clase PMCR de todos los problemas de
decisio´n que son resolubles en tiempo polinomial usando familias de sistemas P recono-
cedores de la clase R (una definicio´n formal se puede encontrar en [5]). Si se considera la
clase T de los sistemas P reconocedores ba´sicos de transicio´n, en los que so´lo se admiten
reglas que no incrementan el taman˜o de la estructura inicial de membranas (por ejemplo,
reglas de evolucio´n, de comunicacio´n o de disolucio´n), entonces se ha demostrado que la
clase de complejidad PMCT coincide con la clase P de los problemas tratables. Es decir,
usando familias de sistemas reconocedores ba´sicos de transicio´n u´nicamente es posible
resolver en tiempo polinomial problemas de decisio´n que sean tratables (para ma´s detalle,
ver [2]).
Supongamos ahora que en un sistema P reconocedor se admite una regla (denominada
de divisio´n) que es una abstraccio´n del proceso de mitosis celular. Dicha regla tiene el
formato gene´rico [ a ]h → [ b ]h [ c ]h y se podra´ aplicar en una membrana identificada por la
etique h si en ella esta´ presente el objeto a. Su aplicacio´n genera dos nuevas membranas que
tienen la misma etiqueta y de tal manera que en una de ellas el objeto a es reemplazado
por b y en la otra a es reemplazado por c. Adema´s, todos los objetos restantes que
estuvieran en la membrana inicial se replicar´ıan en las dos membranas nuevas. As´ı pues,
en tales sistemas P sera´ posible generar una cantidad de espacio exponencial (expresado
en te´rminos de membranas y objetos) en tiempo lineal.
Un sistema P reconocedor con membranas activas (sin cargas ele´ctricas) esta´ caracte-
rizado por el tipo de reglas que pueden ser usadas: (a) reglas de evolucio´n [ a ]h → [ u ]h;
(b) reglas de comunicacio´n [ a ]h → b [ ]h y a [ ]h → [ b ]h; reglas de disolucio´n [ a ]h → b; y
(d) reglas de divisio´n [ a ]h → [ b ]h [ c ]h; en donde a, b, c son s´ımbolos del alfabeto y u una
cadena o palabra del mismo. Se ha demostrado que:
Existen problemas NP–completos que pueden ser resueltos de manera eficiente por
familias de sistemas P reconocedores con membranas activas y sin polarizaciones
(para ma´s detalles, ver [1]).
Las familias de sistemas P reconocedores con membranas activas y sin polarizaciones
en las que se prohiben las reglas de divisio´n u´nicamente pueden resolver problemas
tratables de manera eficiente (para ma´s detalles, ver [2]).
De ambos resultados se deduce que en el marco de los sistemas P reconocedores con
membranas activas y sin polarizaciones la regla de divio´n proporciona una frontera entre
la eficiencia y la no eficiencia, bajo el supuesto de que P 6= NP. En consecuencia, podemos
afirmar que en el marco computacional antes citado una abstraccio´n de la mitosis celular
constituye una frontera de la tratabilidad de problemas y, por tanto, proporciona una
herramienta interesante para poder atacar la resolucio´n de la conjetura P 6= NP en un
marco computacional bio–inspirado y no convencional.
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