Abstract. 2014 The performance of a Hopfield network in learning an extensive number of concepts having access only to a finite supply of typical data which exemplify the concepts is studied. The minimal number of examples which must be taught to the network in order it starts to create representations for the concepts is calculated analitically. It is shown that the mixture states play a crucial role in the creation of these representations.
Learning and generalization in neural networks has been the subject of intensive research in the past few years [1] [2] [3] [4] [5] [6] [7] . The most recent studies have been carried out in the context of supervised learning in single-layer feedforward neural networks [5] [6] [7] , following the theoretical framework presented in Gardner's seminal paper [8] . Comparatively, little attention has been devoted to the ability of simple feedback neural networks, e.g. Hopfield's model [9] , to perform computational tasks beyond the simple storage of a set of activity patterns. The where we have assumed Jii = 0 initially (tabula rasa).
Once the couplings are fixed, the dynamical retrieval process is governed by the Hamiltonian [9] The network can potentially retrieve a given activity pattern if it is a minimum or if it is very near a minimum of H. The natural parameters for measuring the performance of the network in retrieving the stored patterns are the overlaps where the state {Si, i = 1, ..., N } is a minimum of H. The properties of these minima have been fully studied by Amit et al. [10, 11 ] using statistical mechanics tools developed in the analysis of infinite range spin-glasses [12] . It has been shown that besides the retrieval states which have macroscopic overlaps, 0(1), with only one stored pattern there exist mixture states which have macroscopic overlaps with several stored patterns [10] . Since the interest in Hopfield's model is mainly due to its prospective use as an associative memory, the attention has been focused on the retrieval states, the mixtures states being regarded as a nuisance which can be eliminated either by adding external noise to the system [10] or by modifying the learning rule [13] . On the other hand, these spurious states have been seen as proof of the ability of the network to create new representations to handle the information contained in the stored patterns [14] . In this paper we show that the mixture states play a crucial role when the task posed to the network is to extract meaningful information from the activity patterns it is exposed to during the learning stage.
We consider the following problem. where m e, the generalization overlaps, are the overlaps between the concepts and a certain minimum of H which will be specified later.
The aim of this paper is to calculate the dependence of the generalization error (el-") on the number of examples taught to the network (s) for a given task characterized by the parameter b. To achieve this we study the thermodynamics of Hopfield's Hamiltonian, equation (1.3), with the couplings set as in equation (1.6). Our analysis is restricted to the noiseless (zero temperature) limit. A first attempt to tackle this problem has been published recently [15] . This paper presents a simpler and more general approach.
The paper is organized as follows. In section 2 we study the thermodynamics of the model in the limit a = p /N -0. figure 2 . Therefore the phase diagram in the (s, b ) plane will be dominated by the generalization phase characterized by the symmetric solution, equation (2.15) , and the spinglass phase. In the following we will focus only on the interplay between these two phases.
For the symmetric solutions equations (3.10) and (3.11) generalization error at the transition (Be) is shown in figure 5 . As b --+ 1 or s --+ oo, ec tends to 0.0165, the critical retrieval error for the standard Hopfield model [11] . (Figs. 1 and 3) . Whether a similar behaviour occurs in the case of feedforward networks is an unsettled issue. On the one hand, simulations of multilayer networks for the contiguity problem and some general theoretical arguments point out for the existence of a critical size of the training set above which the generalization error (E) falls of exponentially fast [1, 3] . On the other hand, an analytical study of the performance of a single-layer perceptron in classifying examples according to their Hamming distance from a set of prototypes indicates that such a critical number does not exist [6] . However, since the behaviour of E seems to depend strongly on the architecture of the network considered [3] there may [18] .
