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WHEN IS A SPECHT IDEAL COHEN–MACAULAY?
KOHJI YANAGAWA
Abstract. For a partition λ of n, let ISpλ be the ideal of R = K[x1, . . . , xn]
generated by all Specht polynomials of shape λ. We show that if R/ISpλ is Cohen–
Macaulay then λ is of the form either (a, 1, . . . , 1), (a, b), or (a, a, 1). We also prove
that the converse is true in the char(K) = 0 case. To show the latter statement,
the radicalness of these ideals and a result of Etingof et al. are crucial. We also
remark that R/ISp(n−3,3) is not Cohen–Macaulay if and only if char(K) = 2.
1. Introduction
Let n be a positive integer. A partition of n is a sequence λ = (λ1, . . . , λl) of
intergers with λ1 ≥ λ2 ≥ · · · ≥ λl ≥ 1 and
∑l
i=1 λi = n. A partition λ is often
represented by its Young diagram. The (Young) tableau of shape λ is a bijection
from [n] := {1, 2, . . . , n} to the set of boxes in the Young diagram of λ. For example,
the following is a tableau of shape (4, 2, 1).
(1.1) 3 5 1 7
6 2
4
We say a tableau T is standard, if all columns (resp. rows) are increasing from top
to bottom (resp. from left to right).
Let R = K[x1, . . . , xn] be a polynomial ring over a field K, λ a partition of n,
and T a Young tableau of shape λ. Now let fT (j) denote the difference product
of the variables whose subscripts belong to the j-th column of T . More precisely,
if the j-th column of T consists of j1, j2, . . . , jm in the order from top to bottom,
then
fT (j) =
∏
1≤s<t≤m
(xjs − xjt)
(if the j-th column has only one box, then we set fT (j) = 1). Finally, we set
fT :=
λ1∏
j=1
fT (j),
and call it the Specht polynomial of T . For example, if T is the tableau given in
(1.1), then fT = (x3 − x6)(x3 − x4)(x6 − x4)(x5 − x2).
The author is partially supported by JSPS Grant-in-Aid for Scientific Research (C) 16K05114.
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If λ is a partition of n, the symmetric group Sn acts on the vector space Uλ of R
spanned by
{ fT | T is a Young tableau of shape λ }.
(Literature construct Uλ using suitable equivalent classes of Young tableaux, not
polynomials in R. For example, [5] uses the notion called Young polytabloids. Of
course, such a construction gives the same modules as ours up to isomorphism.)
An Sn-module of this form is called a Specht module, and very important in the
theory of symmetric groups. In fact, if char(K) = 0, they give a complete list of
irreducible representations of Sn, if we consider all possible partitions λ of n.
Specht modules occasionally appear in the study of commutative algebra. For
example, [4] decomposes the artinian ring R/(xd1, . . . , x
d
n) into direct sum of Specht
modules under the natural Sn-action. However, the present paper concerns the
ideal
ISpλ := (Uλ) = ( fT | T is a Young tableau of shape λ )
of the polynomial ring R itself (throughout the paper, we exclude the trivial parti-
tion (n) of n, while some results make sense if we put ISp(n) = R). We focus on the
following problem.
Problem 1.1. When is R/ISpλ Cohen–Macaulay?
For many λ, R/ISpλ is even non-pure (i.e., minimal primes have different dimen-
sions). Moreover, for some λ, the Cohen–Macaulay property of R/ISpλ depends on
char(K). For example, R/ISp(n−3,3) is Cohen–Macaulay if and only if char(K) 6= 2
(Theorem 5.3).
For λ = (λ1, . . . , λl), it is not difficult to see that ht(I
Sp
λ ) = λ1 (see Lemma 2.3).
Moreover, in Proposition 2.8, we see that if R/ISpλ is Cohen–Macaulay then one of
the following conditions is satisfied.
(1) λ = (n− d, 1, . . . , 1),
(2) λ = (n− d, d),
(3) λ = (a, a, 1).
If λ = (n−d, 1, . . . , 1), then ISpλ is generated by all maximal minors of a (d+1)×n
Vandermonde matrix, and Junzo Watanabe and the author ([7]) showed that R/ISpλ
is reduced and Cohen–Macaulay in this case. So it remains to consider the cases
(2) and (3). In these cases, we have√
ISpλ =
⋂
F⊂[n]
#F=λ1+1
(xi − xj | i, j ∈ F ).
Etingof et al. [3] studied such ideals, and their result states that R/
√
ISpλ is Cohen–
Macaulay if char(K) = 0 (in the cases (2) and (3)).
On the other hand, in Theorems 3.1 and 4.2, we show that R/ISp(n−d,d) and
R/ISp(a,a,1) are reduced. Hence they are Cohen–Macaulay if char(K) = 0 (by virtue of
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a result of [3]). Summing up, in the characteristic 0 case, R/ISpλ is Cohen–Macaulay
if and only if one of the above conditions (1), (2) or (3) is satisfied.
Another application of the radicalness of ISp(n−d,d) is a new characterization of
Catalan numbers. More precisely, in the polynomial ring K[x1, . . . , x2n], consider
the ideal
I :=
⋂
F⊂[2n]
#F=n+1
(xi − xj | i, j ∈ F ).
Since I =
√
ISp(n,n) = I
Sp
(n,n), we have µ(I) = Cn, where Cn is the n-th Catalan
number
1
2n + 1
(
2n+ 1
n
)
.
2. Minimal primes and the necessity condition for the CM-ness
Let R = K[x1, . . . , xn] be a polynomial ring over a field K. We assume that K is
algebraically closed for the simplicity. However, for all results of the present paper,
this assumption can be easily dropped.
For an ideal I ⊂ R, set V (I) := {p | p ∈ SpecR, p ⊃ I} as usual. For a =
(a1, . . . , an) ∈ Kn, let ma denote the maximal ideal (x1 − a1, x2 − a2, . . . , xn − an)
of R. By abuse of notation, we just write a ∈ V (I) to mean ma ∈ V (I). Note that
a ∈ V (I), if and only if a belongs to the algebraic subset of An defined by I, if and
only if f(a) = 0 for all f ∈ I.
For the definition of the Specht ideal ISpλ , see the previous section. Let us begin
to study the Cohen–Macaulay property of R/ISpλ . If λ2 = 1, then I
Sp
λ is the deter-
minantal ideal of a Vandermonde like matrix, and Watanabe and the author ([7])
showed that R/ISpλ is reduced and Cohen–Macaulay in this case. So we mainly
treat the case λ2 > 1 in this paper.
The following fact immediately follows from the definition.
Lemma 2.1. For a = (a1, . . . , an) ∈ Kn, a ∈ V (ISpλ ) if and only if a satisfies the
following condition;
(∗) For any tableau T of shape λ, there exist two distinct integers i, j ∈ [n] such
that ai = aj and i, j appear in the same column of T .
Let Π = {F1, . . . , Fm} be a partition of [n] := {1, 2, . . . , n}, that is, [n] =
∐m
i=1 Fi
and Fi 6= ∅ for all i. We call the ideal
PΠ := ( xi − xj | i, j ∈ Fk for k = 1, 2, . . . , m ) ⊂ R
the partition ideal of Π. Clearly, this is a prime ideal with R/PΠ ∼= K[X1, . . . , Xm].
Hence we have dimR/PΠ = m and ht(PΠ) = n − m. It is easy to see that if an
ideal I ⊂ R is generated by elements of the form xi − xj then I = PΠ for some
partition Π of [n].
Lemma 2.2. A minimal prime of ISpλ is the partition ideal PΠ of some Π.
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Proof. Since V ((fT )) for a tableau T is a union of hyperplanes of the form V (xi−xj)
for some i 6= j, the irreducible components of V (ISpλ ) are intersections of these
hyperplanes, that is, linear spaces of the form V (PΠ) for some Π. 
For a subset F ⊂ [n] with #F ≥ 2, consider the prime ideal
PF = ( xi − xj | i, j ∈ F )
of R. Clearly, PF is a special case of partition ideals, and we have ht(PF ) = #F−1.
Proposition 2.3. Let λ = (λ1, . . . , λl) be a partition of n. For a subset F ⊂ [n]
with #F = λ1+1, PF is a minimal prime of I
Sp
λ . Moreover, we have ht(I
Sp
λ ) = λ1.
Proof. First, we will show that PF ⊃ ISpλ for F ⊂ [n] with #F = λ1 + 1. It suffices
to show that any a ∈ V (PF ) satisfies a ∈ V (ISpλ ). However, if a ∈ V (PF ), then
ai = aj for all i.j ∈ F , and it satisfies the condition (∗) of Lemma 2.1 by the
pigeonhole principle.
Next, consider a partition Π = {F1, . . . , Fd} of [n]. Set ci = #Fi for each i. And
we may assume that c1 ≥ c2 ≥ · · · . We will show that if ht(PΠ) < λ1 (equivalently,
d > n− λ1 = λ2 + · · ·+ λl) then PΠ 6⊃ ISpλ . We can take a = (a1, . . . , an) ∈ V (PΠ)
so that ai = aj if and only if i, j ∈ Fk for some k. To show PΠ 6⊃ ISpλ , it suffices
to prove that a 6∈ V (ISpλ ), equivalently, a does not satisfy the condition (∗) of
Lemma 2.1. This is also equivalent to that we can assign one of d-colors to each
box in the Young diagram of λ so that the number of boxes painted in the i-th
color is exactly ci, and any two boxes in the same column have different colors.
The existence of such coloring is illustrated in the following way (here, integers
represent colors of boxes). First, we paint the boxes in the second line to the last
line as follows. In other words, we paint these boxes just like counting them in the
“western letter-writing” order.
· · · · · ·
1 2 · · · λ2 − 2 λ2 − 1 λ2
λ2 + 1 λ2 + 2 · · · λ2+λ3−1 λ2+λ3
λ2+λ3+1 λ2+λ3+2 · · ·
...
...
Note that we have used s := λ2 + · · ·+ λl colors to paint the boxes in the second
line to the last line. Note that s = n− λ1 < d. Finally, we paint the boxes in the
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first line as follows.
s+1 s+2 · · · d 1 1 · · · 1 2 2 · · · 2 3 · · ·
After the position 1 1 · · · , each color i appears ci − 1 times. Now it is easy to
see that this coloring satisfies the expected condition.
By Lemma 2.2, the claim we have just shown implies that ht(ISpλ ) ≥ λ1. On
the other handwe know that PF ⊃ ISpλ for F ⊂ [n] with #F = λ1 + 1. Since
ht(PF ) = λ1, PF is a minimal prime of I
Sp
λ , and ht(I
Sp
λ ) = λ1. 
.
For an integer k with 2 ≤ k ≤ n, set
In,k :=
⋂
F⊂[n],
#F=k
PF .
Clearly, ht(In,k) = k − 1.
Proposition 2.4. Let λ = (λ1, . . . , λl) be a partition of n. We always have√
ISpλ ⊂ In,λ1+1,
and the equality holds if and only if λl−1 = λ1.
Proof. The former assertion immediately follows from Proposition 2.3. To prove
the latter assertion, assume that λl−1 < λ1. Set m := max{i | λi = λ1}. Note that
m < l−1 now. Take a ∈ Kn so that ai = aj if and only if (k−1)λ1+1 ≤ i, j ≤ kλ1
for some 1 ≤ k ≤ m, or mλ1 + 1 ≤ i, j ≤ mλ1 + λm+1 + 1. Then it is easy to
see that a satisfies the condition (∗) of Lemma 2.1, and hence a ∈ V (ISpλ ). On the
other hand, since there is no F ⊂ [n] with #F = λ1 + 1 such that ai = aj for all
i, j ∈ F , we have a 6∈ V (In,λ1+1). This means that if we set
F1 := {1, 2, . . . , λ1}, F2 := {λ1 + 1, λ1 + 2, . . . , 2λ1}, . . . ,
Fm := {(m−1)λ1+1, . . . , mλ1}, Fm+1 := {mλ1+1, mλ1+2, . . . , mλ1+λm+1+1 },
and
P := (xi − xj | i, j ∈ Fk for k = 1, . . . , m+ 1)
then we have P ∈ V (ISpλ ) but P 6∈ V (In,λ1+1). Hence
√
ISpλ 6= In,λ1+1.
Next, assume that λl−1 = λ1. To show
√
ISpλ = In,λ1+1 (equivalently,
√
ISpλ ⊃
In,λ1+1 now), it suffices to show that a 6∈ V (In,λ1+1) implies a 6∈ V (ISpλ ). Set
t := #{a1, . . . , an}. By the symmetry, we may assume that the indices are “sorted”
as follows; these are integers 0 = m1 < m2 < · · · < mt = n such that ai = aj if
and only if mk + 1 ≤ i, j ≤ mk+1 for some 1 ≤ k < t. By the assumption, the
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cardinality of each block (i.e., mk+1 − mk for each k) is less than of equal to λ1.
Here, considering the following tableau
1 2 3 . . . λ1
λ1+1 λ1+2 λ1+3 . . . 2λ1
2λ1+1 2λ1+2 2λ1+3 . . . 3λ1
...
...
...
...
of shape λ, we see that a 6∈ V (ISpλ ). In fact, for any distinct i, j in the same column
of the above tableau, we have ai 6= aj. So a does not satisfy the condition (∗), and
hence a 6∈ V (ISpλ ). 
Corollary 2.5. Let λ = (λ1, . . . , λl) be a partition of n. Then
√
ISpλ is pure
dimensional (i.e., all minimal primes of ISpλ have the same height) if and only
if λl−1 = λ1 or λ2 = 1.
Proof. If λl−1 = λ1, then the assertion immediately follows from Proposition 2.4.
If λ2 = 1, then I
Sp
λ is Vandermonde type, and R/I
Sp
λ is Cohen–Macaulay as shown
in [7]. So
√
ISpλ (actually, I
Sp
λ itself) is pure dimensional.
Conversely, if λl−1 < λ1, then the prime ideal P introduced in the proof of
Proposition 2.4 is a minimal prime of ISpλ . In fact, for a prime ideal P
′ ( P , some
point a ∈ V (P ′) loses an equation ai = aj which any point in V (P ) has. Then it
is easy to see that a does not satisfy the condition (∗) of Lemma 2.1, and hence
a 6∈ V (ISpλ ). It means that P ′ 6⊃ ISpλ .
On the other hand, we have ht(P ) = m(λ1 − 1) + λm+1. It is easy to see that
λ2 > 1 implies ht(P ) > λ1 (= ht(I
Sp
λ )), and I
Sp
λ is not pure. 
By motivation from the study of rational Cherednik algebras, Etingof, Gorsky
and Losev [3] proved the following result.
Theorem 2.6 ([3, Proposition 3.11], see also [1, Theorem 2.1]). Suppose that
char(K) = 0. Then R/In,k is Cohen–Macaulay if and only if k = 2 or 2k > n.
The only if part of the above theorem can be slightly improved as follows.
Proposition 2.7. If k ≥ 3 and 2k ≤ n, then R/In,k does not satisfy Serre’s
condition (S2).
Proof. Set F = {1, 2, . . . , k} and F ′ = {k + 1, k + 2, . . . , 2k}. Then PF = (x1 −
x2, . . . , x1−xk) and PF ′ = (xk+1−xk+2, . . . , xk+1−x2k) are minimal primes of In,k.
Consider the prime ideal P := PF + PF ′. It is easy to see that any minimal prime
of In,k other than PF and PF ′ is not contained in P , that is, MinRP ((R/In,k)P ) =
{(PF )P , (PF ′)P}. By the MayerVietoris sequence
0 −→ (R/In,k)P −→ (R/PF )P ⊕ (R/PF ′)P −→ (R/P )P −→ 0
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we see that depth(R/In,k)P = 1. On the other hand,
dim(R/In,k)P = ht(P )− ht(In,k) = 2(k − 1)− (k − 1) = k − 1 ≥ 2.
Hence R/In,k does not satisfy Serre’s condition (S2). 
Proposition 2.8. Let (λ1, . . . , λl) be a partition of n. If R/I
Sp
λ is Cohen–Macaulay,
then one of the following conditions is satisfied,.
(1) λ2 = 1,
(2) l = 2,
(3) l = 3, λ1 = λ2 and λ3 = 1.
Proof. If neither λ2 = 1 nor λl−1 = λ1 then R/I
Sp
λ is not Cohen–Macaulay by
Corollary 2.5. So we may assume that λl−1 = λ1 (note that this condition is clearly
satisfied if l = 2). In this case, we have
√
ISpλ = In,λ1+1 by Proposition 2.4. If none
of the conditions (1)–(3) is satisfied, then λ1 + 1 ≥ 3 and n ≥ 2(λ1 + 1), and we
can show that R/ISpλ does not satisfy (S2) by an argument similar to the proof of
Proposition 2.7. In fact, in this situation, there is a prime ideal P of A := (R/ISpλ )P
such that htP ≥ 2 and the ideal (0) ⊂ A has a primary decomposition such that
(0) = q ∩ q′ and √q+ q′ is the maximal ideal of A. It means that depthA = 1,
while dimA ≥ 2. 
In the case (1) of Theorem 2.8, R/ISpλ is Cohen–Macaulay for arbitrary K by
[7]. So it remains to consider the cases (2) and (3). If ISpλ is radical, we can use
Theorem 2.6 in the case char(K) = 0. So the next problem is very natural.
Conjecture 2.9. The Specht ideal ISpλ is always a radical ideal.
In the present paper, we will prove this conjecture in two important cases. We
treat the case λ = (n− d, d) in this section, and the case λ = (a, a, 1) in the next
section. Clearly, the former (resp. latter) case corresponds to the condition (2)
(resp. 3) of Proposition 2.8. The following observation is useful in our proof.
If we set yi := xi − xn for 1 ≤ i ≤ n − 1, then we have R = K[x1, . . . , xn] =
K[y1 . . . , yn−1, xn]. Since xi − xj = yi − yj for 1 ≤ i, j < n, the Specht polynomial
fT is a polynomial of y1, . . . , yn−1 for all T . Hence xn is an R/I
Sp
λ -regular element.
Let λ = (λ1, . . . , λl) be a partition of n with λl−1 = λ1, and µ the partition of
n− 1 given by
µ =
{
(λ1, . . . , λl−1, λl − 1) (if λl ≥ 2)
(λ1, . . . , λl−1) (if λl = 1).
Lemma 2.10. Let λ and µ be as above, ISpµ ⊂ S := K[x1, . . . , xn−1] the Specht
ideal of µ, and I〈m〉 ⊂ S the ideal generated by all degree m squarefree monomials.
And let ϕ : R→ S (∼= R/(xn)) be the natural surjection. Then we have√
ϕ(ISpλ ) = ϕ(In,λ1+1) =
√
ISpµ ∩ I〈n−λ1〉.
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Proof. By Proposition 2.4, we have
√
ISpλ = In,λ1+1. Since µ satisfies the condition
of Proposition 2.4 again, if we set PF = (xi − xj | i, j ∈ F ) ⊂ S for F ⊂ [n − 1],
then √
ISpµ =
⋂
F⊂[n−1],
#F=λ1+1
PF .
If n 6∈ F (i.e., F ⊂ [n − 1]), then we have ϕ(PF ) = PF . If n ∈ F , then ϕ(PF ) =
(xi | i < n, i ∈ F ).
For F, F ′ ⊂ [n], consider
0 −→ R/(PF ∩ PF ′) −→ R/PF ⊕ R/PF ′ −→ R/(PF + PF ′) −→ 0.
Since PF + PF ′ is generated by polynomials of yi (= xi − xn) for 1 ≤ i ≤ n− 1, xn
is a non-zero divisor over R/(PF + PF ′). So applying − ⊗R S, we have the exact
sequence
0 −→ S/ϕ(PF ∩ PF ′) −→ S/ϕ(PF )⊕ S/ϕ(PF ′) −→ S/ϕ(PF + PF ′) −→ 0
by [2, Proposition 1.1.4]. It means that ϕ(PF ∩ PF ′) = ϕ(PF ) ∩ ϕ(PF ′). Repeating
this argument, we have
ϕ(In,λ1+1) =
⋂
F⊂[n],
#F=λ1+1
ϕ(PF ),
and hence ϕ(In,λ1+1) is radical. Now we have√
ϕ(ISpλ ) =
√
ϕ(In,λ1+1) = ϕ(In,λ1+1)
=
⋂
F⊂[n],
#F=λ1+1
ϕ(PF )
=
( ⋂
F⊂[n], n 6∈F
#F=λ1+1
ϕ(PF )
)
∩
( ⋂
F⊂[n], n∈F
#F=λ1+1
ϕ(PF )
)
=
( ⋂
F⊂[n−1],
#F=λ1+1
P F
)
∩
( ⋂
F⊂[n−1],
#F=λ1
(xi | i ∈ F )
)
=
√
ISpµ ∩ I〈n−λ1〉.

3. The radicalness of ISp(n−d,d)
In this section, we will prove Conjecture 2.9 in the case λ = (n− d, d).
Theorem 3.1. The Specht ideal ISp(n−d,d) is radical.
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We prove this theorem by induction on d (since R/ISp(n−1,1)
∼= K[X ], the assertion
is clear if d = 1).
For a polynomial f ∈ S = K[x1, . . . , xn−1], let supp(f) be the set of squarefree
monomials in S which divide some nonzero term of f .
Example 3.2. supp(x1x
3
2 − 3(x2x3)2) = {1, x1, x2, x3, x1x2, x2x3}.
Let
T =
i1 i2 · · · id id+1 · · · in−d
j1 j2 · · · jd
be a tableau of shape λ. The Specht polynomial fT does not care the order of the
1st to the d-th columns, and the order of the (d+ 1)-st to the (n− d)-th columns.
Moreover, if we permute ik and jk for some 1 ≤ k ≤ d then its Specht polynomial
becomes −fT . On the set of tableaux of shape λ, we consider the equivalence
relation modulo these permutations. Then T ≡ T ′ if and only if fT = ±fT ′ . Let
Tab(λ) denote the set of the equivalence classes. However, we sometimes identify
an equivalence class [T ] ∈ Tab(λ) with its representative T . For example, we often
write like T ∈ Tab(λ). When we consider fT of [T ] ∈ Tab(λ), we assume that
ik < jk for all 1 ≤ k ≤ d unless otherwise specified. Clearly,
ISpλ = ( fT | T ∈ Tab(λ) ).
Let StTab(λ) denote the set of standard tableaux of shape λ. Note that an equiv-
alence class [T ] ∈ Tab(λ) contains at most one standard tableau. If [T ] contains a
standard tableau, we say it is standard.
Lemma 3.3. Recall that S = K[x1, . . . , xn−1]. Consider the partitions λ = (n −
d, d) and µ = (n− d, d− 1). For the natural surjection ϕ : R→ S, we have
ϕ(ISpλ ) = ( xifT | T ∈ Tab(µ), xi 6∈ supp(fµ) ) ⊂ S.
For notational simplicity, we set
J := ( xifT | T ∈ Tab(µ), xi 6∈ supp(fµ) ).
Proof. It is well-known that
ISpλ = ( fT ′ | T ′ ∈ StTab(λ) ).
However, we use the inverse order n ≺ n − 1 ≺ · · · ≺ 1 here. Hence a standard
tableau on λ is of the form
T ′ =
n i2 i3 · · · id · · · in−d
j1 j2 j3 · · · jd
and we have
ϕ(fT ′) = −xj1
d∏
k=2
(xik − xjk).
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For the tableau
T =
i2 i3 · · · id · · · in−d j1
j2 j3 · · · jd
of shape µ, we have ϕ(fT ′) = −xj1fT and xj1 6∈ supp(fT ). Hence we have ϕ(ISpλ ) ⊂
J.
The converse inclusion follows from a similar argument. 
The following fact (and its local analog) must be well-known, but we give a proof
for the reader’s convenience.
Lemma 3.4. Let A =
⊕
i∈NAi be a noetherian graded ring, and a ∈ A a homoge-
neous non-zero divisor of positive degree. If A/aA is reduced, then A is also.
Proof. Since aA is a radical ideal, there are prime ideals P1, . . . , Pm of A such
that
√
I =
⋂m
i=1 Pi. Since a is a non-zero divisor, we have ht(Pi) ≥ 1 for all i.
So, for each i, we can take a minimal prime Qi of A contained in Pi. Take a
homogeneous element x ∈ ⋂mi=1Qi. Since ⋂mi=1Qi ⊂ ⋂mi=1 Pi = aA, there is a
homogeneous element x1 ∈ A such that x = ax1. Since a is a non-zero divisor, we
have a 6∈ Qi for all i, and it means that x1 ∈ Qi for all i, and hence x1 ∈
⋂m
i=1Qi.
Applying the above argument to x1, we can find x2 ∈ A such that x1 = ax2, that
is, x = a2x2. Repeating this argument, we have x ∈
⋂∞
i=1 a
iA = (0), and it implies
that
⋂m
i=1Qi = (0). Since Qi’s are prime ideals, (0) is a radical ideal. 
For partitions λ = (n − d, d) and µ = (n − d, d − 1), we assume the induction
hypothesis that ISpµ is radical. By Lemma 2.10, we have
√
J = ISpµ ∩ I〈d〉. If
J = ϕ(ISpλ ) is radical, then so is I
Sp
λ itself by Lemma 3.4. So it suffices to show that
J ⊃ ISpµ ∩ I〈d〉.
Lemma 3.5. Let λ and µ be as above. Assume that ISpµ is a radical ideal. Then
ISpλ is a radical ideal, if the following condition is satisfied.
(∗) If φ = xa(∑T∈Tab(µ) cTfT ) ∈ I〈d〉 for some squareferee monomial xa ∈ S =
K[x1, . . . , xn−1] and cT ∈ K, we have φ ∈ J.
Proof. First, note that the assumption that xa is squarefree can be easily dropped.
In fact, for any b ∈ Nn−1 and h ∈ ISpµ , xbh ∈ I〈d〉 implies (
∏
bi>0
xi) · h ∈ I〈d〉, and
(
∏
bi>0
xi) · h ∈ J implies xbh ∈ J.
By the remark just before the lemma, ISpλ is a radical ideal, if the condition
(∗∗) If ψ =∑T∈Tab(µ) gTfT ∈ I〈d〉 for some polynomials gT ∈ S, then ψ ∈ J.
is satisfied. So it suffices to show that (∗) implies (∗∗).
Assume that ψ =
∑
T∈Tab(µ) gTfT ∈ I〈d〉. Take a ∈ Nn−1, and let cTxa be the
degree a term of gT (of course, cT can be 0). Now we want to show that
ψa := x
a
∑
T∈Tab(µ)
cTfT
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is contained in I〈d〉. By contradiction, we assume that the degree b term of ψa is
not contained in I〈d〉. Since x
b 6∈ I〈a〉, and all terms of fT are squarefree and have
degree d− 1, we have xa = xb/(∏bi>0 xi). Hence the degree b term of gTfT equals
that of cTx
afT . Therefore, the degree b term of ψa coincides with that of ψ ∈ I〈d〉.
This is a contradiction, and hence we have ψa ∈ I〈d〉. Since ψa can play the role of
φ in the condition (∗), so (∗) implies ψa ∈ J. Hence ψ =
∑
a∈Nn−1 ψa ∈ J, and (∗)
implies (∗∗) 
Lemma 3.6. With the same notation as Lemma 3.5, if xa 6∈ supp(fT ) for a tableau
T of shape µ, then we have xafT ∈ J.
Proof. We may assume that if xi divides x
a then it belongs to supp(fT ). Then, by
the shape of the Specht polynomial fT , there are distinct i, j ∈ [n − 1] such that
xixj | xa but xixj 6∈ supp(fT ). Now i and j are in the same column in T , and we
may assume that T is of the form
i i2 · · · id−1 k · · ·
j j2 · · · jd−1
(note that n− d > d− 1 now). Consider two other tableaux on µ as follows
T1 =
i i2 · · · id−1 j · · ·
k j2 · · · jd−1
and T2 =
k i2 · · · id−1 i · · ·
j j2 · · · jd−1
Then we have fT = fT1 + fT2 . Hence
xixjfT = xixj(fT1 + fT2) = xi(xjfT1) + xj(xifT2).
Since xj 6∈ supp(fT1), we have xjfT1 ∈ J. Similarly, xifT2 ∈ J. Hence xixjfT ∈ J,
and it implies that xafT ∈ J. 
In the condition (∗) of Lemma 3.5, we may assume that cT 6= 0 implies xa ∈
supp(fT ) by Lemma 3.6, and x
a = x1x2 · · ·xk by the symmetry. Hence we have the
following.
Corollary 3.7. Let λ and µ be as above. Assume that ISpµ is a radical ideal. Then
ISpλ is a radical ideal, if the following condition is satisfied.
(∗∗∗) For the squarefree monomial xa = x1x2 · · ·xk ∈ S with 1 ≤ k ≤ d − 1, set
X := { T ∈ Tab(µ) | xa ∈ supp(fT ) }. If φ = xa(
∑
T∈X cT fT ) ∈ I〈d〉 for
some cT ∈ K, we have φ ∈ J.
In the sequel, X means the set defined in (∗∗∗). An element of X has the
following “normal form”
(3.1) T =
1 2 · · · k ik+1 · · · id−1 id id+1 · · · in−d
j1 j2 · · · jk jk+1 · · · jd−1
,
where ik+1 < ik+2 < · · · < id−1, id < id+1 < · · · < in−d and il < jl for all k < l < d.
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Lemma 3.8. With the same notation as Corollary 3.7, let T ∈ X be a tableau
of the form (3.1). For any permutation σ on {id, . . . , in−d, j1, . . . , jk}, we have
xa(fT − fσT ) ∈ J. Here σT is the Young tableau of shape µ given by replacing each
i in T by σ(i).
Proof. It is easy to see that σ is a product of transpositions of the form τ = (ia, jb)
for d ≤ a ≤ n− d and 1 ≤ b ≤ k. So it suffices to show that xa(fT − fτT ) ∈ J. By
the symmetry, we may assume that τ = (id, j1). We have
τT =
1 2 · · · k ik+1 · · · id−1 j1 id+1 · · · in−d
id j2 · · · jk jk+1 · · · jd−1
Set
T ′ =
id 2 · · · k ik+1 · · · id−1 1 id+1 · · · in−d
j1 j2 · · · jk jk+1 · · · jd−1
Then xa(fT − fτT ) = xafT ′ ∈ J, since x1 6∈ supp(fT ′). 
For the tableau T of (3.1), set
hT :=
d−1∏
l=k+1
(xil − xjl).
Lemma 3.9. With the above notation, if φ = xa(
∑
T∈X cTfT ) ∈ I〈d〉 for some
cT ∈ K, then we have ∑
T∈X
cThT = 0.
Proof. Since xa(fT − xahT ) ∈ I〈d〉 for each T ∈ X , we have
φ− x2a
∑
T∈X
cThT = x
a
∑
T∈X
cT (fT − xahT ) ∈ I〈d〉,
and hence x2a(
∑
T∈X cThT ) ∈ I〈d〉. On the other hand, any nonzero term of
x2a(
∑
T∈X cThT ) dose not belong to I〈d〉. Hence we have
∑
T∈X cThT = 0. 
For the tableau T of (3.1), consider the tableau
(3.2) T̂ =
ik+1 · · · id−1 id id+1 · · · in−d
jk+1 · · · jd−1
of shape (n− d− k, d− 1− k), and the tableaux
(3.3) T˜ =
ik+1 · · · id−1 id id+1 · · · in−d j1 j2 · · · jk
jk+1 · · · jd−1
WHEN IS A SPECHT IDEAL COHEN–MACAULAY? 13
on shape (n− d, d− 1− k). Clearly, hT = fT̂ = fT˜ .
We say T ∈ X is quasi h-standard (resp. h-standard), if T̂ (resp. T˜ ) is a
standard tableau. Here we regard T̂ and T˜ as the tableaux with the letter set
[n] \ ([k] ∪ {j1, . . . , jk}) and [n] \ [k] respectively. Set
Y := {T ∈ X | T is quasi h-standard}
and
Z := {T ∈ X | T is h-standard}.
Lemma 3.10. If T ∈ X, there are T1, . . . , Tm ∈ Y and c1, . . . , cm ∈ K for such
that
fT =
m∑
l=1
clfTl .
Moreover, if T is of the form (3.1), then we may assume that each Tl is of the form
1 2 · · · k i′k+1 · · · i′d−1 i′d i′d+1 · · · i′n−d
j1 j2 · · · jk j′k+1 · · · j′d−1
with (id, id+1, . . . , in−d) ≤ (i′d, i′d+1, . . . , i′n−d) in the coordinate-wise order.
Proof. It suffices to apply the standard argument of the Specht module theory (see,
for example, [5, §2.6]) to the tableaux of the form T̂ . For the reader’s convenience,
we will sketch the outline.
Note that the tableau T in (3.1) belongs to Y if and only if jk+1 < jk+2 < · · · <
jd−1 and id−1 < id. First, assume that jl−1 > jl for some k+2 ≤ l ≤ d− 1, and l is
the minimal number with this property (if there is no such l, let us move directly
to the operation in the next paragraph). Note that il−1 < il < jl < jl−1 now.
Consider the following two tableaux
Ta =
· · · il−1 il · · · · · ·
· · · jl jl−1 · · ·
and Tb =
· · · il−1 jl · · · · · ·
· · · il jl−1 · · ·
.
More precisely, we have to apply a suitable column permutation to Tb so that the
first row is increasing from left to right. Except the three slots where jl−1, il and
jl are in, Ta and Tb are same as T (modulo the column permutation stated above).
Since fT = fTa − fTb , we replace fT by fTa − fTb . If Ta 6∈ Y or Tb 6∈ Y , we apply
the above operation to them. Repeating this procedure, we can reduce to the case
where jk+1 < jk+2 < · · · < jd−1 in (3.1).
In the above situation, id−1 < id implies T ∈ Y . So we assume that id−1 > id.
Note that id < id−1 < jd−1 now. Consider the following two tableaux
Tc =
· · · id id−1 · · ·
· · · jd−1
and Td =
· · · id jd−1 · · ·
· · · id−1
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(more precisely, we have to apply a suitable column permutation to each tableau so
that the first row is increasing from left to right). Since fT = fTc − fTd , we replace
fT by fTc − fTd. However, the above column permutations of Tc and Td might
violate the inequalities jk+1 < jk+2 < · · · < jd−1. If this is the case, we apply (and
repeat, if necessary) “Ta and Tb operations”. After that, we go back to “Tc and
Td operations”. Repeating this procedure, we can get the expected representation
fT =
∑m
l=1 clfTl.
The last assertion of the lemma is clear, since id < id−1 in Tc and id < jd−1 in Td
(this fact also guarantees the termination of the above procedure). 
The proof of Theorem 3.1. Since ISpµ is a radical ideal by induction hypothesis, we
can use Corollary 3.7, and it suffices to show the statement (∗∗∗). For a given
φ = xa(
∑
T∈X cTfT ) ∈ I〈d〉, we apply the following algorithm.
Operation 1. Using Lemma 3.10, we re-write φ as φ = xa(
∑
T∈Y c
′
TfT ).
Note that ∑
T∈Y
c′TfT˜ =
∑
T∈Y
c′ThT = 0
by Lemma 3.9. If c′T 6= 0 implies T ∈ Z (equivalently, φ = xa(
∑
T∈Z c
′
TfT )), then
we have
∑
T∈Z c
′
TfT˜ = 0. Since {fT˜ | T ∈ Z} is linearly independent as is well-
known in the Specht module theory (see, for example, [5, Theorem 2.5.2]), we have
c′T = 0 for all T ∈ Z and hence φ = 0 ∈ J.
If c′T 6= 0 for some T ∈ Y \ Z, we go to the next operation.
Operation 2. For the tableau T of the form (3.1), we have a permutation σT on
{id, . . . , in−d, j1, . . . , jk} such that
σT (id) < σT (id+1) < · · · < σT (in−d) < σT (j1) < σT (j2) < · · · < σT (jk).
(Note that T ∈ Z if and only if σT = Id.) Set
φ′ =
∑
T∈Y
c′TfσT T .
Note that
φ− φ′ =
∑
T∈Y
c′T (fT − fσT T ) ∈ J.
by Lemma 3.8. Hence it suffices to show that φ′ ∈ J, and we replace φ by φ′.
However, σTT 6∈ Y (i.e., id−1 > id) might happen, so we will go back to Operation 1,
and then move to Operation 2. We repeat this procedure until we get a form
φ = xa(
∑
T∈Z c
′
TfT ). Operation 1 does not change the sequence (j1, . . . , jk), and
Operation 2 raises it with respect to the coordinate-wise order. It means that this
algorithm eventually stops, and we get an expected expression φ = xa(
∑
T∈Z c
′
TfT ).
Then φ = 0, as we have shown above. It means that the original φ can be reduced
to 0 modulo J, that is, the original φ belongs J. So the condition (∗∗∗) holds. 
Combining Theorem 3.1 with Theorem 2.6, we have the following.
Corollary 3.11. If char(K) = 0, the ring R/ISp(n−d,d) is Cohen-Macaulay.
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For n ∈ N, the n-th Catalan number Cn is given by
Cn =
1
2n + 1
(
2n+ 1
n
)
,
and {Cn}n∈N is one of the most important combinatorial sequences. Exercise A8 of
the monograph [6] gives 17 algebraic interpretations of Catalan numbers (e.g., in
terms of the ring of upper triangular matrices, SL(2,C), the toric variety associated
with the n-dimensional cube, . . .) beside more than 200 purely combinatorial inter-
pretations. It is well-known that the number of standard tableaux of shape (n, n)
(or equivalently, of shape (n, n− 1)) is Cn. See, for example, [6, Exercise 168] (this
fact is counted as a combinatorial interpretation in this monograph). Theorem 3.1
gives yet another algebraic interpretation of the Catalan numbers.
Corollary 3.12. In the polynomial ring K[x1, . . . , x2n], the number of minimal
generators of the ideal
I2n,n+1 =
⋂
F⊂[2n]
#F=n+1
(xi − xj | i, j ∈ F )
is the n-th Catalan number Cn. Similarly, the ideal I2n−1,n+1 ⊂ K[x1, . . . , x2n−1] is
also generated by Cn elements.
Proof. Since I2n,n+1 = I
Sp
(n,n) and I2n−1,n+1 = I
Sp
(n,n−1), the assertion follows from the
above mentioned characterization of the Catalan numbers. 
4. The radicalness of ISp(a,a,1)
In this section, we assume that n = 2a+ 1 for some a ∈ N, and set λ = (a, a, 1)
and µ = (a, a). For a Young tableau
(4.1) T =
i1 i2 · · · ia
j1 j2 · · · ja
of shape µ, set
P (T ) := { (ik, jk) | 1 ≤ k ≤ a }.
Lemma 4.1. Recall that S = K[x1, . . . , xn−1], and ϕ : R → S is the natural
surjection. With the above notation, we have
ϕ(ISpλ ) = ( xixjfT | T ∈ Tab(µ), (i, j) ∈ P (T ) ) ⊂ S.
For notational simplicity, we set
J := ( xixjfT | T ∈ Tab(µ), (i, j) ∈ P (T ) ).
Proof. The proof is parallel to that of Lemma 3.3. Note that
ISpλ = ( fT ′ | T ′ ∈ StTab(λ) ).
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Here we use the inverse order n ≺ n − 1 ≺ · · · ≺ 1, and hence a standard tableau
on λ is of the form
T ′ =
n i2 i3 · · · ia
i1 j2 j3 · · · ja
j1
and we have
ϕ(fT ′) = xi1xj1
a∏
k=1
(xik − xjk) = xi1xj1fT ,
where T is the tableau in (4.1). It is easy to see that ϕ(fT ′) ∈ J, and hence
ϕ(ISpλ ) ⊂ J.
The converse inclusion is easy. 
Theorem 4.2. The Specht ideal ISp(a,a,1) is radical.
Proof. This can be proved by an argument similar to the previous section. Let
I〈a+1〉 ⊂ S be the ideal generated by all squarefree monomials of degree a+1. With
the above notation, we have√
ϕ(ISpλ ) =
√
ISpµ ∩ I〈a+1〉 = ISpµ ∩ I〈a+1〉,
where the first (resp. second) equality follows from Lemma 2.10 (resp. Theo-
rem 3.1). By Lemma 3.4, it suffices to show that J (= ϕ(ISpλ )) is a radical ideal,
equivalently, J ⊃ ISpµ ∩ I〈a+1〉.
By an argument similar to Lemma 3.5, it suffices to show that
(⋆) If ψ = xa(
∑
T∈Tab(µ) cTfT ) ∈ I〈a+1〉 for some squareferee monomial xa ∈
S = K[x1, . . . , xn−1] and cT ∈ K, we have ψ ∈ J.
By the symmetry, we may assume that xa = x1x2 · · ·xk. We can rewrite ψ as
ψ = xa(
∑
T∈StTab(µ) c
′
TfT ). Moreover, we can replace ψ by
ψ′ := xa(
∑
T∈W
c′TfT ),
where W is the subset of StTab(µ) consisting of T of the form
(4.2) T =
1 2 · · · k ik+1 · · · ia
j1 j2 · · · jk jk+1 · · · ja
.
In fact, if T ∈ StTab(µ)−W , then it is clear that xafT ∈ J.
For the tableau T in (4.2), set
hT :=
a∏
l=k+1
(xil − xjl),
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and consider the tableau
T :=
ja ja−1 · · · jk+1 jk jk−1 · · · j1
ia ia−1 · · · ik+1
of shape (a, a − k). Clearly, hT = (−1)kfT . Since T is standard, T is standard
with respect to the inverse order n ≺ n − 1 ≺ · · · ≺ k + 1 ≺ k and the letter set
{k + 1, . . . , n− 1, n}. Hence {hT | T ∈ W} is linearly independent.
On the other hand, by an argument similar to Lemma 3.9, we have∑
T∈W
c′ThT = 0.
It implies that c′T = 0 for all T ∈ W , that is, ψ′ = 0. It means that ψ ∈ J, and we
get the expected statement (⋆). 
Combining Theorem 4.2 with Theorem 2.6, we have the following.
Corollary 4.3. If char(K) = 0, the ring R/ISp(a,a,1) is Cohen-Macaulay.
By [7], Corollaries 3.11 and 4.3, we have the following.
Corollary 4.4. Assume that char(K) = 0. Then R/ISpλ is Cohen–Macaulay if and
only if λ is one of the following form.
(1) λ = (n− d, 1, . . . , 1),
(2) λ = (n− d, d),
(3) λ = (a, a, 1).
5. Characteristic free approach to the low dimensional cases
Proposition 5.1. For any K, R/ISp(n−2,2) is a Cohen-Macaulay ring with the Hilbert
series
Hilb(R/ISp(n−2,2), t) =
1 + (n− 2)t+ t2
(1− t)2 .
Proof. As in the previous section, set S := K[x1, . . . , xn−1], and ϕ : R → S the
natural surjection. Since xn is a non-zero divisor of R/I
Sp
(n−2,2), and R/(I
Sp
(n−2,2) +
(xn)) ∼= S/ϕ(ISp(n−2,2)), it suffices to show that S/ϕ(ISp(n−2,2)) is Cohen–Macaulay. In
the proof of Theorem 3.1, we have shown that ϕ(ISp(n−d,d)) is radical. Since ϕ(I
Sp
(n−2,2))
and ISp(n−2,1) are radical, we have
ϕ(ISp(n−2,2)) = I
Sp
(n−2,1) ∩ I〈2〉
by Lemma 2.10, where ISp(n−2,1) is a Specht ideal in S and I〈2〉 ⊂ S is the ideal
generated by all degree 2 monomials. Consider the short exact sequence
(5.1) 0 −→ S/ϕ(ISp(n−2,2)) −→ S/ISp(n−2,1) ⊕ S/I〈2〉 −→ S/(ISp(n−2,1) + I〈2〉) −→ 0.
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It is an elementally fact of the Stanley–Reisner ring theory that S/I〈2〉 is a 1-
dimensional Cohen–Macaulay ring. Moreover, we have S/ISp(n−2,1)
∼= K[X ] and
S/(ISp(n−2,1) + I〈2〉)
∼= K[X ]/(X2). Hence S/ϕ(ISp(n−2,2)) is Cohen–Macaulay by (5.1).
Next we will compute the Hilbert series. By basic techniques of Stanley–Reisner
ring theory (see, for example [2, pp.212–213]), we have
Hilb(S/I〈2〉, t) =
1 + (n− 2)t
(1− t) .
Hence, by (5.1),
Hilb(S/ϕ(ISp(n−2,2)), t) = Hilb(S/I
Sp
(n−2,1), t) + Hilb(S/I〈2〉, t)
−Hilb(S/(ISp(n−2,1) + I〈2〉), t)
=
1
(1− t) +
1 + (n− 2)t
(1− t) − (1 + t)
=
1 + (n− 2)t+ t2
(1− t) .
Since xn is a non-zero divisor of R/I
Sp
(n−2,2), the Hilbert series of R/I
Sp
(n−2,2) has the
expected form. 
Proposition 5.2. For all n ≥ 4, R/ISp(n−2,2) is Gorenstein.
Proof. By Proposition 5.1, A := R/ISp(n−2,2) is a Cohen–Macaulay ring admitting
the canonical module ωA, whose Hilbert series is also
Hilb(ωA, t) =
1 + (n− 2)t+ t2
(1− t)2 .
In particular, dimK(ωA)0 = 1. Take 0 6= a ∈ (ωA)0. In the sequel, P F for F ⊂ [n]
denotes the prime ideal of A = R/ISp(n−2,2) given by the quotient of PF ⊂ R. Since
AssA ωA = AssAA = {P F | F ⊂ [n],#F = n− 1},
there is some F ′ ⊂ [n] such that #F ′ = n − 1 and PF ′ ⊃ AnnA(a). On the
other hand, the symmetric group Sn also acts on ωA. Since a ∈ (ωA)0 ∼= K, a
is stable under the Sn-action up to scalar multiplication. Hence Sn also acts on
AnnA(a), and we have P F ⊃ AnnA(a) for all F ⊂ [n] with #F = n − 1. Since⋂
#F=n−1 PF = In,n−1 = I
Sp
(n−2,2), we have AnnA(a) ⊂
⋂
#F=n−1 P F = (0), and hence
A ∼= Aa. Since Aa and ωA have the same Hilbert functions, ωA = Aa, and A is
Gorenstein. 
Theorem 5.3. For n ≥ 5, R/In,n−2 is Cohen-Macaulay if and only if char(K) 6= 2.
Hence, for n ≥ 6, R/ISp(n−3,3) is Cohen-Macaulay if and only if char(K) 6= 2. The
same is true for R/ISp(2,2,1).
Proof. By virtue of Theorems 3.1 and 4.2, the second and third statements follow
from the first, so it suffices to show the first.
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As above, let S := K[x1, . . . , xn−1] be the polynomial ring and ϕ : R → S the
natural surjection. Note that I5,3 = I
Sp
(2,2,1) and In,n−2 = I
Sp
(n−3,3) for n ≥ 6. Set
µ := (n− 3, 2). Then ISpµ ⊂ S is radical by Theorem 3.1, and we have
ϕ(In,n−2) = I
Sp
µ ∩ I〈3〉
by Lemma 2.10. We consider the exact sequence
(5.2) 0 −→ S/ϕ(In,n−2) −→ S/ISpµ ⊕ S/I〈3〉 −→ S/(ISpµ + I〈3〉) −→ 0.
Since ISpµ and I〈3〉 have no associated prime in common, A := S/(I
Sp
µ + I〈3〉) has
dimension 1. Since S/ISpµ and S/I〈3〉 are 2-dimensional Cohen–Macaulay rings,
R/In,n−2 is Cohen–Macaulay, if and only if so is S/ϕ(In,n−2), if and only if so is A.
So it suffices to show that A is Cohen–Macaulay if and only if char(K) 6= 2. Now
let us analyze the structure of A.
For distinct i, j, k ∈ [n − 1], we have xixjxk ∈ I〈3〉 ⊂ ISpµ + I〈3〉. Since (xi −
xl)(xj − xk) ∈ ISpµ for distinct i, j, k, l ∈ [n− 1], we have
x2ixj − x2ixk = xi(xi − xl)(xj − xk) + xixlxj − xixlxk ∈ ISpµ + I〈3〉.
Similarly, considering xixj(xi−xl)(xj −xk), we have x2ix2j ∈ ISpµ + I〈3〉. So non-zero
monomials of Am for m ≥ 2 are of the form xmi or xm−1i xj . Moreover, xm−1i xj =
xm−1i xk, if i 6= j, k. Hence, for m ≥ 3, the homogeneous component Am is spanned
by 2(n− 1) elements
xm1 , . . . , x
m
n−1, x
m−1
1 x2, x
m−1
2 x3, . . . , x
m−1
n−2 xn−1, x1x
m−1
n−1 .
For simplicity, let
α
(m)
1 , . . . , α
(m)
n−1, β
(m)
1 , β
(m)
2 , . . . , β
(m)
n−1
denote these 2(n− 1) elements.
To show that α
(m)
1 , . . . , α
(m)
n−1, β
(m)
1 , . . . β
(m)
n−1 are linearly independent, assume that
c1α
(m)
1 + · · ·+ cn−1α(m)n−1 + d1β(m)1 + d2β(m)2 + · · ·+ dn−1β(m)n−1 = 0
for c1, . . . , cn−1, d1, . . . , dn−1 ∈ K. Then we have
c1x
m
1 + · · ·+ cn−1xmn−1 + d1xm−11 x2 + · · ·+ dn−1x1xm−1n−1 ∈ ISpµ + I〈3〉.
Hence there is a degree m element f ∈ I〈3〉 such that
(5.3) c1x
m
1 + · · ·+ cn−1xmn−1 + d1xm−11 x2 + · · ·+ dn−1x1xm−1n−1 + f ∈ ISpµ .
For any a ∈ K, if we put x1 = a and xi = 1 for all i 6= 1 then the left side of (5.3)
becomes 0 (all elements in ISpµ have this property). Hence, for any a ∈ K, x1 = a
is a root of the equation
(5.4) c1x
m
1 + d1x
m−1
1 + (lower degree terms) = 0.
Since #K = ∞, the left side of (5.4) is the zero polynomial, and c1 = d1 = 0.
Similarly, we have ci = di = 0 for all i. It means that α
(m)
1 , . . . , α
(m)
n−1, β
(m)
1 , . . . β
(m)
n−1
are linearly independent. Hence they form a basis of Am, in particular, we have
dimK Am = 2(n− 1) for all m ≥ 3.
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When char(K) 6= 2: We will show that e1 = x1+x2+ · · ·+xn−1 is A-regular. Since
e1 is clearly (S/I
Sp
µ )-regular, and I〈3〉 is generated by degree 3 elements, we have
e1y 6= 0 for all 0 6= y ∈ Am with m = 0, 1. Since we have
e1α
(m)
i = α
(m+1)
i + (n− 2)β(m+1)i , e1β(m)i = β(m+1)i
for each 1 ≤ i ≤ n−1, it is easy to see that e1y 6= 0 for all 0 6= y ∈ Am with m ≥ 3.
So it remains to show the case 0 6= y ∈ A2. Consider the K-linear map
f : A2 ∋ y 7−→ e1y ∈ A3.
For distinct i, j ∈ [n− 1], we have
f(x2i ) = α
(3)
i + (n− 2)β(3)i , f(xixj) = β(3)i + β(3)j .
Hence, for distinct i, j, k ∈ [n− 1], we have
f(−xjxk + xkxi + xixj) = −β(3)j − β(3)k + β(3)k + β(3)i + β(3)i + β(3)j = 2β(3)i .
Since char(K) 6= 2 now, it follows that β(3)i ∈ Im f , and hence α(3)i ∈ Im f . So f
is surjective. On the other hand, we have A2 = (S/I
Sp
µ )2, and the Hilbert series of
S/ISpµ is given in Proposition 5.1 (of course, we should replace n by n − 1), so we
have
dimA2 = dim(S/I
Sp
µ )2 = 2n− 2 = dimA3.
It follows that the surjective map f is also injective, and hence e1y 6= 0 for all
0 6= y ∈ A2. Summing up, e1 is A-regular. Since dimA = 1, A is Cohen-Macaulay.
When char(K) = 2: Set y := x1x2 + x2x3 + x3x1 ∈ A2. Clearly, y 6= 0. For i ≥ 4,
we have xiy = 0. On the other hand, for i = 1, 2, 3, we also have xiy = 2β
(3)
i = 0
now. Hence y is a non-zero socle element, and depthA = 0. It means that A is not
Cohen–Macaulay. 
Remark 5.4. Macaulay2 shows that the Betti diagram of R/ISp(3,3) (= R/I6,4) is
total: 1 5 9 5
0: 1 . . .
1: . . . .
2: . 5 . .
3: . . 9 5
if char(K) = 0 (actually, if char(K) 6= 2), and
total: 1 5 9 6 1
0: 1 . . . .
1: . . . . .
2: . 5 . . .
3: . . 9 5 1
4: . . . 1 .
if char(K) = 2.
The computer experiments suggest the following conjectures. We have to say
that the computation of Specht ideals is very heavy, so we do not have so much
experience.
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Conjecture 5.5. Let λ = (λ1, . . . , λl) be a partition of n satisfying the condi-
tion (2) or (3) of Proposition 2.8. Then R/ISpλ is Coehn–Macaulay if and only if
char(K) = 0 or char(K) ≥ n− λ1.
Conjecture 5.6. If char(K) = 0, R/ISp(a,a,1) has an (a+ 2)-linear resolution.
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