Steady-state visual evoked potential (SSVEP)-based brain computer interfaces (BCIs) have gained considerable research interest because of their higher signal-to-noise ratio and greater information transfer rate than those of other BCI techniques. The signal processing algorithm is of key importance to the performance of BCI systems, and therefore plays a significant role in practical applications. However, there is no comprehensive review of the signal processing algorithms used for SSVEP-based BCIs. This paper reviews relevant papers and analyzes recent developments in use of these algorithms. The aim is to find their limitations to provide a guideline for researchers in this field of SSVEP-based BCIs. Techniques employed for signal preprocessing, feature extraction, and feature classification are discussed. Algorithms that can be applied to nonlinear and non-stationary signal processing are increasingly employed rather than traditional Fourier-based transforms because they are more suitable for the characteristics of SSVEPs. Spatial filtering techniques for channel selection are better at eliminating nuisance signals than those that use a single channel signal for processing. In addition, other factors that affect the performance of the system are discussed.
Introduction
A brain computer interface (BCI) is a communication system that does not depend on the brain's normal output pathways of peripheral nerves and muscles [1] . The ultimate goal of BCI is to create a specialized interface that will allow an individual with severe motor disabilities to have effective control of devices such as computers, speech synthesizers, assistive appliances, and prostheses [2] .
Electroencephalography (EEG) is most commonly used for BCIs due to its portability and ease of use. There are four typical EEG BCI paradigms: steady-state visual evoked potentials (SSVEPs), slow cortical potentials (SCPs), the P300 component of evoked potentials, and sensorimotor rhythms (SMRs) [3] . An SSVEP is a periodic response to a visual stimulus modulated at a frequency of higher than 6 Hz [4] (or high than 4 Hz [5] ). It can be recorded from the scalp as a nearly sinusoidal oscillatory waveform with the same fundamental frequency as that of the stimulus, and often includes some higher harmonics. The amplitude and phase characteristics of SSVEPs depend upon the stimulus intensity and frequency.
SSVEP-based BCIs are becoming a research hotspot due to their many advantages over other BCI systems, including a higher signal-to-noise ratio (SNR) and a faster information transfer rate (ITR). They also do not require intensive training [6] . According to the modulation method and feature variable used for classification, there are two typical types of SSVEPbased BCI, namely frequency-and phase-coded. Frequencycoded SSVEPs use visual stimuli with distinct frequencies, and detect targets by checking the spectral peaks in the recorded spectrum [7] . The number of stimuli is always equal to the number of targets. Phase-coded SSVEPs use visual stimuli with the same frequency but different phases. These systems identify gazed targets by comparing the phase lags between the measured SSVEPs and a reference one [8] .
In the last few years, many SSVEP-based BCI systems have been developed. In 1999, cursor control based on SSVEPs was implemented [9] . Four rectangles that flashed at different frequencies on the screen around the cursor were used to indicate four directions. Another study [10] employed SSVEPs to control a humanoid robot system asynchronously. A spelling system [11] was successfully commanded by 11 healthy subjects to spell 'BRAINCOMPUTERINTERFACE' at an average ITR of 27 bits/min. A study [12] designed an asynchronous SSVEP-based hospital bed nursing system that can be used without training of the user. Fifteen subjects took part in the test, with the system achieving an average accuracy of 92.5% and an average command transfer interval of 5.22 seconds per command.
Various signal processing methods have been applied to detect and process SSVEPs. The algorithms have a great impact on the performance of the whole system, particularly the detection accuracy and the ITR. In this review, algorithms commonly used in SSVEP-based BCIs are compared. Techniques used in the three stages of signal processing, namely signal preprocessing, feature extraction, and feature classification, are compared and analyzed.
Objectives
A standard BCI system usually includes multiple stages, including data acquisition, data preprocessing, feature extraction, feature classification, and command translation. Figure 1 shows a BCI system divided into three layers: input (EEG data acquired from the subjects), system function (data processing algorithm), and output (control of external devices). Sometimes, the subjects can get feedback from the actions of the devices and then make adjustments to have better control of the devices. The data processing algorithm usually includes data preprocessing, feature extraction, and feature classification. The aim of data preprocessing is to eliminate nuisance signals. Feature extraction and feature classification use the characteristics of SSVEP signals to identify a subject's intent to control an external device. The algorithm acts like a bridge that links the subjects and the external devices. Its influence on the performance of a BCI system should thus be fully understood. This paper conducts a comprehensive review of algorithms used for SSVEP-based BCIs. It focuses on data preprocessing, feature extraction, and feature classification. The objectives of this review are to determine which algorithms are mostly used and what are the key issues for SSVEP signal processing algorithms, and to identify current development. This information can be used as a guideline and reference for future work.
Discussion
The methods used for signal preprocessing, feature extraction, and feature classification are shown in Tables 1, 2 , and 3 respectively. The spatial filtering methods can be used for feature extraction as well as signal preprocessing. These methods are compared in more detail in the section on feature extraction.
The purpose of signal preprocessing is to remove nuisance signals to get pure EEG signals and improve the recognition of target signals. Most filtering methods are based on frequency filtering (i.e., they modify the characteristics of signals in the frequency domain), such as the band-pass filter. In a lot of EEG research, a band-pass filter and a notch filter are embedded in the design of the data acquisition hardware. This review focuses on filters implemented in software.
Spatial filtering uses a linear combination of signals collected from multiple electrodes in order to improve detection accuracy [13] . Spatial filtering is usually utilized for signal preprocessing (see Table 1 ). In some cases, it can also be used to extract features, as done in the minimum energy combination (MEC) method. Two typical techniques are used for feature classification, namely comparing the feature values corresponding to different stimulations and using a classifier to confirm the target with these feature variables.
Signal preprocessing
SSVEPs are easily contaminated by other bio-signals or environmental noise. Therefore, the first step is usually to remove these nuisance signals as much as possible. As shown in Table 1 , band-pass and notch filters are commonly used. The former is used to limit the signals to be processed to within a certain frequency range, which corresponds to the stimulation frequencies used and their harmonics. Since SSVEPs are located in a narrow-band frequency range, the frequency width of the band-pass filter is often relatively narrow. The stimulation frequency can be classified into three bands [14] : low (1-12 Hz), medium (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) , and high . Most systems used low frequencies because they evoke higheramplitude SSVEPs. However, low-frequency flickering may lead to visual fatigue. In addition, low and medium flickering can even induce epileptic seizures [15] . For safety and comfort, higher stimulation frequencies are preferable [16] . It can be seen in Table 1 the higher pass frequency for papers [17, 18] are 60 Hz and 100 Hz because they used higher stimulation frequencies. The notch filter is utilized to remove power line interference. In most countries, this frequency is 50 Hz. In addition, an adaptive filter has been used for signal preprocessing [19] , which is not very common in SSVEP-based BCIs. Almost all papers reviewed used band-pass and notch filters, implemented either in hardware or software. Many EEG signal acquisition devices contain these filters (hardware filtering). For the CAR method, the average value of all electrodes is subtracted from the channel of interest to make the EEG recording nearly reference-free.
[ [50] [51] [52] [53] CCA Computes the relation between two multi-variable data sets after linear combinations of original data. [6, 46, 67] KCCA Developed based on the traditional CCA method to project data into a high-dimension space.
[45]
Multiway CCA Uses the optimal reference signals after adjustment. However, it increases computation time.
[48]
p-CCA The phase information is used in the reference signals.
[49] FFT is a fast computation algorithm for DFT. It usually needs long data segments for power estimation, which could influence practical applications. In real applications, the stimulation frequencies available might be limited because the frequency resolution is limited for a given data segment length.
[20] [21, 22] average of normalized power of three channels [23] FFT for power and phase computation; combination of two features [24] computing SSVEP phase [58, 63, 65] [ 68] sum of power at fundamental and second harmonics [69] projecting the Fourier coefficients onto reference phase directions; preliminary parameters adjustment DFT Discrete Fourier transform. Its computation time is higher than that of FFT.
[70] sum of normalized power at fundamental, second and third harmonics [71, 72] Wavelet transform Can be seen as an adjustable window Fourier analysis. Compared with Fourier transform, it has good time-frequency resolution and is suitable for processing non-stationary signals. However, it is still not better for nonlinear signal processing.
Wavelet packet decomposition
Wavelet packet decomposition is an extension of wavelet transform. It decomposes the signal into a complete wavelet packet tree. [25] wavelet coefficients used for power computation [29] CWT CWT means continuous wavelet transform. In real applications, the choice of mother wavelet is worth researching.
[27]
EEDM + MFD EEMD was developed to overcome the mode-mixing problem of EMD. It is suitable for non-stationary signal processing at the cost of higher computation time. MFD is used to estimate the power by computing the inner product between SSVEPs and the normalized complex-sinusoid signals.
[30]
EMD + rGZC After decomposition by EMD, the refined generalized zero-crossing method is used to compute the instantaneous frequency. EMD can be used to reduce noise not related to SSVEP.
[31] instantaneous frequency and frequency contribution EMD + Quadrature detection method
The combination of EMD and the quadrature detection method. The principle of the latter is quite similar to that of the MFD method.
[32]
HT Hilbert transform is used to compute SSVEP phases after spatial filtering with MEC. It needs a shorter data length than that for the Fourier method.
[ 16, 34] phase difference HHT HHT is the combination of EMD and HT. Like EMD, it is suitable for non-stationary and nonlinear signal processing with shorter data segments at the cost of higher computation time.
[64]
MCC + HT The power at stimulation frequency is calculated after original data being filtered by the MCC method. Then, HT is used to compute signal phases.
[33]
The SSVEPs are filtered by the MEC method, and then the estimated power at each stimulation frequency is computed as feature variables. It can make better use of signals from different channels. [11, [36] [37] [38] MEC + Auto-regressive estimation MEC is used to compute signal power at stimulation frequencies. The auto-regressive mode is employed to estimate noise power.
[56] combination of SNR of all channels at harmonic frequencies [66] 
ACSP
The analytic common spatial pattern method is applied to phase-coded SSVEPs. It is an improvement of CSP.
[42]
CCA-based method An effective method for computing the relation between two multi-variable data sets. Only the first maximum coefficient is used. The use of other canonical coefficients should be worth researching. CCA After linear combinations of original data, the two new signals are used to compute the correlation coefficient. It has better classification accuracy than that of PSDA method. [6, 46] KCCA The kernel is used to project the data into a high-dimension space to improve traditional CCA of which the two data sets are supposed to be linearly related. How to choose an appropriate kernel is worth discussing.
Multiway CCA It uses the optimal reference signals after adjustment, but this increases computation time.
[49] SFT Spectral F-test is implemented for feature extraction. Power spectral analysis is needed to build the test model. One of the proposed two tests does not need a baseline signal, making it better for direct use.
[ 17, 18, [50] [51] [52] [53] CCA + FFT FFT is used to confirm the signs of weight vectors computed by CCA for phase-coded SSVEP.
[67]
PCA + High order statistics + Auto-regressive estimation
The high-order statistics method is used to confirm SSVEP-related and unrelated components decomposed by PCA. Then, the auto-regressive mode is used for power spectral density analysis.
[40] PCC0 C0 complexity is used to detect idle state and work state (SSVEP state) when combined with the PCA method.
[41]
SDFSs Six stepping delay flickering sequences are used to form a phase-coded [7] SSVEP application. The principle of a Fisher classifier is to find the best direction of a straight line, and the feature variables can be separated by projection onto this line. [25] three consecutive results made a decision [29, 64] PNN A radial basis network that uses the Parzen window to estimate the probability density function of each class with labeled training data.
[ 16, 33] SVM The support vector machine determines the classification boundary adaptively and is suitable for two classes. [27, 34] Linear classifier + Alpha wave detection
The alpha wave detection is used when the stimulus frequency is between 8-12 Hz to reduce false positives.
[39]
Phase direction The signs of weight coefficients are used to recognize different targets of phase-coded SSVEP.
Spatial filtering preprocesses multiple channel signals in the spatial domain. The principle of spatial filtering is to enhance stimulation-related signals or to reduce other nuisance signals through linear combinations of signals from different channels. MEC and maximum contrast combination (MCC) are the most frequently used methods for spatial filtering (see Table 1 ). Their objective functions used to compute the weight coefficients for spatial filters are different. MEC tries to eliminate activity unrelated to SSVEP whereas MCC tries to maximize the SNR. They are used in 43% of papers reviewed that employ spatial filtering. Other methods, such as canonical correlation analysis (CCA), common average reference (CAR), and principal component analysis (PCA), have also been utilized.
Of note, even for multi-channel SSVEPs, frequency filtering is always used together with spatial filtering. Another advantage of spatial filtering is that it combines signal preprocessing and feature extraction. Spatial filtering techniques used for feature extraction are discussed in the following section. As mentioned, the signal processing algorithm is of vital importance to the whole BCI system, and feature extraction is a key issue. A variety of methods have been used (see Table 2 ). Table 4 shows how often the typical methods were used for feature extraction based on Table 2 . Here, the fast Fourier transform (FFT) and the discrete Fourier transform (DFT) are combined into Fourier-based transform. The Hilbert-Huang transform (HHT) includes empirical mode decomposition (EMD) and Hilbert transform (HT), so it was counted once for each of these two methods. These methods are discussed in detail below.
Feature extraction
In order to clearly compare the differences between these approaches, the analysis methodology of using partial conclusion is employed. The feature extraction methods for single-and multi-channel signal processing are summarized in the sub-sections 'Partial conclusion of single-channel signal processing methods' and 'Partial conclusion of multi-channel signal processing methods'.
Fourier-based transform
Fourier-based transform methods are mostly used for power spectrum density analysis (PSDA). Their advantages include simplicity and small computation time. As shown in Table 4 , 13 papers employed Fourier-based transforms. Most of them used the transforms to compute the power at the stimulation frequencies and their harmonics for frequencycoded SSVEPs. In one study, the average power centered on the stimulation frequency was calculated [20] , and then the frequency with the maximum power value was confirmed as the target one. In some research, the power was equalized with a baseline EEG obtained when subjects did not focus on any stimulus [21, 22] . However, this method is time-consuming. For multi-channel signals, the optimal electrode for different subjects can be chosen using preliminary experiments with the FFT method. In some papers [23, 24] , the FFT was employed to compute the SSVEP phases for phase-coded systems. In the experiments, the detection accuracy increased with increasing length of the SSVEP epoch.
Frequency resolution is a key issue for the FFT method. It is defined as the sampling frequency divided by the data length. Thus, the time window length of SSVEP signals needs to be long enough to enhance the frequency resolution when the sampling frequency is fixed. This might limit practical applications because it causes a lower ITR [25] . Additionally, a larger window length could cause classification errors during a change of stimuli. This is due to the memory effect of using EEG signals corresponding to a previous class in the current classification procedure. Zero padding is often used for FFT computing. However, it only enhances the visual frequency resolution rather than the physical frequency resolution. Fourier transforms were originally designed for linear and stationary signals [26] . SSVEP signals are non-stationary and their frequency components vary as a function of time [27, 28] . It is therefore usually presumed that the individual segments of the EEG signal can be approximately considered as being linear and stationary signals. This presumption may affect the processing results.
Wavelet transform
Wavelet transforms are based on Fourier transforms. They are an adjustable-window Fourier analysis [26] , and provide good time-frequency resolution, so are suitable for processing non-stationary SSVEP signals. Many studies [25, 27, 29] have used wavelet analysis. The original signals are decomposed into several components corresponding to different frequency ranges. Then, the components containing the stimulation frequencies are extracted for further processing. The wavelet coefficients are used to estimate power at relevant frequency points.
A key problem with applying wavelet analysis is how to choose an appropriate mother wavelet to attain good performance. One study [27] experimented with different kinds of wavelet, and found that the complex Morlet wavelet was best. This is an empirical method for choosing the wavelet. How to find wavelets suitable for SSVEP in less time while retaining high performance is worth researching. Although wavelet analysis is better for non-stationary signal processing compared with Fourier transform, it is based on the Fourier transform. Therefore, methods suitable for nonlinear and non-stationary signal processing, such as the HTT, are needed.
Hilbert-Huang transform
The HHT was designed for nonlinear and non-stationary signals [26] . It includes EMD and HT. EMD is used to decompose a signal into a number of intrinsic mode functions (IMFs). An IMF is an oscillatory function with time-varying frequencies that can represent the local characteristics of non-stationary signals [30] . Studies [31, 32] have used EMD to decompose original SSVEPs into several IMFs. SSVEP-related IMFs were selected by computing the instantaneous frequency, and then the frequency with the maximum presence probability and closest to the stimulation frequency was identified as the target [31] . In another study [32] , all IMFs were used to find which one had the maximum correlation index for various stimulation frequencies. Ensemble empirical mode decomposition (EEMD) was developed to overcome the modemixing problem of EMD caused by signal intermittences [26, 30] . EEMD decomposes the original signal added by white noise into several IMFs. In the HHT, the HT is used after EMD. The HHT is more stable than the FFT, which means that its recognition accuracy does not change greatly with data length. Although the HHT can be well used for nonlinear and nonstationary SSVEPs, its computation time is higher than that of the Fourier transform. The HT has also been employed to compute SSVEP phases [16, 33, 34] .
Partial conclusion of single-channel signal processing
methods Fourier-based transforms are quite popular for calculating the power values corresponding to stimulation frequencies. One advantage of this method is its simplicity and small computation time. The number of harmonics used for calculating this power value varies. The fundamental, second, and third harmonic frequency power values can be summed, or a weight vector for all harmonics can be used. One study [6] conducted experiments on the number of harmonics used for classification, and showed that it had no significant impact on performance. However, another study [35] stated that the use of the fundamental, second, and third harmonic frequencies yielded higher classification accuracy. Most researchers utilized the fundamental and second harmonic frequencies when processing SSVEPs. The FFT can also be used for calculating SSVEP phases.
The Fourier transform was originally designed for linear and stationary signals, while SSVEPs are nonlinear and nonstationary. Therefore, some researchers have used the wavelet transform or the HHT for SSVEP signal processing, which are suitable for linear, non-stationary and nonlinear, non-stationary signals.
Minimum energy combination and maximum contrast
combination All the methods discussed above are commonly employed to process single-channel SSVEPs. However, there is the problem of inter-subject variation, which can be overcome by determining the optimal electrode combination. Signals from multi-channel EEG are less affected by noise than those from a unipolar or bipolar system.
The combination of signals collected from different channels (electrodes) is also referred to as spatial filtering. As shown in Table 4 , 8 of the reviewed papers used this technique. MEC and MCC are the most commonly utilized methods. Through linear combinations of multi-channel signals, the nuisance signals can be greatly reduced and the ratio between SSVEP-related signals to unrelated signals can be enhanced.
As mentioned, spatial filtering methods can be used for signal preprocessing. After being combined, obtained signals can be processed with other algorithms as single signals. MEC or MCC can be used to compute the power [11, [36] [37] [38] or SNR [39] at the stimulation frequencies and their harmonics. That is to say, signal preprocessing and feature extraction are conducted at the same time, reducing computation time. Besides MEC and MCC, PCA [40] , principal component C0 complexity (PCC0) [41] , and analytic common spatial pattern (ACSP) [42] have also been used by researchers. Several methods for multi-channel signal feature extraction were investigated [43] , and the results showed that the MEC method achieved the best accuracy.
Canonical correlation analysis
MEC and MCC are types of spatial filtering used for feature extraction. The basic idea is to compute the power or SNR after the multi-channel signals are combined into one signal. CCA can also be employed to extract features. The CCA method is used to determine the relationship between two sets of data, which can be considered as the development of traditional correlation between two variables. In real life, it is necessary to study this kind of multivariate correlation. The potential and feasibility of CCA for SSVEP-based BCIs are currently being investigated.
CCA is a multivariable statistical method used when there are two sets of data which may have some underlying correlation [44] . A pair of linear transformations are found, and then the corresponding correlation of the two sets of data is maximized [45] . The authors in paper [46] stated that they are the first researchers to use CCA to recognize SSVEP. For practical applications, the correlation between SSVEPs and reference signals, which included sine and cosine components, was computed [6, 46] . A comparison between the CCA and PSDA methods was done by Hakvoort et al. [47] , who found that CCA had better performance.
However, standard CCA supposes that the two sets of data are linearly related. A kernel CCA (KCCA) method has thus been proposed [45] . It projects data into a high-dimension space, but the inner product of the new data can be still calculated using the original low-dimension data. Another paper [48] proposed a multiway CCA method to find optimal reference signals rather than sine and cosine waves in order to consider the inter-subject variability and trial-to-trial variability. An approach called phase-constrained canonical correlation analysis (p-CCA) [49] improves the reference signals of standard CCA by taking the SSVEP phase into account.
Only the first maximum canonical coefficient was used in almost all reviewed papers. The use of other coefficients or canonical variables is worth researching.
Partial conclusion of multi-channel signal processing
methods Spatial filtering methods such as MEC and MCC were utilized to extract features for multi-channel SSVEPs, and the experimental results show improvement over single-channel SSVEP signal processing methods. The CCA method calculates the correlation between SSVEPs and the stimulation signals to discriminate between different evoked potentials. One study [6] showed that CCA outperforms traditional PSDA methods. Several studies [45, 48, 49] proposed improved CCA methods that achieved good results. However, these studies used only the maximum canonical correlation coefficient. The use of other canonical coefficients or canonical variables should be investigated.
Spectral F-test
Muller et al. used the spectral F-test (SFT) for feature extraction. Two implementations were used, one for timelocked changes and the other for phase-locked changes.
Some studies [17, 50, 51] have used the first SFT, which was based on the relation mode between EEG signals before stimulation (rest period) and during stimulation. The ratio between states without and with stimulation was calculated. Other studies [18, 52] have used the second SFT, which computed the ratio between the power at the stimulation frequency point and the average power in its neighbouring frequencies. The critical value of the F-test was used in both types of SFT to confirm the presence of evoked responses. Then, the decision tree was utilized to identify different stimulation targets. However, the second SFT does not require a rest EEG signal, which is an advantage for practical applications as it reduces computational cost. One study [53] implemented both SFTs and found that the second is more suitable for smaller data segments.
For SSVEP-base BCI applications that didn't use the SFT method, a calibration or training procedure is always needed to adjust some parameters, such as the threshold used to distinguish the idle state from the work state. This can increase the preparation time required before the actual online experiment can be started and is inconvenient for BCI users. The second SFT implementation overcomes this problem.
Other methods
Some other techniques have also been proposed. Sparse signal processing is especially useful when few samples are available [54] . Least absolute shrinkage and selection operator (LASSO) assumes that SSVEPs are a standard linear regression model of stimulation signals, and its hypothesis is quite similar to those of spatial filtering methods such as MEC. One study [54] proposed a LASSO method for computing the contribution degree of different stimulus frequencies and harmonics to EEG signals. The target frequency was recognized as that with the maximum contribution degree. The results showed that the LASSO method had better performance and a shorter time window length was needed compared to those of the CCA method.
The matched filter detector (MFD) method was proposed [55] for computing the inner product between SSVEPs and normalized complex-sinusoid signals. The frequency with the maximum inner product is confirmed as the target stimulation. The method is based on the assumption that SSVEPs are a combination of stimulation signals and noise. One study [30] applied the MFD method after the EEMD method. The idea of MFD is quite similar to that of the CCA method. Both of them try to find the maximum correlation between SSVEPs and the stimulation signals. The difference lies in that they are suitable for dealing with multi-channel and single-channel signals, respectively.
Other methods such as auto-regressive (AR) estimation have also been used by researchers [40, 56] . They are not so commonly used compared with the aforementioned methods, and are thus not discussed in detail.
Feature classification
From Table 3 , the two frequently used methods for feature classification are value comparison and the classifier method. Almost 67% of the reviewed papers employed the value comparison method.
With value comparison, the feature variables extracted correspond to different stimulation signals. The target is confirmed by comparing these values and finding the maximum or minimum one. The maximum value of the feature variables is often used for frequency-coded SSVEPs, when the feature is the power at the stimulation frequencies and their harmonics. However, when the feature variable represents the phase difference between SSVEPs and the stimulation signals, the minimum value is used to identify the target.
The value comparison method is quite easy to understand and implement. Of note, this method is always used with a threshold or a dwell time, especially in asynchronous BCIs, to reduce false positives. If the feature value is over a specific value or several consecutive choices have been identified, the corresponding command is confirmed. The threshold or dwell time is usually obtained from preliminary experiments. This procedure might increase the preparation time required for online experiments.
Typical classifiers, such as the linear Fisher classifier, were employed in some research. Features corresponding to different stimulations are used as a feature vector to train the classifier with offline data. Finally, the online experiment is conducted with the classifier to identify different targets. Compared with the value comparison method, the classifier method needs offline data training, which can increase preparation time. However, a threshold is not necessary for this method.
Other techniques have also been used. One study [45] used an ensemble feature model for detecting idle and work states. The canonical coefficients at different harmonic frequencies were linearly combined. If the value was over a threshold, then the work state was confirmed. Both weights and the threshold were trained with offline data. A decision tree was used when the feature was extracted using the F-test method [17, 18, [50] [51] [52] [53] .
The classifier method is more complex than the value comparison method. It often involves training with testing data to calibrate some parameters of the system. One study [23] utilized linear discriminant analysis (LDA) to obtain a weight vector for combining frequency and phase features.
Other key factors
Besides the algorithms themselves, other factors, such as the frequency range, stimulation type, calibration procedure, parameter adjustment, and number of harmonics, affect the performance of the system. One study [57] did an experiment to illustrate this impact, and another study [58] showed that accuracy increases with the time window length of the SSVEP epoch. One study [59] tested the effect of stimulus specificity on the classification performance of an SSVEP-based BCI. Similarly, another study [60] conducted experiments to show the effects of stimulus parameters such as colour and frequency of flicker. Low-and medium-frequency flickering may lead to visual fatigue or even induce epileptic seizures [15] . For safety and comfort, higher stimulation frequencies are preferable [16] . A review paper [61] pointed out that BCIs using LEDs for stimulation had higher ITR than those using graphic stimuli. The setup of the experiment can also affect performance. A dictionary-driven SSVEP speller resulted in a significant increase in spelling performance compared with other SSVEPbased spelling systems, especially in terms of ITR [62] . One study [63] found that the SSVEP amplitude differs among individuals, which means adjustments have to be made.
Conclusion
This literature review compared the signal processing algorithms used in SSVEP-based BCIs to outline their development. The results can serve as a guideline and reference for future work. The procedure of SSVEP signal processing usually includes signal preprocessing, feature extraction, and feature classification. Among the reviewed papers, band-pass and notch filters are the most commonly employed to eliminate noise. Spatial filtering is utilized especially for multi-channel signals, which can reduce the influence of inter-subject variation.
Regarding feature extraction, the power at the stimulation frequencies and harmonics and the SSVEP phases are typical feature variables for frequency-coded and phase-coded SSVEPs. CCA, LASSO, MFD, and spatial filtering methods are also typically used. The relationship between SSVEPs and the reference signals, which usually include standard sine and cosine waves, is computed.
FFT is quite popular for calculating the power corresponding to different stimulation frequencies because of its simplicity and small computation time. FFT can be used for calculating SSVEP phases. However, the Fourier transform was originally designed for linear and stationary signals. Therefore, some researchers have used the wavelet transform or the HHT for SSVEP signal processing. These are suitable for linear, nonstationary and nonlinear, non-stationary signals, respectively. Single-channel signals are easily polluted by noise. In this condition, multi-channel signals have advantages. Spatial filtering methods, such as MEC and MCC, have been utilized to extract features for SSVEPs, with experimental results showing improvement. For multi-channel signals, computing the correlation between SSVEPs and the stimulation signals can be adopted. CCA and LASSO are typically used. To avoid calibration or an adjustment procedure, SFT can be used.
As for classification methods, the value comparison method and the classifier method are commonly used. The classifier method is more complex than the value comparison method, as it usually needs a training procedure to calibrate some parameters before online experiments.
Each proposed algorithm is suitable for use in specific applications. Besides research on algorithms used for signal processing, it is important to use these methods efficiently in practical BCI systems, which should be easy to command by users. The goals should be lower preparation time, a userfriendly interface, and subject comfort. The systems have to benefit disabled people, but most methods in the reviewed papers were tested with healthy people. Of course, they can also be used by ordinary people in other fields such as entertainment. 
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