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Abstract
We study the behavior of solutions of the Cauchy problem for a supercritical semilinear parabolic equa-
tion which approach a singular steady state from below as t → ∞. It is known that the grow-up rate of such
solutions depends on the spatial decay rate of initial data. We give an optimal lower bound on the grow-up
rate by using a comparison technique based on a formal asymptotic analysis.
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1. Introduction
We consider the Cauchy problem
{
ut = u+ up, x ∈RN, t > 0,
u(x,0) = u0(x), x ∈RN ,
(1.1)
where u = u(x, t),  is the Laplace operator with respect to x, p > 1, and u0 is a nonnegative
continuous function on RN .
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pS =
{
N+2
N−2 for N > 2,
∞ for N  2,
plays a crucial role. Namely, there is a family of positive radial solutions of
ϕ + ϕp = 0 on RN
if and only if p  pS. We denote the solution by ϕ = ϕα(|x|), where α = ϕα(0) > 0. For each
α > 0, the solution ϕα is strictly decreasing in |x| and satisfies ϕ(|x|) → 0 as |x| → ∞.
Another important critical exponent is
pc =
{
(N−2)2−4N+8√N−1
(N−2)(N−10) for N > 10,
∞ for N  10.
It is known that if pS  p < pc, each positive radial steady state intersects with other positive
radial steady states. For p  pc, it was shown in [7,9,11] that the family of positive steady states
{ϕα;α > 0} is completely ordered (that is, ϕα is strictly increasing in α for each x) and, moreover,
ϕα satisfies
lim
α→0ϕα
(|x|)= 0 and lim
α→∞ϕα
(|x|)= ϕ∞(|x|),
where ϕ∞ is a singular steady state explicitly written as
ϕ∞
(|x|)= L|x|−m, |x| > 0
with
m := 2
p − 1 and L :=
{
m(N − 2 −m)}1/(p−1).
It is also shown in [5,9] that each positive regular steady has the asymptotic behavior
ϕα
(|x|)= {L|x|−m − a|x|−m−λ1 + h.o.t. if p > pc,
L|x|−m − a|x|−m−λ1 log |x| + h.o.t. if p = pc
(1.2)
as |x| → ∞, where λ1 is a positive constant given by
λ1 = λ1(N,p) := N − 2 − 2m−
√
(N − 2 − 2m)2 − 8(N − 2 −m)
2
,
and a = a(α,N,p) is a positive number that is monotone decreasing in α. We note that the
quadratic equation
λ2 − (N − 2 − 2m)λ+ 2(N − 2 −m) = 0
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λ2 = λ2(N,p) := N − 2 − 2m+
√
(N − 2 − 2m)2 − 8(N − 2 −m)
2
.
These roots will play an important role in this paper.
Our concern in this paper is the behavior of positive solutions of (1.1) bounded by the singular
steady state. If we assume that u0 satisfies
0 u0(x) ϕ∞
(|x|) for |x| > 0, (1.3)
then the of solution (1.1) exists globally in time (see [10]), and by comparison, the solution
remains between the trivial steady state and the singular steady state for all t > 0. Though the
argument in this paper is also applicable to sign-changing solutions, we will deal with positive
solutions only for the sake of simplicity. (In fact, under conditions in the theorems below, the
solution eventually becomes positive at finite time.)
Building on the results in [5,6], Polácˇik and Yanagida [10] obtained global attractivity proper-
ties of the steady states in the case of p  pc. As an application of the global stability, they also
showed that (1.1) possesses global unbounded solutions. More precisely, if u0 satisfies (1.3) and
lim|x|→∞ |x|
m+λ1{ϕ∞(|x|)− u0(x)}= 0 for p > pc,
lim|x|→∞ |x|
m+λ1(log |x|)−1{ϕ∞(|x|)− u0(x)}= 0 for p = pc,
then the solution of (1.1) exists globally in time and satisfies ‖u(·, t)‖L∞(RN) → ∞ as t → ∞.
Once we know the existence of such grow-up solutions, the next step is to determine the grow-up
rate. It turns out that the grow-up rate depends on how close the initial data are to the singular
steady state as |x| → ∞.
The following upper bound is given in [2, Proposition 3.3].
Theorem A. Let p  pc. Suppose that u0 satisfies (1.3) and
u0(x) L|x|−m − b|x|−l for |x| >R
with some constants l > m+ λ1 and b,R > 0. Then there exist positive constants C and T such
that the solution of (1.1) satisfies
∥∥u(·, t)∥∥
L∞(RN)  Ct
m(l−m−λ1)
2λ1
for all t > T .
The upper bound in this theorem is not optimal for large l. In fact, it was shown in [2] that
there is a universal upper bound independent of the initial data. A sharp universal upper bound
was found by Mizoguchi [8].
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and T such that the solution of (1.1) satisfies
∥∥u(·, t)∥∥
L∞(RN)  C1t
m(λ2−λ1+2)
2λ1
for all t > T . Moreover, there exists u0 satisfying
u0(x)L|x|−m − be−|x|2/4 for |x| >R
with some b,R > 0 such that the solution of (1.1) satisfies
∥∥u(·, t)∥∥
L∞(RN)  C2t
m(λ2−λ1+2)
2λ1
with some C2 > 0 for all t > 0.
Concerning the lower bound, only a partial result was obtained in [2] in the case of l∈ (m+λ1,
m+ λ2].
Theorem C. Let p > pc. Suppose that u0 satisfies (1.3) and
L|x|−m − b|x|−l  u0(x) for |x| > 0
with some constants l ∈ (m+λ1,m+λ2] and b > 0. Then there exists a positive constant C such
that the solution of (1.1) satisfies
∥∥u(·, t)∥∥
L∞(RN)  Ct
m(l−m−λ1)
2λ1
for all t > 0.
This theorem implies that the upper bound obtained in Theorem A is optimal for l ∈ (m+ λ1,
m + λ2]. However, it is clear from the universal upper bound in Theorem B that Theorem C
cannot be extended for all larger l. The main aim of this paper is to give an optimal lower bound
of the grow-up rate in the case of l > m+λ2. The following theorems are our main results which
give an optimal lower bound of the grow-up rate.
Theorem 1.1. Let p > pc. Suppose that u0 satisfies (1.3) and
u0(x) L|x|−m − b|x|−l for |x| > 0
with some l ∈ (m+ λ1,m+ λ2 + 2) and b > 0. Then there exists a positive constant C such that
the solution of (1.1) satisfies
u(0, t) Ct
m(l−m−λ1)
2λ1
for all t > 0.
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Theorem 1.2. Let p > pc. Suppose that u0 satisfies (1.3) and
u0(x) L|x|−m − b|x|−l for |x| > 0
with some l m+λ2 + 2 and b > 0. Then for any small ε > 0, there exists a positive constant C
such that the solution of (1.1) satisfies
u(0, t) Ct
m(λ2−λ1+2)
2λ1
−ε
for all t > 0.
Our last theorem improves Theorem B.
Theorem 1.3. Let p > pc. Suppose that u0 satisfies (1.3) and
u0(x) L|x|−m − be−ν|x|2 for |x| 1
with some positive constants b and ν. Then there exists a positive constant C such that the
solution of (1.1) satisfies
u(0, t) Ct
m(λ2−λ1+2)
2λ1
for all t > 0.
The growth rates of unbounded global solutions of the Dirichlet problem for
ut = u+ up
on a ball were found in [1] for p > pc and in [3] for p = pS. Those rates do not depend on initial
data.
Problem (1.1) with singular initial data satisfying (1.3) was studied in [4]. It was shown
there (among other things) that if u0 ≡ ϕ∞ and N/(N − 2) < p < pc or if u0 	≡ ϕ∞ and
N/(N − 2) < p then the minimal (proper) solution is regular for t > 0.
This paper is organized as follows. In Section 2, we introduce a formal expansion of radial
solutions to derive the expected grow-up rate. In Section 3, we construct a subsolution in the
outer region. In Section 4, we construct a subsolution in the inner region. Matching these sub-
solutions, we construct an appropriate subsolution defined for all t > 0 and x ∈RN which leads
to the optimal lower bound of the grow-up rate. In the following sections, we assume p > pc
throughout.
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Any radial solution u = u(r, t), r = |x|, of (1.1) satisfies
{
ut = urr + N−1r ur + up, r > 0, t > 0,
u(r,0) = u0(r), r > 0.
(2.1)
We summarize the result in [2] about the formal expansion of grow-up solutions of this equation.
We first consider the inner expansion. Following Galaktionov and King [3], we write u(r, t)
as
u(r, t) = σ(t)
{
ψ(ξ)+ σt
σp
Φ(ξ, t)
}
, (2.2)
where σ(t) := u(0, t), ξ := σ 1/mr , and ψ := ϕ1(ξ) satisfies{
ψξξ + N−1ξ ψξ +ψp = 0, ξ > 0,
ψ(0) = 1, ψ ′(0) = 0.
(2.3)
Substituting (2.2) in (2.1), we have
ψξξ + N − 1
ξ
ψξ + σt
σp
(
Φξξ + N − 1
ξ
Φξ
)
+
(
ψ + σt
σp
Φ
)p
∼ σt
σp
(
ψ + 1
m
ξψξ
)
under some assumptions on σ and Φ . In view of (2.3), we may put Φ = Ψ (ξ)+ h.o.t., where Ψ
satisfies
Ψξξ + N − 1
ξ
Ψξ + pψp−1Ψ = ψ + 1
m
ξψξ . (2.4)
Thus we obtain the two-term inner expansion
u(r, t) ∼ σ(t)
{
ψ(ξ)+ σt
σp
Ψ (ξ)
}
.
In the inner region, where ψ(ξ) dominates (σt/σp)Ψ , (1.2) yields
u ∼ σ (Lξ−m − aξ−m−λ1)= Lr−m − aσ−λ1/mr−m−λ1 . (2.5)
Next, we consider the formal expansion in the outer region having r  1 as t → ∞. Setting
u = Lr−m − v
and assuming v  r−m for r  1, we have
vt ∼ vrr + N − 1vr + pL
p−1
2 v, r  1.r r
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v(r, t) = t−l/2F(η), η = t−1/2r,
so that the specific scaling for r  1 corresponding to the outer region is in fact r = O(√t ) as
t → ∞. Here F satisfies
Fηη + N − 1
η
Fη + η2Fη +
l
2
F + pL
p−1
η2
F = 0, η > 0. (2.6)
In order that the outer expansion matches with (2.5), F must satisfy
lim
η→0η
m+λ1F(η) = c1 > 0. (2.7)
On the other hand, F is required to satisfy
lim
η→∞η
lF (η) = c2 > 0; (2.8)
in view of the linearity of (2.6), c1 is an arbitrary constant (depending on the initial data), while
c1/c2 depends only on l,N and pLp−1. We will show in the next section that (2.6) has a positive
solution satisfying (2.7) and (2.8) if and only if l ∈ (m+ λ1,m+ λ2 + 2). In this case, we obtain
the two-term outer expansion
u ∼ Lr−m − t−l/2F (t−1/2r). (2.9)
Now we match the inner expansion (2.5) and the outer expansion (2.9) for 1  r  √t to
obtain
σ(t) ∼
(
c1
a
)− m
λ1
t
m(l−m−λ1)
2λ1 .
Thus we obtain the grow-up rate by the matched asymptotics. Based on this formal argument, we
will construct suitable subsolutions in the outer region and the inner region in Sections 3 and 4,
respectively.
3. Lower bound in the outer region
We first study the behavior of a solution of (2.6) satisfying (2.7). To this end, we set
f (η) = ηm+λ1F(η).
Substituting this in (2.6), we see that f satisfies{
fηη + N−1−2(m+λ1)η fη + η2fη + l−m−λ12 f = 0, η > 0,
f (0) = c1 > 0, fη(0) = 0.
(3.1)
The following lemma characterizes the behavior of f as η → ∞, and explains why l = m+λ2 +
2 is a critical number.
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(i) If l ∈ (m+λ1,m+λ2 +2), then f > 0 and fη < 0 for all η > 0. Moreover, for each η0 > 0,
there exists c−(η0) > 0 such that
f (η) c−(η0)η−(l−m−λ1) for η η0, (3.2)
and there exists c+ > 0 such that
f (η) c+η−(l−m−λ1) for all η > 0. (3.3)
(ii) If l = m+ λ2 + 2, then f is given explicitly by f (η) = c1e−η2/4.
(iii) If l > m+ λ2 + 2, then f (η) vanishes at some finite η.
Proof. (i) We write the equation in (3.1) as
Lf := fηη + n− 1
η
fη + η2fη +
β
2
f = 0, η > 0, (3.4)
where
n := N − 2(m+ λ1), β := l −m− λ1.
Note that l ∈ (m+ λ1,m+ λ2 + 2) is equivalent to β ∈ (0, n).
We first show that f (η) > 0 for all η > 0. In fact, if this is false, then we have f (z) = 0 and
fη(z) 0 for z := inf{η > 0 | f (η) 0} < ∞. We rewrite (3.4) as
(
ηn−1fη
)
η
+ η
n−β
2
(
ηβf
)
η
= 0, (3.5)
and integrate this over (0, z) to obtain
0 zn−1fη(z) = −12
z∫
0
ηn−β
(
ηβf
)
η
dη = n− β
2
z∫
0
ηn−1f dη > 0.
This contradiction implies that f must remain positive for all η > 0. Moreover, we see from (3.4)
that f does not attain a positive local minimum. Hence fη(η) < 0 for all η > 0.
To see (3.2), we multiply (3.5) by ηβ−n and integrate it over (0, η) for η η0 to obtain
1
2
ηβf (η) = −
η∫
0
ηβ−n
(
ηn−1fη
)
η
dη = −(n− β)
η∫
0
ηβ−2fη dη − ηβ−1fη(η)
−(n− β)
η0∫
ηβ−2fη dη.0
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c−(η0) := −2(n− β)
η0∫
0
ηβ−2fη dη > 0.
For the upper estimate (3.3), let us fix γ ∈ (β,β + 2) arbitrarily and set
g(η) := η−β − θγ−βη−γ ,
where θ > 0 is a constant specified below. Note that g(θ) = 0 and g(η) > 0 for η > θ . By direct
substitution, we have
Lg = β(β + 2 − n)η−β−2 − θγ−βγ (γ + 2 − n)η−γ−2 + θγ−β γ − β
2
η−γ .
Here we take θ > 0 so large that
−β(β + 2 − n)θ−2 < γ − β
4
and γ (γ + 2 − n)θ−2 < γ − β
4
.
Then we have Lg > 0 for η θ .
We rewrite (3.4) as
ρ(η)Lf = {ρ(η)fη}η + β2 ρ(η)f = 0,
where ρ(η) := ηn−1 exp(η2/4). Multiplying this by g and integrating it on (θ, η) by parts, we
obtain
[
ρ(fηg − fgη)
]η
θ
+
η∫
θ
ρfLg dη = 0.
Since f (θ) > 0, g(θ) = 0, gη(θ) > 0 and Lg > 0 for η θ , we obtain
fηg − fgη < 0 for η > θ.
This implies that f/g is decreasing in η ∈ (θ,∞). Since f is bounded on [0, θ ], the proof of
part (i) is complete.
(ii) This part can be verified by direct computation.
(iii) Suppose f > 0 on (0,∞). Integrating (3.5) over (0, η), we obtain
ηn−1fη + 12η
nf = n− β
2
η∫
0
ρn−1f dρ.
Since the assumption l > m + λ2 + 2 is equivalent to β > n, we see that fη + η2f < 0 or equiv-
alently (eη2/4f )η < 0 on (0,∞). Hence f must satisfy f (η) < e−η2/4 for all η > 0. Since f is
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as j → ∞. Thus the left-hand side tends to 0 along ηj , while the right-hand side converges to a
negative constant. This contradiction shows that f (η) must vanish at some finite η. 
Lemma 3.2. Let l > m+ λ1. Then for any d > 0 and τ > 0,
uout(r, t) := max
{
0,Lr−m − d(t + τ)−l/2F (r(t + τ)−1/2)}
is a subsolution of (1.1) for all r, t > 0.
Proof. Write η := r(t + τ)−1/2. Assuming uout > 0, we have
(uout)t − (uout)rr − N − 1
r
(uout)r − upout
= dl
2
(t + τ)−l/2−1F(η)+ d
2
(t + τ)−l/2−1ηFη(η)
+ d(t + τ)−l/2−1Fηη(η)+ d(t + τ)−l/2−1 · N − 1
η
Fη(η)
− (Lr−m)
rr
− N − 1
r
(
Lr−m
)
r
− {Lr−m − d(t + τ)−l/2F(η)}p.
Here, since s → sp is convex for s > 0, we have
{
Lr−m − d(t + τ)−l/2F(η)}p  (Lr−m)p − p(Lr−m)p−1 · d(t + τ)−l/2F(η)
= (Lr−m)p − d(t + τ)−l/2−1 · pLp−1
η2
F(η).
Hence, by using (2.6) and the fact that ϕ∞ = Lr−m is a stationary solution of (1.1), we obtain
(uout)t − (uout)rr − N − 1
r
(uout)r − upout
 d(t + τ)−l/2−1
{
l
2
F + η
2
Fη + Fηη + N − 1
η
Fη + pL
p−1
η2
F
}
−
{(
Lr−m
)
rr
+ N − 1
r
(
Lr−m
)
r
+ (Lr−m)p}= 0.
Thus uout satisfies the desired inequality if uout > 0. Since u ≡ 0 is also a subsolution, the proof
is complete. 
Lemma 3.3. Let l ∈ (m+ λ1,m+ λ2 + 2). Suppose that u0 = u0(r) is nonnegative and satisfies
u0(r) Lr−m − br−l for all r > 0
with some b > 0. Then for every B0 > 0, there exists b0 > 0 such that the solution of (1.1) satisfies
u(r, t) Lr−m − b0r−l
for all r  B0(t + 1)1/2 and t  0.
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τ = 1, d = max
{
b
c−(B0)
,
LB
λ1
0
f (B0)
}
,
where f and c− are as in (3.1) and Lemma 3.1, respectively.
Let us first show that uout lies below u initially. For r > B0 we can use (3.2) to estimate
dr−m−λ1f (r)
br−l
 dc−(B0)
b
 1.
Hence if additionally uout(r,0) > 0, then
uout(r,0) = Lr−m − dF(r) = Lr−m − dr−m−λ1f (r) Lr−m − br−l  u0(r),
while otherwise uout(r,0) = 0  u0(r) is trivial. On the other hand, for r < B0, since f is de-
creasing we have
Lr−m − dr−m−λ1f (r) Lr−m − df (B0)r−m−λ1  Lr−m
{
1 − df (B0)
LB
λ1
0
}
 0,
which implies
uout(r,0) = 0 u0(r) for r < B0.
Thus we have shown that uout(r,0)  u0(r) for all r  0. Then it follows from Lemma 3.2
and the comparison principle that u  uout for all r  0 and t  0. In particular, if t  0 and
r = B(t + 1)1/2 with some B  B0, then we see from (3.3) that
u(r, t) Lr−m − d
(
r
B
)−l
F (B) = Lr−m − dBl−m−λ1f (B)r−l  Lr−m − dc+r−l .
Now, by taking b0 := max{dc+, b}, the proof is complete. 
Lemma 3.4. Suppose that u0 = u0(r) is nonnegative and satisfies
u0(r) Lr−m − be−νr2 for r  1
with some b > 0 and ν > 0. Then for every B0 > 0, there exist b0 > 0 and τ > 0 such that
u(r, t) Lr−m − b0r−(m+λ2+2)
for all r  B0(t + τ)1/2 and t  0.
Proof. Let l = m + λ2 + 2, τ > 1/4ν, and uout be the subsolution given in Lemma 3.2. If
uout > 0, then
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(
rτ−1/2
)
= Lr−m − dτ−(l−m−λ1)/2r−m−λ1e−r2/4τ
= Lr−m − dτ−(l−m−λ1)/2r−m−λ1e(ν−1/4τ)r2 · e−νr2 .
Hence if d satisfies
d  bτ (l−m−λ1)/2 max
r>0
rm+λ1e−(ν−1/4τ)r2 = bτ (l−m−λ1)/2
{
m+ λ1
2(ν − 14τ )e
}m+λ1
2
then
uout  Lr−m − be−νr2  u0(r) for r  1.
On the other hand, if
d  Lτ(l−m−λ1)/2e1/4τ ,
then
uout(r,0) 0 u0(r) for r < 1.
Thus, if we set
d := max
{
bτ (l−m−λ1)/2
{
m+ λ1
2(ν − 14τ )e
}m+λ1
2
, Lτ (l−m−λ1)/2e1/4τ
}
,
then u(r,0) uout(r,0) for all r > 0, and hence
u(r, t) uout(r, t) for all r, t > 0
by comparison.
Now, at r = B(t + τ)1/2 with B  B0, we have
u(r, t) uout(r, t) = Lr−m − dBl−m−λ1e−B2/4r−l for all t  0.
Hence if we take
b0 := d max
B>0
Bl−m−λ1e−B2/4 = d
{
2(l −m− λ1)
e
} l−m−λ1
2
,
the proof is complete. 
Remark. An essential point in Lemmas 3.3 and 3.4 is that B0 > 0 can be taken arbitrarily small
for l ∈ (m + λ1,m + λ2 + 2). However, if l > m + λ2 + 2, an estimate as in Lemma 3.3 holds
only for B0 larger than a certain positive value.
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Let ψ = ψ(ξ) be the function defined by (2.3). By (1.2), ψ satisfies
ψ(ξ) = Lξ−m − aξ−m−λ1 + h.o.t. as ξ → ∞. (4.1)
We modify (2.4) slightly, and define Ψ as a solution of
{
Ψξξ + N−1ξ Ψξ + pψp−1Ψ = ψ + 1m ξψξ + 11+ξm+λ1 , ξ > 0,
Ψ (0) = −1, Ψξ (0) = 0.
It can be shown (cf. the proof of Lemma 4.1 in [2]) that Ψ satisfies
Ψ (ξ) = Kξ2−m−λ1 + o(ξ2−m−λ1) as ξ → ∞, (4.2)
with a certain positive constant K . In this section we essentially rely on the functions ψ and Ψ
for the construction of a subsolution in the inner region.
First, as in [2], we assume l > m+ λ1 and set
σ(t) := ε(t + ε−κ)k, k =: m(l −m− λ1)
2λ1
with a small parameter ε > 0 and
2λ1
m(l −m) < κ <
1
k
.
Then the following lemma holds.
Lemma 4.1. Let l > m+ λ1. If ε > 0 is sufficiently small, then
uin(r, t) := max
{
0, σ
(
ψ(ξ)+ σt
σp
Ψ (ξ)
)}
, ξ = σ 1/mr,
is a subsolution of (1.1) for all r, t > 0.
We can prove this lemma by following word for word the proof of [2, Lemma 4.3], so we omit
the proof of Lemma 4.1.
In view of (4.2), there exist positive constants c1 and c2 (distinct from those introduced earlier)
such that
Ψ (ξ) c1 for ξ  0 (4.3)
and
Ψ (ξ) c2ξ2−m−λ1 for ξ > 0. (4.4)
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(1 + kc1)ξm0 
L
2
(4.5)
and then we take δ > 0 so small that
ψ(ξ)Lξ−m − δξ−m−λ1 for ξ  ξ0, (4.6)
which is possible due to (4.1). We now fix a constant B0 > 0 such that
Ψ (ξ) 0 for ξ  B0 (4.7)
and
c2kB
2
0 
δ
2
. (4.8)
For B0 defined as above, we can show the following additional property of uin.
Lemma 4.2. Let l > m + λ1. Suppose that B0 satisfies (4.7) and (4.8). For any b0 > 0, there
exists ε0 > 0 such that if ε < ε0 then
uin(r, t) Lr−m − b0r−l at r = B0
(
t + ε− 2(1−kκ)m ) 12
for all t  0.
Proof. We set
r0 :=
(
2b0
L
) 1
l−m
,
and choose small ε ∈ (0,1) such that B0ε− 1−kκm  r0, and hence
r = B0
(
t + ε− 2(1−kκ)m ) 12  r0
for all t  0.
By (4.3), kκ > 1 and κ > 2λ1
m(l−m) > 0, we have
uin = σ
{
ψ(ξ)+ σt
σp
Ψ (ξ)
}
 σ
{
1 + kε1−p · (t + ε−κ)−(p−1)k−1 · c1}
 σ
{
1 + c1kε( 2km +1)κ− 2m
}
 σ(1 + c1k).
Here, if ξ = σ 1/mr  ξ0, then σ = ξmr−m  ξmr−m. Hence it follows from (4.5) that0
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L
2
r−m = Lr−m − L
2
rl−mr−l
 Lr−m − L
2
rl−m0 r
−l = Lr−m − b0r−l .
On the other hand, if ξ > ξ0, then (4.6), (4.4) and (4.8) yield
uin = σ
{
ψ(ξ)+ σt
σp
Ψ (ξ)
}
 σ
{
Lξ−m − δξ−m−λ1 + c2 σt
σp
ξ2−m−λ1
}
= Lr−m − σ− λ1m r−m−λ1
(
δ − c2 σt
σ
r2
)
= Lr−m − σ− λ1m r−m−λ1
(
δ − c2kB20
t + ε− 2(1−kκ)m
t + ε−κ
)
 Lr−m − σ− λ1m r−m−λ1(δ − c2kB20)Lr−m − δ2σ−
λ1
m r−m−λ1 , (4.9)
where we have used 2(1−kκ)
m
< κ and ε < 1. Since l−m−λ12 = λ1km and κk < 1, we find
(δ/2)σ−
λ1
m r−m−λ1
b0r−l
= δ
2b0
ε−
λ1
m
(
t + ε−κ)− λ1km rl−m−λ1 = δBl−m−λ10
2b0
ε−
λ1
m ·
{
t + ε− 2(1−kκ)m
t + ε−κ
} λ1k
m

δB
l−m−λ1
0
2b0
ε−
λ1
m
+ λ1k
m
(κ− 2(1−kκ)
m
) = δB
l−m−λ1
0
2b0
ε−
λ1
m
(1+ 2k
m
)(1−kκ)  1
for all sufficiently small ε. Combined with (4.9), this shows that
uin Lr−m − b0r−l at r = B0
(
t + ε− 2(1−kκ)m
) 1
2
also holds for ξ > ξ0. Thus the proof is completed. 
Lemma 4.3. Let l > m+ λ1. For any b0 > 0, there exists ε0 > 0 such that, if ε < ε0, uin satisfies
uin(r,0) Lr−m − b0r−l for r ∈
[
0,B0ε−
1−kκ
m
]
.
Proof. We start with the observation that r  B0ε−(1−kκ)/m is equivalent to ξ = σ 1/mr =
ε(1−kκ)/mr  B0 at t = 0. By (4.7), this implies that Ψ (ξ)  0 holds at t = 0 for r 
B0ε−(1−kκ)/m. We show the desired inequality by splitting the interval into three parts.
First, if
ξ0ε
− 1−kκ
m  r  B0ε−
1−kκ
m ,
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uin(r,0) σ(0) ·ψ
(
σ
1
m (0)r
)= ε1−kκψ(ε 1−kκm r)
 ε1−kκ
{
L
(
ε
1−kκ
m r
)−m − δ(ε 1−kκm r)−m−λ1}= Lr−m − δε− λ1m (1−kκ)r−m−λ1
 Lr−m − δε− λ1m (1−kκ)ξ l−m−λ10 ε−
l−m−λ1
m
(1−kκ)r−l
= Lr−m − δξ l−m−λ10 ε−
l−m
m
(1−kκ)r−l  Lr−m − b0r−l  u0(r)B0ε− 1−kκm ,
provided that ε is sufficiently small.
Next, if
r0 =
(
2b0
L
) 1
l−m
 r  ξ0ε−
1−kκ
m ,
we use (4.5) in estimating
Lr−m − b0r−l  Lr−m − b0r−(l−m)0 r−m =
L
2
r−m  L
2
(
ξ0ε
− 1−kκ
m
)−m
= L
2ξm0
ε1−kκ  ε1−kκ  σ(0)ψ(ξ) uin(r,0)
for any ε ∈ (0,1).
Finally, since u0 remains bounded away from zero for r ∈ [0, r0], we have
uin(r,0) ε1−kκ  min
ρ∈[0,r0]
u0(ρ)
if ε > 0 is small enough. The proof is now complete. 
5. Proof of the main results
In this section, we complete the proofs of Theorems 1.1, 1.2 and 1.3. Due to the comparison
principle, it is sufficient to consider radially symmetric initial data u0 = u0(r) only.
Proof of Theorem 1.1. We first fix B0 satisfying (4.7) and (4.8). By assumption on the initial
data, we can apply Lemma 3.3 to show that the solution of (2.1) satisfies
u(r, t)Lr−m − b0r−l for r  B0(t + 1)1/2 (5.1)
with some b0 > 0. Then, by Lemma 4.2, there exists a subsolution uin(r, t) such that
uin(r,0) u0(r) for r  B0ε−
1−kκ
m , (5.2)
and
uin(r, t) Lr−m − b0r−l at r = B0
(
t + ε− 2(1−kκ)m ) 12 (5.3)
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m(l−m) we may take ε so small that
σt
σp
= kε− 2m (t + ε−κ)−1− 2mk  kε(1+ 2km )κ− 2m  1
2
(5.4)
for all t  0.
For ε < 1, (5.1) and (5.3) yield
u(r, t) uin(r, t) at r = B0
(
t + ε− 2(1−kκ)m ) 12
for all t  0. Hence, by (5.2) and the comparison principle, we have
u(r, t) uin(r, t) for 0 r  B0
(
t + ε− 2(1−kκ)m ) 12
for all t  0. In particular, by (5.4), we have
u(0, t) uin(0, t) = σ(t)
{
ψ(0)+ σt
σp
Ψ (0)
}
= σ(t)
(
1 − σt
σp
)
 1
2
σ(t) = 1
2
ε
(
t + ε−κ)k  ε
2
tk.
Recalling the definition of k, we arrive at the conclusion. 
Proof of Theorem 1.2. For any small ε > 0, we set
lˆ := m+ λ2 + 2 − 2λ1
m
ε,
and define
uˆ0(r) := max
{
Lr−m − b1r lˆ ,0
}
.
We denote by uˆ the solution of (2.1) with the initial data uˆ0.
If we take b1 so large that u0 > uˆ0 holds for all r > 0, then it follows from the comparison
principle that u > uˆ for all r, t > 0. On the other hand, by Theorem 1.1, uˆ satisfies
uˆ(0, t) Ct
m(λ2−λ1+2)
2λ1
−ε
for all t > 0. Thus the proof is complete. 
Proof of Theorem 1.3. Again fixing B0 as in (4.7) and (4.8) first, we see from Lemma 3.4 that
the solution of (2.1) satisfies
u(r, t)Lr−m − b0r−(m+λ2+2) for t  0 and r  B0(t + τ)1/2
with some τ > 0 and b0 > 0, where b0 is so large that u0(r)  Lr−m − b0r−(m+λ2+2) holds
for all r > 0. If we take small ε such that ε−2(1−kκ)/m  τ , the remaining part of the proof is
obtained in the same way as in Theorem 1.1. 
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