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Abstract. In this paper we investigate the formation and propagation of singularities
for the system for one-dimensional Chaplygin gas. In particular, under suitable assump-
tions we construct a physical solution with a new type of singularities called “Delta-like”
solution for this kind of quasilinear hyperbolic system with linearly degenerate charac-
teristics. By careful analysis, we study the behavior of the solution in a neighborhood
of a blowup point. The formation of this new kind of singularities is due to the envelope
of the different families of characteristics instead of the same family of characteristics in
the traditional situation. This shows that the blowup phenomenon of solution for the
system with linearly degenerate characteristics is quite different from the situation of
shock formation for the system with genuinely nonlinear characteristics. Different initial
data can lead to kinds of different Delta-like singularities: the Delta-like singularity with
point-shape and Delta-like singularity with line-shape.
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1. Introduction
As we know, smooth solutions of nonlinear hyperbolic systems generally exist in finite
time even if initial data is sufficiently smooth and small. After this time, only weak
solutions can be defined. Therefore, the following questions arise naturally:
(I) When and where do the solutions blow up?
(II) What quantities blow up? how do they blow up?
(III) What kinds of singularities appear? How do the singularities propagate?
These questions are very important in mathematics and physics. For questions (I) and
(II), some methods were established and many results were obtained (see [9], [12], [17],
[18]). As for question (III), since this kind of nonlinear phenomena is too complicated, up
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to now, only a few results on shock formation are known. For a single conservation law,
these questions can be solved well by the usual characteristic method (see [17]). For the
p-system, Lebaud [15] investigates the problem of shock formation from the simple waves,
namely, under the hypothesis that one Riemann invariant keeps constant. Kong [10]
studies the formation and propagation of singularities (in particular, the shock formation)
for 2×2 quasilinear hyperbolic systems with genuinely nonlinear characteristics. For more
complete introduction of the blowup for nonlinear hyperbolic equations, one can refer to
Alinhac [1]. Recently, Christodoulou [3] considers the relativistic Euler equations for a
perfect fluid with an arbitrary equation of state and under certain smallness assumptions
on the size of initial data, he obtains a remarkable and complete picture of the formation
of shock waves in three dimensions (one can also refer to Christodoulou and Miao [4]).
Hyperbolic systems with linearly degenerate characteristics play an important role in
mathematics and physics. For example, many important equations arising from geometry
and physics can be reduced to this class of PDEs. The typical examples include the
equations for extremal time-like surfaces in Minkowski space, the Born-Infeld equation
in nonlinear theory of the electromagnetic field, the system for Chaplygin gas (see [2],
[13] and [14]). However, up to now, for hyperbolic systems with linearly degenerate
characteristics, most of results are on the global existence of solutions. Only a few results
on formation of singularities are known. Recently, Eggers and Hoppe [6] investigates
the Born-Infeld equation, derives self-similar string solutions in a graph representation
near the point of singularity formation and investigates the formation of a swallowtail
singularity. In this paper, we study the formation and propagation of singularities in
one-dimensional Chaplygin gas. In particular, we investigate the cusp-type singularities
of solutions. By the same method, similar results hold for the equations for extremal
time-like surfaces in Minkowski space and for the Born-Infeld equation.
In this paper, we present a systematic analysis of the formation of cusp-type singu-
larities (see [1]) arising from some special smooth initial data; in particular, we provide
a complete description of the solution close to the blowup point. Furthermore, based on
this, we introduce the concept of “Delta-like” solution and construct several “Delta-like”
solutions with applications in practice. In fact, the “Delta-like” solution is a weak solution
which satisfies the definition of weak solution in classical sense (see [18]), however, at the
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blowup point, the density function of the gas is infinite, this phenomenon is due to the
concentration of mass of the gas in finite interval.
The rest of the paper is organized as follows. In Section 2, we give some preliminar-
ies on quasilinear hyperbolic system with linearly degenerate characteristics. In Section
3, using the method of characteristic coordinates and the singularity theory of smooth
mappings, we give a detailed analysis on the formation of singularities. In Section 4, we
present a complete description of the solution in the neighborhood of the blowup point.
In Section 5, we construct a physical solution containing a new kind of singularity called
“Delta-like” singularity after the blowup time. In Section 6, under different assumptions
on initial data, we construct several different weak solutions with “Delta-like” singularities
which are named the “Delta-like singularity with point-shape” and “Delta-like singularity
with line-shape”, respectively. Section 7 is for conclusion.
2. Preliminaries
In this section, we consider one-dimensional system of isentropic gas in Eulerian rep-
resentation {
∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu
2 + p) = 0,
(2.1)
where t ∈ R+ and x ∈ R stand for the time variable and spatial variable, respectively,
while ρ = ρ(t, x) and u = u(t, x) denote the density and the velocity, respectively, and
p(t, x) is the pressure which is a function of ρ given by
p = p0 −
µ2
ρ
. (2.2)
Here p0 and µ are two positive constants. The system (2.1) with (2.2) describes the motion
of a perfect fluid characterized by the pressure-density relation (known as the Chaplygin or
von Ka´rma´n-Tsien pressure law). This endows the system a highly symmetric structure.
This is evident if we adopt the local sound speed c = c(t, x) = [p′(ρ)]1/2 and the usual
mean velocity of the fluid u as dependent variables. In this case, the system reads
∂tU + A(U)∂xU = 0, (2.3)
where
U =
(
c
u
)
and A(U) =
(
u −c
−c u
)
.
3
Obviously, the eigenvalues of A(U) read
λ− = u− c, λ+ = u+ c. (2.4)
Moreover, it is easy to verify that λ± = λ±(t, x) are Riemann invariants. Under the
Riemann invariants, the system (2.1) can be reduced to{
∂tλ− + λ+∂xλ− = 0,
∂tλ+ + λ−∂xλ+ = 0.
(2.5)
Consider the Cauchy problem for the system (2.1) with the following initial data
t = 0 : ρ = ρ0(x), u = u0(x), (2.6)
where ρ0(x) and u0(x) are two suitably smooth functions with bounded C
2 norm. For
consistency, let
λ±(0, x) = Λ±(x) , u0(x)±
µ
ρ0(x)
. (2.7)
Thus, studying the system (2.1) with initial data (2.6) is equivalent to studying the system
(2.5) with initial data (2.7) in the existence domain of classical solutions.
In the existence domain of the classical solution of (2.5), (2.7), we recall the definition
of characteristics and denote two characteristics starting from (0, α) by
x = x+(t, α), x = x−(t, α),
respectively, which satisfy 
dx+(t, α)
dt
= λ−(t, x
+(t, α)),
t = 0 : x+(0, α) = α
(2.8)
and 
dx−(t, α)
dt
= λ+(t, x
−(t, α)),
t = 0 : x−(0, α) = α,
(2.9)
respectively. Let (α, β) be the characteristic parameters defined as follows. For any
(t, x) in the maximal domain of definition of a smooth solution , we define β(t, x) by
β(t, x) = x+(0; t, x) where x+(0; t, x) is the unique solution of the ODE
df(s; t, x)
ds
= λ−(s, f(s; t, x)),
with initial condition f(t) = x. α(t, x) is defined similarly. The geometric meaning of
α(t, x) and β(t, x) are shown in Figure 1.
4
Lemma 2.1. By (2.5), λ+(t, x) is constant along the curve x = x
+(t, α), while λ−(t, x)
is constant along the curve x = x−(t, α).
The following lemma can be found in Kong-Zhang [14]
Lemma 2.2. In terms of characteristic parameters (α, β) introduced above, it holds that
t(α, β) =
∫ β
α
1
Λ+(ζ)− Λ−(ζ)
dζ, (2.10)
x(α, β) =
1
2
{
α + β +
∫ β
α
Λ+(ζ) + Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ
}
. (2.11)
✲
✻t
xα(t, x) β(t, x)0
(t, x)
x− x+
Figure 1. The geometric meaning of characteristic coordinates α and β.
3. formation of singularity
This section is devoted to the formation of the cusp-type singularity under suitable
assumptions on initial data. The following lemma, which can be found in Kong [13], plays
an important role in our discussion.
Lemma 3.1. Adopt the notations in Section 2. If there exists α such that Λ−(α) 6=
λ+(t, x
−(t, α)) for t ≥ 0, then it holds that
∂x−(t, α)
∂α
=
λ+(t, x
−(t, α))− Λ−(α)
Λ+(α)− Λ−(α)
(3.1)
and
∂λ−(t, x)
∂x
∣∣∣∣
x=x−(t,α)
= Λ
′
−(α)
Λ+(α)− Λ−(α)
λ+(t, x−(t, α))− Λ−(α)
. (3.2)
Similar result holds for x = x+(t, β) and λ+(t, x
+(t, β)).
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Remark 3.1. It follows from (3.2) that if there exists time t0 > 0 which satisfies
λ+(t0, x
−(t0, α)) = Λ−(α), Λ−(α) 6= Λ+(α) and Λ
′
−(α) 6= 0, for someα,
then the solution of the Cauchy problem (2.5), (2.7) must blow up at the time t0. By the
theory of characteristic method, we observe that λ−(t, x) and λ+(t, x) are bounded, while
(λ−)x and (λ+)x tend to the infinity as t goes to t0.
It is well known that the formation of traditional blowup, e.g., the formation of “shock
wave” is due to the envelope of the same family of characteristics (see [1, 12]). However,
in this paper, we shall investigate a new phenomenon on the formation of singularities
which is based on the envelope of different families of characteristics (see Figure 2).
✲
✻t
x0 α β
(t, x)
x− x+
Figure 2. The envelope of different families of characteristics
To do so, we suppose that the initial data Λ−(x) and Λ+(x) are suitably smooth
functions and satisfy the following assumptions:
Assumption (H1):
Λ−(x) < Λ+(x), ∀ x ∈ R. (3.3)
Assumption (H2):
Λ
′
−(x) < 0 and Λ
′
+(x) < 0, ∀ x ∈ R. (3.4)
Define
Σ = {(α, β)|α < β and Λ−(α) = Λ+(β)}. (3.5)
In order to avoid confusion, here and hereafter, we denote the variable of Λ−(x) by α and
the variable of Λ+(x) by β.
By (3.4) and (3.5), for ∀ (α, β) ∈ Σ, it holds that β(α) = Λ−1+ Λ−(α). Define
f(α) ,
Λ
′
−(α)
Λ+(β(α))− Λ−(β(α))
−
Λ
′
+(β(α))
Λ+(α)− Λ−(α)
, (3.6)
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where
Λ
′
+(β(α)) =
dΛ+(β)
dβ
∣∣∣∣
β=β(α)
.
We furthermore assume that there exists (α0, β0) ∈ Σ such that
Assumption (H3):
Λ−(α0) = Λ+(β0). (3.7)
Assumption (H4):
f(α0) = 0. (3.8)
Assumption (H5):
f
′
(α0) < 0. (3.9)
For simplicity, without loss of generality, we may suppose that
Λ−(α0) = Λ+(β0) = 0. (3.10)
This can be achieved by making a simple translation transform.
Lemma 3.2. Initial data set {(Λ+(x),Λ−(x))} satisfying assumptions (H1)-(H5) is not
empty.
Proof. We prove the lemma by construction.
Firstly, choose Λ−(x) such that it satisfies (3.4) and (3.10). Then, at the point α0 it
holds that
Λ−(α0) = 0 and Λ
′
−(α0) < 0.
Secondly, fix Λ−(x) and choose Λ+(x) > Λ−(x) for all x ∈ R. Moreover, at the point
β0 it satisfies (3.8) and Λ+(β0) = 0.
By (3.8), Λ+(x) satisfies
Λ
′
−(α0)
Λ+(β0)− Λ−(β0)
=
Λ
′
+(β0)
Λ+(α0)− Λ−(α0)
,
By assumption (H1), it holds that
Λ+(β0)− Λ−(β0) > 0 and Λ+(α0)− Λ−(α0) > 0,
and then
Λ
′
+(β0) < 0.
Thus, we can choose Λ+(x) satisfing assumptions (H2)-(H4).
Finally, we prove that Λ+(x), constructed in the way mentioned above, satisfies the
assumption (H5) for fixed Λ−(x).
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In fact, by (3.8), if we fix the value of Λ
′
+(β0) < 0, then Λ+(α0) satisfies
Λ+(α0) = −
Λ
′
+(β0)Λ−(β0)
Λ
′
−(α0)
> 0.
By (3.5) and (3.9), it must hold that
f
′
(α0) = −
Λ
′′
−(α0)Λ−(β0) + Λ
′
−(α0)
(
Λ
′
+(β0)− Λ
′
−(β0)
) Λ′
−
(α0)
Λ
′
+
(β0)
Λ2−(β0)
−
Λ
′′
+(β0)
Λ
′
−
(α0)
Λ
′
+
(β0)
Λ+(α0)− Λ
′
+(β0)
(
Λ
′
+(α0)− Λ
′
−(α0)
)
Λ2+(α0)
=
Λ
′′
−(α0)Λ
2
+(α0)− Λ
2
−(β0)Λ
′′
+(β0)
−Λ−(β0)Λ
2
+(α0)
+
Λ
′
+(β0)Λ−(β0)
[
Λ
′
+(β0)− Λ
′
−(β0)−
(
Λ
′
+(α0)− Λ
′
−(α0)
)]
−Λ−(β0)Λ
2
+(α0)
< 0,
(3.11)
where β0 = β(α0). Since Λ
′
−(x) < 0, by (3.4) and (3.5), we have
Λ−(β0) < 0.
Then, at β0 = β(α0), Λ+(x) should satisfy at α0 and β0
Λ2−(β0)Λ
′′
+(β0) > Λ
′′
−(α0)Λ
2
+(α0)+Λ
′
+(β0)Λ−(β0)
[
Λ
′
+(β0)− Λ
′
−(β0)−
(
Λ
′
+(α0)− Λ
′
−(α0)
)]
.
Obviously, there exists such a Λ+(x) such that the above inequality holds at the point
α0 and β0 = β(α0). Therefore, it is easy to construct a smooth curve Λ+(x) to satisfy
assumptions (H1)-(H5) once the information has been known at the points α0 and β0. 
Remark 3.2. Assumptions (H3)-(H5) are restrictions to the initial data Λ±(x) at the
points α0 and β0, so we can change the shape of the curves Λ±(x) to make sure that they
satisfy assumptions (H1)-(H5) once their properties at P1 = (α0, 0) and P2 = (β0, 0) have
been known. In fact, the geometric meaning of assumption (H4) is
|BA| = |CD|
as shown in Figure 3, where | · | denotes the distance in Euclidean space, P1B (resp. P2D)
stands for the tangential line of the curve Λ−(x) (resp. Λ+(x)) at the point P1 (resp. P2).
By the existence and uniqueness theorem of a C1 solution of the Cauchy problem for
a quasilinear hyperbolic systems (see [8]), under the assumptions (H1)-(H5), the Cauchy
problem (2.5)-(2.7) has a unique C1 solution (λ−(t, x), λ+(t, x)) in the domain D(t0) ,
{(t, x)|0 ≤ t < t0,−∞ < x < ∞}, where t0 is just the blowup time, i.e., the life span of
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✲BA
D C
xP1 P2
Λ−(x) Λ+(x)
Figure 3. The geometric meaning of the assumption (H4).
the C1 solution of the Cauchy problem (2.5)-(2.7). Throughout the paper, we refer D(t0)
as the existence domain of the classical solution.
The next lemma comes from Kong [13].
Lemma 3.3. If there exist two points α0 and β0 satisfying (3.7), then the characteristic
x = x−(t, α0) must intersect x = x
+(t, β0) in finite time, where we assume that the
classical solution exists.
In what follows, under the assumptions (H1)-(H5), we consider the Cauchy problem
given by (2.5), (2.7).
Let us fix (α0, β0) satisfying the assumptions (H1)-(H5), we introduce
t0 =
∫ β0
α0
1
Λ+(ζ)− Λ−(ζ)
dζ (3.12)
and
x0 =
1
2
{
α0 + β0 +
∫ β0
α0
Λ+(ζ) + Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ
}
. (3.13)
Lemma 3.4. There exists a positive constant ǫ such that α0 is the unique zero point of
f(α), i.e.,
f(α0) = 0 but f(α) 6= 0, for α ∈ (α0 − ǫ, α0 + ǫ).
Proof. The result comes from (3.8) and (3.9) directly. 
It is obvious that (2.10)-(2.11) define a mapping from the region U , {(α, β) | α ≤ β}
to the domain {(t, x) | t ≥ 0, x ∈ R}. Denote it by Π :
Π(α, β) = (t(α, β), x(α, β)). (3.14)
We introduce the Jacobian matrix of Π
△(α, β) =
(
tα tβ
xα xβ
)
(3.15)
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and its Jacobian
J(α, β) = tαxβ − tβxα. (3.16)
Definition 3.1. A point p in U is called a regular point of the mapping Π if the rank △
is 2 at p. Otherwise, p is called a singular point of Π.
It is easy to verify that p is a singular point is equivalent to Λ−(α) = Λ+(β), which
can form a smooth curve defined by an explicit function β = β(α), since Λ
′
+(β) < 0.
Definition 3.2. Let p be a singular point of Π and Υ(α) = (α, β(α)) be the parametric
equation with Υ(α0) = p for J(α, β) = 0. p is called a fold point of Π, if
d
dα
(Π ◦Υ)(α0) 6=
(0, 0), and p is called a cusp point of Π, if d
dα
(Π◦Υ)(α0) = (0, 0) but
d2
dα2
(Π◦Υ)(α0) 6= (0, 0).
Lemma 3.5. (A) The curve β = β(α) is strictly increasing as a function of α; (B) the
singular points (α, β) 6= (α0, β0) are fold points, while (α0, β0) is a cusp point.
Proof. Differenting Λ−(α) = Λ+(β) with respect to α gives
Λ
′
−(α) = Λ
′
+(β)βα, (3.18)
then
βα =
Λ
′
−(α)
Λ
′
+(β)
> 0. (3.19)
Equation (3.19) implies that the curve β = β(α) is strictly increasing as a function of α.
This proves Part (A).
We next prove Part (B).
To do so, we notice that along β = β(α)
d
dα
(t(α, β), x(α, β))
=
d
dα
(∫ β
α
1
Λ+(ζ)− Λ−(ζ)
dζ,
1
2
{
α + β +
∫ β
α
Λ+(ζ) + Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ
})
=
(
βα
Λ+(β)− Λ−(β)
−
1
Λ+(α)− Λ−(α)
,
Λ+(β)βα
Λ+(β)− Λ−(β)
−
Λ−(α)
Λ+(α)− Λ−(α)
)
=
(
Λ
′
−(α)
(Λ+(β)− Λ−(β))Λ
′
+(β)
−
1
Λ+(α)− Λ−(α)
,
Λ+(β)Λ
′
−(α)
(Λ+(β)− Λ−(β))Λ
′
+(β)
−
Λ+(β)
Λ+(α)− Λ−(α)
)
=
1
Λ
′
+(β)
(
Λ
′
−(α)
Λ+(β)− Λ−(β)
−
Λ
′
+(β)
Λ+(α)− Λ−(α)
,Λ+(β)
{
Λ
′
−(α)
Λ+(β)− Λ−(β)
−
Λ
′
+(β)
Λ+(α)− Λ−(α)
})
.
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The assumptions (H4)-(H5) yield
d
dα
(t(α, β), x(α, β))
∣∣
(α,β)6=(α0,β0)
6= 0.
On the other hand, along the curve β = β(α)
d2
dα2
(t(α, β), x(α, β))
=
d
dα
(
1
Λ
′
+(β)
f(α),
Λ+(β)
Λ
′
+(β)
f(α)
)
=
(
−
Λ
′′
+(β)βα
(Λ
′
+(β))
2
f(α) +
1
Λ
′
+(β)
f
′
(α),
[(Λ
′
+(β))
2 − Λ+(β)Λ
′′
+(β)]βα
(Λ
′
+(β))
2
f(α) +
Λ+(β)
Λ
′
+(β)
f
′
(α)
)
.
The assumptions (H4)-(H5) again give
d
dα
(t(α, β), x(α, β))
∣∣
(α,β)=(α0,β0)
= (0, 0), but
d2
dα2
(t(α, β), x(α, β))
∣∣
(α,β)=(α0,β0)
6= (0, 0).
Thus, the singular points (α, β) 6= (α0, β0) are fold points, while (α0, β0) is a cusp point.

Lemma 3.6. Under the assumptions (H1)-(H5), t0 is the unique minimum point on the
interval (α0 − ǫ, α0 + ǫ), where ǫ is given in Lemma 3.4.
Proof. From Lemma 3.4 and by a straightforward calculation we have
dt
dα
∣∣∣∣
α=α0
= 0,
d2t
dα2
∣∣∣∣
α=α0
> 0. (3.20)
This proves the lemma. 
We next discuss the position and property of Π(α, β(α)) in the (t, x)-plane.
Introduce Υl as the graph of the curve β = β(α) with domain (α0 − ǫ, α0) and Υr
as the graph of the curve β = β(α) with domain (α0, α0 + ǫ). Then we define Γl =
Π(Υl) and Γr = Π(Υr). We have the following lemma.
Lemma 3.7. Under the assumptions (H1)-(H5), Γl and Γr form a smooth curve in (t,x)-
plane which can be defined by an explicit function t = t(x), moreover, Γl is increasing and
concave with respect to x, Γr is decreasing and concave with respect to x.
Proof. By Lemma 3.5, we have
dt
dα
=
f(α)
Λ
′
+(β)
,
dx
dα
=
Λ+(β)
Λ
′
+(β)
f(α). (3.21)
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According to (3.8) and (3.9),
f(α) > 0, Λ+(β) > 0, ∀ α ∈ (α0 − ǫ, α0)
and
f(α) < 0, Λ+(β) < 0, ∀ α ∈ (α0, α0 + ǫ).
So by (3.21) and (3.4),
dt
dα
=
f(α)
Λ
′
+(β)
< 0,
dx
dα
=
Λ+(β)
Λ
′
+(β)
f(α) < 0, ∀ α ∈ (α0 − ǫ, α0).
By the implicit function theorem Γl form a smooth curve t = t(x). Moreover
dt
dx
> 0,
so Γl is increasing with respect to x.
On the other hand, for α ∈ (α0, α0 + ǫ) it holds that
dt
dα
=
f(α)
Λ
′
+(β)
> 0,
dx
dα
=
Λ+(β)
Λ
′
+(β)
f(α) < 0.
This gives
dt
dx
< 0.
Thus, Γr is decreasing with respect to x.
Moreover, since
d2t
dx2
=
d
dx
(
dt
dx
) =
d
dx
(
1
Λ−(α)
) =
d
dα
(
1
Λ−(α)
)
dα
dx
= −
Λ
′
−(α)Λ
′
+(β)
Λ2−(α)Λ+(β)f(α)
< 0,
we have
d2t
dx2
< 0, ∀ α ∈ (α0 − ǫ, α0).
This implies that Γl is concave with respect to x. Similarly, we have
d2t
dx2
< 0, ∀ α ∈ (α0, α0 + ǫ),
namely, Γr is concave with respect to x. 
Based on the properties derived in Lemmas 3.5-3.7, we can sketch the map from (α, β)
to (t, x) (see Figure 4).
Remark 3.3. From (t0, x0), there exist only two characteristics which intersect the x-axis
at α0 and β0, respectively. Then, at (t0, x0) it holds that
dx
dt
= Λ−(α0) = Λ+(β0) = 0,
namely, the two characteristics are tangent at (t0, x0).
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✲✻
✲
✲
✻β
α0
α1
α2
α0 Π
t
x0
(t0, x0)
Γr Γl
Figure 4. The mapping Π under the assumptions (H1)-(H5).
Lemmas 2.1, 3.1, 3.5 and 3.6 lead to the following main result.
Theorem 3.1. Under the assumptions (H1)-(H5), the smooth solution of Cauchy problem
(2.5) and (2.7) blows up at (t0, x0), which is defined by (3.12)-(3.13), and t0 is the blowup
time. Furthermore, the blowup is geometric blowup.
Remark 3.4. The geometric blowup comes from Alinhac [1]. Roughly speaking, the solu-
tion itself keeps bounded, however, the derivatives of first order go to infinity when (t, x)
tends to the blowup point.
Remark 3.5. In the domain bounded by Γl and Γr, characteristics of the same family
must intersect, see Figure 5.
✲
✻t
x0 α1 α0 α2 β1 β0 β2
x− x
+
Γr Γl
Figure 5. The characteristics
4. Estimates of singularities
In this section we shall establish some estimates for the solution near the blowup
point, these estimates describe the behavior of singularities near the blowup point. In
what follows, we focus on the domain
Oǫ = {(t, x) | (t− t0)
2 + (x− x0)
2 < ǫ2}.
Let
t˜ = t− t0, x˜ = x− x0, α˜ = α− α0, β˜ = β − β0.
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Remark 4.1. Throughout the paper, without special notations, the above symbols are
adopted to denote the differences of the vector components between regular points and the
blowup point.
We have the following theorem
Theorem 4.1. Under the assumptions (H1)-(H5), in the neighborhood of the blowup
point, it holds that for any (t, x) ∈ Oǫ \ (t0, x0)
if x˜ = o(|t˜|
3
2 ), 
|u(t, x)− u(t0, x0)| ≤ F1|t˜|+ F2|
x˜
t˜
|,
|ρ| ≤ F3|t˜|
−1,
|ux| ≤ F4|t˜|
−1,
|ut| ≤ F5 + F6
|x˜|
|t˜|2
,
|ρx| ≤ F7|t˜|
−3,
|ρt| ≤
F8
|t˜|2
+ F9
|x˜|
|t˜|3
,
if |t˜|
3
2 = o(x˜), 
|u(t, x)− u(t0, x0)| ≤ F10|x˜|
1
3 ,
|ρ| ≤ F11|x˜|
− 2
3 ,
|ux| ≤ F12|x˜|
− 2
3 ,
|ut| ≤ F13|x˜|
− 1
3 ,
|ρx| ≤ F14|x˜|
−2,
|ρt| ≤ F15|x˜|
− 5
3 ,
if x˜ = O(1)|t˜|
3
2 , 
|u(t, x)− u(t0, x0)| ≤ F16|x˜|
1
3 ,
|ρ| ≤ F17|t˜|
−1,
|ux| ≤ F18|t˜|
−1,
|ut| ≤ F19|t˜|
− 1
2 ,
|ρx| ≤ F20|t˜|
−3,
|ρt| ≤ F21|t˜|
− 5
2 ,
for sufficiently small t˜ and x˜, where Fi (i = 1, 2, · · · , 21) are positive constants depend
only on the initial data at (α0, β0) and the symbol O(1) denote a quantity whose absolute
value is bounded depending on the relationship between x˜ and |t˜|
3
2 when x˜ is sufficiently
small.
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It follows from (2.10), (2.11), (3.12) and (3.13) that
x˜ =
1
2
{
α− α0 + β − β0 +
∫ β
α
Λ+(ζ) + Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ −
∫ β0
α0
Λ+(ζ) + Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ
}
=
∫ α
α0
−Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ +
∫ β
β0
Λ+(ζ)
Λ+(ζ)− Λ−(ζ)
dζ
=
Λ+(β0)
Λ+(β0)− Λ−(β0)
β˜ −
Λ−(α0)α˜
Λ+(α0)− Λ−(α0)
+
1
2
(
Λ
′
+(β0)
Λ+(β0)− Λ−(β0)
−
Λ+(β0)(Λ
′
+(β0)− Λ
′
−(β0))
(Λ+(β0)− Λ−(β0))2
)
β˜2
−
1
2
(
Λ
′
−(α0)
Λ+(α0)− Λ−(α0)
−
(Λ
′
+(α0)− Λ
′
−(α0))Λ−(α0)
(Λ+(α0)− Λ−(α0))2
)
α˜2
+
1
6
[
Λ
′′
+(β0)
Λ+(β0)− Λ−(β0)
−
Λ
′
+(β0)
(
Λ
′
+(β0)− Λ
′
−(β0)
)
(Λ+(β0)− Λ−(β0))2
−
Λ
′
+(β0)
(
Λ
′
+(β0)− Λ
′
−(β0)
)
+ Λ+(β0)
(
Λ
′′
+(β0)− Λ
′′
−(β0)
)
(Λ+(β0)− Λ−(β0))2
+
2Λ+(β0)
(
Λ
′
+(β0)− Λ
′
−(β0)
)2
(Λ+(β0)− Λ−(β0))3
]
β˜3
−
1
6
[
Λ
′′
−(α0)
Λ+(α0)− Λ−(α0)
−
2Λ
′
−(α0)
(
Λ
′
+(α0)− Λ
′
−(α0)
)
(Λ+(α0)− Λ−(α0))2
−
Λ+(α0)
(
Λ
′′
+(α0)− Λ
′′
−(α0)
)
(Λ+(α0)− Λ−(α0))2
+
2Λ−(α0)
(
Λ
′
+(α0)− Λ
′
−(α0)
)2
(Λ+(α0)− Λ−(α0))3
]
α˜3
(4.1)
and
t˜ =
∫ β
α
1
Λ+(ζ)− Λ−(ζ)
dζ −
∫ β0
α0
1
Λ+(ζ)− Λ−(ζ)
dζ
=
∫ α0
α
1
Λ+(ζ)− Λ−(ζ)
dζ +
∫ β
β0
1
Λ+(ζ)− Λ−(ζ)
dζ
=
β˜
Λ+(β0)− Λ−(β0)
−
1
2
Λ
′
+(β0)− Λ
′
−(β0)
(Λ+(β0)− Λ−(β0))2
β˜2
+
1
6
(
Λ
′′
−(β0)− Λ
′′
+(β0)
(Λ+(β0)− Λ−(β0))2
+
2(Λ
′
+(β0)− Λ
′
−(β0))
2
(Λ+(β0)− Λ−(β0))3
)
β˜3
−
(
α˜
Λ+(α0)− Λ−(α0)
−
1
2
Λ
′
+(α0)− Λ
′
−(α0)
(Λ+(α0)− Λ−(α0))2
α˜2
)
−
1
6
(
Λ
′′
−(α0)− Λ
′′
+(α0)
(Λ+(α0)− Λ−(α0))2
+
2(Λ
′
+(α0)− Λ
′
−(α0))
2
(Λ+(α0)− Λ−(α0))3
)
α˜3.
(4.2)
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To prove Theorem 4.1, we need the following lemmas.
Lemma 4.1. Under the assumptions (H1)-(H5), it holds that
α˜ =
−1
2
(C2t˜
2 + C3x˜) +
(
1
4
(C2t˜
2 + C3x˜)
2 +
C31 t˜
3
27
) 1
2

1
3
+
−1
2
(C2t˜
2 + C3x˜)−
(
1
4
(C2t˜
2 + C3x˜)
2 +
C31 t˜
3
27
) 1
2

1
3
,
(4.3)
where Ci (i = 1, 2, 3) depend only on the values of initial data at (α0, β0).
Proof. Under the assumptions (H1)-(H5), it holds that
Λ−(α0) = Λ+(β0) = 0. (4.4)
By (3.11)
f
′
(α0) =
Λ
′′
−(α0)Λ
2
+(α0)− Λ
2
−(β0)Λ
′′
+(β0)
−Λ−(β0)Λ2+(α0)
+
Λ
′
+(β0)Λ−(β0)
[
Λ
′
+(β0)− Λ
′
−(β0)−
(
Λ
′
+(α0)− Λ
′
−(α0)
)]
−Λ−(β0)Λ
2
+(α0)
< 0.
(4.5)
So
Λ
′′
−(α0)Λ
2
+(α0)− Λ
2
−(β0)Λ
′′
+(β0)
+Λ
′
+(β0)Λ−(β0)
[
Λ
′
+(β0)− Λ
′
−(β0)−
(
Λ
′
+(α0)− Λ
′
−(α0)
)]
< 0.
(4.6)
By (4.6), it suffices to expand t˜ and x˜ up to third order of α˜ and β˜ to get an optimal
estimate in (4.1) and (4.2). Noting the assumption (3.10) and using (4.1) and (4.2) lead
to
t˜ = −
β˜
Λ−(β0)
−
1
2
Λ
′
+(β0)− Λ
′
−(β0)
Λ2−(β0)
β˜2
+
1
6
(
Λ
′′
−(β0)− Λ
′′
+(β0)
Λ2−(β0)
−
2
(
Λ
′
+(β0)− Λ
′
−(β0)
)2
Λ3−(β0)
)
β˜3
−
α˜
Λ+(α0)
+
1
2
Λ
′
+(α0)− Λ
′
−(α0)
Λ2+(α0)
α˜2
−
1
6
(
Λ
′′
−(α0)− Λ
′′
+(α0)
Λ2+(α0)
+
2(Λ
′
+(α0)− Λ
′
−(α0))
2
Λ3+(α0)
)
α˜3
(4.7)
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and
x˜ = −
Λ
′
+(β0)
2Λ−(β0)
β˜2 +
1
6
(
Λ
′′
+(β0)
−Λ−(β0)
−
2Λ
′
+(β0)
(
Λ
′
+(β0)− Λ
′
−(β0)
)
Λ2−(β0)
)
β˜3
−
Λ
′
−(α0)
2Λ+(α0)
α˜2 −
1
6
(
Λ
′′
−(α0)
Λ+(α0)
−
2Λ
′
−(α0)
(
Λ
′
+(α0)− Λ
′
−(α0)
)
Λ2+(α0)
)
α˜3.
(4.8)
Noting (4.7), (4.8) and using the iterative method, we can obtain
x˜ = B3α˜
3 +B2t˜α˜ +B1t˜
2, (4.9)
where
B1 = −
Λ
′
+(β0)Λ−(β0)
2
< 0, B2 = Λ
′
−(α0) < 0 (4.10)
and
B3 = −
Λ
′′
−(α0)Λ
2
+(α0)− Λ
2
−(β0)Λ
′′
+(β0)
6Λ3+(α0)
+
Λ
′
+(β0)Λ−(β0)[Λ
′
+(β0)− Λ
′
−(β0)− (Λ
′
+(α0)− Λ
′
−(α0))]
6Λ3+(α0)
> 0.
(4.11)
Solving equation (4.9) gives
α˜ =
−1
2
(C2t˜
2 + C3x˜) +
(
1
4
(C2t˜
2 + C3x˜)
2 +
C31 t˜
3
27
) 1
2

1
3
+
−1
2
(C2t˜
2 + C3x˜)−
(
1
4
(C2t˜
2 + C3x˜)
2 +
C31 t˜
3
27
) 1
2

1
3
,
where
C1 =
B2
B3
< 0, C2 =
B1
B3
< 0, C3 = −
1
B3
< 0.
By (4.10) and (4.11), we observe that Ci (i = 1, 2, 3) depend only on the value of initial
data at (α0, β0). Thus, the lemma is proved. 
Lemma 4.2. Under the assumptions (H1)-(H5), it holds that
α˜ =

−C2
C1
t˜− C3x˜
C1 t˜
, x˜ = o(|t˜|
3
2 ),
(−C3x˜)
1
3 , |t˜|
3
2 = o(x˜),
C(−1
2
(C3x˜))
1
3 , x˜ = O(1)|t˜|
3
2
(4.12)
for t˜ and x˜ sufficiently small, C stands for a constant and Ci (i = 1, 2, 3) are determined
by Lemma 4.1.
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Proof. By Lemma 4.1, for simplicity, we may rewrite (4.3) as
α˜ =
(
A + (A2 +B)
1
2
) 1
3
+
(
A− (A2 +B)
1
2
) 1
3
, (4.13)
where
A = −
1
2
(C2t˜
2 + C3x˜) and B =
C31 t˜
3
27
.
We next prove Lemma 4.2 by distinguishing three cases:
Case I: A2 = o(B), i.e., x˜ = o(|t˜|
3
2 ).
By Taylor expansion, we have
α˜ =
[
A +B
1
2
(
1 +
A2
B
) 1
2
] 1
3
+
[
A−B
1
2
(
1 +
A2
B
) 1
2
] 1
3
=
[
A+B
1
2
(
1 +
A2
2B
+ o(
A2
B
)
)] 1
3
+
[
A− B
1
2
(
1 +
A2
2B
+ o(
A2
B
)
)] 1
3
= B
1
6
{[
A
B
1
2
+ (1 +
A2
2B
+ o(
A2
B
))
] 1
3
−
[
−
A
B
1
2
+ (1 +
A2
2B
+ o(
A2
B
))
] 1
3
}
= B
1
6
[
1 +
A2
6B
+
A
3B
1
2
− (1 +
A2
6B
−
A
3B
1
2
) + o(
A2
B
)
]
= B
1
6 (
2A
3B
1
2
+ o(
A2
B
)) =
2AB−
1
3
3
+ o(A2B−
5
6 )
= −
C2
C1
t˜−
C3x˜
C1t˜
+ o(t˜
3
2 + x˜2t˜−
5
2 + x˜t˜−
1
2 ).
The special case −C2
C1
t˜ − C3x˜
C1 t˜
= 0 implies that α˜ = o(t˜), which does not affect the main
results of the paper, so we do not distinguish this special case anymore.
Case II: B = o(A2), i.e., |t˜|
3
2 = o(x˜).
By Taylor expansion, we have
α˜ =
[
A+ |A|
(
1 +
B
A2
) 1
2
] 1
3
+
[
A− |A|
(
1 +
B
A2
) 1
2
] 1
3
=
[
A+ |A|
(
1 +
B
2A2
+ o(
B
A2
)
)] 1
3
+
[
A− |A|
(
1 +
B
2A2
+ o(
B
A2
)
)] 1
3
= |A|
1
3
{[
sign(A) +
(
1 +
B
2A2
+ o(
B
A2
)
)] 1
3
+
[
sign(A)−
(
1 +
B
2A2
+ o(
B
A2
)
)] 1
3
}
= ((2 + o(1))A)
1
3 = (−C2t˜
2 − C3x˜)
1
3 = (−C3x˜)
1
3 (1 +
C2t˜
2
C3x˜
)
1
3
= (−C3x˜)
1
3 (1 +
C2t˜
2
3C3x˜
+ o(
t˜2
x˜
)) = (−C3x˜)
1
3 + o(x˜
1
3 ).
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Case III: B = O(1)(A2), i.e., x˜ = O(1)|t˜|
3
2 .
By Taylor expansion, we have
α˜ =
[
A+
(
A2 +O(1)A2
) 1
2
] 1
3
+
[
A−
(
A2 +O(1)A2
) 1
2
] 1
3
=
[
A+ |A|
(
1 +O(1)
) 1
2
] 1
3
+
[
A− |A|
(
1 +O(1)
) 1
2
] 1
3
=
{[
1 +
(
1 +O(1)
) 1
2
] 1
3
+
[
1−
(
1 +O(1)
) 1
2
] 1
3
}
A
1
3
=
{[
1 +
(
1 +O(1)
) 1
2
] 1
3
+
[
1−
(
1 +O(1)
) 1
2
] 1
3
}[
−
1
2
(C2t˜
2 + C3x˜)
] 1
3
, C
(
−
1
2
(C2t˜
2 + C3x˜)
) 1
3
= C
(
−
1
2
C3x˜
) 1
3
+ o(x˜
1
3 ),
where
C =
(
1 +
(
1 +O(1)
) 1
2
) 1
3
+
(
1−
(
1 +O(1)
) 1
2
) 1
3
, O(1) =
4C31sign(t˜)
27C23(O(1))
2
. (4.14)
Since the constants derived in the proof are not equal to zero, we discard the higher order
terms. 
Lemma 4.3. Under the assumptions (H1)-(H5) and (4.7), it holds that
Λ+(β)− Λ−(α) =

D1t˜, x˜ = o(|t˜|
3
2 ),
D2x˜
2
3 , |t˜|
3
2 = o(x˜),
D3t˜, x˜ = O(1)|t˜|
3
2 ,
(4.15)
where Di (i = 1, 2, 3) depend only on the initial data at (α0, β0).
Proof. Iterating (4.7) two times and retain α˜ to second order term, we obtain
β˜ = −Λ−(β0)
[
t˜+
α˜
Λ+(α0)
+
Λ
′
+(β0)− Λ
′
−(β0)− (Λ
′
+(α0)− Λ
′
−(α0))
2Λ2+(α0)
α˜2
]
.
Then by assumptions (H1)-(H5) and above discussions, we have
Λ+(β)− Λ−(α)
= Λ+(β)− Λ+(β0) + Λ−(α0)− Λ−(α)
= Λ
′
+(β0)β˜ − Λ
′
−(α0)α˜+
1
2
Λ
′′
+(β0)β˜
2 −
1
2
Λ
′′
−(α0)α˜
2
= −Λ
′
+(β0)Λ−(β0)t˜+Mα˜
2,
(4.16)
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where
M =
Λ
′′
+(β0)Λ
2
−(β0)− Λ
′′
−(α0)Λ
2
+(α0)− Λ
′
+(β0)Λ−(β0)
[
Λ
′
+(β0)− Λ
′
−(β0)− (Λ
′
+(α0)− Λ
′
−(α0))
]
2Λ2+(α0)
.
By (3.11), it holds that M 6= 0, thus, by Lemma 4.2, we have
Case I: x˜ = o(|t˜|
3
2 ).
Λ+(β)− Λ−(α) = −Λ
′
+(β0)Λ−(β0)t˜+M
(
−
C2
C1
t˜−
C3x˜
C1t˜
)2
= −Λ
′
+(β0)Λ−(β0)t˜+M
C23 x˜
2
C21 t˜
2
= −Λ
′
+(β0)Λ−(β0)t˜ , D1t˜,
(4.17)
where
D1 = −Λ
′
+(β0)Λ−(β0).
Case II: |t˜|
3
2 = o(x˜).
Λ+(β)− Λ−(α) = −Λ
′
+(β0)Λ−(β0)t˜+M(−C3x˜)
2
3
=M(−C3x˜)
2
3 , D2x˜
2
3 ,
(4.18)
where
D2 = MC
2
3
3 .
Case III: x˜ = O(1)|t˜|
3
2 .
Λ+(β)− Λ−(α) = −Λ
′
+(β0)Λ−(β0)t˜+MC
2
(
−
1
2
(C3x˜)
) 2
3
, D3t˜,
(4.19)
where
D3 = −Λ
′
+(β0)Λ−(β0) +MC
2
(
C3O(1)
2
) 2
3
sign(t˜).
Thus, the lemma is proved. 
Proof of Theorem 4.1.
By (2.4), we have
u(t, x) =
λ+(t, x) + λ−(t, x)
2
=
Λ+(β) + Λ−(α)
2
(4.20)
and
ρ(t, x) =
2µ
λ+(t, x)− λ−(t, x)
=
2µ
Λ+(β)− Λ−(α)
. (4.21)
Here and hereafter, we use (α, β) (resp. (α0, β0)) to denote the characteristic parameters
defined by (2.10) and (2.11) corresponding to (t, x) (resp. (t0, x0)).
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In order to estimate u(t, x) at the blowup point (t0, x0), we firstly estimate
Λ+(β)− Λ+(β0) + Λ−(α)− Λ−(α0). (4.22)
By Taylor expansion and (4.7),
Λ+(β)− Λ+(β0) + Λ−(α)− Λ−(α0)
= Λ
′
+(β0)β˜ + Λ
′
−(α0)α˜
= Λ
′
+(β0)
(
−Λ−(β0)t˜−
Λ−(β0)
Λ+(α0)
α˜
)
+ Λ
′
−(α0)α˜
= −Λ
′
+(β0)Λ−(β0)t˜ +
−Λ
′
+(β0)Λ−(β0) + Λ
′
−(α0)Λ+(α0)
Λ+(α0)
α˜
= −Λ
′
+(β0)Λ−(β0)t˜−
2Λ
′
+(β0)Λ−(β0)
Λ+(α0)
α˜.
(4.23)
By Lemma 4.2, we have
Case I: x˜ = o(|t˜|
3
2 ).
We have
Λ+(β) + Λ−(α)
= −Λ
′
+(β0)Λ−(β0)t˜−
2Λ
′
+(β0)Λ−(β0)
Λ+(α0)
(
−
C2
C1
t˜−
C3x˜
C1t˜
)
=
(
−Λ
′
+(β0)Λ−(β0) +
2Λ
′
+(β0)Λ−(β0)C2
Λ+(α0)C1
)
t˜ +
2Λ
′
+(β0)Λ−(β0)C3
Λ+(α0)C1
x˜
t˜
, C5t˜+ C6
x˜
t˜
= C6
x˜
t˜
+ o(t˜),
(4.24)
where
C5 = −Λ
′
+(β0)Λ−(β0) +
2Λ
′
+(β0)Λ−(β0)C2
Λ+(α0)C1
= 0, C6 =
2Λ
′
+(β0)Λ−(β0)C3
Λ+(α0)C1
.
Case II: |t˜|
3
2 = o(x˜).
In this case, we get
Λ+(β) + Λ−(α) = −Λ
′
+(β0)Λ−(β0)t˜−
2Λ
′
+(β0)Λ−(β0)
Λ+(α0)
(−C3x˜)
1
3
= −
2Λ
′
+(β0)Λ−(β0)
Λ+(α0)
(−C3x˜)
1
3 , C7x˜
1
3 ,
(4.25)
where
C7 =
2Λ
′
+(β0)Λ−(β0)
Λ+(α0)
C
1
3
3 .
Case III: x˜ = O(1)|t˜|
3
2 .
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We obtain
Λ+(β) + Λ−(α) = −Λ
′
+(β0)Λ−(β0)t˜−
2Λ
′
+(β0)Λ−(β0)
Λ+(α0)
C
(
−
1
2
C3x˜
) 1
3
= −
2Λ
′
+(β0)Λ−(β0)
Λ+(α0)
C
(
−
1
2
C3x˜
) 1
3
, C8x˜
1
3 ,
(4.26)
where
C8 =
2Λ
′
+(β0)Λ−(β0)
Λ+(α0)
C
(
1
2
C3
) 1
3
.
In order to estimate ux, ρx, ut and ρt, we have to estimate (λ+)x, (λ−)x, (λ+)t, (λ−)t.
By (3.2), we can obtain the estimates on (λ+)x and (λ−)x.
It follows from the system (2.5) that
(λ+)t = −λ−(λ+)x = −Λ−(α)Λ
′
+(β)
Λ+(β)− Λ−(β)
Λ+(β)− Λ−(α)
= −Λ
′
−(α0)Λ
′
+(β)
Λ+(β)− Λ−(β)
Λ+(β)− Λ−(α)
α˜
(4.29)
and
(λ−)t = −λ+(λ−)x = −Λ+(β)Λ
′
−(α)
Λ+(α)− Λ−(α)
Λ+(β)− Λ−(α)
= −Λ
′
+(β0)Λ
′
−(α)
Λ+(α)− Λ−(α)
Λ+(β)− Λ−(α)
β˜
= Λ−(β0)Λ
′
+(β0)Λ
′
−(α)
Λ+(α)− Λ−(α)
Λ+(β)− Λ−(α)
(
t˜+
α˜
Λ+(α0)
)
.
(4.30)
We now estimate ux, ut, ρx and ρt
For ux, noting (4.20)-(4.21) and (3.2), by direct calculations, we have
ux =
(λ+)x + (λ−)x
2
,
M5
Λ+(β)− Λ−(α)
, (4.31)
where
M5 =
Λ
′
+(β)(Λ+(β)− Λ−(β))
2
+
Λ
′
−(α)(Λ+(α)− Λ−(α))
2
.
Similarly, for ut, by (4.29) and (4.30), we have
ut =
(λ+)t + (λ−)t
2
,
M6t˜ +M7α˜
Λ+(β)− Λ−(α)
, (4.32)
where
M6 = Λ
′
+(β0)Λ
′
−(α0)Λ−(β0)(Λ+(α)− Λ−(α))
and
M7 =
Λ
′
+(β0)Λ
′
−(α0)Λ−(β0) (Λ+(α)− Λ−(α))
Λ+(α0)
− Λ
′
−(α0)Λ
′
+(β) (Λ+(β)− Λ−(β)) .
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For ρx, we have
ρx = −
2µ ((λ+)x − (λ−)x)
(λ+ − λ−)2
,
M8
(Λ+(β)− Λ−(α))
3 , (4.33)
where
M8 = 2µ
(
Λ
′
+(β) (Λ+(β)− Λ−(β))− Λ
′
−(α) (Λ+(α)− Λ−(α))
)
.
For ρt, we have
ρt = −
2µ ((λ+)t − (λ−)t)
(λ+ − λ−)2
,
M9t˜+M10α˜
(Λ+(β)− Λ−(α))
3 (4.34)
where
M9 = 2µΛ
′
+(β0)Λ
′
−(α0)Λ−(β0) (Λ+(α)− Λ−(α))
and
M10 = 2µ
[
Λ
′
+(β0)Λ
′
−(α)Λ−(β0) (Λ+(α)− Λ−(α))
Λ+(α0)
+ Λ
′
−(α0)Λ
′
+(β) (Λ+(β)− Λ−(β))
]
.
Then, by (4.20)-(4.21) and (4.31)-(4.34), we have
Case I: x˜ = o(|t˜|
3
2 ).
It holds that
|u(t, x)− u(t0, x0)| ≤ |C5||t˜|+ |C6|
∣∣∣∣ x˜t˜
∣∣∣∣ , F1|t˜|+ F2 ∣∣∣∣ x˜t˜
∣∣∣∣ , (4.35)
|ux| ≤ 2|
M5
Λ+(β)− Λ−(α)
| ≤ 4|M5|
1
| − Λ
′
+(β0)Λ−(β0)t˜|
=
4|M5|
Λ
′
+(β0)Λ−(β0)
|t˜|−1 , F4|t˜|
−1,
(4.36)
|ut| ≤ 2
|M6||t˜|+ |M7||α˜|
|D1t˜|
, F5 + F6
|x˜|
|t˜|2
, (4.37)
|ρ| ≤
4µ
Λ
′
+(β0)Λ−(β0)
|t˜|−1 , F3|t˜|
−1, (4.38)
|ρx| ≤
4|M8|(
Λ
′
+(β0)Λ−(β0)
)3 |t˜|−3 , F7|t˜|−3, (4.39)
and
|ρt| ≤ 2
|M9||t˜|+ |M10||α˜|
|D1t˜|3
,
F8
|t˜|2
+ F9
|x˜|
|t˜|4
. (4.40)
Case II: |t˜|
3
2 = o(x˜).
We have
|u(t, x)− u(t0, x0)| ≤ 2|C7||x˜
1
3 | , F10|x˜|
1
3 , (4.41)
|ux| ≤
2|M5|
|D2x˜
2
3 |
, F12|x˜|
− 2
3 , (4.42)
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|ut| ≤ 2
|M6t˜|+ |M7α˜|
(D2x˜)
2
3
, F13|x˜|
− 1
3 , (4.43)
|ρ| ≤
4µ
D2
(x˜)−
2
3 , F11|x˜|
− 2
3 , (4.44)
|ρx| ≤
2|M8|
D32
|x˜|−2 , F14|x˜|
−2, (4.45)
and
|ρt| ≤ 2
|M9t˜|+ |M10α˜|
(D2x˜)2
, F15|x˜|
− 5
3 . (4.46)
Case III: x˜ = O(1)|t˜|
3
2 .
We obtain
|u(t, x)− u(t0, x0)| ≤ |C8||x˜|
1
3 , F16|x˜|
1
3 , (4.47)
|ux| ≤ F18|t˜|
−1, (4.48)
|ut| ≤ 2
|M6t˜|+ |M7C(
1
2
C3O(1))||t˜|
1
2
|D3t˜|
, N25 +N26|t˜|
− 1
2 = F19|t˜|
− 1
2 , (4.49)
|ρ| ≤ F17|t˜|
−1, (4.50)
|ρx| ≤ F20|t˜|
−3, (4.51)
and
|ρt| ≤ 2
|M6t˜|+ |M7C(
1
2
C3O(1))||t˜|
1
2
|D3t˜|3
, N31|t˜|
−2 +N32|t˜|
− 5
2 = F21|t˜|
− 5
2 . (4.52)
Thus, the proof of Theorem 4.1 is completed.
Remark 4.2. From the above discussions, it is easy to say that the constants derived in
above estimates are not equal to zero for initial data satisfying assumptions (H1)-(H5).
5. analysis of singularity
In this section we shall construct physical solutions with new kind of singularity for
the system (2.1). To do so, we firstly recall the traditional definition of weak solution.
For simplicity, consider the conservation law
ut + f(u)x = 0, t > 0, x ∈ R, (5.1)
with initial data
u(0, x) = u0(x), x ∈ R,
where u(t, x) = (u1, · · · , un)(t, x) ∈ R
n, n ≥ 1 and f(u) is the flux vector-valued function
in some open set Ω ⊂ Rn.
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Definition 5.1. A bounded measurable function u(t, x) is called a weak solution of the
Cauchy problem (5.1) with bounded and measurable initial data u0, provided that∫∫
t≥0
(uφt + f(u)φx) dx dt+
∫
t=0
u0φdx = 0 (5.2)
holds for all φ ∈ C10(R
+×R), where C10 denotes the class of C
1 functions φ, which vanish
outside a compact subset in t ≥ 0.
In this paper, we generalize the above definition as follows
Definition 5.2. A measurable function u(t, x) is called a weak solution of the Cauchy
problem (5.1) with bounded and measurable initial data u0, provided that (5.2) holds for
all φ ∈ C10(R
+ × R).
Corollary 5.1. If u is a weak solution, then it holds that:
lim
ǫ→0
∫∫
(t,x)∈Dǫ
(uφt + f(u)φx) dx dt = 0, (5.3)
where
Dǫ = {(t, x) | |t− t0| ≤ ǫ, |x− x0| ≤ ǫ}
and (t0, x0) is a blowup point.
Proof. If (5.2) holds, then taking φ ∈ C10(Dǫ) gives∫∫
(t,x)∈Dǫ
(uφt + f(u)φx)dxdt = 0.
This is nothing but (5.3) 
Let
u± = u(t, x(t)± 0),
where x(t) is a smooth curve across which u has a jump discontinuity. As in the traditional
sense, we can also get the Rankine-Hugoniot condition (see [18])
s[u] = [f(u)], (5.4)
where s = dx(t)
dt
is the speed of discontinuity, [u] = u+ − u−, the jump across x(t) and
similarly, [f ] = f(u+)−f(u−), at which we do not require that u has well-defined limits on
both sides of x = x(t), i.e., u may be infinity on either side of the discontinuity x = x(t).
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Remark 5.1. In our definition, we do not require that u(t, x) is bounded everywhere,
while, we need the singular integral in the left hand side of (5.3) is convergent.
Definition 5.3. u = u(t, x) of system (5.1) is said to be the “Delta-like solution”, if it
satisfies Definition 5.2 and u(t, x) is smooth except on some points or curves or other
domains, on which u =∞.
Remark 5.2. By Definition 5.3, the “Delta-like” solution is different from the “shock-
wave” solution. Here, the density of system (2.1) is unbounded.
Lemma 5.1. For system (2.1), if x = x(t) is a curve of discontinuity and ρ has a jump
across x(t), define ρ on both sides of x = x(t) as ρ± = ρ(t, x(t)± 0). Then
dx(t)
dt
= u+ = u−. (5.5)
where u± = u(t, x(t)± 0) are the right and left limits, respectively.
Proof. If x = x(t) is a curve of discontinuity of system (2.1), then, by (5.4), we have
s(ρ+ − ρ−) = ρ+u+ − ρ−u− (5.6)
and
s(ρ+u+ − ρ−u−) = ρ+(u+)2 − ρ−(u−)2. (5.7)
Assume ρ+ 6= ρ−. Then by (5.6) and (5.7), we have
(ρ+ − ρ−)(ρ+(u+)2 − ρ−(u−)2) = (ρ+u+ − ρ−u−)2.
By a simple calculation, we get
u+ = u−,
thus, by (5.6), we obtain
dx(t)
dt
= u+ = u−.

Remark 5.3. Since on both sides of the discontinuity x = x(t), the pressure p = 0, (5.7)
holds accordingly.
Theorem 5.1. Under the assumptions (H1)-(H5) in Section 3, the solution of the Cauchy
problem (2.1), (2.6) constructed by the method of characteristics satisfy (5.3) in the strip
{(t, x) | t ∈ [0, t0], x ∈ R} and t0 is defined by (3.10).
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Proof. It suffices to check that
lim
ǫ→0
∫∫
(t,x)∈D−
ǫ
(ρφt + (ρu)φx) dx dt = 0 (5.8)
and
lim
ǫ→0
∫∫
(t,x)∈D−ǫ
((ρu)φt + (ρu
2)φx) dx dt = 0, (5.9)
where
D−ǫ = {(t, x) | |x− x0| ≤ ǫ, t0 − ǫ ≤ t ≤ t0}
By Lemma 4.1, we have
C1 < 0.
We prove Theorem 5.1 by distinguishing the following three possible cases:
B = O(1)A2, B = o(A2) and A2 = o(B),
where A and B are defined in the proof of Lemma 4.2. From B = A2, we have
C31 t˜
3
27
=
1
4
(C2t˜
2 + C3x˜)
2. (5.10)
This implies that
t˜ ≤ 0.
Equation (5.10) defines two curves passing through (t0, x0) read
x˜ =
2C1(−C1)
1
2
(27)
1
2C3
(−t˜)
3
2 , G1(−t˜)
3
2 (5.11)
and
x˜ = −
2C1(−C1)
1
2
(27)
1
2C3
(−t˜)
3
2 , −G1(−t˜)
3
2 , (5.12)
respectively. So we can break D−ǫ into T1 and T2 defined by
T1 = {(t, x) ∈ D
−
ǫ | B ≥ A
2}
and
T2 = {(t, x) ∈ D
−
ǫ | B < A
2}.
Thus, it suffices to prove that (5.8) and (5.9) hold in T1
⋃
T2.
Case A2 = o(B), namely, x˜ = o(|t˜|
3
2 )
By Theorem 4.1, we have the following asymptotic solutions:
ρ ≈ k1t˜
−1, (5.13)
27
u ≈ k2t˜+ k3
x˜
t˜
, (5.14)
so
ρu ≈ m1 +m2x˜t˜
−2, (5.15)
ρu2 ≈ m3t˜ +m4x˜
2t˜−2. (5.16)
Case B = O(1)A2, namely, x˜ = O(1)|t˜|
3
2 .
We obtain
ρ ≈ k4t˜
−1 = k5x˜
− 2
3 , (5.17)
u ≈ k6x˜
1
3 , (5.18)
so
ρu ≈ m5x˜
− 1
3 , (5.19)
ρu2 ≈ m6. (5.20)
Case B = o(A2), namely, |t˜|
3
2 = o(x˜).
By Theorem 4.1, we have the following asymptotic solutions:
ρ ≈ k7x˜
− 2
3 , (5.21)
u ≈ k8x˜
1
3 , (5.22)
so
ρu ≈ m7x˜
− 1
3 , (5.23)
ρu2 ≈ m8, (5.24)
where ki (i = 1, · · · , 8) and mi (i = 1, · · · , 8) are constants depending only on the initial
data at (α0, β0). By (5.8) and (5.9), it follows that
P = lim
ǫ→0
∫∫
(t,x)∈D−ǫ
(ρφt + (ρu)φx) dx dt
= lim
ǫ→0
∫∫
(t,x)∈T1
(ρφt + (ρu)φx) dx dt + lim
ǫ→0
∫∫
(t,x)∈T2
(ρφt + (ρu)φx) dx dt
, P1 + P2
(5.25)
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and
Q = lim
ǫ→0
∫∫
(t,x)∈Dǫ
((ρu)φt + (ρu
2)φx) dx dt
= lim
ǫ→0
∫∫
(t,x)∈T1
((ρu)φt + (ρu
2 + p)φx) dx dt+ lim
ǫ→0
∫∫
(t,x)∈T2
((ρu)φt + (ρu
2 + p)φx) dx dt
, Q1 +Q2.
(5.26)
We next prove
|Pi| = 0 (i = 1, 2) and |Qi| = 0 (i = 1, 2).
Define
K1 = {(t, x) | x˜ = o(|t˜|
3
2 )},
K2 = {(t, x) | x˜ = O(1)|t˜|
3
2}
and
K3 = {(t, x) | |t˜|
3
2 = o(x˜)}.
Then by (5.13)-(5.24), we obtain
|P1| ≤ lim
ǫ→0
∫∫
(t,x)∈T1
(|ρ||φt|+ |(ρu)||φx|) dx dt
≤ max |φt| lim
ǫ→0
∫∫
(t,x)∈T1
|ρ| dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T1
|ρu| dx dt
≤ max |φt| lim
ǫ→0
∫∫
(t,x)∈T1
⋂
K1
|ρ| dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T1
⋂
K1
|ρu| dx dt
+max |φt| lim
ǫ→0
∫∫
(t,x)∈T1
⋂
K2
|ρ| dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T1
⋂
K2
|ρu| dx dt
≤ max |φt| lim
ǫ→0
∫∫
(t,x)∈T1
⋂
K1
|k1t˜
−1| dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T1
⋂
K1
|m1 +m2x˜t˜
−2| dx dt
+max |φt| lim
ǫ→0
∫∫
(t,x)∈T1
⋂
K2
|k5x˜
− 2
3 | dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T1
⋂
K2
|m5x˜
− 1
3 | dx dt
≤ max |φt| lim
ǫ→0
∫ G1(−τ˜) 32
−G1(−τ˜)
3
2
∫ 0
−ǫ
(|k1x˜
− 2
3 |+ |k5x˜
− 2
3 |)dt˜dx˜
+max |φx| lim
ǫ→0
∫ G1(−τ˜) 32
−G1(−τ˜ )
3
2
∫ 0
−ǫ
(|m1 +m2x˜t˜
−2|+ |m5x˜
− 1
3 |)dt˜dx˜
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= 0.
|P2| ≤ lim
ǫ→0
∫∫
(t,x)∈T2
(|ρ||φt|+ |(ρu)||φx|) dx dt
≤ max |φt| lim
ǫ→0
∫∫
(t,x)∈T2
|ρ| dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T2
|ρu| dx dt
≤ max |φt| lim
ǫ→0
∫∫
(t,x)∈T2
⋂
K3
|ρ| dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T2
⋂
K3
|ρu| dx dt
+max |φt| lim
ǫ→0
∫∫
(t,x)∈T2
⋂
K2
|ρ| dx dt +max |φx| lim
ǫ→0
∫∫
(t,x)∈T2
⋂
K2
|ρu| dx dt
≤ max |φt| lim
ǫ→0
∫∫
(t,x)∈T2
⋂
K3
|k1x˜
− 2
3 | dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T2
⋂
K3
|m7x˜
− 1
3 | dx dt
+max |φt| lim
ǫ→0
∫∫
(t,x)∈T2
⋂
K2
|k5x˜
− 2
3 | dx dt+max |φx| lim
ǫ→0
∫∫
(t,x)∈T2
⋂
K2
|m5x˜
− 1
3 | dx dt
≤ max |φt| lim
ǫ→0
(
∫ −G1(−τ˜) 32
−ǫ
∫ 0
−ǫ
+
∫ ǫ
G1(−τ˜)
3
2
∫ 0
−ǫ
)(|k1x˜
− 2
3 |+ |k5x˜
− 2
3 |)dt˜dx˜
+max |φx| lim
ǫ→0
(
∫ −G1(−τ˜) 32
−ǫ
∫ 0
−ǫ
+
∫ ǫ
G1(−τ˜ )
3
2
∫ 0
−ǫ
)(|m7x˜
− 1
3 |+ |m5x˜
− 1
3 |)dt˜dx˜
= 0.
Here
max|φx| = sup {|φx(t, x)| | (t, x) ∈ D
−
ǫ }, max|φt| = sup {|φt(t, x)| | (t, x) ∈ D
−
ǫ }
and τ˜ is defined by (5.11) and (5.12). So we have |P | → 0, as ǫ→ 0. That is to say, (5.8)
holds.
Similarly, we can prove (5.9). Thus, the theorem is proved. 
Remark 5.4. Here and throughout the following, we will use the convention A¯ ≈ B¯
whenever C¯−1A¯ ≤ B¯ ≤ C¯A¯ for a constant C¯ 6= 0.
6. Delta-like solutions
In this section, by the method of characteristics, we construct some weak solutions
with a new kind of singularities, named “Delta-like” solution.
6.1. Delta-like solution with point-shape singularity.
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We first consider a simple case, in which we assume
Assumption (A1):
Λ−(x) < Λ+(x), ∀ x ∈ R; (6.1)
Furthermore, we assume that there exist α0 and β0 with α0 < β0 satisfying
Assumption (A2):
Λ−(α0) = Λ+(β0) = 0; (6.2)
Assumption (A3):
Λ
′
−(α0) = Λ
′
+(β0) = 0; (6.3)
Assumption (A4):
Λ
′′
−(α0) < 0, Λ
′′
+(β0) > 0. (6.4)
Λ±(x) satisfying assumptions (A1)-(A4) are shown in Figure 6.
✲
✻
0
t
x
α0
β0
Λ−(x)
Λ+(x)
Figure 6. Λ±(x) satisfying the assumptions (A1)-(A4)
We now derive the Delta-like solution with point-shape singularity
Theorem 6.1. Under the assumptions (A1)-(A4), it holds that in the neighborhood of
the blowup point
|ρ| ≤

B1|t˜|
−2, x˜ = o(t˜3),
B2|x˜|
− 2
3 , t˜3 = o(x˜),
B3|x˜|
− 2
3 , x˜ = O(1)t˜3
and
|u| ≤

B4|t˜|
2, x˜ = o(t˜3),
B5|x˜|
2
3 , t˜3 = o(x˜),
B6|x˜|
2
3 , x˜ = O(1)t˜3
for sufficiently small t˜ and x˜ defined in Section 4 and Bi (i = 1, · · · , 6) are positive
constants depending only on the initial data at (α0, β0). Furthermore, the solution (ρ, u)
is Delta-like solution, which we call it Delta-like solution with point-shape singularity.
Before proving Theorem 6.1, we need the following lemmas
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Lemma 6.1. Under the assumptions (A1)-(A4), there is only one singular point, i.e.,
(t0, x0) defined by (3.12) and (3.13), on which ρ = ∞ and away from (t0, x0), ρ(t, x) is
finite.
Proof. By (3.12), (3.13), (4.21) and (6.2), we observe that at (t0, x0), ρ =∞.
Suppose that there exists another point (t, x) 6= (t0, x0) such that ρ(t, x) = ∞. from
(t, x), there exist only two characteristics intersecting the x-axis at α and β respectively.
By (4.21) we have
Λ−(α) = Λ+(β). (6.15)
If α 6= α0, then by the assumptions (A1)-(A4) we have
Λ−(α) < 0, Λ+(β) ≥ 0, ∀ β ∈ R.
This contradicts to (6.15).
Similarly, it is easy to show that the assumption β 6= β0 also leads to a contradiction.
Thus, the lemma is proved. 
Under the assumptions (A1)-(A4), the characteristics can be depicted as follows:
the characteristics x− and x+ passing through (0, α0) and (0, β0) respectively tangent
at (t0, x0) and then they turn away from each other (see Figure 7).
✲
✻t
xα0 β00
x−
x−
x+
x+
(t0, x0)
Figure 7. The characteristics under assumptions (A1)-(A4).
By the same method as Lemmas 4.1-4.3, we get the following two lemmas without
proof.
Lemma 6.2. Under the assumptions (A1)-(A4), in the neighborhood of (t0, x0), it holds
that
β˜ =
(
1
2
(−B7x˜− B8t˜
3) +
√
1
4
(−B7x˜− B8t˜3)2 +
1
27
(B9t˜2)3
) 1
3
32
+(
1
2
(−B7x˜−B8t˜
3)−
√
1
4
(−B7x˜− B8t˜3)2 +
1
27
(B9t˜2)3
) 1
3
−
B10t˜
3
,
where Bi (i = 7, · · · , 10) are constants depending only on the initial data at (α0, β0).
Lemma 6.3. Under the assumptions (A1)-(A4), in the neighborhood of (t0, x0), it holds
that
β˜ =

B11t˜, x˜ = o(t˜
3),
B12x˜
1
3 , t˜3 = o(x˜),
B13x˜
1
3 , x˜ = O(1)t˜3,
Λ+(β)− Λ−(α) =

B14t˜
2, x˜ = o(t˜3),
B15x˜
2
3 , t˜3 = o(x˜),
B16x˜
2
3 , x˜ = O(1)t˜3
and
Λ+(β) + Λ−(α) =

B17t˜
2, x˜ = o(t˜3),
B18x˜
2
3 , t˜3 = o(x˜),
B19x˜
2
3 , x˜ = O(1)t˜3
where Bi (i = 11, · · · , 19) are constants depending only on the initial data at (α0, β0).
The proof of Theorem 6.1. The behavior of ρ and u can be derived easily from
the above two lemmas. By the same method as Theorem 5.1, in the integral domain Dǫ
defined below, we have |ρ| ≤ |x˜|−
2
3 and the orders of |ρu| and |ρu2| are higher than the
order of |ρ|, thus, (5.3) holds obviously. Next, we prove that system (2.1) satisfies the
Definition 5.2. First we consider the first equation of (2.1).
Define
Dǫ = {(t, x)| |t− t0| ≤ ǫ, |x− x0| ≤ ǫ}.
For arbitrary φ(t, x) ∈ C10 , it holds that∫∫
t≥0
(ρφt + ρuφx)dxdt+
∫
t=0
ρ0φdx
=
∫∫
{t≥0}−Dǫ
(ρφt + ρuφx)dxdt+
∫
t=0
ρ0φ+
∫∫
Dǫ
(ρφt + ρuφx)dxdt
=
(∫ ∞
0
∫ x0−ǫ
−∞
+
∫ ∞
0
∫ +∞
x0+ǫ
+
∫ t0−ǫ
0
∫ x0+ǫ
x0−ǫ
+
∫ ∞
t0+ǫ
∫ x0+ǫ
x0−ǫ
)
(ρφt + ρuφx)dxdt
+
∫∫
Dǫ
(ρφt + ρuφx)dxdt+
∫
t=0
ρ0φdx
=
(∫ ∞
0
∫ x0−ǫ
−∞
+
∫ ∞
0
∫ +∞
x0+ǫ
+
∫ t0−ǫ
0
∫ x0+ǫ
x0−ǫ
+
∫ ∞
t0+ǫ
∫ x0+ǫ
x0−ǫ
)
(ρtφ+ (ρu)xφ)dxdt
33
−∫ +∞
−∞
ρ0φdx+
∫ x0+ǫ
x0−ǫ
(ρ(t0 − ǫ)φ(t0 − ǫ)− ρ(t0 + ǫ)φ(t0 + ǫ))dx+
∫∫
Dǫ
(ρφt + ρuφx)dxdt
+
∫ t0+ǫ
t0−ǫ
(ρuφ(x0 − ǫ)− ρuφ(x0 + ǫ))dt+
∫ +∞
−∞
ρ0φdx
=
(∫ ∞
0
∫ x0−ǫ
−∞
+
∫ ∞
0
∫ +∞
x0+ǫ
+
∫ t0−ǫ
0
∫ x0+ǫ
x0−ǫ
+
∫ ∞
t0+ǫ
∫ x0+ǫ
x0−ǫ
)
(ρt + (ρu)x)φdxdt
+
∫ x0+ǫ
x0−ǫ
(ρφ(t0 − ǫ)− ρφ(t0 + ǫ))dx+
∫ t0+ǫ
t0−ǫ
(ρuφ(t0 − ǫ)− ρuφ(t0 + ǫ))dt
+
∫∫
Dǫ
(ρφt + ρuφx)dxdt
, M1 +M2 +M3 +M4.
In the limit ǫ → 0, M1 → 0 due to the first equation of (2.1), M4 → 0 due to (5.3), for
M2, we have
|M2| ≤ 2max|φ|
∫ x0+ǫ
x0−ǫ
|ρ|dx ≤ 2max|φ|
∫ x0+ǫ
x0−ǫ
|x− x0|
− 2
3dx ≤ 12max|φ|ǫ
1
3 ,
where
max|φ| = sup {|φ(t, x)| | (t, x) ∈ Dǫ}.
So M2 tends to zero. For M3, since |ρuφ| is finite on (t0 − ǫ, t0 + ǫ). Thus, M3 → 0 as
ǫ→ 0. Similarly, for the second equation of (2.1) we have∫∫
t≥0
(ρuφt + (ρu
2 + p)φx)dxdt+
∫
t=0
ρ0u0φdx = 0.
6.2. Delta-like solution with line-shape singularity: Type I.
In this subsection, we are going to investigate another important Delta-like solution
named Delta-like solution with line-shape singularity. To do so, we assume that
Assumption (B1):
Λ−(x) < Λ+(x), ∀ x ∈ R; (6.5)
Furthermore, there exist α0 and β0 with α0 < β0 satisfying
Assumption (B2):
Λ−(α0) = Λ+(β) = 0, ∀β0 ≤ β ≤ β̂; (6.6)
(resp. Λ−(α) = Λ+(β0) = 0, ∀ α̂ ≤ α ≤ α0; )
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Assumption (B3):
Λ
′
−(α0) = Λ
′
+(β0) = 0; (6.7)
Assumption (B4):
Λ
′′
−(α0) < 0, Λ
′′
+(β0) = 0; (6.8)
(resp. Λ
′′
−(α0) = 0, Λ
′′
+(β0) > 0.)
Λ±(x) satisfying assumptions (B1)-(B4) are shown in Figure 8.
✲
✻
✲
✻
0
t
x
α0
β0
Λ−(x)
Λ+(x)
0
t
x
α0
β0
Λ−(x)
Λ+(x)
Figure 8. Λ±(x) satisfying the assumptions (B1)-(B4).
Define
t̂ =
∫ β̂
α0
1
Λ+(ζ)− Λ−(ζ)
dζ.
Under the assumptions (B1)-(B4), we get the Delta-like solution with line-shape singu-
larity
Theorem 6.2. Under the assumptions (B1)-(B4), it holds that
lim
ǫ→0
∫ t̂+ǫ
t0−ǫ
∫ x0+ǫ
x0−ǫ
(ρφt + ρuφx)dxdt = 0 (6.9)
and
lim
ǫ→0
∫ t̂+ǫ
t0−ǫ
∫ x0+ǫ
x0−ǫ
(ρuφt + (ρu
2 + p)φx)dxdt = 0. (6.10)
Furthermore, the solution derived by the method of characteristics is a Delta-like solution
and we call it Delta-like solution with line-shape singularity.
Before proving Theorem 6.2, we need the following lemmas.
Lemma 6.4. Under the assumptions (B1)-(B4), the singularities form a line L , {(t, x) |
x = x0, t0 ≤ t ≤ t̂}, and on this line, it holds that ρ = ∞, while off the line, ρ is finite
and smooth, we denote this set by Lc.
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Proof. By (4.21), ρ =∞ if and only if Λ+(β) = Λ−(α), on the other hand, by (2.10)-(2.11),
(3.12)-(3.13) and the assumptions (B1)-(B4), when β0 ≤ β ≤ β̂,
x =
1
2
{
α0 + β +
∫ β
α0
Λ+(ζ) + Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ
}
=
1
2
{
α0 + β0 + β − β0 +
∫ β0
α0
Λ+(ζ) + Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ +
∫ β
β0
Λ+(ζ) + Λ−(ζ)
Λ+(ζ)− Λ−(ζ)
dζ
}
=
1
2
{
2x0 + β − β0 +
∫ β
β0
(−1)dζ
}
= x0
and
t =
∫ β
α0
1
Λ+(ζ)− Λ−(ζ)
dζ
=
∫ β0
α0
1
Λ+(ζ)− Λ−(ζ)
dζ +
∫ β
β0
1
Λ+(ζ)− Λ−(ζ)
dζ
= t0 +
∫ β
β0
1
Λ+(ζ)− Λ−(ζ)
dζ ≥ t0.
Moreover, since β ≤ β̂, we have t ≤ t̂. So, the mapping Π maps the curve Λ−(α) = Λ+(β)
into L and (t0, x0) is the blowup point. Passing through any point (t, x) ∈ L
c, there exist
only two characteristics which intersect the x-axis at α and β with α < β and satisfying
Λ−(α) 6= Λ+(β),
i.e., ρ <∞. Thus, the proof of Lemma 6.4 is completed. 
Remark 6.1. The characteristics under the assumptions (B1)-(B4) can be depicted as
follows: the characteristics x− and x+ passing through (0, α0) and (0, β0), respectively, are
tangent at (t0, x0), and then they turn away from each other when t > t0. L is the envelope
of the characteristics passing through the points (0, α0) and (0, β) in which β0 ≤ β ≤ β̂
(see Figure 9).
✲
✻t
x0 α0α1 α2 β0β1 β2
L
x− x+
Figure 9. A sketch of the characteristics under the assumptions (B1)-(B4).
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Lemma 6.5. Under the assumptions (B1)-(B4), in the neighborhood of (t, x0) ∈ L defined
in Lemma 6.4, it holds that
α˜ = V1x˜
1
3 ,
Λ+(β)− Λ−(α) = V2x˜
2
3 ,
Λ+(β) + Λ−(α) = −V2x˜
2
3 .
Where Vi (i = 1, 2) are constants depending only on the initial data at α0.
Proof. By the assumptions (B1)-(B4) and (4.2), we have
x˜ = −
1
6
(
2Λ
′′
−(α0)− Λ
′′
+(α0)
Λ+(α0)
)
α˜3.
So
α˜ = 3
√
−6
Λ+(α0)
2Λ
′′
−(α0)− Λ
′′
+(α0)
x˜
1
3 , V1x˜
1
3 .
On the other hand
Λ+(β)− Λ−(α) = −
Λ
′′
−(α0)
2
α˜2 , V2x˜
2
3
and
Λ+(β) + Λ−(α) =
Λ
′′
−(α0)
2
α˜2 , −V2x˜
2
3 .
Thus, the lemma is proved. 
By the above two lemmas, we are ready to prove Theorem 6.2
The proof of Theorem 6.2.
By Lemma 6.5,
|ρ| ≤ 2V2|x˜|
− 2
3 , |ρu| ≤ 2µ and |ρu2| ≤ 2µV2|x˜|
2
3 , in D̂(ǫ),
where
D̂(ǫ) = {(t, x)| t0 − ǫ ≤ t ≤ t̂+ ǫ, |x− x0| ≤ ǫ}.
Obviously, the singular integral (5.3) in D̂(ǫ) is convergent. By the same method as
Theorem 6.1, for arbitrary φ ∈ C10 (R
+ × R), we have∫∫
t≥0
(ρφt + ρuφx)dxdt+
∫
t=0
ρ0φdx
=
∫ t̂+ǫ
t0−ǫ
∫ x0+ǫ
x0−ǫ
(ρφt + ρuφx)dxdt+
∫ t̂+ǫ
t0−ǫ
(ρuφ(x0 + ǫ)− ρuφ(x0 − ǫ))dt
, N1 +N2.
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When ǫ→ 0, by (5.3) we have
N1 → 0.
For N2, since |ρu| ≤ 2µ, |t̂− t0| <∞ and
lim
ǫ→0
(ρu(x0 − ǫ)− ρu(x0 + ǫ)) = (−µ − (−µ)) = 0,
by the dominated convergence theorem,
N2 → 0.
Similarly, when ǫ→ 0, we have∫∫
t≥0
(ρuφt + (ρu
2 + p)φx)dxdt+
∫
t=0
ρ0u0φdx→ 0
Thus, the theorem is proved.
6.3. Delta-like solution with line-shape singularity: Type II.
This section is a continuation of the previous subsection 6.2. The difference is the
assumptions on initial data. Here we assume
Assumption (C1):
Λ−(x) < Λ+(x), ∀ x ∈ R; (6.11)
Furthermore, we suppose that there exist α0, β0 and α0 < β0 satisfying
Assumption (C2):
Λ−(α) = Λ+(β) = 0, ∀ α̂ ≤ α ≤ α0, ∀ β0 ≤ β ≤ β̂; (6.12)
Assumption (C3):
Λ
′
−(α0) = Λ
′
+(β0) = 0; (6.13)
Assumption (C4):
Λ
′′
−(α0) = 0, Λ
′′
+(β0) = 0. (6.14)
Λ±(x) satisfying assumptions (C1)-(C4) can be shown in Figure 10.
✲
✻
0
t
x
α0
β0Λ−(x)
Λ+(x)
Figure 10. A sketch of Λ±(x) satisfying the assumptions (C1)-(C4).
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By the same method as Lemma 6.4, we have the following lemma.
Lemma 6.6. Under the assumptions (C1)-(C4), the singularities form a line L which is
defined as Lemma 6.4. The density ρ is infinite on the line L, while is finite and smooth
off the line.
Remark 6.2. Under the assumptions (C1)-(C4), the characteristics can be shown in
Figure 11. The difference between the assumptions (B1)-(B4) and the assumptions (C1)-
(C4) is that once the characteristic touch at the line L, they will remain in contact.
✲
✻t
x0 α0α1 α2 β0β1 β2
L
x− x+
Figure 11. A sketch of the characteristics under the assumptions (C1)-(C4).
Remark 6.3. On the line L the solution constructed by the method of characteristics
satisfies u+ = u− = 0, i.e., it satisfies (5.5) under the assumptions (B1)-(B4) and (C1)-
(C4).
7. conclusion
In this paper, we study the behavior of one-dimensional Chaplygin gas. In particular,
we analyze the formation of singularities for such a system. We show that these singular-
ities are very different from the traditional formation of singularities, such as in the case
of shock wave formation. We call these new type singularities “Delta-like” singularities
since the densities become infinite at the singularities. Depending on the initial condi-
tions, different types of Delta-like singularities can form, such as Delta-like solution with
point-shape singularity and Delta-like solution with line-shape singularity (including Type
I and II). For convenience, we assume that the initial data only leads to the formation of
one Delta-like singularity. It is straight forward to generalize this to the cases which allow
many Delta-like singularities to form. More specially, we can generalize the assumptions
(A2)-(A4) to the case: there exist numerous αi, βj (i, j = 0, 1, 2, · · · , n) satisfying
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Assumptions (A2’):
Λ−(αi) = Λ+(βj) = 0; (7.1)
Assumptions (A3’)
Λ
′
−(αi) = Λ
′
+(βj) = 0; (7.2)
Assumptions (A4’)
Λ
′′
−(αi) < 0, Λ
′′
+(βj) > 0. (7.3)
Under the assumptions (A1), (A2’)-(A4’), there are numerous Delta-like solution with
point-shape singularity and the theory of subsection 6.1 holds in this case.
We have studied the formation of singularities under specific assumptions on initial
data in this paper. We believe that other initial data could lead to more complicated
and more interesting phenomena of singularity formation. However, the study of such
possibility is beyond the scope of this paper.
For the more interesting and complicated cusp-type singularity, we will construct the
Delta-like solution in the forthcoming paper.
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