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ABSTRACT
The usefulness of current cost (CC) information, as 
compared to historical cost (HC) information, has been a 
focus of debate over the last decade. Inconsistent research 
findings concerning this question suggest that additional 
evidence is needed. Given the intensive merger activity in 
recent years and the significance of mergers to the economy 
and shareholders, this study empirically investigated the 
usefulness of current cost information in merger prediction.
Fifty-Beven firms that were merged between 1981 and 
1984 were selected from the FASB databank, and an equal 
number of nonmerged firms were matched with the merged 
firms. Using the subsample for 1981-82, linear discriminant 
models were developed from six sets of variables which had 
been selected based on the findings of earlier studies and 
related merger theories. The models were applied to the 
second subsample for 1983-84 to test their predictive value.
The discriminant analysis results show that CC 
information classified mergers as effectively as HC 
information. CC information also added incremental 
classificatory power to the HC information. However, in 
terms of prediction errors, the results of pairwise tests
indicate that HC information outperformed its CC 
counterpart, which also did not add any incremental power to 
the prediction. The findings strongly suggest that care be 





The United States is undergoing another merger boom. 
About $112 billion was used in over 3,000 transactions for 
mergers and acquisitions during the period from the third 
quarter of 1984 to the second quarter of 1985 [Mergers and 
Acquisitions, 1985b], a new high in the total dollar value
and number of transactions. Other distinguishing 
characteristics of this new merger boom include (1) hostile 
takeover attempts and responses, (2) substantial increases 
in the size of individual transactions, (3) a focus on 
specific industries, (4) the prevalence of divestiture 
transactions, and (5) a large number of leveraged buyouts 
and management buyouts [Economic Report of the President, 
1985]. Possible causes for this boom include new 
opportunities created by deregulation and competitive 
pressure for firms to adapt to new market conditions 
[Economic Report of the President, 1985]. Another ieason is 




The literature on merger profitability suggests that 
mergers in general are beneficial for both the acquired firm 
and the acquiring firm. Bradley, Desai, and Kim [1983] 
reported statistically significant gains for the 
shareholders of both acquired and acquiring companies as the 
result of mergers. On the average, both acquired and 
acquiring company shareholders earn about the same total 
dollar gains, but the percentage gains are greater for the 
acquired company than for the acquiring company because of 
the different sizes of the companies [Jensen, 1984].
Shareholders of the acquired company generally can earn a 
15.5 percent abnormal return between the dates of 
announcement and consummation [Asquith, 1983] and a return 
as large as 43 percent over the two-year period prior to the 
merger [Elgers and Clark, 1980]. The average abnormal 
return to the acquiring company shareholders, although 
statistically insignificant, is in the range of zero to four 
percent of the value of the acquirer's shares [Jensen,
1984].
Given the significant financial gains of mergers, the 
prediction of mergers has become an issue of legitimate 
interest for public investors. In fact, the investment 
community has already attempted to search for merger targets 
in order to earn the potential abnormal returns for its 
clients. For example, E. F. Hutton began periodic
publication of Acquisition Candidates in 1977 and used five
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variables (price/earnings ratio, liquidity per share, market 
value less book value, growth in earnings, and debt to 
equity ratio) to identify mergers.
In addition to these factors, researchers have
successfully used mathematical models, such as discriminant 
analysis, to predict mergers. Useful predictors identified 
by these researchers include both historical cost (HC)
accounting variables and nonaccounting variables. The 
accounting variables reflect a broad set of firm financial 
characteristics, such as profitability, liquidity, leverage, 
activity, dividend policy, growth, and size. The
nonaccounting variables include market valuation of common 
stocks and share trading volume. Since prediction of 
mergers can be economically beneficial, this issue will be 
examined in this research.
Usefulness of Accounting Information in Merger Decisions
It appears logical for an acquirer to use HC accounting 
variables to identify target firms during merger decisions. 
Moreover, the use of these variables to measure company 
attributes is consistent with traditional financial 
analysis. For instance, an acquiring firm may purchase a 
profitable firm in order to improve its rate of return 
[Rege, 1984]. A company becomes more attractive as a merger 
target when it is more liquid, is growing more rapidly, uses 
less financial leverage [Harris et al. 1982], and/or has a 
greater activity level [Stevens, 1973]. Research has also
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shown that a smaller firm is more vulnerable to being 
acquired [Simkowitz and Monroe, 1971? Dietrich and Sorensen, 
1984]. Finally, a firm with a low dividend-payout is a 
target for takeover because its stockholders would be more 
eager to abandon their investment position [Simkowitz and 
Monroe, 1971]. Of the two nonaccounting variables, market 
valuation of common Btocks and share trading volume, the 
former conforms to the undervaluation theory of merger and 
the latter affects the transaction cost of a merger 
[Dietrich and Sorensen, 1984].
Although HC variables and nonaccounting variables have 
been successful in predicting mergers, they represent only a 
part of the accounting information set available to the 
market. For example, it has been suggested that current 
cost (CC) information be used in merger evaluation decisions 
[Heath, 1972].
A number of studies have investigated the relative 
usefulness of CC and HC information in various contexts, but 
few, if any, have focused on merger prediction. Bartley and 
Boardman's [1983] study is the only one closely related to 
this area. They investigated the potential usefulness of 
both constant dollar (CD) and CC data per Statement of 
Financial Accounting Standards (SFAS) No. 33 in the
classification of investment and merged firms. The results
show that neither CD nor CC data proved statistically more 
accurate than HC data. The combination of HC, CD, and CC
5
data, however, provided statistically significant 
improvement in classification over the HC model, although 
the test was not well justified.
Research into the relative usefulness of CC and HC 
information in various areas has been inconsistent. For 
example, Easman et al. [1979] observed that the correlation
of Btock returns is greater with CC operating incomes than 
with HC operating incomes, and therefore concluded that CC 
information possesses a greater information content than HC 
information. On the other hand, Beaver et al. [1982] found
evidence to the contrary which indicates that HC income 
correlated more closely with stock returns than CC income
per Accounting Series Release (ASR) No. 190. This result,
together with the findings by Beaver and Landsman [1983]
that CC earnings per SFAS No. 33 for 1979 through 1981 
provided little or no additional explanatory power for stock 
price changes, suggest a learning effect in the market; 
perhaps the market had not yet learned how to use CC 
information before these latter studies were conducted.
In a recent study, Bublitz et. al. [1985] replicated
Beaver and Landsman [1983] and found that the CC earnings 
per SFAS No. 33 for 1980 through 1983 did have statistically 
significant incremental explanatory power. This result
supports the hypothesis of the suggested learning effect or 
may provide evidence contradicting Beaver and Landsman's
[1983] findings.
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Noting that CC information may not have been widely 
accepted by the users, the Financial Accounting Standards 
Board (FASB) has decided to discontinue experimentation on 
CC information disclosure. In its recently issued SFAS No. 
89, the FASB makes voluntary the CC information disclosures 
[FASB, 1986]. While it acknowledges that continuing the 
disclosure may be helpful in assessing trends and may 
enhance the usefulness of such disclosures, the FASB 
believes that attempting to solve the SFAS No. 33's 
deficiencies at this time would not be cost-beneficial 
[FASB, 1986, para. 130].
Because of the inconsistent findings about the 
usefulness of and the potential benefits from the disclosed 
CC information, any new empirical evidence on the use and 
effect of such information may help to evaluate the FASB’s 
current position and may also contribute to its 
determination of further disclosure requirements. This 
potential advantage provides an impetus for this current 
study about the impact of CC information on merger 
prediction.
Research Questions
The primary objective of the present study is to 
provide evidence of the relative usefulness of CC and HC 
information in the prediction of mergers. The study intends 
to answer the following general research question.
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What is the impact of CC information on merger
prediction?
Since accounting variables are of special interest to 
the accounting profession, it is meaningful to answer the 
research question by first examining accounting variables. 
This examination of accounting variables will also serve as 
a starting point in the process of searching for a broad 
profile of merged firms. Three sets of accounting 
information are considered in the current study: (1)
historical cost (HC) information, (2) current cost (CC) 
information, and (3) historical cost and current cost (HCCC) 
information. Examining prediction accuracies of the first 
two sets will reveal potential improvement in identifying 
mergers by using CC information. A comparison of the third 
set with the first (or second) set will determine the 
incremental information content of CC (or HC) information.
As noted earlier, certain nonaccounting (NA) 
informatior. has been found useful in predicting mergers. A 
combination of accounting and nonaccounting variables 
provides another setting for answering the research question 
addressed. When nonaccounting variables are also included 
in the discriminant analysis, the prediction accuracy may be 
further improved. Thus, the impact of CC on merger 
prediction can be examined in two settings: with the
inclusion of NA information and with the exclusion of NA 
informat ion.
Methodology
This section describes briefly the methodology utilized 
in this study to achieve the objective of investigating the 
relative usefulness of CC and HC information. In Chapter 
III the methodology is discussed in detail.
A 3 * 2 repeated measures factorial design was used to 
examine the effect of the various information sets under 
consideration on the prediction of mergers. The effect was 
determined by comparing the average prediction errors of the 
linear discriminant models which utilized the information 
sets in the analysis. The accounting information factor has 
three levels: (1) HC, (2) CC, and (3) HCCC. The second
factor, NA information, has two levels: (1) inclusion and
(2) exclusion.
Two samples were included in this research: (1) an
analysis sample and (2) a prediction sample. The analysis 
sample consists of firms which were merged in the fiscal 
years of 1981 and 1982 and an equal number of nonmerged 
firms. The prediction sample includes firms which were 
merged in the fiscal years of 1983 and 1984 and also an 
equal number of nonmerged firms. The nonmerged firms were 
randomly selected from the same time period and matched with 
the merged firms by (1) industry, (2) year of merger, and
(3) fiscal year-end. This analysis sample waB used to 
construct the prediction models which were applied later to 
the second (prediction) sample firms to predict the status 
of these firms in the next accounting period as merged or
9
nonitierged. Two-year average data of the sample firms prior 
to merger was used in this research. The data sources 
include the SFAS No. 33 Databank and various C'OMPUSTAT 
files.
Initial relevant accounting and nonaccounting predictor 
variables were selected based on various merger theories and 
prior studies. The most significant variables of each 
information set were further selected as the final predictor 
variables by using stepwise discriminant procedures.
A linear discriminant model was independently 
constructed for each of the six information sets under 
examination: (1) HC information, (2) CC information, (3)
HCCC information, (4) HC and NA {HCNA) information, (5) CC 
and NA (CCNA) information, and (6) HC and CC and NA (HCCCNA) 
information. These models were validated by the 
Lachenbruch1s [1967] leaving-one-out method and the 
traditional resubstitution approach.
Once developed, the six prediction models were applied 
to the second sample. Prediction errors of the models were 
calculated. Finally, these prediction errors were utilized 
in repeated measures ANOVA tests and pairwise comparisons to 
test the relative predictive value of the six information 
sets in answering the study’s research questions.
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Definitions of Terms 
The literature on merger theories and predictions is 
inconsistent in defining terms such as merger,
classification, prediction, and accounting information. For 
purposes of this study, they are defined specifically as 
fol1ows.
Merger-- A merger is a "transaction that forms one economic 
unit from two or more previous ones'* [Copeland and Weston, 
1983, p 559]. This term as well as "takeover" and 
"acquisition" have been used interchangeably in the
literature [Melniuck and Pollatschek, 1973]. For the
purpose of this study, a merger is deemed to occur when 50% 
or more of one firm's stock or assets are acquired by 
another entity. Operationally, the definition used in the 
SFAS No. 33 Databank for its STATUS variable will be used 
to identify mergers [FASB, 1965, P. 46].
Merged firm—  The firm which is acquired by another entity 
as a result of a merger transaction is deemed a merged firm. 
Therefore, whether or not the acquired firm keeps the same 
name after the merger does not affect its status. As 
discussed in Chapter III, the Methodology chapter, data on 
the status of firms coded as merged in SFAS No. 33 will be 
verified and adjusted when necessary.
Classification—  Classification refers to identifying and 
grouping members of a time-coincident validating sample. 
Most prior studies have confused classification and 
prediction [Joy and Tollefson, 1975] and thus have used the
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two terms interchangeably. The ability of accounting 
information to classify merged from nonmerged firms from a 
time-coincident sample is not the same as the prediction of 
merged or nonmerged firms.
Prediction—  Prediction refers to assigning group membership 
to new data points for years beyond those used in forming 
the discriminant model. In other words, predictions are 
made on an ex ante basis with unknown group membership for 
the data points. Unlike classification, the ability of 
accounting information to predict mergers relates to 
"predictive value", which is a key component of usefulness 
of financial reporting [FASB, 1980]. In this study, 
prediction consists of using the discriminant models 
developed from the 1981-1982 sample to forecast group 
membership of the 1983-1984 sample firms. It should be 
noted that the FASB's concepts of "predictive value" and 
"feedback value" are closely related since a prediction may 
also provide feedback value to confirm or change prior 
expectations. However, in this study, "predictive value" is 
evaluated strictly in terms of forecast accuracy.
Accounting information and variable—  Accounting information 
refers to the information provided in financial statements. 
For purposes of this study, a predictor variable which uses 
only accounting information is said to be an accounting 
variable. On the other hand, if a variable requires 
information not reported in financial statements such as 
stock prices, it is deemed to be a nonaccounting variable.
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Potential Contributions 
By examining the impact of CC information on 
identifying merger firms, the present study should provide 
additional evidence for the relative usefulness of CC and HC 
information. This evidence may assist the FASB in its 
further determination of the disclosure requirements of CC 
informat ion.
The previous U.S. studies on merger prediction utilized 
data from firms which were merged in the 1960s [Simkowitz 
and Monroe, 1971; Stevens, 1973] and in the 1970s [Dietrich 
and Sorensen, 19B4; Harris et al ., 1982; Wansley and Lane, 
1983]. The business environment changes continuously; 
hence, the merger style of the 1980s may be different from 
that of earlier periods. For example, merger activities in 
the 1980s are said to be more hostile and sophisticated, and 
merger targets more approachable than ever before [Mergers 
and Acquisitions, 1985a]. Environmental changes include 
deregulation and new forces of competition, among others 
[Economic Report of the President, 1985]. Because of these 
differences, it is desirable to examine the profile, 
accounting and nonaccounting, of merged and nonmerged firms 




Inconsistencies in previous findings concerning the 
relative usefulness of CC and HC information point to a need 
for additional evidence. Intensive merger activity in 
recent years and the concurrent significant gains to the 
economy and shareholders suggest the importance of merger 
prediction in which both CC and HC informa on can be 
empirically investigated. The findings of this study Bhould 
add new evidence to the literature on the relative 
usefulness of CC and HC information disclosure and thus may 
help the FASB in its further determination of disclosure 
requirements. In addition, incorporation of CC accounting 
variables as well as nonaccounting variables may improve the 
classification and/or prediction accuracy. The use of the 
1980s data may also provide an updated and more useful 
profile of merged and nonmerged firms.
Chapter II reviews the literature on merger 
classification/prediction and discusses theories of merger. 
In Chapter III the methodology utilized in this research .is 
described in detail. Chapter IV reports the results of data 
analysis. The last chapter, Chapter V, contains conclusions 





This chapter reviews the literature related to this 
study. Specifically, in the first section, the findings and 
methodologies of prior studies on merger classification 
and/or prediction are discussed and evaluated. The second 
section discusses merger theories and the implication of 
such theories to predictor variable selection for this 
study. This section reviews briefly the history and 
patterns of merger activity in the United States. The 
theories of merger related to this study are discussed next, 
in order to help isolate the firm attributes that are most 
closely related to the prediction of mergers. Finally, 
implications of the lack of a coherent merger theory in 




At least nine past studies on prediction of mergers, 
five in the United States and two each in the United Kingdom 
and Canada have been done. The U-S- studies include 
Simkowitz and Monroe [1971], Stevens [1973], Harris et a 1. 
[1982], Wansley and Lane [1983], and Dietrich and Sorensen
[1984]. The two U.K. studies are Singh [1971] and Kuehn 
[1975]. Gelkaoui [1978] and Rege [1984] are the two 
Canadian studies. These studies are discussed in detail in 
the remainder of this section.
Simkowitz and Monroe Study
Simkowitz and Monroe [1971] used linear discriminant 
analysis (LDA) to determine the financial profile of firms 
absorbed in conglomerate mergers during a nine-month period 
(April 1 to December 31, 1968}. They analyzed 23 merged and 
25 nonmerged firms to establish the LDA model, using 24 
variables on seven different dimensions of the firm's 
financial profile. Only seven variables entered the final 
LDA model as significant, including: (1) price/earnings
(P/E) ratio; (2) market turnover of the equity shares; (3) 
dividends to earnings available to common shareholders; (4) 
three year percentage changes in equity; (5) sales; (6 ) a 
dummy variable for negative earnings; and (7) three year 
average common dividends to last year's common equity. The 
model provided a 63-2% accuracy in classifying the holdout 
sample of 23 merged and 64 nonmerged firms.
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Stevens Study
Stevens [1973] attempted to distinguish merged firms 
from nonmerged firms for 1966 based upon differences in 
their financial characteristics. Unlike Simkowitz and 
Monroe [1971], who drew their nonmerged firms randomly, 
Stevens matched merged and nonmerged firms by the size of
assets. The matching by size was based on the belief that
"size is an important consideration in mergers because
acquired firms tend to be smaller than their buyers" [p.
150] .
Stevens initially developed 20 predictor variables. 
These variables were reduced by factor analysis to six 
variables, one each from the six factors which accounted for 
82.49% of the total variance in the data. However, only 
four variables entered the final LDA model. These variables 
were: (1) earnings before interests and taxes (EBIT)/sales;
(2) net working capital/total assets; (3) sales/total 
assets; and (4) long-term (L-T) liabilities/total assets.
The I,DA model correctly classified 67.5% of the holdout 
sample, which included 2 0 merged and 2 0 nonmerged firms 
matched in the same way as the analysis sample, and 70% of 
two new samples, each including 20 merged firms. The study 
was criticized by Monroe [1973] in a comment paper for not 
taking the industry effect into account. Nevertheless, 
Stevens did obtain a greater classification accuracy than 
Simkowitz and Monroe [1971]. This improvement may have
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resulted from the use of two-year averages, which could have 
reduced random fluctuations in the financial characteristics 
of the sample firms.
Harris et al. Study
The purpose of the Harris et al. Q1982] study was to
determine (1 ) if the financial characteristics of acquired 
firms in the 1974-1977 period differed markedly from those 
of nonacquired firms and (2 ) if such characteristics might 
be useful in predicting which companies would be acquired. 
Probit analysis was employed to estimate the probability 
that a firm would be acquired. While recognizing the 
importance of nonfinancial variables, such as concentration 
of firm ownership, product-market industry concentration, 
and advertising intensity, the researchers utilized only 
accounting variables in their analysis. A group of 17 
variables was subsequently selected, based on the motives 
for merger.
Combinations of the variables were used to conduct the 
probit analysis, such that various sets of variables were 
found useful. The final var’ables included: (1) working
capital/total assets: (2 ) total liabilities/total assets;
(3) L-T liabilities/total assets; (4) sales/total assets; 
{5) P/E ratio; (6 ) operating income/sales; (7) natural log 
of total assets; and {8 } operating income/total assets. 
HarriB et al. used both two-year and five-year data in their 
Btudy, but the results were similar. They also normalized
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the variables by industry averages, but found that only one 
such variable, total liabilities/total assets, was useful 
for the prediction. This suggests that normalization of 
variables for industrial effect was not important. No
classification or prediction accuracy was reported in their 
study.
A unique feature of this study was the use of the
population ratio of the number of acquired firms to that of 
nonacquired firms in the analysis. The researchers argued 
that "sample designs such as that employed by Stevens that 
use equal-sized samples of acquired and nonacquired firms 
when the underlying population is not in such an equal ratio 
may produce seriously misleading results" [p. 226].
However, this argument is only valid when the underlying
population ratio of acquired and nonacquired firms does not 
change over time or when the ratio can be known a prioi. i . 
When discriminant models are used to predict mergers, it is 
highly unlikely that one could know the population ratio in 
advance. The changing numbers of merger transactions over 
years have indicated an inconsistent population ratio. 
Consequently, estimating the population ratio is difficult, 
and the use of equal prior probabilities with equal-sized 
samples appears to be a practical compromise. Wansley 
[1984] suggested a technical reason for not using population 
priors. He noted that "equal prior probabilities ... are 
employed since the use of population priors results in no 
firm being classified as merged" [p. 78].
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Wansley and Lane Study
t'hp rates of correct classification reported in the 
aforementioned studies were only slightly higher than the 
chance of random classification (i.e., 50% with equal sample
sizes). The study by Wansley and Lane [1983], however, 
achieved a higher rate of correct classification, 75%. They 
used the Lachenbruch's [1965] holdout method for model 
validation, since this method does not upwardly bias the 
rate of correct classification, as does the holdout method 
employed by Simkowitz and Monroe [1971] and Stevens [1973].
The analysis sample in the Wansley and Lane study 
included 44 firms which were merged in 1975-1976 and 44 
nonmerged firms matched by fiscal year-end. The final LDA 
model constructed via stepwise discriminant procedures 
showed that five of the original 2 0 variables were useful in
prediction. The five variables were: (1) natural log of
sales; (2) market value/book value; (3) three year average 
growth of sales; (4) L-T liabilities/total assets; and (5) 
P/E ratio.
This study also made predictions of mergers, using the 
developed discriminant model. In order to predict mergers,
Wansley and Lane used a second sample to test the predictive
power of the established LDA model. The second sample 
consisted of 39 firms that were merged in 1977 and an equal 
number of matched nonmerged firms. The prediction accuracy 
was 69*2%.
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Dietrich and Sorensen Study
Dietrich and Sorensen [1 9 8 4 ] viewed mergers as external 
investments and thus took a net present value (NPV) approach 
in selecting their discriminant variables. The probability 
of a firm being merged was said to be a function of the 
following financial variables: (1) P/E ratio; (2)
EBIT/sales; (3) L-T liabilities/total assets; (4)
EBIT/interest; (5) dividend/earnings; (6 ) capital
expenditures/total assets; (7) sales/total assets; (8 )
current ratio; (9) market value of equity; and (1 0 ) trading 
volume of common stock. The variables were measured by the 
percentage deviation from industry averages- Five-year-old 
data was used for the nonmerged group, while one-year-old 
data was used for the merged firms.
Logit analysis was used to estimate the probability of 
a merger. A firm was classified as a merger if its
probability of being merged exceeded the proportional prior 
probability based upon the frequencies of merged and
nonmerged firms in the sample. The logit model correctly 
classified 92-54% of the analysis sample. When the
variables were reduced to five, the accuracy in
classification of the analysis sample fell to 89.55%. The
"predictive" power of the model was 91% for the holdout 
sample, which consisted of only six merged and 16 nonmerged 
firms.
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This extremely high classification accuracy is 
questionable for at least three reasons. First, and most 
importantly, this study revealed logical inconsistencies. 
One-year-old data was used for the merged firms but five- 
year-old data was used foi the nonmerged firms. Since the 
purpose of a merger prediction model is to identify the 
merged/nonmerged status of firms, there is no need to
predict if one already knows the firms' group membership. 
Thus, Dietrich and Sorensen's [1984] use of different age 
data for merged and nonmerged firms contradicts their 
prediction objective technically and cannot be used as a
practical predictor. Second, the sample sizes were small,
especially the holdout sample, which consisted of only 6
merged and 16 nonmerged firms. Third, their holdout sample 
may upwardly bias the classification accuracy, as noted 
earlier. Evidence in the area of bankruptcy prediction does 
not show superiority of logit analysis over LDA [Zavgren, 
1983].
Belkaoui Study
Belkaoui [1978] attempted to distinguish takeovers of 
Canadian firms from nontakeovers solely on the basis of 
accounting ratios. The nonmerged firms were matched with 
the merged firms by industry and size. Four groups of 
accounting ratios were considered: (1 ) the nonliquid asset
group; (2) the liquid asset to total asset group; (3) the
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liquid asset to current liabilities group; and (4) the
liquid asset turnover group. The 16 variables selected were 
identical to those in Beaver's £1966] bankruptcy study
because Belkaoui [1978, p. 105] assumed that "both 
bankruptcy and takeover are economic events affecting 
particularly inefficient firms independent of their size."
As noted before, firms merge for the sake of efficiency 
as well as for other reasons. Nevertheless, Belkaoui
achieved an 85% classification accuracy when the data of 
three years prior to merger was used, although the data from 
other years did not classify very well. His findings might 
suggest that Canadian firms merged mainly for efficiency 
reasons. Belkaoui adopted Altman's [1968] Z method to 
distinguish mergers from nonmergers. A firm was classified 
as a merger if its Z-score exceeded the cutoff point. The 
main drawback of the Belkaoui study is the use of small 
sample sizes (50 and 22 firms in the analysis and holdout 
samples, respectively) which made the findings less
generalizable.
Pege Study
Using Canadian firms, Rege [1983] was unable to 
discriminate takeovers from nontakeovers, either domestic or 
foreign. He used three criteria to select the nontakeoverb : 
(1) industry; (2) year of takeover; and (3) asset size. 
Five accounting ratios were selected based upon the findings 
of previous studies. They were: (1) liquidity; (2)
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leverage; (3) payout; (4} activity; and (5) profitability. 
After the variables were computed from the data of one year 
prior to takeover, tests of the group location difference 
were conducted. The results failed to reject the null 
hypotheses of no difference in group means. As a result, 
the classification was not successful, and thus, no 
classification result was reported in the study.
Rege concluded that financial ratios based upon 
historical accounting information could not differentiate 
between companies which were likely to be taken over and 
those which were not likely to be taken over. This finding, 
together with Belkaoui's [1978] results mentioned above, 
suggests that HC information might not have sufficient 
discriminatory power in merger prediction, if the predictor 
variables are not carefully selected. it also implies that 
non-HC information might be useful for the prediction.
Singh Study
Singh [1971] used 1957-1960 data to classify takeovers 
and nontakeovers of British firms. Ten financial ratios 
were chosen initially as predictors. Nine of them turned 
out to be significant predictors. They were: (1) pretax
return on total assets; (2) posttax return on equity; (3) 
dividend return; (4) productive return; (5) liquidity; (6 ) 
gearing; (7) retention ratio; (8 ) growth of total assets; 
and (9) valuation ratio. Data differing in age was used to 
compute the variables: the short-term (one to two years
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prior to merger) records and long-term (three to six years 
prior to merger) records. When short-term records were 
used, the misclassification rate was 35.6%. The use of 
long-term records, however, raised the misclassification 
rate to 36.8%, suggesting that more current information may 
have greater discriminatory power.
Kuehn Study
Kuehn [1975] also examined mergers of British firms. 
All the firms that were merged from 1957 through 1969 were 
inciuded in his sample, and no matching procedure was 
applied in selecting the nonmerged firms. Six financial 
variables were chosen to represent the six financial 
dimensions which Kuehn believed were important in the 
determination of the probability of a merger- The variables 
were: (1) valuation; (2) size; (3) profit; (4) retention;
(5) liquidity; and (6 ) growth. Probit analysis, applied in 
a univariate way, was used to estimate the probability. The 
failure of Kuehn to pool the variables and to use 
multivariate probit analysis made his results less useful. 
No classification accuracy waB reported.
Evaluation of Prior Studies
Major aspects of the studies discussed earlier in this 
chapter are summarized in Tables 2.1 and 2.2. Their 
methodological differences prevent direct comparisons; 
however, several points deserve special notice.
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Table 2.2: Major Aspects of the Prior Merger Classification 
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First, only two of the nine studies predicted mergers 
(Stevens [1973] and Wansley and Lane [1983]). The others 
classified the holdout sample which was drawn from the same 
time period as the sample used for developing the
discriminant model. As Joy and Tollefson [1975] pointed 
out, most previous studies have confused classification and 
prediction. Classification refers to identifying and
grouping members of a time-coincident validating sample, 
while prediction requires assigning group membership to new 
data points for years beyond those used in forming the
discriminant model, with the data points' group membership
being unknown.
Next, the time periods covered by the studies vary. 
The most recent one was the 1975-77 period in the Wansley 
and Lane [1983] study. Publications to date show that the 
merger activity in the 1980s has not been studied. As noted 
earlier, the business environment for mergers has been quite 
different in the 1980s, due to deregulation, increased 
competition, and a more favorable attitude of government 
towards mergers. Consequently, the merger pattern of the 
1980s needs further study.
A third point is the inconsistency in the age of the 
data used in these studies, which ranged from one year up to 
six years prior to merger. The findings concerning the 
usefulness of data of different ages were also inconsistent. 
A priori, more current data should result in a better 
prediction. However, Harris et al. [1982] reported similar
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classification results for two-year-old and five-year-old 
data. Belkaoui [1978] found the greatest prediction 
accuracy for his three-year-old data among the one-year-old 
to five-year-old data. Singh [1971], however, observed that 
short-term records had a higher classification accuracy than 
long-term -records.
In addition, different rules have been applied in the 
selection of nonmerged firms. Some studies matched 
nonmerged firms with merged firms by one or more criteria 
such as (1) year of event, (2) size, (3) industry, and (4) 
fiscal year-end, while other studies did not use any 
matching procedures. Matching by industry and year of 
merger is necessary, as noted by Rege [1983]. However, the 
matching by size in Stevens [1973], Belkaoui [1978], and 
Rege [1984] was unnecessary, since size itself has 
discriminatory power when used as a predictor variable, as 
reported by Wansley and Lane [1983]. Stevens's belief that 
size is an important matching criterion "because acquired 
firms tend to be smaller than their buyers" [p. 150,
emphasis added] is true, but not essential for the selection 
of nonmerged firms.
The validation approaches used in these previous 
studies also differ. While most studies used a holdout 
sample, Wansley and Lane [1983] employed the Lachenbruch's 
[1967] validation method. This method results in a more 
efficient data usage because all data points except one are 
used to build the LDA model for estimating the
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miEclassification error. It also prevents the potential 
upward bias in estimating the prediction accuracy.
The final and most important difference in the previous 
studies is the use of various sets of predictor variables. 
Table 2.3 summarizes the variables that were used in the 
final classification models in these studies. The variables 
were mainly HC accounting measures and a few NA variables, 
such as P/E ratio, market value of equity, and shares 
trading volume.
Since there has been no single complete theory to guide 
the selection of predictor variables for classifying 
mergers, most past studies based their selection of 
variables on one or more of three criteria: (1 ) evidenced
importance; (2) logical soundness; and (3) earlier citation. 
The two exceptions were Belkaoui [1978], who used a 
bankruptcy approach and Dietrich and Sorensen [1984], who 
adopted an NPV approach. Nevertheless, the variables used 
in the past studies represented only a part of the 
information set available to the market. Inclusion of other 
variables, especially non-HC variables, might improve the 
prediction accuracy.
Heath [1972] suggested that market value should be used 
in merger decisions. Practitioners such as Marren [1985] 
have already been using market value of outstanding shares 
in their merger evaluation process. The use of Tobin's 
[1969] q ratio (the ratio of the market value of the firm's 
shares to the replacement costs of the assets represented by
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Table 2.3: Final Predictor Variables Used in the Prior 
Merger Prediction Studies
Variables Studies
1. P/E Ratio A , D , E i G
2. Dividend/Earnings A , G
3. Growth in Equity A
4. Sales A
5. Earnings (Dummy Variable) A
6 . Shares Trading Volume A,G
7. Dividend/Equity A
8 . L-T Debt/Total Assets B,D,E, F, G
9. EBIT/Sales B , G
10. Sales/Total Assets B,D,F,G
11. Working Capital/Total Assets B , C , D , F
12. Cash Flow/Equity C
13. Cash Flow/Total Assets C
14. Net Income/Equity
15. L-T Debt and Preferred
C
Equity/Total Assets C
16. Current Assets/Total Assets C
17. Cash/Total Assets C
18. Quick Assets/Total Assets C
19. Quick Assets/Current Liabilities C
20. Cash/Current Liabilities C
21 . Current Assets/Sales C
22. Quick Assets/Sales C
23. Working Capital/Sales C
24. Cash/Sales C
25. Net Income/Total Assets C
26. Current Ratio C,C
27. Total Liabilities/Total Assets D
28. Operating Income/Sales D
29. Ln(Total Assets) D
30. EBIT/Total Assets D,F
31. Ln(Sales} E
32. Market Value/Book Value E
33. Growth in Sales E
34. Cash Dividends/Net Income F
35. EBIT/Interest G
36. Capital Expenditures/Total Assets G
37. Market Value of Equity G
A: Simkowitz and Monroe £1971] E: Wansley and Lane C1983]
B: Stevens [1973] F: Rege [1984]
C: Belkaoui [1978] G: Dietrich and Sorensen
D: Harris et al. [1982] [1984]
: The two British studies, Singh [1971] and Kuehn [1975] 
are excluded from the list because of their unique 
definition of variables.
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the shares) to measure the degree of undervaluation of 
acquired firms suggests the useful application of CC 
information and is consistent with the undervaluation theory 
of merger. Hasbrouck [1985] found that merged firms had low 
q ratios. As CC information per SFAS No. 33 has been 
available for several years, the market might have learned 
to incorporate CC information in merger prediction. This 
suggests that the potential impact of CC information on 
merger prediction should be examined. This provides a 
unique rationale for the present study to examine the 
usefulness of CC information in merger prediction. The next 
section discusses merger theories in order to identify 
company attributes, in terms of both HC and CC information, 
for specification of merger prediction models-
Merger Theories
Merger Movement History
Before merger theories are discussed, a brief review of 
the history and patterns of merger activity in the United 
States appears desirable. As merger activity has 
continuously been a part of business, economists have 
observed that three major waves of mergers occurred before 
the current one, each wave being followed or terminated by 
depression or recession [Salter and Weinhold, 1979].
The first merger boom occurred around the 1895-1905 
period and was characterized by economist George Stigler
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[1950, p. 27] as a movement of "merger for monopoly". 
Horizontal mergers (mergers of two or more firms with the 
same products) resulted in the appearance of a number of 
major and single-industry companies such as U.S. Steel and 
DuPont.
In the 1920s, a second merger wave occurred, which was 
called a "movement towards oligopoly" [Stigler, 1950, p. 
31]. This wave consisted largely of the vertical 
integration of industrial firms, a merger between a producer 
of a product with a supplier. This movement ended sharply 
at the onset of the 1929 depression.
The third movement of mergers occurred after World War 
II and continued until 1969. These mergers were highly 
diversified, involving firms with unrelated product lines. 
The shift from horizontal and/or vertical mergers to 
conglomerate ones could be attributed primarily to the 
mounting anti-trust pressure from the regulatory authorities 
[Steiner, 1975, p. 155]. This wave ended at the beginning 
of the 1970s as a result of operating difficulties of pure 
conglomerates, such as Textron, and the recession of the 
early 1970s.
The current merger wave began immediately after the 
recession in the early 1970s and peaked in 1984. Possible 
causes for this wave include deregulation, new forces for 
competition, and a favorable political environment for 
business combinations. Horizontal, vertical, and 
conglomerate mergers have all taken place in recent years.
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Theories of Merger
Finance researchers and economists have intensively 
studied the incentives for mergers and have proposed the 












No single unified theory of merger has been formulated and 
supported by empirical evidence. A number of theories 
overlap, compete, and/or contradict one another. The merger 
theories that relate directly to this study will be 
discussed in detail in this section, while unrelated 
theories will be reviewed briefly.
The Efficiency Theories of Merger
The two principal efficiency theories of merger are (1) 
differential efficiency and (2) inefficient management. The 
differential efficiency theory proposes that if the 
management of firm A is more efficient than the management 
of firm B and if, after firm A acquires firm B, the 
efficiency of firm B is brought up to the level of 
efficiency of firm A, efficiency is increased by merger 
[Copeland and Weston, 1983, p. 562]. The increase in
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eificiency would be a social gain as well as a private gain. 
Using profitability and activity ratios as measures of 
management efficiency, this theory suggests that the 
acquired firm has a lower level of profits and activity than 
the acquiring firm. In other words, the two firms can be 
differentiated by their profitability and activity 
attr ibutes.
The inefficient management theory hypothesizes that 
acquired company's management does not operate up to its 
potential. It is difficult to distinguish this theory from 
the differential efficiency theory. Copeland and Weston 
[1983, p. 563] argued that this theory is more likely to be 
the basis for conglomerate mergers, while the differential 
efficiency theory applies more to horizontal mergers. A 
subtle difference between these two theories may be that the 
inefficient-management theory further suggests a lower-than- 
average level of return and activity for the acquired firm 
because of the management's inefficiency. As such, 
profitability and activity should be successful 
differentiators between merged firms and average companies. 
Consequently, measures of these two attributes are essential 
variables to be incorporated in a merger prediction model.
The Synergy Theories of Merger
Mergers may also create value through operating and/or 
financial synergy. Operating synergy can result from 
economies of scale in horizontal mergers or avoidance of
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costs in communication and bargaining in vertical mergers 
[Williamson, 1971], Stapleton [1982] demonstrated in a 
simulation study that financial synergy, in terms of debt 
capacity, can also be achieved by mergers. Lewellen [1971] 
suggested that mergers can prevent bankruptcy. This 
hypothesis was partially supported by Shrieves and Stevens 
[1979], who found that about 15% of the firms which 
resembled the merged firms went bankrupt.
Although neither synergy theory suggests any direct 
firm attributes for the specification of merger prediction 
models, some finance-related attributes are implied by the 
financial-synergy theory. For instance, considering the 
economies in obtaining funds for operations, an acquirer may 
search for a firm with low financial leverage, but high 
liquidity as his merger target. Therefore, measures of 
financial leverage and liquidity are potential predictor 
variables in a merger prediction model.
The Undervaluation Theory of Merger
The undervaluation theory of merger suggests that when 
a company employs its assets in lower value uses or when its 
management does not operate at full potential, its stock 
will be undervalued by the market. Tobin [1969] proposed 
that the undervaluation be measured by the q ratio, which is 
the market value of the shares divided by the replacement 
cost of the assets represented by the shares. Generally, 
the lower a firm's q ratio the greater its vulnerability to
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being merged. A low q ratio is interpreted as meaning it is 
more economical for the acquirer to obtain the desired 
production capacity by purchasing the undervalued firm than 
by making the required internal capital investment.
Additionally, this theory suggests that replacement 
cost information is more useful than HC information in 
making merger decisions. Since CC information per SFAS No. 
33 is similar to replacement cost information, CC 
information should be more useful than HC information in 
merger prediction, as implied by this theory.
The Tax Factors Related to Mergers
Tax savings is another major motive for mergers. One 
classic way to avoid a tax burden is to substitute capital 
gains taxes for ordinary income taxes by acquiring a growth 
firm with little or no dividend payout, and selling it after 
its growth in order to realize capital gains. As such, the 
growth and dividend policies of a firm appear to be useful 
attributes for differentiating merged from nonmerged firms 
and should be incorporated in the prediction model.
A second tax factor in merger decisions is the 
realization of accumulated tax losses. A firm with a tax- 
loss carry-forward may desire to be merged with a profitable 
acquirer in order to realize the related tax benefits. 
Therefore, measures of realizable tax benefits also need to 
be considered as a variable in the prediction of mergers*
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Finally, in a period of inflation, companies may merge 
in order to reduce income taxes through higher asset 
depreciation at the market value of the asset after the 
merger, instead of at the lower historical cost prior to the 
merger. This specific tax consideration does not provide a 
direct company attribute for differentiating merged from 
nonmerged firms.
The Agency Problem and Managerialism Theories of Merger
Mergers can also serve to reduce agency problems by 
providing a market for corporate control. When such a 
market exists, managers face the threat of being replaced 
and thus may operate the firm in the interest of 
shareholders.
A variation of the agency problem is managerialism. 
Mueller [1969] hypothesized that managers are motivated to 
increase the size of their firm if their compensation is 
based on firm size. This assumption was refuted by Lewellen 
and Huntsman [19703, who found that management compensation 
is more closely linked to profits than to firm size as 
measured by sales. Nevertheless, these two theories imply 
that firms under managerial control may use mergers as a 
means to further growth goals. Therefore, managers may look 
for faBt-growth firms as their targets. As a result, growth 




Two other merger theories need to be discussed. The 
market power theory of merger states that companies merge in 
order to obtain, and thus benefit from, a larger market 
share. Stillman [1983], however, failed to find 
statistically significant residual returns which might 
result from market concentration due to horizontal mergers. 
Therefore, this theory is not supported by current research 
evidence.
The strategic planning theory of merger hypothesizes 
that firms merge in order to better align themselves with 
the environment and its constituencies. Chung and Weston 
[1982] suggested various approaches for such alignment. 
They also argued that mergers so motivated would benefit the 
economy and shareholders if the alignment were effective.
The market power and strategic planning theories of 
merger do not suggest any firm attributes that can help 
differentiate between acquired and nonacquired firms. 
Therefore, no attributes can be obtained from these two 
theories as input to the merger prediction model to be 
specified in this study.
Implications of the Merger Theories
The review of merger theories indicates that no 
generally accepted single theory of merger exists. The lack 
of a single unified merger theory makes selection of 
predictor variables for a complete specification of a merger
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prediction model difficult. At best, some of the merger 
theories suggest certain company attributes as important 
considerations in merger decisions. Among these attributes 
are profitability, activity, leverage, liquidity, market 
valuation, growth, dividend payout, and tax losses. The 
attributes listed above may be measured by more than one 
variable or financial ratio. The various merger theories, 
however, provide no help in selecting a specific variable or 
financial ratio for use in the prediction model.
Most of the studies reviewed in the preceding section 
did not base the selection of predictor variables on any 
particular merger theory or theories. Significant 
variables, such as share trading volume, used by Simkowitz 
and Monroe [1971] and Dietrich and Sorensen [1984], and 
natural log of sales, used by Wansley and Lane [1983] as a 
measure of firm size, do not have a connection with any 
particular merger theory. Rather, they represent practical 
considerations in dealing with real-world merger action. 
Consequently, this study considers the above-noted firm 
attributes as major factors to be taken into account in 
merger decisions and selects individual initial predictor 




This chapter reviewed earlier studies on merger 
classification and/or prediction and discussed the existing 
merger theories. The methodologies used in these studies 
were summarized and evaluated in the first section in order 
to explicitly point out the major methodological differences 
among them. Although different sets of predictor variables 
have been used to classify and/or predict mergers, CC 
accounting data which has been found to be useful in merger 
decisions was not incorporated in these earlier studies. To 
bridge this gap, the present study was conducted to provide 
empirical evidence of the usefulness of CC data in merger 
prediction. The following chapter will describe the 
methodology used to obtain the empirical evidence in this 
study.
The second section reviewed briefly the patterns and 
history of American mergers, and discussed the motives for 
mergers. Firm attributes that help differentiate merged 
from nonmerged firms were extracted from the related merger 
theories to support the specification of a merger prediction 
model. Because of the lack of a coherent merger theory to 
guide the selection of specific predictor variables for the 
model, the selection of initial predictor variables used in 
this study is based on the research evidence of prior 
Btudies. Details for the predictor variable selection are 




This chapter describes the methodology utilized in the 
present study to investigate the relative usefulness of CC 
and HC information in merger prediction. The discussion of 







5. Predictor Variable Selection
a. Initial Predictor Variable Selection
b. Final Predictor Variable Selection
6. Data Analysis




b. Tests of Prediction Accuracy of the Developed 
Models
c. Statistical Tests of Hypotheses
The remainder of this chapter discusses these topics in 
detai1.
Research Questions 
This study empirically investigates the relative 
usefulness of HC and CC information in the prediction of 
mergers. The main research question addressed by this 
research is :
What is the impact of CC information on the 
prediction of mergers?
As previously noted, nonaccounting variables may be useful
in predicting mergers, and the impact of CC and HC
information on merger prediction is, therefore, examined in
two settings: use of only accounting information and use of
both accounting and nonaccounting information. Hence, two
additional research questions are to be addressed:
What is the impact of CC information on prediction 
of mergers when only accounting information is 
utilized?
What is the impact of CC information on prediction 
of mergers when accounting information is used 
together with nonaccounting information?
The impact of CC information in both settings is studied in
terms of the following: (1) the potential improvement in
prediction accuracy using CC information as a substitute for
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HC information; (2) the potential incremental predictive
power of CC information once HC information has been
incorporated into the prediction model; and (3) the
additional predictive power that HC information has once CC
information has been incorporated into the prediction model.
As certain NA information has been found useful in
merger prediction (see, for example, Wansley and Lane
£1983]}, it is also desirable to investigate its usefulness
in combination with the HC and CC information under
examination in this study. Therefore, a fourth research
question, as stated below, is investigated:
What is the impact of NA information on the 
prediction of mergers when accounting information 
has already been incorporated in the prediction?
The impact of NA information is determined by the potential
improvement it adds to the prediction results of the
accounting information, HC, CC, and/or HCCC.
Research Design 
The above research questions can be best answered by 
using a fixed-factor repeated measure factorial design. The 
choice is based on four considerations. First, the 
factorial design allows a direct examination of the effect 
of the accounting and nonaccounting information under 
consideration as well as their interaction. Second, the use 
of the same firms across every information set serves as a 
controlling factor to avoid confounding of the information
44
sets with the test subjects. Third, this design is sample- 
efficient, especially when the available sample size is 
small 3B in the case of merged firms. Fourth, the carryover 
effect of the accounting and nonaccounting treatments on the 
prediction error is not a concern of this study. Because 
the treatments presumably are imposed on the firms at the 
same point of time and because the discriminant models using 
the various information sets are developed simultaneously 
and independently of one another, there is no need to 
examine the carryover effect of the treatments.
This design is a fixed-factor model because inferences 
were made only for the effects of and interactions between 
the specific treatments (both accounting and nonaccounting) 
under examination. The design is also a repeated measure 
model because the same sample of firms were used as the 
experimental subjects across the six cells in the design.
Through this design, the impact of the two independent 
variables, accounting information and nonaccounting
information, on the prediction accuracy of the various 
prediction models using the information sets, can be 
examined directly and in a cause-effect manner. The 
accounting information factor has three levels; (1) HC 
information, (2) CC information, and (3) HCCC information. 
The nonaccounting information factor has two levels; (1) 
inclusion and (2) exclusion of nonaccounting information.
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A comparison of the prediction accuracy of the HC and 
CC information should reveal whether the prediction accuracy 
of CC information is improved over HC data prediction 
accuracy. Additionally, by comparing the prediction 
accuracy of the models based on HC information with those 
models based on HC and CC information, the potential 
differential predictive power of CC information can be 
determined once HC information has been incorporated into 
the prediction. Finally, examinations of the prediction 
accuracy of the CC and HCCC models show the differential 
predictive power that HC information has once CC information 
has been incorporated into the prediction. As a result, 
these three comparisons allow a direct, empirical 
investigation of the impact of CC data on merger prediction 
for answering the first two research questions advanced in 
this study.
This factorial design also permits a direct examination 
of the role of nonaccounting information in merger 
prediction. Comparing HC, CC, and HCCC prediction models 
with the corresponding HCNA, CCNA, and HCCCNA prediction 
models enables the differential predictive power of the NA 
information to be detected separately for each accounting 
information set (HC, CC, or HCCC) already incorporated into 
the analysis. Moreover, the overall differential 
information content of the NA information can be determined 
by a comparison of the average prediction accuracy of the
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HC, CC, and HCCC models to that of the HCNA, CCNA, and
HCCCNA models. Thus, the final secondary research question 
concerning the impact of CC data in merger prediction can be 
addressed empirically.
The dependent variable is the prediction accuracy of 
the various prediction models as measured by the prediction 
error of the model. Prediction error is the difference 
between the realization of being merged or nonmerged and the 
posterior probability of being classified into the true 
group, with a smaller difference yielding a greater
prediction accuracy. Measuring the prediction accuracy in 
this manner provides an interval-scaled dependent variable 
to allow the use of parametric tests and multiple 
comparisons.
The posterior probability is developed from the 
discriminant analysis. As noted before, most past studies 
confused prediction and classification. In this study, the 
prediction error is determined from the prediction of the 
1983-1984 sample by the discriminant model established from 
the 1981-1982 sample. Measurement and calculation of the 
prediction error are discussed in detail later in the data 
analysis section of this chapter.
Since the six prediction models are applied to predict
the same new data points, prediction accuracy is measured
for the same firms over six sets of information. Table 3.1 
shows the data configuration of the design employed in this 
study. The statistical model and assumptions pertaining to
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HC Ylll'Y112' * * *'Yllm Y121'Y122'* * *'Y12m
CC Y211'Y212'* * *,Y21m Y221'Y222' * ‘ *'Y2 2m
HC & CC Y311 ' Y31 2.... Y31m Y321'Y322* ‘* *'Y32m
Where Y . = prediction error of the discriminant model1 JK
using the ij information set to predict the 
firm (k = 1, 2, m)
m = the number of firms in the prediction Bample 
i = 1 if HC information is incorporated
2 if CC information is incorporated
3 if HCCC information is incorporated
j = 1 if NA information is not incorporated
2 if NA information is incorporated
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this research design are discussed in length in the data 
analysis section of this chapter. The next section presents 
the hypotheses tc be tested by the use of this repeated 
measure design.
Hypotheses
The main research question addressed in this study asks 
whether CC information has an impact on the prediction of
mergers. The question is addressed in two settings:
exclusion and inclusion of r.onaccounting information. 
Specifically, the impact is studied by examining the 
potential differential predictive power of CC information in 
terms of prediction errors. As a result, the following 
groups of null and alternative hypotheses have been 
advanced:
H ^: The prediction error of CC information is 
greater than or equal to that of HC
information.
: The prediction error of CC information is 
less than that of HC information.
Ho2: P1"01̂ *0 -̂*-011 etror of HCCC information is
greater than or equal to that of HC
information.
H The prediction error of HCCC information is
a less than that of HC information.
H The prediction error of HCCC information is
0  greater than or equal to that of CC
information.
H 3 : The prediction error of HCCC information is
a less than that of CC information.
H The prediction error of CCNA information is
greater than or equal to that of HCNA
information.
H The prediction error of CCNA information is
less than that of HCNA information.
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H _: The prediction error of HCCCNA information is 
0  greater than or equal to that of HCNA 
information.
Ha5* T^e Pre(3i-Cti°n error of HCCCNA information is 
less than that of HCNA information.
H ^ : The prediction error of HCCCNA information is 
greater than or equal to that of CCNA
informat ion.
Ha6: T*ie Predicti°n error of HCCCNA information is 
less than that of CCNA information.
Of the above six groups of hypotheses, the first three are
investigated in order to address the first and second
research questions, while the next three are investigated to
address the third research question.
As noted in Chapter II, CC information is expected to 
be a better surrogate of market value than HC information. 
CC information also represents an updated information set 
when compared to HC information. In addition, as also 
discussed in Chapter II, both the undervaluation theory of 
merger and the tax-factor theory of merger indicate that CC 
information should be useful in merger decisions. 
Therefore, CC information may have a greater ability to
predict mergers than HC information, regardless of whether 
nonaccounting information is incorporated into the 
prediction model.
The usefulness of nonaccounting information in merger 
prediction is also of interest. The effect of adding 
nonaccounting information to the prediction of mergers is 
the fourth research question examined in this study. The 
following three groups of null and alternative hypotheses 
are tested for this purpose;
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H -j The prediction error of HCNA information is
greater than or equal to that of HC
information.
Ha?: The prediction error of HCNA information is
less than that of HC information.
HoB 1 P re< î-Ction error of CCNA information is
greater than or equal to that of CC
information.
; The prediction error of CCNA information is
less than that of CC information.
H The prediction error of HCCCNA information is 
greater than or equal to that of HCCC 
information.
Hgg: The prediction error of HCCCNA information is 
less than that of HCCC information.
As discussed in Chapter II, nonaccounting infoimation 
was included in most prior studies, except Rege [1983]. The 
results from other studies suggest that nonaccounting 
variables are significant in the classification models. 
These previous findings suggest that the inclusion of 
nonaccounting information in the prediction process may 
provide a more complete set of relevant predictors and that 
the resultant prediction models may be more successful in 
the classification and/or prediction.
The last group of hypotheses involve the relative 
usefulness of CC or HC accounting information and 
nonaccounting information in merger prediction. Certain 
nonaccounting information, such as the market value of 
stocks and share trading volume, is widely available from 
the market at minimal cost. On the other hand, accounting 
information is relatively expensive to produce. A reporting 
company generally needs to spend resources to gather the
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necessary data for complying with the disclosure 
requirements.
If the nonaccounting information is more cost effective 
than accounting information in predicting mergers, the use 
of nonaccounting information is justified. To determine 
whether CC or HC information or nonaccounting information is 
more useful in merger prediction, the following three groups 
of null and alternative hypotheses are tested:
Hol0: Tlie Predict*on error of HCNA information is
greater than or equal to that of CC
information.
H , „ :  The prediction error of HCNA information is
a less than that of CC information.
H The prediction error of HCNA information is
° greater than or equal to that of HCCC
informat ion.
H i : The prediction error of HCNA information is 
less than that of HCCC information.
H The prediction error of CCNA information is
° greater than or equal to that of HCCC
informat ion.
H .-: The prediction error of CCNA information is 
a less than that of HCCC information.
No theory or empirical evidence has yet pinpointed the 
relative usefulness of CC or HC information and 
nonaccounting information in the prediction of mergers.
Many factors can affect this relative usefulness, including 
the completeness of the CC or HC information and 
nonaccounting information under consideration. Unlike CC or 
HC information, which is part of accounting information, 
nonaccounting information is a completely distinct type of
information. As noted earlier, it is not likely that 
nonaccounting information would be neglected in a rational
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merger decision. Therefore, nonaccounting information plus 
accounting information, CC or HC, may be more useful than CC 
or HC information alone.
The above twelve sets of hypotheses exhaust all the 
possible meaningful comparisons in the design. No
additional comparisons were conducted. Selection of the 
sample firms and their original accounting and nonaccounting 
data for testing these twelve research hypotheses is
discussed next.
Data Acquisition 
This section discusses the process of data acquisition 
in this study. It has two subsections: (1) sample selection
and (2) data selection. The former describes how the sample 
frame was determined and how the sample firms were selected. 
The second subsection deals with the procedures used to 
obtain the required original accounting and nonaccounting 
data. Limitations of the data are also discussed.
Sample Selection
In order to predict mergers, this study required two 
independent samples from two different time periods. The
first sample was necessary for developing prediction models, 
while the second one was required for testing the prediction 
models. Since CC information is an essential part of the
needed data for this research, the sample frame can only
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contain firms whose CC data per SFAS No. 33 is publicly 
available. At the time this research was conducted, CC 
information per SFAS No. 33 was available only for a five- 
year period, 1979-1983. In order to use two-year average 
data to predict the merged or nonmerged status of a firm in 
the next accounting period, this study is limited to the 
1981-1984 period as the time frame of the selection of 
sample firms. The 1981-82 period is used for model 
development, and the 1983-84 period is used for model 
testing. As a result, the time frame for the data of the 
sample firms is the 1979-1983 period.
CC disclosures per SFAS No. 33 are required for large 
companies which must meet certain size criteria [FASB, 
1979].1 The sample frame therefore consists of a small 
number of firms. In order to have adequate sample sizes for 
both developing and testing prediction models, this study 
attempted to include in the samples as many merged firms as 
possible. However, because large firms are generally less 
vulnerable to being merged, the number of merged firms with 
SFAS No. 33 data is even smaller. Consequently, all the 
firms that were merged from 1981 through 1984 were selected 
for this study. Moreover, each sample had to cover more 
than one year in order to obtain a sufficient number of
* According to SFAS No. 33 [FASB, 1979, para. 23], a public 
firm should disclose inflation-related data if it has 
inventories and property, plant, and equipment amounting to 
more than $125 million, or if its total assets amount to 
more than $1 billion.
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merged firms to carry out this research. As a resuit, firms 
with SFAS No. 33 data which were merged in the fiscal years 
of 1981 or 1982 were included in the analysis sample for 
developing prediction models, while those merged in 1983- 
1984 were used as the prediction sample.
Ninety-seven industrial firms on the SFAS No. 33
2Databank, Version IV, were merged from 1981 through 1983. 
In addition, seven merged firms were identified for 1983 
from the list of TOP 100 TRANSACTIONS of Mergers & 
Acquisit ions. For 1984, 19 merged firms were identified
from the same source.
Among these 123 merged firms, 19 were dropped from the 
samples either because they were acquirers, but coded as 
mergers (for example, the Nabisco Company), or because they 
were sought as targets, but not merged, during an attempt in 
the year(s) before a later successful merger by another firm 
(for example, the Diamond International Corporation). 
Twenty-four other firms were also dropped from the samples 
because of a lack of the required two-year CC data. As a 
result, 80 merged firms were included in this study before 
the selection of nonmerged firms.
An equal number of nonmerged industrial firms were 
selected and matched with the merged firms by: (1) year in
2 Nonindustrial firms on the Databank, such as banks and 
insurance companies, were not included in this study because 
of the distinct nature of their opeiations and financial 
attributes.
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which the merger occurred; (2) industrial membership; and 
(3) fiscal year-end status. Firms were matched by year of 
merger because classifications and predictions were to be 
made for the firms existing at the same period of time. 
Matching by industry was also necessary to enhance 
comparability. The third criterion, fiscal year-end status, 
insured that the data were from the same reporting period. 
This criterion helped eliminate confounding due to the fact 
that sample firms may have been exposed to different levels 
of specific price changes.
This study adopted the industrial classification used 
by the SFAS No. 33 Databank. The four-digit Standard 
Industrial Code (SIC), together with the other two matching 
criteria, were initially employed to find matchable 
nonmerged firms. This, however, resulted in the elimination 
of a large number of available nonmerged firms, since each 
four-digit industry classification did not consist of a 
sufficient number of firms to allow a three-way matching. 
Only 31 merged firms had one or more matchable nonmerged 
firms. Consequently, the first two digits of the SIC code, 
which represent major industrial classifications, were used 
for the industry-matching purpose. Only 18 merged firms did 
not have a matchable nonmerged firm, and thus they were
3further dropped from the samples. As a result, a total of
3 Where more than one matchable nonmerged firm existed for a 
merged firm, uniform random numbers were used to select only 
one nonmerged firm to match with that merged firm.
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124 firms (62 merged firms and 62 nonmerged firms) were 
selected for this study before the search for the needed HC 
data. This sample size compared favorably with most of the 
prior merger prediction studies and was judged to be 
sufficient for this study.
Twelve of the 62 merged firms did not have the required
HC data on the COMPUSTAT tapes. HC data for these firms was
extracted from their 10-K reports. A 10-K report was not
available for one firm for the two years before it was
merged, and two other firms did not have common share
trading activity during the two years before merger. As a
result, these three firms were dropped from the samples,
leaving a final sample of 59 merged firms. To conclude,
this study has 64 firms (32 merged and 32 nonmerged) in the
analysis sample and 54 firms (27 merged and 27 nonmerged) in
the prediction sample. Tables A.l through A.4 in Appendix A
present the sample of merged and nonmerged firms for the
4analysis and prediction period, respectively. The manner 
in which the data of these firms were obtained for this 
study is discussed next.
4 During the discriminant model building process, two merged 
and one nonmerged firms were found to be consistently 
misclaBsified. The nonmerged firm. Sambo's Restaurants, 
filed for bankruptcy in 1981 and was thus replaced by 
another matchable firm. The two merged firms, however, were 
disregarded without replacement in order for better 
discriminant models to be built. As a result, 30 merged 
firms were included in the final analysis sample.
57
Data Selection
The literature on mergers has suggested that financial 
data of up to six years prior to merger may be useful for 
predicting mergers and that more recent data is better in 
the prediction [Singh, 1971]. Moreover, as Stevens [1973] 
noted, the use of two-year average data may minimize random 
fluctuations in data. Therefore, this study utilized data 
for two years prior to merger, and measured the predictor 
variables by the two-year average except for growth 
variables, which were measured by their percentage change 
over a year.
To test the research questions, this study required 
both HC and CC data, and nonaccounting data as well. The HC 
data were extracted from the COMPUSTAT tapes (either Annual 
Industrial files, Annual OTC files, or Annual Industrial 
Research files) for the sampled merged and nonmerged firms- 
The CC data of these sampled firms were taken from the 
Industrial file of the SFAS No. 33 Databank, Version IV.
The required nonaccounting data were also obtained from 
COMPUSTAT; however, price and trading volume figures on the 
COMPUSTAT tapes are on a calendar-year basis, while the HC 
data reported by the firms is on a fiscal-year basis. To 
enhance consistency, price and trading volume figures of the 
firms with a non-calendar fiscal year were replaced by the 
figures obtained from Daily Price Index, New York Stock 
Exchange, Daily Price Index, American Stock Exchange, or
Daily Price Index, Over The Counter. Data items taken from
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the Databank and COMPUSTAT tapes are presented in Appendix 
B .
Previous studies have suggested that care be exercised 
in use of the SFAS No. 33 Databank because of potential data 
collection errors. For instance, Stone and Bublitz [1984] 
reported coding errors in the 1981 version of the Databank. 
Extending their work, Thomas and Swanson [1986] also 
observed data collection errors in the 1982 version of the 
Databank when used in conjunction with the COMPUSTAT and 
Value Line historical cost databanks. In order to reduce 
such potential data errors in the 1984 version of the 
Databank used in this study, the HC sales of the selected 
firms reported in the FASB Databank were compared to those 
reported in the COMPUSTAT. Any difference identified was 
reconciled with the annual or 10-K reports, but only the 
Databank figures needed for this study were replaced by the 
corresponding numbers of the annual or 10-K reports.
The use of SFAS No. 33 data presents three inherent 
limitations for this study. First, the use of SFAS No. 33 
data has resulted in a limited number of years in which the 
CC data per SFAS No. 33 was available. Second, because of 
the size requirements of the SFAS No. 33 firms, only a small 
number of companies can be used as sample firms for this 
study. Third, the CC data per SFAS No. 33 are basically 
incomplete adjustments for specific price changes and may 
not have fully reflected the impact of the specific price 
changes on a company’s financial attributes. The next
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section discusses what and how predictor variables were 
selected for this research and how they were measured by the 
CCf HC and nonaccounting data to represent company 
attributes relevant in a merger decision.
Predictor Variable Selection 
Two steps are involved in the selection of predictor 
variables for this study. First, for all the six 
information sets, a broad set of initial variables was 
selected which was considered to be relevant in a merger 
decision. To enhance the predictive ability of a merger 
prediction model, a second step was taken to select the most 
significant variables as the final predictor variables for 
each individual informa-tion set.
Initial Predictor Variable Selection
To construct the best prediction models, care needs to 
be exercised in selecting the initial predictor variables. 
As noted in Chapter II, no single coherent merger theory is 
currently available to guide the selection of predictor 
variables. Although certain company attributes should be 
theoretically useful for differentiating mergers from 
nonmergers, the various merger theories provide little help 
for selecting specific variables or financial ratios to 
measure the attributes. As a result, a reasonable point 
from which to search for initial predictor variables should 
be the findings of the previous merger prediction studies.
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Past merger prediction studies have used three common 
criteria for initial variable selection. A variable was 
selected for use if (1) it was found to be a significant 
predictor, (2) its inclusion was believed to be logically 
sound, or (3) it was cited in earlier studies. Based upon 
these criteria, various sets of initial variables, including 
several nonaccounting variables, were selected for study in 
the previous research. The number of initial variables has 
ranged from five [Rege, 1964] to twenty-four [Simkowitz and 
Monroe, 1971] .
Tables 3.2 through 3-4 present the initial predictor 
variables and the final significant variables, as well as 
their attributes, reported in seven North American studies. 
The two British studies are excluded because of their 
peculiar definition and computation of accounting variables. 
These tables reveal three notable points.
FirBt, a broad set of company attributes have been 
examined in the past studies. Most of these significant 
attributes are theoretically supportable by one or more of 
the merger theories discussed in the preceding chapter. 
However, two additional significant attributes were also 
investigated by the previous studies: (1) firm size and (2)
stock market characteristics.
Second, various variables or financial ratios have been 
used by researchers to measure a single financial 
characteristic. The use of these variables to measure those 
financial attributes of firms is generally consistent with
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1. EBIT/Total Assets B , D , F D
2. Gross Profit/Sale B
3. EBIT/Sales B, E , G B , G
4. Net Income/Sales B
5. Earning Before Taxes/Sales B
6. Net Income/Equity £,C,D,E C
7. Net Income/Total Assets B,C C
8. Operating Income/Sales D D
9. EBIT/interest G G
LIQUIDITY
1G. Working Capita 1/Total Assets B , C , D , E / F B / C , D
11. Cash Flow/Equity C C
12. Cash Flow/Total Assets C C
13. Quick Assets/Current Liabilities C C
14. Cash/Current Liabilities C C
15. Current Assets/Total Assets C C
16. Cash/Total Assets C C
17. Quick Assets/Total Assets C C
18. Current Ratio C ,G C,G







23. Cash and Equivalent Per Share E
24. Cash and Equivalent Per Share/
Share Price E
25. Interest/(Cash + Marketable
Securities) E
A: Simkowitz and Monroe [1971] 
B: Stevens [1973]
Ci Belkaoui [1978]
Di Harris et al. [1982]
E: Wansley and Lane [1983]
F: Rege [1984]
Gi Dietrich and Sorensen [1984]
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Table 3.3: Leverage, Activity, Dividend Policy, and Growth 






Market Value of Equity B
27. L-T Liabilities/Total Assets B,D,E,F,G B, D , E , G
20. L-T Liabilities/Equity B, E
29. L-T Debt/Total Assets B
30. Total Liabilities/Total Assets B,D D
31. L-T Debt and Preferred 
Equity/Total Assets C C
ACTIVITY
32. Working Capital/Sales B,C C
33. Sales/Total Assets B,D,E,F,G B , D, G
34. Cost of Goods Sold/Inventory B
35. Sales/(Current Assets-Inventory) B
36. Current Assets/Sales C C
37. Quick Assets/Sales C C
38. Cash/Sales C C
39. Capital Expenditures/Total Assets G G
DIVIDEND POLICY
40. Cash Dividend/Net Income B,F
41. Dividend/Earnings A , D , E , G A, G
42. Dividend/Equity A A
GROWTH
43. Growth in Equity A A
44. Growth in Sales D, E E
45. 3-Yr. Compound Growth 
in Total Assets E
46. Compound Growth in EPS E
A: Simkowitz and Monroe [1971] 
B: Stevens [1973]
C: Belkaoui [1978]
D: Harris et al. [1982]
E: Wansley and Lane [1983]
F: Rege [1984]
G: Dietrich and Sorensen [1984]
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Table 3.4: Tax, Size, Valuation, Market Characteristics, and 
Other Variables Used in Prior Studies
Initial Final
Variables Signif i can-
Used Variables
TAX FACTOR
47. Earnings (Dummy Variable) A A
48. Tax-Loss Carry-Forward/ 
Total Assets D
SI ZF.
49. Sales A A
50. Natural Log of Total Assets D D
51 . Natural Log of Sales D,E E
52. Natural Log of Common 
Shares Outstanding E
53. Market Value of Equity G G
MARKET VALUATION
54. P/E Ratio A , B, D, E , G A,D,E,G
55. Book Value/Market Value D
56. Market Value/Book Value E E
57. 3-Yr. Percentage Change 
in Share Price E
STOCK MARKET CHARACTERISTICS
58. Shares Trading Volume A , G A, G
59. Common Shares Traded/
Common Shares Outstanding E
OTHER
60. Intercept of Regression of 
EPS over Time E
A: Simkowitz and Monroe [19713 
B: Stevens [19733 
C: Belkaouj [1978]
D: Harris et al. [1982]
E: Wansley and Lane [1983]
F: Rege [1984]
G: Dietrich and Sorensen [1984]
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fundamental financial statement analysis. The accounting 
ratios used in the past studies and their categories also 
coincide with the traditional financial ratio analysis 
discussed by Foster [1978] and Viscione [1983].
Finally, certain variables have been found to be more 
important than the others in predicting mergers. Some 
variables, such as L-T liabilities/equity (#28) and cash 
dividend/net income (#40), were found to be insignificant in 
all the studies. A few variables, such as EBIT/total assets 
(#1) and net income/equity (#6), were found to be 
significant in only one study, although they were used in 
more than one study.
Since the variables which were found in prior studies 
to be significant predictors encompass all significant 
financial characteristics of firms, it appeared reasonable 
to include these variables in this study as the initial 
predictor variables. However, a closer examination of the 
manner in which prior studies handled the selection of 
variables for discriminant analysis suggests that, had some 
variable reduction approach been applied, some of these 
"significant" variables might not have been really useful 
predictors.
For example, Belkaoui [1978] used all the 16 variables 
which Beaver [1966] had used in a bankruptcy prediction 
study without applying any variable reduction method. While 
similarities exist between merger and bankruptcy, the 
significance of each of these variables in merger prediction
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is questionable. Tbe variable net income/equity (#6) is a 
good example. This variable was used by Belkaoui [1978], 
but its usefulness was rejected by three other studies: 
Stevens [1973], Harris et a 1. [1982], and Wansley and Lane
[1983]. This fact suggests that the variables found to be 
uniquely useful in Belkaoui [1978] should be evaluated 
before inclusion.
Since Belkaoui [1978] did not measure any financial 
attribute that was not covered in other studies, variables 
used by him were excluded in this study, except for cash 
flow/equity (#11) and cash flow/total assets (#12). The 
decision to retain the two "cash flow" variables was based 
on the recent emphasis on cash flow measures in financial 
reporting [FASB, 1978]. Sales (#49) was also excluded
because it measures the same quality as its log form.
Variables found to be useful in the other five studies, 
however, were included in this study for the following two 
reasons. First, these studies used either a variable
reduction method or a theoretical framework to support their 
variable selection. For example, Simkowitz and Monroe 
[1971] and Wansley and Lane [1983] used a stepwise procedure 
to obtain the significant predictor variables, while Stevens 
[1973] used factor analysis to obtain the most
representative variables. Also, Harris et al. [1982]
selected predictor variables based upon certain merger 
theories and the final models "are just variants of
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Stevens's [1973] basic model" [p. 236]. Finally, the
framework on which Dietrich and Sorensen [1984] based their 
selection of variables was a net present value approach 
suggested by Haley and Shall [1979] for merger evaluation 
purposes.
Second, time-frame and sampling-process idiosyncrasies 
may be responsible for a variable not being significant in 
all the studies that included the variable. Hence, it may 
not be reasonable to exclude such variables from this study.
Table 3.5 presents the initial predictor variables (#1- 
#25) utilized in this study. In addition, the attributes of 
firms encompassed by these variables are shown. Since there 
is no theory or empirical evidence regarding which variable 
would best measure a company attribute in merger prediction 
and since every attribute in Table 3.5 is already being 
measured by one or more variables, no additional variable 
was deemed necessary in the measurement of these attributes. 
Hence, one company attribute may be measured by more 
variables than another. For the same reasons, no refinement 
was deemed necessary in estimating the variables selected in 
this study.
The two "cash flow" variables, however, need additional 
considerations. In the prior studies which followed the 
COMPUSTAT's definition, caBh flow numbers were measured by a 
combination of the items of net income, and depreciation and 
amortization. As Drtina and Largay III [1985] noted that
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1. EBIT/Total Assets A
2. EBIT/Sales A
3. Operating Income/Sales A
4. EBIT/lnterest A
5. Working Capital/Total Assets B
6. Working Capital Flow/Common Equity B
7. Working Capital Flow/Total Assets B
8. Current Ratio B
9. L-T Liabilities/Total Assets C
10. Total Liabilities/Total Assets C
11. Sales/Total Assets D
12. Capital Expenditures/Total Assets D
13. Working Capital/Sales D
14. Dividend/Earnings E
15. Dividend/Equity E
16. Growth in Equity F
17. Growth in Sales F
18. Tax-Loss Carry-Forward/Total Assets G
19. Natural Log or Total Assets H
20. Natural Log of Sales H
21. Market Value of Equity H
22. P/E Ratio I
23. Market Value/Book Value
24. Shares Trading Volume/
I
Number of Shares Outstanding 
25. Number of Shareholders/
J
Number of Shares outstanding K
A: Profitability G: Tax Factor
B: Liquidity H: Size
C: Leverage I i Market Valuation
D: Activity J: Stock Market Characteristics
E: Dividend Policy K: Ownership Concentration
F. Growth
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"cash flow" has been defined ambiguously, using the term
"cash flow" and measuring it in this manner may be
misleading. This issue has been addressed by the FASB in 
its conceptual framework, but without resolution because of
the argument about the definition of "operations" [FASB,
1981, para. 19]* Drtira and Largay III [1985, p.317] also
found that "ieported funds from operations typically is a
measurement of working capital ..., even in a cash-based 
SCFP (statement of changes in financial position)." In order 
to prevent confusion, this study replaced the term "cash 
flow" with "working capital flow."
Consideration of the company attributes presented in 
Table 3.5 by decision makers in merger decisions is logical. 
A profitable firm may be acquired to improve the acquirer's 
rate of return [Rege, 1984]. A nonprofitable firm, however, 
may also be acquired in order to realize the otherwise 
unobtainable benefit of tax-losB carryover [Copeland and
Weston, 1983], A company becomes more attractive when it is 
more liquid because its excess working capital flows may 
make the buying company financially more viable [Harris et_ 
al., 1982]. The same reason applies to the use of financial 
leverage measure. A company becomes more attractive to 
acquirers when it is growing more rapidly [Harris et al., 
1982] and/or when it has greater activity [Stevens, 1973]. 
In addition, size is also a concern in merger decisions 
because "smaller-sized firms decrease acquisition costs and
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facilitate ease oi acquisition" [Dietrich and Sorensen, 
1984, p. 396]. Stockholders of a low dividend-payout firm 
are more willing to abandon their position; thus, the firm 
is a target for easy takeover [Simkowitz and Monroe, 1971].
Two other important considerations in merger decisions 
are market valuation and stock trading activity. The
undervaluation theory of merger indicates that an 
undervalued firm is vulnerable to merger because the 
acquirer can obtain the desired capacity for a product more 
cheaply by buying the stock of the undervalued company than 
by making the required internal capital investment [Copeland
and Weston, 1983]. Share trading volume reflects
marketability of stocks. As Dietrich and Sorensen [1984, p. 
396] noted, high-volume firms might imply lower acquisition 
transaction costs, and high volume might signal that a 
merger is underway.
In addition to the above variables, some other 
nonaccounting variables may be taken into account in merger 
decisions. Among others, Bruno, et al. [1985] suggested
that concentration of firm ownership might be an important 
factor for measuring a firm's vulnerability to takeover.
They posited that companies with widespread stockholdership 
would be more vulnerable to takeover than more closely-held 
companies. The current study also included this variable as 
an additional initial predictor (#25) and measured it by the
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ratio of the number of shareholders to the number of shares 
outstanding. Using the ratio form as a measurement rather 
than the absolute number of shareholders would help remove 
the possible confounding effect of size on this variable.
Other variables, such as market concentration and 
advertising intensity, may also be relevant for merger 
prediction [Harris et al., 1902]. A lack of data, however,
prevents them from being included in the empirical analysis.
As a result, 25 variables were considered as initial 
predictor variables in this study.
The variables listed in Table 3.5 are mainly 
accounting-oriented. Only the last five variables (#21 — #25)
require information that is not disclosed in the financial
statements and related notes. Consequently, the variables 
listed in Table 3.5 are divided into two groups: accounting
variables (#l-#20) and nonaccounting variables (#21-#25).
Since most prior studies used COMPUSTAT data, their 
variable definition is assumed to follow the variable
definition of COMPUSTAT, unless otherwise indicated. The 
use of a common definition for computational purposes should 
allow a direct comparison of the variables across studies. 
For this reason, unless otherwise indicated, this study 
utilized the COMPUSTAT definition of financial ratios to
estimate the variables under consideration. Computational 
formula for all the initial predictor variables are
presented in Appendix B.
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The computational formula were applied consistently to 
both HC and CC variables. in other words, in the 
calculation of CC financial ratios under consideration, CC 
data items were used to replace their HC counterparts in the 
HC financial ratio elements. As noted in the preceding 
section, the CC data per SFAS No. 33 represent incomplete 
adjustments for specific price changes from the HC 
information. Consequently, in a strict sense, the HC and CC 
financial variables under examination may not be directly 
comparable. Given the nature of SFAS No. 33 CC data, the 
calculated CC ratios are judged to represent what is, 
hopefully, the best available surrogate of the CC version of 
the financial variables under examination for this research. 
Nevertheless, the nature of this incomplete adjustment for 
CC variables is considered as an inherent limitation in this 
study.
Final Predictor Variable Selection
As shown in Tables 3.2 through 3.4, previous studies 
also suggest that not all initial variables are significant 
in the prediction of mergers. Obtaining the final 
significant variables, therefore, becomes a legitimate issue 
in the specification of a successful merger prediction 
model.
Research evidence has shown that financial variables 
are highly correlated with one another [Pinches, Mingo, and 
Caruthers, 1973; Libby, 1975]. The intercorrelations among
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variables in a discriminant model is referred to as 
multicollinearity. Multicol1inearity is usually viewed as a 
major contributor to the instability of a discriminant model 
across samples [Zavgren, 1983]. However, Cochran [1964] 
showed that negative and positive intercorrelation may be 
exploited to increase discriminatory power. In other words, 
multicollinearity is not a problem in discriminant analysis.
It was expected that some of the selected 25 initial 
variables would overlap because they measure the same 
financial attributes. Among the previous studies reviewed, 
Stevens [1973] utilized factor analysis to obtain the final 
predictor variables. Other researchers, such as Wansley and 
Lane [1983], employed stepwise discriminant procedures to 
screen out insignificant predictors.
The stepwise method was utilized in this study as the
5primary variable reduction technique for two reasons. 
First, as noted above, multicollinearity is not a problem in 
discriminant analysis. As such, it becomes unnecessary to 
employ factor analysis to identify uncorrelated variables 
for the discriminant analysis. Second and more importantly, 
usefulness of a discriminant variable must be examined in 
light of one another in the same model. Hand [1981, p. 122] 
noted that
For comparison reasons, factor analysis was also employed 
in this study to reduce the variable set. The final 
prediction results were not significantly different from the 
results obtained from the stepwise process and thus are not 
reported. The factor analysis results, however, may be of 
value and are reported in Appendix C.
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It is often the case that two individual variables 
are, by themselves, not very good discriminators.
Taken in conjunction, however, they may be highly 
effective.
The stepwise discriminant procedures select the 
variables which have significant discriminatory power in 
terms of the conditional F-value. Consequently, this 
approach was deemed to be more appropriate for the purpose 
of selecting final predictor variables. Statistical details 
about this stepwise selection of the final variables are 
provided in the prediction model development subsection of 
the following section.
Data Analysis
To answer the research questions addressed in this 
study, statistical tests were conducted on the hypotheses 
raised earlier. To make the tests possible, measures of 
prediction errors must be obtained for each of the six 
information sets. Before this could be done, prediction 
models had to be developed and applied to the prediction 
sample. A three-stage data analysis process was therefore 
deemed to be necessary for this research. The first stage 
was to develop prediction models from each of the six 
information sets of the first sample (1981-82). In the 
second stage, to test the developed models for prediction 
accuracy, the models were applied to predict the merged or 
nonmerged status of firms in the second sample (1983-84) 
which was completely independent of the first sample. The
74
prediction error of each model was calculated for each firm 
in this second sample. Finally, the calculated prediction 
errorB were used to statistically test the hypotheses of 
this study.
This section consists of four subsections. The first 
subsection discusses the statistical research methodology 
utilized in this study to generate the required prediction 
error measures. Each of the next three subsections
describes sequentially one of the three stages in the
aforementioned data analysis process.
Linear Discriminant Analysis
Linear discriminant analysis (LDA) was chosen in this 
study as the statistical vehicle for obtaining prediction 
error measures. This subsection provides justifications for 
selecting this specific technique and discusses how LDA was
used in this research and the assumptions underlying its
use.
Discriminant analysis was selected for three reasons. 
First, this technique has been used in most of the previous 
studies related to merger prediction (See Chapter II for a 
summary of this research) and found to be an adequate 
discriminating tool in merger prediction. Second, 
discriminant analysis provides an interval-scaled measure of 
prediction error for each observation but does not require 
the assumption of cumulative normal or logistic
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distribution, which may not be realistic. Finally, 
discriminant analysis is robust in its resistance to 
violation of the multivariate normality assumption [Gilbert, 
1968].
The linear, rather than quadratic, form of discriminant 
analysis was employed in the present study. This decision 
was based on two considerations. First, evidence has shown 
that the linear discriminant model is superior to the 
quadratic rule and robustly resists violations of the equal 
variance assumption. Although the quadratic rule is 
theoretically more appealing than the linear rule when the 
group dispersions are not equal [Joy and Tollefson, 1975; 
Eisenbeis, 1977], Wansley [1980] reported a higher 
prediction accuracy for linear discriminant models, even 
with unequal group dispersions. In addition, linear 
classification tends to outperform quadratic rules when 
sample sizes are small and/or when the number of variables 
is large, as in this study [Pinches, 1978; Michaelis, 1973; 
Wahl and Kronmal, 1977].
The primary objective of LDA is to find a decision rule 
to correctly classify objects with a Known or assumed a 
priori group membership into one of the mutually exclusive 
groups they belong to. Statistically, the decision rule is 
obtained by maximizing the ratio of between-group to within- 
group variance-covariances of the discriminant variables in 
the model. In the two-group case, the decision rule yields
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a linear discriminant function which maps the 
multidimensional characteristics of the objects (represented 
by the discriminant variables) into a unidimensional measure 
(represented by the discriminant score) such that maximal 
separation between the two groups can be achieved. The 
function in this twj-group case has the following 
mathematical form.
z *
Where Z = discriminant score
= the i discriminant variable 
= the discriminant function coefficient 
for the i discriminant variable
Appropriate use of LDA should include an examination of 
whether the assumptions underlying its formulation can be 
met or at least can be reasonably assumed. In addition to 
the general assumptions of mutually exclusive populations, 
two or more observations per population, and the same
attributes being observed for each population, the four most 
important assumptions are (1) multivariate normality, (2) 
equal variances of the populations, (3) known or assumed
prior group memberships, and (4) known or assumed
misclassification costs [Klecka, I960]. Violations of
either of the first two assumptions may bias the
significance test and error rate estimates. The last two
assumptions are critical in formulation of the discriminant 
model .
Violation of the multivariate normality assumption is 
not uncommon when financial ratios are used as predictor 
variables in discriminant analysis. Deakin [19763 noted 
that 10 out of 11 ratios for industrial firms differ 
significantly from a normal distribution. Almost all past 
merger prediction studies, however, assumed that the 
underlying distribution of the populations under 
consideration were multivariately normal. This assumption 
is generally justifiable on the grounds that, as noted 
earlier, discriminant analysis is robust in resistance to 
violation of the multivariate normality assumption. Gilbert 
[19683 showed that the use of discrete discriminant 
variables resulted only in a slight loss of classification 
accuracy. In order to prevent a severe violation of such 
assumption, this study examined the distribution of the 25 
selected initial predictor variables. The finding that more 
than half of them are univariately normal provides some 
assurance that the multivariate normality assumption would 
not be seriously violated.
When the variance-covariance matrices are not equal 
across populations, the significance test is affected and 
the quadratic rather than linear discriminant rule would 
yield the optimal solution [Joy and Toffefson, 19753- 
Because the test of equal variance-covariance usually 
depends on the multivariate normality assumption, however, 
the test result would be biased if the normality assumption 
is not met. Consequently, most past studies did not conduct
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the test. Other justifications for assuming equal variance- 
covariance include the use of small samples and a large 
number of discriminant variables. Pinches [1978, p. 39] 
noted that "... for small samples and/or cases where m (the 
number of variables) is large, linear classification rules 
will tend to outperform the quadratic rules." In the case of 
large samples (105 firms), Wansley [1980] found that LDA 
still outperformed the quadratic rules even though the equal 
dispersion test was rejected at the 0.10 level. Based on 
these findings, this study assumes that the linear 
discriminant models are robust in their resistance to 
possible violation of the equal dispersion assumption.
Before LDA is applied, assumptions need to be made 
concerning (1) the population prior probabilities and (2) 
the costs of misclassification. Use of equal or unequal 
priors has been debated in the literature on classification 
using discriminant analysis. As noted earlier in Chapter 
II, there is no need to use the historical population ratio, 
and the use of equal priors with equal-sized samples appears 
to be reasonable. On this ground, past studies generally 
utilized equal priors in their discriminant analysis model. 
Wansley [1984, p. 78] noted that by using population priors, 
no firm would be classified as merged. As the matching 
procedure in this study resulted in an equal number of 
merged firms and nonmerged firms in the samples, equal 
priors were used in this study.
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Inclusion of the costs of misclassification as a 
relevant factor changes the objective of LDA from
minimization of classification error to minimization of
misclaseification costs. No previous study on merger 
prediction has incorporated the costs of misclassification. 
One major reason for this omission is the difficulty
involved in the estimation of such costs. Without a theory 
or sound justification to guide the estimation, any costs of 
miBclassification are arbitrary and potentially misleading. 
Since the primary purpose of this research is to compare 
prediction accuracy of accounting and nonaccounting 
information, the objective of LDA in this study is
minimization of the classification error. Therefore, equal 
misclassification costs seemed appropriate and were assumed. 
The next subsection discusses how LDA was applied in this 
research to develop prediction models.
Prediction Model Development and Validation via 
Classifi cat ion
Once the modeling technique had been chosen, the two- 
year average variables were calculated and utilized to 
develop the prediction model for each of the six information 
sets from the analysis sample. This subsection describes 
this development process and also the process of validating 
the models via classification. As noted earlier in the 
predictor variable selection section, the number of initial 
independent variables considered at the outset of each
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discriminant modeling process varied because of the 
difference in nature among the six information sets under 
examination. The numbers of initial variables were 20, 20,
40, 25, 25, and 47 for the HC, CC, HCCC, HCNA, CCNA, and 
HCCCNA information set, respectively
Each discriminant model was constructed to maximize the 
separability of the merged firms from the matched nonmerged 
firms in this analysis sample. To obtain the best 
classification model for each information set under 
examination, stepwise discriminant analysis was utilized. 
This procedure starts by selecting the variable which has 
the highest F-value, i.e., the single variable which best 
separates the two groups. At each subsequent step, the 
procedure selects only the variable which has the highest 
conditional F-to-enter value given the variable(s) already 
included in the model. The F-to-enter value is a partial 
multivariate F statistic which tests the additional 
discrimination introduced by the variable being considered 
after taking into account the discrimination achieved by the 
other variable(s) already entered [Klecka, 1980]. A 
variable which has already entered in a previous step, 
however, may be removed if it contains overlapping 
information and would reduce the separation. At the
6 As shown in Table 3.5, variables #21, #24, and #25 do not 
involve any accounting number. As such, only seven distinct 
nonaccounting variables can be derived. As a result, the 
combined information set HCCCNA has in total 47 distinct 
initial variables.
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completion of the stepwise selection procedure, the final 
discriminant model includes only the variables which, taken 
altogether, provide the maximal separation of the merged and 
nonmerged firms.
The computer statistical program employed in this study 
to build the classification models was the BMDP program P7M 
"Stepwise Discriminant Analysis" [Dixon et al., 1981]. This 
program was run Bix times independently for the six 
information sets. As such, the six developed discriminant 
models might have different sets of final predictor 
variables as well as different discriminant function 
coefficients. Consequently, independence of the six 
prediction models is assured even though the original 
information sets may not be independent of each other.
To test the effectiveness of these developed models in 
classification, validation procedures were undertaken. Two 
separate validation approaches were chosen in this study;
(1) the Jackknife (or cross validation or leaving-one-out) 
method by Lachenbruch [1965] and (2) the traditional 
resubstitution method.
The first approach, the Jackknife method, is 
theoretically superior. This procedure omits sequentially 
each firm in the first sample, develops the classification 
models based on the remaining firms, and then reclassifies 
the omitted firm. As such, the classified firm is 
independent of the model development because the firm being 
classified by the model is not used to develop that model.
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Lachenbruch [1967] noted that this method yields almost
unbiased estimates of the classification error rates. More 
importantly, this method is also more suitable for the
present study and therefore should be adopted. When sample
sizes are small or if normality of the discriminant 
variables is questionable, as in the present study, the
Jackknife method outperforms other methods [Lachenbruch and 
Mickey, 1968]. Richardson and Davidson [1984, p. 516] noted 
that "given the typical sample sizes in accounting research, 
the Jackknife procedure appears to be the most effective 
method."
The second approach, the traditional resubstitution 
method, develops the discriminant model using all the data 
points in the first sample and applies the model to 
reclassify the same data points. This approach was applied 
in order to facilitate direct comparisons of the results of 
this study to the prior studies which generally reported 
classification accuracies based on the resubstitution 
method.
Once developed, the classification models were tested 
for significance using an F statistic converted from Wilks' 
lambda [Cooley and Lohnes, 1971]. Wilks' lambda is a 
statistic which takes into consideration both the 
differences between groups and the homogeneity within 
groups. The p-value of the F statistic suggests the 
possibility of having a successful separation between the 
merged and nonmerged firms.
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Classification results in terns of the number of firms 
correctly classified and the percentage of correct 
classification based upon both validation approaches are 
reported in the Data Analysis chapter. These results would 
indicate how well the models fitted the data in the analysis 
period and, as such, how well this study has succeeded in 
the specification of classification models. Comparisons of 
the six classification models, one for each information set, 
were also made in terms of the classification results. 
These comparisons would determine which fitted model 
performs best in classification. The determination of the 
relative performance of these models in terms of predictive 
ability is the topic of the next subsection.
Tests of Prediction Accuracy of the Developed Models
Validation of a developed discriminant model can be 
done in two ways. The first approach is to use the model to 
classify a time-coincident sample. Methods such as the 
aforementioned Jackknife and resubstitution techniques 
belong to this category. As noted in Chapter II, validation 
in the first manner should be referred to as classification. 
The second method, by contrast, applies the model to a 
second sample which is time-independent of the sample 
utilized in developing the model. This second validation 
approach is referred to as prediction and would provide true 
prediction error measures for the purpose of this study.
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This subsection describes how the prediction was conducted 
and how the prediction error measures were calculated.
Once developed from the analysis sample, the best 
discriminant model for each information set was applied to 
the second sample (referred to as the prediction sample) to
test the model's predictive value. Using these models and
the new data points, the status of each firm in the new 
sample could be predicted as merged or nonmerged.
Prediction results of the six models in terms of correct
prediction rates were then obtained for the entire
prediction sample as a whole. The BMDP program P7M 
"Stepwise Discriminant Analysis" was utilized to conduct 
these prediction procedares LDixon et al., 1981]. Note that 
each model may vary in terms of the predictors and their 
discriminant coefficients* As such, the data required of 
each information set to be inputed to the prediction models 
may vary in terms of variables and their numbers.
The prediction results in terms of correct prediction 
rates are reported in the Data Analysis chapter.
Comparisons of the prediction results were also made for the 
six prediction models to investigate their relative
predictive ability. Additionally, in order to examine the 
models’ stability over time, the prediction results of each 
model were contrasted to its classification results.
The correct prediction rate was determined by dividing 
the number of firms correctly predicted by the total 
predictions. As such, only one rate of correct prediction
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emerged from the entire body of predictions resulting from 
the application of each discriminant model to the entire 
sample* On the basis of the correct prediction rate, no
statistical test was appropriate for testing the relative
performance of the six models. In order to conduct
statistical tests, an interval-scaled measure of the
prediction error of each model was obtained for each firm in 
the prediction &ample. Since the prediction model has 54 
firms, 324 prediction errors were calculated for the 6ix
prediction models.
The prediction error measure was defined as the
posterior probability of each firm in the prediction sample 
being misclaesified. In the two-group case, the error of
^  V ipredicting that an observation X from the i population
" t1*1belongs to the j group can be mathematically expressed as 




k^ 1(Exp[-0.5*Dk (x )3}
where Dk2(x) = (X-Pl )'S “1(X-Mk )+Ln |S |-2Ln(QR )
= the generalized squared dis^nce 
from X to the mean of the k group 
= the mean within group k 
SR = the variance-covariance matrix of 
group k
Qk *= the prior probability for group k 
It is this prediction error that was used to 
statistically test the hypotheses addressed in this study. 
The next subsection discusses the statistical tests 
conducted and the assumptions underlying the tests.
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Statistical TeBts of Hypotheses
To answer the research questions addressed, this study 
utilized a fixed-factor repeated measure factorial design. 
The statistical model of this design is as follows [Winer, 
1971, p. 519]:
Yi^  " + abc1 + Ck + + aCik + bC*ijk ijk
Where = prediction error of the .discriminant
J model using the i accounting 
treatment and the j nonaccounting
treatment to predict the k firm
= the effect of the i accounting
treatment on the prediction error
b.̂  = the effect of the j nonaccounting
treatment on the prediction error
c. = the effect of the k firm on the
prediction error ^
ab^ , = the interaction effect of the it^
accounting treatment and the j 
nonaccounting treatment on the
prediction error ^
ac,^ = the interaction effect of the i
accounting treatment and the k firm 
on the prediction error ^
be = the interaction effect of the j .
 ̂ nonaccounting treatment and the k
firm on the prediction error ^
a b c . = the interaction effect of the i ,
 ̂ accounting treatment, the j ^
nonaccounting treatment, and the k 
firm on the prediction error 
= the error term of Y. ..
9  = 1 if HC information is incorporated
2 if CC information is incorporated
3 if HCCC information is incorporated 
j = 1 if NA information is not
incorporated
2 if NA information is incorporated 
k ' 1, 2, •* * i m
m = the number of firms in the prediction 
sample
This statistical model tests whether a significant effect 
exists for the accounting treatments and for the
nonaccounting treatments and whether a significant
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interaction exists between the accounting and nonaccounting 
treatments. This model also allows pairwise comparisons of 
any two of the six mean prediction errors.
This model assumes a multivariate normal distribution 
of the population and equal variance across cells and 
considers the experimental errors to be correlated due to 
the use of repeated measures [Winer, 1971, p. 514]. Before 
the tests of the hypotheses were conducted, the underlying 
probability distribution of the prediction errors was 
examined and the results are reported in the data analysis 
chapter.
Winer [1971, p, 543] noted that the assumption of equal 
variance becomes unimportant when the design provides a 
relatively large number of degrees of freedom (say over 30) 
for estimating the variance due to each of the interactions 
with subjects. In other words, the tests of this design are 
relatively robust in resistance to heteroscedasticity. In 
this research, the number of degrees of freedom for 
estimating the variance due to each of the interactions with 
subjects was judged to be sufficiently large because of the 
use of 54 observations (27 merged and 27 nonmerged firms) in 
each cell. Hence, it is not strictly necessary to check for 
heteroscedasticity. Nevertheless, tests of equal variance 
were conducted in this study in order to provide a certain 
degree of assurance that this homoscedasticity assumption 
was not severely violated. The results of the tests are 
also reported in the data analysis chapter.
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The correlation existing in the experimental errors is 
taken into account in the statistical tests through the use 
of various error terms as the denominator of the tests' F 
ratios QWiner, 1971, pp. 520]. As such, the overall
confidence level utilized in the tests and pairwise 
comparisons is not inflated as it would have been if only 
the residual error had been used as the denominator. In the 
present study, this correlation was anticipated to be mainly 
due to the use of the same firms across the six information 
sets, rather than due to the possible relationship between 
any two information sets under consideration.
It was not unexpected that the information sets under 
examination in this study might be correlated to a certain 
degree. This correlation, however, should have little
impact on the results of the statistical tests conducted for 
two reasons. First, the six prediction models were
independently developed for the six information sets. It is 
very unlikely that each model would have the same set of 
final predictor variables and the same discriminant function 
coefficients. Hence, as the prediction errors were
calculated by using these six prediction models which are 
distinct in terms of variables and coefficients, potential 
impact of the intercorrelation of the information sets on 
the predictor errors should have been minimized. Second, 
the remaining impact, if any, of this correlation on the 
prediction errors should also be handled in the Bame way as 
the correlation because of the use of repeated measures in
89
the statistical tests through the use of various error terms 
as the denominator of the tests' F ratios. Consequently, 
the potential nonindependence of the information sets should 
have little impact on the test results of this study.
The F test mentioned above is one-tail test because of 
its directional nature. The use of the directional F test, 
rather than the two-tail t test, in the pairwise comparison 
test was judged to be appropriate for this study for the 
following reason. Kleinbaum and Kupper [1978, p. 252] noted 
that the F test is a generalization of the two-sample t 
test. It can be shown mathematically that when the number 
of samples being compared equals two (i.e., a pairwise 
comparison), the F statistic is exactly equal to the square 
of the corresponding t statistic [Kleinbaum and Kupper, 
1978, p. 23].
Summary
This chapter presented the research methodology 
utilized in this study. The experimental design employed to 
answer the research questions was a repeated measure 
factorial design. Using this design, twelve hypotheses in 
three groups related to the research questions were tested. 
Fifty-seven merged firms were selected from the FASB 
Databank and Mergers & Acquisitions, and an equal number of 
nonmerged firms were randomly selected to match the merged 
firms. The required two-year data of the sampled firms was
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extracted from the FASB Databank, COMPUSTAT tapes, 10-K 
reports, and stock price collections.
Before developing the prediction models, initial 
predictor variables were selected based upon the various
merger theories and the findings of earlier studies. These 
variables were screened through stepwise selection 
procedures to obtain the final significant predictor 
variables.
Linear discriminant analysis was employed as the
vehicle for obtaining the empirical measure of prediction 
performance of the various information sets. After the 
initial predictor variables were selected and calculated for 
analysis, the discriminant models were developed 
independently for the six information sets and validated via 
classification. For each information set, the best 
discriminant model was utilized to predict the second 
sample. Prediction errors of each model were calculated for 
each firm in the second sample. Finally, using the
predictor errors as raw data, repeated measures A.NOVA tests 
and pairwise comparisons were conducted to test the
hypotheses. The results of the data analysis and hypothesis 
testing are reported in the next chapter.
CHAPTER IV
DATA ANALYSIS
This chapter presents the results of the study. The 
topics in this chapter are discussed in the following 
sequence:
1. Sampling Results
2. Model Development and Classification Results
a. Classification Models
b. Classification Accuracy
c. Most Accurate Classification Model
d. Implications of Classification Results
3. Prediction Results 
a- Prediction Models
b. Prediction Accuracy
c. Most Accurate Prediction Model
d. Implications of Prediction Results
4. Tests of Hypotheses
a. Tests of Assumptions
b. Results of ANOVA Tests
c. Results of Pairwise Comparison*




The study has two separate samples. The first sample 
is drawn from the 1981-82 period. It consists of 60 firms 
(30 merged and 30 nonmerged farms}, which have CD and CC 
information per SFAE No. 33 available in this period. This 
sample was used to develop discriminant models. The second 
sample includes 54 firms (27 merged and 27 nonmerged firms) 
drawn from the 1983-84 period. This sample was used to test 
the predictive value of the discriminant models developed 
from the first sample.
Because of the small number of companies which have 
disclosed CD and CC information as mandated by SFAS No. 33, 
only one nonmerged firm was selected to match a merged firm 
based on the three matching criteria: (1) year of merger,
(2) industrial membership, and (3) fiscal year-end status. 
Consequently, the numbers of merged and nonmerged firms are 
the same in each sample.
The sampled firms cover a variety of industries. Table 
4.1 reports the breakdown of the selected firms by 
industrial membership in the two samples. The table shows 
that a total of 28 industries are represented in samples. 
Each individual sample covers 19 industries. The 19 
industries, however, are different in the two samples. Nine 
of the 19 industries included in one sample do not appear in 
the other sample. As a result of this difference in 
coverage of industries, the data structure of the two 
samples may not be comparable.
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Table 4.1: Industrial Classification of the Sample Firms








Metal Mining 10 4 0 4
Coal Mining 12 0 2 2
Oil and Gas 13 
Construction Contractors
2 6 10
— Bldg. 15 
Construction Contractors
2 0 2
— Non Bldg. 16 0 4 4
Foods 20 8 2 10
Paper 26 0 2 2
Publishing 27 0 2 2
Chemical 28 2 2 4
Oil-Integrated 29 2 0 2
Construction Materials 32 4 2 6
Steel 33 4 4 8
Hardware and Tools 34 0 2 2
Machinery 35 6 4 10
Electrical & Electronic 36 2 0 2
Automobi1e 37 2 0 2
Leisure Time Products 39 0 2 2
Railroad 40 4 2 6
Air Transportation 
Transportation—
45 2 0 2
Miseellaneous 47 0 2 2
Communication 48 2 2 4
Utility 49 2 8 10
Wholesale— Chemical 51 0 2 2
Retail— Dept. Store 53 4 0 4
Retai1— grocery 54 0 2 2
Restaurants 58 4 2 6
Retai1--Miseellaneous 59 2 0 2
Computer 73 2 0 2
Total 60 54 114
Number of Industries 19 19 28
* Because of the very small number of large companies 
available as sample firms for this research, the first two 
digits of the SIC code were used to match the merged and 
nonmerged firms._________________________________________________
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Model Development and Classification Results 
The first sample has been utilized in developing
discriminant models. The models have been built through the 
stepwise discriminant procedures by using all the initial 
predictor variables under investigation. The stepwise 
discriminant procedures resulted in the best classification 
model for each information set, given the selected variables 
and the data structure. Only the variables with 
discriminatory power have been included in the final model. 
This section presents the models and the classification
results.
Classification Models
Table 4.2 presents the best discriminant model for each 
of the six information sets under consideration. Four 
observations can be made from the table.
First, no two models are identical. The six models
differ in the variables and the variables’ discriminant 
coefficients. These differences were expected, as noted 
earlier in the methodology chapter.
Second, as the number of initial predictor variables 
increases1, the discriminant model generally includes more 
final predictor variables. The only exception is that the
1 The numbers of initial variables were 20, 20, 40, 25, 25,
and 47 for the HC, CC, HCCC, HCNA, CCNA, and HCCCNA 
information sets, respectively.
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HC D = 0.5668*HC20 + 0.4444*HC17 - 0.2916*HC18 
+ 0.6152*HC12 + 0.4253*HC15 - 0.4861*HC10
CC D = 0.7266*CC20 + 0.4924*CC01 + 0.4816*CC14 
+ 0.5141*CC12 + 0.8537*CC08 + 0.2126*CC03 
+ 0.3981*CC17 - 0.3013*CC18 - 0.6489*CC05
HCCC D - 0.6506*DC20 + 0.5854* CC14 + 0.3687*CC17
- 0 .2637*CC18 + 0.7201*CC12 + 1.3583*CC08
- 1.1503*HC08 + 0.7714*CC01 + 0.2998*CC03
- 0 . 3634*HCl6 - 0.3539*CC06
HCNA D = -0 . 5541*HC21 + 0.7763*HC22 + 0,5424*HC25 
- 0.3910*HC15 - 0.4001*HC17 + 0.2997*HC18
CCNA D = -2.2 793*CC21 + 1.2114*CC01 + 2.2106*CC19 
+ 1 .24 56*CCl2 + 0 .7007*CC08 + 0.2990*CC17
- 0.3113*CC25 + 0. 3540*CC14 + 0.5172*CC03
+ 0 . 7860*CC20 + 0.73 5 5*CC15 - 0.6032*CC06
+ 0.3866*CC24

















For name and definition of each variable, refer to 
Tables B.2 and B.3 on pages 153 and 154 and Tables B.5 and 
B.6 on pages 157 and 158.____________________________________
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HC and HCNA models, although having different initial
variables ( 2 0  and 25), inclrde the Bame number of final
variables. The final predictor variables in these two
models, however, are not identical. Only two variables,
HC15 and HC18, appear in both models; however, their 
discriminant coefficients vary. In addition, as indicated 
by the sequence in which the listed variables entered a 
model in Table 4.2, the relative importance of these two 
variables also differs in the two models.
Third, when nonaccounting information was also included 
in the models, variables such as market value of equity 
(HC21), P/E ratio (HC22), and ownership concentration 
(HC25), tended to dominate the accounting variables. This 
outcome indicates that the nonaccounting information played 
a significant role in the classification.
A comparison of the HC and HCNA models to their CC 
counterparts reveals a fourth point regarding the relative 
importance of HC and CC variables in classifying mergers. 
The use of CC and HC data resulted in substantially 
different sets of significant predictor variables. This 
finding might suggest that potential correlation between CC 
and HC data and the similarity between the two sets of data 
are not legitimate justifications for not providing one of 
them just because the other is already being reported.
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Classification Accuracy
The stepwise discriminant analysis also provides the 
results of using the developed models to classify the
analysis sample firms. Table 4.3 reports classification 
accuracy of the six models. Since the analysis sample was 
used to build the model and also to verify the same model, 
the classification results are not independent of each
other. Because of the lack of independence, no appropriate 
statistical test (parametric or nonparametric) could be 
conducted to determine the significance of the relative 
classification accuracy of the six models.
The accuracy rate in Rows 1-4 of Table 4.3 was
determined simply by dividing the number of companies
correctly classified by the number of classifications. As
the table shows, the six models classified almost equally
well the merged firms (70.0% to 90.0% accuracy in Row 1 of 
the table) and the nonmerged firms (70.0% to 93.3% accuracy 
in Row 2 of the table). Some of the models, however,
classified the merged firms with a higher accuracy than they
classified the nonmerged firms. For the entire analysis 
sample, the six models achieved an average rate of correct 
classification of 79.2% (the average of the six accuracy 
rates in Row 3 of the table).
As noted in the methodology chapter, the traditional 
rate of correct classification tends to be higher than the 
Jackknife rate because the data points used to build the
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Table 4.3: Correct Classifications of the Discriminant 
Models (30 Merged Firms and 30 Nonmerged Firms)
HC CC HCCC HCNA CCNA HCCCNA
(1) Merged Firms
No. 21 23 26 21 25 27
Rate (%) 70.0 76 .7 86 .7 70.0 83 .3 90.0
Rank ing 5.5 4 2 5.5 3 1
{2) Nonmerged Firms 
No. 22 22 24 21 25 28
Fate (%) 73.3 73.3 80 .0 70.0 83.3 93 .3
Rank ing 4.5 4.5 3 6 2 1
(3) All Firms 
No. 43 45 50 42 50 55
Rate {%) 71.7 75.0 83 .3 70 .0 83 .3 91 .7
Ranking 5 4 2.5 6 2.5 1
14) Jackknife 
Rate (%) 66 .7 68.3 75.0 68.3 73.3 80.0
Rank ing 6 5.5 3 5.5 2 1
(5) Probabili stic 
Mean {%) 59.6 63.0 66 .2 60.3 68 .1 73 .4
Ranking 6 4 3 5 2 1
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model are resubstituted for classification [Lachenbruch, 
1967]. A comparison of the simple rates of correct 
classification in Rows 3 and 4 of Table 4.3 confirms this 
theoretical expectation. The rates of correct 
classification under the Jackknife approach are consistently 
lower than under the traditional approach, the largest 
difference being 11.7% (91.7% minus 80.0% for the HCCCNA
model). Although theoretically inferior, the traditional 
rate of correct classification was employed in most previous 
studies.
Additionally, the two validation approaches produced 
different rankings of the models' classification 
performances. The traditional classification rates in Row 3 
of Table 4.3 show that the HC model (71.7%) marginally 
outperformed the HCNA model (70.0%). The ranking based on 
the Jackknife classification results in Row 4 of the same 
table, however, indicates the opposite. This contradictory 
result suggests that the use of either ranking might be 
misleading. Thus, a third criterion was needed to provide a 
more concrete conclusion.
This study proposes using, as an interval measure of 
the accuracy, the posterior probability that a data point is 
correctly classified by a discriminant model. For each 
developed discriminant model, sixty such probabilistic 
accuracy measures were generated, one for each sample firm.
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The average of the 60 probabilistic accuracy measures 
represents the overall accuracy of the model for classifying 
the analysis sample. Row 5 of Table 4.3 reports this mean 
classification accuracy for each information set under 
consideration. The si* means range from 59.6% for the HC 
information set to 73.4% for the HCCCNA information set. 
Their rankings were used as the third criterion for judging 
the relative classification accuracy of the six information 
sets .
The rankings of these six mean probabilistic 
classification accuracy measures tend to parallel the 
rankings determined under the Jackknife approach. The HCNA 
model appears to be more accurate in classification than the 
HC model.
Finally, the average probabilistic classification 
accuracy of each information set (Row 5 in Table 4.3) is 
lower than the corresponding simple rate of correct 
classification under the Jackknife approach (Row 4 in Table 
4.3). This finding suggests that when a probabilistic 
estimate of the firm's group membership is also a concern, 
the simple rates of correct classification under the 
traditional and Jackknife approaches should be used with 
caution. Both the traditional and Jackknife rates of 
correct classification tend to be inflated.
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Host Accurate Classification Model
The HCCCNA model classified best with a 73.4% 
probabilistic accuracy. It has the following standardized 
discriminant function.
Equation 4.1*
D = -1.6397*HC21 - 0.5526*HC22 - 0.3934*HC25 
+ 0.6856*CC17 + 0.5 266*CC14 + 3.5215*CC11 
+ 5.8919*CC13 - 5.9386*HC13 - 4.0816*CC05
+ 4.1471*HC05 - 3.0219*HC11 + 1.4058*HC07
+ 2.3494*CC19 - 0.3762*HC18 + 0.2502*CC22
+ 1 .8592*CC01 - 0.8039*CC06 - 1.1607*HC01
+ 0.3176*CC09
where D = discriminant score
CC01 = EBIT/Total Assets (CC basis)
CC05 = Working Capital/Total Assets (CC basis)
CC06 = Working Capital Flow/Common Equity (CC basis) 
CC09 - L-T Liabilities/Total Assets (CC basis)
CC11 = Sales/Total Assets (CC basis)
CC13 = Working Capital/Sales (CC basis)
CC14 = Dividend/Earnings (CC basis)
CC17 -  Growth in Sales (CC basis)
CC19 = Natural Log of Total Assets (CC basis)
CC22 = P/E Ratio (CC basis)
HC01 = EBIT/Total Assets (HC basis)
HC05 = Working Capital/Total Assets (HC basis)
HC07 —  Working Capital Flow/Total Assets (HC basis)
HC11 = Sales/Total Assets (HC basis)
HC13 =■ Working Capital/Sales (HC basis)
HC18 = Tax-Loss Carry-Forward/Total Assets (HC 
basis)
HC21 = Market Value of Equity 
HC22 = P/E Ratio (HC basis)
HC2 5 = Number of Shareholders/Number of Shares 
Out standing
This discriminant function has a Wilks' lambda of 
0.3654, which converts to a Chi-square statistic of 48.822
and is significant at the 0.0005 level. This extremely low 
significance level suggests that the model was successful in 
classifying the merged and nonmerged firms.
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This model consists of 19 significant prediction 
variables— four nonaccounting variables (HC21, HC22, CC22,
and HC25), nine CC accounting variables (the other CC
variables), and six HC accounting variables (the other HC
variables). This broad set of variables covers all the
company attributes being considered in this study except 
stock market characteristics. This finding confirms that 
these attributes are useful in merger classification.
The sequence of the variables in Equation 4.1 was 
determined by the F-to-enter value, which is a better 
measure of the variables' relative contribution to the 
classification performance. According to this sequence,
nonaccounting information, such as size (HC21), market
valuation (HC22), and ownership concentration (HC25), tended 
to dominate accounting information in the classification.
Among the accounting variables, CC variables (especially 
growth in sales (CC17), dividend/earnings (CC14), 
sales/total assets (CC11), and working capital/sales (CC13)) 
appeared to be more significant than HC variables.
The sign of a predictor variable in a discriminant
function determines whether the contribution of that 
variable to the final differentiation is positive or 
negative. Given the negative (positive) value -1.2958 
(1.2958) of the discriminant function evaluated at the group 
mean of the merged {nonmerged) firms, a merged firm tended 
to have a greater market value of equity, a greater P/E
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ratio, and a more widespread ownership than a nonmerged
firm. Additionally, a firm appeared to be less vulnerable 
to merger if it had a greater growth in sales, higher 
dividend payout ratio, a higher total assets turnover, and a 
greater ratio of working capital to sales.
Implications of Classification Results
A comparison of the three rankings of the overall 
classification accuracies in Table 4.3 (Rows 3-5) suggests 
that the CC data classified slightly better than the HC 
data. For instance, probabilistically the CCNA model is 
7.8% more accurate than the HCNA model (in Row 5, 68.1%
versus 60 . 3% ) .
Additionally, the CC data provided a substantial 
improvement in classification over the HC data set. The
biggest increase in the classification accuracy is 21.7% 
from the HCNA to HCCCNA models (in Row 3, 70.0% versus
91.7%). In terms of the probabilistic measures in Row 5, 
the improvement is 13.1% (60.3% versus 73-4%).
Finally, the classification performance improved
further when nonaccounting data was incorporated into the 
analysis. Probabilistically, the HCNA, CCNA, and HCCCNA 
models classified more accurately than the corresponding 
HC, CC, and HCCC models, the largest difference being 7.2% 
(in Row 5, 73.4% for the HCCCNA model versus 66.2% for the
HCCC model). This finding provides evidence to support the 
usefulness of nonaccounting data in merger classification.
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Prediction Results 
The preceding section haB presented the development of 
discriminant models and the results of model validation via 
classification. Table 4.3 suggests that the classification 
has been successful. As noted in the methodology chapter, 
classification and prediction are two separate concepts of 
validation. Neither of them implies the other. How 
successful these developed models could be in prediction is 
the topic of this section.
The first subsection presents the process of prediction 
in the study. The predictions results are reported in the 
remaining subsections.
Prediction Models
Once the discriminant models were developed from the 
analysis sample of the 1981-82 period and validated via 
classification, they were further validated via prediction. 
The six models reported in the preceding section were used 
to predict the merged/nonmerged status of the companies in 
the prediction sample. As such, the models used for 
prediction are those developed and utilized for 
classification.
The prediction sample consists of 27 merged and 27 
nonmerged firms which were drawn from the 1983-84 period. 
The data from these companies, in six information 
categories, were used to determine the prediction ability of
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the six discriminant models developed earlier. In 
developing the models, every data item was utilized. in the 
prediction process, however, only those data items that 
relate to the final predictor variables in the discriminant 
models need to be incorporated. in other words, the data 
items in each information set inputed to the prediction 
process were different from those inputed to the model 
development and classification process. In addition, since 
the six models have various sets of final predictor 
variables, the data items utilized in the prediction process 
are different for the six information sets under 
consideration. Prediction performance of the six models are 
presented in the following subsection.
Prediction Accuracy
Table 4.4 reports the prediction accuracy achieved by 
the six discriminant models. Unlike their counterparts in 
classification as reported in Table 4.3, the rates of 
correct prediction under the Jackknife and traditional 
resubstitution approaches in Rows 4 and 3 of Table 4.4 are 
identical because both approaches utilized exactly the same 
data points in the prediction process.
This table shows that the HCNA model best predicted the 
entire sample. This model achieved a 56.5% probabilistic 
accuracy (Row 5 of Table 4.4), which is significant at the 
0.05 level. In terms of the rate of correct prediction, it 
is 59.3% accurate (Row 5 of Table 4.4).
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Table 4.4* Correct Predictions of the Discriminant Models 
(27 Merged Firms and 27 Nonmerged Firms)
HC CC HCCC HCNA CCNA HCCCNA
(1) Merged Firms 
No. 16 15 16 16 13 17
Rate (%) 59 .3 55.6 59.3 59.3 40 .1 63 .0
Ranking 3 5 3 3 6 1
(2) Nonmerged Firms 
No. 16 13 12 16 1 4 9
Pete ( % ) 59-3 48.1 44 .4 59 . 3 51 .9 33 . 3
Ranking 1.5 4 5 1 .5 3 6
(3) All Firms 
No. 32 28 28 32 27 26
Rate (%) 59.3 51 .9 51 .9 59.3 50.0 48 .1
Ranking 1.5 3.5 3.5 1.5 5 6
(4) Jackkni fe 
Fate (%) 59.3 51 .9 51 .9 59.3 50.0 48.1
Ranking 1.5 3-5 3.5 1.5 5 6
(5) Probabilistic 
Mean (%) 53.9 53 .4 51 .1 56 .5 50.7 48.8
Ranking 2 3 4 1 5 6
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Next, the table indicates that some models predicted 
the merged and nonmerged firms with a different accuracy. 
Three of the six models (the CC, HCCC, and HCCCNA models) 
predicted the merged firms with a greater accuracy than the 
nonmerged firms, the largest difference being 29.7% for the 
HCCCNA model (63.0% in Row 1 versus 33.3% in Row 2). The 
CCNA model, however, predicted the nonmerged group better 
than the merged group. This finding suggests that 
predictive ability of the models needs to be evaluated in 
light of the specific group being predicted.
In terms of the prediction of merged firms only, the 
HCCCNA model achieved a 63.0% accuracy, which is slightly 
higher than the other models. In predicting the nonmerged 
firms, this model, however, is the worst one with a correct 
prediction rate of 33.3%. The HCCC model, another model 
using CC data, predicted the merged group with a 59.3% 
accuracy but predicted the nonmerged group with a 44.4% 
accuracy, a drop of 14.9%. The two other models involving 
CC data also obtained different levels of prediction
accuracy for the two groups of firms. The HC and HCNA
models, which did not incorporate CC data at all, predicted 
the two groups of firms equally well, however. These
results suggest that the information content of the CC 
disclosures might differ in the merged and nonmerged 
companies.
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Additionally, a comparison of Table 4.4 with Table 4.3 
reveals that the prediction accuracy of the models was lower 
than their classification accuracy. In terms of probability 
accuracy measures, the most significant change was the drop 
of the HCCCNA model from 73.41 (Row 5 of Table 4.3) to 48.8% 
(Row 5 of Table 4.4). The best prediction model, the HCNA 
model, predicted with a 56.5% accuracy (Row 5 of Table 4.4), 
3.8% lower than it classified (Row 5 of Table 4.3).
Finally, the ranking of the performance of the models 
changed dramatically from classification to prediction. A 
comparison of the two tables shows that the performance 
rankings of the six models were reversed. The model which 
classified best became the worst prediction model. It 
predicted only with a 48.8% mean probabilistic accuracy. 
Its low prediction accuracy, however, is due mainly to the 
model's poor performance in predicting nonmerged companies. 
In terms of the accuracy of predicting the merged firms, 
this model is still the best one.
Most Accurate Prediction Model
The preceding subsection has discussed the relative 
performance of the six prediction models. The best 
prediction model was also identified. It appears desirable 
to examine the model more closely than the others. This 
subsection presents the examination.
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In terms of simple rates of correct prediction, two 
models performed best (the HC and HCNA models). Although 
they classified poorly as compared with the other models, 
both correctly predicted 16 each out of the 27 merged and 27 
nonmerged firms for an overall 59-3% accuracy. They 
predicted 7.4% more accurately than the next best prediction 
models, the CC and HCCC models. Their standardized 
discriminant functions are presented in Equations 4.2 and 
4-3, respectively.
Equation 4.2:
D = 0.5668*HC20 + 0.4444*}iCl 7 - 0.2916*HC18 
+ 0.6152*HC12 + 0.4253*HC15 - 0.4861*HC10
Equation 4.3:
D = -0.5541*HC21 + 0.7763*HC22 + 0.5424*HC25 
- 0.3910*HC15 - 0 *4001*HC17 + 0.2997*HC18
where D = discriminant score
HC10 = Total Liabilities/Total Assets (HC basis)
HC12 = Capital Expenditures/Total Assets (HC 
basis )
HC15 = Dividend/Equity (HC basis)
HC17 = Growth in Sales (HC basis)
HC18 = Tax-Loss Carry-Forward/Tota1 Assets (HC 
basis)
HC20 ~ Natural Log of Sales (HC basis)
HC21 = Market Value of Equity 
HC22 = P/E Ratio (HC basis)
HC25 - Number of Shareholders/Number of Shares 
Outstanding
Both discriminant functions were significant at the 
0.01 level. Their Wilks' lambda and Chi-square statistic 
are 0.7240 and 17.763, and 0.7193 and 18.123, respectively.
When dichotomous differentiation is the sole purpose of 
analysis, either of these two discriminant functions can be 
applied to a new observation to achieve the same prediction
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accuracy- One difference between them to consider in real- 
world applications is the cost of information. Equation 4.2 
requires only HC data while Equation 4.3 needs HC and NA 
data. Thus, in terms of information-gathering costs. 
Equation 4.2 appears to be more efficient than Equation 4.3.
When the probability measure of a firm's group 
membership is desirable as a criterion for judging the 
effectiveness of the prediction model, however, Equation 4.3 
appears to be the best prediction model. This model has a 
mean probabilistic prediction accuracy of 56.5%, which is 
significant at the 0.05 level. Comparatively, Equation 4.2 
haB a mean probabilistic prediction accuracy of 53.9%, which 
is not significant at the 0.05 level. With the relatively 
low cost of gathering nonaccounting data, it therefore seems 
worthwhile to incorporate nonaccounting information in the 
analysis.
Although the HCNA model is statistically better than a 
random model, its practical usefulness may be questioned. 
In terms of mean probabilistic accuracy, this best model 
predicted 6.5% better than random. Based on the dichotomous 
performance, it correctly predicted 32 out of the 54 firms 
in the prediction sample, five firms (or 9.3% rate of 
correct prediction) more than a random model. In real-world 
applications, however, this 9.3% higher accuracy than random 
(or 6.5% in terms of the probabilistic measure) may not be 
deemed adequate to warrant the total costs of data gathering
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and analysis. Consequently, whether the model has practical 
usefulness is a personal judgment which must be made by the 
decision-maker. In addition, the prediction accuracy might 
be expected to decline in future periods.
When evaluated at the group mean, this best 
discriminant function has a value of 0.6142 and -0.6142 for 
the merged and nonmerged firms, respectively. The positive 
sign of variables HC22, HC25, and HC18 implies that a merged 
firm tends to have a greater P/E ratio, more widespread 
ownership, and greater amount of tax-loss carry-forward than 
a nonmerged firm. The negative sign of variables HC21, 
HC15, and HC17, on che other hand, suggestE that a merged 
firm tends to be smaller in market value of equity, has a 
lower dividend payout ratio, and has a slower rate of growth 
in sales than a nonmerged firm.
These observations are generally consistent in the 
classification and prediction, except for the variable HC21. 
The merged firms in the analysis sample has a greater 
standardized average market value of equity than the 
nonmerged firm; but in the prediction sample, the value is 
smaller. This suggests that market value of equity as a 
measure of size is not a stable predictor variable. This 
result was not unexpected because all the sampled firms in 
this study are relatively large. The inconsistent 
performance of this variable across time might be a major 
cause for the reversed performance in classification and 
prediction.
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Implications of Prediction Results
Table 4.4 shows that the HC and HCNA models
consistently outperformed their CC counterparts in 
prediction, but Table 4.3 indicates a superior 
classification performance of the CC and CCNA models over 
the HC and HCNA models. When the two types of accounting 
data were pooled, the prediction accuracy further 
diminished. These findings suggest that the models
involving no CC data appear to be more consistent than those 
involving CC data. Stated alternatively, the HC data seems 
to be more consistent than the CC data. Four causes might
explain the different performance of the discriminant models 
in the classification and prediction.
First, a discriminant model theoretically should 
predict less well than it classifies because it is 
statistically forced to maximize the group separability in 
the analysis sample for classification. In other words, a 
discriminant model can be unstable across samples simply 
because of this statistical feature.
Second, due to the difference in the data sets 
incorporated into a discriminant model for classification 
and prediction, the performance of the model could 
deteriorate. This change in performance from classification 
to prediction reflects the Bample-dependent nature of 
discriminant analysis. Zavgren [1983, p. 15] noted that in 
the use of discriminant analysis to predict corporate
113
failure, the results may be sample specific if the data 
structure of the discriminant variables is not stable. In a 
study which compared the performance of 12 discriminant 
models, Wansley £1984, p. 82] noted that sample sensitivity 
may be a major source of instability in discriminant 
analysis models. As noted in the sampling results section, 
the samples in the two periods have a different industrial 
composition. It is possible that the difference in 
industrial composition could have affected the data 
structure of the two samples.
Third, the greater success of CC data over HC data in 
the classification may indicate that the acquirers in the 
1981-1982 period (the classification period) might have used 
the CC data, as well as HC data, in their merger decisions. 
The CC data of this period was reported for the accounting 
periods of 1979 and 1980, or 1980 and 1981 (the two years 
prior to the merger). Since SFAS No. 33 became effective 
for the firBt time in 1979, the reported CC data m  these 
early years might have been perceived to present somethinq 
new. That is, it might be thought to have additional 
information not contained in the traditional HC financial 
statements. As such, it was attractive and might have been 
seriously examined by the users in this period. As time 
went by, its attractiveness might have diminished such that 
in the 1983-1984 period (the prediction period), it might 
not have been considered as seriously as it had been. On 
the other hand, HC data has long been more familiar to users
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than CC data, and, thus, it was consistently utilized in 
merger decisions in both periods.
Finally, the inflation rate might also have contributed 
to the varying degree of usefulness of the CC data over 
time. The inflation rates of 1979 through 1981 are 11.3%, 
13.5%, and 10.4%, respectively, (Source: The U.S. Bureau of 
Labor Statistics, Monthly Labor Review). After 1981, the 
inflation rate dropped dramatically from a double-digit to a 
single-digit rate. The same data source shows that the 
inflation rates of 1982, 1983, and 1984 are 6.1%, 3.2%, and 
4.2%, respectively. It is concdivauie that the greater the 
changes in price levels, the greater the difference between 
the reported HC and CC data. The CC data in the 1979-81
period, therefore, might have been more useful than the HC
data of the same period in a merger decision made in 1981 
and 1982.
As price levels stabilize, a CC system provides similar 
accounting numbers as an HC system does for the Bame period. 
As a result, little additional information content might 
have been provided by the CC data for the 1982-84 period. 
Thus, a decision-maker might not have seriously considered 
committing resources to analyze the CC data. As another
potential impact, the price-level changes in the dynamic
business environment might have made the structure of CC 
data less stable over time than the traditional HC data; 
thus, the usefulness of CC data in merger decisions changes 
over time.
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To conclude, the prediction and classification results 
point to an important consideration in predicting and/or 
classifying mergers based on a discriminant model. That is, 
prediction performance of a discriminant model for merger 
prediction can be very different from its classification 
results. Without verification of the model through a 
prediction test, the ultimate usefulness of the model is 
open to serious question.
The six discriminant models discussed in this section 
were built from the analysis sample but were applied to 
predict the second sample which is time-independent of the 
analysis sample. Hence, the prediction results are 
independent of each other. Given this independence, 
statistical tests could be conducted to formally test the 
hypotheses of this study concerning the relative prediction 
performance of the six information sets. The next section 
reports the results of such tests.
Tests of Hypotheses
After the predictions were made concerning the
merged/nonmerged status of the firms in the second sample,
prediction errors of the six discriminant models were 
measured on each firm. As the prediction sample consists of 
54 companies, 324 such prediction errors were calculated. 
These prediction errors were used as the raw data in the
repeated-measures ANOVA tests and pairwise comparisons to
test the 12 hypotheses of this study. Results of the tests 
of hypotheses are presented in this section.
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Tests of Aseumptiona
Before the repeated-measures ANOVA tests and pairwise 
comparisons were conducted, it was appropriate to check 
whether or not the assumptions underlying the tests were 
reasonably met. As noted in the methodology chapter, 
normality and homoscedasticity are two assumptions of the 
statistical tests employed in this study. This subsection 
reports the examination results concerning the assumptions.
Table 4.5 reports probability distributions of the 
prediction error in the six information sets and the 
normality test results. The first four columns of the table 
present the descriptive statistics of the probability 
distributions. The laBt two columns show the D-statistic 
and associated p-value of the normality tests. The D- 
statistic is used in the Kolmogorov-Smirnov procedure to 
test the null hypothesis that a probability distribution 
follows a normal population [Neter, Wasserman, and Whitmore, 
1978, pp. 403-404]. The normality tests were conducted by 
using the PROC UNIVARIATE procedure of the SAS program CSAS 
Institute Inc., 1985].
The p-values show that two of the six cells have a 
normally distributed prediction error. Prediction error in 
the other four cells, however, is not normal at the 0.01 
level. A closer examination of the descriptive statistics 
in Table 4.5 suggests that the nonnormality in mainly due to 
the existence of kurtosis. The absolute magnitude of every 
skewness, however, appears to be so small that it seems
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Table 4.5: Probability Distribution of Prediction Errors 
and Results of Normality Tests





HC .4609 .0651 .0395 -.8439 .0685 .15
CC .4865 .1075 - .0818 -1 .5181 .1697 .01
HCCC .4886 .1246 .0615 -1 .4880 .1099 .01
HCNA .4348 .0481 -.1717 - .4457 .0846 .15
CCNA .4931 .1572 .0611 -1.7593 .1961 .01
HCCCNA .5117 .1740 -.0223 -1.7367 .1881 .01
118
appropriate to assume a symmetric probability distribution. 
As such, the results of the ANOVA tests and pairwise 
comparisons might not have been severely affected by the 
rejection of normality for four of the six cells. 
Nevertheless, the four rejections of normality present a 
limitation on the test results of this study. Since no 
prior merger study tested the normality of its prediction 
result, no comparison could be made in this regard.
To check for the assumption of equal variance, F tests 
were conducted to test the null hypothesis that the 
variances are equal between two of the six cells. The tests 
were carried out by using the PROC TTEST procedure of the 
SAS program QSAS Institute Inc., 1985J. Note, however, that 
the F tests require no correlation between the two cells. 
This requirement could not be met in the tests because of
the use of repeated measures in this research. The impact 
of using repeated measure data on the test results can be 
positive or negative. As no statistical procedure is 
appropriate for testing the homoscedasticity of repeated 
measure observations, the F tests can at best provide 
informal evidence regarding the equal variance across cells.
Table 4.6 reports the F-statistic and the associated p- 
value of the F tests. The p-values suggest that the
assumption of equal variance was not severely violated. For 
seven of the 12 F tests, the null hypothesis of equal
variance could not be rejected at a 0.05 level. The five















F-Statistics and P-Values of F Tests 
of Equal Variances
Models F-Statistic P-Value
HC vs. CC 1 .65 0.0711
HC vs. HCCC 1 .91 0.0199
CC vs. HCCC 1.16 0.5926
HCNA vs. CCNA 3 .27 0 .0001
HCNA vs. HCCCNA 3 .61 0.0001
CCNA vs. HCCCNA 1.11 0.7135
HC vs. HCNA 1.35 0.2740
CC vs. CCNA 1.46 0.1694
HCCC vs. HCCCNA 1 .40 0.2272
CC vs. HCNA 2.23 0.0041
HCCC vs. HCNA 2 .59 0.0007
HCCC vs. CCNA 1 .26 0.3996
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Results of ANOVA Tes’.s
As noted in the research design section of the 
methodology chapter, the design used in this study has two 
factors. The accounting factor has three levels (HC, CC, 
and HCCC) while the nonaccounting factor has only two levels 
(inclusion and exclusion). The methodology chapter also 
presents the ANOVA model of this design and discusses the 
associated tests conducted by using the model. This Bection 
reports the results of ANOVA tests for examining the main 
effect of the two factors and their interaction. The ANOVA 
tests were conducted by using the PROC GLM procedure of the 
SAS program [SAS Institute Inc., 1995].
Table 4.7 presents the F-statistic and p-value of the 
tests. According to the p-values, the main effect of each 
factor is not significant at a 0.10 level. Neither is the 
interaction of the two factors. This result suggests that 
the use of different accounting models does not result in 
statistically different error of predicting mergers and that 
adding nonaccounting data has no impact on the prediction 
error.
Results of Pairwise Comparisons
To test the 12 hypotheses of this study, pairwise 
comparisons were conducted by using the P4V procedure of the 
BMDP program [Dixon, et al., 1981]. Table 4.8 reports the
p-values of the 12 pairwise comparisons of two of the six 
mean prediction errors for the six information sets.
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P-Values of Pairwise Comparisons of the Mean 
Prediction Errors
Models P-Value
HC vs. CC 0.3908
HC vs. HCCC 0.4443
CC vs. HCCC 0.9022
HCNA vs. CCNA 0.2673
HCNA vs. HCCCNA 0.1487
CCNA vs. HCCCNA 0 .7409
HC vs. HCNA 0.2784
CC vs. CCNA 0.8593
HCCC vs. HCCCNA 0.5448
CC vs. HCNA 0.1598
HCCC vs. HCNA 0.1939
HCCC vs. CCNA 0.9028
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Hypotheses through Hpfc
The purpose of hypotheses Hoj through was to test
the relative ability i,f the CC and HC data as well as their
incremental ability over the other in predicting mergers,
without the incorporation of nonaccounting information. Hq4
and Ho6 dealt with the same tests but with nonaccounting
information incorporated in the discriminant analysis.
Individually, the use of CC data did not improve the
prediction with or without nonaccounting information, the p-
values being 0.2673 and 0.3908, respectively. As a result,
at the 0-10 significance level, hypotheses and could
not be rejected. When HC data was already used in the
analysis, the addition of CC data did not provide
significant incremental prediction accuracy. Consequently,
at the 0.10 significance level, hypotheses H and H „ couldo2 o5
not be rejected.
Adding HC data to CC data also did not result in an 
improvement in prediction, regardless of the inclusion or 
exclusion of nonaccounting information in the prediction. 
Again, hypotheses H ^  and Ho6 could not be rejected when the 
0.10 significance level was used as the threshold.
Hypotheses Hp., through Hp^
Hypotheses through H ^  tested whether or not the
addition of nonaccounting information would enhance the 
prediction performance of the accounting information (HC, 
CC, or HCCC). As shown in Table 4.8, nonaccounting
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information did not add significant predictive power to any 
of the three accounting information sets. When the CC data 
or the HCCC data had already been included in the 
discriminant analysis, adding nonaccounting information not 
only did not improve, but actually reduced, the prediction 
accuracy. When only the HC data was incorporated in the 
analysis, the addition of nonaccounting information, 
however, improved the prediction accuracy from 53.9%. to 
56.5% {Row 5 of Table 4.4).
The pairwise tests for these three hypotheses all have 
a p-value greater than 0.2r. Therefore, at the 0.10 level 
of significance, hypotheses H ^  through Hog could not be 
rejected.
Hypotheses Hq 1 0 through Hq J2
The last three hypotheses, ^oj0 through dealt
with the relative usefulness of accounting and nonaccounting 
information in merger prediction. Hypothesis tested
whether CC data could replace HCNA information. The p-value 
for the test of this hypothesis is 0.1598, showing that the 
difference in performance is not significant at the 0 . 1 0  
level. This result suggests that in predicting mergers CC 
data is not a good substitute for the HCNA information.
The test result for hypothesis ^oll also
insignificant, suggesting that the CC data is not a good 
substitute for only the HC data. The last hypothesis, Hol2'
tested whether or not HC data could provide a greater
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incremental predictive power than NA information when CC 
data was already included in the analysis. The test result 
indicates that neither added incremental predictive power to 
the CC data and that the difference between them was not 
statistically significant at the 0.10 level. Consequently, 
none of the hypotheses hol0 through HQ i 2 could be rejected. 
To conclude, accounting and nonaccounting information are 
not a good substitute for each other. Instead, they could 
be used together to complement each other in order to give a 
better prediction.
To conclude, none of the null hypotheses could be 
rejected. This finding indicates that no statistically 
significant difference exists between any two information 
sets in their prediction accuracy.
Comparison with Prior Studies 
The results of this study have been reported in the 
preceding sections. It iB now appropriate to compare the 
results of this study with the prior research. Although the 
main objective of this study is different from the prior 
studies, some methodological procedures are the same. The 
methodological comparisons have been presented in the 
earlier chapters. This section reports the comparisons of 
the results of thiB study with the prior research.
Table 4.9 highlights the comparison of the 
classification and prediction accuracies achieved by the 
discriminant models of the nine prior studies to those of
126
Table 4.9: Classification and Prediction Accuracies: 







Best Classification Model 91.7?. 48 .1
Best Prediction Model 70 .0J 59.3
Singh (1971) 64 .8 NA
Simkowitz & Monroe (1971) 63 .2 NA
Stevens (1973) 67 . 5 70 .0
Kuehn (1975) NA NA
Belkaoui (1978) 85 NA
Harris et al. (1982) NA NA
Wansley & Lane (1983) 75 69.2
Rege (1984) Insig. NA
Dietrich & Sorensen (1984) 90 NA
80.0% by the Jackknife verification approach and 73.4% in 
2 terms of mean probabilistic accuracy 
- 48.8% in terms of mean probabilistic accuracy
68.3% by the Jackknife verification approach and 60.3% in 
^ terms of mean probabilistic accuracy
56.5% in terms of mean probabilistic accuracy
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the present study. As the table shows, this study attained 
a classification accuracy of 91*7% which compares favorably 
with any prior study.
The most accurate classification model utilized the CC 
information and the traditional HC and NA information. 
Since none of the nine previous studies incorporated CC 
information in the analysis, the use of CC data in this 
study might have been the major cause for this higher 
classification accuracy. As noted earlier, the additional 
information content of CC data should be greater when the 
inflation level is higher. Double-digit inflation at the 
beginning of the 1980s, therefore, might have caused the CC 
data used in this classification to provide substantial 
information content.
A second cause might have been the inclusion of 
variable HC25 to measure firm ownership concentration in 
this study. This variable was not employed in any earlier 
study. In this study, it was found to be significant in 
both the best claseification and best prediction models.
The prediction accuracy achieved in this study, 
however, was not directly comparable to that of the prior 
studies. Only one model was developed in each prior study, 
but not every prior study validated its model through a 
prediction test. Because the main purpose of this study was 
to compare the relative usefulness of CC data in merger 
prediction, six information sets were utilized in the 
discriminant analysis. As a result, six discriminant models
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were developed. These discriminant models differed in their 
classification and prediction accuracies. The figures 
reported in Table 4.9 for this study are the accuracies of 
the best prediction model and the best classification model.
As noted earlier, the best classification model was 
found to be the worst prediction model, the prediction 
accuracy being 48.8% in terms of the probabilistic measure 
and 48.1% in terms of the simple rate of correct prediction. 
The same phenomenon occurred in the second and third best 
classification models of this study. In terms of the simple 
rate of correct classification, these two models both have 
an 83.3% classification accuracy, but they predicted only 
with an accuracy of 51.9% and 50%, respectively. The 
changes in performance from classification to prediction 
imply that without validating a model through a prediction 
test, usefulness of any significant classification model of 
the prior studies cannot be assured. Even if such a 
validation test was ever applied, as it was by Wansley and 
Lane [1983], the finding of this study suggests that care 
still should be exercised in a real-world application.
This study also found a different set of significant 
predictor variables. Using data from the 1960s , Simkowitz 
and Monroe [1971] showed that a merged firm in the 1960s waB 
smaller and had a lower P/E ratios, lower dividend payout, 
and lower growth in equity than a nonmerged firm. In the 
1970s, a merged firm was smaller, incurred less debt, and
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had a higher growth in sales, smaller p/E ratios and lower 
market value in relation to bool, value than a nonmerged firm 
[Wansley and Lane, 19833- The results of this study, 
however, indicate that in the 1980s, a firm tends to be more 
vulnerable to merger if it has a higher P/E ratio, more 
widespread ownership, less growth in sales, lower dividend 
payout, lower asset turnover, and greater tax-loss carry­
forward .
These variables and their direction of contribution to 
merger vulnerability indicate a new merger fashion in the 
1980s. It appears that in the 1980s, an acquirer prefers to 
merge a company which has high potential {as the high P/e 
ratio suggests) but is being operated by a less efficient 
management team {as the low assets turnover and slow growth 
in sales imply). In addition, it seems to be easier and 
thus less costly to take over a firm which has a more 
widespread distribution of ownership, suggesting that 
transaction cost has become an important consideration in a 
merger decision. Moreover, tax benefits are also a major 
motive for merger in the 1980s. These results taken 
together imply that the underlying business environment's 
conduciveness for merger, and thus the merger style and 
motives, seems to change continuously. Accordingly, the 
discriminant model developed in an earlier period may need 
to be respecified on a continuous basis.
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Summary
This chapter reported the results of the study. First, 
the sampling results were presented, and the industrial 
membership characteristics of the sample firms were 
described.
Using all the initial predictor variables in each 
information set, the six best discriminant models were 
developed from the analysis sample. These models were used 
to classify the data points in the analysis sample. In 
general, the classifications were relatively successful.
The developed discriminant models were also used to 
predict an independent second sample; however, they could 
not predict effectively. The best prediction accuracy is 
59.3%. Possible reasons for the high classification but low 
prediction accuracy were addressed.
The 12 null hypotheses of this study were tested next 
. ith the prediction error of each model as the raw 
observation in the tests. Because of the similar, poor 
prediction performance of the six discriminant models, none 
of the hypotheses could be rejected. Finally, the results 




The preceding chapter reported empirical evidence on 
the relative usefulness of the HC, CC, and nonaccounting 
information in the classification and prediction of mergers. 
In this chapter, general conclusions are drawn from the 
empirical evidence found in this study. The scope and 
limitations of this study are then discussed, and, finally, 
implications for further research are addressed.
General Conclusions 
The following five basic conclusions have been drawn 
from this research. First, this study found that the CC 
data itself had substantial classificatory power and added a 
great amount of incremental classificatory power to the HC 
data. The CC data, however, did not provide significant 
prediction power. Nor did it add any incremental predictive 
power to the HC data. The pairwise test results for the 
first six hypotheses showed that the CC data had no 
significant impact on the prediction of mergers.
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Next, certain nonaccounting variables appeared to 
dominate the accounting variables in the classification and 
prediction of mergers. Three such nonaccounting variables, 
Natural Log of Market Value of Common Equity (HC21) , P/E 
Ratio (HC22), and Number of Common Stockholders/Number of 
Common Shares Outstanding {HC25), consistently entered the 
most accurate classification model and the most accurate 
prediction model. Contribution of the first variable to 
merger identification, however, is ambiguous because of the 
conflicting results in prediction and classification. This 
is probably because of the inclusion of the different
sets of variables in the two discriminant models or the 
unstable data structure. As a whole, the nonaccounting 
information, however, did not provide statistically 
significant improvement in merger prediction.
Third, the discriminant models developed in this study 
were very unstable. They classified the merged from 
nonmerged firms with a moderately high degree of accuracy, 
but did not predict well. In addition, the order of their 
performance in the classification was reversed in the 
prediction. The best classificatory model became the worst 
prediction model, and vice versa. This result might have 
reflected the sample-dependent nature of discriminant 
analysis, and the incompetence of the CC information to 
consistently provide the same amount of additional 
information content across levels of inflation.
1 S3
Fourth, in terms of the mean probabilistic measure 
(simple rate) of correct prediction, the best model 
predicted with a 56.5% (59.3%) accuracy, which is
statistically better than random at the 0.05 level. This 
model correctly predicted 32 of the 54 firms in the 
prediction sample, using the HC and NA information in the 
analysis. Whether the model can be considered practically 
useful is a matter of personal judgment to be made by the 
decision-maker.
Fifth, the final, significant predictor variables found 
in this study are quite different from those of prior 
studies. This is partly due to the use of CC data and new 
variables in this study. This result, however, may suggest 
a new merger style and a dynamic business environment for 
mergers in the 1960s-
Scope and Limitations of the Study
This study has empirically examined the usefulness of 
CC data in merger prediction. Before the results of this 
study can be claimed valid, several limitations should be 
addressed. First, any empirical prediction research has an 
inherent limitation. That is, the predictions are actually 
made on an ex-post basis. Because of this ex-post nature, 
validity of any such prediction model depends upon an 
implicit assumption that the underlying business environment 
remains basically the same over time. If thiB assumption 
does not hold, the developed discriminant models of this
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study should be used with care in real-world applications, 
and the relative usefulness of CC and HC information may 
need to be reassessed.
Next, the nature of the sampled firms presents certain 
major limitations for the present study. First, due to a 
limited number of merged firms and matchable nonmerged firms 
available on the FASB Databank, the samples of this study 
may not be representative of the entire populations of 
merged and nonmerged firms from the periods selected. 
Additionally, because only large companies are mandated to 
disclose the CC information per SFAS No. 33, it may not be 
appropriate to directly apply the findings of this study to 
medium-sized or small firms without considering the size 
difference. Moreover, the sample consists only of 
industrial firms. Since nonindustrial firms such as banks 
and insurance companies have quite different attributes from 
industrial firms, caution should be observed in generalizing 
the results of this study to nonindustrial firms.
As noted earlier, the use of the SFAS No. 33 data in
this study imposes two limitations on the findings. First, 
the incomplete adjustment nature of the SFAS No. 33 CC data
may not allow a full reflection of the effect of the
specific price changes. The CC variables used in this 
study, therefore, represents only the best available 
surrogate of the true CC measure of the variables. Second, 
availability of the SFAS No. 33 data for a short period of
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time prohibits a more thorough examination of the usefulness 
of CC data in merger prediction over a longer time span.
Finally, potential violations of the assumptions 
u.iJerlying the discriminant analysis and statistical tests 
represent other limitations of this study. Like the prior 
studies, this research assumes that the discriminant 
analysis is robust with regard to the assumptions of 
multivariate normality and equal variance. Similar 
assumptions are also made in this study regarding normality 
of the prediction errors and their equality across cells in 
the statistical tests. Although such assumptions were 
statistically examined to provide a certain degree of 
assurance, imprudent generalization of the test results 
should be avoided.
Implications for Further Research
Any empirical research not grounded in generally 
supported theories is subject to further investigation. As 
there has been no single unified theory of merger, better 
specification of a merger prediction model is always 
possible. Since this study selected the company attributes 
based on the various merger theories and incorporated them 
all into the analysis, further improvement in model 
specification may be difficult. Nevertheless, as noted in 
the research methodology chapter, there are other variables 
to consider. For example, market concentration and
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advertising intensity may be good candidates for further 
studies, once the needed data becomes available and good 
measures can be obtained.
Moreover, if more complete CC data becomes available, 
refinement of the variables used in this study can be made 
and more accurate discriminant models may result. Given the 
constantly changing business environment, it may also be 
fruitful to validate the results of this Btudy by using new 
CC data, even if its degree of completeness remains the 
same.
The mathematical model employed in this study was 
discriminant analysis; however, such substitutes as logit 
analysis and probit analysis exist for discriminant 
analysis. Regardless of whether or not their assumptions 
would be realistic and could be met by the structure of the 
available data, it is desirable to validate the results of 
this study by employing these substitute techniques. They 
may be able to achieve a higher prediction accuracy.
Finally, because a merger is a two-party 
interaction, identification of a merger is only half of the 
game. Without a potential acquiring firm, a merger deal 
cannot be reached. Given the significance of mergers, 
further research on how to identify the acquiring firm and 
how to determine itB matchability with the acquired firm 
seems to be warranted. Such research on merger theories 
would provide a substantial contribution to the accounting 
and finance literatures.
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Table A.l: The 1981—82 Merged Firms
CBS NfcnE CUSIP SIC YEAR
1 RELCQ PF7RC 77419 13 11 62
2 BENDIT CO P P03 A II0 4 8 1689 3714 02
3 BUSKER PAflC COEP 120655 3679 e 1
4 C A I,DO .9 INC 128793 531 1 8 1
5 CAHPBELL TACGAPT INC 1 34449 205 1 82
6 CLARK OIL £ REFINING 18 I486 291 1 o i
7 COLU.lBns fi SO OHIO 199046 4911 81
fl CONTINENTAL AIR LINE 210795 4511 8 1
9 DILLI 4GH A fl 254 1 1 1 154 2 8?
1 0 GAnFlNCKEt B.700KS 366028 5311 8 1
1 1 GENERAL POPTLANO INC 3705 14 3 24 1 82
1 2 GIDDINGS 6 LEWIS INC 375046 3545 82
1 3 GI NO* S INC 376109 5812 81
14 HEUBL PIN INC 428182 2085 8 115 HOST INTERNATIONAL 441074 501 2 81
16 KENWECOTT CORP 489 314 1C2 1 81
1 7 HALLINCNFODT INC 561229 283 3 ei
18 fl EfIOB EX COB? 686005 3573 ft 1
19 fllSSOHRI PACIFIC COR 606191 4011 02
20 HODERN REFCIIANDISIN3 60 766 2 596 1 82
2 1 HONOGFAH INDUSTRIES 609762 3357 fl2
22 PABST BREWING CO 693715 2082 82
23 SHARON ST E FL CORP 819785 3310 92
24 SNH 848336 7396 81
25 SOUTHERN RAILWAY CO 94 3 67 3 401 1 82
26 ST JOE HIHERALS CO 790155 103 1 81
27 STANDARD BRANDS INC 853139 2099 fl 1
28 TEL EPROHPT ER CuRP 879488 4899 8 1
29 US PILTtR 911842 356 S 81
30 WALLACE HURRAY CORP 932355 326 1 81
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Table A.2: The 1981-82 Nonmerued Fiimb
OKS N A n E CUSIP SIC YEAB
1 ALEXANDER t  BALDWIN iaaft2 206 1 e22 A ft A X INC 2 3127 106 1 fl 13 ArtERADA HESS 2355 1 291 1 814 IB EHIC A N STORES 3 009 6 50 1 2 B25 AHSTAR COBP 32172 2U62 e i6 ANCHOR HOCKING COHPN 33047 3229 027 BORDEN INC 99599 2026 ft 1B BURNDY 122205 33 12 829 CARP2N IFR TECH COBP 14 4 2 8 5 3312 8210 CHART HOUSE INC 16 1901 5312 8 11 1 CHUBCH'S PRIED CHICK 1715ft 1 58 1 2 811 2 CLARK SQUIPflE NT CO ■*8 1396 3537 fl1
1 3 COO PEB IN COSTSIPS 21666 9 3563 8214 DUN C BRAD5TPEET 264830 732 1 8 115 GULP RESOURCES ECHEH 40 2496 103 1 8116 nETSH^Y POODS COBP 427866 206 6 ft217 HDGHES TO C L COMPANY 444 a92 353 3 811ft KINGS DEP1. STORES 495890 531 1 8 119 NORFOLK SCUTH E PN COB 655944 40 1 1 8220 OWENS-ILLINOIS 690768 322 1 8 1
2 1 OZAPK AIB LINES 692515 4611 81
22 PEN NZ 31L CCBPANY 70990 3 131 1 8?
23 POCET SOUND POWER 745332 49 1 1 8 12a ROCKBPLL INTL CO 774347 37 14 8225 BOHR AND HAAS CO 775371 2869 6 126 FT AN HONES INC 78 3498 152 1 8227 TEXAS INSTRUMENTS 682503 3674 0128 ONION PACIFIC CORP 907818 40 1 1 8229 ONI TED TEL FCOM 913025 401 1 0 130 NAL-HABT 43 1142 5311 81
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Table A. 3: The 1963-84 Merged Firr.e
OBS N AM E CUSI P SIC YEAR
1 AC F INDUSTRIES BUO 474 3 U4
2 ALLIED CORPORATION 1 9007 2312 ei
3 ALLIED TELEPHONE CO 1 9555 48 1 1 8 3a BUTTES GAS60IL CO 124107 1311 83
s CELERON CORP 15 1U09 493 1 83
6 CHART HOUSE INC 16190 1 58 1 2 83
7 CONTINENTAL GROUP 211452 34 1 1 94
8 GAS SERVICE CO 3672UB 4924 83
9 GETTY OIL COHPANY 374200 1311 84
10 HYSTER COMPANY 44 9 16 B 3^37 83
1 1 INTERPACE CORPORATIO 460570 3272 83
1 2 JEWEL COMPANIES INC 47 7 196 54 11 04
1 3 MALONE 6 HYDE INC 561280 514 1 83
14 NATIONAL STEEL CORP 637044 3312 83
1 5 HATOMA S COHPANY 638760 1311 fl 3
16 NORTHWEST ENE3GY CO 667446 4922 fl i17 PITTSON COHPANY 725701 1211 03
18 PRENTICE-HALL INC 740648 27 3 1 84
19 RAYMOND INTERNATIONA 754721 1629 8 3
2 0 REPUBLIC ST PEL 760779 3312 84
2 1 SOUTHERN PACIFIC CO 84 3571 401 1 8322 ST REGIS PAPEn CO 79 3453 262 1 8423 THE FL PASO COHPANY 28 3 36 2 4922 R 3
24 TRANE CO 892892 3585 83
25 It.S. INDUSTRIES INC 912078 3999 H 426 WILLIAMS COMPANIES 969457 1623 6 1
27 ■OHETCO ENTERPRISES 978165 20Ht> 84
1 50
Table A.4: The 1963*-84 Nonnerged Firir.s
OPS NAPE CUSIP SIC YEAP
1 ALCAN ALnniNUH LTD 1 3716 3 355 832 AMERICAN 11 ECTPIC 25537 49 1 1 033 AXIA INC 54595 3 3 16 844 CENTRA! ILLINOIS LI", 153645 44 3 1 8 15 CONSOLIDATED NATURAL 209615 4424 8 36 CORNING GLASS WORKS 219327 3729 837 EASTERN GAS AND FUEL 276461 12 1 1 R 3e GATX 36 144 8 474 1 049 GEABHATIT INDUSTRIES 368298 353 3 a 310 GENERAL UCST 370064 205 1 841 1 GREAT LAK F S INTERNA^ 390662 1629 H 31 2 KEFF-BCGEE CORP 492386 13 11 84
1 3 K CODE INC 493782 3999 8414 LOCK! STORES IRC 549577 54 1 1 R 415 3ARPIOTT 57 1630 581 2 0316 HEAD CORP 582834 2b 2 1 n u17 MOBIL CORPORATION 60 7 05 9 1311 83
1 8 HORRISON-KNUDSEN CO 618448 1629 8319 NATIONAL CAN COBP 635128 34 11 8420 BEADING AND BATES 755281 138 1 P 321 ROCHESTER TELEPHONE 771758 481 1 8322 SEARLE 812302 2834 8323 SOC LINE RAILROAD CO 835716 40 11 8324 UNIVERSAL LEAP TOBAC 913606 5159 fl 3
25 WASHINGTON POST CO 939640 27 1 1 8426 WASHINGTON WATER POB 940688 493 1 8327 WTHAN-GORDCN CC 98 3085 354 2 fl 3
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13 Operating Income before Dep 
Amortization, and Depletion
reciation,
14 Depreciation, Amortization, and Depletion
15 Interest Expense
16 Income Taxes




20 Income Available for Common Equity
21 Common Dividends
24 Price (Close)
25 Common Shares Outstanding
27 Adjustment Factor
28 Common Shares Traded
30 Capital Expenditures
35 Deferred Taxes and Investment Tax Credit
48 Extraordinary Items and Discontinued Operations
52 Tax-Loss Carry-Forward
58 Earnings per Share
60 Common Equity
75 Other Liabilities
100 Number of Shareholders
123 Income before Extraordinary 
Discontinued Operations
Items and
125 Depreciation, Amortization, and Depletion
130 Preferred StocXholders’ Equ i t y
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1. EBIT/Total Assets t (151+161+101)/61]+
[ 152+162+182)/62]}/2
2. EBIT/Sales I (151+16j+181)/121]+
[ 152+162+182)/l22]}/2
3. Operating Income/sales { (131-141+)/l21]+
[ 132-142)/l22])/2
4. EBIT/Interest Expense f ( i 5 1 +- i 61+ i e 1 ) / i 5 1 ] +
C 152+162+182)/l52]}/2
5. Working Capital/ t (41-51)/61]+
Total Assets c 42-52 ̂ 62^
6. Working Capital Flow/ t (1231+1251)/601]+
Common Equity [ 1232+l252)/602]}/2
7. Working Capital Flow/ ( { 1 2 3 j + 1 2 5 j ) / 6 ^ 3 +
Total Assets [ 1232+l252)/62]}/2
8. Current Ratio [ 4l/5l)+(42/52)]/2
9. L-T Liabilities/ t (91+351+751)/61]+
Total Assets I 92+352+752)/62]}/2
10. Total Liabilities/ [ (5I+91+351+751)/61]
Total Assets + (52+92+352+752)/62]}/2
11. Sales/Total Assets L 12/6 }+(12 /6?)]/2
* The numbers except 1000 represent the data items from 
COMPUSTAT.
The subscripts represent the year prior to merger for the 
data.
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16. Growth in Common Equity
17. Growth in Sales
18. Tax-boss Carry-Forward/ 
Total Assets
19. Natural Log of 
Total Assets
20- Natural Log of Sales
21. Natural Log of Market 
Value of Common Equity
22. P/E ratio
23. Market Value/Book Value
24. Shares Trading Volume/ 
Shares Outstanding
25. Number of Shareholders/ 
Shares Outstanding
C ( 3 0 1 / 6 i ) + ( 3 0 2 / 6 2 ) ] / 2  
{ [ ( 4 1- 5 1) / 1 2 j 3 + C ( 42- 5 2) / 1 2 23 J / 2  
[(211/201}+(212/202 )]/2 
C ( 2 1 1 / 6 0 1 ) + ( 2 1 2 / 6 0 2 ) ] / 2  
( 60   ̂/  60  2 ) - 1  
(121/122 )-1
C ( 5 2 1 / 6 1 ) + ( 5 2 2 / 6 2 ) ] / 2
l n C ( 6 1 + 6 2 ) / 2 ]  
l n [ { 1 2 j + 1 2 2 ) / 2 ]  
ln{[( 2 4 1 * 2 5 1 / 1 0 0 0 ) +  
( 2 4 2 * 2 5 2 / l 0 0 0 ) ] / 2 i  
[ ( 2 4 1 / 5 8 1 ) + ( 2 4 2 / 5 8 2 ) ] / 2  
( [ ( 2 4 1 * 2 5 1 / 1 0 0 0 ) / 6 0 1 3+
[ ( 2 4 2 * 2 5 2 / l 0 0 0 ) / 6 0 2 ] ) / 2
C ( 2 8 1 / 2 5 1 ) + ( 2 8 2 / 2 5 2 ) ] / 2
{Cl001/(251*271)]+
[ 1 0 0 2 / ( 2 5 2 * 2 7 2 ) ] } / 2
* The numbers except 1000 represent the data items from 
COMPUSTAT.
The subscripts represent the year prior to merger for the 
data .
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Table B.4: Data Items Collected from the FASB DATABANK 
and Computed CC Data
Data Item Description
#16 12 Sal es
#34 18 Income from Continuing Operations
#64 Other Income
#70 Other Expenses
#91 3 Inventori es
#94 8 Plant (Net)
#100 Owners' Equity










25 Common Shares Outstanding
27 Adjustment Factor
28 Common Shares Traded
30 Capital Expenditures
35 Deferred Taxes and Investment Tax Credit
52 Tax-Loss Carry-Forward
58 Earnings per Share
60 Common Equity
75 Other Liabilities
100 Number of Shareholders
130 Preferred Stockholders 1 Equity
64 Current Assets = 4 - 3 + #91
&6 Total Assets = 6 - 3 + #91 - 8 + #94
67 Operating Income = #34 - #64 + #70
£.20 Income Available for Common Equity = #34 - 48 -
6.58 Earnings per Share = #34/(18/58)
6.60 Commjno/i Equity = #100 - 130
The numbers without the number sign (#) and the and sign 
(6) represent the data items from COMPUSTAT.
The numbers with the number sign (#} represent the data 
items from FASB DATABANK.
The numbers with the and sign (6) represent the computed 
CC data items.
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Table B.5: Computation of xhe Initial Variables Using
CC Data1
Variables 
No. Name Defi nition




3. Operating Income/Sales [(&71/#161)+(&72/#162)]/2
4. EBIT/Interest Expense 1C (151-»-#341 + #1891)/l51J +
[<152+#342+#1892)/l52]}/2
5. Working Capital/ lt(fc41-51>/&613+
Total Assets [ U 4 2-52 )/&62]}/2
6. Working Capital Flow/ {[(1231+1251)/&601]+
Common Equity [(1232+1252)/&602]}/2
7. Working Capital Flow/ {[(123;1 + 1251)/&61]
Total Assets +[{1232+1252)/s 62}}/2
8. Current Ratio C(&41/51)+(i42/52J3/2
9. L-T Liabilities/ t[{91+351+751)/&61]+
Total Assets C(92+352+752)/&62]}/2
10. Total Liabilities/ {[(51+91 + 351 + 751)/«.61] +
Total Assets [(52 + 92+352+752)/s.62]}/2
The numbers except 1000 without the number sign (#) and 
the and sign (6<) represent the data items from 
COMPUSTAT.
The numbers except 1000 with the number sign (#) represent 
the data items from FASB DATABANK.
The numbers except 1000 with the and sign (6*) represent 
the computed CC data items.
The subscripts represent the year prior to merger for the 
data .
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16. Growth in Common Equity
17. Growth in sales
16. Tax-Loss Carry-Forward/ 
Total Assets
19. Natural Log of 
Total Assets
20. Natural Log of Sales 
22* P/E ratio
23. Market Value/Book Value
Definition __________
[ < * 1 6 1 / & 6 1 } + ( # 1 6 2 / & 6 2 ) ] / 2
L(301/&6;i) + (302/6.62 )]/2 
( [(^41-51)/#161] + 
[(t42“52)/#162]i/2 
[(211/&201) + (212/S.202) H/2  
[(211/fc601)+(212/&602)1 / 2  
(&601/&602)-l 
(#161/#162)-1
C ( 5 2 1/ f c 6 1 ) + ( 5 2 2 / f c62 ) ] / 2
ln[(&61+t62)/2] 
ln[(#161+#162)/2] 
[(241/&58;L) + (242/&582) ]/2 
t[ (241*251/1000)/6.6013 +
[ (242*2 52/1000)/6I602])/2
 ̂ The numbers except 1000 without the number sign {#) and 
the and sign (&) represent the data items from 
COMPUSTAT.
The numbers except 1000 with the number sign (#) represent 
the data items from FASB DATABANK.
The numbers except 1000 with the and sign (&) represent 
the computed CC data items.
The subscripts represent the year prior to merger for the 
data .
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FACTOR ANALYSIS
Factor analysis was utilized as a second screening 
device (in addition to the stepwise discriminant procedures) 
in order to obtain the final predictor variables. This 
Appendix presents the results concerning the selection of 
the two most representative variables, if they exist, from 
the significant factors.
Table C.l presents major results of the factor analysis 
for the six information sets. The table shows each set has 
at least six significant factors whose eigenvalue was one or 
greater. The factor loadings of the variables in these 
factors are reported in Tables C.2 through C.7 at the end of 
this Appendix. Collectively, the significant factors 
explained at least 74% of the total data variation in any 
information set. As the number of variables increased, from 
the HC to HCCCNA information set, the number of significant 
factors also increased, suggesting that the added variables 
contained incremental information.
It was expected that these original predictor variables 
are highly intercorrelated, especially when they measure the 
same financial attributes. The factor analysis results 
shown in Table C.l further confirm this expectation.
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Table C.l: Significant Factors and Their First Two Significant 
Variables for the Analysis Period (Cutoff 
____________Eigenvalue - 1.00, ABS(Cutoff Loading) -  0.70)_____
SIGNIFICANT FACTORS
















HC1 3 11C07 HC02 HC20 HC1 5 HC1 7 HC18
HC08 HC01 HC11 HC19 HC14 FC1 6
B, D A, B A, D H E F G
at ion Explained = 84.22%
CC01 CC08 CC10 CC20 CC14 CCl 7
CC07 CC05 CC11 CC19 CC1 5 CC16
A, B B C , D H E F
at ion Explained = 74.82%
CC13 CC07 CC11 HC20 CC19 CCl 5 HC17 CC04 HC1 8
HC1 3 HC07 HC11 CC20 HC10 HC1 5 CCl 7 HC04 CCl 8
D B D H C,H E F A G
at ion Explained = 87 .83%
HC08 HC07 HC02 HC20 HC14 HC17 HC1 8
HC1 3 HC01 HC11 HC19 HC1 5
B, D A, B A, D H E F G
ation Explained = 79 .33%
CC01 CC08 CC20 CC11 CCl 5 CCl 7 CC22
CC07 CC05 CC19 CC10 CC14
A , B B H C,D E 1’ I
ation Explained = 74.53%
HC] 3 CC07 CC20 CC11 CC09 CC04 CCl 7 HC22 HC12
CC13 CC06 HC20 HC11 EC09 HC04 HC17 HC14 CCl 2





A: Profitabili ty G: Tax Factor
B: Liquidity H: Size
C: Leverage I : Market Valuation
D: Activity J: Stock Market Characteristics
E: Dividend Policy K: Ownership Concentration
F: Growth
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The table reveals that most of the significant factors were 
single-attribute factors, implying that the categorization 
of the initial variables of this study generally coincided 
with the traditional grouping of financial variables. The 
most significant factors, however, tended to be a mixture of 
attributes. This finding might suggest chat attributes A, 
B, and D were very significant.
The use of CC data made it more difficult to explain as 
much data variation as with other data. For instance, 
74.82% (74.53%) data variation was explained in the CC
(CCNA) information set, but 84.22% (79.33%) was explained in 
the HC (HCNA) information set. Additionally, the CC date 
caused certain changes in the factor patterns. For example, 
the most significant HC factor for the HC and HCNA 
information sets was a combination of liquidity (attribute 
B) and activity (attribute D). When CC data replaced HC
data, however, the most important factor for the CC and CCNA 
information sets became a combination of profitability 
(attribute A) and liquidity (attribute B), while the other 
factors remained basically the same. Furthermore, when HC 
data and CC data were pooled to form the HCCC and HCCCNA 
information sets, most factors contained an HC variable and 
its CC version, and the attributes of the factors became
more recognizable. Also, more data variation, 87.83% and
88.32%, was explained by the significant factors for the 
HCCC and HCCCNA information sets, respectively.
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The inclusion of nonaccounting data generally did not 
cause much change in the factor pattern. Notable changes 
included the following: (1) the appearance of market
valuation as a significant factor in the CCNA information 
set, as compared to the results for the CC information set, 
and (2) two more significant factors for the HCCCNA 
information set, as compared to the factors for the HCCC 
information set.
To conclude, the above results indicated four 
noteworthy points. First, CC data caused certain notable 
changes in the factor patterns and percentage of data 
variation that could be explained. Second, nonaccounting 
information did not contribute to the structural changes in 
the factor pattern. Third, because nonaccounting variables 
such as HC22 and CC22 were found in less significant factors 
(factor No. 7 and No. 8 for the CCNA and HCCCNA information 
sets, respectively), accounting information appeared to 
dominate nonaccounting information in explaining the data 
variation. Finally, high correlations between the HC and CC 
variables made the significant factors distinct and tended 
to enhance the variables' ability to explain the data 
variation.
C.2 Factor Loadings for the HC Information Set
ROTATFD FACTO* PUTTER *
FACTOP1 FACTOR2 TACTOR!
n c o i 0 . 2 0 7 5 * O . 0 5 M O 0 .  15662
HC0 2 -  0 . 0  * 16 1 0 . 1 1 9 9 0 0 . 8 * 6 2 1
n c o  t - 0 . 0 8 9 5 7 0 . * 5 5 * 8 0 . 8 3 2 5 3
h c o * - 0 . 0 2 1 * * 0 .  it* 7*5 0 . 0 5 7 * 1
HCOS 0 . 0 0 3 1 ' ; 0 .  15201 - 0 . 2 1 2 2 6
n c o 6 - 0 . 6 6 6 * 0 0 . * 0  125 - 0 . 1 5 8 6 *
h c o t - 0 . 0 1 5 0 * 0 . 0 * 7 5 * 0 . 1 1 * 3 9
H CO* n . * 0 » 2* 0 .  15* 5* - 0 . 0 1 * * 2
* CO 9 - n . s ' i i n - 0 . 5 * 5 1 0 0 .  19917
HC 1,l -  n . fi 11 i s - 0 . 5 5  151 - 0 . 2 * 2 * *
n c  . i 0 . 0 0  12* 0 . 2 5 2 1 1 - 0 . 8 5 8 7 7
IfC 1 2 - 0 . 6 0 2 * 9 0 . 2 0 5 5 5 0 .  17667
MCI 1 0 . 8 * 9 J1 0 . 0 2 8 5 2 0 . 0 2 9 * 1
H C K 0 .  16115 - 0 . 2 0 6 * 1 0 . 0 7 0 * 0
HC 1 5 - 0 . 0  1651 0 . 1 2 1 * 9 0 .  12997
f l d * . 0 . 1 I * ? * 0 .  10 111 0 . 2 5 1 * 8
8 C1 7 0 . 0 1 9 * 2 - 0 . 0 7 9 9 7 - 0 . 2 1 5 1 6
r c i * - 0 .  1*21* - 0 . 0 9 6 * 6 0 . 0 0 6 1 7
n c i * - 0 . 1 2 5 * 1 - 0 . 1 0 * 5 2 0 .  11612
WC20 - 0 . 0 5 0 1 2 J . 0  a 78* - 0 .  17**7
FACTOR* FACTOR* FACTOR6 FACTOR?
- 0 . 0 1 0 7 3 0 . 0 * 8 6 7 0 . 2 2 9 6 9 - 0 . 1 2 9  5*
0 . 0 5 1 1 6 0 .  1220* 0 . 0 2 8 9 1 - 0 . 0 1 7 9 *
0 . 0 5 1 9 * 0 . 0 2 8  18 0 . 0 * 1 * 0 - 0 . 0 1 1 9 1
- 0 . 0 2 8 * 1 0 .  11981 - 0 . 1 7 * 8 8 0 .  1096*
- 0 .  13901 0 .  08281 0 .  1*52* - 0 .  1018*
- 0 . 1 2 6 7 5 - 0 .  10050 0 . 2 7 1 * * - 0 . 3 5 5 6 1
- 0 . 0 5 7 7 8 - 0 . t * 6 9 6 0 . 1 8 7 * 3 - 0 .  151*2
- 0 . 2 2 2 6 2 - 0 . 0 0 1 9 1 0 . 1 2 8 0 7 - 0 .  19252
- 0 .  2* 113 0 .  26* (2 0 .  16 31 ? - 0 . 2 5 9  01
- 0 . 0 5  256 0 .  227 1* 0 .  1*91 0 - 0 . 1 2 0 1 9
0 . 0 1  t o o - 0 . 0 5 7 2 9 0 . 1 1 5 3 5 - 0 . 0 3 1 5 7
- 8 .  170*9 - 0 .  369C1 0 . 2 0 0 9 7 - 0 .  1689 ?
- 0 . 0 6 6 6 1 0 .  05398 0 . 1 3 8 5 9 - 0 . 2 1 * 9 0
0 . 0 0 1 * 5 0 . 8 1 0 1 1 0 . 0 0 0 9 5 0 . 0 1 5 8 5
0 . 0 9 * 1 9 0 . 8 * 7 0 1 - 0 . 0 2 5 1 3 - 0 . 1 5 * 9 7
0 .  131 *5 - 0 .  21809 0 . 7 1 6 0 2 0 . 0 8 1 7 9
0 . 0 9 1 * 1 0 .  10581 0 .  79276 0 . 0 9 9 * 9
- 0 . 1 3 1 9 0 - 0 .  08780 0 . 1 7 8 3 1 0 . 0 * 9 2 7
0 . 9 1 0 7 * 0 .  0*528 0 , 0 7 5 6 1 - 0 . 0 5 0 6 1
0 . 9 5 2 6 0 0 .  01**8 0 .  12266 - 0 . 0 7 7 1 *
C.3 Factor Loadings for the CC Information Set
RUTATMi FACTOR PATT8RR
FACTOR 1 FACTOR2 FACTOR 1 FACT0R9 FACTORS FACTOR*
CC0 1 0 . 9 0 1 7 6 0 . 2 3 0 2 0 - 0 . 1 0 0 8 1 - 0 . 0 8 2 7 9 - 0 . 0 7 9 7 8 0 .  12 51 9
CC02 0 . 5 1 9 2 0 * 0 . 10B1S - 0 . 6 9 2 8 9 - 0 . 0 6 0 5 3 0.  269 25 0 . 0 1 0 6  3
CC03 0 .  22<t 12 - 0 . 0 5 5 6  3 - 0 . 5 9 9 5 9 0 . 2 9 7 3 8 - 0 . 0 7 1 2 9 0 .  15820tco* 0 .  6HIS  1 0 .  0 7 9 0 9 - 0 . 0 7 1 9 5 0 . 0 9 9 7 6 0. 119 39 - 0 .  1906 I
C O S 0 .  17758 0 .  9 1 1 7 0 0 .  19227 - 0 . 0 6 9 8 1 - 0 .  0 6 3 0 5 0 .  1379 2
c r n 6 0 .  789 32 - 0 . 2 8 9 2 9 0 .  10821 - 0 . 1 3 7 9 6 0.  229 3 9 0 .  172 59
CCO 7 0 . B6S92 0 . 0 7 7 1 9 - 0 . 1 1 8 2 7 - 0 . 1 5 5 6 5 - 0 ,  2 5 1 2 7 0 .  15 5n 1
CCO« 0 . 0 9 9 9 4 0 . 9 2 1 7 1 - 0 . 0 9 7 1 9 - 0 . 1 5 9 9 9 - 0 . 0 9 5  1 7 0 .  09 08  2
CCU9 - 0 . 2 4 4 5 5 - 0 .  9 99 9 1 0 . 3 5 5 0 7 - 0 . 3 9 0 3 2 0 . 2 9  318 0 . 0 2 3 9 6
CC10 - 0 . 0 3 9 7 1 - 0 . 9 1 7 1 1 0 . 7 3 8 1 3 - 0 . 1 9 7 7 8 0. 0 2 9 6 2 0 . 0 6  16 7
CC 1 1 0 .  15701 0 .  13075 0 . 7 0 0 9 9 0 . 1 0 9 8 2 - 0 .  282 12 0 .  1085 1
CC 1 2 0 .  307 16 - 0 .  S449B - 0 . 0 5 7 5 7 - 0 . 3 0 0 5 7 - 0 .  10216 0 . 2 5 0 7 *c c n - 0 . 0 6 5 0 9 0 . 8 9 9 2 6 - 0 . 1 0 5 6 1 - 0 . 0 9 1 5 6 - 0 .  067 01 0 .  1009 5
c c i a - 0 . 0 7 0 1 2 - 0 .  110 35 - 0 . 173H9 - 0 . 1 0 9 3 1 0. 78 9 9 9 0 . 0 7 9 1 3ccts 0 . 5 6 5 6 7 0 .  0 29 6 5 - 0 . 0 0 9 1 2 0 . 0 9 1 9 U U. 7 1 9 1 7 - 0 .  17151
r n s 0 .  18515 0 . 0 9 1 7 6 - 0 . 2 5 9 7 9 0 . 0 1 6 8 7 - 0 . 2 5 1 9 0 0 . 7 5 1 5 0
CC 1 7 - U . 04 12* 0 . 0 7 3 9 2 0 . 2 2 9  1b 0 . 1 2 6 5 6 0. 229 71 0 .  80 9 6 6
c c i r 0H4 29 - 0 .  32738 - 0 . 0 9 3 8 0 - 0 . 2 6 9 7 1 - 0 .  18932 0 .  2259  tCC (9 - 0 . 2 9 1 8 6 - 0 .  15716 - 0 . 3 9 8 0 7 0 . 8 0 5 5 7 0.  12911 0 . 0 9 5 8 7
CC 20 - 0 .  0 5 5 9 7 - 0 .  00 1 9 9 0 . 0 2 6 9 3 0 . 9  1693 - 0 .  16306 0.  1059 0
C.4 Factor Loadings
r i c m i  r i c r o t i  picto*)
9C0I 0 . 2 * 0 6 9
8C9? - 9 . 0 0 2 2 9
RC01 • 0 . 0 0 * 9 *
n o t 0 . 0 1 9 0 6
ncos 0 . 9 0 5 9 0
(ICO* - 0 . ) 0 2 * 7
n c o i 0 . 0 6 * ) )
0C09 0 . 9 0 9 ) 1
0C09 - 0 . ) ) ) 2 2
RC10 - 0 . )9#  9 1
3C I t 0 . 9 * 1 7 6
(1C 12 - 0 . 9 0  215
!1C 1) 0 . 7 ) 2 9 1
PC 19 0 . 2 7 2 * )
OC 15 0 . 0 * 7 6 0
.1C 1* 0 . 2 0 1 7 *
•C IT 0 . 0 * 1 5 *
SC 19 - 0 . 1 5 1 0 1
SC 19 - 0 . 1 9 1 ) 7
(IC2U - 0 . 0 ) 6 2 7
CC01 0 . 7 5 * 0 2
cco: • 0 . 3 9 0 6 9
ccoi - 0 . 1 0 * 9 1
CC09 0 . 9 9 9 5 )
CC35 0 . 9 1 ) 2 7
cco* - 0 . 2 6  1 )9
CC07 9 . 1 1 2 2 1
CCO* 0 . 9 9 6 * 5
CC09 - 0 . 2 5 2  19
CC 10 - 0 . 2 0 ) 7 7
CC1I 0 . 0 6 * 7 7
cr 12 - 9 . * ) ) 1 9
c c i i 0 . 9 ) 1 2 1
CC 19 - 0 . 2 2 * 0 2
CC15 - 0 , 0 7 * 9 *
CC 16 0 . 1 6 ) 6 9
CC IT - 0 . 0 0 2 * 7
CC 1* - 0 . 1 7 6 5 *
CC 19 - 0 . 1 6  7 5*
CC 20 - 0 . 0 ) 1 9 1
0 . 7 9 * 9 0 - 0 . 0 7 7 0 7
0 . 9 2 2 0 9 - 0 . 7 9 0 0 9
0 . 5 1 0 * 2 - 0 . 7 2 ) 1 6
0 . ) 0 5 T 9 - 0 . 0 7 ) 7 )
0 . 0 7 9 0 * 0 . 2 * 7 0 9
0 . 6 ) 9 2 2 0 .  1*7*1
9 . 8 5 1  11 - 0 . 0 7 6 ) 1
0 . 0 0 0 1 ) 0 . 0 0 ) 1 5
- V . 2 1 ) 6 5 - 0 .  2*211
- 9 . 1 0 2 7 ) 9 .  18622
9 . 1 9 5 ) 1 0 . 8 9 6 7 1
0 . 9 1 1 * 7 - 0 . 2 2 9 6 5
- 9 . 0 ) 0 9 7 - 0 . 0 * 9 5 *
- 0 . 2 2 0 6 7 - 0 . 9 9 0 ) 8
0 . 1 7 * ) ) - 0 .  12295
0 . * 4 6 * ) - 0 , 2 2 7 2 2
- 0 . 0 0 1 6 6 0 . 1 2 8 9 *
- 0 . 0 2 0 1 9 - 0 . 0 1 5 2 0
- 0 . 0 9 5 7 * - 0 . 1 0 1 1 5
- 0 . 0 0 * 7 6 0 .  1 90 5 )
0 . 7 9 5 2 * 0 . 0 7 5 0 *
0 . 5 * 9 2 6 - 0 . 6 6 1 * 1
0 . 2 2 9 7 9 - 0 . 2 * * 9 5
0 . 2 7 ) 5 7 - 0 .  0 * 2 * 9
0 . 1 1 0 5 0 0 . 2 7 0 8 *
0 . 7 7 0 0 9 0 .  10 20 )
0 . 9 7  709 0 . 0 8 5 5 *
9 . 0 6 2 5 5 - 0 . 0 1 1 2 8
- 0 . 1 0 6  7* - 0 . 3 7 * 9 7
- 0 . 0 7  252 0 . 9 1 6 7 6
0 . 2 * 2 7 * 0 . 9 0 7 9 6
0 . 5 1 0 6 0 - 0 . 1 0 1 ) 2
- 0 . 0 * * * 9 - 9 . 3 9 * 8 0
- 0 . 0 * 9  17 - 9 . 2 9 1 5 0
0 . 2 * 9 0 5 - 0 .  IP , 3 6
0 . 1 9 * 1 0 - 0 .  *,159)
- 0 . 0 * 5 2 ) 0 . 1 * * 9 9
-O .OU27* - 0 . 0 ) 1 7 8
- 0 .  1 1 7 )9 - 0 , 1 5 6 9 2
- 0 . 0 0 8 2 8 0 .  18921
u c t o i *
0 . 0 ) 5 2 0  
0 . 0 7 0 T )  0.0*01) 
• O . C M U  
- 0 .  i l * 5 »  
0 . 0 ) 0 9 0  
0 . 0 C 0 9  7 
- 0 .  10291 
- 0 . 0 5 7 0 0  
0 . 0 7 7 * 7  
9 .0 1 0 9 *  
- 0 . 0 0 2 1 9  
-  J .  016*9  
0 .  1229* 
0 . 1 7 0 0 )  
0.  19909 
0 . 0 71 j t  
- 0 . 0 6 5 0 9  
0 . 9 1 * 0 2  
0 . 9 6 7 0 9  
- 0 .  11979 
U . 0012 5 
0. 1)0 1* 
- 0 .  09520  
- 0 . 0 6 0 0 6  
-O. 17606 
- 3 . 1 2 0 1 7  
- 0 . 0 9 7 ) 1  
- 0 . 2 1 ) 5 2  
- 0 . 0 9 ) 1 1  
- 0 . 0 9 0 1 9  
- 0 .  16290 
0 . 0 6 ) 5 7  
- 0 .  16270 
- 0 . 0 0 1 2 9  
0 . 1 0 0 1 2  
0 . 0 2 5 ) )  -0.00510 
0 . 0 0 0 2 5  
0 . 96707
for the HCCC Information Set
PICTOt PITTBII
P6CTOI5 PICTOI* FJICTOI7
- 0 . 2 1 9 * 2 0 . 0 5 5 0 0 0 . 0 2 6 * 7
- 0 . 0 9 7 * ) 0 . 2 2 2 0 ) - 0 . 0 9 9 2 )
- 0 . 0 9 ) 1 8 0 .  1 1 ) 0 1 - 0 . 0 9 0  1 8
- 0 . 1 ) 1 7 0 0 . 1 5 1 2 5 - 0 . 0 9 8 2 8
- 0 . 1 6 8 * 1 9 . 0 8 9 * 1 0 . 0 ) 0 9 6
9 . 9 0 2 0 * - 0 . 1 9 1 9 2 0 . 0 1 8 7 8
- 0 . 1 1 ) 9 2 - 0 . 1 2 * 0 ) 0 . 0 0 7 * 5
- 0 . 1 8 9 1 7 - 0 . 0 1 ) 7 2 - 0 . 0 1 * 9 7
0 . 7 6 0 2 8 0 . 0 5 0 0 0 0 . 0 * 2 8 6
0 . 7 6 6 * 9 - 0 . 0 1 - 7 9 0.  0 8* 0 7
- 9 . 0 2 6 1 * - 9 . 0 8 9 0 * 0 . 0 9 * 9 9
9 . 0 5 0 9  2 - 9 . 3 * * 7 1 0 . 0 9 9 ) 6
- 0 . 0 9 5 * 9 - 0 . 0 3 ) 2 * 0 . 0 1 0 9 0
U. 27 7T8 0 . 6 0 1 8 7 - 0 . 0 * 6  25
0 . 1 1 9 * 6 0 . 7 ) 0 0 0 - 0 . 0 2 2 * 0
- 0 . 0 9 ) 9 7 - 0 .  18809 0. * 9 5 8 7
0 . 9 9 7 ) 5 0 . 0 8 2 1 U C. 9*819
0 . 0 1 1 6 ) - 0 . 0 8 7 1 6 0 . 0 5 5  29
- 9 . 0 2 7 9 7 0 . 0 8 5 6 ) 0 . 0 ) 5 2 9
- 0 . 0 8 ) 9 7 - 0 . 0 1 8 ) 5 C. 0 *6 2 6
- 0 . 1 * 1 9 7 0 .  1*9*7 0 . 0 9 6 1 )
- 0 . 1 1 0 * 5 C . 2 0 9 ) 5 - C . 0 7 * * )
- 0 . 1 9 6 1 6 - 0 . 1 8 * * 1 0 .  1 0 1 1 )
- 0 . 0 9 2 * 9 0 .  18552 - 0 . 0 1 3 7 *
- 0 .  157*0 0 . 0 7 1 8 2 0. 11161
0 . 0 7 7 1 5 ) .  12 1 09 0 . 0 8 2 5 )
- 0 . 2 2 7 2 ) - 0 . 0 1 6 9 9 0 . 0 0 0  8 5
- 0 . 2 1 * 7 1 - 0 . 0 * 5 7 9 0 . 0 ) 6 6 *
0 . 8 7 * 9 8 0 . 0 5 ) 7 8 - 0 . 0 0 5 ) 6
0 . 7 2 7 9 1 0 . 0 5 1 3 ) - 0 . 0 1 * 7 7
0 . 0 1 0 9 2 0 . 0 0 1 5 2 0 . 0 1 7 1 2
0 . 0 8 8 9 * - 0 . 3 0 9 * 2 0.  1 1 1 2 )
- 0 . 1 0 5 9 0 - 0 . 0 5 * 9 7 0 . 0 7 7 * 1
- 0 .  10 8 )2 0 . 5 5 3 5 * 0.  13*55
- 0 . 0 9 2 8 9 0 . 8 * 5 6 5 0 .U 296 1
- 0 . 0 1 * 9 9 - 0 . 1 9 9 * 8 0 . 5 * 1 6 0
0 . 0 ) 0 7 1 0 . 0 8 1 7 0 C. 9*0 57
0 . 0 2 ) 9 8 - 0 . 0 9 6 9 7 0 . 0 5 5 8 *
- 0 . 0 5 ) 5 6 0 . 0 9 6 ) 0 0.  0 5 7 0 6
- 0 . 0 8 9 ] * - 0 . 0 ) 5 9 9 0 . 0 6 2 ) 6
r t C T O i * M C T O I 9 PACTOIIO
0 .  21971 - 0 . 0 6 2 5 8 - 0 .  1**66
0 .  01 720 0 . 0 0 6 ) 6 - 0 . 2 8 ) 6 6
0 . 0 5 ) 8 1 0 . 0 1 * 1 1 - 0 . 1 0 0 ) 6
0 .  8 9 1 0 0 • 0 .  0 2 0 ) 2 - 0 . 0 * 2 0 1
0 .  0 0 9 ) 6 - 0 . 0 0 * 9 ) - 0 . 9 7 8 1 0
0 . 0 ) 7 2  9 - 0 . 1 1 1 8 9 0 .  10278
0 .  1766 1 - 0 . 0 7 * )T 0 . 0 6 7 1 *
- 0 . 0 2  25 7 - 0 . 0 9 0 1 9 - 0 . 0 2 9 6 1
- 0 . 1 5 0 * 9 - 0 . 1 1 0 1 8 0 . 0 9 2 7 *
- 0 . 0 9  * 7 ) 0 . 0 2 8 * 9 0 . 0 9 6 ) 0
- 0 , 0 ) 1 6 * - 9 . 0 1 7 9 6 •0. 1 ) 1 9 7
- 0 . 0 2 9 1 9 - 0 . 0 9 2 * 6 0 . 5 5 5 5 *
0 . 0 2  9*9 - 0 . 0 9 7 1 7 0 . 0 0 2 9 U
0 . 0 5 2 6  1 0 . 0 9 8 * 6 0 .  11*70
0 .  )7 1*7 - 0 . 1 9 0 2 5 0 . 0 0 9 0 5
- 0 . 0 7 T < J 0 .  15969 0 . 0 0 9 9 1
- 8 . 0 2 ) 0 * 0 . 0 2 2 * 6 0 . 0 2 9 9 0
- 0 . U169 5 0 . 9 6 9 * 0 0 . 0 2 2 7 2
- 0  .  0 92  *9 - 0 . 0 2 6 1 2 - 0 . 0 * 6 6 9
0 . 0 0 6 *  ) - 0 . 0 * * 2 9 - 0 . 0 ) 0 9 1
0 .  32 79* 0 . 0 ) 5 6 2 - 0 .  12010
U. 11 ) 1 0 0 . 0 6 8 6 9 - 0 . 1 2 9 ) 6
0 .  1280 6 - 0 . 0 9 9 1 0 - 0 . 6 2 9 8 0
0 .  900  2 9 - 0 . 0 1 5 2 0 - 0 . 0 5 1 0 1
0 . 0 2 8 8  9 - 0 . 0 2 9 8 9 - 9 . 0 ) 9 1 0
0 . 0 1 1 6 8 0 . 0 2 6 ) 1 - 0 . 0 2 6 7 5
0 . 2 1 9 8 1 0 . 0 2 ) 8 0 0. 11)*  1
- 0 .  0 00 6 7 - 0 . 1 0 7 9 7 0 . 0 1 9 7 1
- 0 . 1 1 6 6 3 - 0 . 0 0 1 7 6 0 . 0 5 ) 9 6
0 . 0 2  106 0 .  1*29 7 0 . 1 1 9 9 6
- 0 . 0 1 8 * 2 0 . 0 0 0 7 8 - 0 . 1 1 * 9 9
- 0 . 0 0 8 6 J - 0 . 0 1 9 ) 2 0 . 5 6 1 1 9
0 .  0*29  1 • 0 .  10901 0 . 0 6 0 2 6
- 0 .  1069 2 - 0 . 0 7 2 * 0 - 0 . 0 6 5 1 1
0 .  27 72 5 - 0 . 1 1 1 8 7 - 0 . 0 9 0 7 9
- 0 . 0 1 8 7 7 0 . 0 7 6 8 1 - 0 .  12*99
- 0 . 0 0 1 9 6 0 . 3 2 1 2 9 0 . 9 0 7 7 1
- 0 . 0 1 9 9 9 0 . 9 5 6 7 ) 0 . 0 1 ) 1 *
- 0 .  0* 9 1 9 - 0 . 0 6 5 * 1 - 0 . 0 9 2 5 7
0 .  00 70 5 - 0 . 0 * 7 7 7 - 0 . 0 2 7 5 7
C.5 Factor Loadings for the HCNA Information Set
0OT»TFO F»CT3B FKTTF**
HCTOI1 r»CTOK2 r»CTo»i
neat 0.25«*0 0.090*5 0.16*00
*co2 -0.06757 0.12760 0.00000
ncoi -0.06*00 0. * 3 *6 2 0.0296*
hco* -U.f>7?«6 U.66099 0.07*29
ncos 0.9 960* 0.13661 -0.21*30
RC06 -0.602*7 0.90701 -0 .  12)51
nc«7 0.0*6*5 0.07760 0.  13290
HC0 8 0.7027) 0.1*196 -0.001*2
nco* -0.55670 - 0. * * 9 *6 0.2199)
ncio -0.676*0 -0 .6  103) -0.2)671
net 1 0.02316 0.2*31) -0.06 009
nc 1 2 -0.67760 0.29009 0. 16971
net j 0.0*771 0.020S3 0.03095
u r n 0.10972 -0.16699 0.0)295
nets -0.06600 0 . )0 760 0. 12162
nci6 0.1* 102 0.36*61 0.21**1
net 7 0.0*701 -0.07770 - 0 .  19603
ncm -0.2 11*9 -0.0*062 0.02107
oci* -0.11726 -0.15267 0. 261*1
ncio -0.06 117 -0.00)17 -0.21556
nr?i 0.02112 0.27712 0. 1*70i
nc22 0.3*219 0 . 0 3 2 6 6 0.00060
ncj j -0.1*761 0.6*015 0 . 0 * 0 0 6
nc?* 0.0*66* -0.27269 -0 .  12051
nc?1; -0.10*11 -9.**60) 0. 156*7
ncTon* m elons FICTOF6 FKCTOF 7
0 . 0 3 6 1 1 0 . 0 ) 2 1 0 0 . 1 5 7 * * - 0 . 1 1 5 9 9
0 .  11*21 0 .  12116 - 0 . 0 1 * 6 7 - 0 . 0 * 9 8 9
0 .  120*9 0 .  02502 - 0 . 0 0  90* - 0 . 0 2 7  29
- 0 . 0 3 2 5 1 0 . 2 1 9 0 1 - 0 .  17591 - 0 . 0 5 * 1 3
- 0 .  129*0 0 . 0 9 1  30 0 .  1259* - 0 . 0 9 7 0 *
- 0 .  10 116 - 0 . 2 1 1 3 7 0 .  30086 - 0 . )80  20
0 . 0 1 0 * 5 - 0 . 2 2 1 J ) 0 .  1271* - 0 .  1126*
- 0 .  1 0 5 1 ) 0 . 0 1 5 6 0 0 .  11*20 - 0 .  1*76*
- 0 . 2 5 7 * 6 0 . 2 3 ) 7 1 0 . 2 5 7 2 * - 0 . 2 5 6  01
- 0 . 1 0 5 0 1 0 .  19671 0 .  23096 - 0 . 1 3 * 2 9
- 0 . 0 2 6 5 5 - 0 . 0 6 0 8 ) 0 .  06 9 2 5 - 0 . 0 5 0 5 9
- 0 . 0 9 7 6 9 - 0 . 3 * 7 6 0 0 . 2 3 1 7 6 - 0 . 0 5 0 3 9
- 0 .  O *) 10 0 . 0 0 0 1 7 0 . 1 * * 9 * - 0 . 1 7 2 5 0
- 0 . 0 2 2 5 0 0 . 0 9 2 * 6 0 . 0 1 2 2 * 0 . 0 * 2 1 6
0 . 0 9  273 0 .  76601 - 0 . 0 * 7 9 2 - 0 .  33619
0 . 2 2 1 5 1 - 0 .  1*335 0 . 6 5 2 * 6 0 . 1 7 5 1 0
0 .  10 )62 0 . 0 1 1 6 5 (1 .7007* 0 . 0 1 ) 9 1
- 0 . 1 1 0 7 * - 0 . 0 9 6 1 7 0 .  1067 6 0 . 7 2 7 1 1
0 . 9 2 1 5 5 0 . 0 1 9  11 0 . 0 * * * 3 - 0 . 0 6 0 8 *
0 .  9* *76 0 . 0 1 1 5 9 0 . 0 7 5 0 0 - 0 . 0 7 2 9 7
0 .  f l ) 136 0 .  13 « W 0 . 1 9 0 * 0 0 . 0 6 1 * 1
0 . 1 2 6 6 ) 0 . 6 9 6  60 0 . 0 7 9 1 3 0 .  197 10
- 0 .  fl* 320 0 .  2* 160 0 .  *6 ) 15 0 .  19*61
-  0 . 3 0 0 2 6 - 0 .  *6(199 0 . 1 1 9 * 3 0 . 2 0 1 * *
- 0 . 1 3 ) 9 3 - 0 . 3 * 3 7 9 - 0 . 0 5 9 9 6 - 0 . 3 0 9 1 0
C-6 Factor Loadings for the CC*NA Information Set
BOTITHD F6CT08 PATTEft#
FACTORI FACTORZ FACTOR!
CC0 1 0 . 9 1 2 6 6 0 . 2 5 0 7 * 0 . 0 1 C 1 8
cco? 0 .67R ' J9 - 0  . 0  7* ">2 0 .  11111
CCOJ 0 . 2  « B7< 0 . 0 0 1 2 7 0 .  316*9
CCO* 0 . 6 6 7 5 2 0 . 0  7 J5 9 0 . 0 8 3  • ]
ccos 0 . 1 5 6 1 7 0 . 9 0 9 5 2 - 0 . 0 8 7 6 5
CC06 0 . 7 7 * 9 ] - 0 . 2 9 7 5 5 - 0 .  1 2 1 8 ]
CC07 0 . 9 9 2 0 5 0 . 0 9 6 6 5 - 0 . 0 6 8 1 7
cco 8 0 . 0 5 7 1 7 0 . 9 2 * 8 9 - 0 .  12*9*
cco* - 0 . 2 2 0 5 ] - 0 . 5 1 * 6 ] - 0 . 1 1 0 * 9
ccto - 0 . 0 7 0 1 9 - 0 . *  1050 - 0 .  19119
CC1 1 0 . 2 5 1 1 0 0 . 1 * 0 0 5 - O . O J J 6 !
CC 12 0 . 1 8 9 1 8 - 0 . 5 J 5 9 7 - 0 . 1 5 9 9 2
c c n - 0 . 0 * 0 * * 0 . 9 0 1 0 * 0 . 0 0 2 8 2
cci* - 0 . 0 5 * 6 0 - U . 1 1891 - 0 . 0 9 * 6 6
CCl 5 0 . 5 1 0 6 6 0 . 0 0 9 0 * 0 . 0 7 1 7 *
ccto 0 . 2 8 * 1 ] 0 .  15171 0 . 1 9 7 # *
CC 1 7 0 . 0  1111 0 .0 6 2 U 1 0 . 0 7 * 1 5
CC 1B - 0 . 0 2 9 5 7 - 0 . 2 8 6 5 2 - 0 .  18106
CCI 9 - 0 . 2 6 * 1 * - 0 . 1 * 0 5 2 0 . 8 6 8 1 7
CC20 - 0 . 1 1 7 6 * 0 . 0 1 7 6 1 0 . 9 2 2 * 5
CC?1 0 . 2 1 7 2 9 0 . 0 2 5 1 6 0 . 8 * 6 2 6
CC22 - V . 0 9 2 B 7 - 0 . 0 1 1 9 5 - 0 . 0 1 7 6 9
CC2 3 0 . 8 5 2 7 * - 0 . 0 1 9 2 1 - 0 . 0 2 2 1 1
CC?* - 0 . 2 2 8 0 2 - 0 . 0 6 9 0 0 - 0 . M 9 5 1
CC26 - 0 . 1 5  t 52 - 0 . 2 2 5 1 5 - 0 . 2 5 7 8 ]
FACTO#* FAC10R5 PACT0R6 PICTOR7
0 . 0 2 7 0 9 - 0 . 0 * 7 1 9 - 0 .  00 5 00 0 . 0 8 6 0 6
- 0 . 5 9 * 6 2 0 . 2 6 8 1 6 - 0 . 0 7 0 9 0 0 . 2 1 1 8 *
- 0 . 1 9 * 8 2 - 0 . 0 * 6 9 ] 0 . 01 *0 6 0 . 2 7 9  30
- 0 . 0 0 5 6 0 0 .  1*285 - 0 .  181*6 - 0 . 0 9 7 6 8
0 .  2 1 )9* - 0 . 0 1 6 1 7 0 .  ( 2011 - 0 . 0 5 5 9 6
0 . 0 8 9 1 0 0 . 2 2 5 1 1 0 . 1 * 0 * 5 - 0 .  11292
- 0 . 0 6 * 2 2 - 0 .  25696 0 . 0 * 1 7 9 0 . 0 0 1 0 9
- 0 . 0 8 5 2 1 - 0 . 0 6 2 * * 0 . 0 2 2 9 9 - 0 . 0 1 1 1 7
0 . 1 0 0 1 6 0 . 2 * 8 1 9 0 .  10398 0 .  1018*
0 . 7 ] 8  16 0 . 0 7 2 3 6 0 .  11586 0 . 0 6 7 2 2
0 .  7 6 9 * 0 - 0 . 2 1 3 2 6 0 . 0 0 6 9 0 - 0 . 0 * 1 6 8
- 0 . 0 6 7 1 * - 0 .  1*0*0 0 .  17111 0 . 0 1 7 6 9
- 0 .  0 0 1 3 9 - 0 .  0*5**' 0 . 0 9 9 * 1 0 . 0 2 2 8 1
- 0 . 2 2 * 8 0 0 .  71251 0 .  11569 0 . 0 9 6 * 2
0 . 0 1 0 2 6 0 .  71989 - 0 .  1182* - 0 .  11192
- 0 . 0 9 9 9 2 - 0 , 2 * 0  If 0 . 5 8 J 9 0 0 .  1*000
0 .  1*279 0 .  11052 0 . 8 7 1 0 6 - 0 . 1 6 5 * 5
- 0 . 0 1 1 0 1 - 0 .  16627 0 . 2 * 1 1 * 0 . 8 8 6 6 9
- 0 .  100*0 0 .  12929 0 .  0*2 66 - 0 . 0 5 1 7 1
0 .  1568 1 - 0 .  12215 0 .  05 0 8 9 - 0 .  11799
- 0 . 1 1 2 0 8 O.'OQ 1 89 0 .  13802 0 . 0 7 2 5 7
- 0 .  1151* 0 . 2 * 8 * 9 - 0 . 1 5 9 2 3 0 . 7 1 1 6 1
0 . 0 1 8 7 9 0 . 0 8 9 9 6 0 . 2 8 2 2 9 0 .  1*0 80
- 0 . 0 9 2 2 5 - 0 . 9 1 7 2 9 0 .  1060* - 0 . 2 9 6 6 *
- 0 . 2 0 2 6 8 0 . 2 5 5 6 9 0 . 0 7 0 6 7 - 0 . * 2 *  29
167
C.7 Factor Loadings for the HCCCNA Information Set
80TITED PlCTOS PUTTER*
MCTOR1 PICT382 PICTOR] PICTOR* PICTOR5 P6CTOR5 PIC T017 P 1C TOt 8 •ICTCR9 PICTOR10 ricrotn PICT08 12
MC01 0 . 2 6 6 * 0 0 . 7 9 6 1 9 0 . 0 * 1 * 0 - 0 . 0 6 2 1 * - 0 . 2 5 6 0 0 0 .  16167 - 0 . 0 1 ) 9 0 C. 13079 C. 0 * 2 9 9 - 0 .  1 1 * 1 J - 0 . 0 5 * 0 9 0 .  19861
HCU2 - 0 .  10 ITT 0 .  * * 0 0 2 0 . 0 9 5 2 * - 0 . 7 6 1 8 7 - 0 . 0 5 5 1 6 0 . 0 ) 5 6 5 - 0 . 1 0 9 2 8 0.  10002 - 0 . 0 7 9 7 6 - 0 . 0 3 * 7 6 0 . 1 9 9 8 8 0 . 2 ) 1 3 8
HC 11 - i t . 19*86 0 . 6 1 6 0 6 0 . 0 * 7 6 5 - 0 . 7 2 1 7 5 - 0 .  10375 0 . 0 5 6 1 0 - 0 . 1 1 3 * 1 0. 05* 16 - 0 . 0 6 6 5 2 - 0 . 0 2 7 1 0 0 . 0 9 * 5 5 0 . 2 5 7 1 6
h c o * 0 . 0 2 1 5 ) 0 . 7 1 6 5 7 - 0 . 0 0 6 1 1 - 0 . 0 6 9  )* - 0 .  12*59 0 . 0 9 * 9 6 - 0 . 0 7 8 3 9 0 . 0 1 6 5 5 - 0 .  02 762 - 0 . 0 5 7 0 6 0 . 0 0 * 1 9 0 . 0 * 5 6 2
n c o s 0 . 8 * 1 7 * 0 .  11917 - 0 . 1 1 1 9 6 0 . 2 1 5 0 0 - 0 .  15*13 J . 0 2 1 * * 0 . 0 5 6 * 2 0 . 0 8 6 9 1 - 3 .  2 0 6 * 9 - 3 . 0 1 5 6 6 - 0 . 0 0 6 9 7 - 0 . 0 * 9 5 5
HC Oft - 0 . J103* 0 .  566 16 0 . 0 6 0 1 1 0 .  17560 0 . * 7 7 8  1 0 . 0 7 1 2 2 - 0 . 0 0 2 1 * - C .  321 17 0 . 2 6  7 9 7 - 0 .  1 0 9 7 ) - 0 . 1 1 ) 5 6 0 . 0 1 9 6 )
'COT 0 . 101S0 0 .  79*51 0 . 0 1 9 0 1 - 0 . 0 5 7 1 * - 0 . 3 1 0 6 2 0 .  15*62 - 0 . 0 * 9 9 1 - 0 .  1 0 ) 0 ) 0 .  26 7 2 0 - 0 . 0 5 9 1 ) - 0 .  10002 0 . 1 2 * 9 1
HCOI 0 . 1 1 7 * 0 0 . 9 9 6  06 - 0 .  1707* 0 . 0 0 2 7 1 - 0 .  18*7* - 0 . 0 1 6  56 - 0 . 0 2 6 0 9 5 . 0 ) 0 0 7 - 0 . 0 6 * 2 * - 0 . 0 7 6 * 5 0 . 0 1 1 2 * 0 . 0 2 7 9 *
ICO ' - 0 . J 1 1** - 0 . 7 7 5 1 * - 0 .  10251 - 0 . 2 6 1 7 1 0 . 7 9 1 6 2 - 0 .  15295 0 . 0 1 7 6 6 - 0 . 0 1 2 9 0 0 . 0 1 2 1 ) - 0 .  1 0 3 7 ) 0 . 0 7 1 7 * 0 . 0 1 0 J 6
h : 10 -W. ) H*0 7 - 0 . 7 * 7 1 6 0 . 0 5 5 0 0 0 .  18050 0 . 7 6 6 5  7 - 0 . 0 6 1 5 * 0 . 0 9 5 0 8 - 0 . 0 0 9 0 1 0 . 0 1 5 0 6 0 . 0 1 ) 1 1 - 0 . 0 6 ) 3 1 - 9 . 1 0 7 * 2
•Z 1 1 0 . 1 1 9 * * 0 .  H 5 5 7 - 0 . 0 1 1 2 6 0 . 9 0 9 6 9 - 0 . 0 * 1 8 1 - 0 . 0 6 7 6 5 0 . 0 6 8 5 3 - 0 .  0 1 7 * 2 - 0 .  10 9* 0 - 3 . 0 6 7 1 2 - 0 . 0 7 1 ) 2 0 . 0 9 7 9 5
p i  j - 0 .  3 * 0 5 3 . 2 1 2 5 0 - 0 . 9 5 2 * 1 - 0 .  13331 0 . 0 6 0 * 7 - 0 . 0 2 9 7 7 0 . 0 0 * 6 2 - 0 . 1 9 ) 1 * 0 .  OU *07 - 0 . 0 * 1 1 9 - 0 . 0 5 9 9 0 - 0 . 0 2 6 0 7
■t c i j 0 . 9 1 * 6 1 - 0 . 0 5 * 9 ] - 0 . 0 1 2 1 * - 0 . 0 5 6 * 6 - 0 . 0 9 7 0 * 3 . 0 2 7 6 0 - 0 . 0  1762 0 . 0 6 2  8 ) - 0 . 0 3 7 ) 1 - 0 . 0 6 9 9 5 - 0 . 0 1 * 6 5 0 . 0 3 9 6 2
17  11 0 .  117** - 0 .  16106 0 . 0 1 * 1 6 - 0 . 0 8 5 1 5 0 ,  19777 0 . 0 2 9 7 9 9 . 0 0 * 0 1 0. 796* 1 - 0 .  115* 1 - 0 . 0 9 9 7 5 0 . 2 1 1 1 5 - 0 . 2 1 9 7 9"CIS 0 . 0 0 7 S 2 0 . 2 1 5 9 1 0 .  16160 - 0 .  11512 U. 10690 0 . 9 1 7 7 5 0 . 0 0 0 1 * 0.  * 7 * 9 * - 0 . 1 1 0 9 7 - 0 . 2 6 ) 2 0 0 . * 7 1 0  1 - 0 . 1 6 ) 3 *SIC 1* 0 . 2 0 * 6 1 0 . 1 6 9 6 7 0 .  113*6 - 0 .  127*6 - 0 . 0 6 * 5 1 - 0 . 0 9 * 9 6 0 . 9 0 0 6 9 0 . 0 9 9  7 7 0 .  16 58 9 0 .  1 3 2 6 ) - 0 . 0 0 6 2 9 0 . 3 4 * 2 5
H C U 0 . 0 7 0 1 2 0 . 0 2 1 * 2 0 . 0 9 8 1 8 0 .  10207 0 . 0 6 1 1 9 - 0 . 0 0 9 1 1 0 . 9 * 8 7 * - 0 . 0 1 * 7 8 0 . 0 2 2 1 1 0 . 0 1 9 2 0 - 0 . 0 1 * 5 2 0 . 0 2 7 9 )•tc IS - 0 . 1 6 1 9 7 • 0 . 0 0 0 7 6 - 0 . 0 5 6 1 1 - 0 . 0 0 7 6 2 0 . 0 1 2 0 ) - 0 . 0 2 6 9 7 0 . 0 * 3 0 ) 0 . 0 1 9 1 * 0 . 0 0 ) 2 0 0 .  9* 0* 9 - 0 . 0 1 * 0 2 - 0 . 0 1 ) 1 21C 11 - 0 . 1 1 6 6 1 - 0 . 0 9 5 6 6 0 . 9 J 1 2 9 - 0 . 2 7 8 2 8 - 0 . 0 0 * * 7 - 0 . 0 1 6 9 * 0 . 0 2 5 * 6 0 . 0 3 5 0 1 - 0 . 0 * * 7 3 - 0 . 0 2 * 0 9 0 . 0 9 5 * 7 0 . 0 1 5 7 ]Hr 2 0 - 0 . 0 1 9 0 9 - 0 . 0 1 0 1 * 0 . 9 6 1 8 * 0 . 2 2 1 7 2 - 0 . 0 7 3 6 2 - 0 . 0 2 1 3 0 0 . 0 * 7 1 8 0 . 0 1 8 6 1 - 0 . 0 ) 9 7 9 - 0 . 0 5 1 1 6 - 0 . 0 * 6 2 5 0 . 3 2 6 ) 1ncJ 1 0 . 0 2 * 7  1 0 . 2 0 * 6 9 0 . 6 1 * 1 0 - 0 . 1 2 6 1 0 - 0 . 1 6 0 6 6 0 . 1 * 5 1 0 0 . 0 5 7 * 9 C. 18062 0 .  1 1 5 ) 5 0 . 0 2 9 6 7 0 . 0 * * 5 1 0 .  16 5* 2
*c 0 . 2 1 9 7 1 0 . 0 1 9 9 2 0 .  11516 - 0 . 0 9 2 1 2 - 0 . C0171 0 . 0 2 5 9 2 0 . 0 2 0 5 9 0.  8072 7 - 0  , 29 25 1 0 .  1*567 - 0 . 0 ) 6 2 1 0 . 0 * 0  )9
HC I  3 0 . 0 0 9 * 1 0 . * 0 6 2 5 0 .  006  *7 • 0 . 0 * * 6  1 0 . 0 9 9 9  7 0 .  *9591 0 . 2 7 * 9 5 C. 299 62 0 . 3 ) 2 5 9 0 .  17105 - 0 . 0 5 1 *  1 0 . 2 * 6 5 6
HC 2* - 0 . 0 0 6 1 1 - 0 . 1 2 5 * 1 - 0 . 2 6 2 * 1 - 0 . 0 0 5 2 6 - 0 . 0  2955 - 0 . 1 0 1 1 5 0 .  1 7 9 3 ) - 0 .  2716 0 - 0 . 0 5 3 1 5 0 . 1 9 5 1 6 - 0 . 6 1 9 ) 3 - 0 . 1 9 0 * 2
HC25 - 0 . 0 * 6 0 1 - 0 . 1 5 5 3 9 - 0 . 0 5 7 * 1 - 0 . 1 9 * 9 5 0 .  2 2 * * 9 - 0 . 1 1 ) 6 6 0 . 0 6 9 0 2 - 0 . 6 1 ) 1 6 - 0 .  2 9 0 1 2 - 0 .  0 ) 0 7 9 0 . 0 ) 2 6 6 - 0 . 1 0 1 6 )CCO t 0 . 2 1 7 2 6 0 . 7 6 5 6 9 - 0 . 0 9 5 7 0 0 . 0B617 - 0 . 2 1 1 1 6 0 . 3 5 7 1 7 0 . 0 2 ) 5 0 0. 15170 0 .  0 5 / 6  1 - 0 . 0 0 0 6 0 0 . 0 7 2 * 7 0 .  1 * 7 ) 0
CCO 2 - 0 . 0 6 6 0 6 0 . 5 9 1 2 1 0 . 0 1 2 * 1 - 0 . 6 * 7 0 0 - 0 .  11606 0 . 1 * 0 1 1 - 0 . 0 9 8 * 1 0 . 0 9 * 0 5 - 0 . 0 7 * 2 * 0 . 0 2 9 9 9 0 . 2 0 0 0 * 0 .  7 6 6 ) 7CCO] - 0 . 0 9 7 6 0 0 . 1 6 0  11 0 . 1 5 1 6 1 - 0 . 1 7 2 0 1 - 0 . 1 8 1 6 2 0 . 1 2 1  19 - 0 . 0 0 3 5 7 - 0 . 0 5 5 1 7 - 0 . 1 6 6 2 0 - 0 . 0 5 2 * 5 0 . 0 7 0 6  3 0 . 7 2 4 * 9CCO* 0 . 0 2 1 1 9 0 . 2 6 * 7 2 - 0 . 0 0 7 2 6 - 0 . 0 * 1 1 6 - 0 . 0 8 1 9 6 0 . 9 1 7 1 6 - 0 . 0 1 6 5 9 0 . 0 1 * 5 ) - 0 , 0 ) 1 6 1 - 0 . 0 * 5 2 9 0 . 0 ) 5 1 7 0 . 0 2 * 1 7
CC05 0 . 6 7 6 1 * 0 . 1 * 7 0 7 - 0 . 0 5 2 5 9 0 . 2 * * 5 9 - 0 .  15256 0 . 0 * 0 1 7 0 .  13015 0 . 0 7 * 7 ) - 0 .  15*70 - 0 . 0 * 1 * 0 - 0 . 3 2 1 ) 7 - 0 . 0 5 5 * 6CC 06 - 0 . 2 1 1 2 0 0 . 6 1 5 6 2 - 0 . 1 2 1 7 2 0 . 0 1 0 5 7 0 .  1 2* 6 ) 0 . 1 3 1 ) 6 0 . 1 * 1 6 * - 0 .  11980 - 0 . 0 1 2 9 9 0 . 0 ) 5 7 1 0 . 2 1 ) 7 0 - 0 .  1 ) 6 7 9
CC 01 0 .  1*72* 0 . 6 1 7 * * - 0 . 0 0 7 9 * 0 . 0 6 5 6 9 - 0 . 2 2 1 2 7 0 . 2 * 5 * 2 - 0 . 0 2 1 2 2 -0L 0 3 * 0 5 0 . 2 5 5 * 9 0 . 0 * 7 5 5 - 0 . 0 5 2 7 1 V . 9 1 117
CCO* 0 . 9 0 * 6  1 0 . 0 5 1 7 * - 0 . 0 * * * 5 - 0 . 0 0 1 * 6 - 0 . 2 1 2 9 5 - 0 . 0 1 5 * 0 0 . 0 1 1 8 5 C. 0 2 6 * 8 - 0 . 0 2 3 9 6 - 0 .  10692 - 0 . 0 7 5 6 0 0 . 0 1 * 2 5CcOa - 0 . 2 * 0 * 2 - 0 . 0 1 1 6 * - 0 . 2 1 7 * 9 - 9 . 0 * 6 9 1 0 . 6 * 0 1 1 - 0 . 0 9 9 9 0 0 . 0 0 1 * 8 0 . 0 ) 1 9 1 0 . 0 * 7 2 5 0 . 0 1 2 * ) 0 . 0 1 0 * 6 - 0 . 0 5 5 1 7
CC 10 - 0 . 2 9 7 5 7 - 0 . 0 5 6 9 6 - 0 . 1 1 1 0 * 0 . 1 9 9 1 9 0 . 7 2 ) 6 * 0 .  05901 0 . 0 2 1 5 ) 0 . 0 9 1 2 6 0 . 0 2 7 9 9 0 .  16*9* - 0 . 0 * 1 6  5 - 0 . 1 7 0 * 5
CC t 1 0 . 0 * 2 9 5 0 . 2 6 1 6 6 - 0 . 0 0 7 5 9 0 . 9 1 1 5 2 - 0 . 0 0 5 1 2 - 0 . 0 1 1 8 6 0 . 0 2 6 0 6 0. 0 * 2 * 8 - 0 . 0 9  966 - 0 . 0 1 7 1 * - 0 . 0 0 1 9 9 0 . 0 5 ) 6 2Cr 12 - 0 . 1 * 6 2 2 0 . 1 * 2 1 * - 0 . 1 1 0 9 8 - 0 . 0 1 9 2 * 0 . 0 6 9 2 6 0 . 0 1 0 1 5 0 . 0 ) 5 8 2 - 0 .  15*05 0 .  798 10 0 . 0 ) 9 9 6 - 0 . 0 6  251 - 0 . 0 5 7 7 7
CC 1 1 0 . 9 1 * 6 1 - 0 . 0 7 1 0 2 0 . 0 6 6 1 0 - 0 . 0 7 9 * 1 - 0 .  1 1255 0 . 0 1 9 6 1 0 . 0 * 1 2 7 0.  10165 0 . 00 801 - 0 . 0 9 9 1 2 - 0 . 0 6 * 5 6 0 . 0 1 4 6 6
CC 1* - 0 . 1 8 * 1 6 - 0 . 0 2 7 6 6 - 0 . 1 1 5 1 5 - 0 .  2*90* - 0 . 0 5 * 1 1 - 0 . 1 5 ) 8 7 0 . 1 9 5 0 5 - 0 . 0 2 1 * 2 - 0 .  12019 - 0 . 0 5 7 6 * 0 . 6 * 7 * 2 - 0 . 1 1 7 5 5ccis - 0 . 0 9 5 5 6 0 . 1 * 9 6 0 - 0 . 0 5 7 6 6 - 0 . 1 6 1 0 * - 0 . 0 6 2 5 1 0 .  *0969 0 . 1 2 0 * 5 0. 2 1 51 9 - 0 .  2*062 - 0 .  181 )1 0 . 5 * 1 0 * - 0 . 2 5 5 2 9CC 16 0 . 1 7 0 1 7 0 . 2 2 6 6 8 0 . 0 9 7 7 * 0 . 0 1 6 0 * - 0 . 0 6 * 6 0 - 0 . 0 * 0 6 8 0 . 9 0 * 1 ) 0. 0 6 2 5 9 0 .  17865 0 . 0 6 ) 5 ) - 0 . 0 « « 2 * 0 . 5 6 * 6 9CC W 0 . 0 1 6 9 6 - 0 . 0 1 3 1 7 0 . 0 * 9 3 6 0 .  126*2 0 . 0 * 9 1 6 0 . 0 1 0 5 2 0 . 9 5 1 1 6 - 0 . 0 2 7 1 6 - 0 . 0 1 3 2 9 0 . 0 7 9 1 9 - 0 . 0 ) 7 1 6 0 . 0 2 0 6 1CC IS - 0 . 1 * 2 2 0 0 . 3 1 * 9 1 - 0 . 0 7 * 2 7 - 0 . 0 2 6 0 2 0 . 0 2 1 9 6 - 0 . 0 2 9 8 1 0 . 0 * 7 7 9 0 . 0 2 7 6 8 0 . 0 0 8 2  1 0 . 9 * 1 1 5 - 0 . 0 6 5 7 2 - 0 . 0 0 0 1 0CC IT - 0 . 1 5 7 * 0 - 0 . 1 * 8 0 7 0 . 9 0 1 9 * - 0 . 1 3 1 0 5 - 0 . 0 1 0 7 9 - 0 . 0 6 2 9 * 0 . 0 J 7 7 ) 0 . 0 0 1 * 6 - 0 .  06 17 t - 0 . 0 6 5 7 6 0 . 0 7 0 9 0 0 . 0 6 ) 7 2
C C 20 - 0 . 0 1 * 1 6 - 0 . 0 3 2 * 1 0 . 9 6 7 0 1 0 . 2 2 0 7 1 - 0 . 0 7 9 2  3 - 0 . 0 2 1 2 8 9 . 0 * 1 6 9 0 . 0 1 9 6  1 - 0 .  0160 7 - 0 . 0 5 1 1 5 - 0 . 0 * 2 1 3 0 . 0 2 2 6 2CC Z 2 0 . 0 9 0 0 1 - 0 . 1 * *  25 0 . 0 1 5 8 ? -0.0 6 8 1 * 0 . 0 ) 5 1 6 0 . 0 2 ) 1 7 - 0 . 2 7 9 6 2 -0. 1*1/1 0 . 0 7  56* 0 . 3 6 1 5 6 0 . 6  176 I 0 . 2 5 0 1 8CC Z 1 0.0202* 0 . 5 6 1 2 9 - 0 .  11850 - 0 . 0 * 6 2 5 - 0 . 0 1 6 9 5 0 . 5 2 9 ) 5 0 . 2 9 2 8 1 0.  22 12 0 0 .  16715 0 . 2 0 ) 3 6 0 . 0 9 6 * 7 0 . 1 1 ) 1 9
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