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In this paper we establish a general method for improving the discrete Hilbert-type
inequalities via the Hermite–Hadamard inequality. The general result is then applied to
homogeneous kernels. Moreover, some particular homogeneous kernels are considered,
and a whole series of refinements of some recent results known from the literature are
yielded. In addition some particular non-homogeneous cases are also considered.
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1. Introduction
One of the earliest variants of the Hilbert inequality, the well-known Hilbert double-series theorem, claims that
∞
i=1
∞
j=1
aibj
i+ j ≤
π
sin

π
p
  ∞
i=1
aip
 1
p
 ∞
j=1
bjq
 1
q
, (1)
where (ai)i∈N ∈ lp, (bj)j∈N ∈ lq, and p, q are conjugate exponents, that is 1/p+ 1/q = 1, where p > 1.
The Hilbert inequality is one of the most important inequalities in mathematical analysis and, although classical, is still a
field of interest to numerousmathematicians. For decades, it was generalized inmany different directions, such as extension
to the integral case, extension to the multidimensional case, consideration of settings with various kernels and the weight
functions etc. The resulting inequalities are usually called the Hilbert-type inequalities. In this paper we shall be occupied
only with a discrete case. For more details about the integral case the reader is referred to [1,2].
Hilbert-type inequalities can also be considered in the setting with non-conjugate parameters. Suppose p and q are real
parameters, such that
p > 1, q > 1,
1
p
+ 1
q
≥ 1, (2)
and let p′ = pp−1 and q′ = qq−1 respectively be their conjugate exponents, that is, 1p + 1p′ = 1 and 1q + 1q′ = 1. Further, define
λ = 1
p′
+ 1
q′
(3)
✩ The paper has been evaluated according to the old ‘‘Aims and Scope’’ of the journal.
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and observe that 0 < λ ≤ 1 holds for all p and q as in (2). In particular, equality λ = 1 holds in (3) if and only if q = p′, that
is, only if p and q are mutually conjugate. Otherwise, we have 0 < λ < 1, and such parameters p and qwill be referred to as
non-conjugate exponents.
One of the recent generalizations of the Hilbert inequality (1) refers to p, q, λ as in (2) and (3) and the homogeneous
kernel K : R+ × R+ → R of degree−s, s > 0, which is strictly decreasing in each argument. It claims (see paper [3]) that
the inequality
∞
i=1
∞
j=1
Kλ(i, j)aibj ≤ C
 ∞
i=1
i

A1−A2+ 1−sq′

papi
 1
p
 ∞
j=1
j

A2−A1+ 1−sp′

qbqj
 1
q
, (4)
where C = k 1p′ (2 − A1p′ − s)k
1
q′ (A2q′), k(α) =
∞
0 K(1, u)u
−αdu, holds for all real parameters A1 and A2 such that
A1p′, A2q′ ∈ ⟨max {1− s, 0} , 1⟩ and for all sequences (ai)i∈N and (bj)j∈N of non-negative real numbers. Of course, the series
and integrals are assumed to be convergent. Clearly, the above inequality (4) covers inequality (1), as well as numerous
recent results, known from the literature (see, for example, papers [4–6]). Namely, if K(x, y) = (x+y)−s, the above constant
C reduces to
L = B 1q′ s+ A2q′ − 1, 1− A2q′ B 1p′ s+ A1p′ − 1, 1− A1p′ , (5)
where B(·, ·) denotes the well-known Beta function, that is,
B (a, b) =
 1
0
ta−1 (1− t)b−1 dt, a, b > 0. (6)
On the other hand, numerous mathematicians have been concerned with improving the discrete Hilbert-type
inequality, using various techniques, among them, the well-known Euler–Maclaurin summation formula (see [7]). For such
improvements, the reader is referred to papers [8–10,6].
The main objective of this paper is to establish a different method which is useful in improving the discrete Hilbert-type
inequalities. This method will be based on the well-known Hermite–Hadamard inequality. Recall that if f : [a, b] → R is a
convex function, then
f

a+ b
2

≤ 1
b− a
 b
a
f (t)dt ≤ f (a)+ f (b)
2
. (7)
The paper is organized in the followingway: after this Introduction, in Section 2, with the help of the Hermite–Hadamard
inequality, we establish the basic result concerning discrete Hilbert-type inequalities with a general kernel and the weight
functions. Further, in Section 3 the general result is then applied to discrete inequalities with the homogeneous kernel.
Moreover, in Section 4 some particular settingswith homogeneous kernels are considered and comparedwith actual results,
known from the literature. Finally, in Section 5 some particular settings with non-homogeneous kernels are also considered.
2. The basic theorem and some remarks
When dealingwith discrete Hilbert-type inequalities, some integral bounds are used for certain sums. Usually, such sums
can be recognized as the lower Darboux sums for the corresponding integrals. Of course, this requires monotonic decrease
of the function that defines the integral sum, as was the case for inequality (4).
In this section, as distinguished from the above discussion, we are going to adjust the Hermite–Hadamard inequality,
in order to bound the integral sum with the integral. Of course, this requires some additional assumptions concerning
convexity, but as a consequence, we shall obtain better results than in the previously discussed case.
Now, we state and prove the main result that will be the base for our further investigation.
Theorem 1. Let p, q, and λ be as in (2) and (3), and let m,M, n,N ∈ N be such that m < M and n < N. Suppose that
K : [m− 12 ,M + 12 ]× [n− 12 ,N + 12 ] → R, ϕ : [m− 12 ,M + 12 ] → R, ψ : [n− 12 ,N + 12 ] → R are non-negative measurable
functions fulfilling the following conditions:
(i) the functions K(i, t)ψ−q′(t) are convex on interval [n− 12 ,N + 12 ] for every i = m,m+ 1, . . . ,M;
(ii) the functions K(t, j)ϕ−p′(t) are convex on interval [m− 12 ,M + 12 ] for every j = n, n+ 1, . . . ,N.
Then the inequality
M
i=m
N
j=n
Kλ(i, j)aibj ≤
 M
i=m
ϕp(i)
 N+ 12
n− 12
K(i, t)
ψq
′
(t)
dt
 p
q′
api

1
p
 N
j=n
ψq(j)
 M+ 12
m− 12
K(t, j)
ϕp
′
(t)
dt
 q
p′
bqj

1
q
(8)
holds for all sequences (ai)i∈N and (bj)j∈N of non-negative real numbers.
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Proof. Since 1/q′ + 1/p′ + 1− λ = 1, the left-hand side of inequality (8) can be rewritten as
M
i=m
N
j=n
Kλ(i, j)aibj =
M
i=m
N
j=n

K(i, j)
ψq
′
(j)
ϕp(i)F p−q
′
i a
p
i
 1
q′
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′
(i)
ψq(j)Gq−p
′
j b
q
j
 1
p′ 
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q
j a
p
i b
q
j
1−λ
,
where
Fi =

N
j=n
K(i, j)
ψq
′
(j)
 1
q′
, i = m,m+ 1, . . . ,M,
and
Gj =

M
i=m
K(i, j)
ϕp
′
(i)
 1
p′
, j = n, n+ 1, . . . ,N.
Now, by using the Hölder inequality, eitherwith the parameters q′, p′, 1/(1−λ) > 1 in the case of non-conjugate exponents
p and q, or with the parameters p and p′ when q′ = p (that is, when λ = 1), and then changing the order of summation, we
obtain that the right-hand side of the above relation is not greater than
M
i=m

N
j=n
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′
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=

M
i=m
ϕp(i)F pi a
p
i
 1
q′ +1−λ  N
j=n
ψq(j)Gqj b
q
j
 1
p′ +1−λ
=

M
i=m
ϕp(i)F pi a
p
i
 1
p

N
j=n
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q
,
since 1/q′ + 1− λ = 1/p and 1/p′ + 1− λ = 1/q. Hence, we have obtained the inequality
M
i=m
N
j=n
Kλ(i, j)aibj ≤

M
i=m
ϕp(i)F pi a
p
i
 1
p

N
j=n
ψq(j)Gqj b
q
j
 1
q
. (9)
The further step is to estimate the terms of the sequences Fi, i = m,m + 1, . . . ,M , and Gj, j = n, n + 1, . . . ,N , via the
Hermite–Hadamard inequality.
Since the functions K(i, t)ψ−q′(t) are convex on interval [n − 12 ,N + 12 ] for every i = m,m + 1, . . . ,M , application of
the Hermite–Hadamard inequality on intervals [j− 12 , j+ 12 ] yields the following series of inequalities:
K(i, j)
ψq
′
(j)
≤
 j+ 12
j− 12
K(i, t)
ψq
′
(t)
dt, j = n, n+ 1, . . . ,N.
Now, summing these inequalities we have
N
j=n
K(i, j)
ψq
′
(j)
≤
 N+ 12
n− 12
K(i, t)
ψq
′
(t)
dt, i = m,m+ 1, . . . ,M,
that is,
Fi ≤
 N+ 12
n− 12
K(i, t)
ψq
′
(t)
dt
 1
q′
, i = m,m+ 1, . . . ,M. (10)
Finally, the same conclusion can be drawn by exploiting the convexity of functions K(t, j)ϕ−p′(t), j = n, n + 1, . . . ,N , on
interval [m− 12 ,M + 12 ]. In that case we have estimates
Gj ≤
 M+ 12
m− 12
K(t, j)
ϕp
′
(t)
dt
 1
p′
, j = n, n+ 1, . . . ,N, (11)
and the proof is now completed. 
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Remark 1. Assuming the convergence of the series and integrals, the proof of Theorem 1 also provides inequality (8) for
M = N = ∞. In that case, inequality (8) reads
∞
i=m
∞
j=n
Kλ(i, j)aibj ≤
 ∞
i=m
ϕp(i)
 ∞
n− 12
K(i, t)
ψq
′
(t)
dt
 p
q′
api

1
p
 ∞
j=n
ψq(j)
 ∞
m− 12
K(t, j)
ϕp
′
(t)
dt
 q
p′
bqj

1
q
. (12)
In such infinite settings all the integrals and series will assumed to be convergent, without further explanation.
Remark 2. Let us explain here why the method presented in Theorem 1 yields a better result than the method used in
obtaining inequality (4). Namely, with the notation as in Theorem 1, the method used in obtaining inequality (4) is based
on the assumptions that the functions K(i, t)ψ−q′(t) and K(t, j)ϕ−p′(t), i = m,m + 1, . . . ,M, j = n, n + 1, . . . ,N , are
strictly decreasing on its domains. Hence,
M
i=m K(i, t)ψ−q
′
(t) and
N
j=n K(t, j)ϕ−p
′
(t) are the lower Darboux sums for the
corresponding integrals, that is,
N
j=n
K(i, j)
ψq
′
(j)
≤
 N
n−1
K(i, t)
ψq
′
(t)
dt,
M
i=m
K(i, j)
ϕp
′
(i)
≤
 M
m−1
K(t, j)
ϕp
′
(t)
dt,
i = m,m + 1, . . . ,M, j = n, n + 1, . . . ,N , provided that all the functions are defined on the corresponding intervals.
Clearly, due to the described monotonicity, these estimates are worse than estimates (10) and (11).
Remark 3. Note that the sign of inequality in (9) depends only on the parameters p′, q′, and λ, since the crucial step in
proving this relation was in applying the Hölder inequality. Therefore, besides p′, q′ > 1 and 0 < λ ≤ 1, as in (2) and (3),
we can consider exponents which provide the reversed sign of the inequality in (9). In particular, if the parameters p and q
from Theorem 1 are such that p < 0, 0 < q < 1, and 1/p + 1/q ≤ 1, we have 0 < p′ < 1, q′ < 0, and 1 − λ ≤ 0, so the
sign of the inequality in (9) is reversed as a direct consequence of the so-called reversed Hölder inequality (for details,
see e.g. [2, Chapter V]). The same result can also be achieved by replacing the roles of parameters p and q. Moreover,
by using the same arguments, parameters 0 < p, q < 1 give another sufficient condition for the reversed inequality
sign in (9).
On the other hand, in order to obtain the reversed sign of inequality (8), the previous assumptions on parameters p and q
should be consistentwith the estimates for Fi, i = m,m+1, . . . ,M , andGj, j = n, n+1, . . . ,N (see the proof of Theorem1).
In other words, the estimates (10) and (11) should also hold with the reversed sign of the inequality, and that is possible
only if p′, q′ < 0which implies that 0 < p, q < 1. Comparing this with the above discussion concerning the reversed Hölder
inequality, we conclude that the reversed inequality in (8) holds if and only if 0 < p, q < 1.
Remark 4. It is well-known that to every Hilbert-type inequality one can assign its equivalent form, the so-called
Hardy–Hilbert-type inequality. The equivalent Hardy–Hilbert-type inequality assigned to (8) in such a way reads
N
j=n
ψ−q
′
(j)
 M+ 12
m− 12
K(t, j)
ϕp
′
(t)
dt
− q′
p′

M
i=m
Kλ(i, j)ai
q′
1
q′
≤
 M
i=m
ϕp(i)
 N+ 12
n− 12
K(i, t)
ψq
′
(t)
dt
 p
q′
api

1
p
, (13)
and is established by substituting the sequence
bj = ψ−q′(j)
 M+ 12
m− 12
K(t, j)
ϕp
′
(t)
dt
− q′
p′

M
i=m
Kλ(i, j)ai
 q′
q
, j = n, n+ 1, . . . ,N,
in (8). For more details about the equivalent form of the Hilbert-type inequality, the reader is referred to [3,1].
3. A unified approach to Hilbert-type inequalities with a homogeneous kernel
In this section we are concerned with homogeneous kernels with negative degree of homogeneity, which are defined for
all positive arguments, i.e. on the set R+×R+. Recall that function K : R+×R+ → R is homogeneous of degree−s, s > 0,
if K(tx, ty) = t−sK(x, y) for every x, y ∈ R+ and t ∈ R+. In addition, the weight functions provided will be chosen to be the
power functions.
Remark 5. When dealing with a homogeneous kernel and the power weight functions, conditions (i) and (ii) from
Theorem 1, referring to convexity, can be rewritten in a more suitable form. Namely, suppose that the function f (t) =
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K(1, t)t−a is convex on interval [ 2n−12M , 2N+12m ], where K is homogeneous function of degree−s, s > 0 and n < N,m < M are
positive integers. Then, considering the functions fi(t) = K(i, t)t−a, i = m,m+ 1, . . . ,M , we have
fi(λt1 + (1− λ)t2) = i−a−sf

λ
t1
i
+ (1− λ) t2
i

≤ i−a−sλf

t1
i

+ i−a−s(1− λ)f

t2
i

= λfi(t1)+ (1− λ)fi(t2),
for t1, t2 ∈ [n− 12 ,N+ 12 ] and 0 ≤ λ ≤ 1. This means that the functions fi, i = m,m+1, . . . ,M , are also convex on interval
[n − 12 ,N + 12 ]. By the same arguments, convexity of the function g(t) = K(t, 1)t−a on the interval [ 2m−12N , 2M+12n ] implies
convexity of the functions gj(t) = K(t, j)t−a, j = n, n+ 1, . . . ,N , on interval [m− 12 ,M + 12 ].
Therefore, if ϕ(t) = tA1 and ψ(t) = tA2 , then, with the notation as in Theorem 1, the conditions:
(i′) function K(1, t)ψ−q′(t) is convex on interval [ 2n−12M , 2N+12m ];
(i′′) function K(t, 1)ϕ−p′(t) is convex on interval [ 2m−12N , 2M+12n ];
imply conditions (i) and (ii) from Theorem 1. In particular, if m = n = 1 andM = N = ∞ then convexity of the functions
K(1, t)t−A2q′ and K(t, 1)t−A1p′ on R+ implies convexity of functions K(i, t)t−A2q
′
and K(t, j)t−A1p′ on R+ for all i, j ∈ N. This
fact will frequently be used in order to make checking of convexity conditions easier.
Now, in order to present our main result referring to homogeneous kernels, we define the integral
k(α; r1, r2) =
 r2
r1
K(1, t)t−αdt, 0 ≤ r1 < r2 ≤ ∞, (14)
where the argumentsα, r1 and r2 are such that (14) converges. In addition, if r1 = 0 and r2 = ∞, then the integral k(α; 0,∞)
will simply be denoted by k(α), as in the Introduction.
Theorem 2. Let p, q, and λ be as in (2) and (3), let m,M, n,N ∈ N be such that m < M, n < N and let K : R+×R+ → R be a
non-negative homogeneous function of degree−s, s > 0. If A1 and A2 are real parameters such that the functions K(1, t)t−A2q′
and K(t, 1)t−A1p′ are convex on intervals [ 2n−12M , 2N+12m ] and [ 2m−12N , 2M+12n ] respectively, then the inequality
M
i=m
N
j=n
Kλ(i, j)aibj ≤

M
i=m
i

A1−A2+ 1−sq′

pk
p
q′

A2q′; 2n− 12i ,
2N + 1
2i

api
 1
p
×

N
j=n
j

A2−A1+ 1−sp′

qk
q
p′

2− A1p′ − s; 2j2M + 1 ,
2j
2m− 1

bqj
 1
q
(15)
holds for all sequences (ai)i∈N and (bj)j∈N of non-negative real numbers.
Proof. Considering Theorem 1 equipped with the power weight functions ϕ(i) = iA1 and ψ(j) = jA2 , and in view of the
homogeneity of kernel K : R+ × R+ → R, we have N+ 12
n− 12
K(i, t)t−A2q
′
dt = i1−s−A2q′
 2N+1
2i
2n−1
2i
K(1, t)t−A2q
′
dt
= i1−s−A2q′k

A2q′; 2n− 12i ,
2N + 1
2i

and  M+ 12
m− 12
K(t, j)t−A1p
′
dt = j1−s−A1p′
 2j
2m−1
2j
2M+1
K(1, t)ts+A1p
′−2dt
= j1−s−A1p′k

2− A1p′ − s; 2j2M + 1 ,
2j
2m− 1

.
Hence, the result follows from inequality (8). 
An important consequence of Theorem 2 is the corresponding result for infinite series, that is, when m = n = 1 and
M = N = ∞.
Corollary 1. Let p, q, and λ be as in (2) and (3), and let K : R+ × R+ → R be a non-negative homogeneous function of degree
−s, s > 0. If A1 and A2 are real parameters such that the functions K(1, t)t−A2q′ and K(t, 1)t−A1p′ are convex on R+, then the
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inequality
∞
i=1
∞
j=1
Kλ(i, j)aibj ≤
 ∞
i=1
i

A1−A2+ 1−sq′

pk
p
q′

A2q′; 12i ,∞

api
 1
p
×
 ∞
j=1
j

A2−A1+ 1−sp′

qk
q
p′

2− A1p′ − s; 0, 2j

bqj
 1
q
(16)
holds for all sequences (ai)i∈N and (bj)j∈N of non-negative real numbers.
Remark 6. According to the obvious estimates
k

A2q′; 12i ,∞

≤ k A2q′ and k 2− A1p′ − s; 0, 2j ≤ k 2− A1p′ − s ,
which are valid for all i, j ∈ N, we conclude that the right-hand side of the inequality (16) is not greater than the right-hand
side of inequality (4). In such a way we get the interpolating series of inequalities, that is, inequality (16) refines inequality
(4) from the Introduction. As we have already discussed, assumptions on the convexity as in Corollary 1 yield a better result
than the assumptions on monotonicity of the kernel in each argument.
4. Some important examples with homogeneous kernels
In the sequel we consider Corollary 1 in some particular settings concerning the homogeneous kernels. Our first example
refers to a homogeneous kernel K : R+×R+ → R, defined by K(x, y) = (x+ y)−s, s > 0. In such a way we shall obtain the
weight functions expressed in terms of the incomplete Beta function. Recall that the incomplete Beta function is defined by
Br (a, b) =
 r
0
ta−1 (1− t)b−1 dt, a, b > 0. (17)
Clearly, if r = 1 the incomplete Beta function reduces to the usual Beta function (6) and obviously, Br (a, b) ≤ B (a, b) , a, b >
0, 0 ≤ r ≤ 1. Hence, in the above setting, Corollary 1 reduces to the following form.
Corollary 2. Let p, q, and λ be as in (2) and (3), and let s > 0. If A1 and A2 are real parameters such that A1p′, A2q′ ∈
⟨max {1− s, 0} , 1⟩, then the inequality
∞
i=1
∞
j=1
aibj
(i+ j)λs ≤
 ∞
i=1
i

A1−A2+ 1−sq′

pB
p
q′
2i
2i+1

s+ A2q′ − 1, 1− A2q′

api
 1
p
×
 ∞
j=1
j

A2−A1+ 1−sp′

qB
q
p′
2j
2j+1

s+ A1p′ − 1, 1− A1p′

bqj
 1
q
(18)
holds for all sequences (ai)i∈N and (bj)j∈N of non-negative real numbers.
Proof. In order to apply Corollary 1, we have to check that the functions K(1, t)t−A2q′ and K(t, 1)t−A1p′ are convex on R+,
where K(x, y) = (x + y)−s. Due to the symmetry, it is enough to show that the function f (t) = (1 + t)−st−a is convex on
R+ for a > 0. By taking its second derivative, we have
f ′′(t) = (s+ a)(s+ a+ 1)t
2 + 2a(s+ a+ 1)t + a(a+ 1)
ta+2(1+ t)s+2 , (19)
that is, f ′′(t) > 0 for t ∈ R+ since a > 0 and s > 0.
Since the assumptions as in Corollary 1 are fulfilled,we are ready to apply inequality (16) in the settingwith homogeneous
kernel K(x, y) = (x+ y)−s.
With the definition of the incomplete Beta function and using the substitution t = 1u − 1, we have
k

A2q′; 12i ,∞

=
 ∞
1
2i
t−A2q′
(1+ t)s dt =
 2i
2i+1
0
us+A2q
′−2(1− u)−A2q′du
= B 2i
2i+1

s+ A2q′ − 1, 1− A2q′

.
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Similarly, the substitution t = u1−u yields
k

2− A1p′ − s; 0, 2j
 =  2j
0
ts+A1p′−2
(1+ t)s dt =
 2j
2j+1
0
us+A1p
′−2(1− u)−A1p′du
= B 2j
2j+1

s+ A1p′ − 1, 1− A1p′

,
that is, the result follows from inequality (16).
Note also that the intervals defining the parameters A1 and A2 are established due to the domain of the incomplete Beta
function and the convexity of the functions (1+ t)st−A1p′ and (1+ t)st−A2q′ . 
Remark 7. Since the incomplete Beta function is boundedby theusual Beta functionwith the samearguments, the estimates
B 2i
2i+1

s+ A2q′ − 1, 1− A2q′
 ≤ B s+ A2q′ − 1, 1− A2q′
and
B 2j
2j+1

s+ A1p′ − 1, 1− A1p′
 ≤ B s+ A1p′ − 1, 1− A1p′ ,
hold for all i, j ∈ N. Moreover, since the right-hand sides of the above estimates does not depend on i and j, we conclude
that the right-hand side of inequality (18) is not greater than
L
 ∞
i=1
i

A1−A2+ 1−sq′

papi
 1
p
 ∞
j=1
j

A2−A1+ 1−sp′

qbqj
 1
q
,
where L is defined by (5). Of course, we again obtain the interpolating series of inequalities and our inequality (18) refines
some recent results known from the literature, related to the Beta function (see for example papers [3–5]). This will be
justified in the following remark.
Remark 8. According to the previous remark, when considering the parameters A1 = A2 = 2−sλp′q′ , where 2−sλp′ , 2−sλq′ ∈⟨max {1− s, 0} , 1⟩, Corollary 2 together with Remark 7 provides the following interpolating series of inequalities:
∞
i=1
∞
j=1
aibj
(i+ j)λs
≤
 ∞
i=1
i
(1−s)p
q′ B
p
q′
2i
2i+1

s+ λq′ − 2
λq′
,
s+ λp′ − 2
λp′

api
 1
p
 ∞
j=1
j
(1−s)q
p′ B
q
p′
2j
2j+1

s+ λp′ − 2
λp′
,
s+ λq′ − 2
λq′

bqj
 1
q
≤ Bλ

s+ λp′ − 2
λp′
,
s+ λq′ − 2
λq′
 ∞
i=1
i
(1−s)p
q′ api
 1
p
 ∞
j=1
j
(1−s)q
p′ bqj
 1
q
,
where we used the fact that the usual Beta function is symmetric in arguments. In particular, considering the conjugate
exponents, that is when λ = 1, p = q′ and q = p′, and removing the middle expression in the above series of inequalities,
we get the result from paper [5]. Hence, our result refines the mentioned result from [5].
Moreover, considering the kernel of degree −1, i.e. s = 1, in the conjugate case, the above series of inequalities
reduces to
∞
i=1
∞
j=1
aibj
i+ j ≤
 ∞
i=1
B 2i
2i+1

1
q
,
1
p

api
 1
p
 ∞
j=1
B 2j
2j+1

1
p
,
1
q

bqj
 1
q
≤ π
sin

π
p
  ∞
i=1
api
 1
p
 ∞
j=1
bqj
 1
q
,
since B(1/p, 1/q) = π/ sin (π/p). Note that this relation interpolates the Hilbert theorem for the double series (1) from the
Introduction. In addition, if p = q = 2, then B 2i
2i+1
 1
2 ,
1
2
 = arctan√2i, since Br  12 , 12  = 2 arctan r1−r , 0 ≤ r ≤ 1.
To end the previous discussion concerning some particular choices of parameters A1 and A2, we give yet another example
in which we are able to find the explicit formulas for the incomplete Beta functions. This is the content of the following
remark.
Remark 9. If 1 < s < 2 then the parametersA1 = 2−sp′ andA2 = 2−sq′ arewell-defined in the sense of Corollary 2. Considering
inequality (18) in this particular setting, we see that all terms with the incomplete Beta function have a form Br(1, s − 1).
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Now, since
Br(1, s− 1) = 1s− 1

1− (1− r)s−1 , 0 ≤ r ≤ 1,
inequality (18) together with Remark 7 provides the following series of inequalities:
∞
i=1
∞
j=1
aibj
(i+ j)λs
≤ (s− 1)−λ
 ∞
i=1
i(3−s)(p−1)−λp

1− (2i+ 1)1−s pq′ api
 1
p
 ∞
j=1
i(3−s)(q−1)−λq

1− (2j+ 1)1−s qp′ bqj
 1
q
≤ (s− 1)−λ
 ∞
i=1
i(3−s)(p−1)−λpapi
 1
p
 ∞
j=1
i(3−s)(q−1)−λqbqj
 1
q
.
Below we study some other examples of homogeneous kernels. Our next result refers to a homogeneous kernel K :
R+ × R+ → R, defined by K(x, y) = min−r{x, y}maxr−s{x, y}, s > 0, r ∈ ⟨ s2 , s2 + 1⟩, which is also suitable for use in
Corollary 1.
Corollary 3. Suppose that p, q, and λ are as in (2) and (3), and let s, r > 0 be real parameters such that r ∈ ⟨ s2 , s2 + 1⟩. If A1
and A2 are real parameters such that A1p′, A2q′ ∈ ⟨r − s+ 1, 1− r⟩, then the inequality
∞
i=1
∞
j=1
aibj
λr
min{i, j} λ(s−r)max {i, j}
≤
 ∞
i=1
i

A1−A2+ 1−sq′

p

k(A2q′)− (2i)
A2q′+r−1
1− A2q′ − r
 p
q′
api

1
p
×
 ∞
j=1
j

A2−A1+ 1−sp′

q

k(A1p′)− (2j)
A1p′+r−1
1− A1p′ − r
 q
p′
bqj

1
q
, (20)
where
k(a) = s− 2r
(1− a− r)(a+ s− r − 1) ,
holds for all sequences (ai)i∈N and (bj)j∈N of non-negative real numbers.
Proof. We have to check that the kernel K(x, y) = min−r{x, y}maxr−s{x, y} fulfills conditions as in Corollary 1. Due to the
symmetry it is enough to show that the function f (t) = K(1, t)t−a is convex on R+ for a ∈ ⟨r − s + 1, 1 − r⟩. Clearly, f
consists of two branches, that is,
f (t) =

t−a−r , 0 < t ≤ 1
t r−a−s, t > 1.
Obviously, f is convex on intervals ⟨0, 1] and ⟨1,∞⟩. Moreover, considering the first derivative, we have f ′−(1) = −a− r <
r − a− s = f ′+(1), which means that f is convex on R+.
Now, considering Corollary 1 we have
k

A2q′; 12i ,∞

=
 1
1
2i
t−A2q
′−rdt +
 ∞
1
t r−A2q
′−sdt = k(A2q′)− (2i)
A2q′+r−1
1− A2q′ − r
and
k

2− A1p′ − s; 0, 2j
 =  1
0
tA1p
′+s−r−2dt +
 2j
1
tA1p
′+r−2dt
= k(A1p′)− (2j)
A1p′+r−1
1− A1p′ − r ,
that is, we get inequality (20) from (16). 
So far, we have considered homogeneous kernels with a negative degree of homogeneity. This restrictionwas adjusted to
the particular settings including the Beta and the incomplete Beta function. However, assuming the convergence, Theorem 2
and Corollary 1 are also meaningful for the remaining degrees of homogeneity.
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Our next example deals with a particular homogeneous kernel of zero degree, that is K : R+ × R+ → R, defined
by K(x, y) = x/y. Let us emphasize some significant characteristics of this kernel. As distinguished from the kernel
(x+ y)−s, s > 0, the kernel K(x, y) = x/y is not symmetric, and is not strictly decreasing in both arguments. Moreover, the
method used in obtaining the inequality (4) is not applicable in this case. On the other hand, kernel K(x, y) = x/y fulfills
convexity conditions as in Corollary 1; hence we have the following result.
Corollary 4. Suppose that p, q, and λ are as in (2) and (3). If A1 and A2 are real parameters such that A1p′ > 2 and A2q′ > 0,
then the inequality
∞
i=1
∞
j=1

i
j
λ
aibj ≤ 2
A1+A2− 2p′
(A1p′ − 2)
1
p′ (A2q′)
1
q′
 ∞
i=1
i

A1+ 1q′

papi
 1
p
 ∞
j=1
j

A2− 1p′

qbqj
 1
q
(21)
holds for all sequences (ai)i∈N and (bj)j∈N of non-negative real numbers.
Proof. In order to exploit Corollary 1 for the homogeneous kernel K(x, y) = x/y, we easily check that the functions
K(1, t)t−A2q′ = t−1−A2q′ and K(t, 1)t−A1p′ = t1−A1p′ are convex on R+ for the parameters A1 and A2 as in the statement
of this corollary.
Hence, we have
k

A2q′; 12i ,∞

=
 ∞
1
2i
t−1−A2q
′
dt = (2i)
A2q′
A2q′
and similarly,
k

2− A1p′; 0, 2j
 =  2j
0
tA1p
′−3dt = (2j)
A1p′−2
A1p′ − 2 ,
so the result follows from inequality (16). 
5. A non-conjugate example and concluding remarks
Themethoddeveloped in this paper is often usefulwhen considering somenon-homogeneous kernels. Here,we are going
to consider the kernel K : R+×R+ → R, defined by K(x, y) = (1+xy)−s, s > 0, equippedwith the powerweight functions.
Clearly, we start here with the general result, that is, Theorem 1, since the kernel is non-homogeneous. As a consequence,
we obtain the following result.
Corollary 5. Let p, q, and λ be as in (2) and (3), and let s > 0. If A1 and A2 are real parameters such that A1p′, A2q′ ∈
⟨max {1− s, 0} , 1⟩, then the inequality
∞
i=1
∞
j=1
aibj
(1+ ij)λs ≤
 ∞
i=1
i

A1+A2− 1q′

pB
p
q′
2
i+2

s+ A2q′ − 1, 1− A2q′

api
 1
p
×
 ∞
j=1
j

A1+A2− 1p′

qB
q
p′
2
j+2

s+ A1p′ − 1, 1− A1p′

bqj
 1
q
(22)
holds for all sequences (ai)i∈N and (bj)j∈N of non-negative real numbers.
Proof. In order to apply inequality (12), we have to check convexity conditions (i) and (ii) from Theorem 1, for the kernel
K(x, y) = (1+ xy)−s and the weight functions ϕ(x) = xA1 and ψ(y) = yA2 .
Due to the symmetry, it is enough to show that the functions gi(t) = (1+ it)−st−a, i ∈ N, are convex on R+ for a > 0.
These functions can be rewritten as gi(t) = iaf (it), where f (t) = (1 + t)−st−a. Considering the second derivative we have
g ′′i (t) = ia+2f ′′(it), i ∈ N. In addition, the second derivative of f is given by the formula (19), which provides convexity of
the functions gi, i ∈ N, on R+.
Therefore, the assumptions as in Theorem 1 are fulfilled, so we use inequality (12) with m = n = 1. Considering the
substitution u = 1it+1 , i ∈ N, we have ∞
1
2
K(i, t)
ψq
′
(t)
dt =
 ∞
1
2
(1+ it)−st−A2q′dt = iq′A2−1
 2
i+2
0
us+A2q
′−2(1− u)−A2q′du
= iq′A2−1B 2
i+2

s+ A2q′ − 1, 1− A2q′

.
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Due to the symmetry, we also have ∞
1
2
K(t, j)
ϕp
′
(t)
dt =
 ∞
1
2
(1+ jt)−st−A1p′dt = jp′A1−1B 2
j+2

s+ A1p′ − 1, 1− A1p′

,
where j ∈ N, so the result follows. 
Remark 10. Since the incomplete Beta function is bounded by the usual Beta function with the same arguments, the right-
hand side of inequality (22) is not greater than
L
 ∞
i=1
i

A1+A2− 1q′

papi
 1
p
 ∞
j=1
j

A1+A2− 1p′

qbqj
 1
q
, (23)
where L is defined by (5). This also yields the interpolating series of inequalities as we have already discussed in the
previous section. For an illustration we just consider a particular choice of parameters A1 and A2 as in Remark 8, that is,
A1 = A2 = 2−sλp′q′ , where 2−sλp′ , 2−sλp′ ∈ ⟨max {1− s, 0} , 1⟩. In this setting, the above expression (23) reads
Bλ

s+ λp′ − 2
λp′
,
s+ λq′ − 2
λq′
 ∞
i=1
i
p
q′

2(2−s)
λp′ −1

api
 1
p
 ∞
j=1
j
q
p′

2(2−s)
λq′ −1

bqj
 1
q
. (24)
In the conjugate setting, that is, when λ = 1, p = q′, q′ = p, the expression (24) represents the right-hand side of the
appropriate inequality from paper [11]. Hence, our relation (22) can be regarded as both a refinement and a generalization
of the above mentioned result from [11].
We conclude this paper with a final remark concerning the reversed sign of the inequalities derived in this paper.
Remark 11. According to Remark 3, we conclude that the signs of all inequalities established in this paper are reversed if
0 < p, q < 1. Note also that this cannot happen in the conjugate case.
Further, in view of Remark 4, every inequality in this paper, that is, each Hilbert-type inequality, has a corresponding
equivalent Hardy–Hilbert form, which is valid under the same assumptions as the initial inequality. Such forms are omitted
here.
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