Given an abelian, CM extension K of any totally real number field k, we restate and generalise two conjectures 'of Stark type' made in [So5] . The Integrality Conjecture concerns the image of a p-adic map s K/k,S determined by the minus-part of the S-truncated equivariant L-function for K/k at s = 1. It is connected to the Equivariant Tamagawa Number Conjecture of Burns and Flach. The Congruence Conjecture says that s K/k,S gives an explicit reciprocity law for the element predicted by the corresponding Rubin-Stark Conjecture for K + /k. We then study the general properties of these conjectures and prove one or both of them under various hypotheses, notably when p ∤ [K : k], when k = Q or when K is absolutely abelian.
Introduction
Throughout this paper k will be a number field of finite degree d over Q and K will be a finite, Galois extension of k such that the group G := Gal(K/k) is abelian. We denote by S ∞ = S ∞ (k) and S ram = S ram (K/k) the sets consisting respectively of the infinite places of k and those which are finite and ramify in K, and we set S 0 = S 0 (K/k) = S ram ∪ S ∞ . If S is any finite set of places containing S 0 and s a complex number with Re(s) > 1, we define a convergent Euler product in the complex group ring of G ( 
The product ranges over those places q of k which are not in S. (Here and henceforth, finite places are identified with prime ideals.) σ q = σ q,K denotes the Frobenius element of G for q. If k is totally real and K a CM field with complex conjugation c ∈ G, it behaviour of the conjectures as S, K and n vary. Sections 6, 7 and 8 contain the proofs of the three main results referred to above. Jones' refinement of the IC mentioned above states that S K/k,S is contained in the Fitting ideal (as Z p G-module) of the minus part of the p-part of a certain ray-class group of K. This creates the possibility of links between S K/k,S and recent work of Greither on Fitting ideals of duals of class groups (see [Gr] ). Another perspective comes from recent work of the author showing that, in the case k = Q at least, the CC creates a link between the map s K/k,S and some new maps and ideals in Iwasawa Theory. The latter has connections with the Main Conjecture and applications to the plus part of the class group of abelian fields.
In addition to those introduced above, we use the following basic notations and conventions. If R is a commutative ring and H a finite abelian group, we write RH for the group-ring and if M is a ZG-module we shall sometimes abbreviate R ⊗ Z M to RM (considered as a RH-module in the obvious way). For any subgroup D ⊂ H, we write N D for the norm element d∈D d ∈ RH. If m is a positive integer, we denote by µ m (R) the group of all mth roots of unity in R and for any prime number p we set µ p ∞ (R) = ∞ i=0 µ p i (R). All number fields in this paper are supposed of finite degree over Q and are considered as subfields of Q which is the algebraic closure of Q within C. We shall write ξ m for the particular generator exp(2πi/m) of µ m (Q). For any number field F and any integer r we shall write S r (F ) for the set of places (prime ideals) of F dividing r. If S is a set of places of F and L is any finite extension of F we shall write S(L) for the set of places of L lying above those in S. If S contains S ∞ (F ) (see above) then the group U S (F ) of S-units of F consists of those elements of F × which are local units at every place not in S and we shall often write simply U S (L) in place of U S(L) (L). (Caution: U S and related modules will sometimes be written additively). If H is abelian and v is any place of F we shall write D v (L/F ) for the decomposition subgroup of H at any prime dividing v in L and similarly T v (L/F ) for the inertia subgroup (if v is finite). Suppose L ⊃ F ⊃ M are three number fields such that L/M and F/M are Galois extensions. Then the restriction map Gal(L/M) → Gal(F/M) will be denoted π L/F and extended R-linearly to a ring homomorphism RGal(L/M) → RGal(F/M) for any commutative ring R. We also write ν L/M for the R-linear 'corestriction' map RGal(F/M) → RGal(L/M) which sends g ∈ Gal(F/M) to the sum of its preimages under π L/F in Gal(L/M).
It is my pleasure to thank Andrew Jones, Cristian Popescu and Jonathan Sands for useful discussions about the contents of this paper. I wish also to thank Cristian and UCSD for their hospitality during the sabbatical year in which the majority of this paper was written.
Expanding the Euler product (1), we get
for Re(s) > 1. Here, ζ K/k,S (s; g) and L K/k,S (s, χ) denote respectively the 'S-truncations' of the partial zeta-function attached to G and the L function attached to χ. In particular
where f χ and L(s,χ) denote respectively the conductor of χ and the L-function of its associated primitive ray-class characterχ modulo f χ .
Remark 2.1 The second (but not the first) expression for L K/k,S (s, χ) in (3) makes sense when S is any finite set of places of k, containing S ∞ (k) but not necessarily S ram (K/k). In fact it agrees with the definition of the S-truncated Artin L-function attached to χ considered as a character of G (see for example [Ta, p. 23] ).
The analytic behaviour of L(s,χ) is well-known. Its (in general) meromorphic continuation means that we may use equations (2) and (3) to continue Θ K/k,S to a meromorphic, CG-valued function on C. These equations then hold as identities between meromorphic functions on C. Similarly, if S ⊃ S ′ ⊃ S 0 , then the obvious identity
for Re(s) > 1 also holds for all s. In fact, the function L(s,χ), hence also the function χ(Θ K/k,S (s)) = L K/k,S (s, χ −1 ), is analytic on C \ {1} and
Moreover, the residue of χ 0 (Θ K/k,S (s)) = q∈S\S∞ (1 − Nq −s ) ζ k (s) at s = 1 is well-known (see e.g. [Ta, Théorème I.1 
.1]).
Using the well known functional equation relating the primitive L-function L(s,χ −1 ) to L(1−s,χ) one might expect to derive a natural relation between Θ K/k,S (s) and Θ K/k,S (1−s) by means of (2) and (3). There are however two obstacles to this: firstly, the dependence on f χ of the second product in (3) and secondly, the presence of (Galois) Gauss sums in the functional equations. Instead, in [So5] we used these functional equations to give a precise relation between Θ K/k,S 0 (s) (there denoted Θ K/k (s)) and Φ K/k (1 − s), where the function Φ K/k : C → CG was defined by means of twisted zeta-functions and studied, together with its p-adic analogues, in [So2, So3, So4, So5] .) For each v ∈ S ∞ , we write c v for the unique generator of D v (K/k) so that c v = 1 unless v is real and one (hence every) place w of K above v is complex, in which case c v is the complex conjugation associated to any such w. We define an entire, CD v (K/k)-valued function C v (s) = exp(iπs).1 − exp(−iπs).c v = 2i sin(πs).1 if v is complex exp(iπs/2).1 + exp(−iπs/2).c v if v is real Then Theorem 2.1 of [So5] , combined with (4) for S ′ = S 0 , gives
where r 2 (k) denotes the number of complex places of k and d k its absolute discriminant. Let Θ n.t.
K/k,S (s) be the function (1 − e χ 0 ,G )Θ K/k,S (s), which is regular at s = 1 by (5). So (6) gives
K/k,S (1) (7) from which it follows that (1 − e χ 0 ,G )Φ K/k (0) vanishes unless k is totally real and K is totally complex. On the other hand, multiplying (6) by e χ 0 ,G and letting s → 1, we see that e χ 0 ,G Φ K/k (0) vanishes unless |S ∞ | = 1, i.e. k is Q or an imaginary quadratic field, in which case it may easily be calculated from res s=1 ζ k (s). Thus Φ K/k (0) has little interest unless k is totally real and K is totally complex. Even then, v∈S∞ (1 − c v ) vanishes unless there is a (unique) CM-subfield K − of K containing k, in which case we lose little but complication by replacing K by K − . (See Remark 3.1(i) of [So5] for further explanations). For these reasons we shall henceforth make the Hypothesis 1 k is totally real and K is a CM field.
This means that d k is a positive integer and c v = c, the unique complex conjugation in G, for all v ∈ S ∞ . Let e ± denote the two idempotents
K/k,S (s). The above remarks, together with a simple calculation of e χ 0 ,G Φ K/k (0) when k = Q, show that equation (7) may be rewritten as
R is a commutative ring in which 2 is invertible and M any R c -module then we shall write M + (resp. M − ) for the R-submodule e + M (resp. e − M),
whether or not k = Q, but if k = Q then the term e − may be omitted on the R.H.S. In fact, a − K/k,S has algebraic coefficients: Let f(K) be the integral ideal of O k which is the conductor of K/k in the sense of class-field theory and let f (K) be the positive generator of the ideal f(K) ∩ Z. The product in (9) lies in QG × , then (9) and [So5, Prop. 3.1] show that a
Integrality properties of the coefficients of a − K/k,S are given in [R-S2] where it is shown that they also lie in the Galois closure of K over Q. (See ibid., Proposition 2 and Remark 6).
Rubin-Stark Elements for
Since k and K + are totally real, the functional equation of L(s, φ) for φ ∈ Ḡ shows that, for any such φ we have
(see e.g. [Ta, Ch. I, §3] ). We shall assume until further notice
. S contains at least one finite place.)
This implies that r S (φ) ≥ d for φ trivial hence for every φ ∈ Ḡ , so we may define
(an element of CḠ which is easily seen to lie in RḠ). Conjectures of Stark, as refined by Rubin [Ru] , predict that Θ
is given by a certain RḠ-valued regulator of S-units of K + defined as follows. We fix once and for all a set τ 1 , . . . , τ d of left coset representatives for Gal(Q/k) in Gal(Q/Q) and we define QḠ-linear, real logarithmic maps for i = 1, . . . , d:
The above-mentioned regulator is the QḠ-linear map uniquely defined by:
The following definition generalises the above construction and will be useful later. 
∆ f 1 ,...,f l is S-multilinear and alternating as a function of (f 1 , . . . , f d ). Moreover for each i = 1, . . . , l and h ∈ H we have
This coincides with 'Λ d 0 U S (K + )' as defined by Rubin's 'double dual' construction in [Ru, §1] . It is clear that Λ 0,S contains the lattice which is the natural image of
) but the two are not necessarily equal. In fact, Prop. 1.2 of [Ru] implies
| is finite and supported on primes dividing |Ḡ|. 2
Let us define an idempotent e S,d,Ḡ , a priori in CḠ, by setting e S,d,Ḡ := φ∈ b G r S (φ)=d e φ,Ḡ . This is the unique element element x of CḠ such that φ(x) = 1 or 0 according as r S (φ) = d or r S (φ) > d. It follows easily from this description and the formula (11) that
Thus e S,d,Ḡ is an idempotent of QḠ, so lies in |G| −1 ZḠ. We also deduce easily:
Proposition 2 Let M be any QḠ-module and m ∈ M. The following are equivalent
For brevity, we shall sometimes refer to any of these conditions as the eigenspace condition on m w.r.t. (S, d,Ḡ). Now, given any subring R of Q, we formulate a version of the Rubin-Stark conjecture 'over R': 
Notice that Θ [Ru, Lemma 2.7] ) so a solution of (15) satisfying the eigenspace condition is unique. For this reason, we call such an element 'the Rubin-Stark element for K + /k and S' and denote it η K + /k,S since it is independent of R. Of course, Condition (16) is redundant if R = Q and for any prime number p we have
(where Z (p) denotes the localisation {a/b ∈ Q : p ∤ b}). Moreover RSC(K + /k, S; Z) is equivalent to the conjunction of RSC(K + /k, S; Z (p) ) for all primes p. We shall mainly be interested in RSC(K + /k, S; Z (p) ) when p = 2, in which case (16) reduces to η ∈ Z (p) Λ 0,S .
Remark 2.2 Since R K + /k depends on the choice (and ordering) of the τ i 's, so will η K + /k,S , but in a simple way. For example, if one τ i is replaced by τ i τ −1 for some τ ∈ Gal(Q/k) then we must replace
Remark 2.3 RSC(K + /k, S; Q) and RSC(K + /k, S; Z) follow from certain special cases of Conjectures A ′ and B ′ of [Ru] respectively. Indeed, if we choose the extension 'K/k' of Rubin's paper to be our K + /k, his 'S' to be ours, his 'r' to be d and his chosen places 'w 1 , . . . , w r ' to be the real places of K + defined by τ 1 , . . . , τ d . Then Rubin's Hypotheses 2.1.1-2.1.4 are satisfied. His conjectures also require an auxiliary set T of finite places of k satisfying certain conditions, although for Conjecture A ′ the precise choice of such T does not affect the truth of the conjecture. For simplicity we take T = {q} for some prime q ∈ S not dividing 2 and splitting in K + (infinitely many of these exist byČebotarev's theorem). Then Rubin's Hypothesis 2.1.5 certainly holds since
′ with these choices and this (hence any) T . Moreover, if both hold then Rubin's 'ε S,T ' equals our (1 − Nq)η K + /k,S , by uniqueness. It follows that Rubin's Conjecture B ′ with these choices amounts to the further condition that (1−Nq)η K + /k,S lie in his Λ r 0 U S,T hence in our Λ 0,S (K + /k). But as q varies subject to the above conditions, Lemme IV.1.1 of [Ta] says that the g.c.d. of the corresponding integers 1 − Nq is |µ(K + )| = 2. Thus the corresponding cases of Rubin's Conjecture B ′ together imply RSC(K + /k, S; Z). The connection with Stark's original conjecture in terms of characters (see [Ta, Conjecture I.5 .1]) is as follows. Propositions 2.3 and 2.4 of [Ru] show that it holds for K + /k, S and every character φ ∈Ḡ satisfying r S (φ) = d if and only if Rubin's Conjecture A ′ holds (for any T ) which is equivalent to RSC(K + /k, S; Q), by the above.
In the next section we shall be interested in determinantal maps obtained from a d-tuple
We shall now show that provided p is odd, this map 'extends' naturally to Z (p) Λ 0,S in a sense to be explained below. First, we have Lemma 1 If p is odd then the following sequence is exact.
Z have no 2-torsion, we may identify
. As previously, we may regard these as elements of Hom Q (QU S (K + ), Q) and use Proposition/Definition 1 to construct ∆f 
(ii). It is also (Z/p n+1 Z)-multilinear and alternating as a function of (f 1 , . . . , f d ) and for
(iii). The following diagram commutes
where α is the natural map
Remark 2.4 This shows in particular that ∆ f 1 ,...,f d vanishes on the kernel of α in the above diagram. One can show that ker(α) is always finite and supported on primes dividing 2|Ḡ| = |G|. Also, Proposition 1 implies that im(α) spans
Z)Ḡ vanishes on ker(α) and has a unique 'extension'F :
Hilbert Symbols and the Pairing
Suppose that L is a local field containing µ m for some positive integer m coprime to the characteristic of L. We recall that the Hilbert symbol is the map
where β 1/m is any mth root of β in any abelian closure L ab of L and σ α,L denotes the image of α under the reciprocity homomorphism (·, L) of local class field theory from L × to Gal(L ab /L). The Hilbert symbol is bilinear and skew-symmetric. For the general theory, see Ch. 12] , [Ne, V.3] or [Se, Ch. XIV] . (Note that our notation (α, β) L,m is compatible with that of [A-T] and [Ne] but represents the element denoted (β, α) in [Se] and is similarly reversed in the notation of [Col] )
Let p be a prime number and n ≥ 0 an integer. We shall assume until further notice that K contains µ p n+1 for some n ≥ 0. Let
× which we denote by the same symbol. We also use the shorthand ζ n for ξ p n+1 ∈ K. If K P denotes the completion of K at some prime ideal P, we may define a bilinear pairing [·, ·] P,n :
where ι P : K → K P is the natural embedding. Every g ∈ G induces an isomorphism
If P divides p then ι P extends to a Q p -algebra map from
The product map P|p ι P :
. We shall regard this as an identification so that ι P identifies with the projection P|p K P → K P . Thus we identify the principal semilocal units
becomes a finitely generated Z p G-module. From now on we assume that p is odd. Consider the unique ring automorphism of
. Using the '∆' notation of the last section we may now define a map
and alternating as a function of u 1 , . . . , u d
Proof Part (i) follows from part (i) of Proposition 3. The Z-multilinearity in part (ii) follows from part (ii) of Proposition 3 so it suffices to prove that replacing u i by gu i (for g ∈ G) multiplies H K/k,S,n (η; u 1 , . . . , u d ) by g, or indeed by e − g since it lies in the minus part. But if we write h for π K/K + (g) ∈Ḡ then Equation (18) and Proposition 3 part (ii) giveκ *
by (19) and the result follows. 2
By part (ii) of the Proposition, H K/k,S,n defines a unique pairing (also denoted H K/k,S,n ) from
− . An important and simple special case is when η
Using Proposition 3 (iii) and equation (19) and tracing through the definitions, we find that for all u 1 , .
clearly lies in the minus part and Equation (18) allows us to rewrite it as g∈G [ε i , gu t ] K,n g −1 . Thus we obtain simply
This shows in particular that on
Remark 2.5 If S ⊃ S ′ ⊃ S 0 we shall always view the natural injection
It is then a simple exercise to check 'compatibility of the pairings as S varies' in the sense that Λ 0,S contains Λ 0,S ′ and H K/k,S,n agrees with
. For this reason, we shall usually omit the reference to S and write simply H K/k,n .
The Map s K/k,S
For the time being we drop Hypothesis 2 and the assumption that K contains µ p n+1 . We use the element a − K/k,S to define a generalisation of the map s K/k of [So5] (slightly modified). Let j be any embedding ofQ into a fixed algebraic closureQ p of Q p . For each i = 1, . . . , d, the composite jτ i :Q →Q p defines a prime ideal
(Of course the ideals P 1 , . . . , P d are not in general distinct.) So jτ i gives rise to an isometric embedding K P i →Q p (with the appropriately normalised P i -adic metric on K P i ) whose image is the topological closure jτ i (K). This embedding is also denoted jτ i , by abuse. There is a composite homomorphism of Q p -algebras
given by the usual logarithmic series. In Proposition/Definition 1 we take
if we need to indicate the dependence on j and/or τ 1 , . . . , τ d ).) For any abelian group H and commutative ring R we define an involutive automorphism * of RH by setting (10), hence so does a −, * K/k,S and applying j to the coefficients we obtain an element j(a
It is easy to see that permuting the τ i can only change the sign of the regulator R (j) K/k,p and hence of the map s K/k,S and that if τ i is replaced by τ i τ for some τ ∈ Gal(Q/k) then both are multiplied by τ | K ∈ G. If clarity demands it we shall indicate this (simple) dependence on the τ i by writing s
If s K/k denotes the map introduced in Definition 3.1 of [So5] then (9) gives
and if k = Q then we can even drop the factor e − . Equation (21) and Proposition 3.4 of ibid. imply the important
Moreover it is independent of the choice of j.
2
Proof In Remark 3.2 of [So5] it was shown that ker(R
It follows that ker(s K/k,S ) lies in ker(R 
(Proposition 5 and Remark 2.6 show that S K/k,S is independent of j and the choice and ordering of the τ i 's.)
where So5] , and if k = Q then we can drop the factor e − . Finally, the dependence of s K/k,S and S K/k,S on S is clear: if S ⊃ S ′ ⊃ S 0 then (4) and the definition of a
Statements of the Conjectures
Let us write S p for S p (k) and
Hypothesis 3 S contains S 1 Henceforth, the three conditions p = 2, Hypothesis 1 and Hypothesis 3 will be referred to as 'the standard hypotheses' and will be assumed to hold unless it is explicitly stated otherwise. Our 'Integrality Conjecture' (IC) reads:
Remark 3.1 By using [So5, Cor. 2 .1] and estimates of log p one can find explicit values of
). The conjecture says we can take N = 0. Fixing K/k but letting p (hence S 1 ) vary, one can also show that
− for all but finitely many p = 2. In fact, this follows easily from Theorem 6.
Remark 3.2 Equation (22) gives
If k = Q we may, as usual, drop the factor e − in the last equation. It follows in particular
If k = Q the latter conjecture was proven in ibid.. IC(K/Q, S 1 , p) follows on applying e − and will be re-proven in Theorem 3.
Hypothesis 3 implies Hypothesis 2 so that the conditions of Conjecture RSC(K + /k, S; Z (p) ) are met. Our 'Congruence Conjecture' (CC) reads:
Remark 3.3 The factor κ n (τ 1 . . . τ d ) means that the Congruence Conjecture is independent of the choice of τ 1 , . . . , τ d . For example, if we replace τ i by τ i τ −1 for some τ ∈ Gal(Q/k) then Remark 2.2, Proposition 4 (i) and (19) show that the R.H.S. is multiplied by τ | −1
K ∈ G and the same is true for the L.H.S. by Remark 2.6.
Remark 3.4 CC(K/k, S, p, n) replaces Conjecture 5.4 of [So5] . The latter is essentially the special case of the CC in which S = S 1 and p splits in k (so that µ p ⊂ K forces S 0 = S 1 ). In fact, it is a direct consequence of this case provided one assumes (with no significant loss of generality) that K is CM, k = Q and one replaces Conjecture 5.2 of [So5] implies IC(K/k, S, p) for S = S 1 (see Remark 3.2) and hence for all S by Prop.9. Therefore Proposition 4.2 of [So5] translates to
Similarly, the main result, Theorem 4.1, of [So5] gives Theorem 2 IC(K/k, S, p) holds whenever p is splits completely in k/Q and either
The IC and the ETNC
Working on the original version of the IC in [So5] , Andrew Jones has shown that a certain refinement would follow from the ETNC (see the Introduction). Let Cl m (K) be the ray-class group of K corresponding to the cycle which is the formal product of the finite places of K above those in S 1 and write Fitt ZG (Cl m (K)) for its (initial) Fitting ideal as a ZG-module. In our notation, the first part of [Jo, Theorem 4.1 .1] then says that the relevant case of the ETNC (namely [Bu1, Conj. 4.(iv) ] for the pair (h 0 Spec(K)(1), e − ZG)) implies
for all odd primes p. The inclusion (25), hence the ETNC, clearly implies IC(K/k, S, p) for S = S 1 , hence for all S. Of course, it implies considerably more (for instance, that S K/k,S 1 annihilates the p-part of Cl m (K)) and in this sense refines the IC in a different direction from the CC. We note that the relevant case of the ETNC has been proven in our set-up only when K is an absolutely abelian field (see below).
Strengthenings of the IC in the Case p ∤ |G|
The second part of Jones' Theorem 4.1.1 states that if the above case of the ETNC holds and also p ∤ |G|, then we have the following strengthening of (25)
Corollary 4.1.8 of [Jo] also establishes (26) when p ∤ |G| without assuming the ETNC but imposes a mild condition on the characters of G. (The proof uses results of [Wi] and work of Bley, Burns and others on, roughly speaking, the compatibility of the ETNC with the functional equations of L-functions.)
Independently, we used the functional equations themselves and more elementary, indextype arguments to give a different (and unconditional) formula for S K/k,S whenever p ∤ |G|. This is presented as Theorem 6 in Section 6. Corollary 1 shows how one may quickly deduce IC(K/k, S, p) in this case. Of course, it would also follow immediately from Jones' formula (26). In fact, there is a direct link between the two formulae, explained in Remark 6.1.
The Case k = Q
When k = Q, the IC follows from Corollary 4.1 of [So5] (or indeed from the work of Jones, see below). In Section 7 we shall prove the CC in this case, re-proving the IC along the way:
The Case of Absolutely Abelian K
As noted in [Jo, Cor 4.1.7] , the relevant case of the ETNC follows from [B-F, Cor 1.2] whenever K is absolutely abelian and k is any totally real subfield (possibly but not necessarily equal to Q). Thus the inclusion (25) holds and in particular
To state our result for the CC, in this case, we first define a set of rational primes Bad(S) := {q ∈ S ram (k/Q) : S q (k) ⊂ S} and formulate
In Section 8 we shall show Theorem 5 If K is an abelian extension of Q containing µ p n+1 for some n ≥ 0 and Hypothesis 4 is satisfied, then Conjecture CC(K/Q, S, p, n) holds.
(At the same time we shall obtain a second proof of Theorem 4 which assumes Hypothesis 4 but is independent of the ETNC.) The proof of Theorem 5 uses induction formulae for L-functions to relate the situation for K/k to that of F/Q for various CM subfields F of K, and this in two parallel applications. The first concerns s K/k,S and works at s = 1. The second concerns RSC(K + /k; Z (p) ) and works at s = 0. Popescu introduced the latter application in [Po2] . (In fact, he applied it to his own variant of Rubin's conjecture B ′ which also implies RSC(K + /k, S; Z).) He worked under a hypothesis which implies Bad(S) = ∅. This simplifies matters (we only need consider F = K) but is rather restrictive (e.g. Bad(S 1 (K/k)) = ∅ whenever a rational prime q = p ramifies in k/Q but not in K/k). The elaboration of Popescu's techniques which allows us to conclude under our weaker Hypothesis 4 is one ingredient of Cooper's work on Popescu's Conjecture in [Coo] . Hypothesis 4 holds, for example, whenever 
Two 'Trivial' Cases of the Congruence (24)
Suppose K ⊃ µ p n+1 for some n ≥ 0 and S contains at least d + 2 places and at least one finite place q that splits completely in K + . Equations (11) and (12) imply Θ
+ is unramified outside p, so if q does not divide p then it cannot lie in S 1 (which forces |S| ≥ d + 2). We can then apply the following result. (For a case with q|p, see the next subsection.)
Proof By equation (23) it clearly suffices to show that p n+1 divides (Nq − σ q )e − . Since q splits in K + , σ q is either 1 or c and since q ∤ p, it acts on µ p n+1 by Nq. If σ q = 1, it also acts trivially, so p n+1 divides Nq − 1 hence also (Nq − 1)e − = (Nq − σ q )e − . If σ q = c, it also acts by −1, so p n+1 divides Nq + 1 hence also (Nq + 1)e − = (Nq − σ q )e − . 2
Next, suppose θ is a Z p -torsion element in
Proposition 6 implies that the L.H.S. of (24) vanishes, so, assuming RSC(K + /k, S; Z (p) ), this congruence is equivalent to H K/k,n (η K + /k,S , θ) = 0. If also p ∤ |G|, then this is an immediate consequence of the following result, to be proved in Section 6. (The verification seems harder if p||G| (and d ≥ 2), not least because
tor is then harder to characterise.)
4.7 The Case k = K
+
In this case G = {1, c} so p ∤ |G| and the IC holds for all admissible S. For the CC, we assume K ⊃ µ p n+1 with n ≥ 0 so that K = k(µ p n+1 ) and
. But this will follow from equation (32) in Section 6 (for the unique odd character φ. Indeed, the first term on the RHS of (32) is clearly divisible by (p n+1 ) |Sp|−1 .) This leaves only the case S = S ∞ ∪ S p with |S p (k)| = 1. Then η k/k,S 1 is non-zero and can be written explicitly in terms of a Z-basis ε 1 , . . . , ε d for U S 1 (k)/{±1} and the S p -classnumber of k. In this case CC(K/k, S 1 , p, n) reduces to an apparently novel identity in Z/p n+1 Z, relating a p-adic regulator of elements of U 1 (K p ) − to a determinant of their Hilbert symbols with the ε i . In ongoing work, Malcolm Bovey has done extensive computations verifying this identity and established some partial results supporting it.
Other Computational Results

RSC(K
is not currently known to hold non-trivially for any S unless either K + is absolutely abelian or all the characters χ ∈Ĝ satisfying ord s=0 L K + /k,S (s, χ) = d are of order 1 or 2. However, if d is not too large, high-precision computation can identify η K + /k,S with virtual certainty as the unique solution of (15) 
Changing S, K and n
If q is a prime ideal of k not in S p then (1 − Nq −1 σ q ) lies in Z p G. Hence equation (23) gives
Remark 5.1 For the converse implication one would need e − (1 − Nq −1 σ q ) to be invertible in Z p G − for each q ∈ S \ S ′ . But for any such q one has an isomorphism of Z p G-modules
where Q runs through the primes dividing q in K and
for one, hence any Q. This fails in particular if µ p ⊂ K, in which case IC(K/k, S, p) does not by itself imply IC(K/k, S ′ , p) for any S S ′ .
Proposition 10 Suppose
Proof It follows easily from (4) and characterisation (iii) of the eigenspace condition that
) hold by Props. 9 and 10. Using the latter and Proposition 4 (i) we find that for any
For each q ∈ S \ S ′ , equation (19) with g = σ −1 (28) with (23) gives (24), as required. 2
Now suppose that F is any CM subfield of K containing k. Then p, F and S satisfy the standard hypotheses. We write G F for Gal(F/k) and N K/F for the norm map K p → F p . (If we identify K p with P|p K P and F p with p|p F p , then N K/F sends (x P ) P to (y p ) p , where y p = P|p N K P /Fp x P ). We shall also write N K/F for the Z p -linear map
Remark 5.2 The surjectivity condition is certainly satisfied whenever N K/F (U 1 (K p )) = U 1 (F p ). The latter condition holds iff K/F is at most tamely ramified at each prime in S p (F ) (by local class-field theory). Of course, it actually suffices that
− which can be shown to be equivalent to the statement 'K/F + is at most tamely ramified at each prime in S p (F + ) which splits in F '. One can also show that
− , but for present purposes this is only helpful when p ∤ |G| or d = 1.
Proposition 13 Suppose K ⊃ F ⊃ k as above and RSC(K + /k, S; Q) holds with solution
It follows easily from this that form (iii) of the eigenspace condition on
Before attacking the Congruence Conjecture in this context, we need two Lemmas.
Proof The first statement follows from that of Prop.
is also direct and contains
It is easy to see from the definitions that
(The proof shows that e = 1 if, for instance, |Gal(K + /F + )| = [K : F ] is odd.) Suppose now that µ p n+1 ⊂ F for some n ≥ 0 and that P ∈ S p (K) lies above p ∈ S p (F ), so we may regard F p as a subfield of K P . Basic properties of the Hilbert symbol show that
By Z (p) -linearity in η and the fact that p = 2, we may assume η ∈ eΛ 0,S (K + /k) with e as in Lemma 2. The latter then shows that
. Just as for (29) we find
and since both sides lie in ZG F , we can reduce modulo p n+1 to get
We conclude by applying 2 dκ * F,n to both sides and usingκ *
Proof We assume that CC(K/k, S, p, n) holds, so also IC(F/k, S, p) holds and RSC(F + /k, S; Z (p) ) holds with solution η K + /k,S , say. Prop. 12 implies IC(F/k, S, p). Moreover, Prop. 13 and Lemma 3 imply RSC(F + /k, S; Z (p) ) and that for any θ ∈
The result now follows from the surjectivity condition. 2
The proof is an exercise using the definitions of the Hilbert symbol,
[·, ·] K,n ,∆, H k,n , κ n etc. and the fact that ζ p n−n ′ n = ζ n ′ !). One deduces easily
The Case p ∤ |G| Let X Qp denote the set of irreducible Q p -valued characters of G which is in natural bijection with Gal(Q p /Q p )-conjugacy classes of absolutely irreducible characters φ ∈ Hom(G,Q × p ). (Precisely, if Φ lies in X Qp then its idempotent e Φ ∈ Q p G splits inQ p G as the sum of the idempotents e φ where φ runs once through the conjugacy class corresponding to Φ). We shall say that the characters φ in this conjugacy class belong to Φ and we shall call Φ odd iff onehence any -such φ is odd (i.e. φ(c) = −1). Henceforth we set a := Z p G and a Φ := e Φ Z p G. Any φ belonging to Φ extends Q p -linearly to to a homomorphism Q p G → F φ := Q p (φ) which in turn restricts to isomorphisms from e Φ Q p G to F φ and from a Φ to O φ := Z p [φ], the ring of valuation integers of F φ . In particular, a Φ is a complete d.v.r., hence a p.i.d.
For the rest of this section we suppose that the prime p does not divide |G|. This means that the idempotent e Φ lies in Z p G for each Φ ∈ X Qp so that a is a product Φ∈X Qp a Φ . Any a-module M splits as a corresponding direct sum Φ∈X Qp M Φ , where M Φ denotes the a Φ -module e Φ M, and M → M Φ is an exact functor. Since any φ belonging to Φ has order prime to p, a uniformiser of O φ -hence of a Φ -is given by p. The a Φ -order ideal [N] a Φ of any finite (=finite length) a Φ -module N is therefore p l a Φ where l is the length of any a Φ -composition series for N. We shall assume the usual properties of the order ideal, such as multiplicativity in exact sequences. Each p-adic-valued character φ ∈ Hom(G,Q × p ) corresponds to a unique complex character χ ∈Ĝ such that φ = j • χ where j is the fixed embeddingQ →Q p . We writeχ andφ = j •χ respectively for the associated complex and p-adic primitive ray-class characters, f φ for f χ and K φ for the field K ker(φ) = K ker(χ) cut out by φ, so that χ and φ factor through G φ := Gal(K φ /k). Work of Siegel [Si] and Klingen (see also Shintani [Sh, Cor. to Thm. 1] 
) lies in F φ and is independent of j so, by a slight abuse of notation, we write it simply as L(0,φ −1 ).
Theorem 6 If p ∤ |G| then, for any odd Φ ∈ X Qp and φ ∈ Hom(G,Q
(an equality of fractional ideals of F φ ) where L(0,φ −1 ) is as defined above.
Equation (31) for each Φ clearly determines S K/k,S . Before giving the proof, we reformulate it and deduce some consequences. Firstly, U 1 (K p ) tor is nothing but µ p ∞ (K p ) = P|p µ p ∞ (K P ). Next, for given φ as above we define a Z p G φ submodule of Q p G φ by
. Thus we may reformulate (31) as
which lies in ZG φ by the wellknown result of Deligne-Ribet and (independently) Pi. Cassou-Noguès (see Théorème 6.1 of [Ta, p. 107] ). Hence J φ ⊂ Z p G φ and so (32) 
Remark 6.1 We explain the relation between Jones' formula (26) and our Theorem 6, recast as equation (32) for all odd φ: The ray-class group Cl m (K) appearing in (26) fits into an exact sequence of ZG-modules:
(where the first non-zero term is simply the image of O × K in the second). Now tensor this sequence with Z p and take minus parts. Using the fact (O
and isomorphisms similar to (27) one finds with a little work that (26) is equivalent to the following for each odd φ as in Theorem 6.
, one sees that this in turn is equivalent to our (32) (with S = S 1 ) if and
(where Φ and φ are now considered as odd characters of G φ ). But Theorem 3 of [Wi] establishes the latter equality subject to a rather mild condition ('S φ,p = 0') on the character φ.
Proof of Theorem 6 For each i = 1, . . . , d, we write p i for P i ∩ k (namely the prime ideal in S p (k) which is defined by the embedding jτ i :Q →Q p ). The map {1, . . . , d} → S p (k) sending i to p i is clearly surjective so for any p ∈ S p (k) we write I(p) for its fibre over p and choose an element i(p) ∈ I(p). Thus P i(p) ∩ k = p i(p) = p, ∀ p ∈ S p (k) and the extension K P i(p) /k p is Galois with group D p (K/k) of order prime to p. It follows (e.g. by a theorem of E. Noether, since K P i(p) /k p is tame) that we may choose an element 
For any P ∈ S p (K) letP and e P denote respectively the maximal ideal and the ramification index of K P /Q p . Clearly, e P depends only on p, the prime lying below P in K. The exponential series converges on pO K P =P e P for each P ∈ S p (K) and defines a Z p D p (K/k)-isomorphism to U e P (K P ). To shorten notation, we write 
This gives an aisomorphism after taking products of both sides over the P above p. Applying e Φ and letting p and l vary, a simple argument with exact sequences shows that
since O Kp is free of rank d over a. On the other hand, Proposition 6, Equation (33) and the definition of s K/k,S give
where φ = j • χ. But tracing through the definitions we have
and log p (δ (j)
so that
(36) Applying φ to Equations (34) and (36) and combining them with (35) gives
as an a-submodule of O Kp /M, we have natural a-isomorphisms:
(where the action on O k /p is trivial and the second isomorphism is from the normal basis theorem in the residue field extension of K P i(p) /k p ). It follows easily that ( P|p (O K P /P)) Φ is trivial unless T p ⊂ ker(φ) (i.e. p ∤ f φ ) in which case it has order ideal (Np)a Φ . Taking the product over all p ∈ S p (k), it follows that
Furthermore, equations (8), (2) and (3) give:
The second equality follows from Hecke's functional equation for the L-function. (To be perfectly precise, we are using the version stated on p. 36 of [Fr] , taking s = 0 and Fröhlich's complex character 'θ' on Id(k) -the idèle group of k -to be the one obtained by composing χ with the map Id(k) → G coming from class-field theory.) Applying j to and (39) and combining with Equations (37) and (38) gives
where we have used the facts that every prime ideal p in S p (k) is contained in S and that if, in addition, it does not divide f φ then
The theorem will follow if we can prove that it too lies in
where 'a ∼ b' means that a, b ∈Q × p have the same p-adic absolute value. Recall that Fröhlich defines τ (χ) as the product q ∈S∞ τ (χ q ) where χ q : k × q →Q × is the q-component of the complex idèle character associated to χ and τ (χ q ) is the 'local Gauss sum' (which equals 1 unless the q|f χ , so the product is finite). For definitions and basic properties of the algebraic integers τ (χ q ) see see [Fr, or [Ma, . In particular, Eq. (5.7) on [Fr, p. 34] shows that j(τ (χ)) ∼ 1 unless q ∈ S p (k). Hence j(τ (χ)) ∼ p∈Sp(k) j(τ (χ p )) and since {1, . . . , d} is the disjoint union p∈Sp(k) I(p) it suffices to show that for any p in S p (k)
But this is essentially (a special case of) Theorem 23 of [Fr] : Take F := jτ i(p) (k), L := jτ i(p) (K) as subfields ofQ p , isomorphic via jτ i(p) to k p and K P i(p) respectively. The extension L/F is thus abelian with Galois group Γ which we identify via jτ i(p) with D p . We take Fröhlich's character 'χ' to be our χ p : k × p →Q × which factors through the local reciprocity map k × p → D p and so may also be regarded as χ restricted to D p = Γ. Thus Fröhlich's 'χ j ' may similarly be identified with our φ restricted to Γ. Since Γ of order prime to p, L/F is tame so Theorem 23 applies to give (with these identifications)
where the R.H.S. is the norm resolvent (see below) associated to the free generator (40) and hence our Theorem will follow from
The proof of (41) is largely a matter of unravelling our definitions and comparing with Fröhlich's, so we only sketch it. For any i ∈ I(p) we can choose g i ∈ G such that g i P i = P i(p) and then
• φ denotes the resolvent defined for example in [Fr, Eq. (4.4), p. 29] . Equation (41) now follows on taking the product over i ∈ I(p), using the definition of the norm resolvent in [Fr, Eq. (1.4), p. 107] and the fact (which the reader can easily check) that as i runs through I(p), so σ i runs once through a set of left coset representatives for Gal(Q p /F ) in Gal(Q p /Q p ). (Fröhlich uses right cosets because of his exponential notation for Galois action). This completes the proof of Theorem 6. 2
Some of the facts used in the above proof will also be useful in the Proof of Proposition 8 Since p ∤ |G|, we can use equation (33) to show that any θ ∈ d ZpG U 1 may be expressed as the sum of xu 1 ∧ . . . ∧ u d (for some x ∈ a) and finitely many terms of form z ∧ v 2 ∧ . . . ∧ v d with z ∈ U 1 tor and v i ∈ U 1 for i = 2, . . . , d. Since we are assuming that θ is Z p -torsion, so also is its image
1 tor ) and sinceū 1 ∧ . . . ∧ū d freely generates the latter over a, it follows that x = 0. Thus, by linearity, we may assume that
by Prop. 1. If we writeẽ for |Ḡ|e S,d,Ḡ ∈ ZḠ then it follows from the eigenspace condition on η that it equals |G| −d (2ẽ) d η and so may be written as a Z (p) -linear combination of terms of form (1⊗ẽε 1 )∧. . .∧(1⊗ẽε d ) with ε i ∈ U S (K + ) 2 ∀ i. By Z (p) -linearity and equation (20), it therefore suffices to show that [ẽε, z] K,n = 0 for any ε ∈ U S (K + ) 2 and any z ∈ U 1 tor = µ p ∞ (K p ), say z = (z P ) P with z P ∈ µ p ∞ (K P ) for each P ∈ S p (K). By the definitions of [·, ·] K,n , [·, ·] P,n and (·, ·) K P ,p n+1 this reduces further to the statement that σ ι P (ẽε),K P (ζ P ) = ζ P for each P, where ζ P := z 1/p n+1 P is a p-power root of unity in (K P )
ab . But ζ P actually lies in Q ab p , so local class field theory tells us that σ ι P (ẽε),K P (ζ P ) = σ a P ,Qp (ζ P ) where
then, since p lies in S, the formula (13) shows that N Dp (K + /k)ẽ = 0 in ZḠ, so a P = 1 for all P and the result follows. Finally, if |S| = d + 1 then we must have S = S ∞ (k) ∪ S p (k) = S ∞ (k) ∪ {p} and (13) 
2 implies that N K + /Q ε, hence also a P , is a power of p and the result follows from the well known fact that σ p,Qp (ζ P ) = ζ P (Indeed, p = N Qp(ζ P )/Qp (1 − ζ P ) implies that σ p,Qp restricts to the identity on Q p (ζ P )). 2 7 The Case k = Q
The following lemmas will be used in the proof of Theorem 3. Let p be an odd prime and f a positive integer. We write f as f ′ p m+1 for some m ≥ −1 and f ′ prime to p. We shall abbreviate
× we write σ a for the element of
. Then, with the above notations,
Proof For part (i), see e.g. [St, p. 203] . A rather indirect proof of the equation in (ii) uses Prop. 1 of [Sh] to calculate Φ K f /Q (0) as outlined in [So5, Example 3 .1] and returns to s = 1 with (9). In principle one can also work 'χ-by-χ', calculating χ(L.H.S.) in (ii) from the usual formula for for L(1, φ) when φ is an odd primitive Dirichlet character. Theorem 67 (b)] ). However, the imprimitivity of our χ and presence of a Gauss sum in the formula make the relation to χ(R.H.S.) surprisingly difficult. We therefore sketch a direct and very elementary proof of (ii), similar in some respects to that of [F-T, Theorem 67]: Equation (2) shows that Θ in (42), substituting for Z(1, b), Z(1, f − b) and using the identity that n ≤ m. Therefore, if m = −1 then the Congruence Conjecture doesn't apply and IC(K/Q, S, p) follows from Theorem 1. So we may assume m ≥ 0. By Props. 9 and 11 we may further assume that S = S 1 (K/Q) = {∞} ∪ S f (Q) (which is also equal to S 0 (K/Q) and to
) has a unique minimal subgroup of order p, namely Gal(K f /Q(ξ f /p )). This cannot be contained in Gal(K f /K) by minimality of the conductor f . Thus, in any case, K f /K is at most tamely ramified above p. So by Remark 5.2 it suffices to prove CC(K f /Q, S 1 , p, m) and apply Props. 15, and 14. We start with RSC(K + f /Q, S 1 ; Z (p) ) (see also [Ta, p. 79] ). The algebraic integer (
1+c lies in K + f and the norm relations for cyclotomic numbers (see for example [So1, Lemma 2 .1]) show that, for any q ∈ S f (Q), the number
) and secondly, using Proposition 2, that η f := − 1 2
, so taking τ 1 to be the identity, Lemma 4 (i) shows that η f is the unique
from (20) and (18) that
(where (1 − ξ f ) is identified with its natural images (1 − ξ f ) ⊗ 1 and ι P (1 − ξ f ) in K p and K P respectively). Next we need to calculate the map s K f /Q,S 1 . Fix a choice of j :Q →Q p . It follows easily from the definitions of R
K f /Q,p and s K f /Q,S 1 and from Lemma 4 (ii) that for
, identified with Gal(K f,P /Q p ), for one hence any P ∈ S p (K f ).
Recall that P 1 ∈ S p (K f ) is the ideal defined by the embedding j = jτ 1 which therefore gives rise to an isomorphism (also denoted j) from K f,P 1 to j(K f ) =K f . This in turn induces an isomorphism from D toD := Gal(K f /Q p ) sending d ∈ D tod say, where jd =dj.
For each P ∈ S p (K f ) we choose h P ∈ G f such that h P (P) = P 1 so that h P extends to an isomorphism from K f,P to K f,P 1 . Thus G = P h P D and for any d in D, jh P d = djh P defines an isomorphism from K f,P toK f . It follows that if u ∈ U 1 (K f,p ) − and g ∈ G, then log p (δ
1 (h P dgu)) = log p (jι P 1 (h P dgu)) = log p (jh P dι P (gu)) =d log p (jh P ι P (gu)). Consequently, we find
where, for each P ∈ S p (K f ), we have setξ f,P := jh P (ξ f ) and v g,P := jh P ι P (gu) and where b(ξ f,P , v g,P ) is as defined in Lemma 5. The first statement of this Lemma therefore shows that
Applying jh P to both sides and using the second statement of Lemma 5, we get
which implies that b(ξ f,P , v g,P ) ≡ −[1 − ξ f , ι P (gu)] P,m+1 (mod p m+1 ). Summing this congruence over all P ∈ S p (K f ) and combining with equations (45), (44) and (43), we obtain
If L/M is any Galois extension of number fields and φ any complex character of Gal(
is abelian and φ is irreducible (i.e. φ ∈ Gal(L/M)) then, as noted in Remark 2.1, the definition agrees with the third member in (3). In particular, there is no conflict with previous notation in the case T ⊃ S ram (L/M) and we always have
whereφ denotes the associated primitive ray-class character modulo f φ , L φ = L ker(φ) and the infinite product converges only for Re(s) > 1. 
Proof This follows from the usual induction and 'additivity' properties for Artin Lfunctions (see [Ta, p. 15] ) and the fact (e.g. by Frobenius Reciprocity) that Ind
Lemma 7 Let B be a finite abelian group, C any subgroup of B and x any element of CB.
We write x|CB for the endomorphism of CB, considered as a free CC-module, determined by multiplication by x. For any χ ∈Ĉ, we have
(All characters extended linearly to homomorphisms from the complex group-rings to C).
Proof Choose any CC-basis B = {y 1 , . . . , y n } for CB (where n = |B : C|) and let T = (t ij ) i,j ∈ M n (CC) be the matrix of x|CB w.r.t. B. If e χ,C denotes the idempotent attached to χ in CC, then x|CB acts on the submodule e χ,C CB and its matrix w.r.t. the C-basis {e χ,C y 1 , . . . , e χ,C y n } of the latter is clearly χ(T ) := (χ(t ij )) i,j ∈ M n (C). Hence χ(det CC (x|CB)) = χ(det(T )) = det(χ(T )) = det C (x|e χ,C CB). On the other hand, e χ,C CB also has a C-basis consisting of the CB-idempotents e φ,B for the characters φ ∈B such that φ| C = χ. (This follows easily from the fact that e χ,C is the sum of the corresponding e φ,B 's). The result follows, since xe φ,B = φ(x)e φ,B .
For the rest of this section, we fix K/k, S and p satisfying the standard hypotheses with K absolutely abelian. Thus G = Gal(K/k) is a subgroup of the abelian group Γ := Gal(K/Q). We define a set of places S Q of Q by
Thus p ∈ S Q and S Q (k) is the maximal Gal(k/Q)-stable subset of S. The definition of Bad(S) in Subsection 4.5 gives
(disjoint union). Let us write A for the subgroup q∈Bad(S) T q (K/Q) of Γ (trivial if Bad(S) = ∅). If F is any subfield of K, it follows that
We denote by X Q (A) the set of irreducible Q-valued characters of A. Each A ∈ X Q (A) corresponds to a Gal(Q/Q)-conjugacy class of characters α ∈Â which 'belong' to A. We set ker(A) := ker(α) for one (hence any) such α and
We define
and writeν A for the 'averaged corestriction' map | ker(A)| −1 ν K/K A which is a (non-unital) homomorphism from CGal(K A /Q) to CΓ. Finally, let e A denote the idempotent of QA corresponding to A. With these notations, we define a meromorphic function
Proposition 16 With the above hypotheses and notations
(as CG-valued meromorphic functions of s ∈ C).
Proof By meromorphic continuation, it suffices to prove χ(L.H.S) = χ(R.H.S) in (48), for Re(s) > 1 and for all χ ∈Ĝ. Equation (2) and Lemma 6 give
and evaluating χ(R.H.S of 48) via Lemma 7, it suffices to show that
On the one hand, this means that φ factors through Gal(
Putting this together, (2), (3) and (46) give (for Re(s) > 1):
Otherwise e − e A = 0. Therefore
(s)) and is entire as a function of s. Now take s = 1, multiply by i/π and apply the involution * : CΓ → CΓ (which fixes each e A ) to get
e AνA (a
which lies inQΓ by (10). On the other hand, multiplying
|Γ:G| in the previous Proposition and letting s → 1 implies that a
(1) acting on CΓ. It follows easily from this that
For each A ∈ X − Q (A) the data K A /Q, S A and p satisfy the standard hypotheses. In particular we have a well-defined
where 'id' denotes the identity element of Gal(Q/Q)) Both the norm map 
where
when the element
Choose an embedding j :Q →Q p inducing a prime ideal P ∈ S p (K), say, and write λ p for the (1 × 1) regulator R (j;id)
and it follows easily from the last equation and the definition of R
On the other hand, R
by equation (49). Using equation (50), we deduce easily that
and combining this with equation (51), the result follows from the definition of s 
− and this will clearly follow from Theorem 7 provided we can show
But Theorem 3 (i) implies that s K A /Q,S A (N K/K A u l ) lies in Z p Gal(K A /Q). Furthermore, if q ∈ Bad(S) then |T q (K/Q)| = e q (k/Q) and Hypothesis 4 implies that this is prime to p for all such q, hence that p ∤ |A|. It follows that p ∤ [K : K A ] for every A so that e A ∈ Z (p) A andν A (s K A /Q,S A (N K/K A u l )) ∈ Z p Γ, establishing (52) . 2 Turning to the Congruence Conjecture, we suppose from now on that K contains µ p n+1 for some n ≥ 0. Since S ram (Q(µ p n+1 )/Q) = {p} ⊂ S Q , it follows from (47) that K A contains Q(µ p n+1 ) so is CM and X − Q (A) = X Q (A). We writeΓ for Gal(K + /Q). n n n n n n n n n n n n n n Q Now RSC(K A,+ /Q, S A ; Q) holds for each A ∈ X Q (A). Indeed, let us write f A for the conductor of K A so that p n+1 |f A and S 1 (K A /Q) = S 1 (Q(ξ f A )/Q) = {∞} ∪ S f A (Q). Then, the determination of η Q(ξ f A ) + /Q,S 1 (Q(ξ f A )/Q) in the proof of Theorem 3, together with Props. 13, and 10 imply that the solution η K A,+ /Q,S A of RSC(K A,+ /Q, S A ; Q) (with τ 1 = id) is
In fact, (1 − ξ f A ) lies in U {∞} (Q(ξ f A )) unless f A is a power of a prime, necessarily p, in which case it lies in U {∞,p} (Q(ξ f A )). Thus for all A ∈ X Q (A), the element η A lies in and combining with the previous equation, we find e i,l = λ K + /k,i (γ −1 l α S Q (k) ). Substituting this in (53), it follows that η S Q (k) satisfies condition (15) for K/k + and S Q (k). To show that η S Q (k) satisfies the eigenspace condition w.r.t. (S Q (k), d,Ḡ), one could adapt the argument of [Coo] (based on [Po2, Prop. 3.1.2]) using condition (iv) of Prop. 2. We sketch a more 'algebraic' argument based on the equivalent condition (iii): Suppose q ∈ S Q (k) \ S ∞ (k) lies above q ∈ S Q \ {∞}, write D for D q (K/Q) and D for D q (K/k) = D ∩ G. Let ρ 1 , . . . , ρ t be a set of representatives for D mod D, hence for DG mod G, and let σ 1 , . . . , σ m be a set of representatives for Γ mod DG. Then d = mt and both {σ a ρ b } a,b and {γ −1 i } i are sets of representatives for Γ mod G. Writing also η and α for η S Q (k) and α S Q (k) respectively, it follows that η = ±g m a=1 t b=1 σ a ρ b α for some g ∈ G. (The unordered 'wedge product' (over QḠ) on the RHS is defined only up to sign.) Since N Dq (K + /k) η equals 
