Abstract: We investigate the size dependence of disordered mean eld models having an innite number of Gibbs measures in the framework of a simpli ed`random energy model for size dependence'. We introduce two versions (involving either independent random walks or branching processes), that can be seen as generalizations of Derrida's random energy model. Our model is shown to exhibit a recurrence/transience transition for Gibbs measures (meaning: a.s. existence/nonexistence of subsequences of volumes converging to a given random in nite volume state), depending on the growthrate of a function M N describing the`number of extremal Gibbs states that can be observed in a nite volume N'. We investigate the model in detail in the`critical regime' M N (log N) p (with critical point p = 1). We obtain the a.s. large volume asymptotics of the relative weights for nding a particular state and we compute the set of a.s. cluster points of the corresponding occupation times (corresponding to the`empirical metastate'). In the course of the proof we obtain Laws of the Iterated Logarithm for the pair X N ; Y N := sup =1;2;:::;M N ; 6 = X N where (X N ) =1;:::;M N ;N=1;2;::: is either a branching random walk or a collection of random walks, independent over .
I. Introduction
In a preceding paper K2] some simple examples of`chaotic' size dependence of disordered mean eld spin models having a nite number of pure phases were given. For these the set Work supported by the DFG 1 e-mail: kuelske@wias-berlin.de, kuelske@cims.nyu.edu 2 After Sept. 97: WIAS, Mohrenstrasse 39, D-10117 Berlin, Germany 1 of cluster points of nite volume Gibbs measures and the limiting behavior of their metastates was described. Chaotic size dependence of the Gibbs measures can arise in spin systems in the nonuniqueness regime if the boundary conditions do not preselect one of the pure phases. The empirical metastate is the average N ?1 P N n=1 n ( ) of random Gibbs measures n ( ), along a subsequence of volumes n . Here denotes a frozen realization of the underlying random variables describing the disorder. The interesting concept of metastates was recently introduced by Newman and Stein to study chaotic size dependence for disordered lattice spin systems having multiple Gibbs states. A main motivation for this is the study of spin glass models.
(See NS1]-NS4], N], AW]).
Our present paper is motivated by the study of systems having an in nite number of pure phases. Of course a rigorous analysis of realistic models is di cult. Our more modest aim is here to propose and study in detail a simple random energy model for size dependence (REMSD). It is a natural ansatz, analogous in spirit to Derrida's random energy model (REM) for the energy levels in a spinglass ( D] ). To connect to concrete lattice systems we will however sketch below two examples whose size dependence should be well approximated by the REMSD. An interesting phenomenon we can exhibit explicitly in our model is the transition between recurrent and transient size dependence. By transient size dependence we mean that, for any given in nite volume Gibbs measure there are only nitely many volumes n for which the system is`close' to it. While one might naively expect that in a most disordered system recurrent size dependence should occur we will see that our model makes a case for transience occurring in a`more natural way.' (It occurs in our model in a`large regime of parameters', to be explained below.) 1 To introduce our model let us imagine that, for large volumes N , the state of the system N ( ) we are dealing with will be close to a mixture N Here i 2 f?1; 1g are Ising variables and i = 1 (with equal probability) are the frozen random elds at site i, independent over i. Then the energy di erence of the two ground states i 1 and i ?1 1 We remark that in a real spin system these issues can depend crucially on the choice of the topology, e.g. whether only local observables or, say, overlaps involving all spins in a volume whose size goes to in nity are considered.
2 is H N ( i 1) ? H N ( i ?1) = ?2 P 1 i N i . In fact, also for large inverse temperatures and small there are distinct plus resp. minus in nite volume Gibbs states and the weights of nding them in the nite volume are given by p N ( ) = exp const ( ) P 1 i N i =Norm: . Now, for a given system having an in nite number of extremal Gibbs states the collection of free energies (X N ( )) ;N of the 'th state in the volume N will form a complicated stochastic process w.r.t. the volume label N (which plays the role of the`time'). The analysis then breaks into the two parts 1) to rigorously justify the approximation (1.1) in some sense and 2) study the behavior of the resulting random sequences of measures p N ( ).
To get a more concrete idea of possible behavior in this complicated situation it seems therefor natural as a rst step to look at an Ansatz for the form of the weights. Then we will be left with the probabilistic study of their behavior.
To make this ansatz, let us assume that in the volume labeled by N the system is in a superposition of only the` rst' M N states = 1; : : :; M N . M N is thus the maximal number of states that can be`seen' by a system of size N. It will be treated as a parameter of our model.
Next we will make the ansatz that the distribution of (X N ) =1;2;:::;M N ;N has a simple form. We will consider two variations for this and make the following DEFINITION:
Independent walk REMSD: Let (M N ) N=1;2;::: be an increasing sequence of natural numbers. Let (X N ) 2IN;N2IN be Gaussian random walks in N, independent over , i.e. where > 0 is a constant. So, for each xed N, q N := (q N ) =1;2;:::;M N is a random probability distribution supported on f1; 2; : : :; M N g IN. Branching REMSD: (X t ) =1;:::;M t is a branching Brownian motion with (nonconstant) branching rate (t) starting with one particle at the origin at time t = 0. Thus, each of the M t particles at time t at the positions X 1 t ; : : :; X M t t moves independently according to a Brownian motion. A particle gives birth to a new particle at the same spatial position in the time interval t; t + dt] with probability (t)dt. The particles are labeled by the indices 2 IN according to 3 their order of temporal appearance. Again, for integer times t = N, weights q N are de ned by the formula (1.3) where M N is the (random) number of particles at time t = N.
Before we comment on the relations of this model to other known models in statistical mechanics, let us exhibit two entirely di erent types of lattice systems whose size dependence is expected to be well-described by the independent walk REMSD, as we will heuristically explain now. Our rst example may seem a little arti cial but we believe that it provides a useful illustration. It is the Of course the same size dependence problem could (much easier) be studied in mean eld versions of the above and similar layered lattice models.
Our second example which has more` avor' of a spinglass is the A rigorous study of the model based on much of the techniques in BG] for the standard Hop eld model will be published in GK]. Let us however sketch some of its properties. Note that this model is equivalent to a model where the -term in the energy function is replaced by P N i=1 i i .
Here i are again random elds taking the values 1; ?1 with probability 1 2 , independent over i and independent of the patterns. This equivalence is clear from the trivial gauge transformation i 7 ! i i since the distribution of ( i i ) i2IN; =1;:::;M N is the same as that of ( i ) i2IN; =1;:::;M N .
So, alternatively the above model can be thought of as a Hop eld model with`randomly biased' neurons (which might seem a little more natural). We also see in this way that the -term in the 3 Indeed, let us denote by E h N the groundstate energies for at boundary condition at height h. Then the E h N for nearby heights h will be dependent random variables due to local uctuations of the interfaces. In fact, the corresponding minimizing interfaces will glue together at some small fraction of sites in N . However, we can expect independence to hold in good approximation for large distances in the height. energy function plays a role analogous to the random eld term in the Curie Weiss Random eld Ising model.
The analysis in GK] shows that, large enough, small enough, and M N growing sublinearly in N (su ciently slowly) the system is in a region of perfect memory and the form of the weights is given to leading order by a nice expression. More precisely, a system with N spins is in good approximation in a mixture of 2M N`p ure' states s 1 ( ), s = 1 whose typical spin con guration looks like s up to small uctuations. We have N Norm:
(1.8)
Note that, up to the s-dependence and the Bernoulli nature of the random variables, the weights take the form of the independent walk REMSD. Here, in contrast to the standard Hop eld model, the magnetic eld > 0 breaks the spin ip symmetry. where N is the maximizing index at`time' N. We will look at rst at the distribution of q N for xed N, ignoring the dependence structure for di erent N.
We note that, for the special choice M N = 2 N and independent walks, q N is precisely the Boltzmann distribution in Derrida's random energy model (REM). There our parameter is just called the inverse temperature. The REMSD seems thus a natural extension of the REM also from a purely probabilistic point of view. 4 Now, however, the main emphasis lies in the study of its path properties along the sequence N = 1; 2; : : :.
The standard REM ( D], DeE]) has been studied in great detail. It is well known that it has a phase transition at = c = p 2 log 2. The limit of what plays the role of the`free energy' in the spinglass interpretation of the REM is, almost surely, c the behavior of the system is dominated by the maximum of the Boltzmann weights, the free energy equals to leading order the dominating energy level (it`freezes'). For c the free energy equals the annealed free energy on the volume order. For a thorough analysis of the uctuations of the free energy and the Poisson limit of the energy levels of the REM (and the GREM a generalization of it, leading to Ruelle's probability cascades) see GMP] .
In DeSp] a branching process version for the REM with constant branching rate has been introduced. There the free energy is related to the (known) behavior of traveling waves solutions of the KPP equation. The qualitative behavior of this system then turns out to be the same as in the independent case. Actually, our branching REMSD generalizes this model to nonconstant branching rate. Now, as should be clear from our examples, we will however be mostly interested in functions M N that grow slower (subexponentially) with N. This then corresponds to studying Derrida's REM at a size dependent inverse temperature REM N = p log 2 q N log M N " 1. The system is thus driven to the small temperature region, where we expect the distribution q N to be well supported on the maximizer N , so that q N N 1.
To see how well, our rst result is about the precise large deviation asymptotics. For this point we restrict our attention to the independent walk REMSD. We have We will state our theorems for the independent and the branching REMSD at the same time. Then, our rst main result reads To understand the condition for the branching case note that R t 0 (t 0 )dt 0 = log IEM t . We thus see that already a very mild growthrate of the function M N makes the model transient.
We will also call the rst regime the`supercritical' and the second the`subcritical' regime of growth of M N . Next, we investigate the models more precisely around the regime of the critical growthrate M N log N.
We obtain the following precise a.s. statement (proved in Chapter III) that holds for the independent and the branching REMSD without change. The proof of Theorem 3 (given in Chapter IV) uses large deviation techniques for the sample paths of (X N ; Y N ). As will be clear from the proofs (that we tried to give in a detailed manner) the results of Theorems 2 -4 should in fact apply to a large class of distributions for the increments. All that is needed are suitable upper and lower Gaussian bounds of`moderate deviations'.
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II. Large deviation estimates
In this chapter (which is technically independent of the rest of the paper) we prove Theorem Normals and denote G n = max k=1;:::;n G k . Let n " 1 denote some function of n and introduce, for k = 1; : : :; n, the weights r k n = e n G k P i=1;:::;n e n G i ; r n = max In the sequel we will not make the n and u dependence explicit in our notation.
For the estimation of (2.4) we will use that the outer integral has relevant contributions only for u on the n-dependent scale u x=a n + b n where a n = p 2 log n b n = p 2 log n ? log log n + log 4 2 p 2 log n (2.6)
In fact, it is a standard result in elementary extreme value theory (see LLR]) that IP a n (G n ? b n ) x] ! e ?e ?x (2.7)
Thus, to prove (2.2), we will 1) peel o the tails of the outer integral and 2) control the conditional distributions IP u n , for some u n = x n =a n +b n , where x n does not depend much on n. We will see for this second part that, in the case 0 < y < 1, it is the maximum of the Y i which is responsible for the large deviations of the Y i -sum under IP u rather than the collective behavior of the sum. for all a 0 and u 2 IR. Taking logarithms of this inequality we see that this follows from log p(u ? a) ? log p(u) ? log (u ? a) + log (u) = ?a @ @u ũ (log p(u) ? log (u)) = a ũ + p(ũ) The last two inequalities are the starting point for our estimates; we will then have to choose u = u n = x a n +b n in a useful way. We distinguish two di erent regimes of growth for n : The case of slow divergence, lim n"1 log log n a n = 0 and the case of fast divergence, lim inf n"1 log log n a n > 0.
For easy reference we note the formula for the Gaussian density np x a n + b n = p 2 log n exp ? x 2 2a n ? xb n a n ? (log log n + log 4 ) 2 16 log n ! (2.13) Let us begin with the rst case which is more di cult. We treat the lower bound rst because it explains the form of the asymptotics. We use (2.11) and choose u = u n = b n . Then, from IP G n u], 1 ? (x) p(x)
x and (2.13) follows that the rst factor in (2.11) converges to a constant and can be ignored. Now we estimate log n a n lim inf n"1 1 log n a n log np(u n ) n + log log y ?1 ? log (u n ) (2.17)
The last two terms vanish under the limit. For the rst term we have from (2.13) that 1 log n a n log np(u n ) n = ?1 ? 1 log n a n (log log n + log 4 ) 2 16 log n ! ?1
For the second term in (2.15) we de nex n byũ n =x n a n +b n and note thatx n ! 0 due to a n n ! 0, using the upper and lower bounds forũ n . In particular we have p(ũ n ) # 0 and expanding the log we have (n ? 2) log (1 ? IP u n Y 1 y]) = (n ? 2) log 1 ? p(ũ n ) (u n ) log y ?1 n ?const (n ? 2) p(ũ n ) (u n ) log y ?1 n = ? a n n O(1) (2.19) where the last equality follows from (2.13). This already goes to zero with n " 1 which nishes the proof of the lower bound. In contrast to the lower bound we have to be a bit more careful with the choice of the`split point' u n = x n a n + b n . We look for the slowest possible way to let x n # ?1 such that the rst term is bounded by ?1. log n a n ? np(u n ) u n 1 1 + u ?2 n 1 log n a n (2.23) Below we will choose x n s.t. lim n"1 x n a n = 0, note that from this follows that lim n"1 a n u n = 1. In particular u n " +1 and we have from (2.13) lim sup n"1 log IP G n u n ] log n a n ? lim inf n"1 exp ? x 2 2a n ? xb n a n ? (log log n + log 4 ) 2 16 log n ! 1 log n a n = ? lim inf n"1 exp ? x 2 2a n ? xb n a n 1 log n a n (2.24)
Now it is convenient to take x n to be the largest solution of the quadratic equation such that the r.h.s. becomes identically ?1. This amounts to x n = ?b n 1 ? q 1 ? 2a n b 2 n log log n a n . Using the fact that we are in the region of restricted growth log log n a n # 0, it is now easy to verify a posteriori that in fact x n a n # 0. (This is the point of the proof where some restriction on the growth is needed.) Thus we are done with the estimate of the rst term in (2.21).
To deal with the second term in (2.21) we must look at the second moment IE u Y 2 i = (u ? 2 ) (u) e ?2 u+2 2 (2.25)
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Let us compute the asymptotics for u n ; n " 1 under the assumption that 2 n ? u n " 1. We are now ready to estimate lim sup n"1 log ? nIE u n (Y 2 1 ) log n a n lim sup n"1 log p(u n ) n log n a n ? log (u n ) log n a n ?
log(2 ? u n n ) log n a n ! (2.27)
The second term converges to zero since u n " 1. The third term converges to zero since u n n = u n a n a n n # 0 since u n a n ! 1 with our choice of u n . For the rst term we have 1 log n a n log p(u n ) n = 1 log n a n log a n n ? log log n a n ? (log log n + log 4 ) 2 16 log n ! (2.28)
where we have used the de nition of x n and (2.13). Obviously this converges to ?1 which nishes the proof of the upper bound.
It remains to conclude the analysis with the easier case lim inf n"1 log log n a n > 0. In particular n " 1 faster than any power of n. Since we have log a n log n ! 0 it su ces to consider the equivalent rate function' log n in the denominator of (2.2). To get the lower bound we set u n = 1 = Const and note that lim inf n"1 log ((n ? 1)IP u n Y 1 y]) log n = lim inf n"1 1 log n ? ? log n + log n + log p(ũ n ) + log log y ?1 ? log (u n ) = ?1 Since we will treat the independent walk case and the branching case in a uni ed way, some remarks are in order about the latter. From IE M t ] = exp R t 0 (t 0 )dt 0 we see that the hypothesis of Theorem 2' amounts to lim t"1 log IEM t log log t = p. It is then natural to introduce the new time scale = (t) = log IEM t on which the branching intensity is constant. ThenM := M t( ) is just the number of`particles' resulting from one`particle' at time 0 from binary ssion at constant rate 1 (a.k.a. Yule process). It is well known ( Thus, from the hypothesis on its expectation follows that the number of random walks satis es the hypothesis of the theorem for the independent case also a.s.. This will be useful for the analysis. The rst two statements are given here for the sake of completeness, but they will also be needed in the course of the proof of (iii), (iv). Note that the r.h.s. of (iv) changes in a continuous but nondi erentiable way when p passes through its critical value p = 1. This may seen to be somewhat reminiscent of a second order phase transition. Note also that the trivial case of two random walks, M 2, is formally contained in (iv). In view of the hypothesis (a), for (i) and (ii) it makes no di erence to put Y N or X N (but of course for (iii) and (iv) ).
The recurrence/transience transition stated in Theorem 2 is now a direct consequence of (iii) with (3.1). For p > 1, in fact one obtains from (iii) direct the quantitative estimate of Theorem 2' (1.16); (1.17) follows from (iv). In a similar way we get in the case p < 1 the estimates (1.18) from (iii) and (1.19) from (iv). We follow as close as possible the usual arguments that are used in the case of one simple random walk, M 1 (as presented in a more general setting e.g. in LT] p.199. ) As in the simple case, we will consider the process X N at exponentially spaced sampling points k with > 1. The information at these points will turn out to be essentially enough to describe the paths. The occurrence of p p + 1 will then be explained by the computation of the xed time distributions X N k .
We will show that for each > 0 there exists a subsequence N k s.t. But now we note that the hypothesis on M N gives us that M N k k p(1+ 0 ) , for any 0 > 0 (for k su ciently large). Thus the r.h.s. of (3.7) is bounded by Const k ?(1+ ) 2 (p+1) k p(1+ 0 ) (for k su ciently large). But since this expression is summable over k, for any > 0 (if 0 > 0 is su ciently small), also the series (3.6) converges for any > 0 and we are done for the proof of the upper bound of (i).
Let us now comment on the modi cations that are needed to take care of the branching case. We regard from now on the branching times and the family structure as xed, i.e. what particle gives o spring to what child at given times. Since we are dealing with a.s. results we put ourselves on the full measure set where we have for the number of walks lim N"1 log M t=N log log N = p. Let us denote by the symbols IP 0 ; IE 0 the probability resp. average conditioned on a particular branching history in the above set; so the expectation is really only over the Brownian paths. We will have to show that the branching does not produce enough dependence between the walks to alter the behavior of the independent case in a signi cant way.
The following stochastic inequality between the maxima for the independent and the branching case makes things a bit easier.
Lemma III.1: Let U t denote a binary`branching process' of random walks or di usions with xed branching history in the above sense. Assume the processes (U t ) t 0 have the same distribution for each , and denote by V t fresh versions of them, independent over . Then Here we have used the induction hypothesis in the rst inequality and Jensen inequality in the last one. } Since, as we have seen, the maximum of independent walks gives a stochastic upper bound on the maximum of branching walks, (i) and (ii) follows for the independent and the branching case at the same time, if we prove: the upper bounds for the equalities for lim sup and lim inf for the independent case and lower bounds for lim sup and lim inf for the branching case.
So, let us continue with the proof of the lower bound on the lim sup (i) for the branching model. As indicated above, it su ces to consider a xed con guration of branching times in the full measure set where (3.4) holds. We will show that for all > 0 and > 1 large enough IP 0 h To see that this is enough we write Note that all processes X N involved in the search of this maximum are born before the time N k?1 , thus their increments are just independent Gaussians (as they would be trivially in the independent walk case). Note also that the random variable k is independent of thè past history' up to the time N k?1 and the X k N k?1 have the same distribution as X 1 (3.17) for su ciently large k, with some ; 0 -independent constant. We note that the growthrate of M N is such that M N k?1 k p(1? 00 ) for any arbitrarily small 00 > 0, for any xed , for large k. From this it is easy to see that the r.h.s. of (3.16) is bounded from below by Const k ?(1+ 0 )(1? ) 2 (p+1) k p(1? 00 ) . But, for any small > 0 we can nd 0 ; 00 > 0 s.t. this expression is bigger than Const k ?1 . Hence it is nonsummable over k. Which, by the second half of the Borel Cantelli Lemma shows (3.12), as desired.
The proof of (ii) parallels of course the preceding; however, there are some di erences that need to be taken care of so we need to run through the skeleton of the proof of (i). Let us start with the lower bound on the liminf for the branching case (which is analogous to the upper bound for the limsup). Again we condition on a xed branching history s.t. (3.4) holds.
We will show that for each > 0 there exists an exponential subsequence N k k as above (with > 1 su ciently small) s.t. This time we split of the maximum of the branching processes in question in three parts. The main part will be a maximum over independent processes that can be estimated as before while the remainder terms will be shown to be irrelevant. We x 0 < < 1 that will be chosen su ciently small later. We write Now, the argument in the last exponential behaves as ? 2 2( ?1+ ) p log log N k . Thus, for xed > 0, we may choose > 1 su ciently small and > 0 su ciently small to achieve that for su ciently large k the r.h.s. of (3.21) is bounded above by (say) Const ( ) 1 k 2 . This is summable. 21
To prove the summability of the rst term on the r.h.s. of (3 .20) For 0 ; 00 > 0 small enough this expression is bounded from above by exp (?Const k ) with a positive exponent . Since this is summable over k we are done with the proof of the lower bound for the liminf.
To complete the proof of (ii) it remains to show the upper bound for independent walks.
The proof follows the lower bound for the limsup. We show that for all > 0 and > 1 large
To see that this is enough we write for su ciently large k. For large k we have M N k k p(1+ 00 ) for arbitrarily small 00 . From this follows that the r.h.s. of (3.28) goes to 1 with k " 1 for any > 0. This in particular shows the nonsummability and thus (3.26).
We turn to the proof of (iii). Note that the upper bound for both the independent walks and the branching walks simply follows from lim sup
It remains to prove the lower bound. Let us assume at rst that 0 < p < 1 so that the lim sup will be positive. Following the standard pattern of our proof of (i) and ( using M N k k p(1+ 00 ) for k large enough. Now, for small > 0 and~ = = 00 = 0, the exponent in the last line equals ?1 + 2p( 1 p p ? 1) + O( 2 ) which is bigger than ?1. Now, allowing for su ciently small nonzero~ ; ; 00 does not destroy this property. Hence the r.h.s. of (3.40) is nonsummable, as we wanted to show.
In the case p > 1 where the lim inf will be negative it is easy to check that the above arguments work in an analogous way. In fact, now we need to show We need a bound of the form (3.38), but has to be replaced by and by ? . Note that when it comes to the application of Lemma 10 the resulting value of y 1 p p ? 1 is still bigger than ?1 which justi es its validity. In this case, for small > 0 and~ = = 00 = 0, the exponent in the last line equals ?1 + 2p(1 ? 1 p p ) + O( 2 ) which is bigger than ?1. This nishes the proof of (iii) for the independent case.
For the branching case we argue as follows. Note rst of all that the events A k in (3.31) are independent over k, also in this case. Let us, in a more explicit way then in our earlier proceeding, denote byĨP the average over the branching times and family tree (and by IP 0 the conditional average given the branching structure over the walks). So we have IP =Ĩ P IP 0 . We denote by B k the event that the particle has no o spring for t 2 N Finally we come to the proof of (iv). By now the structure of the proof should be clear, so that we can be a bit briefer; we will however take time to explain the emergence of the di erent form of the p-dependence on the r.h.s of (iv).
Let us rst discuss the case p 1. Note that in this case the lower bound follows from (ii) and the classical LIL. Due to Lemma III.1 we need only prove the upper bound for independent walks. To do so, we need to show upper bounds on the probabilities of the events (3.47) In the rst equation we have used the independent over , in the next inequality we have used the Jensen inequality and in the last inequality we have used the Gaussian maximal inequality on the walk X N ? X N to get an estimate like (3.21). Using now the same arguments as after (3.21) we see that we can bound from above the exponential in the last line of (3.47) by k ?q for any desired large positive q, by choosing su ciently close to one. This makes (3.47) summable. Thus it remains to treat the event D 1 k .
Before doing so, let us comment on the case 0 < p < 1. There we need to prove upper bounds in the independent walk case on the probabilities D 1 k with C(p The same argument as for the proof of (iii) (see (3.43)) however show, that the occurring variables in (3.46) can be treated as independent over . ] is a cluster point of the sequence n N . This result will need a re ned upper bound on the probability of exceedences of segments of the path Y N above a curve of the form N 7 ! ( p p ? )l N . These will be used to prove that, in nitely often, portions of the paths of X N and Y N become jointly close to xed curves, in such a way that a prescribed value of n N can be approximated. In the course of the proof we replace the sums by continuous time expressions, so we will need some approximation and regularization arguments.
We start with Part I and consider the independent walk case and the branching case at the same time. The right equality is clear. We prove the other equalities by regularization of the functional I p (since it is noncontinuous w.r.t. sup-norm) and application of Strassen's theorem. To show that p;x p is in fact the minimizer we will use an approximation by piecewise linear functions. The details are given at the end of this chapter.
But assuming Lemma IV.1, Lemma IV.2 the proof of Claim I follows immediately from (4.2), by the continuity of the function p 7 ! x p .
Let us come to Part II which is more involved. Again we consider independent and branching case at the same time. Let b 2 e ?4( 1 p ?1) ; 1 . As usual, we use exponentially spaced blocks with endpoints N k = k ]. We will show that, for all > 0, there exists a (large) > 1, s.t.
IP n N k ? (1 ? b) < for inf. many k = 1 (4.8) As a basic piece of information we will need an upper bound on the probability of exceedences Note that, in the independent walk case, these events are independent, for di erent k and di erent index 1; 2. For the branching case, we will restrict ourselves to branching histories in the events B k (see the de nition before (3.43)); indeed, for a branching history satisfying B k , the events A 1;k ; A 2;k are independent w.r.t the measure IP 0 describing the di usion part. To treat both cases simultaneously it is convenient to denote by B k the whole probability space in the case of independent walks.
We will show below that, for all 2 H 1 , for all (arbitrarily small) > For an analogous upper bound we use the LIL-lower bound directly for the sup-term (as in part I) to get for in nitely many k that for all N k?1 N N k 
We will now choose the function = p+ ;b in a suitable way that ensures that from the last two estimates follows that n N k is close to b. Now, for given > 0, we choose = p+ ;b such that (i) and (ii) hold with = 2 and some > 0 and 0 > 0.
Then it follows from (4.14) that, for in nitely many k, for > 0 su ciently small and > 1 su ciently large, But from the last two inequalities follows in fact (4.8) (after further enlarging > 1, if necessary).
Now, let us turn to the proof of (4.11). Note that, in the independent walk case, the events A 1;k ; A 2;k are independent, for di erent k and di erent index 1; 2. For the branching case, we will restrict ourselves to branching histories in the events B k (see the de nition before (3.43)).
Indeed, let us denote in short the branching history (splitting times and structure of family tree)
by the random variable . Then we have that for all con gurations of the family tree v 2 B k that the events A 1;k ; A 2;k are independent w.r. which goes to zero with k " 1 and proves the lemma. }
To treat both the independent and branching case at the same time it is convenient to denote by B k the whole probability space in the independent case. Now, using the independence of the events A 1;k \A 2;k \B k over k, by Borel Cantelli, (4.11) is implied by P 1 k=1 IP A 1;k \ A 2;k \ B k ] = where the last line holds for large enough N. Next we have to use the`continuity' of the paths of X N . Recall to this end that for 2 H 1 we have from the Schwartz inequality, for all a b,
