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a b s t r a c t
We study the problem of constructing an optimal formula of
approximate integration along a d-dimensional parallelepiped.
Our construction utilizes mean values along intersections of the
integration domain with n hyperplanes of dimension (d− 1), each
of which is perpendicular to some coordinate axis. We find an
optimal cubature formula of this type for two classes of functions.
The first class controls the moduli of continuity with respect to all
variables, whereas the second class is the intersection of certain
periodic multivariate Sobolev classes. We prove that all node
hyperplanes of the optimal formula in each case are perpendicular
to a certain coordinate axis and are equally spaced and the weights
are equal. For specificmoduli of continuity and for sufficiently large
n, the formula remains optimal for the first class among cubature
formulas with arbitrary positions of hyperplanes.
Published by Elsevier Inc.
1. Setting of the problem
The problem of constructing an optimal quadrature formula for a class of functions was first posed
by Kolmogorov in 1940s. The idea is to find a formula using n function values or more generally n
information pieces about a function such that the error is minimized. First results on special cases of
this problem were obtained by Nikol’skii [45] and Sard [48] during 1949–50. Later, a large number of
results concerning optimal quadrature and cubature formulas were obtained for classes of univariate
andmultivariate functions. For a detailed reviewwe refer the reader to books [42,44,43,50,53–55,58],
and papers [57,38,23].
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Optimal cubature formulas are mostly known for classes of univariate functions or for classes of
multivariate functions which can be analyzed by reduction to the univariate case. For themultivariate
case, we usually know cubature formulas which are only optimal within a factor and enjoy the best
rate of convergence sometimes modulo a power of logarithm of n. For many standard classes of
multivariate functions, we are still waiting to find optimal cubature formulas.
The majority of known results for univariate classes of functions deal with formulas that use the
information given by values of the function at some points or mean values over some intervals.
Similarly, for multivariate classes of functions, cubature formulas are constructed using data from
values at some points or from mean values along parallelepipeds. In some modern applications
such as computer tomography and thermoacoustic tomography another type of information about
multivariate functions is available. It is given by some integrals over sets whose dimension is strictly
greater than zero and less than the dimension of the integration domain. More information on
computational methods arising in tomography can be found, for example, in [19,41].
In this paper we continue studying the problem about optimal cubature formulas by sampling
mean values along intersections of the domain with n hyperplanes. We now give a rigorous setting of
the problem. Let a = (a1, . . . , ad) ∈ (0,∞)d,Πd = [0, a1] × · · · × [0, ad]. We want to approximate
the integrals∫
Πd
f (x) dx
for integrable functions from some class. For i = 1, . . . , d, denote
bi =
d∏
k=1
k≠i
ak, and Pi = [0, a1] × · · · × [0, ai−1] × [0, ai+1] × · · · × [0, ad].
For every x ∈ [0, aj], let
Ij(f ; x) = 1bj
∫
Pj
f (t1, . . . , tj−1, x, tj+1, . . . , td)dtd . . . dtj+1dtj−1 . . . dt1.
Denote byQan the set of all cubature formulas of the form
q(f ) =
d−
i=1
ni−
k=1
ci,kIi(f ; xik), (1)
where ni’s are non-negative integers such that n1 + · · · + nd = n, real weights ci,k are arbitrary, and
numbers 0 ≤ xi1 < · · · < xini ≤ ai, i = 1, . . . , d, are also arbitrary. Formulas from Qan recover the
integral overΠd from known integrals of f over intersections ofΠd with shifts of (d−1)-dimensional
coordinate subspaces.
We also consider cubature formulas with arbitrarily oriented node hyperplanes. They are defined
as the class Gan, n ∈ N, being the set of all cubature formulas for approximate integration over Πd of
the form
q(f ) =
n−
k=1
ck
|Πd ∩ Lk|
∫
Πd∩Lk
f (x)dx.
Here L1, . . . , Ln are arbitrary (d − 1)-dimensional hyperplanes having non-empty intersection with
Πd and ck, k = 1, . . . , n, are arbitrary real weights. If the dimension ofΠd ∩ Lk is less than d− 1, then
|Πd ∩ Lk| is the areameasure of the corresponding dimension and integration overΠd∩Lk takes place
with respect to the area measure of that dimension. IfΠd ∩ Lk consists of one point, the average value
of f alongΠd ∩ Lk is replaced by the value of f at that point.
Let Q = Qan or Gan. For every formula q ∈ Q , denote the integration error as
R(f ; q) =
∫
Πd
f (x)dx− q(f ).
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Let C (Πd) be the space of continuous functions defined on the parallelepiped Πd. Given a class of
functions Y ⊆ C(Πd), we define
R(Y ; q) = sup
f∈Y
|R(f ; q)| .
Problem 1. Find the value of
R(Y ;Q ) = inf
q∈Q R(Y ; q) (2)
and find at least one optimal cubature formula (if it exists), i.e. a functional q∗ ∈ Q , which attains the
infimum on the right-hand side of (2).
The problem stated above will be reduced to the following problem of optimization of quadrature
formulas: for n ∈ N and a > 0, denote by T an , the set of all formulas for approximate integration along
the interval [0, a] of the form
S(g) =
n−
k=1
ckg(xk),
where weights ck, k = 1, . . . , n, and nodes 0 ≤ x1 < · · · < xn ≤ a are arbitrary. For a quadrature
formula S ∈ T an , let
ρ(g; S) =
∫ a
0
g(t)dt − S(g).
For a class of functions K ⊆ C[0, a], define
ρ(K ; S) = sup
g∈K
|ρ(g; S)|
and let
ρ(K ; T an ) = inf
S∈T an
ρ(K ; S). (3)
A formula S∗ ∈ T an is called optimal for the class K , if it attains the infimum on the right-hand side
of (3).
2. Definition of the classes and review of known results
Let ω be a modulus of continuity (i.e. a non-decreasing, continuous, sub-additive function defined
on [0,∞) such that ω(0) = 0). Denote by Hω[0, a] the class of functions g : [0, a] → R such that
|g(x)− g(y)| ≤ ω (|x− y|) , x, y ∈ [0, a].
For ω(t) = t , the class Hω[0, a] becomes the Lipschitz class of functions, whereas for ω(t) = tα , with
α ∈ (0, 1), we obtain the Hölder class.
Definition 1. Given an ordered collection ω = (ω1, . . . , ωd) of moduli of continuity, denote by
HωΠd = Hω1,...,ωdΠd the class of functions f : Πd → R such that
|f (x)− f (y)| ≤ ω1 (|x1 − y1|)+ · · · + ωd (|xd − yd|) (4)
for every x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ Πd.
Let ω be a given modulus of continuity. Denote by Hωp Πd, 1 ≤ p ≤ ∞, the class of functions
f ∈ C(Πd) such that
|f (x)− f (y)| ≤ ω ‖x− y‖p , x, y ∈ Πd,
where
‖x‖p =
|x1|p + · · · + |xd|p1/p , 1 ≤ p <∞,
max{|x1| , . . . , |xd|}, p = ∞.
Denote by W r∞, r ∈ N, the class of 2π-periodic functions of the form g : R→ R such that g(r−1) is
locally absolutely continuous and
g(r)(t) ≤ 1 for almost all t ∈ R.
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Definition 2. Given vector r = (r1, . . . , rd) ∈ Nd, denote by W r∞ = W r1,...,rd∞ the class of continuous
functions f : Rd → R having period 2π along each variable and such that for every i = 1, . . . , d and
for almost every vector (x1, . . . , xi−1, xi+1, . . . , xd) ∈ Rd−1, the function
h(t) = ∂
ri−1f
∂xri−1i
(x1, . . . , xi−1, t, xi+1, . . . , xd)
is locally absolutely continuous, and∂ ri f∂xrii (x)
 ≤ 1, for a.e. x ∈ Rd, i = 1, . . . , d.
This class of functions is quite often considered in numerical analysis (see e.g. [20, Chapter III], [5]).
Smoothness of functions is defined in a natural way for this class. The class W r∞ is also interesting
due to the fact that the existence of partial derivatives ∂
r1 f
∂x
r1
1
, . . . ,
∂rd f
∂x
rd
d
implies the existence of all mixed
partial derivatives ∂
i1+···+id f
∂x
i1
1 ...∂x
id
d
, where i1, . . . , id ≥ 0 and i1r1 +· · ·+
id
rd
< 1 (see e.g. [20, Theorem III.10.1]).
The optimality of the formula
S∗n (g) =
n−
k=1
a
n
· g

2k− 1
2n
a

(5)
for the classHω[0, a] (among formulas fromT an )was shownbyNikol’skii [45] for the caseω(t) = t and
by Korneichuk [30] for arbitrary ω. Motornyi [36] proved the optimality of formula (5) with a = 2π
for the class W r∞ and for the class of 2π-periodic functions whose rth derivatives (with odd r) have
a given concave majorant for the modulus of continuity. See also [39], where an analogous result for
the latter class is obtained when r = 2. For Sobolev classes of periodic functions whose rth derivative
is bounded in the Lp-norm, 1 ≤ p < ∞, the optimality of formula (5) was shown by Motornyi [36],
Ligun [34] and Žensykbaev [56]. For classes of periodic functions whose rth derivative belongs to
a rearrangement-invariant set, the optimality of formula (5) was proved by Babenko in [6]. In the
general case involving classes defined using convolutions he obtained a similar result in [7].
The optimality of the ‘‘interval’’ analogue of formula (5) was shown in [4] for the class of periodic
functions whose rth derivative has a bounded L1-norm, in [37] for the class W r∞, in [26] for the non-
symmetric analogue of Hω[0, a], in [16] for classes of periodic functions whose rth derivative belongs
to a rearrangement-invariant set, and in [17] for classes defined with the help of convolutions.
The optimal cubature formula with nodes at rectangular grids was found by Korneichuk in [30] for
the classes Hω2 Πd and H
ωΠd. In particular, it was done for the class W e∞, where
e = (1, . . . , 1) ∈ Rd.
Cubature formulas which use function values at number-theoretical nets were, in particular, studied
by Korobov [32] and Temlyakov (see [51,52] and the references therein). The problem about
asymptotically optimal cubature formulas that use function values at arbitrary node configurations
and achieve both the optimal rate of the error as n gets large and the best constant for classes
Hωp Πd, d ≥ 1,was studied in papers by Babenko [1–3,8], andChernaya [27]. A formula for approximate
integration overΠd with a positive weight, which has fixed nodes and is optimal for the class Hωp Πd
in the exact sense, was found in [33] in the one-dimensional case and in [1] in the multivariate case.
An optimal cubature formula with nodes at rectangular grids was obtained in [11] for the class W r∞
and an optimal ‘interval’ cubature formula with nodes at rectangular grids was obtained in [11] for
classes HωΠd and W r∞.
An optimal cubature formula from the set Qen was found for the class of monotone and bounded
functions on the cube [0, 1]d (see [9]) and for the class Hω∞[0, 1]d (see [14]). An optimal cubature
formula from the set Gan was found for the class H
ω
1 Πd in [15]. For the class H
ω
2 Bd defined on the unit
V.F. Babenko et al. / Journal of Complexity 27 (2011) 519–530 523
ball Bd in Rd, the first two authors of the current paper describe an optimal formula of the form∫
Bd
f (x)dx ≈
n−
k=1
ckσrk 
∫
σrk
f (x)dx, (6)
where σrk is the sphere of radius rk ∈ (0, 1] centered at the center of Bd, k = 1, . . . , n, (see [10]). An
optimal formula of the form (6) was also found by them for the class of differentiable functions on Bd
whose gradient is bounded in the L1-norm (cf. [12]). Finally, these authors found an optimal formula
of the same form for the class of twice differentiable functions on Bd, whose Laplacian is bounded in
the L1-norm (cf. [13]).
Cubature formulas of the form (6) were considered in mathematical literature starting as early
as in 1940s by Lusternik [35], Kantorovich [29] and later by Mysovskih [40], who obtained the
algebraic degree of precision of certain formulas of this type. Bojanov and Petrova found the Gaussian
formula with arbitrary positions of node hyperplanes (cf. [25]) for approximate integration along Bd.
Extended Gaussian formulas of the form (6), were completely characterized by Bojanov and Dimitrov
(cf. [21,22,24,28]; see also [46]). Petrova also studied the problem about Gaussian formulas of the type
(6) (cf. [47] and the references therein). Formore results on optimal quadrature and cubature formulas
see books [42,44,53–55,58], and papers [57,38,23].
In this paperwepresent a solution to Problem1 for the classesHωΠd and W r∞ for cubature formulas
fromQan andQ
2πe
n respectively (see Theorems 1 and 2). In addition, for certain classesH
ωΠd we solved
Problem 1 for formulas from Gan and sufficiently large n; see Theorem 3 and Corollary 1.
3. Main results
LetHωΠd = Hω1,...,ωdΠd be the class of functions f : Rd → R, which are ai-periodic along the ith
variable, i = 1, . . . , d, and satisfy (4) for every x, y ∈ Rd.
Theorem 1. Let n, d ∈ N, a = (a1, . . . , ad) ∈ (0,∞)d, ω = (ω1, . . . , ωd) be an ordered collection of
moduli of continuity, and let the index j0 be such that
1
aj0
∫ aj0
2n
0
ωj0(t)dt = mini=1,...,d
1
ai
∫ ai
2n
0
ωi(t)dt. (7)
Then the cubature formula
q∗n(f ) =
n−
k=1
|Πd|
n
· Ij0

f ; 2k− 1
2n
aj0

is optimal for the classes HωΠd andHωΠd among all formulas fromQan. Moreover, we have the following
equalities:
R(HωΠd;Qan) = R(HωΠd;Qan) = 2nbj0 ∫
aj0
2n
0
ωj0(t)dt. (8)
To formulate the next result we will need to recall Favard’s constant,
Kr = 4
π
∞−
k=0
(−1)k(r+1)
(2k+ 1)r+1 , r ∈ N.
For approximate integration of differentiable periodic multivariate functions we obtain the following
result.
Theorem 2. Let r1, . . . , rd ∈ N, and the indexing number j be such that rj = maxi=1,...,d ri. Then the
cubature formula
q∗n(f ) =
n−
k=1
(2π)d
n
· Ij

f ; 2πk
n

, n ≥ 2,
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is optimal for the class W r∞ among all formulas fromQ2πen , where 2πe denotes (2π, . . . , 2π). In addition,
R(W r∞;Q2πen ) = (2π)dKrjnrj , n ≥ 2. (9)
Below are the cases where we were able to solve the general problem for the classes HωΠd.
Theorem 3. Let n, d ∈ N, a = (a1, . . . , ad) ∈ (0,∞)d, ω = (ω1, . . . , ωd) be an ordered collection of
moduli of continuity such that the quotients ωi(t)/t, i = 1, . . . , d, are monotonically non-increasing
on (0,∞) (in particular, all ωi’s are concave). Assume that there exists an index j0 such that aj0 =
mini=1,...,d ai and
ωj0(t) = mini=1,...,dωi(t) (10)
for every t from some interval [0, ϵ), ϵ > 0. Then for every n > aj02ϵ , the cubature formula
q∗n(f ) =
n−
k=1
|Πd|
n
· Ij0

f ; 2k− 1
2n
aj0

is optimal for the class HωΠd among formulas from Gan. Moreover,
R(HωΠd;Gan) = 2bj0n
∫ aj0
2n
0
ωj0(t)dt, n >
aj0
2ϵ
. (11)
An important case when assumptions of Theorem 3 hold is the case
ωi(t) = Citαi , with Ci > 0, αi ∈ (0, 1], i = 1, . . . , d, and Πd = [0, 1]d
(i.e. a = (1, . . . , 1)). We let j0 be an index such that αj0 = maxi=1,...,d αi and Cj0 ≤ Ci for every i such
that αi = αj0 . Denote
ϵ0 = min
i=1,...,d
αi<αj0

Ci
Cj0
 1
αj0−αi
.
It is not difficult to see that ωj0(t) ≤ ωi(t) for every t ∈ [0, ϵ0) and i = 1, . . . , d. The following
statement is an immediate corollary of Theorem 3.
Corollary 1. Let ω = (ω1, . . . , ωd), where ωi(t) = Citαi , Ci > 0, αi ∈ (0, 1], i = 1, . . . , d. For every
n > 12ϵ0 , the cubature formula
q∗n(f ) =
n−
k=1
1
n
· Ij0

f ; 2k− 1
2n

is optimal for the class Hω[0, 1]d among formulas from Gen. In addition,
R(Hω[0, 1]d;Gen) =
Cj0
(αj0 + 1)(2n)αj0
, n >
1
2ϵ0
.
4. The general auxiliary result
A class K ⊆ C[0, a] is called convex if for any functions g, h ∈ K and any α ∈ [0, 1], we have
αg+ (1−α)h ∈ K . A class K ⊆ C[0, a] is called centrally symmetric, if whenever g ∈ K , we also have
−g ∈ K . Recall that
Pi = [0, a1] × · · · × [0, ai−1] × [0, ai+1] × · · · × [0, ad].
Given univariate classes Y1 ⊆ C[0, a1], . . . , Yd ⊆ C[0, ad], denote by Y1×· · ·×Yd the set of all functions
f ∈ C(Πd) such that for every i = 1, . . . , d, the set of points (x1, . . . , xi−1, xi+1, . . . , xd) ∈ Pi, forwhich
the univariate function ψ(·) = f (x1, . . . , xi−1, ·, xi+1, . . . , xd) belongs to the class Yi, is dense in Pi.
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Let also Y1 + · · · + Yd be the class of all functions f : Πd → R of the form f (t1, . . . , td) =
ϕ1(t1) + · · · + ϕd(td), where ϕ1 ∈ Y1, . . . , ϕd ∈ Yd. Denote by B the closure of the set B ⊆ C[0, a]
in the uniform norm. We obtain the following general result.
Theorem 4. Let d, n ∈ N, d > 1, Y1 ⊆ C[0, a1], . . . , Yd ⊆ C[0, ad] be convex and centrally symmetric
classes of functions, each of which contains all constant functions. Denote by j0 such an index that
1
aj0
ρ(Yj0; T
aj0
n ) = min
i=1,...,d
1
ai
ρ(Yi; T ain ) (12)
and let the formula S∗n (g) =
∑n
k=1 c
∗
k g(x
∗
k) be optimal for the class Yj0 among formulas from T
aj0
n . Then
the formula
q∗n(f ) =
n−
k=1
bj0c
∗
k · Ij0(f ; x∗k)
is optimal among formulas fromQan for any class Y ⊆ C(Πd) such that Y1+· · ·+Yd ⊆ Y ⊆ Y 1×· · ·×Y d.
Moreover,
R(Y ;Qan) = bj0ρ(Yj0; T
aj0
n ). (13)
Remark. Since under assumptions of Theorem 4 the closures of classes Y1, . . . , Yd are invariant with
respect to adding a constant, there holds Y1 + · · · + Yd ⊆ Y 1 × · · · × Y d and hence, there exists at
least one class Y ⊆ C(Πd) satisfying the assumptions of the theorem.
4.1. Proof of Theorem 4. Upper estimate
Denote u = (t1, . . . , tj0−1), v = (tj0+1, . . . , td), and
d(v,u) = dtd . . . dtj0+1dtj0−1 . . . dt1.
For every function f ∈ Y , we will haveR(f ; q∗n) =

∫
Πd
f (t)dt−
n−
k=1
bj0c
∗
k · Ij0(f ; x∗k)

=

∫
Pj0
∫ aj0
0
f (u, tj0 , v)dtj0d(v,u)−
n−
k=1
c∗k
∫
Pj0
f (u, x∗k , v)d(v,u)

=

∫
Pj0
∫ aj0
0
f (u, tj0 , v)dtj0 −
n−
k=1
c∗k f (u, x
∗
k , v)

d(v,u)

≤
∫
Pj0

∫ aj0
0
f (u, t, v)dt −
n−
k=1
c∗k f (u, x
∗
k , v)
 d(v,u)
=
∫
Pj0
ρ(f (u, ·, v); S∗n ) d(v,u).
By assumption, the set D0 of vectors (u, v) ∈ Pj0 , for which function ψ(t) = f (u, t, v) belongs to the
class Y j0 , is dense in Pj0 . Then for every (u, v) ∈ Pj0 , there is a sequence {(um, vm)}∞m=1 ⊂ D0 converging
to (u, v). Since f is uniformly continuous on Πd, the sequence of functions gm(·) = f (um, ·, vm) ∈
Y j0 ,m ∈ N, converges uniformly toψ on [0, aj0 ], which implies thatψ ∈ Y j0 . Taking into account the
optimality of the quadrature formula S∗n for the class Yj0 , we haveR(f ; q∗n) ≤ ∫
Pj0
ρ(ψ; S∗n ) d(v,u) ≤ ∫
Pj0
ρ(Y j0; S∗n )d(v,u)
= bj0ρ(Y j0; S∗n ) = bj0ρ(Yj0; S∗n ) = bj0ρ(Yj0; T
aj0
n ).
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In view of arbitrariness of the function f ∈ Y , we obtain
R(Y ; q∗n) ≤ bj0ρ(Yj0; T
aj0
n ). (14)
4.2. Lower estimate
It was shown by Smolyak [49] (the proof is also cited in [18]) that for every convex and centrally
symmetric class of functions K ⊆ C[0, a] and every fixed set of nodes Xn = {x1, . . . , xn} ⊂ [0, a],
there holds
ρ(K ; Xn) := inf
c1,...,cn∈R
sup
g∈K

∫ a
0
g(t)dt −
n−
k=1
ckg(xk)
 = supg∈K
g(xk)=0,k=1,n
∫ a
0
g(t)dt. (15)
Let
q(f ) =
d−
i=1
ni−
k=1
ci,kIi(f ; xik) (16)
be the arbitrary formula fromQan. Assume first that relation
d−
i=1
ni−
k=1
ci,k = |Πd| (17)
does not hold. Since each class Yi contains constant functions, the function hc(t1, . . . , td) = c belongs
to Y1 + · · · + Yd and hence, to Y . Then
R(Y ; q) ≥ sup
c∈R
|R(hc; q)| = sup
c∈R

∫
Πd
cdx−
d−
i=1
ni−
k=1
ci,kc

= sup
c∈R
|c|
 |Πd| − d−
i=1
ni−
k=1
ci,k
 = ∞. (18)
Thus, it remains to compare the upper estimate (14) with the error of formulas of the form (16),
where relation (17) holds. Equality (17) implies that for at least one index i, we have
∑ni
k=1 ci,k > 0.
Choose any ϵ > 0 and for every i such that
∑ni
k=1 ci,k > 0, let ϕ
ϵ
i ∈ Yi be a function such that
ϕϵi (x
i
k) = 0, k = 1, . . . , ni, and∫ ai
0
ϕϵi (t)dt > ρ(Yi; {xi1, . . . , xini})− ϵ (19)
(such a function ϕϵi exists due to relation (15)). For every index i such that
∑ni
k=1 ci,k ≤ 0, we let
ϕϵi (t) ≡ 0. Then the function fϵ(t1, . . . , td) =
∑d
k=1 ϕ
ϵ
k (tk) belongs to the class Y and taking into
account (17), we will have
R(Y ; q) ≥ R(fϵ; q) =
∫
Πd

ϕϵ1(t1)+ · · · + ϕϵd(td)

dtd . . . dt1 −
d−
i=1
ni−
k=1
ci,kIi(fϵ; xik)
= b1
∫ a1
0
ϕϵ1(t)dt + · · · + bd
∫ ad
0
ϕϵd(t)dt −
d−
i=1
ni−
k=1
ci,k
ai
|Πd|
×
∫
Pi
ϕϵi (xik)+ d−
j=1
j≠i
ϕϵj (tj)
 dtd . . . dti+1dti−1 . . . dt1
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=
d−
j=1
bj
∫ aj
0
ϕϵj (t)dt −
d−
i=1
ni−
k=1
ci,k
|Πd|
 d−
j=1
j≠i
bj
∫ aj
0
ϕϵj (t)dt

=

1−
d−
i=1
ni−
k=1
ci,k
|Πd|

d−
j=1
bj
∫ aj
0
ϕϵj (t)dt

+
d−
i=1
ni−
k=1
bici,k
|Πd|
∫ ai
0
ϕϵi (t)dt
=
d−
i=1
′

ni−
k=1
ci,k

1
ai
∫ ai
0
ϕϵi (t)dt,
where
∑′ means that the summation takes place only over those i’s, for which∑nik=1 ci,k > 0 (the
equality remains true because ϕϵi is identically zero for the rest of indices i). Then taking into account
(19) we obtain
R(Y ; q) ≥
d−
i=1
′

ni−
k=1
ci,k

1
ai

ρ(Yi; {xi1, . . . , xini})− ϵ

≥
d−
i=1
′

ni−
k=1
ci,k

1
ai

ρ(Yi; T aini )− ϵ

.
In view of arbitrariness of ϵ, and taking into account relations (12) and (17) and the fact that
ρ(Yi; T aini ) ≥ ρ(Yi; T ain ), i = 1, . . . , d, we will have
R(Y ; q) ≥
d−
i=1
′

ni−
k=1
ci,k

1
ai
ρ(Yi; T ain ) ≥
1
aj0
ρ(Yj0; T
aj0
n )
d−
i=1
′

ni−
k=1
ci,k

≥ |Πd|
aj0
ρ(Yj0; T
aj0
n ) = bj0ρ(Yj0; T
aj0
n ). (20)
Taking into account relations (14), (18) and (20), we obtain the optimality of the formula q∗n for the
class Y . Since relation (20) also holds for the formula q∗n , we obtain (13). Theorem 4 is proved.
5. Proof of the main results
5.1. Proof of Theorem 1
We recall that formula (5) is optimal for the class Hω[0, a] (cf. [30]) and is also optimal for its
periodic analogueHω[0, a] (of period a) with
ρ(Hω[0, a]; T an ) = ρ(Hω[0, a]; T an ) = 2n ∫ a2n
0
ω(t)dt. (21)
In view of relations (7) and (21), we have
1
aj0
ρ(Hωj0 [0, aj0 ]; T
aj0
n ) ≤ 1ai ρ(H
ωi [0, ai]; T ain ), i = 1, . . . , d.
It is not difficult to see that HωΠd ⊆ Hω1 [0, a1] × · · · × Hωd [0, ad] and whenever ϕ1 ∈ Hω1 [0, a1],
. . . , ϕd ∈ Hωd [0, ad], we have
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i=1
ϕi(xi)−
d−
i=1
ϕi(yi)
 ≤ d−
i=1
|ϕi(xi)− ϕi(yi)|
≤
d−
i=1
ωi(|xi − yi|), (x1, . . . , xd), (y1, . . . , yd) ∈ Πd.
Then by Theorem 4, the formula q∗n is optimal for the class HωΠd. In view of relation (13) and relation
(21) for ω = ωj0 and a = aj0 , we have (8) for the non-periodic case. The assertion of Theorem 1 for
the periodic classHωΠd is shown analogously. Theorem 1 is proved.
5.2. Proof of Theorem 2
Recall (cf. [36]) that the quadrature formula
S∗n (g) =
n−
k=1
2π
n
g

2πk
n

is optimal for the class W r∞, r ∈ N, among formulas from T 2πn with
ρ(W r∞; T 2πn ) = 2πKrnr . (22)
Since 1 ≤ Kr ≤ π2 , r ∈ N (cf. e.g. [31, page 105]), for every i such that ri < rj and n ≥ 2, we have
1
2π
ρ(W rj∞; T 2πn ) = Krjnrj ≤ πKri2n · nrj−1 ≤ Krinri = 12π ρ(W ri∞; T 2πn ).
It is not difficult to verify thatW r1∞ × · · · × W rd∞ ⊃ W r∞ ⊃ W r1∞ + · · · + W rd∞.
Then by Theorem 4, we obtain the optimality of the formula q∗n, n ≥ 2, and from relation (13) and
relation (22) with r = rj we obtain (9). Theorem 2 is proved.
5.3. Proof of Theorem 3
Let
v(t) = min
i=1,...,dωi(t), t ≥ 0.
Then the ratio v(t)/t is monotonically non-increasing on (0,∞). It was shown in [31, page 255] that
this property implies sub-additivity. For completeness, we give this argument below. For a pair of
numbers z, p ∈ (0,∞), we have
v(z + p) = z v(z + p)
z + p + p
v(z + p)
z + p ≤ z
v(z)
z
+ pv(p)
p
= v(z)+ v(p)
which shows sub-additivity of v. All other properties of the modulus of continuity for v follow
immediately. It was proved in [15, Theorem 1] that the cubature formula q∗n is optimal for the class
Hv1Πd among formulas from G
a
n and
R(Hv1Πd; q∗n) = 2bj0n
∫ aj0
2n
0
v(t)dt. (23)
For every f ∈ Hv1Πd, we have
|f (x1, . . . , xd)− f (y1, . . . , yd)| ≤ v(|x1 − y1| + · · · + |xd − yd|)
≤ v(|x1 − y1|)+ · · · + v(|xd − yd|)
≤ ω1(|x1 − y1|)+ · · · + ωd(|xd − yd|).
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Hence, Hv1Πd ⊆ HωΠd, whereω = (ω1, . . . , ωd). Then for every cubature formula q ∈ Gan, taking into
account (23), (10) and (8), for n >
aj0
2ϵ , we obtain
R(HωΠd; q) ≥ R(Hv1Πd; q) ≥ R(Hv1Πd; q∗n)
= 2bj0n
∫ aj0
2n
0
v(t)dt
= 2bj0n
∫ aj0
2n
0
ωj0(t)dt = R(HωΠd; q∗n),
which implies the optimality of q∗n and relation (11). Theorem 3 is proved.
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