Abstract-This paper presents the interpretation of digits and commands using a modified neural network and the genetic algorithm. The modified neural network exhibits a node-to-node relationship which enhances its learning and generalization abilities. A digit-and-command interpreter constructed by the modified neural networks is proposed to recognize handwritten digits and commands. A genetic algorithm is employed to train the parameters of the modified neural networks of the digit-and-command interpreter. The proposed digit-and-command interpreter is successfully realized in an electronic book. Simulation and experimental results will be presented to show the applicability and merits of the proposed approach.
I. INTRODUCTION

I
NSPIRED by the human nervous system, the neural network was developed in the 1940s. The McCulloch-Pitts neuron, which was the foundation of the neural network development, was presented around 1943 [1] . No training algorithm was developed for this neuron. After that, a trainable adaptive linear (Adaline) element [1] , [2] , which is the basic building block used in many neural networks, has been proposed. A single Adaline is able to learn some of the linearly separable functions. In order to have a nonlinear separation boundary, layered networks such as multiple Adaline (Madaline) and multiplayer feedforward networks were proposed. The architecture of the Madaline network is a linear combination of some Adaline elements which form a single feedforward network structure. Based on these ideas and further exploration, different kinds of neural network were then developed, such as mapping networks, self-organizing networks, recurrent networks, radial basis function networks, etc., to fit different applications.
One of the important issues for the neural network is the learning or training process. The learning process aids to find a set of optimal network parameters. At the early stage, two major classes of learning rules, error correction and gradient rules, were proposed. The error correction rules [1] , [2] , such as the -LMS algorithm, perception learning rules, and May's rule, adjust the network parameters to correct the network output error corresponding to the present input pattern. Some of the error-correction rules are only applicable to linear separable problems. The gradient rules [1] - [3] , such as MRI, MRII, and MRIII rules and backpropagation techniques, adjust the network parameters based on the gradient information to reduce the mean square error over all input patterns. Different variations of backpropagation algorithms, such as backpropagation algorithms with momentum [4] , backpropagation algorithms with variable learning rate [4] , and conjugate gradient algorithms [5] , were proposed to improve the learning time. A major weakness of gradient rules is that derivative information is necessary (the error function is thus required to be continuous and differentiable). As a result, the learning process is easily trapped in a local optimum, especially for multimodal problems and the learning rules is network-structure dependent. Some global search algorithms, such as Tabu search [6] , simulated annealing [6] , and genetic algorithm (GA) [6] - [8] , were proposed. Unlike the gradient-descent-based algorithm, these search algorithms are less likely to be trapped in a local optimum and do not need a differentiable or even continuous error function. Thus, these search algorithms are more suitable for searching in a large, complex, nondifferentiable, and multimodal domain [9] .
It is well known that a neural network can approximate any smooth and continuous nonlinear functions in a compact domain to an arbitrary accuracy [1] , [2] . A three-layer feedforward neural network can successfully be applied in a wide range of applications, such as system modeling and control, prediction [10] , [11] , recognition [12] , and so on. Owning to its specific structure, a neural network can be used to realize a learning process [1] , [3] , [4] , [6] . Learning of the network usually consists of two steps: network structure design and learning process. The structure of the neural network defines the nonlinearity of the nonlinear equation. The learning algorithm is used to provide rules to optimize the connection weights. A typical structure of the neural network has a fixed set of connection weights after the learning process. However, a fixed set of connection weights may not be suitable to learn the information which is distributed in a vast domain separately.
In this paper, modifications have been made to the neural networks such that the parameters of the activation functions in the hidden layer are changed according to the network inputs. To achieve this, node-to-node links are introduced in the hidden layer. The node-to-node links interconnect the hidden nodes with connection weights. The modified neural network is shown in Fig. 1 . Conceptually, the introduction of the node-to-node links increases the degree of freedom of the network. The modified neural network in result has a better learning and generalization abilities. The enhancements are due to the reason that the parameters in the activation functions of the hidden nodes are allowed to change to cope with the changes of the network inputs in different operating subdomains. As a result, the modified neural network seems to have an individual neural network to handle the inputs of each operating subdomain. This characteristic is good for the modified neural network to handle problems with a large input data set in a large spatial domain.
A digit-and-command interpreter formed by the modified neural networks is proposed for recognizing handwritten digits and commands in this paper. The proposed digit-and-command interpreter will be realized practically in a prototype of the electronic book. Different methodologies for recognizing handwritten characters can be found in the literature. Generally, four different approaches [13] are used: template matching, statistical techniques, structural techniques, and neural/neural-fuzzy networks. The idea of the template-matching approach is to determine the best match between the stored templates and the inputs. Deformable models [14] , [15] , which are good in handling large shape variations, have been applied to the recognition of handwritten digits. During the recognition process, the patterns or shapes will be deformed to match with the input patterns. A classifier will then be employed to interpret the input patterns based on the extracted information. In [14] , the deformable model was employed to represent the images in terms of contours. Dissimilarity measures will be obtained between characters and be used for classification. In [15] , the deformable models were integrated into a Bayesian framework for recognition of handwritten characters. For statistical techniques, statistical decision theory is employed to determine the class to which the input belongs to. Hidden Markov modeling [16] is one of the popular statistical techniques for handwritten character recognition. On applying structural techniques, some complex patterns are represented by some simpler patterns. Based on these simpler patterns, the input can be classified. Examples of structural techniques include grammatical [17] and graphical [18] methods. In general, the neural/neural-fuzzy network approaches are model-free. The main idea of the neural/neural-fuzzy network approaches [19] is to learn the features of the training patterns in an off-line manner. The features can then be recognized using the trained neural/neural-fuzzy network. In [20] , the orthogonality and information measures were employed to evaluate the features of the characters. These two measures will be taken as the inputs of the multilayer feedforward neural networks for classification. A self-organizing map approach can also be found in [21] , of which the self-organizing map model were used to implement a modular classification system. An improved neocognitron approach, which is good in dealing with two-dimensional pattern recognition problems, was proposed in [22] for digit classification. However, the computational demand for the approach is high due to the complex structure of the neocognitron. A combined neural network architecture [23] , which consists of two neural networks connected in cascade, can also be found to handle the recognition problems. The first neural network is for feature extraction, while the second one acts as a classifier. Furthermore, different kinds of neural and statistical classifiers were reported in [24] .
A recognition system, the digit-and-command interpreter, is proposed and implemented practically in the prototype of elec- tronic book in this paper. The digit-and-command interpreter, which consists of some modified neural networks connected in hierarchical structure, is able to recognize digits 0-9 and three (control) characters, namely Backspace, Carriage Return, and Space. The hierarchical structure provides expandability and flexibility to the digit-and-command interpreter. Extra graffiti can be added to the interpreter by adding an extra module without being to retrain all the networks. These properties fit for the development of different versions of electronic books required different recognition abilities. An improved GA [25] will be employed to train the parameters of the modified neural networks.
This paper is organized as follows. The modified neural network will be presented in Section II. A digit-and-command interpreter, which is formed by the modified neural network, is proposed in Section III. The training of the parameters of the modified neural networks using an improved GA [25] will also be presented. Simulation and experimental results on interpreting handwritten digits and commands for an electronic book will be given in Section IV. A Conclusion will be drawn in Section V.
II. MODIFIED NEURAL NETWORK
A modified three-layer fully connected feedforward neural network with node-to-node relationship shown in Fig. 1 is proposed. The node-to-node connections are introduced between neighbors (the upper and the lower nodes) in the hidden node layers. It should be noted that the upper node of the first node is the last node. An inter-link is connected to the first node from the last node. Similarly, the lower node of the last node is the first node. An inter-link is connected to the last node from the first node. As a result, the total number of interconnection links 
is
. The node-to-node relationship enhances the degree of freedom of the neural network by adapting the changes of the inputs. Consequently, the learning and the generalization abilities of the modified neural network can be enhanced.
The proposed neural network can be regarded as consisting of two units, namely the rule-base (RB) and the data -processing (DP) neural networks, as shown in Fig. 2 . The RB neural network (the node-to-node part of the proposed neural network) stores some rules governing how the DP neural network (the rest part of the proposed neural-network) handles the input data. By using the modified neural network, some cases that a traditional neural network with limited number of parameters cannot provide a good performance may be solved. Fig. 3 shows an example to demonstrate the inadequacy of a traditional neural network to these cases. In this figure, S1 and S2 are the two sets of data in a spatial domain. By solving a mapping problem with a traditional neural network for instance, the weights of the neural network are trained to minimize the error between the network outputs and the desired values. However, the two data sets are separated far enough for a single neural network to model. As a result, the neural network is only able to produce S (average of S1 and S2), shown in Fig. 3 . This problem might be tackled if the neural network employs a larger number of network parameters. In order to improve the learning and generalization abilities of the neural network, the architecture shown in Fig. 2 is proposed. Referring to Fig. 3 , when the input data belongs to S1, the RB neural network will provide the rule (network parameters corresponding to S1) for the DP neural network to handle the S1 data. Similarly, when the input data belongs to S2, the rules corresponding to S2 will be employed by the DP neural network to handle the input data. In other words, it operates like two individual neural networks handling their corresponding input data. Consequently, the proposed neural network is suitable to handle a large number of data. In this paper, the proposed neural network will be employed to handle the problem of handwritten-graffiti-and-command interpretation which involves lots of data.
Referring to Fig. 1 , denotes the input vector; denotes the number of input nodes; denotes the current number of input vectors, which is a nonzero integer; , , , denotes the connection weights between the th node of the input layer and the th node of the hidden layer; denotes the number of hidden nodes; , , , denotes the connection weights between the th node of the hidden layer and the th node of the output layer; denotes the number of output nodes.
and are the connection weights of the links between hidden nodes (there are inter-node links); denotes the bias of the output nodes; and denote the activation functions of the hidden and output nodes, respectively.
denotes the output vector. The input-output relationship is governed by the following equation: 
can be chosen to be any commonly used activation functions such as pure linear, hyperbolic tangent sigmoid, logarithmic sigmoid activation functions [1] , [3] , [4] . It can be seen from (5) that the proposed activation function characterized by the varying mean and the varying standard deviation , respectively. The values of (which is functionally equivalent to the bias of the traditional neural network) and govern the zero-crossing point and the steepness of the activation function, respectively. These values will be changed according to the changes of the inputs of the activation function, i.e., . In the modified neural network, the values of the parameters , , , and will be learnt by the improved GA [25] . After training, the values of these parameters will be fixed during the operation. The total number of the tunable parameters of the proposed neural network is .
III. DIGIT-AND-COMMAND INTERPRETER AND ITS TRAINING
In this section, a digit-and-command interpreter is proposed to recognize the handwritten graffiti. The digits 0-9 and three commands (control characters: backspace, carriage return and space) are recognized by the proposed interpreter which is constructed by the modified neural network. The digits and commands are shown in Fig. 4 . A point of each graffiti is characterized by a number based on the coordinates on a writing area. The size of the writing area is by . The bottom left corner is set as (0, 0). Ten uniformly sampled points of the graffiti will be taken as the inputs of the interpreter. The points are taken in the following way. First, the input graffiti is divided into nine uniformly distanced segments characterized by 10 points, including the start and the end points. Each point is labeled as ( , ),
. The first five points, ( , ), 1, 3, 5, 7, and 9, taken alternatively are converted to five numbers , respectively, by using the formula . The other 5 points, ( , ), 2, 4, 6, 8, and 10, are converted to five numbers, respectively, by using the formula . These ten numbers, , , will be used as the inputs of the proposed digit-and-command interpreter. The digit-and-command interpreter consisting of five modified neural networks as shown in Fig. 5 is proposed to perform the graffiti recognition. In this figure, the inputs are defined as follows: (6) where denotes the normalized input vectors of the proposed digit-and-command interpreter; denotes the ten points in the writing area; denotes the vector norm. Referring to Fig. 5 , the function of the graffiti-class selector is to divide the input graffiti classes into 4 subclasses. Referring to Fig. 4 , the graffiti "0(a)," "0(b)," "1" and "2" are assigned to class 1; the graffiti "3," "4," "5(a)" and "5(b)" are assigned to class 2; the graffiti "6," "7," "8(a)" and "8(b)" are assigned to class 3; the graffiti "9," "backspace," "carriage return" and "space" are assigned to class 4. For better choice of the graffiti in each subclass, the characteristics of the graffiti should be considered. The graffiti with similar characteristics (e.g., the graffiti of 1, 4, and 7 look like each other) should avoid being placed in the same group.
To train the modified neural network which forms the graffiti-class selector, a set of training patterns governing the inputoutput relationship will be employed. 1600 training patterns (100 patterns for each graffiti) will be used. The training patterns consist of the input vectors and their corresponding expected outputs. The outputs are defined as that and others are zero when the input vector belongs to class , 1, 2, 3, 4. The parameters of modified neural networks will be tuned by the improved GA [25] in an offline manner. The details of the improved GA is given in the Appendix. After training, the connection weights of the neural networks will not changed during the operation. The parameter tuning process is formulated as a maximization problem with the fitness function defined as fitness err
where err (8) denotes the mean square error (mse); denotes the expected output vector, and is the actual network output vector defined as (9) The index of the maximum output of the graffiti-class selector indicates the possible subclass of the input vector belonging to. This output will be used to select the corresponding subclass recognizer to perform the second phase of recognition process. Hence, only one subclass recognizer activates at each time accordingly. Referring to Fig. 5 , four subclass recognizers are employed to classify its input patterns. Each subclass recognizer implemented by the modified neural network has ten inputs and four outputs. It can be seen from this approach that the subclass recognizer limits the classes of the input patterns into four subclasses. Thus, the loading of learning process can be shared by the four subgraffiti recognizers which can be trained separately. Similar to the training process of the graffiti-class selector, a set of training patterns will be employed to train the subclass recognizer. 400 training patterns (100 for each graffiti) from those of the graffiti-class selector are employed to train each subclass recognizer. The outputs are defined as and others are zero when the input vector belongs to class , 1, 2, 3, 4 where 1, 2, 3, 4, numbers the subclass recognizer. The subclass recognizers will also be trained by the improved GA [25] with the fitness function given by (7) with err (10) where denotes the expected output vector and is the actual network output vector of the th subclass recognizer.
is the output of the modified neural network governed by (1). The final recognized class of the input pattern is indicated by the maximum outputs of the subclass recognizer activated by the graffiti-class selector. For instance, in the first recognition phase, the maximum output of the graffiti-class selector is from . Then, the first subclass recognizer will be employed to classify the input pattern. For instance, in the second recognition phase, of the first subclass recognizer produces the maximum output. From these outputs, it can be concluded that the possible input pattern is "0(b)."
IV. SIMULATION AND EXPERIMENTAL RESULTS
The parameters of the modified neural networks will be tuned by the improved GA [25] . Different number of hidden nodes, i.e., 10, 15, 20 and 25, for the modified neural networks will be employed. Hyperbolic tangent sigmoid function is employed as the output activation functions of the modified neural networks. For all training processes, the initial values of the chromosomes of the GA process which are formed by the parameters of the modified neural networks are randomly generated. The lower and upper bounds of the modified neural networks for all genes (network parameters) are 3 and 3, respectively, except that the lower bounds of all genes representing are 0.001. The numbers of iteration to train the modified neural networks are 15 000 for the graffiti-class selector and 3000 for the subclasses recognizer, respectively. The control parameters of the improved GA [25] , i.e., the probability of acceptance and the weight of crossover of the improved GA are 0.1 and 0.5, respectively. The population size for the GA process is 20. The training process is carried out in a personal computer with 1.4-GHz CPU and 512 MB RAM.
For comparison purposes, the digit-and-command interpreter constructed by the traditional three-layer fully connected feedforward neural network [1] , [3] , [4] will be trained by the improved GA. Logarithmic sigmoid and pure linear functions are employed as the activation functions of the hidden and output nodes, respectively. The training environment is the same as that of the modified neural networks except that the control parameters of the improve GA, i.e., and , are different. In order to have similar number of tunable parameters, the number of hidden nodes of the traditional neural networks is chosen to be 12, 18, 24, and 30. The GA training process for each neural network will be carried out 30 times. Tables I and II show the training and testing results of the modified and traditional neural networks. For each class of graffiti, 30 testing patterns are employed for the testing process. Hence, 480 and 120 (4 graffiti 30 patterns per graffiti) testing patterns are employed for the graffiti-class selector and subgraffiti recognizers, respectively. In these tables, it can be observed that the modified neural networks is superior than the traditional neural networks in terms of maximum fitness value (the largest fitness value among the 30 runs), mean and standard deviation of the fitness values, and the recognition rate (which is obtained by feeding the training patterns to each neural network individually). Furthermore, referring to Tables I and II, it can be seen that the mean and testing fitness values of the subgraffiti recognizersimplemented by the modified neural networks are slightly better than those of the subgraffiti recognizers implemented by the traditional three-layer fully connected feedforward neural network. However, when large numbers of training and testing data are used, the better learning and generalization abilities of the modified neural network can be demonstrated. Referring to Table I and Table II , the mean and the testing fitness values of graffiti-class selector implemented by the modified neural networks are better than those of the subgraffiti recognizers implemented by the traditional three-layer fully connected feedforward neural network. It can be shown that the modified neural network is good in handling large number of data. On average, the training times of each node for the proposed and traditional neural networks are and , respectively, for each iteration. Table III shows the overall recognition rate for the digit and command recognizer implemented by the trained modified TABLE I  TRAINING RESULTS OF THE MODIFIED AND TRADITIONAL NEURAL NETWORKS and traditional neural networks. 1600 training and 480 testing patterns are fed to the digit and command recognizer for interpretation. Referring to Table III, it can be seen that the digit and command recognizer implemented by the modified neural networks performs better in terms of recognition rate. The proposed digit and command recognizer has been realized practically in a prototype of an electronic book which is shown in Fig. 6. Fig. 7 shows the input of digit "9" to the annotation window using the graffiti pad of the electronic book. The proposed approach will be compared with the interpreter constructed by the traditional neural networks, and the approaches in [15] and [20] - [23] . Table IV tabulates the best overall testing results of different approaches. It can be seen that the proposed approach provides are more or less the same performance as others.
The digit-and-command interpreter shown in Fig. 5 which is formed by the proposed neural networks connected in hierarchical structure. The graffiti-class selector is to perform the first-phase classification which divides the input graffiti into different subclasses. Once the subclass of the input graffiti is iden -TABLE II  TESTING RESULTS OF THE BEST NEURAL NETWORKS FOR BOTH APPROACHES tified, the corresponding subgraffiti recognizer will be employed to carry out the second-phase recognition process to identify the input graffiti. If extra graffiti are added to the digit-andcommand interpreter, the graffiti-class selector is needed to be re-trained to include the information of the extra graffiti. Extra subgraffiti recognizers will be added to recognize the extra graffiti. However, all the existing subgraffiti recognizers are not necessary to be retained. It can be seen that the hierarchical structure provides expandability and flexibility to the digit-and-command interpreter. These properties fit for the development of different versions of electronic books required different recognition abilities. Furthermore, for adding large number of graffiti, the two-level hierarchical structure of the interpreter can be extended to a multiple-level one.
V. CONCLUSION
A modified neural network has been presented in this paper. The modified neural network has been employed to implement a digit-and-command interpreter for recognizing handwritten digits and commands. The proposed digit-and-command interpreter has been successfully implemented in an electronic book practically. Simulation and experimental results have been given. Fig. 6 . Prototype of an electronic book. Fig. 7 . Input of digit "9" to the annotation window using the graffiti pad of the electronic book. 
APPENDIX
The details of the improved GA [25] will be given in this Appendix. The improved GA process is shown in Fig. 8 . First, a population of chromosomes is created. Second, the chromosomes are evaluated by a defined fitness function. Third, some of the chromosomes are selected for performing genetic operations. Forth, genetic operations of crossover and mutation are performed. The reproduced offspring replace their parents in the initial population. The details of the improved GA are presented as follows.
A. Initial Population
The initial population is a potential solution set . The first set of the population is usually generated randomly pop size (A1) no vars pop size no vars (A2) para para (A3)
where pop size denotes the population size; no vars denotes the number of variables to be tuned; , pop size; no vars, are the parameters to be tuned; para and para are the minimum and maximum values of the parameter , respectively, for all . It can be seen from (A1) to (A3) that the potential solution set contains some candidate solutions (chromosomes). The chromosome contains some variables (genes).
B. Evaluation
Each chromosome in the population will be evaluated by a defined fitness function. The better chromosomes will return higher values in this process. The fitness function to evaluate a chromosome in the population can be written as
The form of the fitness function depends on the application.
C. Selection
Two chromosomes in the population will be selected to undergo genetic operations for reproduction by the method of spinning the roulette wheel [6] - [8] . It is believed that high potential parents will produce better offspring (survival of the best ones). The chromosome having a higher fitness value should therefore have a higher chance to be selected. The selection can be done by assigning a probability to the chromosome as follows:
pop size pop size (A5)
The cumulative probability for the chromosome is defined as pop size (A6)
The selection process starts by randomly generating a nonzero floating-point number . Then, the chromosome is chosen if . It can be observed from this selection process that a chromosome having a larger will have a higher chance to be selected. Consequently, the best chromosomes will get more offspring, the average will stay and the worst will die off. In the selection process, only two chromosomes will be selected to undergo the genetic operations.
D. Genetic Operations
The genetic operations are to generate some new chromosomes (offspring) from their parents after the selection process. They include the crossover and the mutation operations.
1) Crossover: The crossover operation is mainly for exchanging information from the two parents, chromosomes and , obtained in the selection process. The two parents will produce one offspring. First, four chromosomes will be generated according to the following mechanisms: where os denotes the index which gives a maximum value of , 1, 2, 3, 4. If the crossover operation can provide a good offspring, a higher fitness value can be reached in less iteration. In general, two-point crossover, multipoint crossover, arithmetic crossover or heuristic crossover can be employed to realize the crossover operation [7] , [26] - [28] . The offspring generated by these methods, however, may not be better than that from our approach. As seen from (A7) to (A10), the potential offspring spreads over the domain. While (A7) and (A10) result in searching around the centre region of the domain (a value of near to 1 in (A10) can move to be near ), (A8) and (A9) move the potential offspring to be near the domain boundary (a large value of in (A8) and (A9) can move and to be near and , respectively).
2) Mutation:
The offspring (A13) will then undergo the mutation operation. The mutation operation is to change the genes of the chromosomes. Consequently, the features of the chromosomes inherited from their parents can be changed. Three new offspring will be generated by the mutation operation os os os no vars nos nos no vars nos no vars (A14)
where , no vars can only take the value of 0 or 1, , no vars, are randomly generated numbers such that para os nos para . The first new offspring is obtained according to (A14) with that only one ( being randomly generated within the range) is allowed to be 1 and all the others are zeros. The second new offspring is obtained according to (A14) with that some randomly chosen are set to be 1 and others are zero. The third new offspring is obtained according to (A14) with all . These three new offspring will then be evaluated using the fitness function of (A4). A real number will be generated randomly and compared with a user-defined number . If the real number is smaller than , the one with the largest fitness value among the three new offspring will replace the chromosome with the smallest fitness in the population. If the real number is larger than , the first offspring will replace the chromosome with the smallest fitness value in the population if ; the second and the third offspring will do the same. is effectively the probability of accepting a bad offspring in order to reduce the chance of converging to a local optimum. Hence, the possibility of reaching the global optimum is kept.
In general, various methods like boundary mutation, uniform mutation or nonuniform mutation [7] , [27] , [28] can be employed to realize the mutation operation. Boundary mutation is to change the value of a randomly selected gene to its upper or lower bound. Uniform mutation is to change the value of a randomly selected gene to a value between its upper and lower bounds. Non-uniform mutation is capable of fine-tuning the parameters by increasing or decreasing the value of a randomly selected gene by a weighted random number. The weight is usually a monotonic decreasing function of the number of iteration. In our approach, we have three offspring generated in the mutation process. From (A14), the first mutation is in fact the uniform mutation. The second mutation allows some randomly selected genes to change simultaneously. The third mutation changes all genes simultaneously. The second and the third mutations allow multiple genes to be changed. Hence, the searching domain is larger than that formed by changing a single gene. The genes will have a larger space for improving when the fitness values are small. On the contrary, when the fitness values are nearly the same, changing the value of a single gene (the first mutation) will give a higher probability of improving the fitness value as the searching domain is smaller and some genes may have reached their optimal values.
After the operation of selection, crossover, and mutation, a new population is generated. This new population will repeat the same process. Such an iterative process can be terminated when the result reaches a defined condition, e.g., the change of the fitness values between the current and the previous iteration is less than 0.001, or a defined number of iteration has been reached.
