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A Riemannian manifold is called Weyl homogeneous, if its Weyl conformal curvature tensor
at any two points is “the same”, up to a positive multiple. A Weyl homogeneous manifold
is modelled on a homogeneous space M0, if its Weyl tensor at every point is “the same” as
the Weyl tensor of M0, up to a positive multiple. We prove that a Weyl homogeneous
manifold Mn , n  4, modelled on an irreducible symmetric space M0 of type II or IV
(on a compact simple Lie group with a bi-invariant metric or on its noncompact dual)
is conformally equivalent to M0.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The motivation of this paper is twofold. Firstly, we generalise the classical Weyl–Schouten Theorem to a wider class
of model spaces, and secondly, we consider the notion of curvature homogeneity in the context of the Weyl conformal
curvature tensor.
Recall that a smooth Riemannian manifold Mn is called curvature homogeneous, if for any x, y ∈ Mn , there exists a linear
isometry ι : TxMn → T yMn which maps the curvature tensor of Mn at x to the curvature tensor of Mn at y. A smooth
Riemannian manifold Mn is modelled on a homogeneous space M0, if for every point x ∈ Mn , there exists a linear isometry
ι : TxMn → ToM0 which maps the curvature tensor of Mn at x to the curvature tensor of M0 at o ∈ M0 (such a manifold is
then automatically curvature homogeneous). The term “curvature homogeneous” was coined by F. Tricerri and L. Vanhecke
in 1986 [15]. Since then, the theory of curvature homogeneous manifolds received a great deal of attention; for the current
state of knowledge in the area the reader is referred to the P. Gilkey’s book [6]. We adopt the following deﬁnition.
Deﬁnition. A smooth Riemannian manifold Mn is called Weyl homogeneous, if for any x, y ∈ Mn , there exists a linear isometry
ι : TxMn → T yMn which maps the Weyl tensor of Mn at x to a positive multiple of the Weyl tensor of Mn at y. A smooth
Weyl homogeneous Riemannian manifold Mn is modelled on a homogeneous space M0, if for every point x ∈ Mn , there exists
a linear isometry ι : TxMn → ToM0 which maps the Weyl tensor of Mn at x to a positive multiple of the Weyl tensor of M0
at o ∈ M0.
In the latter case, we will also say that Mn has the same Weyl tensor as M0.
Clearly, a Riemannian manifold which is conformally equivalent to a homogeneous space is Weyl homogeneous. The
converse is not true even for Weyl homogeneous manifolds modelled on symmetric spaces (see Section 4, where we discuss
E-mail address: y.nikolayevsky@latrobe.edu.au.
1 Work supported by La Trobe University FSTE grant.0926-2245/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.difgeo.2010.08.002
690 Y. Nikolayevsky / Differential Geometry and its Applications 28 (2010) 689–696an example from [3, Theorem 4.2] from the conformal point of view). Moreover, based on the existence of many examples
of curvature homogeneous manifolds, which are not locally homogeneous [6], one should most probably expect at least as
many examples in the conformal settings.
We will therefore restrict ourselves to the Weyl homogeneous manifolds modelled on symmetric spaces and will consider
the following question:
For which symmetric spaces M0 , a Riemannian manifold having the same Weyl conformal curvature tensor as M0 , is conformally
equivalent to M0?
The answer to this question is in positive, when M0 = Rn, n  4 (or more generally, when M0 is a conformally ﬂat sym-
metric space of dimension n  4) and when M0 is a rank-one symmetric space of dimension n > 4 [12, Theorem 2]. Very
likely candidates for a positive answer would also be irreducible symmetric spaces, as by [15], a curvature homogeneous
Riemannian manifold modelled on an irreducible symmetric space, is locally isometric to it. In this paper, we prove that this
is indeed the case when the model space M0 is an irreducible symmetric space of type II or IV, that is, a compact simple
Lie group with a bi-invariant metric or its noncompact dual:
Theorem. Let Mn, n  4, be a smooth Weyl homogeneous Riemannian manifold modelled on an irreducible symmetric space M0 of
type II or IV. Then Mn is locally conformally equivalent to M0 .
The requirement n  4 is, of course, necessary. Note that for arbitrary irreducible symmetric spaces, one should require
at least n > 4 for the claim of the Theorem to remain true. This is because a four-dimensional Riemannian manifold having
the same Weyl tensor as CP2 is either self-dual or anti-self-dual by [2] and because there exist self-dual Kähler metrics
on C2 which are not locally conformally equivalent to locally symmetric ones [5].
The paper is organised as follows. In Section 2, after a brief introduction, we prove the Theorem with the help of a
purely Lie-algebraic Proposition whose proof, in turn, is given in Section 3. In Section 4, we verify that the claim of the
Theorem is false, if M0 = M2(κ) × Rn−2, where M2(κ) is the two-dimensional space of the constant curvature κ = 0 (this
should not be surprising, as there exist curvature homogeneous Riemannian spaces modelled on such an M0 which are not
locally symmetric [3, Theorem 4.2]).
The Riemannian manifold Mn is assumed to be smooth (of class C∞), although the Theorem remains valid for manifolds
of class Ck , with suﬃciently large k.
2. Proof of the Theorem
Let Mn be a Riemannian manifold with the metric 〈·,·〉 and the Levi-Civita connection ∇ . For vector ﬁelds X, Y , deﬁne
the ﬁeld of linear operators X ∧ Y by lowering the index of the corresponding bivector: (X ∧ Y )Z = 〈X, Z〉Y − 〈Y , Z〉X .
The curvature tensor is deﬁned by R(X, Y ) = ∇X∇Y − ∇Y∇X − ∇[X,Y ] , where [X, Y ] = ∇X Y − ∇Y X , and the Weyl conformal
curvature tensor W , by
R(X, Y ) = (ρX) ∧ Y + X ∧ (ρY ) + W (X, Y ), (1)
where ρ = 1n−2 Ric− scal2(n−1)(n−2) id, Ric is the Ricci operator and scal is the scalar curvature. We denote W (X, Y , Z , V ) =〈W (X, Y )Z , V 〉.
We start with the following general fact.
Lemma 1. Suppose that Mn is a Weyl homogeneous manifold with the metric 〈·,·〉′ modelled on a homogeneous space M0 with
the Weyl tensor W0 = 0. Choose a point o ∈ M0 and an orthonormal basis Ei for ToM0 . Then there exists a smooth metric 〈·,·〉
on Mn conformally equivalent to 〈·,·〉′ such that for every x ∈ Mn, there exists a smooth orthonormal frame ei (relative to 〈·,·〉) on a
neighbourhood U = U(x) ⊂ Mn satisfying W (ei, e j, ek, el)(y) = W0(Ei, E j, Ek, El), for all y ∈ U .
Proof. By deﬁnition, there exists a function f : Mn → R+ and, at every point x ∈ Mn , there exist an orthonormal basis e′i for
TxMn (relative to 〈·,·〉′) such that W ′(e′i, e′j, e′k, e′l) = f (x)W0(Ei, E j, Ek, El), for all i, j,k, l = 1, . . . ,n, where W ′ is the Weyl
tensor for 〈·,·〉′ . It follows that the function f = ‖W ′‖′‖W0‖−1 is smooth, so the metric 〈·,·〉 = f −1/2〈·,·〉′ is smooth, and
moreover, for the vectors ei = f 1/4e′i (which are orthonormal relative to 〈·,·〉), we have W (ei, e j, ek, el) = W0(Ei, E j, Ek, El),
where W = W ′ is the Weyl tensor for 〈·,·〉. In the remaining part of the proof we assume that the metric on Mn is 〈·,·〉.
Deﬁne the map τ :O(n) → Rn4 by τ (g)i jkl = W0(gEi, gE j, gEk, gEl), where 1  i, j,k, l  n and g ∈ O(n). The group
H = {g ∈ O(n): τ (g) = τ (id)}, the isotropy subgroup of W0, is a compact subgroup of O(n), and τ (O(n)), the orbit of W0,
is diffeomorphic to the homogeneous space O(n)/H . Choosing a smooth orthonormal frame ei on a small neighbourhood
U = U(x), we obtain a smooth map F : U → Rn4 deﬁned by F (y)i jkl = W (ei, e j, ek, el), for y ∈ U . The image of F lies
in τ (O(n)) = O(n)/H , which gives a smooth map from U to O(n)/H that can be locally lifted to a smooth map φ : U →
O(n), so that W (ei, e j, ek, el)(y) = W0(φ(y)Ei, φ(y)E j, φ(y)Ek, φ(y)El), for y ∈ U . Then φ(y)−1ei is the required smooth
orthonormal frame on U . 
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that Mn (with that metric) is locally isometric to the model space M0.
Let x ∈ Mn and let ei be the orthonormal frame on the neighbourhood U of x introduced in Lemma 1. For every Z ∈
TxMn , deﬁne the linear operator KZ (the connection operator) by
KZei = ∇Z ei (2)
(and extended to TxMn by linearity). As the basis ei is orthonormal, KZ is skew-symmetric, for all Z ∈ TxMn . For smooth
vector ﬁelds X, Y on U deﬁne
Φ(X, Y ) = (∇Xρ)Y − (∇Yρ)X, (3)
where ρ = 1n−2 Ric− scal2(n−1)(n−2) id (see (1)). As ρ is symmetric, we have
σXY Z
〈
Φ(X, Y ), Z
〉= 0, (4)
where σXY Z is the sum over the cyclic permutations of X, Y , Z .
Let M0 = G/H be the model symmetric space for Mn , where G is the identity component of the full isometry group of
M0 and H is the isotropy subgroup of o ∈ M0, and let G = h + m be the corresponding Cartan decomposition, where G
and h are the Lie algebras of G and H respectively, and m = ToM0. Denote R0 the curvature tensor of M0 at o, so that for
X, Y , Z ∈ ToM0, R0(X, Y )Z = −[[X, Y ], Z ] = −adh[X,Y ] Z .
In the assumptions of Lemma 1, identify TxMn with ToM0 via the linear isometry ι mapping ei to Ei . Deﬁne K and Φ
on m = ToM0 by the pull-back by ι.
Let Ric0 and scal0 be the Ricci tensor and the scalar curvature of M0 (at o ∈ M0), and let ρ0 = 1n−2 Ric0 − scal02(n−1)(n−2) id
(see (1)). Deﬁne the operator Ψ :Λ2m → m by
Ψ (X, Y ) = Φ(X, Y ) + [ρ0, KX ]Y − [ρ0, KY ]X, (5)
where (here and below) the bracket of linear operators is the usual commutator. From (4) and the fact that [ρ0, KX ] is
symmetric it follows that
σXY Z
〈
Ψ (X, Y ), Z
〉= 0, for all X, Y , Z ∈ m. (6)
Lemma 2. In the assumptions of Lemma 1, let M0 be a symmetric space. For x ∈ Mn, identify TxMn with m = ToM0 via the linear
isometry ι mapping ei to Ei . Deﬁne K and Φ on TxMn by (2), (3) and on ToM0 , by the pull-back by ι, and deﬁne Ψ by (5). Then
σXY Z
([
adh[X,Y ], KZ
]+ adh[KX Y−KY X,Z ] +Ψ (X, Y ) ∧ Z)= 0, (7)
(∇ZW )(X, Y ) =
[
adh[X,Y ], KZ
]+ adh[KX Y−KY X,Z ] +([ρ0, KZ ]X)∧ Y − X ∧ ([ρ0, KZ ]Y ). (8)
Proof. For the orthonormal frame ei on U introduced in Lemma 1, W (ei, e j, ek, el) = W0(Ei, E j, Ek, El), which then implies
(∇ZW )(ei, e j, ek, el) = −W (KZei, e j, ek, el)−W (ei, KZe j, ek, el)−W (ei, e j, KZek, el)−W (ei, e j, ek, KZel). Then for X, Y , Z ∈
TxMn ,
(∇ZW )(X, Y ) = −W (KZ X, Y ) − W (X, KZ Y ) −
[
W (X, Y ), KZ
]
, (9)
so by (1), (∇Z R)(X, Y ) = (∇ZρX) ∧ Y + X ∧ (∇ZρY ) − W (KZ X, Y ) − W (X, KZ Y ) − [W (X, Y ), KZ ]. Then by (3), the second
Bianchi identity gives
σXY Z
(
Φ(X, Y ) ∧ Z − W (KZ X, Y ) − W (X, KZ Y ) −
[
W (X, Y ), KZ
])= 0. (10)
Identifying TxMn with ToM0 via ι we have W (X, Y )Z = W0(X, Y )Z , for X, Y , Z ∈ TxMn , where W0 is the Weyl tensor of
M0 at o. Then by (1), W (X, Y ) = R0(X, Y ) − (ρ0X) ∧ Y − X ∧ (ρ0Y ) = −adh[X,Y ] −(ρ0X) ∧ Y − X ∧ (ρ0Y ). Substituting this
to (10) (and to (9)) and using (5) and the fact that [KZ , X ∧ Y ] = (KZ X) ∧ Y + X ∧ (KZ Y ) we obtain (7) (and (8)). 
For an Euclidean space V , denote Skew(V ) = so(V ) the space of the skew-symmetric operators on V , which we will
identify with the space Λ2V of bivectors using the inner product. For a Lie algebra g, denote ad(g) ⊂ End(g) the space of
derivations of g (if the inner product is bi-invariant, ad(g) ⊂ Skew(g)).
The next step in the proof requires the following algebraic proposition whose prove will be given in Section 3.
Proposition. Let g be a simple compact Lie algebra of dimension n > 4 with the inner product being the negative of the Killing form.
Suppose that the maps K ∈ Hom(g,Skew(g)), K : Z → K Z and Φ ∈ Hom(Λ2g,g), Φ : X ∧ Y → Φ(X, Y ) satisfy (4) and
σXY Z
([ad[X,Y ], KZ ] + ad[KX Y−KY X,Z ] +Φ(X, Y ) ∧ Z)= 0, (11)
for all X, Y , Z ∈ g. Then Φ = 0 and K ∈ Hom(g,ad(g)).
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space of type II or IV. In the both cases, as M0 is Einstein, we can take Ψ = Φ in (7) and drop the last two terms on the
right-hand side of (8).
If M0 is an irreducible symmetric space of type II (a compact simple Lie group Gc with a bi-invariant metric), then
G = g⊕g, where g is the Lie algebra of Gc and h = g is the diagonal in G and ToM0 = m = {(T ,−T ): T ∈ g} = g (as a linear
space). Identifying ToM0 with g by projecting to the ﬁrst component we get ad
h
[X,Y ] Z = ad[X,Y ] Z , for X, Y , Z ∈ ToM0. Then
Eq. (7) becomes Eq. (11), so by the Proposition, Φ = 0 and KZ = adhAZ , for some linear map A : m → h, so ∇W = 0 by (8).
If M0 is an irreducible symmetric space of type IV, then G = g ⊕ ig, where g is the Lie algebra of a compact simple Lie
group Gc , h = g and ToM0 = m = ig. Identifying ToM0 with g we get adh[X,Y ] Z = −ad[X,Y ] Z , for X, Y , Z ∈ ToM0. Then (7)
becomes (11), if we replace Φ by −Φ . So by the Proposition, Φ = 0 and KZ = adhAZ , for some A :m → h, which again
implies ∇W = 0 by (8).
By [14], as ∇W = 0, but W = 0, the manifold Mn is locally symmetric. It remains to prove that Mn is locally isometric
to M0.
We ﬁrst show that Mn is Einstein. Indeed, suppose that Mn is not Einstein (hence is reducible) and that TxMn =⊕p
i=1 mi, p > 1, is the decomposition of the tangent space on the eigenspaces of the Ricci operator Ric. Then ρ|mi = λi id|mi ,
with λi = λ j for i = j. Moreover, as every mi is an orthogonal sum of the tangent spaces to the irreducible (or Euclidean)
factors of Mn , we have R(mi,m j) = 0 for i = j. Then by (1), W (X, Y ) = −(λi + λ j)X ∧ Y for all X ∈ mi , Y ∈ m j with i = j.
As W = W0 and M0 is Einstein (so ρ0 = c id), Eq. (1) gives R0(X, Y ) = (c − λi − λ j)X ∧ Y , for any X ∈ mi , Y ∈ m j with
i = j (where we identify TxMn with m = ToM0 by ι). It easily follows that R0(mi,mi)mi ⊂ mi and that R0(mi,mi)m j = 0,
if j = i. Now, if there exists i = 1, . . . , p such that c − λi − λ j = 0 for all j = i, then R0(mi,⊕ j =im j) = 0 which con-
tradicts the irreducibility of M0. Otherwise, suppose that for some i = j, we have c − λi − λ j = 0, and choose nonzero
X ∈ mi , Y ∈ m j . As M0 is symmetric, R0(X, Y ).R0 = 0 (where R0(X, Y ) acts as a derivation of the tensor algebra). If p > 2,
choose k = i, j, 1  k  p, and take Z ∈ mk . Then 0 = (R0(X, Y ).R0)(X, Z , Y , Z) = (c − λi − λ j)(λi − λ j)‖X‖2‖Y‖2‖Z‖2,
which contradicts the fact that λi = λ j and that c − λi − λ j = 0. If p = 2, take X, X1, X2, X3 ∈ mi , Y ∈ m j , {i, j} = {1,2}.
Then 0 = (R0(X, Y ).R0)(X1, X2, X3, Y ) = (−(c − λ1 − λ2)2〈X1, X〉〈X2, X3〉 + (c − λ1 − λ2)2〈X2, X〉〈X1, X3〉 − (c − λ1 −
λ2)R0(X1, X2, X3, X))‖Y‖2, which implies R0(X1, X2) = (c − λ1 − λ2)X1 ∧ X2, for all X1, X2 ∈ mi (as R0(mi,mi)m j = 0 for
j = i). It follows that R0(X, Y ) = (c − λ1 − λ2)X ∧ Y , for any X, Y ∈ m, so M0 has a constant curvature, hence W = 0, a
contradiction.
Thus Mn is Einstein, so R(X, Y ) = R0(X, Y ) + aX ∧ Y for some constant a by (1). Then, as R(X, Y ).R = 0, we have
R(X, Y ).R0 = 0. On the other hand, R0(X, Y ).R0 = 0, so a(X ∧ Y ).R0 = 0. If a = 0, this implies that the holonomy algebra of
R0 is the whole so(n), so M0 has a constant curvature, a contradiction. So a = 0, hence the curvature tensors of the locally
symmetric spaces Mn and M0 are equal, which implies that Mn and M0 are locally isometric.
3. Proof of the Proposition
Let g be a compact simple Lie algebra with the inner product being the negative of the Killing form. Introduce the inner
product on End(g) by 〈A1, A2〉 = Tr(A1At2).
Eq. (11) is easily seen to be satisﬁed if Φ = 0 and KZ ∈ ad(g), for all Z . It follows that for any pair (K ,Φ), which is a
solution of linear system (4), (11), the pair (πad(g)⊥ K ,Φ) is also a solution of that system, where ad(g)
⊥ is the orthogonal
complement to ad(g) ⊂ End(g). We can therefore assume for the rest of the proof that
KZ ⊥ ad(g), for all Z ∈ g, (12)
and will be proving that K = 0.
Let ei be an orthonormal basis for g. Then
∑
i ad
2
i = − id (here and in the sequel, we abbreviate adei to just adi and agree
that all the summations run from 1 to n). Introduce the coboundary operator ∂ : End(g) → g by ∂(A) = − 12
∑
i[Aei, ei]. We
have
∂(X ∧ Y ) = [X, Y ], ∂(adX ) = 12 X, Ker ∂ = ad(g)⊥, (13)
for all X, Y ∈ g, where the last two equations follow from the fact that 〈∂(A), Y 〉 = 12
∑
i〈Aei, [Y , ei]〉 = − 12 Tr(A adY ) =
1
2 〈A,adY 〉, for any A ∈ End(g).
We start with the following lemma (the ﬁrst two assertion of which are probably well-known).
Lemma 3. Let g be a simple compact Lie algebra with a bi-invariant inner product.
1. Suppose that L ∈ End(g) satisﬁes σXY Z 〈LX, [Y , Z ]〉 = 0, for all X, Y , Z ∈ g. Then L = adU , for some U ∈ g.
2. Suppose that Ξ ∈ Hom(Λ2g,g) satisﬁes σXY Z [Ξ(X, Y ), Z ] = 0, for all X, Y , Z ∈ g. Then Ξ(X, Y ) = c[X, Y ], for some c ∈ R.
3. In the assumptions of the Proposition and condition (12), we have:
Φ(X, Y ) = 1 (KY X − KXY ), for all X, Y ∈ g, (14)
2
Y. Nikolayevsky / Differential Geometry and its Applications 28 (2010) 689–696 693∑
j
ad j Ke j = 0, (15)
σXY Z 〈KXY , Z〉 = 0, for all X, Y , Z ∈ g. (16)
Proof. 1. From the assumption it follows that for all X, Y ∈ g, [LX, Y ] + [X, LY ] = −Lt[X, Y ], so L is a quasiderivation [10].
By [1, Lemme 4] (or [10, Corollary 4.14]), L ∈ ad(g) ⊕ R id, as the centroid of a simple Lie algebra (the centraliser of ad(g)
in End(g)) is R id, which easily implies that L ∈ ad(g).
2. From the assumption, for any U ∈ g, we have 〈[Ξ(X, Y ), Z ],U 〉 = −〈[Ξ(X, Y ),U ], Z〉 = 〈[Ξ(U , X), Y ] + [Ξ(Y ,U ), X],
Z〉 = 〈[LU X, Y ] − [LU Y , X], Z〉 = 〈LU X, [Y , Z ]〉 + 〈LU Y , [Z , X]〉, where LU X = Ξ(U , X), so taking the inner product of the
equation σXY Z [Ξ(X, Y ), Z ] = 0 with U we get σXY Z (〈LU X, [Y , Z ]〉) = 0, for all U ∈ g, which by assertion 1 implies
that LU ∈ ad(g). Then by linearity, Ξ(U , X) = [AU , X], for all X,U ∈ g, where A ∈ End(g). As Ξ is skew-symmetric,
this implies adAU = adU A (which means that A is in the quasicentroid of g), so −A = ∑i ad2i A = ∑i adi adAei . Then
At − A = ∑i ad[ei ,Aei ] = 0 (as [AX, X] = Ξ(X, X) = 0), so A is symmetric. But then from [AU , X] + [AX,U ] = 0, for any
two eigenspaces gα,gβ of A with the eigenvalues λα = λβ , we get [gα,gβ ] = 0, so 〈[gα,g],gβ〉 = 0, so gα is an ideal. As g
is simple, it follows that A = c id, for some c ∈ R.
3. Acting by ∂ on (11) and using (12) (which implies [ad[X,Y ], KZ ] ⊥ ad(g)) we get from (13):
σXY Z
[
Ξ(X, Y ), Z
]= 0, where Ξ(X, Y ) = KXY − KY X + 2Φ(X, Y ). (17)
Then by assertion 2, Ξ(X, Y ) = c[X, Y ], so Φ(X, Y ) = c2 [X, Y ] + 12 (KY X − KXY ), which by (4) implies σXY Z (〈KXY , Z〉) =
3c
2 〈[X, Y ], Z〉. Then for all j = 1, . . . ,n, we have KXe j = Ke j X −
∑
i〈Kei X, e j〉ei + 3c2 [X, e j]. As ∂KX = 0 by (12), (13), we
get 0 =∑ j[Ke j X −∑i〈Kei X, e j〉ei + 3c2 [X, e j], e j] = 2∑ j[Ke j X, e j] − 3c2 X . Then ∑ j ad j Ke j = − 3c4 id. Since Tr(ad j Ke j ) = 0
from (12), we have c = 0, which implies Eqs. (14), (15) and (16). 
In the next two lemmas we will be working with the complex Lie algebra gC , the complexiﬁcation of g. We extend the
maps K ,Φ, ∂ and ∧ by the complex linearity (the latter one is deﬁned using the complex inner product on gC , the negative
of the Killing form) keeping the same notation for the complexiﬁed maps. Eqs. (4) and (11)–(16)) still hold in gC .
The next lemma proves the proposition for all the algebras of rank at least three.
Lemma 4. In the assumptions of the Proposition and condition (12), suppose that rkg 3. Then
1. Φ(X, Y ) = 0, for all X, Y ∈ gC such that [X, Y ] = 0.
2. Φ(X, Y ) = 0 and KXY = 0, for all X, Y ∈ g.
Proof. 1. Let X, Y , Z ∈ gC span a three-dimensional abelian subalgebra a3 ⊂ gC . Substituting such X, Y , Z to (11) we obtain
adU = −σXY Z
(
Φ(X, Y ) ∧ Z), where U = σXY Z [KXY − KY X, Z ]. (18)
It follows that rk adU  6.
Denote m(gC) the minimal possible rank of adV , for V ∈ gC \ {0} (m(gC) is also the minimal dimension of a nonzero
adjoint orbit of gC). By [8, Section 3], if gC = sl(l,C), then rkadV = m(gC) if and only if V belongs to the adjoint orbit of
the highest root vector of gC . If gC = sl(l,C), then rkadV = m(gC) if and only if V belongs either to the adjoint orbit of the
highest root vector of gC , or to the cone over the adjoint orbit of the vector −lE11 + id (where we denote Eij ∈ gl(l,C) the
matrix having 1 in the (i, j)-th entry and zero elsewhere). In the both cases, m(gC) can be computed as in [4, Lemma 4.3.5];
the values of m(gC) are given in the third row of Table 1 (taken from [7, Table 1]).
Consider two cases.
Suppose that rkg  4. The inspection of Table 1 shows that m(gC)  8, so by (18), adU = 0. Then σXY Z (Φ(X, Y ) ∧
Z) = 0, which implies Φ(X, Y ) ∈ a3, for all X, Y , Z spanning a three-dimensional abelian subalgebra a3. Taking linearly
independent X, Y in a Cartan subalgebra h ⊂ gC and considering different a3 ⊂ h containing X and Y we obtain that
Φ(X, Y ) ∈ Span(X, Y ), for any X, Y ∈ h. As Φ is bilinear and skew-symmetric (and the Killing form is non-degenerate on h),
there exists p ∈ h such that Φ(X, Y ) = 〈X, p〉Y − 〈Y , p〉X , for X, Y ∈ h. But then σXY Z (Φ(X, Y ) ∧ Z) = 0 implies 〈X, p〉 = 0,
for all X ∈ h. It follows that Φ(X, Y ) = 0, for all X, Y ∈ h.
Suppose that rkg = 3. Then gC = sl(4,C), so(7,C) or sp(3,C) (see Table 1). As m(so(7,C)) = 8, Eq. (18) implies U = 0.
In the remaining two cases, m(gC) = 6. Acting by the both sides of (18) on gC we get [U ,gC] ⊂ Span(a3,Φ(a3,a3)). As
Table 1
Simple compact Lie algebras, their rank and the number m(gC).
g su(l), l 2 so(l), l 7 sp(l), l 2 e6 e7 e8 f4 g2
rkg l − 1 [l/2] l 6 7 8 4 2
m(gC) 2(l − 1) 2(l − 3) 2l 22 34 58 16 6
694 Y. Nikolayevsky / Differential Geometry and its Applications 28 (2010) 689–696Φ is skew-symmetric, dimSpan(a3,Φ(a3,a3))  6. Suppose that U = 0. Then dim[U ,gC]  6 (as m(gC) = 6). It follows
that [U ,gC] ⊂ Span(a3,Φ(a3,a3)) (and in particular, [U ,gC] ⊃ a3) and moreover, either U = Xα , where α is the highest
root (relative to some choice of a Cartan subalgebra in gC and positive roots) and Xα is the corresponding root vector,
or gC = sl(4,C) and U lies in the cone of the adjoint orbit of V = diag(3,−1 − 1,−1). In the ﬁrst case, the space [U ,gC]
contains a codimension one subspace of nilpotent elements spanned by some positive root vectors (in fact, [Xα,gC] is a one-
dimensional solvable extension of the ﬁve-dimensional Heisenberg algebra). It follows that if a3 is a Cartan subalgebra, the
inclusion [U ,gC] ⊃ a3 is impossible. In the second case, [U ,gC] also contains no Cartan subalgebra h of gC = sl(4,C) (as any
h contains nonsingular matrices, but [V ,gC] does not). This contradiction shows that U = 0, hence by (18), σXY Z (Φ(X, Y )∧
Z) = 0 for all X, Y , Z which span a Cartan subalgebra h ⊂ gC . It follows that Φ(X, Y ) ∈ h, for any Cartan subalgebra h ⊂
gC containing X, Y . We want to show that Φ(X, Y ) = 0 when X, Y ∈ h. Consider the case gC = sl(4,C) and take h =
Span4i=1(Di), where Di = −4Eii + id. As every pair Di, D j , i = j, is contained in more than one Cartan subalgebra of sl(4,C),
we have Φ(Di, D j) ∈ Span(Di, D j). As Φ is skew-symmetric, we have Φ(Di, D j) = aij Di − a ji D j , for all 1  i = j  4.
Then σi jk(Φ(Di, D j) ∧ Dk) = 0 implies aki + a ji = 0, for any pairwise nonequal i, j,k. It follows that all the aij vanish, so
Φ(h,h) = 0. In the case gC = so(7,C), every Cartan subalgebra h is contained in some sl(4,C) = so(6,C) ⊂ so(7,C), so from
the above arguments, Φ(h,h) = 0. In the case gC = sp(3,C) = {( A B
C −At
)
: A, B,C ∈ gl(3,C), Bt = B, Ct = C}, take h to be
the diagonal subalgebra and let Di = Eii − Ei+3,i+3, i = 1,2,3. Let D4 = D1 + D2 + D3. Then every pair Di, D j, 1 i = j  4,
is contained in more than one Cartan subalgebra of sp(3,C), so we have Φ(Di, D j) ∈ Span(Di, D j), which again implies
Φ(h,h) = 0.
So for all the algebras g of rank at least three, we obtain Φ(h,h) = 0, for any Cartan subalgebra h ⊂ gC . By [13, Theo-
rem A], this implies Φ(X, Y ) = 0, for all X, Y ∈ gC such that [X, Y ] = 0.
2. From assertion 1 and by [9, Corollary 5.2], there exists A ∈ End(gC) such that for all X, Y ∈ gC , Φ(X, Y ) = A[X, Y ].
As Φ(X, Y ) is real, when X, Y are real (belong to g), there exists A ∈ End(g) such that for all X, Y ∈ g, Φ(X, Y ) = A[X, Y ].
Then from (4) and assertion 1 of Lemma 3, A = adT , for some T ∈ g. Then from (14), 2[T , [X, e j]] = Ke j X − KXe j . Acting by
ad j and summing up for j = 1, . . . ,n we get ∑ j ad j[T , [X, e j]] = 0 by (15) and (12), (13). Taking the inner product with an
arbitrary Y ∈ g we obtain Tr(adT adY adX ) = 0, for all X, Y ∈ g. Then Tr(adT ad[X,Y ]) = 0, so T ⊥ [g,g] = g, hence T = 0 and
Φ = 0. Then from (14) (and the deﬁnition of K ) we obtain that the trilinear form (X, Y , Z) → 〈KXY , Z〉 is symmetric in the
ﬁrst two variables and is skew-symmetric in the second two, so K = 0. 
To ﬁnish the proof, it remains to consider the algebras g of rank two (as su(2), the only algebra of rank one in Table 1,
has dimension three). There are three such algebras, with gC = sl(3,C), sp(2,C) or gC2 .
Lemma 5. In the assumptions of the Proposition and condition (12), suppose that rkg = 2 (so that gC = sl(3,C), gC = sp(2,C) or
gC = gC2 ). Then
1. If X, Y span a Cartan subalgebra h ⊂ gC and Z ⊥ h, then 〈KZ X, Y 〉 = 0.
2. There exists a function φ : gC → C, which is homogeneous of degree one, whose restriction to the centraliser of any nonzero
element of gC is linear, and such that for all X, Y with [X, Y ] = 0,
Φ(X, Y ) = φ(Y )X − φ(X)Y . (19)
3. The function φ introduced in assertion 2 is zero for gC = sp(2,C) and gC = gC2 and is linear for gC = sl(3,C).
4. Φ(X, Y ) = 0 and KXY = 0, for all X, Y ∈ g.
Proof. Using (14) we can simplify (11) to the form
σXY Z
([
ad[X,Y ] +1
2
X ∧ Y , KZ
]
− ad∂[X∧Y ,KZ ]
)
= 0, (20)
for all X, Y , Z ∈ gC .
1. Let h = Span(U , V ) ⊂ gC be a Cartan subalgebra, with  ⊂ h∗ the set of roots. For α ∈ , let Xα be a corresponding
nonzero root vector. For α,β,γ ∈ , take (X, Y , Z) = (Xα, Xβ, Xγ ) in (20). The inner product of the resulting equation with
U ∧V gives σαβγ 〈KXα [Xβ, Xγ ], (β+γ )(U )V −(β+γ )(V )U 〉 = 0, choose α,β,γ ∈  in such a way that [Xα, Xβ ], [Xα, Xγ ] ∈
h (or zero) and [Xβ, Xγ ] = Xδ = 0, where δ = β + γ ∈ . Then we obtain
〈KXα Xδ,Uδ〉 = 0, (21)
where Uδ is a nonzero vector from Ker δ ⊂ h.
Consider the three cases separately.
For gC = sl(3,C), the roots are ±ωi, i = 1,2,3, with ω1 + ω2 + ω3 = 0. For any α, δ ∈  with α + δ ∈ , take β =
−α, γ = α + δ. Then [Xα, Xβ ] ∈ h, [Xα, Xγ ] = 0, [Xβ, Xγ ] =: Xδ = 0, so (21) gives 〈KXα Xδ,Uδ〉 = 0, for any α, δ ∈  with
α + δ ∈ . As the choice of h was arbitrary, this equation holds under the adjoint action of SL(3,C). Fix δ and act by the
stabiliser of Uδ . The matrix multiplication and the linearity of K show that 〈KXY ,Uδ〉 = 0, for any Y ∈ gUδ and for any
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a Cartan subalgebra h and any X ⊥ h.
For gC = sp(2,C), the roots are ±ω1, ±ω2, ±ω1 ± ω2. Let δ = ±ωi, i = 1,2, and let α ∈  \ {±δ}. Then either α = εω j
or α = εω j ± δ, where ε = ±1, j = i. In the ﬁrst case, take γ = −α, β = γ − δ, in the second case, γ = εω j, β = γ − δ. In
the both cases, the conditions [Xα, Xβ ] = [Xα, Xγ ] ∈ h (or 0) and [Xβ, Xγ ] = Xδ = 0 are satisﬁed. It follows that Eq. (21) is
satisﬁed for every δ = ±ωi and every α ∈ , α = ±δ, so by linearity, 〈KX Xδ,Uδ〉 = 0, for every δ = ±ωi and every X ⊥ gUδ ,
where gUδ is the centraliser of Uδ in gC . Acting by the stabiliser of Uδ (and using the linearity of K and the fact that (gUδ )⊥
is invariant with respect to that stabiliser) we obtain 〈KX V ,U 〉 = 0, for any U , V spanning a Cartan subalgebra h and any
X ∈⊕α =±δ gα , where gα are the root spaces and δ = ±ωi is arbitrary. By linearity, it then follows that 〈KX V ,U 〉 = 0, for
any U , V spanning h and any X ⊥ h.
For gC = gC2 , the roots are ±ωi, ωi − ω j, i, j = 1,2,3, i = j, with ω1 + ω2 + ω3 = 0. Choose δ = ω1. Then for any
triple (α,β,γ ) such that β = ω1 − ωi, γ = ωi , and α = −ωi , or α = ωi − ω1, or α = ω1 − ω j , with {i, j} = {2,3},
the conditions [Xα, Xβ ] = [Xα, Xγ ] ∈ h (or 0) and [Xβ, Xγ ] = Xδ = 0 are satisﬁed, so by (21), 〈KX Xω1 ,Uω1 〉 = 0, for
all X ∈ S = ⊕{ga,α = −ωi,±(ω1 − ωi), i = 1}. The adjoint action of the subgroup G1 = exp(t Xω1 ) keeps Xω1 and
Uω1 ﬁxed, so the equation 〈KX Xω1 ,Uω1 〉 = 0 holds for all X ∈ S ′ =
⊕{ga,α = ±ωi,±(ω1 − ωi), i = 1}, the smallest
G1-submodule of gC containing S . As S ′ is also an SL(2,C)-submodule, where SL(2,C) ⊂ gC is the subgroup tan-
gent to sl(2,C) = Span(Xω1 , X−ω1 , [Xω1 , X−ω1 ]), and the adjoint action of this SL(2,C) keeps Uω1 ﬁxed, we obtain that〈KXY ,Uω1 〉 = 0, for all X ∈ S ′ , Y ∈ sl(2,C), so, in particular, 〈KX V ,U 〉 = 0, for any U , V spanning a Cartan subalgebra h and
any X ∈ S ′ . Repeating the arguments with ω1 replaced by ω2 we obtain that 〈KX V ,U 〉 = 0, for any U , V spanning h and
any X ⊥ h.
2. From assertion 1 and by (14), (16) it follows that Φ(X, Y ) ∈ h, if h = Span(X, Y ) is a Cartan subalgebra. Then Φ(X, Y )∧
X ∧ Y = 0, for all (X, Y ) ∈ h × h ⊂ gC × gC , so by [13, Theorem A], Φ(X, Y ) ∈ Span(X, Y ), for any commuting X, Y ∈
gC . Denote C = {(X, Y ) ∈ gC × gC: [X, Y ] = 0} the commuting variety of gC and C0 the subset of it consisting of the
linearly independent pairs (X, Y ). As rkg = 2, the subset C0 is nonempty and is dense in C . Since Φ(X, Y ) ∈ Span(X, Y ),
for (X, Y ) ∈ C , there exist (uniquely deﬁned) functions f , g : C0 → C such that Φ(X, Y ) = f (X, Y )X + g(X, Y )Y , for all
(X, Y ) ∈ C0. As Φ is skew-symmetric, g(X, Y ) = − f (Y , X), so Φ(X, Y ) = f (X, Y )X − f (Y , X)Y . Denote gX the centraliser of
X = 0 in gC . If dimgX = 2 and gX = Span(X, Y ), then from Φ(X, Y + t X) = Φ(X, Y ) it follows that f (Y , X) = f (Y + t X, X),
for all t ∈ C. If dimgX > 2 and Y1, Y2 ∈ gX are such that rk(X, Y1, Y2) = 3, then the linearity of Φ by Y implies that
f (t1Y1 + t2Y2, X) = f (Y1, X). In the both cases, we obtain that f (Y , X) does not depend on Y for (X, Y ) ∈ C0, so there
exists a function φ : gC \ {0} such that Φ(X, Y ) = φ(Y )X − φ(X)Y , for all (X, Y ) ∈ C0. The function φ is homogeneous of
degree 1 and, putting φ(0) = 0 we obtain that Eq. (19) is satisﬁed, for all X, Y with [X, Y ] = 0. From (19) it easily follows
that the restriction of the function φ to the centraliser gZ of any nonzero Z ∈ gC is linear.
3. For X ∈ gC , let X = X S + XN be the Jordan decomposition, with X S , XN the semisimple and the nilpotent parts
of X , respectively. As X S , XN ∈ gX , we have φ(X) = φ(X S) + φ(XN ). The element X S (if it is nonzero) lies in a Cartan
subalgebra h, so for some two linearly independent elements Hα = [Xα, X−α], Hβ = [Xβ, X−β ] from h, X S = μαHα +μβHβ
and φ(X S) = μαφ(Hα)+μβφ(Hβ), since φ is homogeneous of degree one and Hα, Hβ lie in gX S . The subalgebra sl(2,C) =
Span(Hα, Xα, X−a) lies in the centraliser of Kerα, so the restriction of φ to it is linear. Hence φ(Hα) = 12φ(Hα + (Xα −
X−a)) + 12φ(Hα − (Xα − X−a)), and both Hα ± (Xα − X−a) are nilpotent. Using similar arguments for Hβ we obtain that
every X ∈ gC is a sum of nilpotent elements Xi such that φ(X) =∑i φ(Xi). Now, every nilpotent element Xi lies in the
nilradical of a Borel subalgebra Bi . As the nilradical of the Borel subalgebra lies in the centraliser of the highest root vector,
the restriction of φ to it is linear, so Xi =∑α∈+ Xiα and φ(Xi) =∑α∈+ φ(Xiα).
To prove that φ = 0 for gC = sp(2,C) and for gC = gC2 , it is therefore suﬃcient to prove that φ(Xα) = 0, where Xα is
a root vector for some Cartan subalgebra of gC . By [11], every Xα can be included in a three-dimensional abelian subal-
gebra a ⊂ gC . Indeed, for sp(2,C), with the roots ±ω1,±ω2,±ω1 ± ω2, we can take a = Span(Xεωi , Xεωi+ω j , Xεωi−ω j ),
where ε = ±1, i = j; and for gC2 , with the roots ±ωi , ωi − ω j , i, j = 1,2,3, i = j,
∑
i ωi = 0, we can take a =
Span(Xεωi , Xε(ωi−ω j), Xε(ωi−ωk)), where ε = ±1 and {i, j,k} = {1,2,3}. Now suppose that X, Y , Z span a three-dimensional
abelian subalgebra of gC . Substituting such X, Y , Z into (20) and using the fact that σXY Z [X ∧ Y , KZ ] = σXY Z (−KZ X ∧
Y + KZ Y ∧ X) = 2σXY Z (Φ(X, Y ) ∧ Z) = 4σXY Z (φ(Y )X ∧ Z) (by (14), (19)), so σXY Z∂[X ∧ Y , KZ ] = 0 by (13), we get
σXY Z (φ(Y )X ∧ Z) = 0. As the vectors X, Y , Z are linearly independent, we obtain φ(X) = φ(Y ) = φ(Z) = 0. Therefore
φ(Xα) = 0, for any root vector of any Cartan subalgebra of gC , so φ = 0, when gC = sp(2,C) or gC = gC2 .
Let gC = sl(3,C). In the standard representation of sl(3,C) on C3, the vectors Eij , 1  i = j  3, and Hij = Eii − E jj ,
i = 1, j = 2,3, form a basis for sl(3,C). For a linear function φ0 :gC → C, the function φ′ = φ −φ0 is again homogeneous of
degree one and is linear on the centraliser of every nonzero element. Choose φ0 such that φ′ vanishes on all the elements
of the basis Eij , i = j, H12, H13 (then it also vanishes on all the Hij , as all of them belong to the centraliser of H12). We
want to show that φ′ = 0. The above discussion shows that every X ∈ sl(3,C) can be represented as X =∑i,α Xiα , such that
φ(X) =∑i,α φ(Xiα) and every Xiα is a root vector for some Cartan subalgebra, so it is suﬃcient to show that φ′(X) = 0, for
every X which is a root vector for a Cartan subalgebra. Every such X is a rank one matrix, so X = a ⊗ bt for some nonzero
a,b ∈ C3 with 〈a,b〉 = 0. Vector a can be represented as the sum of two vectors a1,a2, 〈a1,b〉 = 〈a2,b〉 = 0, having at least
one zero coordinate each. Both vectors Xi = ai ⊗ bt , i = 1,2, lie in the centraliser of X , so φ′(X) = φ′(X1) + φ′(X2), hence it
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show that it suﬃces to prove that φ′(X) = 0, for every X of rank one having a zero column and a zero row. Any such X is
either of the form X = μEij + νEik (or X = μE ji + νEki ), with {i, j,k} = {1,2,3}, or X = μνHij ± (μ2Eij − ν2E ji), i = j. In
the ﬁrst case, φ′(X) = 0, as Eij, Eik ∈ gX and φ′(Eij) = φ′(Eik) = 0. In the second case, φ′(X) = 0, as X, Hij, Eij, E ji ∈ gHik+H jk ,
where k = i, j, and φ′ vanishes on all of the vectors Elm , Hlm , 1 l =m 3.
4. For gC = sp(2,C) and for gC = gC2 , from assertion 3 and (19) we have Φ(X, Y ) = 0, for all X, Y ∈ gC with [X, Y ] = 0,
so by [9, Corollary 5.2], there exists A ∈ End(gC) such that Φ(X, Y ) = A[X, Y ], for all X, Y ∈ gC . Then from (14), (16),
〈KZ X, Y 〉 = 2〈A[X, Y ], Z〉, so KZ = 2adAt Z , which implies A = 0, by (12).
For gC = sl(3,C), from assertion 3 and (19), there exists l ∈ gC such that Φ(X, Y ) = (X ∧ Y )l, for all X, Y ∈ gC with
[X, Y ] = 0, so by [9, Corollary 5.2], there exists A ∈ End(gC) such that Φ(X, Y ) = A[X, Y ] + (X ∧ Y )l, for all X, Y ∈ gC .
Then by (14), (16), 〈KZ X, Y 〉 = 2〈A[X, Y ], Z〉 + 2〈(X ∧ Y )l, Z〉, so KZ = 2adAt Z +2l ∧ Z . Acting by ∂ and using (12), (13) we
obtain At = −2adl . But then 〈Φ(X, Y ), Z〉 = 〈A[X, Y ] + (X ∧ Y )l, Z〉 = −2〈[Z , [X, Y ]], l〉 − 〈(X ∧ Y )Z , l〉, so from (4) we get
σXY Z 〈(X ∧ Y )Z , l〉 = 2〈σXY Z (〈X, Z〉Y ), l〉 = 0, for all X, Y , Z ∈ gC , which implies l = 0, hence A = 0. 
4. An example
In general, the claim of the Theorem is false, if the model space M0 is a reducible symmetric space. A counterexample is
given by the Riemannian spaces constructed in [3, Theorem 4.2]. Let I ⊂ R be an interval containing zero, let Dij(w), i, j =
1, . . . ,n− 1, be an arbitrary skew-symmetric matrix of smooth functions on I , let a(w),b(w) be arbitrary smooth functions
without zeros on I , let λ > 0, ε = ±, and let f+(x,w) = a(w)eλx + b(w)e−λx , f−(x,w) = a(w) cos(λx) + b(w) sin(λx). Then
the Riemannian manifold (Mn,ds2) with the metric tensor
ds2 = ( fε(x1,w)dw)2 + n−1∑
i=1
(
dxi +
n−1∑
j=1
Dij(w)x j dw
)2
is curvature homogeneous and is modelled on the symmetric space M2(κ) × Rn−2, where M2(κ) is the two-dimensional
space of the constant curvature κ = −ελ2. It follows that it is also Weyl homogeneous (with the same model space).
However, (Mn,ds2) is not in general conformally equivalent to its model space (or to any symmetric space at all). In-
deed, assuming the Riemannian manifold (Mn, e2σds2) to be symmetric, for some smooth function σ = σ(x0, x1, . . . , xn−1),
x0 = w , we must have ∇0l Whijk = 0, where ∇0 is the Levi-Civita connection of e2σds2. A direct computation shows that for
h = i = j = k, h, i, j,k > 1, this implies ∂σ/∂xl = 0, for all l = 0, . . . ,n − 1, so (Mn,ds2) by itself has to be symmetric. But
∇0R010i = κ f 2ε D1i(w), for i > 1, which is, in general, nonzero. It follows that although (Mn,ds2) is Weyl homogeneous, it is
not conformally equivalent to any symmetric space.
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