A new meta-algorithm for estimating the conditional average treatment effects is proposed in the paper. The main idea underlying the algorithm is to consider a new dataset consisting of feature vectors produced by means of concatenation of examples from control and treatment groups, which are close to each other. Outcomes of new data are defined as the difference between outcomes of the corresponding examples comprising new feature vectors. The second idea is based on the assumption that the number of controls is rather large and the control outcome function is precisely determined. This assumption allows us to augment treatments by generating feature vectors which are closed to available treatments. The outcome regression function constructed on the augmented set of concatenated feature vectors can be viewed as an estimator of the conditional average treatment effects. A simple modification of the Co-learner based on the random subspace method or the feature bagging is also proposed. Various numerical simulation experiments illustrate the proposed algorithm and show its outperformance in comparison with the well-known T-learner and X-learner for several types of the control and treatment outcome functions.
Introduction
One the most important problems in medicine is to choose the most appropriate treatment for a certain patient which may differ from other patients in her/his clinical or other characteristics [25] . With the increase of the amount of data and with the developing the electronic health record concept in medicine, there is a growing interest to apply machine learning methods to solve the problem of the most appropriate treatment by estimating treatment effects directly from observational data. The main peculiarity of observational data is that it contains past actions, their outcomes, but without direct access to the mechanism which gave rise to the action. Shalit at al. [34] give a clear example of observational data, when we have patient characteristics, medications (action), and outcomes, but we do not have complete knowledge of why a specific action was applied to a patient.
By having observational data, average treatment effect (ATE) can be estimated, which is the mean difference between outcomes of patients from the treatment and control groups. However, one of the main peculiarities of many medical application problems is that patients differ not only in background characteristics, but also in how they respond to a particular treatment. It is interesting to know what is the specific treatment effect for a given patient characterizing, for example, gender, age, CT scan images. This leads to heterogeneity of the treatment effect which is estimated in this case by conditional average treatment effects (CATE). CATE is defined as the ATE conditional on an patient feature vector [8, 10, 15, 35] . A similar term is the heterogeneous treatment effect (HTE). CATE are treatment effects at the individual level as opposed to the ATE at the population level [7] . The problem of computing CATE is very important in personalized medicine [28] . One of the challenging problems in estimating CATE is that, in many real-world applications, we observe that the number of control patients is much larger than the number of treated ones. Another challenging problem is that, for every patient, we either observe its outcome under treatment or control, but never both [20] . A challenging problem is that causal inference is also challenging because data from health care databases are typically noisy, high dimensional, and most importantly, observational [39] .
Successful applications of machine learning to solving the problem of computing CATE or HTE started a lot of corresponding models last years. The well-known Lasso model was adapted to solving the CATE problem [14] . The CATE problem was represented as the SVM model [43, 44] . Athey and Imbens [2] provided a "honest" model for estimation of the HTE. The main idea underlying the model is splitting the training sample into two parts, one sample is used to construct the partition of the data into subpopulations that differ in the magnitude of their treatment effect, and another sample is used to estimate treatment effects for each subpopulation. Deng et al. [6] considered two aspects in HTE understanding, one is to predict the effect conditioned on a given set of side information or a given individual, the other is to interpret the HTE structure and summarize it in a memorable way. The former aspect can be treated as a regression problem, and the latter aspect focuses on concise summarization and interpretation. Athey et al. [3, 4] develop a unified framework for the design of fast tree-growing procedures for tasks that can be characterized by heterogeneous estimating equations. Zhang et al. [42] proposed a modification of the survival causal tree method for estimating the HTE based on censored observational data. Xie et al. [41] established the HTE detection problem as a false positive rate control problem, and discussed in details the importance of this approach for solving large-scale HTE detection problems. Alaa and Schaar [1] considered guidelines by characterizing the fundamental limits of estimating HTE, and establishing conditions under which these limits can be achieved. The guiding principles for designing practical HTE estimation algorithms were provided in the context of Bayesian nonparametric inference. Bayesian additive regression trees, causal forest, causal boosting, and causal MARS were numerically compared under condition of binary outcomes by using the simulation experiments in [39] . An orthogonal random forest as an algorithm that combines orthogonalization with generalized random forests for solving the HTE estimation problem was proposed in [27] . An explanation of the HTE estimation based on the regression is considered in [30] . Grimmer et al. [9] illustrated how the weighting of ensemble-based methods can contribute to accurate estimation of the HTE. McFowland III et al. [12] considered the problem of the HTE estimation in the framework of anomaly detection. Kunzel et al. [20] proposed new algorithms for estimating CATE using transfer learning and neural networks. By taking into account the fact that different CATE estimators provide quite different estimates, Kunzel et al. [21] considered the application of a set of CATE estimators. A lot of interesting approaches for estimating HTE can also be found in [5, 16, 17, 18, 23, 28, 40] . This is only a small part of methods, algorithms and models proposed in last years for estimating CATE.
A set of meta-algorithms or meta-learners for estimating CATE were considered by Kunzel et al. [19] . The algorithms consist of the base learners (random forest, linear regression, etc.) dealing with control and treatment groups separately and a meta-level which can be viewed as a function of the base learners. We can pointed out the following meta-learners: the T-learner [19] , the S-learner [19] , the O-learner [38] , the X-learner [19] . There are also the Q-learner and the A-learner [22, 26, 29, 33] , which can be regarded as an approximate dynamic programming algorithm for estimating optimal sequential decision rules from data or the well-known dynamic treatment regimes, but not as meta-learners in the sense of the two-step algorithms analyzed by Kunzel et al. [19] .
One of the most efficient and interesting meta-algorithms is the X-learner which consists of two main steps. The initial regression models are constructed for the control and treatment groups separately at the first step. New regression models of residuals between the obtained initial regression models and data are constructed at the second step. These new regression models are combined to get an estimate of CATE. Kunzel et al. [19] pointed out two main advantages of the X-learners. First, it adapts to structural properties such as sparsity or smoothness of the CATE. Second, it is effective when the number of patients in the control group is much larger than in the treatment group.
We propose another meta-algorithm for estimating CATE which is based on the concatenation of feature vectors from control and treatment groups and the augmentation of the concatenated vectors. The concatenation operation is a reason for calling the method as Co-learner. We assume that the number of control patients is rather large, and a proper regression model can be constructed for these patients. The first main idea underlying the meta-algorithm is that we construct a new dataset consisting of concatenated pairs of the control and treatment feature vectors such that the outcome for every pair is determined as the difference of outcomes of the corresponding feature vectors. The second idea is to extend the obtained concatenated dataset by generating random control feature vectors for every treatment vector in accordance with a special rule. Moreover, every new concatenated synthetic feature vector is assigned by a weight which depends on the distance between the treatment vector and the random control vectors. We assume that the number of controls significantly exceeds the number of patients in treatment group. Moreover, we propose a simple modification of the Co-learner, which is on applying the well-known random subspace method [11] or the feature bagging. The feature bagging is one of the ensemble-based methods [45] , which trains a set of individual models, for example, Co-learners, on random samples of features instead of the entire feature set.
Various numerical experiments illustrate the outperformance of the Colearner as well as the Co-learner with the feature bagging in comparison with the T-learner and the X-learner for some control and treatment output function. We also consider cases when the proposed meta-models provide results which are inferior to the T-learner and the X-learner.
The paper is organized as follows. A formal statement of the CATE estimation problem is given in Section 2. The well-known meta-learner, including, the T-learner, S-learner, and the X-learner are described in Section 3. Section 4 provides main ideas underlying the proposed Co-learner. An algorithm implementing the Co-learner is given in the same section. Numerical experiments illustrating the Co-learner and its comparison with the T-learner and the Xlearner are discussed in Section 5. The modification of the Co-learner based the feature bagging with the corresponding numerical experiments are given in Section 6. Concluding remarks are provided in Section 7.
A formal problem statement
m is the m-dimensional covariate or feature vector for a patient i; T i ∈ {0, 1} is the treatment assignment indicator such that T i = 0 corresponds to the control group, and T i = 1 corresponds to the treatment group; y (Ti) i ∈ R is the observed outcome, for example, time to death of the i-th patient or the blood sugar level, such that y (0) i and y
(1) i represent outcomes if T i = 0 and T i = 1, respectively. It is assumed that the training set is a realization of n independent random variables from a distribution P. Denote subsets of D corresponding to patients from the control and treatment groups as C and T , respectively, and D = C ∪ T . Suppose that numbers of feature vectors in C and T are n 0 and n 1 , respectively.
The causal effect of the treatment on a new patient i with the feature vector X i , which allows us to make decision about the usefulness or efficiency of the treatment can be estimated by the Individual Treatment Effect (ITE) defined as y
i . Since the ITE cannot be observed, then the causal effect is estimated as using the conditional average treatment effect (CATE) defined as the expected difference between the two potential outcomes as follows [32] :
It is shown in [19] that the best estimator for the CATE is also the best estimator for the ITE.
The fundamental problem of computing the causal effect is that for each patient in the training dataset, we only observe one of potential outcomes y
i , but never both. A widely used assumption to overcome the above problem, which is accepted in most models of estimating CATE, is the assumption of unconfoundedness [31] , i.e., the treatment assignment T i is independent of the potential outcomes for y i conditional on X i , which can be written as
An excellent explanation of the unconfoundedness assumption is provided by Imbens [13] . The assumption allows the untreated units to be used to construct an unbiased counterfactual for the treatment group.
Another assumption regards the joint distribution of treatments and covariates. It is called the overlap assumption and can be written as
It means that for each value of X, there is a positive probability of being both treated and untreated. In other words, there is sufficient overlap in the characteristics of treated and untreated patients to find adequate matches.
Taking into account the above assumptions, the CATE can be rewritten as
As pointed out by Wager and Athey [36] , the motivation behind unconfoundedness is that nearby observations in the feature space can be treated as having come from a randomized experiment, i.e., nearest-neighbor matching and other local methods may be consistent for τ (X). This is a very important property which will be used later.
Suppose that the outcomes can be expressed through the functions g 0 and g 1 as follows:
Here ε is a is a Gaussian noise variable such that E(ε) = 0. Hence, there holds
3 Meta-learners
Kunzel et al. [19] considered meta-algorithms which are based on the socalled base learners, for example, random forests, neural networks, etc. Metaalgorithms for estimating the HTE takes two steps. First, it uses base learners to estimate the conditional expectations of the outcomes given predictors under control and treatment separately. Second, it takes the difference between these estimates.
T-learner
The T-learner [19] is a simple procedure based on estimating the control g 0 and treatment g 1 outcome functions by applying a regression algorithm as:
The CATE in this case is defined as the difference (1). An example of the functions g 0 and g 1 is shown in Fig. 1 . The observed outcomes for patients from the control group and for patients from the treatment group are represented by means of circles and triangles, respectively. The solid and dashed curves are the functions g 0 and g 1 corresponding to the control and treatment regressions, respectively. 
S-learner
The S-learner was proposed by Kunzel et al. [19] in order to avoid some disadvantages of the T-learner. According to the algorithm of the S-learner, the treatment assignment indicator T i is included as an additional feature to the feature vector X, i.e., the training set is modified as
. Then the outcome function g(X, T ) is estimated by using the training set D * . The CATE is determined in this case as
X-learner
The X-learner [19] is represented in the following three steps:
1. The outcome functions g 0 and g 1 are estimated by applying a regression algorithm as:
2. Imputed treatment effects are computed as follows:
i . The imputed treatment effects are shown in Fig. 2 where the observed outcomes for patients from the control group (circles) and for patients from the treatment group (triangles) are depicted. The solid and dashed curves are the functions g 0 and g 1 corresponding to the control and treatment regressions, respectively. It can be seen from Fig. 2 that D (1) j is the distance between a triangle (a patient from the treatment group) and the solid curve, D (0) i is the distance between a circle (a patient from the control group) and the dashed curve.
3. Two regression functions τ 1 (X) and τ 0 (X) are estimated for imputed treatment effects D i , respectively, i.e., there hold The estimation is carried out by a regression algorithm. The CATE is defined as a weighted linear combination of the functions τ 1 (X) and τ 0 (X) as
Here α(X) ∈ [0, 1] is a weighting function which aims to minimize the variance of τ (X). Kunzel et al. [20] propose to choose the function to be constant and equal to the ration of treated patients.
The proposed Co-learner
The main idea of the proposed meta-algorithm for estimating the CATE is to consider another feature space which consists of the concatenated vectors
We denote the operation of concatenation by means of symbol ||. In other words, we produce feature vectors consisting of two parts. The first part is a feature vector from the treatment group, and the second part is a feature vector from the control group. If outcomes y j , respectively, then we will characterize the vector Z ij by the difference y
As a result, we get a new training set
The motivation for constructing the above training set is that we would like to learn a regressor
which could generalize the pairs of feature vectors in order to consider new vectors of the form X||X. In other words, we would like to find the difference y (1) − y (0) corresponding to the concatenated vector Z = X||X by using the function g. Here θ is a vector of the model parameters, which depends on the chosen regression model, for example, the number of decision trees and the number of randomly selected features in a random forest. ∈ T may be far from each other. This implies that the corresponding large differences between two concatenated vectors may lead to a regression model that is trained on vectors Z ij which are too far from the required vectors Z = X||X. As a result, the obtained model may provide worse results. Ideally, the best regression model should be trained by using only pairs of identical feature vectors Z ii = X i ||X i . It is impossible due to the fundamental problem of computing the causal effect. However, for every vector X
(1) i ∈ T from the treatment group, we can find k closest or nearest neighbor vectors X (0) j ∈ C from the control group. Let C i (k) ⊆ C be the subset of k nearest neighbors to X
(1) i ∈ T from C. In other words, for every vector X
(1) i ∈ T , we construct a subset G i ⊂ G consisting of k elements such that
The parameter k can be viewed as a tuning parameter of the model. If the number of elements in the treatment group is n 1 , then the produced training set consists of n 1 · k elements. A proper choice of the tuning parameter k is very important. If we take k = 1, then our new training set will consists of n 1 elements which may lead to overfitting because it is supposed that the number of patients in the treatment group is small in comparison with the control group. If we take k = n 0 , then every element from the treatment group is concatenated with all elements from the control group. On the one hand, we get a large training set G consisting of n 1 · n 0 . On the other hand, the obtained training set will contain many useless elements which are characterized by a large distance between constituent vectors X (0) j and X
(1) i and may deteriorate the model. The nearest neighbors can be found by using various distance metrics. The most popular distances are based on the Euclidean, the Manhattan and Minkowski (L p ) metrics. Fig. 3 shows the observed outcomes for patients from the control group (circles) and for patients from the treatment group (triangles). The solid and dashed curves are the functions g 0 and g 1 corresponding to the control and treatment regressions, respectively. The shaded triangle and 5 shaded circles illustrate a feature vector X
(1) i ∈ T from the treatment group and its 5 nearest neighbors X (0) j ∈ C from the control group. The subset G i in this case consists of 5 concatenated pairs of these feature vectors.
The parameter k is difficult to define especially when we consider pairs of vectors. Moreover, for some points X
This implies that the concatenated feature vectors arise from the treatment and control vectors which are close to each other with the upper bound T of the distance between them.
In order to take into account the different importance of concatenated vectors, we also introduce weights w ij which depend on the distance between feature vectors X i ) produce larger values of weights, whereas larger values of the distances correspond to smaller weights. We define the weights as
The weights of examples are used in the weighted version of the CART algorithm to build the random forest which implements the regression constructed on the concatenated vectors.
Suppose that the number of controls satisfying the condition d(X
i ) ≤ T for every i is k i . Then the number of new concatenated vectors is k 1 +...+k n1 .
In order to increase the number of concatenated feature vectors, we propose a procedure which can be viewed as a way for augmentation of the dataset.
We assume that the number of control vectors is rather large in comparison with the number of treatment vectors. Therefore, the first step for implementing the augmentation procedure is to construct a regression model g 0 by using only control feature vectors X (0) j ∈ C, i.e., we get g 0 (X (0) , θ), where θ is a vector of parameters. The assumption of a lot of control vectors allows us to suppose that the regression model g 0 is precise and can be used for computing new vectors.
Then for every X
(1) i from the treatment set, we add to the initial training set of concatenated feature vectors new vectors which are formed as follows:
The obtained vectors have the unit weights, i.e., w ll = 1. As a result, we have the first augmented training set
In addition to the set G f , we produce another augmented set G g (i) by generating K random feature vectors ∆X
Here K is an index set of size K. Now we add these vectors to the vectors X k . As a result, we have the set G g (i):
The weight of every new vector from
The value of K is chosen such that the number of synthetic and original vectors are rather close.
Finally, we have the set of concatenated vectors
such that every element of the set G has its weight. The weights of all elements are normalized. The total number of all concatenated vectors is
By using the obtained concatenated vectors with the corresponding outcomes, we construct the regression function y = f X (1) ||X (0) , ϑ . Here ϑ is a vector of the model parameters. Then for a new vector X, the CATE can be determined as τ (X) = f (X||X, ϑ) .
Algorithm 1 can be viewed as a formal scheme for computing the CATE τ .
Algorithm 1
The algorithm for computing CATE Require: Control and treatment groups C and T ; parameters K, T ; distance function d; parameters of regressions θ, ϑ Ensure: τ (X)
1: Construct the regression model g 0 (
Numerical experiments
It is pointed out by Kunzel et al. [20] that the true CATEs have to be known in order to evaluate the performance of different CATE estimators. But the true CATEs are unknown due to the fundamental problem of causal inference and evaluating a CATE estimator on real data is difficult since one does not observe the true CATE. Therefore, in order to validate new methods and to compare them with available ones, simulation experiments are used where some known control and treatment outcome functions are taken and random values are randomly generated in accordance with the predefined outcome functions.
In this section, we present simulation experiments evaluating the performance of meta-models for CATE estimation. In particular, we compare the T-learner, X-learner and Co-learner in several simulation studies by using the simulation scheme provided by Kunzel et al. [20] . In the same way, the propensity score is chosen to be constant and very small, e(X) = 0.05, such that on average only five percents of the patients receive treatment. Furthermore, we choose the response functions in such a way that the CATE function is comparatively simple to estimate. For all experiments, we also use the following identical parameters:
• numbers of control and treatment patients: n 0 = 95, n 1 = 5 and n 0 = 475, n 1 = 25
• numbers of features: m = 10, 20, 30;
• the largest distance: T = 1.5.
The performance of the models is measured in terms of the mean squared error (MSE). Regression functions f X
(1) ||X (0) , ϑ and g 0 (X (0) , θ) are implemented by using the random forest consisting of 1000 decision trees. The vinebased method is used for generating random correlation matrices [24] .
Simulation experiments 1
The first simulated experiments have the following parameters:
• the control outcome function: g 0 (X) = X T β + 5I(x 1 > 0.5);
• the treatment outcome function:
, where i is a random feature index, M is a number of feature jumps;
Here I is the indicator function taking value 1 if its argument is true. It can be seen from the above that if M = 1, then there holds g 1 (X) = g 0 (X)+8I(x i > 0.1), and the CATE function is τ (X) = 8I(x i > 0.1). To evaluate the average accuracy, we perform 100 repetitions, where in each run, we randomly select the feature index i for constructing function g 1 (X) and vector β consisting of m elements.
In order to compare three models: T-learner, X-learner, Co-learner, we perform several experiments with different parameters, in particular, we consider how values of the MSE depend on the number of generated jumps of the CATE function. The corresponding results are shown in Figs. 4-6. The curves with circle, triangular, and squared markers correspond to the T-learner, X-learner, and Co-learner, respectively. Moreover, the curves of the MSE for the Co-learner are depicted to be thick in order to distinguish them from curves corresponding to other models.
It can be seen from the figures that the Co-learner outperforms T-learner and X-learner. We have to point out that the difference between values of the MSE for the X-learner and the Co-learner decreases with the total number of patients. This implies that the proposed model provides better results in comparison with other models when corresponding datasets are rather small. In most experiments, the difference between values of the MSE for the X-learner and the Co-learner increases with the number of the CATE function jumps. This is an important property which shows that the proposed meta-model outperforms other considered models when the treatment outcome function becomes to be complicated. Fig. 7 shows how values of the MSE explicitly depend on the number of features m by n 0 = 95, n 1 = 5 (left curves) and n 0 = 475, n 1 = 25 (right curves). We consider the case when the number of jumps of the CATE function is 4. It can be concluded from the experiments that there is no a significant difference between behavior of meta-models, i.e., values of the MSE for all meta-models In order to study how the upper bound T for the distance between concatenated treatment and control vectors (constructing sets G T (i)) impacts on the proposed model MSE, we perform the corresponding experiments with parameters of Simulation 1 and different T for m = 10, 20, 30. Three jumps of the CATE function are simulated. The corresponding results are shown in Fig. 8 . It is interesting to note from Fig. 8 that, for every m, there is an optimal value of T which leads to the smallest MSE. In particular, the smallest values of the MSE for m = 10, 20, 30 and by n 0 = 95, n 1 = 5 (left curves) are achieved by T = 1, 1.5 and 2, respectively. If we consider the case n 0 = 475, n 1 = 25 (right curves), then the optimal values of T are 1, 1.5 and 1.5.
By using parameters from the previous experiment, we study how the proportion of simulated examples (constructing sets G g (i)) impacts on the proposed model MSE. The proportion is defined as the ratio of K · n 1 generated random feature vectors and the number of vectors from the set G T (1) ∪ ... ∪ G T (n 1 ). The results are shown in Fig. 9 . We again see that there are optimal values of 
Simulation experiments 2
The second simulated experiments use non-linear outcome functions, but the CATE function is the same as in Simulation 2. The experiments have the following parameters:
• the control outcome function: g 0 (X) = ε(x 1 )ε(x 2 )/2; where ε(x) = 2 (1 + exp (−12(x − 0.5))) −1
where i is a random feature index.
It can be seen from the above that we have again g 1 (X) = g 0 (X)+8 Tables  1-3. Every table is defined by the number of features m. We again study how values of the MSE depend on the number of generated jumps of the CATE function by different parameters n 0 and n 1 . It can be seen from Tables 1-3 that the Co-learner outperforms the T-learner and the X-learner in all presented cases. It is also interesting to note that the T-learner outperforms the X-learner by some parameters. However, these learners do not perform the Co-learner in all cases.
Simulation experiments 3
The third simulated experiments have the following parameters:
It can be seen from the above that the g 1 (X) = −g 0 (X), and the CATE function is τ (X) = −ε(x 1 )ε(x 2 ).
In this simulation experiment, we have quite different results which are shown in Table 4 . The Co-learner provides worse results in comparison with other models. It is interesting to point out that the Co-learner illustrated outperforming results when the CATE function had jumps which correspond to a strong reaction of patients with specific sets of features to treatment. However, when the treatment "smoothly" impacts on all patients from the treatment group, then the X-learner and even T-learner may be preferable. The jumping outcome function means that the treatment start to impact on patients with certain values of some features. For example, some medicine comes into effect when the patient age is smaller than 50.
6 Co-learner and the feature bagging
Let us consider a simple modification of the Co-learner, which is based on applying the random subspace method [11] or feature bagging. The feature bagging is an ensemble-based method which chooses some subset of features for constructing every individual model in the ensemble. Let K 0 = {k 1 , ..., k l } and K 1 = {k l+1 , ..., k l+t } be two ordered index sets of l and t selected features such that 1 ≤ k j ≤ m, j = 1, ..., l + t, and k j ≤ k j+1 . Here l < m and t < m are tuning parameters. We denote vectors X 
i . Finally, we compute the CATE τ K (X) by using Algorithm 1 for the index sets K 0 and K 1 .
By randomly selecting N times the index sets K 0 and K 1 and by using Algorithm 1, we get a set of the corresponding CATE values τ K(i) (X), i = 1, ..., N . Here K(i) is the resulting index set obtained by the i-th generating the random sets K 0 and K 1 . The final CATE value can be found by averaging the obtained CATE values τ K (X), i.e., there holds
This simple and obvious modification of the Co-learner may lead to better results.
Simulation experiments 1
First, we perform numerical experiments in accordance with Simulation 3 (see Subs.5.3), i.e., the control outcome function is g 0 (X) = ε(x 1 )ε(x 2 )/2, where ε(x) = 2 (1 + exp (−12(x − 0.5))) −1 , and the treatment outcome function is 
Numbers of selected features are taken identical l = t = 2m/3, i.e., two thirds of all features are used for training the regression models.
Results of numerical experiments are shown in Table 5 , where the MSE measures are shown for the T-learner, X-learner, and Co-learner under two conditions: numbers of control and treatment patients are n 0 = 95, n 1 = 5 and n 0 = 475, n 1 = 25. Moreover, the corresponding measures are shown for the Co-learner with the feature bagging, which is denoted in Table 5 as Co-B. Results in Table 5 for the Co-learner with the feature bagging are provided by two numbers of the bagging iterations N = 10 and N = 100.
It is interesting to see from the results that the Co-learner with the feature bagging outperforms the original Co-learner by N = 10. However, it shows worse results by N = 100. Moreover, we again observe that Co-learners with the feature bagging as well as the original Co-learner is inferior to the X-learner and even T-learner. In other words, the feature bagging could not significantly improve the proposed model.
Simulation experiments 2
Quite different results are obtained when we perform numerical experiments which are similar to Simulation experiments 1 (see Subs. 5.1). However, in contrast to the previous simulation experiments, we complicate the treatment output function. In particular, the control outcome function is the same, it is g 0 (X) = X T β + 5I(x 1 > 0.5), but the treatment outcome function is g 1 (X) = X T β + 5I(x 1 > 0.5) + 8 M k=1 I(x k > 0.1) now, where M = 3. It can be seen from the treatment output function that three randomly selected features are changed in experiments.
Results of experiments are given in Table 6 . They are very interesting. First of all, one can see that the Co-learner with the feature bagging outperforms the X-learner as well as the T-learner. Moreover, it is outperforms the original Co-learner for most parameters. At the same time, we can see that the largest difference between MSE measures are observed by large numbers of features. Moreover, the Co-learner with the feature bagging is improved with increase of N . Hence, we can conclude that the Co-learner with the feature bagging should be used when examples in a dataset are characterized by a large number of features. For example, if the difference between MSE measures by m = 30 and by m = 20 (n 0 = 95, n 1 = 5) for the X-learner is 18.7, then the same differences for the Co-learner with the feature bagging by N = 10 and N = 100 are 8.6 and 4.7. These outperforming results illustrate the efficiency of the proposed meta-learner with feature bagging.
Conclusion
An approach to solving the CATE problem has been proposed. The main idea is to construct a new dataset from the treatment and control groups by means of concatenating the original vectors. Moreover, the obtained dataset is extended by generating new feature vectors in accordance with predefined rules. By developing the model, we aimed to avoid constructing the regression function g 1 (X) for the treatment group in order to take into account the fact that the number of patients from the treatment group may be very small.
The proposed model is simple from the computation point of view and its complexity does not differ from the T-learner and the X-learner. Numerical simulation experiments have illustrated the outperformance of the Co-learner for some datasets. At the same time, some numerical experiments have shown that the Co-learner may provide worse results in comparison with the T-learner and the X-learner (see, for example, Simulation 3). This fact states a task of modifying the proposed model in order to overcome this shortcoming in future.
It should be noted that we used a certain set of learning parameters. For example, the Euclidean distance was used in order to compute weights and to determine the number of nearest neighbors from the control group. However, we can study various ways for defining the distance, including kernels, and other parameters. This is a direction for further research. Another problem is that the assumption of a large control group may be also violated in some applications. This implies that robust models taking into account the lack of sufficient information about controls as well as treatments should be developed. One of the ideas for solving the problem is to apply the imprecise probability theory [37] and its imprecise statistical models. However, this is also a direction for further research.
