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Abstract
Networks are widely used to model real-world systems and uncover
their topological features. Network properties such as the degree distri-
bution and shortest path length have been computed in numerous real-
world networks, and most of them have been shown to be both scale-free
and small-world networks. Graphlets and network motifs are subgraph
patterns that capture richer structural information than aforementioned
global network properties, and these local features are often used for net-
work comparison. However, past work on graphlets and network motifs
is almost exclusively applicable only for static networks. Many systems
are better represented as temporal networks which depict not only how a
system was at a given stage but also how they evolved. Time-dependent
information is crucial in temporal networks and, by disregarding that
data, static methods can not achieve the best possible results. This paper
introduces an extension of graphlets for temporal networks. Our proposed
method enumerates all 4-node graphlet-orbits in each network-snapshot,
building the corresponding orbit-transition matrix in the process. Our hy-
pothesis is that networks representing similar systems have characteristic
orbit transitions which better identify them than simple static patterns,
and this is assessed on a set of real temporal networks split into cate-
gories. In order to perform temporal network comparison we put forward
an orbit-transition-agreement metric (OTA). OTA correctly groups a set
of temporal networks that both static network motifs and graphlets fail to
do so adequately. Furthermore, our method produces interpretable results
which we use to uncover characteristic orbit transitions, and that can be
regarded as a network-fingerprint.
1 Introduction
Networks (or graphs) are widely used to model real-world systems, which are
often too complex to be studied in their entirety. Networks represent entities of
a system as nodes and their relations as edges connecting them (e.g. researchers
are nodes in co-authorship networks and edges connect those that publish to-
gether). Networks are a useful representation for all kinds of social, biological
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and communication processes (Costa et al 2011). Modeling systems as networks
is convenient not only for their conciseness, since they hide excessive detail of
the original systems, but also because many network/graph properties are well-
known. Degree distribution and shortest path length have shown that numerous
real-world networks are both scale-free (Baraba´si and Albert 1999) and small-
world networks (Watts and Strogatz 1998). Brain networks in particular have
been identified as small-world networks (Sporns et al 2004), meaning that each
node (representing either a brain region in mesoscale conectomes or a neuron in
microscale connectomes) is only a few connections away from any other node.
Furthermore, the average path length in the brain has been negatively correlated
with a person’s IQ (van den Heuvel et al 2009), further suggesting the correla-
tion between small-world organization and network efficiency. Other properties
such as the clustering coefficient and modularity are also frequently used to
characterize a network.
Another approach to uncover the underlying structure of a network is to
decompose it into smaller components (or subgraphs). Local network metrics
such as network motifs (Milo et al 2002) and graphlets (Przˇulj 2007) show that
recurrent subgraph analysis often leads to a better insight into the network’s
function than global properties, due to the richer topological information that
the former contain. Network motif analysis has identified the feed-forward loop
as a recurring and crucial functional pattern in many real biological networks,
such as gene regulation and metabolic networks (Mangan and Alon 2003; Zhu
and Qin 2005). Graphlet-degree-agreement is a useful metric for network com-
parison and model fitting of real networks. Graphlets were initially proposed by
Przˇulj (2007) to show that protein-protein interaction networks are more akin
to geometric graphs than with traditional scale-free models.
While temporal extensions for network motifs and graphlets have been put
forward (which are discussed in Section 2), they were initially proposed for
static networks, and have been mostly limited to them. Static networks disre-
gard when edges occur, and instead aggregate all temporal information into a
single final state. This reduction is often deficient since it might be more telling
to analyze how a specific network evolved, rather than how it is at an isolated
stage. Previous studies have concluded that cliques and near-cliques are over-
represented in co-authorship networks (Choobdar et al 2012; Pan and Sarama¨ki
2012). However, these studies analyzed only final aggregate networks, which
are much denser than network snapshots and not representative of the actual
system. Moreover, such studies do not offer any intuition on how the network
reached that state, how stable cliques are or which patterns are more unstable.
This work puts forward a methodology for temporal network interpretation
and comparison. Our method begins by enumerating transitions between all
k-node graphlet-orbits in network N . Orbits are enumerated instead of sim-
ple graphlets since more information is obtained by counting the former (e.g.
nodes at the periphery of a star are structurally distinct from the star-center,
and exchanging places should be accounted for). Orbit-transition matrices TNi
are built for each network Ni. These matrices are compared using our orbit-
transition-agreement metric (OTA) in order to assess network similarity. Orbit-
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transitions were enumerated for more than a dozen real-world temporal networks
pertaining to different categories, such as collaboration, crime, email commu-
nication, physical interaction and bipartite networks. Our method is capable
of grouping similar themed networks whereas traditional static network motifs
and graphlets can not.
The remainder of this paper is organized as follows. First, Section 2 presents
related work on network comparison using subgraph-based metrics, both for
static and temporal networks. Next, Section 3 begins by introducing necessary
graph terminology and then presenting our proposed method for temporal net-
work comparison. Experimental results are discussed in Section 4, where various
metrics are used to compare and group a set of networks from different cate-
gories and interpret the results. Finally, Section 5 presents the main conclusions
of this work.
2 Related work
Performing network comparison is often useful, particularly because if proper-
ties of a given network are well known it allows for knowledge transfer to similar
networks (Kelley et al 2003). Global metrics such as degree distribution, char-
acteristic path length and clustering coefficient give an idea of the structure of
the networks and can be used to compare them. For instance, social networks
tend to have an higher clustering coefficient and a smaller characteristic path
length than spatial networks. Subgraph-based metrics offer richer topological
information than simple global networks, and we discuss them in this section.
Previous approaches have extended motifs (Jin et al 2007; Kovanen et al 2011)
and graphlets (Hulovatyy et al 2015) to temporal networks; their differences in
regards to our method are also presented in this section.
2.1 Static subgraphs
Network motif fingerprints (Milo et al 2002) and graphlet-based metrics (Przˇulj
2007) have been used for network comparison (Milo et al 2004; Aparicio et al
2016), and both approaches compute the frequency of small non-isomorphic
subgraphs (see Definiton 3.1). Graphlets evaluate the contribution of each in-
dividual node from the network, producing a graphlet degree distribution that
can be seen as an extension of the node degree concept. Enumerating network
motifs is computationally expensive since subgraphs are not only enumerated
in the original network but also on a large set of similar randomized networks
in order to assess motif significance. Milo et al (2004) compared network motifs
with three and four nodes of four superfamilies: sensory networks, hyperlink
networks, social networks and linguistic networks. By comparing motif signifi-
cances they were able to correctly cluster all four superfamilies. Similar studies
have been carried out to classify metabolic networks (Zhu and Qin 2005), co-
authorship networks (Choobdar et al 2012) or articles (Wu et al 2012). Another
possibility is to, instead of directly comparing two real networks, compare a net-
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work with models. Przˇulj (2007) showed that protein-protein interaction net-
works were more accurately described as random geometric graphs rather than
purely random or scale-free networks. Therefore, motifs and graphlets have been
successfully used to compare static networks. However, metrics such as these
disregard temporal information which can be crucial for a better understanding
of network topology and function.
2.2 Dynamic subgraphs
It is often more meaningful to evaluate how a network evolved through time
rather than how the network is in its final state. Enumerating all possible
subgraphs of a certain size k is very computationally demanding, therefore some
previous work has selected small subgraphs or only a few larger ones. Triangles
are meaningful for many applications since they are one of the simplest forms
of community. Buriol et al (2006) and Pavan et al (2013) put forward a method
to extract approximate and exact counts of all triangles in graph streaming
environments. Finocchi et al (2014) proposed an algorithm to count cliques for
k slightly larger than 3. Instead of triangles, Aliakbarpour et al (2016) focused
on k−star graphs.
Kovanen et al (2011) presented an extension of network motifs to event
networks and studied them on a phone call network. Their proposed temporal
motifs have at most three events and a varying number of nodes. A similar
approach for graphlets was put forward by Hulovatyy et al (2015); their dynamic
graphlets have a fixed number of events (3 or 4) and a varying number of nodes.
Both temporal motifs and dynamic graphlets were shown to be more reliable
for network classification than static measures. However, their approach only
allows for one event at a time. As a consequence, these methods do not capture
situations where a loosely connected subgraph immediately becomes a clique
or near-clique and are not applicable to event networks that intrinsically have
multiple events occurring at the same time (i.e. when three authors collaborate
on the same paper).
Martin et al (2016) proposed a metric to evaluate network similarity based
on how their triplets are evolving over time. Their metric is based on the loss or
gain of edges from one state to the next. Our method differs from theirs since
they do not differentiate by pair-wise graphlet transitions but only by increase
or decrease of total edges between states (i.e. different pair-wise transitions are
not differentiated as long as they affect the same number of edges). The ap-
proach by Doroud et al (2011) is more similar to our own since they enumerate
all transitions between 3-node directed subgraphs in network snapshots. That
information is used in order to estimate the probability of a given transition in
a social network and predict network changes. Kim et al (2012) also count all
3-node directed subgraphs to assess which motifs are present in different states
of developing gene networks in different regions. These approaches are limited
to a single network category (social network and gene expression networks, re-
spectively), to 3-node subgraphs, they do not consider orbits and are not used
for network comparison.
4
3 Computing similarity using evolving graphlets
This sections begins by introducing graph terminology used throughout this
work and presenting the concept of static graphlets and graphlet enumeration.
This is followed by a definition of temporal networks. Finally, evolving graphlets
are put forward as well as our related metrics designed for network comparison.
3.1 Graph terminology
A network or graph G is comprised of a set V (G) of vertices or nodes and a set
E(G) of edges or connections. Nodes represent entities and edges correspond
to relationships between them. Edges are represented as pairs of vertices of the
form (a, b), where a, b ∈ V (G). In directed graphs, edges (i, j) are ordered pairs
(translated to ”i goes to j”) whereas in undirected graphs there is no order since
the nodes are always reciprocally connected.
A subgraph Gk of G is a graph of size k where V (Gk) ⊆ V (G) and E(Gk) ⊆
E(G). A subgraph is induced if ∀u, v ∈ V (Gk) : (u, v) ∈ E(Gk) iff (u, v) ∈
E(G). A match or occurrence of Gk happens when G has a set of nodes
that induce Gk. Two matches are considered distinct if they have at least one
different vertex. The frequency of Gk in G is the number of occurrences of Gk
in G.
Two graphs are said to be isomorphic if it is possible to obtain one from
the other just by changing the node labels without affecting their topology. All
occurrences of a set G of non-isomorphic subgraphs must be enumerated in the
original network before graphlet or network motif metrics can be calculated.
We call this task the general subgraph census problem (Wasserman and Faust
1994) and state it in Definition 3.1.
Definition 3.1 (Subgraph Census) Given a set G of non-isomorphic sub-
graphs and a graph G, determine the frequency of all induced occurrences of the
subgraphs Gs ∈ G in G. Two occurrences are considered different if they have
at least one node or edge that they do not share. Other nodes and edges can
overlap.
3.2 Static graphlets
Graphlets (Przˇulj 2007) are small induced non-isomorphic subgraphs that dif-
ferentiate nodes according to their subgraph position, also called orbit. For
instance, the single node at the center of a star is topologically different from
a leaf-node, whereas leaf-nodes are structurally equivalent. Therefore, a k-star
has only two orbits: a center-orbit which a single node inhabits and a leaf-
orbit where the remaining k − 1 nodes are at. Graphlets can be either undi-
rected (Przˇulj 2007) or directed subgraphs (Aparicio et al 2016). Notation uGk
is adopted for the set of all undirected graphlets with k nodes, and dGk for the
directed equivalent. The set of all orbits of uGk is expressed as uOk, and dOk
is used for directed graphlets. For simplicity, prefixes d and u are suppressed
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Figure 1: Set of all 11 graphlet-orbits of subgraphs with 4 nodes: uO4. Black
nodes represent nodes at the orbit being considered.
whenever concepts are applicable to both directed and undirected graphlets.
Figure 1 presents all undirected graphlet-orbits with 4 nodes.
Graphlet-degree distributions are an extension of the node degree-distribution
and both can be used for network comparison. In order to compute the degree
distribution of a given graph G one has to count ∀u ∈ V (G) how many direct
connections it has, also called node-degree. This task produces a vector of size
n containing the degrees of each u ∈ V (G) which is transformed into a vector
Fr of size m, where m is the maximum degree, and Frp is the number of nodes
that have degree p. Graphlet degree distributions generalize this concept for
subgraphs bigger than the degree (actually, the degree is uG2). To compute
the graphlet degree distribution it is necessary to count ∀u ∈ V (G) how many
times u appears in some orbit j ∈ O and repeat this process for the total o or-
bits, resulting in a graphlet degree vector GDV (u) with m positions. A matrix
Fr(G) of n×m positions is obtained by joining the GDV s of all n nodes where
each row of Fr(G) is GDV (v), v ∈ V (G) and each position fru,j is the number
of times that node u appears in orbit j. This task is more formally defined in
Definition 3.2 and an example of this process is given in Figure 2.
Two networks G and H are compared by computing the differences between
their respective GDD matrices after their distributions are normalized – repre-
sented below as njG(k). One possibility to compare the two matrices is to use the
arithmetic mean GDD-agreement (GDA) introduced by Przˇulj (2007). A high
GDA(G,H) means that G and H are topologically similar; the GDA(G,H) is
defined as follows.
GDA(G,H)j = 1− 1√
2
√√√√(+∞∑
k=1
[njG(k)− njH(k)]2
)
(1)
GDA(G,H) =
1
m
m∑
j=0
GDA(G,H)j (2)
Definition 3.2 (Graphlet-Orbit Frequency Computation) Given a set Gs
of non-isomorphic subgraphs of size s and a graph G, determine the number of
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Figure 2: GDV (v) obtained by enumerating the induced occurrences of all
undirected graphlet orbits of sizes 2 and 3 (A, B and C) touching v, and resulting
Fr(G) and GDD(G) matrices for the complete subgraph census (GDV (v) is
highlighted in gray in Fr(G).
times fri,j that each node i ∈ V (G) appears in all the orbits j ∈ Os. All occur-
rences are induced. Two occurrences are considered different if they have at least
one node or edge that they do not share. Other nodes and edges can overlap.
Graphlets are widely used to analyze and compare static networks due to
their rich topological information. However, analyzing static networks only
gives information about a single state of the network, thus disregarding their
evolution. Studying network changes is crucial in several networks: (i) in brain
networks it is important to know which brain regions where activated in sequence
to establish functional connections, (ii) some chains of events in event networks
(such as bank transactions) might be benign or suspicious, (iii) in collaboration
networks it is important not only to know that two authors collaborated but also
when and if that collaboration was maintained through time. Choobdar et al
(2012) concluded that, according to their motif representation, chemists and
physicists establish stronger groups than computer scientists or engineers. While
this is an interesting conclusion, more relevant questions can be asked when
considering temporal information (which are not limited to collaborations): is
the group structure stable or does it change? How does it change? Are tightly
connected groups more or less stable? How long does it take to go from a loosely
connected group to a tightly connected one? What are the differences between
temporal networks of different kinds? Temporal network definitions are given
in the following section, as well as our method to answer the aforementioned
questions.
3.3 Temporal network and evolving graphlets terminology
3.3.1 Temporal networks
Temporal networks used throughout this paper consist of s consecutive snap-
shots of a global network G. The set of all snapshots of G is referred to as
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S. An edge (u, v) exists in Si if nodes u and v are connected in the interval
[I + t× i, I + t× (i+ 1)[, where I is the starting time of the network (i.e. Jan-
uary 2000). Parameters t and s may be different depending on the network;
for instance, in scientific co-authorship networks one or two years are the more
suitable value for t, while in conference interaction networks t is a few hours or a
couple of days. The number of snapshots s depends on the amount of available
data.
Networks considered in this work can gain or lose edges and nodes from
Si to Si+1. Sometimes it might be useful for edges to be permanent meaning
that when they are added in Si they remain in the network for all Si′ , i′ > i.
These are referred to as aggregate networks. Whenever and edge from Si must
be activated to also be present in Si+1 the network is said to be an active-edge
network. Using aggregate or active-edge representations depends on the study
being performed; for instance, if one wants to analyze how a scientific community
is growing it might be more suitable to see how the aggregate network is evolving
(are new people joining the community?) since authors do not have to publish
a paper together every year to be considered a community. On the other hand,
active edges should be considered if one wants to assess how stable a certain
community is.
3.3.2 Evolving graphlets
Only connected graphlets are taken into account in this work because our focus
is to study how groups evolve and, when a group becomes disconnected, it is
arguable if it is still a group. We should point out that disconnected graphlets
would be very useful to analyze group formation. However, subgraph enumera-
tion itself is a known NP-Complete problem and, in the worst case, enumerating
all possible connected and disconnected graphlets would have complexity O(nk),
which is only feasible for small networks and very small k−graphlets.
In order to compare temporal networks’ topology we evaluate how similar
their graphlet-orbit transitions are. Consider the two possible 3-node undi-
rected graphlets, uG3, and their respective orbits, uO3, from Figure 3. The
chain-graph has two possible positions – the node can be either at its center
(orbit-2) or in one of its leaves (orbit-1) – while all nodes in a triangle-graph
are topologically equivalent (orbit-3). At the subgraph-level there are 4 possible
transitions: a) a chain remains as a chain, c) a chain becomes a triangle, d) a
triangle breaks into a chain and e) a triangle stays as a triangle. Considering
orbit-level transitions adds b) chain-rotations and differentiates nodes that go
from a triangle-position (orbit-3) to a chain-center (orbit-2) or to a chain-leaf
(orbit-1). Our algorithm enumerates these transitions and stores them in ma-
trix uTk. For instance, when d) occurs one node goes from orbit-3 to orbit-2
(tr3,2) while the other two transition from orbit-3 to orbit-1 (tr3,1). Orbit-level
transitions offer more information than subgraph-level transitions, therefore the
former are used in this work. Matrix uT3 stores the orbit-transition frequencies
of uO3. These matrices offer rich topological information that can be used for
network summarization, Data Mining (they can be used as features for predic-
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tion tasks), network comparison and model fitting. In this work we compare
different networks according to their transition matrices. Next we describe our
metric for network comparison based on orbit-transition matrices.
Figure 3: All possible orbit transitions of 3-node undirected graphlets (uO3)
and corresponding orbit-transition matrix (uT3).
3.3.3 Orbit temporal agreement (OTA)
After enumerating all graphlet-orbit transitions, and having constructed Tk ma-
trices for each network of set N , our method computes their topological similar-
ity. Orbits of size k are enumerated for each network, therefore all Tk matrices
consist of |O| × |O| transitions. Our approach is based on the arithmetic mean
of orbit-transition differences. Matrices Tk are normalized before computing
orbit-transitions differences in order to reduce bias induced by different network
sizes. Normalization is performed by row, as shown in Equation 3. This choice
gives the same importance to common and rare orbits. Instead, one could nor-
malize the matrix both by row and column if the scale of the original values is
important. We feel that choosing the latter option would disregard differences
in rare orbits, which can differentiate networks better than common ones.
ntri,j =
tri,j
|O|∑
k=1
tri,k
(3)
The similarity of two networks G1 and G2 is given by the average similarity
of their graphlet-transition frequency for each graphlet-transition ntri,j . Equa-
tion 4 presents this metric, which we name orbit-transition agreement (OTA).
OTA(G1, G2) =
1
|O| ×
|O|∑
i=1
|O|∑
j=1
(
1− |ntrG1i,j − ntrG2i,j |
)
(4)
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Equation 4 produces an absolute value of agreement : OTA(G1, G2) is al-
ways the same regardless of N . However, for our purposes a relative value of
agreement is more suitable since we want to compare networks within a specific
set. For instance, some transitions are not possible in aggregate networks (such
as a triangle becoming a chain) or always true (such as a clique remaining a
clique). These transitions should not be taken into account for network simi-
larity since they are intrinsic to the particular type of network. Furthermore,
some transitions might be very frequent while others are rare. Each Tk matrix
is normalized in respect to the minimum and maximum values found for set N
before OTA(Gi, Gj) is computed, as shown in Equation 5.
rntri,j =
ntri,j −min(ntri,j ,N )
max(ntri,j ,N )−min(ntri,j ,N ) (5)
4 Experimental results
In this section we show the effectiveness of our proposed method in grouping a
set of temporal networks by predetermined categories and identifying their simi-
larities. The set of real-world networksN comprises (i) co-authorship, (ii) crime,
(iii) e-mail communication, (iv) physical interaction, (v) bipartite, (vi) soccer
transfers and (vii) social media friendship networks, as shown on Table 1. Our
hypothesis is that networks of the same category have similar topological struc-
ture, and this is verified by our method. We begin by analyzing how networks
are evolving over time (growing vs. shrinking, becoming more-connected vs.
less-connected) as well as some of their global metrics, namely the average-
degree, the clustering-coefficient and the characteristic path-length. Network
motif and graphlet analyses are also conducted since they capture richer topo-
logical information than aforementioned global metrics. We compare the net-
works’ motif-fingerprints and graphlet-degree distributions for 4-node subgraphs
and assess how well the networks are being grouped using these metrics. In or-
der to compare the clustering capabilities of static graphlet-orbits with evolving
graphlet-orbits we compute the graphlet-degree-agreement (GDA) and orbit-
transition-agreement (OTA) for each pair of networks and cluster the set N
accordingly: networks with high agreement are grouped together. Finally, we
show that graphlet-orbit transition matrices offer highly interpretable infor-
mation which displays both (a) clear differences between networks of different
categories and (b) characteristic transitions in networks of the same category.
10
Table 1: Set of temporal networks N grouped by category. ρ is the time-interval
for each snapshot and |S| is the number of snapshots.
Name Nodes Edges ρ |S|
Authenticus
authors co-author a paper
1 year 16
7k 120k
arXiv hep-ph
authors co-author a paper
1 year 7
2k 357k
Minneapolis
streets crime in intersection
3 months 16
454 12k
Philadelphia
streets crime in intersection
3 months 16
1k 10k
Emails
workers email between workers
1 month 9
167 83k
Enron
workers email between workers
2 months 16
6k 51k
Gallery
visitors physical interaction
4 days 16
420 43k
Conference
visitors physical interaction
12 hours 6
113 21k
School
students physical interaction
1 day 5
327 189k
Workplace
workers physical interaction
10 days 10
92 10k
Escorts
clients + escorts hires
3 months 16
10k + 7k 51k
Twitter
users + hashtags user tweets hashtag
3 months 16
12k + 16k 327k
Transfers
soccer teams player transfer
1 year 16
2k 20k
Facebook
friends posts on the other’s wall
3 months 16
47k 877k
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4.1 Network overview
A set of 14 temporal networks N was collected from various sources123456789
in order to evaluate our method’s efficiency. N is comprised of active-edge
networks, meaning that edges are only present in the snapshot Si in which they
appear at and need to be re-activated in subsequent snapshots (see section 3.3.1).
The number of snapshots |SN | depends on the amount of available data of N .
Long-term networks, such as co-authorship networks, have a bigger time-interval
ρ when compared with short-term event networks, such as physical interactions.
Figure 4 shows how the networks are evolving size-wise. Most of them
are growing as time elapses. The fastest growing networks are arXiv hep-ph,
Twitter, Facebook and Enron, which start at only ≈ 10% of their largest state,
but Enron begins shrinking at t = 11 until it almost disappears. Authenticus,
Escorts and Transfers are also growing networks but they grow at a slower
rate and become almost stagnant at the end, where they might have reached
their full potential in terms of growth. Crime, physical interaction networks
and Emails stay relatively stable in size. Figure 5 presents the evolution of
the networks’ average degree. arXiv hep-ph, Emails and physical interaction
networks are the ones with higher average degree. arXiv hep-ph, Twitter and
Facebook are the fastest growing in terms of their average degree and most
networks have a stable average degree. By observing Figure 6 one can conclude
that all networks from N are small-world since their characteristic-path-length
at latter stages (t ≈ 16) is between 2 and 7. No correlation linking category
with characteristic-path-length evolution exist, nor with growth or average de-
gree. Clustering coefficients were also computed for each network snapshot and
it was found that they do not change with t. Co-authorship networks have
the highest clustering coefficient at 0.5 while crime, bipartite, Facebook and
Tranfers networks have near-zero clustering coefficient. The clustering coeffi-
cient is capable of grouping co-authorship networks together despite only con-
sidering 3-node subgraphs (triangles and 3-node chains). However, it does not
distinguish between crime and bipartite networks, for instance. In these cases,
one option to differentiate between networks with similar 3-node subgraphs is to
analyze their 4-node network motifs and graphlets, and this approach is followed
in Sections 4.2 and 4.3, respectively.
1http://konect.uni-koblenz.de/networks
2https://www.kaggle.com/mrisdal/minneapolis-incidents-crime
3https://www.kaggle.com/mchirico/philadelphiacrimedata
4https://www.cs.cmu.edu/~./enron/
5https://github.com/axknightroad
6http://www.sociopatterns.org
7http://apps.who.int/gho/data
8http://vlado.fmf.uni-lj.si/pub/networks/data
9http://www.dcc.fc.up.pt/~daparicio/networks
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Figure 4: Network growth according to its number of vertices – grouped by
type.
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Figure 5: Average degree of the networks by time – grouped by type.
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Figure 6: Characteristic path length of the networks by time – grouped by type.
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4.2 Network motifs
Both network motifs and graphlets require an exhaustive subgraph census to
be performed beforehand (see Problem 3.1). In our experiments we performed
subgraph census with k = 4 and k = 5. Since no significant differences were
found between them the results are presented only for the smaller subgraphs.
Subgraph enumeration and necessary motif statistical significance tests were
performed using GT-Scanner10 by Aparicio et al (2016). Network motifs were
enumerated in the final aggregate state of each network from Table 1. This
process is prevalent in network motif analysis of static networks (Milo et al
2002, 2004; Choobdar et al 2012; Wang et al 2014). Network motifs require a
null model in order to assess motif significance, and we use the one proposed
by Milo et al (2002) which generates a set R(N) of randomized networks that
keep the original in- and out-degrees of each node from N . Subgraphs are
enumerated in N and R(N) and if a certain subgraph Mi appears with a much
higher frequency in N (Fr(Mi, N)) than in R(N) (< Fr(Mi,R(N)) >) it is
considered a network motif (Milo et al 2004). Motif scores ∆i are computed for
each subgraph Mi (Equation 6) and normalized (Equation 7). The set of all ∆i
of N is refereed to as the motif-fingerprint of N .
∆i =
Fr(Mi, N)− < Fr(Mi,R(N)) >
Fr(Mi, N)+ < Fr(Mi,R(N)) > (6)
∆i =
∆i√∑
∆i
2
(7)
Figure 7 shows the obtained motif-fingerprints for all 4-node undirected sub-
graphs (uG4), evaluated against 100 randomized networks. Co-authorship net-
works have a similar motif-profile where cliques and near-cliques are the most
unexpectedly prevalent groups. This comes from the fact that scientific collab-
oration communities tend to be tightly connected (Choobdar et al 2012). The
two crime networks have a similar network profile, with cliques and near-cliques
being underrepresented while squares (G3) are very overrepresented. This result
was expected since our crime networks are geographical graphs with near-zero
clustering coefficient and cities have a grid-like structure. Motif-profiles of the
email networks are also relatively alike. Similar to co-authorship networks,
cliques and near-cliques are the most overrepresented subgraphs. However, that
is much more obvious in Enron than in Emails. This is probably because Emails
is too small for the over-representation to become obvious since the small ran-
dom networks are also capable of generating cliques and near-cliques. Physical
interaction networks have a similar motif-fingerprint but it seems indistinguish-
able from co-authorship networks. Both types of networks have cliques and
near-cliques as the most overrepresented subgraphs but those groups have dif-
ferent meanings. In co-authorship networks they might indicate communities
but in the short-term event networks they seem to simply indicate that everyone
10http://www.dcc.fc.up.pt/~daparicio/software.html
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Figure 7: Motif-fingerprints of networks N – grouped by type.
communicates with everyone by the end of the time-frame. Analyzing just the fi-
nal aggregate network ignores relevant information, it is often more insightful to
study how networks evolve. Bipartite networks have similar motif-fingerprints
but they are also identical to those of crime networks. It should be pointed
out that these networks are not pure bipartite networks but only nearly bipar-
tite, otherwise subgraphs with cycles would never occur (G3, G4, G5 and G6).
The Transfer network’s motif fingerprint is also similar to the ones of crime
and bipartite networks. Finally, Facebook’s motif-profile is alike co-authorship
network except G3 is also overrepresented. Since Facebook’s density is so low
( NE2 ≈ 183000640002 ≈ 0.004%) randomized networks have almost exclusively stars
(G1) and chains (G2).
4.3 Static graphlets
Graphlets are subgraphs that take into account the position that nodes occupy
in them. Figure 1 shows set uO4, representing all orbits of uG4. As stated
in Problem 3.2, graphlet-agreement computation requires graphlet-orbits to be
counted for all nodes in N . After obtaining GDD matrices for all N ∈ N
we compute the GDA (see Section 4.3) for all network pairs. This results
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Figure 8: Orbit transition matrices of (a) a collaboration network and a (b)
physical interaction network for all 4-node orbits.
in a GDAi,j matrix where GDA(Ni, Nj) ≈ 0 means that networks Ni and
Nj are completely different and GDA(Ni, Nj) ≈ 1 translates to Ni and Nj
being very similar. Figure 9 (a) shows the obtained GDAi,j matrix where
each cell is colored according to the GDA value and similar networks have
a darker cell. Graphlets group bipartite networks and most of the physical
interactions networks correctly. By comparison, using the euclidean distance in
order to compare motif-fingerprints two large groups are obtained, as discussed
in section 4.2. Neither motifs nor graphlets capture temporal information that
is necessary to adequately compare temporal networks.
4.4 Evolving graphlets
All possible transitions between uO4 (Figure 1) were considered in our ex-
periments. Enumerating larger subgraphs was unnecessary since our method
achieves an adequate grouping for k = 4. Furthermore, larger subgraphs would
be harder to visualize. Previous studies analyze transitions of graphlets but
not those of orbits (Doroud et al 2011; Kim et al 2012), but the latter give
more information. A full enumeration was performed for each snapshot Si and
graphlet-orbit transitions matrices uT4 were created for every network from Ta-
ble 1. Figure 8 shows the transition matrices of Authenticus, a collaboration
network, and Conference, a physical interaction network. For an easier vi-
sualization, OTA values were discretized into three intervals, indicating rare
([0, 13 ]), common (]
1
3 ,
2
3 ]) and frequent transitions (]
2
3 , 1]). Observing the matrix
diagonal suggests that all orbits are relatively stable in Authenticus except for
the square-orbit O5. This is expected from collaboration networks since groups
forming a square-graph are only loosely connected, therefore they tend to ei-
ther get tighter (transition to orbits 6-11) or nearly breaking apart (orbits 1-4).
On the other hand, orbits in Conference are very unstable, i.e. they almost
always change to another orbit. This is explained by the fact that, in short-
16
term physical interaction groups, connections are mostly temporary and not a
strong indicator of community. In this example, people meet in a conference and
they might meet people that their ”group” already met, but they are mostly
interested in meeting more people than establishing strong groups. As another
example, orbit-1 shows the effect of hubs in collaboration networks: it is more
frequent for hub-like groups to gain a new edge between previously unconnected
authors (orbit-6) than for them to remain unconnected. It is also common that
not only one but two new edges appear (orbit-9). However, stars (orbit-1 and
2) becoming cliques (orbit-11) is rare in Authenticus. Interestingly, Figure 10
shows that star-to-clique transitions are common in the other collaboration net-
work, arXiv hep-ph. While Authenticus data covers multiple areas, arXiv
hep-ph only has publications pertaining to physicists; therefore, the observed
differences may hint that physicists form tighter connections sooner than the
average. It also seems that transitions are relatively slow in collaboration net-
works since it is rare for a loosely connected subgraph to become a densely
connected subgraph in just a single jump. The same cannot be said about
Conference, where behavior is almost chaotic. These are only some of the
possible observations about transition matrices that highlight their interpretive
power. For completeness, Figure 10 presents orbit transitions for collaboration,
physical interaction, crime and bipartite network. Matrices are discriminated
by starting orbit (each matrix) and by network (each matrix-row) for an easier
comparison. It is clear that, while networks of the same category have some
differences in their orbit-transition profile, they are more alike than networks
from different categories. For instance, the transitions of O1 are clearly dis-
tinguish co-authorship from physical interaction networks and both from crime
and bipartite networks. However, O1 transitions do not differentiate between
crime and bipartite networks. To do so one can look at O5, for instance. Orbit-
transition fingerprints are a visual way of interpreting how a network evolves
and present much information. Figure 9 (c) clearly shows that graphlet-orbit
transitions are able to correctly group our set of temporal networks while motifs
and static graphlet-orbits could not (Figure 9 (a) and 9 (b)).
5 Conclusions
In this paper we propose an extension of graphlets for temporal networks and
means of comparing them. The effectiveness of our proposed method was as-
sessed in a set of temporal networks with predetermined categories. We began
by analyzing how global metrics evolved over time, namely the average-degree,
clustering-coefficient and the characteristic path-length. While these metrics
give insight into the topological structure of the networks, we find that global
metrics are not sufficient to differentiate between categories. Network motif and
graphlet analyses were also conducted since they capture richer topological in-
formation than aforementioned global metrics. However, since they do not take
temporal information into account, they are not adequate for temporal network
comparison. Our method adequately clustered the set of networks by category.
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Figure 9: Similarity matrices according to (a) graphlet-degree-agreement
(GDA), (b) motif-fingerprint distance (ED) and (c) orbit-transition-agreement
(OTA).
Furthermore, our method produces highly interpretable results, leading to a
better understanding of network evolution and differences between transitions
of distinct networks.
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