Background: Non-protein-coding regions of eukaryotic genomes remain poorly understood. 27
describe. While biochemical assays of genome activity can indicate functional units, inferring 51 function based solely on biochemical activity, e.g. the ENCODE project's definition of 52 functional DNA [1] , is inconsistent with evolutionary analysis that show no signal of 53 conservation for substantial proportions of larger eukaryotic genomes [2, 3] . 54
In theory, functionally important elements could be detected by their conservation 55 between lineages relative to neutral elements. However, such analyses suffer from the 56 paradox that more divergent species allow more sensitive detection of small functional 57 elements, but there will be fewer shared functional regions [4] . Similarly, patterns of 58 diversity detect evolutionarily constrained regions within a species [5] [6] [7] . However, these 59
analyses are limited to summaries of annotation types, rather than defining particular 60 conserved elements, because segregating genetic variants are generally too sparse within 61 specific genes to estimate the fitness effects of mutations accurately. Additionally, various 62 factors can affect segregating variants and/or allele frequencies at any particular genomic 63 locus, including recombination rate [8] and recent events of selection which purge diversity 64 in surrounding areas [9, 10] . For these reasons, neither diversity nor divergence analyses have 65 sufficient power to describe functional constraint at gene or sub-genic resolution. In contrast, 66 high-density transposon-insertion libraries generated from independent repeats can precisely 67 define functional elements and have provided estimators of gene-knockout fitness in bacterial 68 genomes [11] [12] [13] [14] [15] . 69
To define functional elements in a eukaryote genome, we generated multiple dense 70 insertion libraries in fission yeast (Schizosaccharomyces pombe), using the Hermes cut and 71 paste transposon system [16] . We developed a HMM to account for biases in insertion 72 frequency and smooth the stochastic insertion profiles into meaningful measures of insertion-73 fitness profiles that span multiple continuous genome positions. We analysed this data with 74 respect to genome annotation, genetic diversity, divergence and transcriptional output. This 75 study provides a detailed resource for the understanding and analysis of non-genic functional 76 regions in this model species. This analysis shows that even this well-annotated genome 77 features abundant non-coding functional elements that have not previously been recognized. 78
It provides a detailed resource for further study of genic and non-genic functional elements. 79
80

Results
81
Generation of Dense Hermes Insertion Libraries in Fission Yeast 82
We generated nine Hermes insertion libraries using modifications of previously published 83 methods [16] [17] [18] . Insertions were generated in cultures undergoing rapid mitotic proliferation, 84 serially diluted for approximately 25 generations (supplementary fig. 1 ). Insertion sites 85
were identified using a custom Hermes-end primed sequencing strategy to produce paired-86 end reads (supplementary fig. 2 ). This approach included the attachment of a 10-nucleotide 87 (nt) unique molecular identifier (UMI) to each sequenced DNA molecule, which enabled us 88 to remove PCR-generated duplicates of Hermes-containing DNA molecules and thus count 89 the number of insertions per position. These counts represent either multiple independent 90 insertions at a genomic location (in different cells within a library), or the result of a single 91 insertion event that has been propagated by cell division. 92
The libraries contained an average of 1.8 million genomic insertions (supplementary 93 table 1). Collectively, our libraries contained 31 million insertions at 930,000 unique sites, an 94 average insertion density of 1 insertion site per 13 nt of the genome. 95
96
Insertion Density is Consistent with Expectations of Functional Constraint 97
Based on previous transposon analyses in bacteria and yeasts, we expected that more 98 important regions would tolerate fewer insertions [14, 18, 19] . Initial analysis showed that 99 both insertion density (unique insertion positions/site) and average insertion count (insertion 100 nucleosome-free DNA and that they preferentially occur in DNA with a degenerate sequence 137 motif (TNNNNA) [18, 21] . We sought to develop a prediction of the fitness consequences of 138 transposon insertions at a fine-scale resolution correcting for such bias. This prediction 139
should also reflect that neighbouring nucleotides in a genome do not function independently 140 but as 'functional' units (e.g. exons, introns, UTRs). We developed a HMM to correct for 141 these insertion biases and smooth the signal from stochastic insertions into contiguous 142 functional units. In this model, the observed data are the insertion counts and the 'hidden' 143 state is the degree of biological importance. Regions with greater importance are expected to 144 have fewer insertions. 145
Our model utilised measurements of nucleosome density and sequence composition. 146
Genome-wide profiles of nucleosome density were obtained from proliferating cells [22] . 147
Next, the sequence composition of previously recorded in vitro insertion sites [18] were 148 evaluated to find a degenerate insertion motif. We then constructed a sequence composition 149 measure, termed insertion motif similarity score (IMSS), which describes the similarity of 150 each position in the genome to this motif. Data from these two measurements was used to 151 construct generalised linear models describing the relationship between insertion density, 152 nucleosome density and IMSS (supplementary fig. 5 ). 153
Our HMM divided the genome into five states, from state 1 (S1), indicating the sites 154 at which transposon insertion had the greatest negative functional consequences, to state 5 155 (S5), indicating sites at which insertion had the least negative (or potentially positive) 156 functional consequences. This number of states was obtained from initial trials with the 157 model, detailed below. Annotated regions of the genome were used to train the model. The 158 first state, S1, was trained on coding regions of essential genes (whose knockouts are 159 inviable), S2 was trained on coding regions of non-essential genes, S3 on regions that may 160 have some importance but weaker signals (introns and UTRs), S4 on unannotated intergenic 161 regions that show high genetic diversity [5] , where mutations or insertions may be neutral, 162
and S5 on the top-10% insertion-dense sites to allow for the possibility that insertions in 163 some positions enhance cell survival. 164
The model was fitted to the data by maximum likelihood, using the EM algorithm. 165
The Viterbi algorithm was then used to determine the most likely state (S1-S5) for each 166 genomic position given the nucleosome density, IMSS, and insertion counts. Model fitting 167 did not explicitly include annotations (see Methods for details on HMM). HMM states were 168 highly consistent between independent HMM model fitting runs (see Methods). Insertion 169 data, HMM states, nucleosome density and conservation measures are available in a 170 dedicated genome browser http://bahlerweb.cs.ucl.ac.uk/bioda and in the fission yeast model 171 organism database PomBase (www.pombase.org). These tools allow users to check 172 functional information for regions of interest, including fine-scale structure-function 173 relationships within specific genes and putative regulatory regions. 174
175
Fitness Consequences of Insertions 176
Transposon insertions had negative fitness consequences over most of the genome, with 91% 177 of the genome being assigned to states S1 or S2. Protein-coding regions of essential genes, 178 used as training data for S1 sites, feature both high between-species conservation and low 179 within-species diversity ( fig. 1) . The HMM assigned 87% of these regions to S1 (fig. 2) The HMM assigned 82% non-protein-coding regions to S1 or S2, indicating that they 189 were strongly insertion-depleted relative to genome-wide expectations. UTRs, ncRNAs and 190 unannotated regions were each also insertion-depleted to some extent. ( fig. 2A, B) . This These regions could be a mix of two components: annotation mistakes, or could reflect non-197 essential domains within essential proteins, as described in budding yeast [19] . 
HMM-Defined Functional Elements 239
To examine whether the HMM states captured previously annotated elements, such as 240 introns, promoters, and protein-coding exons, we defined 256,815 'HMM-defined elements' 241 (HDEs) as genomic regions that feature a continuous run of one HMM state. All S4 or S5 242
HDEs were less than 100 nt, and mostly intergenic, indicating that only short regions in this 243 We excluded these S4/S5 HDEs from further analysis, leaving 10,015 HDEs with a 245 median length of 618 nt, which account for 90% of the mappable genome. HDE edges were 246 closer to edges of existing annotations than expected by chance (Wilcoxon Rank Sum test, P 247
<10
-16 , fig. 4A , B). This result is consistent with these HMM-defined regions representing 248 boundaries of a variety of biologically-relevant elements (including transcriptional units, 249 spliced exons, protein-coding regions). 250
To characterise these HDEs, we calculated their conservation during evolution and 251 their RNA expression levels. The HDEs which were most insertion-depleted, and therefore 252 most critical for cell function (S1 elements), covered 35% of the mappable genome. These 253
HDEs showed distinct features: they were most conserved between species, the longest 254 (mean length 1.9 kb), most highly expressed, and generally composed of protein-coding 255 regions ( fig. 4D ). Another 52% of the genome was composed of S2 elements (mean length 256 1.0 kb), including mainly coding regions and UTRs, which also showed relatively high 257 expression levels and conservation. The inclusion of many 5'-and 3'-UTRs in S2 elements 258
indicates that these non-coding regions often contain regulatory sites whose disruption 259 impairs cellular function. Finally, the S3 elements occupied only 3% of the genome, were 260 seldom conserved, generally short (mean length 0.18 kb), and almost exclusively 5'-UTRs. 261
These UTRs likely contain regulatory sites, because they feature fewer insertions than S4 262 regions, but would have been difficult to identify without the insertion data because they are 263 neither conserved nor very highly transcribed. As the Schizosaccharomyces clade contains 264 only four species, subtle constraint will likely remain undetected. Overall, 10% of the 265 important sites in the genome (S1-S3) showed no signal of conservation between species. eukaryotic genomes are also more challenging, because they are larger and contain 297 nucleosomes, which bias integration rates. With the density of our insertions in libraries from 298 proliferating cells (26.7 million insertions, 1 unique insertion site/13 nt), and the application 299 of a HMM to account for insertion bias, we analysed functional importance at near single-300
The findings of the HMM are validated by the demonstration that continuous 302 single-state genome sections (HMM-defined elements, HDEs) are closely aligned to existing 303 annotations, and define elements with different properties (fig. 4) . As the Hermes insertion 304 data recapitulates signals of genetic diversity and divergence within different annotation 305 categories, we can be confident that insertion density reflects functional constraint ( fig. 1) . 306
The (supplementary fig. 6 ). 309
Our HMM analysis of transposon insertions assigned 91% of the fission yeast to 310 HMM S1 or S2 (which were trained on essential and non-essential coding regions, 311 respectively). Based on this, we conclude that 91% of the genome contains functional 312 
Methods 339
Creating Hermes Insertion Libraries. Hermes insertion libraries were constructed as 340 150 iterations (supplementary fig. 7) . We ran each of the following models on all insertion data from proliferating cells 450 (split into the ten subsets). These models defined the training data in two ways. Firstly, 451
'insertion-quantile' models, where training data was defined solely by the density of unique 452 insertions, calculated over 100 nt windows. For example, a 3-state model split the data into 453 the lower, mid and upper third insertion density for states 1-3. We trialled quantile models 454 from 2 to 10 states. Secondly, annotation-based models. We trialled 2-, 3-, 4-, and 5-state 455 models where the training data was derived from current genome annotations. The 2-state 456 model included coding sequences (S1) and other regions (S2). The 3-state model, coding 457 sequences of essential genes (S1), coding sequences of non-essential genes (S2), introns, 458 (supplementary fig. 8 ), but higher state models suffered 470 from increased run times and frequent run failure, and/or highly inconsistent fractions of the 471 subset data assigned to various states (with some states being absent). Collectively, the proliferation samples have a higher count of insertions than any of 488 the pooled ageing libraries (proliferation: 31 million insertions; ageing: 4.6 million 489 insertions). Since training datasets are based on the within-sample insertion densities for each 490 HMM fit, this should account for different densities. Nevertheless, to examine whether this 491 large difference in insertion counts produced radically different fits, we produced a down-492 sampled dataset from proliferation samples with the same insertions as the ageing sample 493 average (4.5 million insertions). Overall, 85% of sites in this reduced data set were assigned 494 the same state as the full proliferation data, and 98% of sites were within one step of the full 495 data (i.e. full proliferation state +/-1). 496
These separate fits to the model resulted in similar distributions of states between 497 chromosome arms for both the coding regions and introns of essential genes, supporting 498 consistent convergence of the models between these genome subsets (supplementary fig. 10,  499 13). To examine whether positions were assigned a consistent state using different subsets of 500 data, and independent fits of the HMM, we made subsets of proliferation (dense data) and 501 reads mapped with mapping quality ≥30. To avoid the tendency to misinterpret regions that 514 have few insertions due to the loss of low mapping quality, we analysed only sites that had 515 retained ≥90% of the reads (lost <10%) over 500 nt windows after mapping quality filtering. 516
This retained 94.6% of the genome for analysis. After filtering, there was only a weak 517 negative correlation between the HMM state and the proportion of reads filtered (Pearson r = 518 -0.049). All data presented included only the sites that had retained ≥90% of the reads after 519 filtering for Q30 mapping (the 'mappable genome'). Investigator Award to JB (Grant Number 095598/Z/11/Z). 558
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