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The vibrational and electronic properties of a range of π-conjugated systems were
explored. Such systems included some donor-acceptor dyes in which their symme-
try made computational analysis of their charge-transfer dynamics challenging, some
polythiophene-derived conducting polymers and their intense Raman frequency dis-
persion, and novel photolytic nitroxyl donor prodrugs.
The truxene systems reported were intensely coloured with their main absorp-
tion band being highly solvatochromic. This solvatochromic behaviour indicated
the strong charge-transfer properties of these dyes, which was observed in both the
UV-Visible spectra, emission spectra and reaffirmed using resonance Raman spec-
troscopy. Density functional theory (DFT) and time-dependent DFT (TD-DFT)
calculations supported the observations made spectroscopically, however, dipole mo-
ment changes between the ground and first excited state were inaccurate. This was
attributed to localised asymmetry caused by the physical solvent environment which
stabilised the charge-transfer process down one ‘arm’ of the truxene dye which was
unable to be replicated using DFT simulations.
Three polythiophene co-polymers (PThBr, P3HTBr, and PEDOTBr) were ex-
amined for their Raman frequency dispersion. It was observed that P3HTBr and
PEDOTBr exhibited higher energy electronic transitions than their pristine ana-
logues. These transitions were π-π∗ in character. This was supported by resonance
Raman spectroscopy. Furthermore, these co-polymers were found to be highly dis-
persive, with dispersion rates (D) of between 24 and 42× 10−3 eV−1.
An additional system featuring PEDOT was examined to investigate if a macro-
cycle was connected to the polymer via ‘click’-chemistry. Conclusive proof for this
would have presented as triazole vibrations, or electronic transitions associated with
the triazole. However, no triazole vibrations were observed as triazoles are not
largely Raman active. Additionally, as triazoles are known electronic insulators,
electronic transitions featuring the triazole units were unlikely. Analysis of the
precursor to the click reaction, PEDOT-N3, indicated azide bands were present at
around 2210 cm−1, which were not present in pristine PEDOT nor the clicked prod-
uct. Additionally, when a positive potential was applied resulting in the PEDOT
polymer to become oxidised, Raman modes associated with the macrocycle dom-
inated the Raman spectrum, supporting the hypothesis that the macrocycle was
chemically linked to the polymer.
Some more donor-acceptor dyes were investigated using resonance Raman spec-
troscopy to affirm calculations made by another research group. These calculations
were supplied, and suggested more complex charge-transfer processes than those of
the truxene systems due to their A-D-A-D-A-D-A structure. It was further demon-
strated that naphthalimide moieties can function as both a donor and as an acceptor,
and that the electronic transitions for the naphthalimides were highly delocalised.
Their short-lived excited state was elongated by increasing the electron density on
the central benzene core although the lifetimes were still, at most, 1.1 ns.
Lastly, photolytic nitroxyl donor prodrugs were investigated. These systems were
explored to examine whether the photocleavage could be examined spectroscopically
in order to elucidate the mechanism at which the photocleavage event occurred.
Although clear differences were observed between the cleaved and uncleaved species,
observation of the photocleavage through resonance Raman spectroscopy proved
challenging, owing to the low Raman scattering of the principal bonds associated
with the target sulfonamide moiety. DFT simulations, however, proved to be a useful
tool as a predictive measure for determining the potential result of photocleavage.
Using NAP-6,2-CF3, a known nitroxyl releasing prodrug, and MeONOBnCH3, which
was demonstrated to not release nitroxyl, as calibrative systems, it was determined
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This thesis investigates many different systems. For added clarity, each chapter
therein has its own introduction for the systems discussed in that particular chapter,
as well as any techniques or analytical methods that pertain only to that chapter
(i.e., frequency dispersion in conducting polymer films).
This chapter introduces the broad-strokes: π-electron rich systems, their appli-
cations (which is expanded upon in each subsequent chapter), and the experimental
methods used within this thesis, such as UV-Visible spectroscopy, electronic emis-
sion spectroscopy, Raman, and by extension, resonance Raman spectroscopies and
computational methods.
1.1 A Slice of Humble π
Extended π-conjugated systems are of great interest for their many potential ap-
plications. They have seen extensive use in photovoltaics,1–5 screen technologies,6,7
optics,8,9 and even throughout nature.10,11 Due to these many uses, understanding
the fundamentals of how π-electron rich systems function under a range of stimuli,
and how they can be modified or tuned to fit a particular purpose, is paramount.
If we consider the simplest of π-electron systems we can start to break down
what makes π-rich molecules desirable. The simplest of these systems is ethylene
(H2C CH2). Ethylene absorbs light at around 170 nm. However, as the effective
conjugation length is increased by adding more double bonds, the energy of this
absorption decreases (217 nm in 1,3-butadiene, and 258 nm in 1,3,5-hexatriene).
These electronic transitions are influenced by the extent of π-conjugation, and are
π-π∗ in nature. The nature of electronic transitions will be discussed more in depth
later in this chapter. However, it is clear that by decreasing the energy of the
1
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electronic transition, this signifies a decrease between the energies of the Highest
Occupied Molecular Orbital (HOMO) and the Lowest Unoccupied Molecular Orbital
(LUMO). It is possible with further functionalisation, rather than simply extending
the conjugation length, the energy difference between the HOMO and LUMO, called
the band gap, can be modified.
With the range of systems studied within this thesis, it would be useful to indi-
cate some of the broad ideas that will be discussed more in depth in each chapter.
Chapter 2 investigates a range of ‘star-shaped’ donor-acceptor (DA) dyes. DA dyes
are systems where photoexcitation of the dye can facilitate a movement of electron
density from an electron rich moiety (electron donor) to an electron deficient moi-
ety (electron acceptor), known as a charge-transfer (CT) process. This movement
of electron density is mediated by a several components: donor strength, acceptor
strength, bridging units, and solvent environments. Increasing the ‘electron-richness’
of the donor raises the HOMO of the molecule, whereas stronger acceptors decrease
the LUMO. This results in a lower energy absorption. Modulation of the bridge also
facilitates changes in this charge-transfer transition, as extending the bridge length
lowers the energy, though with specific bridges, such as triazole, the transfer can be
blocked outright. Lastly, the solvent environment can have a change in the energy
of the transfer, as during a CT process a change in the dipole is often observed
which is more stabilised by increasingly polar solvents, lowering the energy of the
transition.
Chapter 3 investigates a range of conducting polymer systems. Conducting
polymers are polymers that feature extensive conjugation generally along the en-
tire polymer. As such, due to their extended conjugation, it is possible to have an
electron ‘flow’ through the polymer as if through an electrical wire. In polymeric
films domains can arise of varying conjugation lengths. Due to this it is possible
to experience a phenomenon known as frequency dispersion, wherein Raman bands
‘drift’ with respect to excitation wavelength. The extent of this dispersion is depen-
dent on the type of conducting polymer examined, although only films derived from
polythiophene were examined in this thesis. Additionally, a system was explored
to investigate the capability of affixing a metal-containing macrocycle to a separate
polythiophene-based film via a ‘click’-reaction. The mechanisms of the reaction are
not explored, though the feasibility of the film is examined and the possibility for
the macrocycle to be connected to the film elucidated.
Chapter 4 again looks at some DA dyes; however, the charge-transfer processes
available are more complex, in that the terminal moiety, a naphthalimide, is capable
2
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as acting both as the electron donor and as the electron acceptor. This results in
charge-transfer processes that both extend away from a functionalised benzene core
through thiophene bridging units to the naphthalimide, but also from the naphthal-
imide through the bridge onto nitrile accepting units, spatially juxtaposed next to
the benzene core.
Chapter 5 investigates at some photolytic nitroxyl donor prodrugs. These sys-
tems are capable of releasing nitroxyl, a biological signalling molecule with potential
biomedical applications, under UV irradiation. The potential for spectroscopic de-
termination of the mechanism at which nitroxyl is released is investigated through
application of resonance Raman spectroscopy, and modelling of the systems using
density functional theory as a predictive measure to design future nitroxyl releasing
prodrugs.
1.2 Experimental Methods
Throughout the course of the investigations in this thesis, many experimental tech-
niques were employed. The fundamentals of these methods will be explored in this
section, though some of the more subtle features that pertain to only one system
will be discussed exclusively in that system’s respective chapter.
1.2.1 UV-Visible Spectroscopy
The systems under investigation in this thesis display a range of colours, both in
the solid state and in solution. Furthermore, in different solvents the colour of
these systems also change. This is known as solvatochromism. The colour of the
solutions and solid systems is controlled primarily by the electronic absorption profile
of the system, which can be explored using UV-Visible spectroscopy (UV-Vis).
Throughout this thesis, this may be discussed as UV-Visible spectroscopy, UV-Vis
spectroscopy or electronic absorption spectroscopy. These terms are interchangeable.
There are two factors that affect electronic transitions. The first of these is
the type of electronic transition that occurs, and the energy difference between the
ground and the excited state. For example, nitromethane (CH3NO2) has two elec-
tronic transitions: an n → π∗ (n-π∗, nπ∗) transition, located at 220 nm, and a
π → π∗ (π-π∗, ππ∗) transition, located at 150 nm.12 As the nπ orbital is closer in
energy to the π∗ orbital than the π orbital, the required energy for the transition is
lower. Localised electronic transitions that involve the bonding, non-bonding and
3
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anti-bonding orbitals include σ-σ∗, π-π∗, n-σ∗ and n-π∗. The intensity of the tran-
sition is controlled by the “molar extinction coefficient” (ε). This value is intrinsic
to each type of electronic transition for a given molecule. The larger the coefficient,
the stronger the electronic transition. The size of this coefficient is controlled by the
second factor that affects electronic transitions: the Franck-Condon factor.
The Franck-Condon factor describes the probability for an electronic transition
to occur and is shown in Equation 1.1:
FCfactor = Ψ0(r)×Ψ1(r) (1.1)
where Ψ0(r) and Ψ1(r) refer to the vibrational density probabilities for the ground




a and b are coordinates along the r-axis. The Franck-Condon factor is dependent on
the population densities of both the initial ground state, where the electrons come
from, and the final excited state, where the electrons result. The greater the Franck-
Condon factor, the stronger the electronic transition. Figure 1.1 models a simple
harmonic oscillator of a system with described ground and excited states. S0 refers
to the ground state, whereas S1 refers to the excited state. The terms v
′′ and v′
refer to the vibrational energy levels of each harmonic potential, ground and excited
state respectively. Displacement along the ‘r’-axis refers to internuclear separation.
This allows for vibronic overtones to be present in the UV-Vis spectra as normally
the probability density of the v = 1 energy level (|1〉) is the first derivative of the
v = 0 energy level (|0〉), and is orthogonal. As |1〉 ⊥ |0〉, then 〈0|1〉 = 0 and no
electronic transition can occur.
The blue arrow simulates an electronic transition from the v′′ = 0 state to the
v′ = 1 state. The population densities are modelled for both v′′ = 0 and v′ = 1
states. As there is a significant amplitude at these points, an electronic transition is
likely. This means that there is a sufficient population density in both the ground
and excited states, making the electronic transition likely to occur. This results in
a large extinction coefficient. In contrast, a transition from v′′ = 0 to v′ = 0 is
unlikely, as there is a low population density in the v′ = 0 state for this ∆q.
It is, however, also possible to have electronic transitions where the electron
is transferred from one region of the molecule to another, rather than being lo-
calised. Such transitions are called charge-transfer transitions (states/processes).
These charge-transfer processes are much lower in energy than the previously de-
scribed electronic transitions, with the charge-transfer band appearing in the UV-Vis
spectrum of TPA-BTD (a donor-acceptor dye) occurring at 409 nm, compared to
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Figure 1.1: The simple harmonic oscillator model for electronic transitions. S0 and
S1 are the electronic ground and first excited state, respectively. v
′′ and v′ refer to
vibrational energy levels of the ground and first excited state, respectively. Blue
arrows denote an electronic absorption with energy Ea. Green arrows denote an
electronic emission (fluorescence) with energy Eb. νa and νb are the frequencies of
these electronic processes. The red curves are the population density functions for
each vibrational energy level and modelled using Ψ = ψ2.
the π-π∗ transition at 303 nm.13 Due to the transition occurring in the visible re-
gion, there is significant research investigating how to modulate the energy of this
electronic transition.14–17
Charge-transfer bands are highly tunable. By their nature, they generate a
charge-separated species, thus giving rise to a permanent dipole within the molecule.18,19
5
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As a result, the ability to stabilise the generated dipole lowers the energy of this
charge-transfer band. This can be facilitated by using more polar solvents. Addi-
tionally, increasing the distance between the donor and acceptor in charge-transfer
systems also lowers the energy of this band.20
1.2.2 Raman Spectroscopy
Raman spectroscopy is a vibrational spectroscopic technique that relies on the in-
elastic scattering of light. During a scattering process the vast majority of the
incident light is scattered elastically. This is called Rayleigh scattering. However,
one photon in 100,000 can inelastically scatter21– that is, the energy of the scattered
photon is not the same as the incident photon. This scattered photon can either
decrease in energy (Stokes scattering) or increase in energy (anti-Stokes scattering).
These processes are shown in Figure 1.2.
Figure 1.2: Energy diagram of the different scattering processes. v′′ are vibrational
energy levels, S0 and S1 are the ground and first electronic excited state, respectively,
and the dashed line is an intermediate ‘virtual’ state.
The inelastic scattering is caused by the interaction involving the induced dipole
(ρ) of a molecule. This induced dipole is related to an applied electric field (E) from
an irradiation source, such as a laser, and the polarizability (α) of the molecule (the
6
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‘squishiness’ of the electron density):
ρ = αE (1.2)
Both the electric field and polarizabilty vary through time, such that:
E(t) = E0 sin (2πνLASERt) (1.3)
and






sin (2πνV IBt) (1.4)
where E0 and α0 are the initial electric field and polarizability at time t = 0, νLASER
and νV IB are the frequency of the irradiated light and a vibrational mode of the






describes how the polarizability varies along the
normal coordinate.
Multiplication of these terms results in:






E0 sin (2πνLASERt) sin (2πνV IBt) (1.5)
This first term is only dependent on the frequency of the laser, and is associated
with Rayleigh scattering. The second term, however, describes both the Stokes and




[cos(x− y)− cos(x+ y)]








E0 (cos [2π(νLASER − νV IB)t]− cos [2π(νLASER + νV IB)t]) (1.6)
The first part of this equation corresponds to the Stokes scattering and the second





term. This results in systems that have a greater polarizability; that is,
they have more double and/or triple bonds, and have a greater intensity of Raman
scattering.
The energy of the vibrational mode is related to the force constant of a particular
bond. If we model the vibration using a simple harmonic oscillator, the displacement
of one atom in relation to the other over time is given by:
q(t) = A cos(2πνt) (1.7)
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where q is the normal coordinate, A is the amplitude of the vibration, t is time, and


















where mA and mB are the masses of the atoms involved in the bond. It follows
that, for stronger bonds, k is larger and hence the energy of the vibration is greater.
This can be observed comparing C C, C C and C C stretching modes, which have
Raman shifts of 994, c.a. 1600 and c.a. 2050 cm−1, respectively.22–24
1.2.3 Resonance Raman Spectroscopy
The irradiation used in Raman spectroscopy can be selected to be any number
of wavelengths. It is therefore possible to use an excitation wavelength that is
coincident with an electronic transition of a molecule. Such application of coincident
wavelengths to obtain Raman spectra is the foundation behind resonance Raman
spectroscopy.
The theory of resonance Raman spectroscopy (RRS) has been described exten-
sively in literature.25–27 In short, Raman modes in which the ∆q is in close relation
to the change of electron density of an associated electronic transition are resonantly
enhanced, with enhancement factors in the order of magnitude of 106.
A method used to interpret the enhancement observed in RRS is the sum-over-
states method. First, it is first important to describe the intensity of Raman modes.
This can be determined by:





where k contains universal constants, γ0 is the power of the irradiation source, ν̃0 is
the wavenumber of the incident radiation, ν̃gn,gm is the wavenumber for the vibra-
tional transition in which g refers to the ground state, and m and n the initial and
final vibrational quantum numbers, respectively, and [αρσ] is the ρσth element of the








ν̃ev,gm − ν̃0 + iΓev
+
〈n|[µσ]ge|v〉 〈v|[µρ]eg|m〉




where h is the Planck constant, c is the speed of light, e and g refer to the elec-
tronic excited and ground state, respectively, v is the vibrational energy level of
the electronic excited state, ν̃ev,gm is the vibrational wavenumber of the electronic
transition, and iΓev is a damping factor.
It can be observed that increasing laser power will result in an increase in Raman
intensity, as will increasing the energy of the incident irradiation as:
I ∝ (ν̃0 ± ν̃gn,gm)4 (1.12)
Sum-Over-States Formulation
Equations 1.10 and 1.11 provide the foundation on which the sum-over-states
method is derived. As the wavenumber of the irradiation approaches the wavenum-
ber associated with an electronic transition, the Raman intensity will significantly
increase. Consequently, the latter half of the sum in Equation 1.11 can be ig-
nored at resonance conditions. Albrecht redefined the resonance polarizability tensor
as:25,27
































































































ν̃ev,gm − ν̃0 + iΓev
(1.17)
Of these parameters, only the ‘A-term’ (Equation 1.14) is frequently observed,
simplifying Equation 1.13. From Equation 1.14, the dependence on ν̃0 is still
observed, and its interaction with the excitation energy of a given system.
The effect of the A-term enhancement is shown in Figure 1.3. For a given
system, when ∆q = 0, the orbital overlap (〈ng|ve〉) is 1; i.e., 〈0|0〉 = 1. However,
this results in 〈1|0〉 = 0, hence no enhancement is observed.
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Figure 1.3: Effect of the change of the normal coordinate (∆q) on the intensity
of resonance Raman bands, as described by the sum-over-states model. The ∆q
is related to the overlap 〈ng|ve〉, such that if ∆q = 0, then 〈ng|ve〉 = 0 and zero
enhancement is observed. Population densities are modelled using Ψ = ψ2.
1.2.4 Electronic Emission Spectroscopy
Electronic emission spectroscopy analyses the decay of a system from an electronic
excited state to the ground state. This decay can evolve from a singlet state (fluores-
cence) or a triplet state (phosphorescence).28,29 As only singlet states are explored
in this thesis, only fluorescence will be discussed.
As established, it is possible for a molecule to become excited into many different
excited states. One might then assume that a similar observation is present in the
emission spectra. This, however, is not the case. As stated by Kasha’s Rule, emission
will preferentially come from the lowest-lying excited state (S1).
30 If an emission is
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to come from a higher energy state, say S2 for example, then the emission will be
significantly weaker.
The fluorescence observed is not the only decay pathway that an excited state
may undergo. Non-radiative decay methods also exist. In such cases, the ∆q is
sufficient such that there is an overlap of vibronic wavefunctions between the ground
and excited state (Figure 1.4).
Figure 1.4: Effect of ∆q on the overlap between the ground and excited state. When
∆q = 0, there is minimal overlap leading to high emission. When ∆q 6= 0, there is
maximal overlap leading to low emission and high knr.
The relative amount of light that is emitted is expressed as the fluorescent quan-
tum yield (φ). This is the ratio of absorbed light to emitted light; i.e., if a system
has a quantum yield of 35%, then 35% of all photons absorbed are emitted through





where kr and knr are radiative and non-radiative decay rates (in s
−1).
The decay from the excited state is not instantaneous. This decay is quantified as
the system’s lifetime. For singlet systems, these lifetimes are generally on the order
of a few nanoseconds.31,32 Using the emission lifetime, it is possible to determine the
11
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The relative sizes of kr and knr can be used to infer the position of the emissive state
along the normal coordinate.
As with UV-Vis, there exists the potential for vibronic overtones to occur. Such
overtones result from emissions to v′′ 6= 0 vibrational energy levels, and are a result
of a small ∆q.
1.2.5 Computational Methods
The computational modelling of systems is a useful tool to verify the structure,
and vibrational and electronic properties. Quantum chemical calculations are often
performed using density functional theory (DFT). DFT describes electrons as a
density of states and their potential location around an atom.33 The calculations
make approximations in solving the Schrödinger equation:
ĤΨ = EΨ (1.22)
where H is the Hamiltonian operator, Ψ the wavefunction for a given system and E
the energy eigenvalue. However, systems of many electrons make solving this equa-
tion near impossible, as the complexity of the Hamiltonian increases exponentially
as more electrons are added. Equations 1.23 and 1.24 display the Hamiltonian
for a one and two electron system, respectively:
Ĥ = − h̄
2
2me
∇2 + V (r) (1.23)








































where h̄ is the reduced Planck constant, me is the mass of an electron, ∇2 is the
second derivative operator, MA is the mass of the nucleus (e.g., hydrogen), e the
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charge of an electron, Z is the charge of the nucleus, r is the distance between
particles and ε0 a constant.
To set up DFT calculations, a functional and basis set need to be chosen. The
functional and basis set contain the approximations used to “solve” the Schrödinger
equation. Two such functionals are Becke, 3-parameter, Lee-Yang-Parr (B3LYP)
and coulomb-attenuated-method B3LYP (CAM-B3LYP).34–36 CAM-B3LYP incor-
porates a greater amount of Hartree-Fock theory than B3LYP, which is useful in
describing long-range conjugated systems.
The basis sets are described using Gaussian type orbitals. Whilst Gaussian type
orbitals do not describe electron density as well as Slater type orbitals, the time
requirement to calculate Slater type orbitals make them impractical. Instead, basis
sets use a number of Gaussian type orbitals to replicate the Slater orbitals.37 Most
calculations used the 6-31G(d) Pople basis set. The numbers refer to the quantity
of Gaussian type orbitals used to describe the electron density, and letters inside
parentheses refer to polarization functions. These types of basis sets were applied
for atoms with low molecular weight (i.e., < 36 g mol−1). For metals or heavy atoms
(e.g., bromine), the LANL2DZ basis set was used.38 For heavy atoms, an effective
core potential, which simplifies inner electrons into single orbits, was used. These
core potentials can be used as the inner-most electrons have little bearing on the
bonding interactions.
To simulate electronic properties, time-dependent DFT (TD-DFT) was em-
ployed. In this, the time-dependent Schrödinger equation is approximated (Equation




|Ψ(t)〉 = Ĥ |Ψ(t)〉 (1.25)
The time evolution of TD-DFT provides information as to how systems respond to
change. As such, modelling of the excited states can be performed, giving informa-
tion on electronic transitions and excited state geometries
One application of TD-DFT is analysing the movement of electron density dur-
ing an electronic transition. Such analysis is pivotal in elucidating the nature of
electronic transitions where resonance Raman spectroscopy is not feasible (i.e., in
highly emissive systems). This type of analysis (Mulliken density analysis) com-
pares the density of the molecular orbitals before and after an electronic transition
and assigns numerical values to the percentage contribution that specific molecular
orbitals have in that transition.
In summary, these are the techniques that will be used to investigate a range of
13
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π-conjugated systems to probe their vibrational and electronic properties.
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Chapter 2




An extended π-conjugated system is of great importance for donor-acceptor (DA)
systems, more so for organic DAs. Organic DAs are characterised by three domains
– their electron rich donor, a bridging unit, and an electron poor acceptor. Figure
2.1 presents a simplified model of a DA system. Organic DAs are of intense research
interest due to their many potential applications, such as non-linear optics,39–42 or-
ganic light emitting diodes,43–47 organophotovoltaics,48–50 and organic field-effect
transistors.51–55 In these systems the photophysical properties are investigated, par-
ticularly the electronic properties.
The principals of UV-Visible spectroscopy and resonance Raman spectroscopy
have previously been described in Chapters 1.2.1 and 1.2.3; in short, the tandem
of these techniques allow for the characterisation of electronic transitions between
the ground and excited electronic states. This is of significance for DA systems as
they possess many different types of electronic transitions, including n→ π∗, π →
π∗, and charge-transfer (CT) transitions. Across these transitions the CT transi-
tions are most affected by donor and acceptor modifications and is the transition
most researched, as they are the lowest energy transition and thus have the largest
influence on their potential applications.
Although the model in Figure 2.1 only displays one donor and acceptor, it
is possible to have multiple donors and acceptors in a singular system. There
15
CHAPTER 2. TRUXENES – STAR-SHAPED DONOR ACCEPTORS
Figure 2.1: Simplified model of a donor-acceptor system.
are many types of donors that can be used, including triphenylamine (TPA),56–60
N,N -dimethylaniline (DMA),61–63 tetrathiafulvalene (TTF),64–67 carbazole,20,32,68
(Figure 2.2) among others. What these donors all have in common is that they
are electron rich. Accepting units will be discussed in Chapter 2.1.4.
The charge transfer properties of some specific DA dyes will be discussed in
relation to the systems investigated in this chapter. The above donor units, whilst
commonly adopted as a single donor in DA dyes, can be further functionalised
to produce multi-unit DA dyes in various geometries, such as star-shaped donor
acceptors.
2.1.2 Star-Shaped and Polyaromatic Systems
TPA, as a core unit, can be used to generate ‘star-shaped’ donor acceptor dyes.69–72
This is achieved by functionalising all para-positions on the phenyl rings with either
bridging units leading to accepting moieties or the accepting moiety itself. This
allows for some photophysically interesting properties to arise, namely the propaga-
tion of three CT processes from the central core to terminal acceptors, and perhaps
more interesting, potentially zero change in the overall dipole moment of a molecule.
As discussed, TPA is an electron donor. This, however, does not mean that all
star-shaped DA systems require a donor-based core. Systems reported by Zhang et
al. and Baryshnikov et al. are among a range of DAs that feature different acceptors
16
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(a) (b)
(c) (d)
Figure 2.2: Structures of some commonly reported donors: (a) TPA; (b) DMA; (c);
TTF; and (d) carbazole.
at the core of their star-shaped DAs.73,74 These acceptors are heterotriangulene,
which is derived from TPA featuring electron withdrawing carbonyl moieties between
phenyl rings, and 1,3,5-triazine, an electron poor heterocycle.
TPA is not the only electron donating group that can be the core of a star-
shaped DA dye. The systems studied in this chapter is just one possible core –
these systems of interest being truxene. Truxene (10,15-dihydro-5H -diindeno[1,2-
a;1’,2’-c]fluorene) is an electron rich polyaromatic hydrocarbon (PAH). The truxene
systems studied in this chapter have been functionalised at their meta-position31
with varying oligothiophene bridges and accepting units (Figure 2.3).
2.1.3 Bridging Effects
The oligothiophene bridges used are just one of many potential bridging units that
can be used to link a donor and acceptor. The choice of bridge can, potentially,
drastically affect the photophysical properties of DA dyes. The bridge is a pivotal
part of a DA dye as it allows for an extension of conjugation between the donor and
acceptor moieties. However, not all bridges are able to allow for effective communi-
cation. Alkyl chains between the donor and acceptor lack an extended π-conjugated
network allowing for electrons to flow across the delocalised bridge. Additionally,
17
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Figure 2.3: Structure of the truxene systems studied in this chapter. The left most
structure is truxene itself, with the bridging and accepting moieties on the right.
For truxene, R = H.
triazoles, although possessing double bonds and thereby possess π-electron charac-
ter, do not make for particularly successful bridges when analysing their ground
state electronic properties, which have been shown to electronically isolate donor
and acceptor groups.13,57,75
The orientation of bridging units is important in maintaining effective conju-
gation between the donor and acceptor. Modulating the torsional angle between
bridging units and/or the donor/acceptor can cause the electron density to become
‘localised’ in that it cannot travel through the bridge, particularly when the re-
spective π systems are orthogonal to each other.76,77 Furthermore, the length of
the bridge affects the charge-transfer properties by redshifting the absorption and
emission of the charge transfer state.20,78,79
18
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The systems herein feature oligothiophene bridges, ranging from one to three
thiophene units long. Additionally, one system (TTBTRh) features a secondary
bridging unit that has the capability to also act as an electron acceptor.
2.1.4 Accepting Moieties
There are many potential accepting groups that can be used for DA dyes. These
include, but are not limited to, barbiturates,80,81 nitriles (and malonitriles),82,83
benzothiadiazoles (BTD),13,17,84 indandiones (ID),85,86 and rhodanines (Rh).87–90
Accepting units differ in their electron withdrawing capability, which is noticeable
in the energy of their charge-transfer transition.80,85
The systems under investigation here primarily feature rhodanine and indandione
acceptor moieties, however, as briefly mentioned, TTBTRh features a secondary
bridging unit which also acts an an electron acceptor; that being BTD. Previous
studies have shown that indandiones are stronger acceptors than rhodanines.80
This chapter will demonstrate the different vibrational and electronic states of
five truxene-based donor acceptors (Figure 2.3), synthesised by Ji-Eun Jeong,
whom I thank.
2.2 Results and Discussion
To analyse the effect of the acceptor and bridging units, each compound will be
discussed briefly in isolation, then comparisons made across the series.
2.2.1 Computational Data
Although no physical measurements were made of ‘parent’ truxene, DFT calcula-
tions were performed giving insight into its vibrational and electronic properties.
This allows for clearer comparisons later between core-centred vibrations and elec-
tronic transitions and charge-transfer processes when acceptor units are introduced.
Calculated spectra of truxene compounds have been previously described.91–93
Key vibrational modes are located at 1211, 1256, 1378, 1558 and 1600 cm−1 as
described by Moreno Oliva et al. using a B3LYP/3-21G* functional/basis set com-
bination. Corresponding Raman bands were observed experimentally at 1214, 1242,
1378, 1568 and 1603 cm−1, respectively.91 Within our work, B3LYP/6-31G(d) was
used. 6-31G(d) is a larger basis set which contains more information about the
involved electrons. The difference in calculated Raman shift from this higher basis
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set was noticeable at lower energy vibrations, with modes at 1234, 1270, 1377, 1561
and 1614 cm−1, respectively. This change in energy can be attributed a better de-
scription of the electrons using the 6-31G(d) basis set, which appears to result in
stronger bonds. Eigenvector representations of these modes are displayed in Figure
A.1.
TD-DFT calculations provided simulated electronic transitions of the core. These
transitions are π-π∗ in nature and are highly delocalised, as illustrated by the corre-
sponding orbitals associated with the transitions shown in Figure 2.4. The energy
of the molecular orbitals for core truxene and each of the derivatives are shown in
Figure A.7, which will be discussed later.
(a) HOMO (b) LUMO
Figure 2.4: HOMO and LUMO for truxene.
2.2.2 TTRh
TTRh introduces the bridging and acceptor moieties. For the rest of the series,
thiophene linkers were used to connect the acceptor units to the truxene core. In
most cases, the accepting unit was a propanedinitrilerhodanine (Rh). Its structure
is shown in Figure 2.3.
UV-Visible Spectroscopy
The UV-Visible spectrum of TTRh was more complex than that of the truxene core
alone. Rather than the primary transition occurring being of π-π∗ character, the
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main electronic transition was much lower in energy and significantly more intense,
which was attributed to a charge-transfer state from the core to the Rh acceptor.
This transition, which was at 478 nm, has a higher extinction coefficient of 118,000
L mol−1 cm−1 (in THF). The π-π∗ transition, however, was still present, at 341 nm,
with a extinction coefficient of 82,000 L mol−1 cm−1 (in THF).
Solvatochromic studies of TTRh displayed a marked shift in the position of
the charge-transfer transition, and will be discussed in Chapter 2.2.6. The π-π∗
transition was unaffected by solvent. The absorption maxima for TTRh in each
solvent are tabulated below (Table 2.1). Extinction coefficients in other solvents
were of the same order of magnitude.
Figure 2.5: Normalised UV-Visible spectra for TTRh in a range of solvents.
Table 2.1: Absorption maxima for TTRh in a range of solvents.
λmax (nm)
Transition Toluene CHCl3 THF DCM
Charge-transfer 473 498 477 491
π-π∗ 341 336 339 339
21
CHAPTER 2. TRUXENES – STAR-SHAPED DONOR ACCEPTORS
Ground State Vibrational Spectroscopy and DFT Analysis
The Raman spectrum obtained displayed intense vibrational modes corresponding
to core, thiophene linker and Rh acceptor vibrations (Figure 2.6). These have been
summarised in Table 2.2. DFT calculations were performed using B3LYP/6-31G(d)
and CAM-B3LYP/6-31G(d). Mean absolute deviations (MADs) were calculated for
both data sets, with a MAD of less than 15 cm−1 being considered as a correlative
result compared to experimental data.94 B3LYP presented a MAD of 9 (scaling =
0.965), whereas the CAM-B3LYP calculation was unable to converge within the
convergence criteria, therefore B3LYP was used for further elucidation.
Figure 2.6: Comparison between the FT-Raman spectrum and simulated Raman
spectrum of TTRh, using the B3LYP/6-31G(d) method.
As with the truxene core the vibrations calculated were displayed using their
eigenvector representation, as shown in Figure A.2. However, as there are signif-
icantly more vibrations present due to the introduction of bridging and acceptor
modes, only key vibrations are represented. These key vibrations were the main
modes of interest when analysing the electronic properties of TTRh through reso-
nance Raman experiments.
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Table 2.2: Summary of all vibrational bands observed in the FT-Raman spectrum
of TTRh compared to their computational value.

























TD-DFT calculations were performed using B3LYP/6-31G(d) as CAM-B3LYP failed
to meet the convergence criteria. Mulliken analysis of the transitions were tabulated,
which describes the changes in electron density for the associated electronic transi-
tion, and are shown in Table 2.3. Here, the extent of charge transfer as a function
of total electron density is described. The electronic transition, calculated at 486
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nm, displayed a large charge-transfer with a ∆% of 35% from the core to Rh accep-
tor. This is visualised in Figure 2.7, with all MOs associated with this transition
shown in Figure 2.8. Furthermore, the degeneracy of the MOs is clearly visible.
The HOMO and HOMO-1 have near identical energies due to the symmetry of the
truxene system. Additionally, LUMO, LUMO+1 and LUMO+2 were also similar in
energy. The energy of HOMO-5 through LUMO+5 are shown in Figure A.7. The
transition at 336 nm had negligible charge-transfer, with a ∆% of 3%.
Figure 2.7: Change of Mulliken Charge density for the electronic transition calcu-
lated at 486 nm.
Resonance Raman Spectroscopy
Resonance Raman spectroscopy allows for the selective enhancement of Raman
modes corresponding to subsections of a molecule that are active during an electronic
transition.11 In truxene-based systems, such as TTRh, this allows for a selective en-
hancement of Raman modes in each of the three main sections of the molecule: the
truxene core, the thiophene bridge and Rh (or indandione) acceptor. Due to this
enhancement, the nature of electronic transitions can be discerned. The Raman
spectra at various excitation wavelengths for TTRh is shown in Figure 2.9.
At 351 nm excitation, the modes that were primarily enhanced were at 1543 and
1605 cm−1. At this excitation wavelength, the main electronic transition, as shown
by TD-DFT calculations, was a π-π∗ transition localised on the truxene core. This
would result in a selective enhancement of vibrations corresponding to the core,
24
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(a) LUMO+2 (b) LUMO+1
(c) LUMO (d) HOMO
(e) HOMO-1 (f) HOMO-2
Figure 2.8: TTRh MOs associated with the electronic transition at 486 nm.
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Figure 2.9: Stack of Raman spectra of TTRh at various excitation wavelengths. Red
lines represent solvent (DCM) bands.
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as both the vibrations at 1543 and 1605 cm−1 are core-centred. This supported
the assignment of this band as being a localised π-π∗ state with negligible charge-
transfer.
From 375 nm excitation, Raman bands from the acceptor and bridge start to
dominate. This was most prevalent when comparing the vibration at 1588 cm−1,
which corresponded to a C C stretch between the Rh acceptor and thiophene bridge,
and 1605 cm−1, which corresponded to a core vibration. Ratios of the relative
intensities of these two bands are shown in Figure A.10. As the relative intensity
of the acceptor mode increased, this indicated a greater degree of charge-transfer
was occurring.
The highest energy Raman bands, at 1718, 2211 and 2220 cm−1 were all located
on the Rh acceptor. These corresponded to C O stretching, asymmetric C N and
symmetric C N stretching respectively. These vibrations were at their most intense
under a charge-transfer process due to their increased electron density, making the
bonds more polarizable. These bands, however, were not intense in the FT-Raman
spectrum, which indicated that at 351 nm excitation there was a small degree of
charge-transfer from the core to the acceptor, and resulted in a small enhancement
of these modes.
Electronic Emission Spectroscopy
The emission spectra of TTRh were obtained using the same range of solvents as
the UV-Vis absorption spectra, and were obtained using 325.4 nm excitation. The
resulting emission spectra (Figure 2.10) displayed one main emission band (λem)
ranging between 530 nm (in toluene) and 580 nm (in DCM). Due to the low energy
of the emission its nature was most likely a result of a charge-transfer process, with
the emission coming from the charge-transfer state. This observation was supported
by Kasha’s rule, which states that an electronic emission will most likely come from
the lowest lying excited state (the S1 state).
30 Kasha’s rule does not prevent emission
from higher energy excited states, however, as a second broad, weak emission can
be observed at around 450 nm in toluene and chloroform. This emission can be
attributed to the emission from the π-π∗ state, or S2 emission.
The lifetime and quantum yield for the intense emission were obtained. The
excited state was short lived, with a fluorescence lifetime below 4 ns in all solvents.
Quantum yields for TTRh were also low, with a maximum quantum yield of 8 % in
toluene, which indicated that non-radiative decay was much greater than radiative
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Figure 2.10: Normalised emission spectra for TTRh across a range of solvents.
decay. Full lifetime and quantum yield results are outlined in Table 2.4. The
lifetime in THF was too short-lived to be observed with the instrumentation used.
Table 2.4: Emissive properties of TTRh in a range of solvents.
λem (nm) τ (ns) φ (%) kr(s
−1) knr(s
−1)
Toluene 527 2.6 8.03 0.00634 0.375
Chloroform 574 4 1.68 0.00515 0.245
THF 560 2.15
DCM 580 3.5 3.47 0.0006 0.285
2.2.3 T2TRh and T3TRh
The extension of the bridge to two or three thiophene units between the electron
rich truxene core and electron deficient Rh acceptor has rather pronounced effects
on the electronic properties of the molecule. The structures for these dyes were
shown in Figure 2.3. These effects will be discussed here in relation to TTRh.
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UV-Visible Spectroscopy
As with TTRh, there were two main electronic transitions: a charge transfer tran-
sition, at around 504 nm (ε = 181, 000 M−1 cm−1 (T2TRh); 170,000 M−1 cm−1
(T3TRh), THF), and a localised π-π∗ transition centred on the truxene core at
around 370 nm (ε = 110, 000 M−1 cm−1, T2TRh) or 398 nm (ε = 130, 000 M−1
cm−1, T3TRh) (Figure 2.11). The absorption maxima are described in Table
2.5, and their energy discussed in Chapter 2.2.6. Extinction coefficients in other
solvents were of the same order of magnitude.
Table 2.5: Absorption maxima for T2TRh and T3TRh in a range of solvents.
T2TRh λmax (nm)
Transition Toluene CHCl3 THF DCM
Charge-transfer 503 524 504 517
π-π∗ 369 364 370 368
T3TRh λmax (nm)
Transition Toluene CHCl3 THF DCM
Charge-transfer 517 534 509 525
π-π∗ 395 395 397 395
Ground State Vibrational Analysis and DFT Analysis
The ground state spectra of T2TRh and T3TRh were very similar to TTRh. The
main vibrational modes at approximately 1265, 1376, 1446, 1590, 1606 and 2220
cm−1 were consistent in their nature between TTRh, T2TRh and T3TRh. However,
discrepancies were present in the energy of the vibration at 1446 cm−1, as this mode
is associated with symmetric stretching along the conjugation coordinate of the
thiophene bridge. This mode is known to vary in energy, which is caused by a
change in the effective conjugation length, a phenomenon that will be discussed at
length in Chapter 3.
Similar with the truxene core and TTRh, B3LYP and CAM-B3LYP function-
als were used to calculate optimised geometries and simulated vibrational spectra.
As with TTRh, B3LYP provided a closer representation to the physical structure,
as determined by lower MAD values [per scaling factor] (8 [0.967] vs. 18 [0.943]
30
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(a) T2TRh
(b) T3TRh
Figure 2.11: Normalised UV-Vis spectra for T2TRh and T3TRh in a range of sol-
vents.
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Figure 2.12: Comparison between the FT-Raman spectrum and simulated Raman
spectrum of T2TRh, using the B3LYP/6-31G(d) method.
Figure 2.13: Comparison between the FT-Raman spectrum and simulated Raman
spectrum of T3TRh, using the B3LYP/6-31G(d) method.
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and 9 [0.966] vs. 19 [0.937] for T2TRh and T3TRh, respectively). The main Ra-
man bands are presented by their eigenvector representations with FT-Raman spec-
tra for T2TRh and T3TRh compared to their simulated spectra using B3LYP/6-
31G(d) in Figures 2.12 and 2.13, respectively. Comparisons between B3LYP
and CAM-B3LYP simulated spectra and FT-Raman spectra are shown in Figure
A.11. The CAM-B3LYP spectrum prominently featured vibration ‘n’, which was a
thiophene stretching mode, whereas this band is obscured in the simulated B3LYP
spectrum. This vibrational mode was obscured in resonance Raman spectra due to
dichloromethane bands at 1422 cm−1.
TD-DFT Analysis
TD-DFT of T2TRh and T3TRh showed similar transitions to TTRh albeit with
different energies. The extension of the bridging unit results in a modulation of
the HOMO-LUMO band gap by raising the energy of the HOMO, thus altering the
energy of the lowest lying transition – the charge-transfer state. Due to slight asym-
metries within the structure, the MOs of TTRh, T2TRh, T3TRh (and TTBTRh and
TTDI) presented triply degenerate orbital energies. MO energies of TTRh, T2TRh
and T3TRh are shown in Figure A.7, and illustrations of the corresponding to MOs
associated with the two lowest energy transitions for T2TRh and T3TRh are dis-
played in Figures 2.14 and 2.15. The electronic transitions that were calculated
by TD-DFT are fully described in Tables 2.8 and 2.9.
Resonance Raman Spectroscopy
The resonance enhancements seen in T2TRh and T3TRh were similar to those ob-
served in TTRh. As discussed in Chapter 2.2.2, the main resonance enhancements
will either be associated with core, bridge or acceptor vibrations. Ignoring solvent
(DCM has a characteristic Raman shift of 1422 cm−1), the strongest vibration in
the spectra for both T2TRh and T3TRh corresponded to a symmetric thiophene
mode along the conjugation coordinate. However, by analysing the relative inten-
sities of the vibrations at 1588 and 1609 cm−1 and comparing this ratio at each
excitation wavelength to the FT-Raman spectrum for each compound, a qualitative
assessment of the extent of charge transfer can be performed (Figure A.10). This
is based off the principle that regions that experience a change in electron density
will result in resonance enhancement. Raman modes associated to where electron
density changes are the modes that experience the greatest enhancement.
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Table 2.6: Summary of all vibrational bands observed in the FT-Raman spectrum
of T2TRh compared to their computational value.
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Table 2.7: Summary of all vibrational bands observed in the FT-Raman spectrum
of T3TRh compared to their computational value.
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(a) LUMO+2 (b) LUMO+1 (c) LUMO
(d) HOMO (e) HOMO-1 (f) HOMO-2
Figure 2.14: T2TRh MOs associated with the electronic transition at 494 and 537
nm.
(a) LUMO+2 (b) LUMO+1 (c) LUMO
(d) HOMO (e) HOMO-1 (f) HOMO-2
Figure 2.15: T3TRh MOs associated with the electronic transition at 540 and 584
nm.
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In T2TRh, the core vibration at 1606 cm−1 was of much greater intensity at
351 and 375 nm excitations. The carbonyl and nitrile vibrations located on the
acceptor were also of relatively low intensity, indicating minimal charge-transfer, and
therefore no resonance enhancement. At 407 nm excitation, there was a vast increase
in intensity of the (C=C)Rh vibration at 1590 cm
−1, with its intensity relative to
the core mode at 1606 cm−1 being 1.8 times as intense. The carbonyl and nitrile
vibrations also exhibited their strongest relative intensity at this wavelength, which
indicated a strong resonance enhancement.
T3TRh displayed the largest difference in scattering intensity between the core
mode and acceptor mode, with over five times the relative intensity of scattering from
the acceptor over the core. This indicated that the increasing distance between the
core and acceptor has a strong effect on the amount of charge-transfer. Comparing
TTRh, T2TRh and T3TRh, it can be observed that the increase in relative intensity
of acceptor over core begins at lower energy excitation with increasing bridge length,
a phenomenon which was also observed in the UV-Visible spectra for each of these
three compounds.
Electronic Emission Spectroscopy
The emission of T3TRh was of greater intensity and lower energy than the emission
of T2TRh across all solvents (Figure 2.18). This was indicated by the greater
quantum yield of T3TRh (Table 2.10). The decrease in energy indicated that the
electronic excited state in T3TRh was lower-lying than in T2TRh.
The 〈0|0〉 and 〈1|0〉 transitions were visible in the emission spectra when toluene
is used as the solvent. Emission comes from the lowest vibrational energy level (|0〉).
In toluene, there is a smaller displacement between the excited state and ground
state. Consequently, the energy in emission between the vibrational ground states
(〈0| and 〈1|) is larger, and thus easier to resolve.
Fluorescence lifetimes for T2TRh and T3TRh were still less than 10 ns, with the
longest lifetimes at 7.32 ns (T2TRh, THF) and 6.85 nm (T3TRh, toluene). As with
TTRh, non-radiative decay was preferential for these samples, as knr was greater
than kr across all solvents.
2.2.4 TTBTRh
TTBTRh is structurally analogous to T2TRh; however, the second thiophene bridg-
ing unit has been replaced with a benzothiadiazole (BTD) unit (Figure 2.3). BTD
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Figure 2.16: Raman spectra of T2TRh at various excitation wavelengths. Red lines
represent DCM bands.
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Figure 2.17: Raman spectra of T3TRh at various excitation wavelengths. Red lines
represent DCM bands.
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Table 2.10: Emissive properties of T2TRh and T3TRh in a range of solvents.
T2TRh
λem (nm) τ (ns) φ (%) kr(s
−1) knr(s
−1)
Toluene 580 0.23 4.94 0.21 4.13
Chloroform 574 3.96 12.3 0.031 0.22
THF 628 7.32 15.2 0.021 0.12
DCM 650 2.28 4.45 0.020 0.42
T3TRh
λem (nm) τ(ns) φ (%) kr(s
−1) knr(s
−1)
Toluene 622 6.85 41.7 0.061 0.085
Chloroform 698 1.45 33 0.35 0.42
THF 689 1.3 45.2 0.23 0.46
DCM 714 1.6 24.8 0.16 0.47
is a known electronic acceptor resulting in TTBTRh, in essence, having two acceptor
units in a D-B-AA structural motif.
UV-Visible Spectroscopy
The two main electronic transitions were observed (Figure 2.19, Table 2.11) at
around 360 nm (π-π∗) and 550 nm (charge-transfer). The extinction coefficient for
these transitions were 120,000 and 140,000 L mol−1 cm−1 in THF, respectively. An
additional third transition was observed at around 405 nm (ε = 71, 000 L mol−1
cm−1).
Table 2.11: Absorption maxima for TTBTRh in a range of solvents.
λmax (nm)
Transition Toluene CHCl3 THF DCM
Charge-transfer 547 560 542 553
π-π∗ 371 357 366 359
Ground State Vibrational Analysis and DFT Analysis
As with TTRh through T3TRh, B3LYP/6-31G(d) and CAM-B3LYP/6-31G(d) meth-
ods were used in calculations. Again, B3LYP/6-31G(d) proved to represent the sys-
tem closer with a MAD [and scaling factor] of 13 [0.973], compared to 17 [0.945]
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(a) T2TRh
(b) T3TRh
Figure 2.18: Normalised emission spectra for T2TRh and T3TRh in a range of
solvents.
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Figure 2.19: Normalised UV-Visible spectra of TTBTRh in a range of solvents.
using CAM-B3LYP. While the main vibrations remained at 1068, 1443, 1595, 1604
and 2221 cm−1, and extra vibrational mode was observed at 1529 cm−1, which corre-
sponded to an along-chain mode localised on the BTD ring. These bands are shown
in Figure 2.20, with all vibrations described in Table 2.12.
TD-DFT Analysis
TD-DFT identified the transitions at 357 – 372 nm and 543 – 564 nm are π-π∗ and
charge-transfer, respectively (Table 2.13). The additional transition at 405 nm
appeared to be a combination of π-π∗ and charge-transfer. In the charge-transfer
transitions, the BTD linker experienced the greatest increase in electron density (of
37 %). This indicated that the BTD delocalised the LUMO. For the calculated tran-
sition at 423 nm, the total density for BTD and rhodanine were similar, suggesting
a delocalisation across both acceptor moieties. Experimentally, this was attributed
to the transition at 405 nm.
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Figure 2.20: Simulated spectrum compared to FT-Raman of TTBTRh.
Resonance Raman Spectroscopy
Tracking the relative intensity of the nitrile vibrations, a large charge transfer was
observed at 375 and 407 nm excitations, which was observed in T2TRh and T3TRh.
Interestingly, an enhancement of the Raman mode at 1371 cm−1 was observed from
407 to 515 nm. Calculations suggested that the mode at 1371 cm−1 corresponded
to a system breathing mode, where the core, thiophene and BTD linkers are sym-
metrically expanding. This would indicate that an electronic transition involving
core and linkers was present at these wavelengths, which was observed in the UV-
Vis spectrum (Figure 2.19) and in the calculated transitions (Table 2.13). The
charge-transfer process proposed at 405 nm seems likely due to the enhancement of
the C CRh stretching mode, at 1595 cm
−1, and nitrile vibrations, at 2221 cm−1.
Enhancement of the BTD mode at 1529 cm−1 was also observed. However, the
enhancements of modes at 532 nm was lacking as the high emissivity of this sample
made it difficult to discern Raman bands from the underlying emission.
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Figure 2.21: Raman spectra of TTBTRh at various excitation wavelengths. Red
lines represent DCM bands.
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Table 2.12: Summary of all vibrational bands observed in the FT-Raman spectrum
of TTBTRh compared to their computational value.




















The emission for TTBTRh ranged between 640 nm (toluene) and 720 nm (DCM).
The emission in all solvents except toluene featured only one emission band, with
toluene exhibiting a shoulder at 689 nm that corresponded to the 〈1|0〉 transition
(Figure 2.22). As the emission of TTBTRh was lower in energy than T3TRh, its
excited state must be lower lying than the excited state of T3TRh. As mentioned
in Chapter 1.2.4, emission intensity is a direct product of the quantum yield. As
the quantum yields for TTBTRh are the largest across all compounds in this series,
the emission intensity will also be the greatest. The large quantum yields resulted
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Table 2.14: Emissive properties of TTBTRh in a range of solvents.
λem (nm) τ (ns) φ (%) kr (s
−1) knr (s
−1)
Toluene 642 2.21 58.3 0.26 0.19
Chloroform 698 2.13 47.7 0.22 0.25
THF 700 2.1 61.2 0.29 0.23
DCM 718 1.93 67.7 0.35 0.19
Figure 2.22: Normalised emission spectra for TTBTRh in a range of solvents.
2.2.5 TTDI
TTDI is structurally analogous to TTRh; however, it uses a 2-propanedinitrile in-
dandione (ID) as the acceptor rather than Rh (Figure 2.3). A single thiophene
unit is used as the bridging unit.
Ground State Vibrational Analysis and DFT Analysis
Due to the presence of a different acceptor, various vibrational modes experienced
a change in energy. The Raman mode at around 1060 cm−1 in the other derivatives
increased in energy to 1080 cm−1. A vast increase in intensity of the mode at 1554
cm−1 was observed, which was previously only seen in TTBTRh. This mode is asso-
ciated with the double bond linking the bridge and acceptor, and an aromatic C C
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stretch on the truxene core. There was an increase in intensity of nitrile vibrations,
which indicated an increase of polarizabilty over these bonds. This indicated that
the indandione is more electron withdrawing than rhodanine as an increase of po-
larizability is correlative with an increase of electron density over π bonds. It was
observed that the modes ‘n’ and ‘o’ switched when comparing the experimental and
simulated spectra. These modes correspond to two aromatic stretching modes. In
mode ‘n’ all aromatic units in the core participated, whereas in mode ‘o’, only the
central aromatic ring strongly participated.
MADs [and associated scaling values] for B3LYP and CAM-B3LYP were calcu-
lated, with B3LYP having a lower MAD of 10 [0.965] compared to 19 [0.945].
Figure 2.23: Simulated spectrum compared to FT-Raman of TTDI. The red band
indicates a switching of Raman modes when comparing FT-Raman to DFT calcu-
lations.
UV-Visible Spectroscopy and TD-DFT Analysis
UV-Visible spectra of TTDI were obtained (Figure 2.24) and featured two main
types of transitions; again, a charge-transfer transition and a π-π∗ transition (ε =
110, 000 and 84, 000 M−1 cm−1 in THF, respectively (Table 2.16)). However, whilst
50
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Table 2.15: Summary of all vibrational bands observed in the FT-Raman spectrum
of TTDI compared to their computational value.




















the transition from v′′ = 0 → v′ = 0 was present, the band shape of the charge-
transfer band indicated a transfer from v′′ = 1 → v′ = 0, with this band clearly
visible when toluene was used as the solvent.
Table 2.16: Absorption maxima for TTDI in a range of solvents.
λmax (nm)
Transition Toluene CHCl3 THF DCM
Charge-transfer 552 572 547 562
π-π∗ 322 332 320 329
The TD-DFT calculations suggested that the indandione-derived moiety is a
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Figure 2.24: Normalised UV-Visible spectra for TTDI in a range of solvents.
stronger accepting unit than the rhodanine acceptors. This was apparent by com-
paring the change in Mulliken charge density between TTDI and TTRh, its rhoda-
nine analogue. TTDI experienced an increase of 47% in change of charge density
on the acceptor unit, from 22 to 69%, whereas only a 34% change was observed in
TTRh, from 27 to 61% (Tables 2.3 and 2.17).
Resonance Raman Spectroscopy
Resonance Raman spectra obtained at higher energy excitations (351 – 407 nm)
presented a greater amount of noise due to a weak S2 emission. This was also
observed using 532 nm excitation.
The high intensity of the mode at 1606 cm−1 indicated the core of TTDI was more
Raman active, or experiences greater resonance enhancement, than the bridge or the
accepting units from 351 nm to 407 nm excitations. This agreed with observations
made from the UV-Vis spectra and TD-DFT that electronic transitions in this region
were π-π∗ in character.
Charge-transfer processes were observed from 457 nm excitation, characterised
by an increase in the intensity of nitrile vibrations (2212 and 2222 cm−1) as well
as the C C vibration, which connects the thiophene to the indandione acceptor, at
52



























































































































































































































































































































































































































































































































































CHAPTER 2. TRUXENES – STAR-SHAPED DONOR ACCEPTORS
1554 cm−1. This was also in agreement with the UV-Vis and TD-DFT.
Electronic Emission Spectroscopy
TTDI was the least emissive of all samples investigated, as evident by significant
noise in the emission spectra (Figure 2.26). This made obtaining lifetimes for the
emission difficult and exact lifetimes were unable to be obtained for TTDI in toluene
or DCM. This suggested that the lifetimes were less than 1 ns, the resolution for
the fluorimeter. As lifetimes were unable to be determined, kr and knr were also
unable to be determined, though quantum yields were obtained. These quantum
yields (φmax = 15.9% in CHCl3) indicated non-radiative pathways were favoured.
Table 2.18 contains the emission data for TTDI in the solvents examined.
Table 2.18: Emissive properties of TTDI in a range of solvents.




Chloroform 636 3.24 15.9 0.049 0.26
THF 634 2.89 9.95 0.034 0.31
DCM 646 11.8
2.2.6 Lippert-Mataga Analysis
Lippert-Mataga analysis describes the effect of solvent on the Stokes’ shift – the
difference between the maximum absorption and emission – of a given compound.
Figure 2.27 shows the Lippert-Mataga plot, Stokes’ shift against orientation polar-
izability, for TTRh, T2TRh, T3TRh, TTBTRh and TTDI. As the gradient for all
compounds is linear there were no direct solvent interactions affecting these systems.
The slope of this plot allows for the calculation of the change of dipole between




(µe − µg)2∆f + ∆ν0 (2.1)
where ∆νStokes is the Stokes shift, ∆ν
0 is the Stokes shift in the absence of solvent,
h is the Planck constant, c is the speed of light, a is the Onsager radius, µe and µg
are the dipole moment of the ground and excited states, respectively, and ∆f is a









CHAPTER 2. TRUXENES – STAR-SHAPED DONOR ACCEPTORS
Figure 2.25: Raman spectra of TTDI at various excitation wavelengths. Red lines
represent DCM bands.
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Figure 2.26: Normalised emission spectra for TTDI in a range of solvents.
where ε is the dielectric constant and n is the refractive index of a solvent. The
Onsager radius was determined computationally using DFT.
The differences in dipole moment are tabulated in Table 2.19. Dipole moments
were calculated from the ground state optimisation for each truxene system. Ad-
ditionally, the dipole moment was calculated for the first excited state for TTDI.
The dipole moments calculated were low, both for the ground and excited state (µg
and µe respectively, Table 2.19). For TTDI, these were 1.89 and 1.16 D for µg
and µe, respectively. This indicated that there should be minimal changes in dipole,
which was not observed. However, comparisons between these truxene systems
and more ‘conventional’ D–A systems, such as TPA-BTD,84 TPA-acetophenone,95
and piperidine-π-rhodanine96 have similar slopes in their Lippert-Mataga plots, and
therefore, assuming similar Onsager radii, similar ∆µ. This meant that the change
in dipole observed would correspond to each branch of the truxene molecule, rather
than the molecule as a whole.
An increase in ∆µ was observed as the bridge length increased. This was ex-
pected because by extending the bridge length we are separating charged species,
hence a larger dipole formed. Between systems of similar distance (TTRh and
TTDI, and T2TRh and TTBTRh), the effect of having stronger accepting units
was seen as TTDI and TTBTRh have a greater ∆µ than their counterparts. This
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Figure 2.27: Lippert-Mataga plot for all truxene derivatives.
change was small, however, which indicated that the changes in bridge length were
a significantly greater factor in altering the ∆µ.
The observation that the charge transfer is localised to one branch is not a
unique phenomenon and indicates a short-coming of quantum chemical calculations.
The calculations assume that solvent environments are uniform and unchanging –
that there are an identical number of solvent molecules across every branch of the
molecule. However, localised charge-transfer processes in symmetric systems have
previously been observed. One such system was a ruthenium complex (Ru(bpy) 2+3 ).
Computationally, Ru(bpy) 2+3 complexes display an metal-to-ligand charge transfer
process from the Ru2+ center to the bipyridine (bpy) ligands. Similarly to the cal-
culations in this chapter, this process was indiscriminate, thus caused a ‘spreading’
of the charge transfer with one-third to each ligand. However, time-resolved spec-
troscopies have detailed that there indeed is the generation of a localised charge-
transfer state as evident by (bpy)•− bands present in the transient resonance Raman
spectrum.97,98 The localisation of charge transfer is a result local asymmetrisation,
wherein each branch of the molecule is slightly different due to changes in the solvent
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Table 2.19: Changes in dipole moment, between the ground and first electronic
excited states, for the truxene series.






environment.99 As a consequence the molecule is no longer fully symmetric, and a
charge-transfer process down one branch dominated. This was the likely cause for
the large discrepancy of ∆µ and the dipole moments calculated.
2.3 Conclusions and Future Work
The charge-transfer state of a range of truxene dyes was analysed with the use of
UV-Vis and electronic emission spectroscopy. These dyes, which featured two promi-
nent electronic absorptions, were explored using resonance Raman spectroscopy to
confirm the nature of these electronic transitions. A large change in the dipole mo-
ment was observed in the charge-transfer state. This, however, was not determined
computationally, as the C3h symmetry of the truxene series suggested the presence
of three degenerate charge-transfer states, which cancelled each other out and led
to a negligible change of ∆µ.
The truxene series were highly emissive, with short lifetimes and reasonable
quantum yields. These quantum yields were generally below 50%, indicating non-
radiative decay methods were preferred. The intense emission was from the charge-
transfer state, though S2 emission was observed in non-polar solvents.
Confirmation of the single dipole would be possible through time-resolved spec-
troscopic methods. One such method is time-resolved resonance Raman spectroscopy,
in which there is the potential for vibrational modes of the charge-separated species
(i.e. truxene•+ and rhodanine•−) to be observed.
One potential avenue that is able to be explored in the short term would be
to expand the selection of solvents used in the Lippert-Mataga analysis. As only
four solvents have been investigated this creates a greater amount of error within the
gradient, and thus uncertainty in the change of dipole. The most polar of the solvents
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used, with regards of the solvents’ orientation polarizability, was dichloromethane
which showed a smaller Stokes shift than tetrahydrofuran in all samples except
TTRh. This could indicate that more polar solvents, such as acetonitrile, could
experience a smaller Stokes shift. This, however, could be marred by solubility
issues.
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Chapter 3




Conducting polymers are a subset of polymeric systems wherein their extended
conjugation allows them to facilitate the flow of electrons through its conjugated
backbone. Such is their importance that the Nobel Prize in Chemistry in 2000 was
awarded to Alan J. Heeger, Alan MacDiarmid and Hideki Shirakawa.100 Their work
on polyacetylene was instrumental for bringing attention to these unique systems,
and expanded the research into their potential uses and applications. Figure 3.1
displays just some example conducting polymers, including the main focus for this
chapter: polythiophene and its derivatives.
Applications of Conducting Polymers
Of the many potential applications for conducting polymers, some of the most per-
tinent are those related to organophotovoltaics. Such applications include organic
light-emitting diodes (OLEDs),101–104 organic field-effect transistors (OFETs),105,106
and solar cells, namely organic or bulk heterojunction (BHJ) solar cells (SCs).107–110
The systems reported in this chapter are derivatives of polythiophene. As polythio-
phene sees significant use for BHJSCs, comparisons will be later made between the
systems investigated and those previously reported. There are many components
that make up a BHJSC with two of these components heavily featuring polymeric
systems. The first of these is PEDOT:PSS which is used an electron-hole mediator,
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Figure 3.1: Structures of various conducting polymers.
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which facilitates the movement of the electron hole from the bulk heterojunction to
the anode. The bulk heterojunction itself also contains polymeric systems – one such
example is in P3HT:PCBM cells where P3HT is used as a donor, which generates
an electron hole, and PCBM (phenyl-C61-butyric acid) is the acceptor and electron
mediator, which facilitates the flow of electrons to the cathode.
In the bulk heterojunction, the polythiophene is able to bend at twist. As a
consequence this can disrupt the long-range conjugation of the polymer, giving rise
to many different conjugation lengths. As each region has a different conjugation
length, these regions will absorb light at slightly different wavelengths (Figure 3.2).
One method to analyse these different conjugation lengths is through Raman spec-
troscopy; or, more specifically, resonance Raman spectroscopy. Indeed, many studies
have explored this avenue and revealed that particular Raman modes are perturbed
at higher excitation energies,111,112 through a phenomenon known as frequency dis-
persion.
3.1.2 Frequency Dispersion
Frequency dispersion is a phenomenon wherein the wavenumber (ν̃) of particular
Raman modes changes with respect to either a change in stimuli, i.e. excitation en-
ergy,111,112 temperature,111,113,114 an applied potential,115,116 or isotopic effects.117–119
The movement of Raman bands are closely related to the extended conjugation of
the system, such that mode(s) that extend across the molecule are more strongly
affected by disruptions to their conjugation.
With regards to excitation energy, it is thought that altering the energy of the
excitation will result in subdomains of a polymeric system to absorb the irradiation
preferentially, resulting in a resonance enhancement of the Raman modes of the – if
a higher energy was used – smaller chromophore (see Figure 3.2).11 Indeed, whilst
this is still a likely event, other explanations have arisen discussing the generation of
excitons, polaron and bipolarons120–124 which also result in changes to the effective
conjugation length of the sample. An example of frequency dispersion in effect is
shown in Figure 3.3.
Temperature can cause changes to the electronic substructure of a system.126,127
As a consequence, this can result in the molecule absorbing light in a different region
of the electromagnetic spectrum. For resonance Raman experiments, this would
further result in the use of different excitation energies to maximise the A-term
resonance enhancement (see Chapter 1.2.3).25 Raravikar et al. reported Raman
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Figure 3.2: Effects of conjugation and their response to different excitation energies
resulting in frequency dispersion, adapted from Barnsley et al.11
Figure 3.3: Raman frequency dispersion across multiple excitation wavelengths (in
parentheses) for polyaniline, adapted from do Nascimento et al.125 The red dashed
line indicates the frequency dispersion observed.
frequency dispersion for single-walled carbon nanotubes (SWNT) with respect to
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temperature.114 They reported that the dispersion was caused by “temperature-
induced softening of the intratubular C C bond strength and from the SWNT in-
tertubular (van der Waals) interactions.”114 Raman dispersion was observed for ring-
breathing modes (RBMs), the G-band (see Figure 3.4) and the D-band. Iwasaki
et al. reported conformational changes of poly(3-alkylthiophenes) with respect to
both temperature and pressure. Strong thermochromism was noted for both poly(3-
hexylthiophene; P3HT) and poly(3-dodecylthiophene; P3DT), although no IR nor
Raman frequency dispersion was noted with respect to temperature. The lack of
IR dispersion is shown in Figure 3.5a for both P3HT and P3DT. No temperature-
induced frequency dispersion was observed, indicating that temperature was ineffec-
tive at altering where the chromophore absorbed, whilst a strong pressure-induced
dispersion was observed for P3HT in its IR spectrum (see Figure 3.5b).128
Figure 3.4: Raman dispersion of the G-band in SWNTs with response to tempera-
ture, adapted from Raravikar et al.114
Applied potentials can cause a chemical oxidation of the polymeric film. One
such example of this is PEDOT, where it undergoes a two-phase oxidation from
the aromatic form to the quinoidal form (see Figure 3.6). This quinoidal form
also becomes positively charged and breaks the extended conjugation of the film.
This is both apparent in the UV-Visible spectrum of the oxidised film, and in the
positioning of the ‘along chain’ vibrational mode (ν R).
115,129
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(a)
(b)
Figure 3.5: Temperature (a) and pressure (b) dependent IR spectra of P3HT and
P3DT. Dispersion observed for pressure, but not temperature, adapted from Iwasaki
et al.128
Analytical Methods
There are three main methods for analysing Raman frequency dispersion in poly-
meric systems. They are the Amplitude Mode Model (AMM), Conjugation Length
Model (CLM), and the Effective Conjugation Length Model (ECL).
The AMM is an approximation wherein a factor, called the electron-phonon
coupling constant (λ̄), is related to the motion of normal modes and π electrons
by electron-phonon coupling.130–132 Particularly when regarding trans-polyacetylene
films, the presence of primary and satellite peaks have been observed. Primary peaks
appear unaffected by changes of excitation wavelength, whereas satellite peaks lower
in energy as the excitation energy decreases.131 It is this satellite peak that, for
trans-polyacetylene, gets modelled using the AMM. Modelling the dispersion can
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where ν̃Rn and ν̃
0
n are the vibrational wavenumbers for a Raman band at a given
excitation energy and lowest excitation energy, respectively.
As demonstrated by Jadamiec et al., plotting this parameter against excitation
energy for a dispersive system (substituted polythiophene films were used), a sec-
ondary parameter – called the dispersion rate constant (D) – can be generated by









where ν̃ex is the excitation energy.
The CLM treats a polymer as a non-continuously conjugated system – there are
multiple different conjugation lengths present in a sample.133–136 As a consequence,
the energy of vibrational modes affected by the conjugation is greatly affected by




where N is the conjugation length of the system.
The final model, the ECL (also called the Effective Conjugation Coordinate
Model (ECC)), is an extension of the AMM, wherein a conjugation coordinate
( R) is defined. This coordinate, in essence, is identical to the amplitude mode
described by the AMM. In polyacetylene, it is perfectly modelled by the extended
C C stretching vibration which experiences the observed frequency dispersion. For
polythiophene systems, however, its description is more nuanced. As it is an average




(R1 −R2 +R3 −R4 +R5 −R6 +R7 −R8) (3.4)
where N is a normalisation factor, and Rn is presented in Figure 3.7.
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Figure 3.7: Representation of the bonds used for the ECC to determine the conju-
gation coordinate, adapted from Agosti et al.137
As the ECC is an extension of the AMM used to describe the internal coordinates
of the system, application of the AMM alone is sufficient to describe the frequency
dispersion observed.
A Series of Unique Systems
Parrots (Psittaciformes) display a vast array of colours in their feathers. These
colours are a result of a range of different pigment classes within their feathers, in-
cluding melanin (responsible for browns and greys),138 carotenoids (responsible for
some oranges and reds),139,140 and uniquely psittacofulvins.141–143 These psittaco-
fulvins are unique to parrot feathers and are polyene-like, in that they are highly
conjugated and range from 14 to 20 carbon units long, terminating in an aldehyde
group.144,145 Previous studies have indicated that the vast colouration, particularly
of green, yellow and red regions, of parrot feathers are caused by these pigments
as opposed to carotenoids,141 which are commonly seen throughout the rest of the
animal kingdom.
Vibrational spectroscopic techniques are useful for analysing these psittacofulvin
dyes, with the identification of key vibrational modes by Veronelli et al.146 They
identified two key vibrational modes (ν1 = 1521 – 1539 cm
−1 and ν3 = 1131 –
1139 cm−1) present in the psittacofulvin dyes as C C and C C stretching modes,
respectively. They also related the changes in colour of carotenoid dyes to their
vibrational energy of the ν1 band and compared to the Rmode, as generated by
the ECC. Only one excitation wavelength was used here, however, the dispersion
observed was attributed more to the different conjugation lengths of the various
dyes.
Cooke et al. reported findings on the distribution of psittacofulvin dyes in
budgerigar feathers.147 In their research, Cooke was able to identify that yellow
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feathers from budgerigars (a species of parrot) only displayed three of the four char-
acterised psittacofulvins by Stradi et al.144 This lead to the hypothesis that feathers
that lacked the longest 20-unit psittacofuvlin were yellow in colour, much alike to
their colour in solution. This lead to further speculation that it was the presence of
this ‘C20’ psittacofulvin that was responsible for the multicoloured nature of parrot
feathers.
Recent studies performed within our group analysed a range of in situ resonance
Raman spectra of many parrot feathers at many excitation wavelengths.11,148 The
intent of these studies was to further elucidate the electronic nature of these dyes
and whether it was possible to discern if ‘C20’ was responsible for the changes in
colour observed. It was suggested that a further extension of the π-conjugation
between dyes was responsible for the changes in colour observed, noting that a
longer conjugation results in a lower energy absorption profile. The initial findings
by Barnsley et al. were mostly in agreement – red regions that contain ‘C20’ displayed
the frequency dispersion (analysed using the AMM) whereas yellow-green regions
that lacked this dye did not show much, if any, dispersion (see Figure 3.8).
Figure 3.8: Dispersion results of Amazona auropalliata: (a) Raman band positions of
the C C and C C stretching modes at their excitation energies, and (b) dispersion
plot where the electron-phonon coupling constant (λ̄) is plotted against excitation
energy for both red and yellow regions of the feather; adapted from Barnsley et al.11
However, the more complete set [of parrot feathers] I investigated identified some
yellow regions that displayed intense frequency dispersion.148 In this work, I identi-
fied that yellow regions of the red-tailed black cockatoo (Calyptorhynchus banksii)
displayed a large degree of frequency dispersion – D = 43.36 × 10−3 eV−1. The
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dispersion plot for this region is shown in Figure 3.9.
Figure 3.9: Dispersion plot for the yellow region of a Calyptorhynchus banksii
feather; from Tay.148
This ultimately suggested that rather than being a chemical response, the fre-
quency dispersion was physical in nature – the dyes within the feather were bent or
twisted thus resulting in different conjugation lengths and chromophores to arise, or
were in close proximity to another dye such that a delocalisation between molecules
could occur.
3.2 Systems Under Investigation
Three polythiophene blends were studied to analyse their frequency dispersion across
a range of excitation wavelength. These samples (supplied by Prof. Jadranka Travaš-
Sejdić, whom I thank) were developed from previously studied polythiophene deriva-
tives, namely poly(3-hexylthiophene)(P3HT) and poly(3,4-ethylenedioxythiophene)
(PEDOT). These polymers were blended with a different monomeric unit, 2-(thiophene-
3-yl) etheyl 2-bromo-2-methylpropanoate (ThBr), which also was polymerised to
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give PThBr. These mixed polymeric species are thus named P3HTBr and PE-
DOTBr, respectively. The structure for all polymeric systems, with their ratio of
monomeric units, are shown in Figure 3.10.
(a) PThBr (b) P3HTBr (c) PEDOTBr
Figure 3.10: Structures for the polythiophene films under investigation for frequency
dispersion.
These polymers were provided as films on indium tin oxide (ITO) slides. Films
were supplied at three different thicknesses, though the thicknesses were non-uniform
across each slide. Exact thickness for each slide was not determined, so the naming
of each slide was attributed to the relative thickness of each sample, ranging from
1 (the thinnest coating) to 3 (the thickest coating) i.e. PThBr1, PThBr2, PThBr3
and so forth. In all, nine slides were studied for their dispersive properties.
During the course of this investigation, a second series of systems was inves-
tigated. These systems involved PEDOT films that were functionalised to have
the capacity to perform ‘click’ chemistry, connecting a metal containing macrocycle
to a PEDOT backbone via a triazole linker. Again, PEDOT samples were pro-
vided by Prof. Travaš-Sejdić but were functionalised by the research group of Prof.
Sally Brooker, and in particular, Michael Bennington and Dr. Santiago Rodriguez
Jimenez. The structure of these polymers are detailed in Fig 3.11.
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Figure 3.11: Polymer systems investigated in conjugation with the research group
of Sally Brooker.
3.3 Results and Discussion
3.3.1 PThBr, P3HTBr and PEDOTBr
UV-Visible Analysis
UV-Visible spectra for all thicknesses of the films were obtained, however the thickest
of these films reported absorbances too great to be considered accurate. Therefore,
only absorbances for the two thinner films for each sample were obtained. However,
as the films were not uniformly cast, there was a degree of variation within a sam-
ple, particularly in the thinnest films, whereas the medium coating appeared more
uniform and covered the whole slide. As such, the bulk of the analysis is performed
on these systems.
Figure 3.12 describes the UV-Visible spectra of the PThBr, P3HTBr and PE-
DOTBr films. Absorption maxima for each film were at 438 nm in PThBr, 502 nm in
P3HTBr and 450 nm in PEDOTBr. Due to the structure of these systems, the most
likely electronic transition to occur is a π-π∗ transition. Observations by Wang et al.
suggest the absorbance of PEDOT in a neutral environment is approximately 0.65
with a film 220 nm thick.149 If we assume that the absorption intensity is identical
albeit in a different position due to the blending with ThBr, the absorbance of the
second PEDOTBr film (0.74 at 450 nm) would correspond to a film thickness of 250
nm. This assumption is carried across to each film, such that the film thicknesses
are 180, 250 and 430 nm. Further characterisation in this chapter will relate only
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to the 250 nm thick films for P3HTBr and PEDOTBr, and the 430 nm thick film
for PThBr as these films yielded the best spectral results.
Figure 3.12: UV-Visible spectra of PThBr, P3HTBr and PEDOTBr at their medium
thickness and resonance Raman excitation wavelength indicated.
Raman Spectroscopy and DFT Analysis
The most prevalent Raman band in polythiophene systems is the along chain ( R)
mode. This mode is most often reported to be around 1457 cm−1,137,150–152 however
it is significantly affected by the extent of conjugation, a matter which will be
discussed more significantly with regards to investigated samples later. However, it
is pertinent to display the positioning of this band under non-resonant conditions,
so as to create a foundation from which the positioning of this band can be analysed.
FT-Raman spectra for each system are displayed in Figure 3.13. This central R
mode was at different Raman shifts for each system (1478 cm−1 in PThBr, 1450
cm−1 in P3HTBr, and 1444 cm−1 in PEDOTBr).
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Figure 3.13: Representative FT-Raman spectra obtained for each film: PThBr,
P3HTBr and PEDOTBr.
Figure 3.14: Simulated Raman spectra of PThBr. No scaling factor was applied.
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Figure 3.15: Simulated Raman spectra of P3HTBr. No scaling factor was applied.
Figure 3.16: Simulated Raman spectra of PEDOTBr. No scaling factor was applied.
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DFT simulations of each of the films were performed at different ratios of the
monomeric units. For PThBr, one, two, and three units were simulated (dubbed
1PThBr, 2PThBr, and 3PThBr). For P3HTBr, the proposed ratio of P3HT monomers
to ThBr monomers was 5:1. Therefore, simulated chains were ranging from a 1:1
ratio to a 5:1 ratio (i.e., 1P3HTBr, 2P3HTBr, 3P3HTBr and 5P3HTBr). Lastly, for
PEDOTBr a 2:1 ratio was described. As such repeating sections were used in a 2:1,
2:1;2:1 and 2:1;2:1;2:1 configuration. Simulated spectra for each system are shown
in Figures 3.14, 3.15 and 3.16.
Comparing blends of identical unit length, it is possible to ascertain how the
different blends affect on the effective conjugation by comparing the positioning
of the ν Rmode. For this analysis, 3PThBr, 21P3HTBr and 21PEDOTBr were
used. The ν Rmode in these systems were located at 1529, 1521 and 1476 cm
−1
respectively. As the energy of the ν Rmode is lowest in 21PEDOTBr, it can be said
that PEDOTBr has the highest degree of conjugation as the energy of this vibration
decreases with effective conjugation, as described in Chapter 3.1.2.
Building upon this idea that with extending conjugation length the energy of
this ν Rmode would decrease the DFT calculations are inconsistent with this obser-
vation. A possible explanation for this observation is that the calculated models are
displaying a disruption in their conjugation, possibly from a greater torsional angle
between thiophene units. Looking at the dihedral angles between adjacent sulphur
units of each thiophene, Table 3.1 contains the results between each unit. Simu-
lated Raman spectra for 31P3HTBr at different dihedral angles between thiophene
units are shown in Figure B.1.
TD-DFT Analysis
TD-DFT studies clearly displayed the effect of how extending the conjugation lowers
the energy of the lowest lying transition, but also that the nature of this transition
can change once multiple thiophene units are included. Table 3.2 displays the
calculated electronic transitions for PThBr series, Table 3.3 the transitions for the
P3HTBr series, and Table 3.4 the transitions for the PEDOTBr series. Frontier
Molecular Orbitals (FMOs) for each of the series are shown in Figure 3.17.
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222 0.01 HOMO→LUMO (82%)
2PThBr
312 0.61 HOMO→LUMO (99%)
269 0.001 HOMO→L+1 (97%)
268 0.007 HOMO→L+2 (99%)
3PThBr







The lowest lying transition (HOMO→LUMO) gives an indication for the band
gap of a material. This is of particular importance when investigating systems such
as P3HT and PEDOT for their applications in organophotovoltaic technologies. As
the effective conjugation length increases from 1PThBr to 3PThBr the energy of
this transition lowers significantly from 222 nm (5.58 eV) to 358 nm (3.46 eV). This
represents a narrowing HOMO-LUMO band gap, which is observed when conju-
gation length increases. This transition became more intense as the conjugation
length was increased, indicating poor orbital overlap between HOMO and LUMO
orbitals in 1PThBr as the intensity of an electronic transition is dependent on the
Franck-Condon overlap between these orbitals, i.e. their population densities. Fig-
ure B.2 displays the HOMO and LUMO orbitals for 1PThBr, proposing that the
HOMO→LUMO transition for a single unit was a charge-transfer-like transition.
However, as there was no, or at least limited, conjugation between the thiophene
unit and the isobromobutyl ester it is highly unlikely for a charge-transfer process
to occur, hence the low oscillator strength described in Table 3.2.
The good oscillator strength for the HOMO→LUMO transition for both 2PThBr
and 3PThBr indicates good orbital overlap between the HOMO and LUMO orbitals.
Indeed, illustrations of these orbitals display their good overlap as a π-π∗ transition,
as shown in Figures 3.17 and B.3.
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Figure 3.17: Frontier Molecular Orbitals for PThBr, P3HTBr and PEDOTBr in
their longest calculated form.
For even two or three unit lengths of P3HT blends with ThBr, the HOMO→LUMO
transition was found to not always be π-π∗ in nature, as was observed for PThBr.
Rather, for 11P3HTBr and 21P3HTBr this transition was found to be mostly charge-
transfer-like, as was observed for 1PThBr. As with 1PThBr this transition is weak,
with an oscillator strength a factor of 100 lesser than π-π∗ transitions. These ob-
servations are detailed in Table 3.3. When a π-π∗ transition was observed the
oscillator strength was significant. MO diagrams for the P3HTBr series associated
with these π-π∗ transitions are displayed in Figures B.4, B.5, B.6, and 3.17.
For the PEDOTBr series, the HOMO→LUMO transition for all blends were
π-π∗ in nature, with no charge-transfer onto the bromoester from ThBr. These
transitions are described in Table 3.4 and shown in Figures B.7, B.8, and 3.17.
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Table 3.3: Calculated electronic transitions for the P3HTBr series.
11P3HTBr
Wavelength (nm) f Configuration Interaction
262 0.001 HOMO→LUMO (81%), HOMO→L+2 (10%)
227 0.12
H-3→LUMO (10%), HOMO→L+1 (30%),
HOMO→L+2 (31%)
21P3HTBr
324 0.005 HOMO→LUMO (100%)
316 0.49 HOMO→L+1 (97%)
31P3HTBr
356 0.88 HOMO→LUMO (99%)
240 0.13
H-2→L+1 (12%), H-1→L+1 (49%),
H-1→L+3 (15%)
51P3HTBr
389 1.14 HOMO→LUMO (98%)
302 0.36 H-2→LUMO (10%), H-1→L+2 (76%)













543 2.03 HOMO→LUMO (100%)
(21)3PEDOTBr
556 2.85 HOMO→LUMO (98%)
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Resonance Raman Spectroscopy and Dispersion Studies
Resonance Raman spectra were obtained across the entire gamut available, from 351
nm to 660 nm excitation. As with the truxene series in Chapter 2, emission was
an issue with some samples. As a result, some excitation wavelengths were omitted
as they did not provide meaningful data.
As is common among conducting polymers, dispersion of the main thiophene
vibrational mode (ν R) was observed. This dispersion was observed for all three
films at each level of thickness. As such, only one of each polymer type is presented
in Fig 3.18. The rest of the set is shown in Figure B.10.
Table 3.5 describes the energy of the ν Rmode for all samples. As mentioned
previously, a lower energy of the ν Rvibration indicates greater conjugation. As film
thickness increased, the general observation can be made that the energy of this ν R
mode decreased, indicating a greater amount of conjugation, though the change was
small. This observation was not unexpected – a greater thickness would result in
more polymer layers, overlapping potentially allowing for an extended conjugation
network even through the z-axis, rather than just along the xy-plane from a single
layer of polymer.
Table 3.5: Positioning of the along chain mode across all systems.
RMode (cm−1)
λex (nm) PThBr P3HTBr PEDOTBr
351 1497 1485 1493
375 1483 1474 1485
405 1480 1470 1479
448 1474 1463
457 1478 1462 1473
491 1457 1462
515 1468 1452 1459
532 1462 1454 1458
561 1459 1461
594 1459 1450 1451
660 1448 1444
1064 1478 1446 1444
From the positioning of the ν Rband across excitation wavelength, the electron-
phonon coupling constant, and by extension, the dispersion rate parameter can be
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Figure 3.18: Resonance Raman centred around the along-chain mode for each poly-
thiophene film displaying intense dispersion.
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in Table B.1. A dispersion plot, showing the selected films, used to calculate the
dispersion rate parameter (D) is shown in Figure 3.19, with the full set shown in
Figure B.9.
Figure 3.19: Dispersion plot of the electron-phonon coupling constant (λ̄) against
excitation energy for selected polythiophene films.
Using the relationship between the relative energies of the ν Rmode, as estab-
lished in Equations 3.1 and 3.2 (reprinted below for clarity), the dispersion rate
parameter can be determined. In short, a higher dispersion rate parameter, the
greater the extent of long-range conjugation as a greater parameter results from a
larger decrease in energy of the ν Rmode. Dispersion rate parameters are described
in Table B.1 for all samples, and summarized in Table 3.6. The thickness of the
films did not appear to affect the dispersion significantly. PEDOTBr films were
observed to be, on average, the most dispersive. Accordingly, they had the highest
dispersion rate and coupling constant. The average dispersion rate for PThBr was
28.8 ×10−3 eV−1, whereas this was 32.1 ×10−3 eV−1 for P3HTBr. This follows the
observation that as the dispersion rate increases, there is a higher electron-phonon
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Table 3.6: Dispersion rate parameters and their electron phonon coupling constant
(λ̄) for selected films, calculated using Equations 3.1 and 3.2.




It has been shown that plain polythiophene films should not have any disper-
sion of the ν Rmode as the electronic structure of polythiophene is “locked”.
137,155
The trapping of electrons would prevent long-range coupling between electrons and
phonons, which would result in no dispersion occuring. This was not observed in
systems where functionalisation of the film was performed.112 Furthermore, all of
the films studied herein displayed significant dispersion effects, which indicated that
modifications to the polymer resulted in an “unlocking” of the electronic structure,
and thus allowed for the dispersion to occur.
Although much of the literature suggests that polythiophene films do not display
dispersion, three films, as reported by Jadamiec et al. showed significant Raman dis-
persion.112 These films, synthesised from a 3’-[1E -2-(4-R-phenyl)ethenyl]-2,2’:5’,2”-
terthiophenes, had dispersion rates of 40 or 50 ×10−3 eV−1, comparable to the PE-
DOTBr systems investigated. Additionally, trans-polyacetylene is well known to be
dispersive,156,157 with dispersion rates of at least 50 ×10−3 eV−1.112 Even comparing
the dispersion rates of the polyenal chromophores, as mentioned in Chapter 3.1.2,
the films studied in this chapter were significantly more dispersive, with exception
of the aforementioned red-tailed black cockatoo.148
Orbital Energies
Photovoltaic cells function by photoexciting the electron donor (i.e. HOMO→LUMO)
generating an electron–electron-hole pair.158 The electron migrates to the electron
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acceptor, generating a potential difference. For optimal separation, the LUMOs for
the donor and acceptor should be similar in energy, but the LUMO for the acceptor
should be slightly lower creating a driving force for the movement of the electron.
Figure 3.20: Energies of the FMOs for PThBr, P3HTBr, and PEDOTBr calculated
using the B3LYP/GENECP (6-31G(d)/LANL2DZ) method.
As discussed in Chapter 3.1.1, both P3HT and PEDOT have been used as
donors in these systems (PEDOT as a copolymer with PSS). If PCBM is used
as the electron acceptor due to its ubiquity in such systems, comparisons can be
made between the viability of the P3HTBr and PEDOTBr systems reported in
this chapter and their unblended counterparts. PEDOT:PSS was also used as a
comparison against PEDOTBr.
The energies of the FMOs for PThBr, P3HTBr and PEDOTBr are plotted in
Figure 3.20 for each of the calculated blends. Blending ThBr with P3HT did
not affect the HOMO energy significantly once the conjugation is extended enough
(both 31 and 51P3HTBr had EHOMO = −5.2 eV, the same, or near, for ‘plain’
P3HT109,158–160). It did, however, significantly raise the energy of the LUMO, from
around −3 eV to around −1.5 eV.
Band gap measurements of undoped PEDOT by Tran-Van et al. reported a
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difference of 1.7 eV.161 This was lower than the gap calculated for PEDOTBr at
2.56 eV. Additionally, EHOMO for PEDOTBr was higher in energy (−4.75 eV) than
for PEDOT:PSS films (−5.1).109,160 As a hole transport material, the LUMO for
PEDOT:PSS is not reported.
The LUMO for PBCM was reported between −3.75 eV109 and −4.3 eV.162 As
a result of the LUMO for P3HTBr rising by copolymerising with ThBr, there was
a greater difference between the LUMOs for P3HTBr and PCBM of (using the
LUMO energy for PCBM reported by Girtan et al.) 2.2 eV, compared to 0.22 eV.
The effective band gap, however, remained unchanged. Girtan et al. suggested that
for maximum charge separation the offsets between the HOMO and LUMO of the
donor (P3HTBr) and acceptor (PCBM) should only be “a few hundred milli-electron
Volts.”109 Indeed, whilst there was only a small change observed when ‘neat’ P3HT
was used, the difference in LUMO energies for P3HTBr was 10-fold, and likely too
large for efficient charge separation.
3.3.2 PEDOT-trz-Macrocycle
UV-Visible Spectroscopy
UV-Visible spectra were obtained by the research group of Prof. Sally Brooker.
The electronic absorption spectra for plain PEDOT, PEDOT-N3, and ‘clicked’-
PEDOT were obtained – ‘clicked’-PEDOT being the structure shown in Figure
3.11. Spectroelectrochemical UV-Visible data is shown in Figure 3.21, at the
specified applied voltages.
When reduced (at negative potentials), a strong absorption band was present
at around 600 nm. This peak is the characteristic π-π∗ transition common across
PEDOT systems. This band was significantly lower than the associated transition
observed in PEDOTBr (Figure 3.12 – at 450 nm). As the film was oxidised, a
noticeable decrease of intensity of this absorption was noted; and, from a positive
applied voltage the absorption disappears entirely. This is due to a destruction
of the extended conjugation of the PEDOT polymer, as shown in Figure 3.6.
Similar observations have previously been reported in literature.163–166 Absorption
bands from around 950 nm and lower energy are generally attributed to bipolaron
associated transitions.166
Figure 3.22 displays the UV-Visible spectra for azide-doped PEDOT. The ab-
sorption maximum was at a similar energy (λmax = 625 nm; ∆E = 82 meV). Again,
the same changes in the absorption profile were observed at the different applied
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Figure 3.21: Spectroelectrochemical absorbance data for ‘neat’ PEDOT, obtained
by the research group of Prof. Sally Brooker.
potentials, indicating that doping with azide does not affect the electronic structure
of the film significantly.
Upon connecting the macrocycle to the PEDOT film via a ‘click’ reaction, the
UV-Vis spectrum appeared unperturbed. Figure 3.23 displays both the spectro-
electrochemical data for the nickel-bearing system and its associated free metallo-
cycle, and the analogous copper-containing system. Band shapes between Figures
3.23a and 3.23c were very similar (difference spectra are shown in Fig B.11). The
transitions associated with the macrocycle were not particularly strong compared
to that of PEDOT. Additionally, there did not appear to be a charge transfer band
present from the PEDOT onto the macrocycle.
TD-DFT Analysis
Electronic transitions were calculated for the PEDOT-trz-M systems. To simplify
computational demands, only three units of the polymer were simulated. This in-
creased the energy associated with the π-π∗ transition across the PEDOT oligomer;
however, transitions associated with the metallocycles were unaffected. Addition-
ally, TD-DFT simulations were performed on a subsection of PEDOT – a four-unit
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Figure 3.22: Spectroelectrochemical absorbance data for PEDOT-N3, obtained by
the research group of Prof. Sally Brooker.
long oligomer hereby named ‘4DOT’. 4DOT was modelled to analyse the effect of ox-
idation on the electronic properties, principally how the electronic transitions change
when oxidised from 4DOT to 4DOT2+ (i.e. PEDOT → PEDOT+ → PEDOT2+).
Table 3.7 describes the electronic transitions present for the PEDOT-trz-M sys-
tems. Of note were the substantially different energies for the π-π∗ transition, ex-
perimentally observed at around 620 nm whereas this was significantly higher en-
ergy in the TD-DFT calculation. This was due to the shorter conjugation length
used for these calculations – only three EDOT units long. Additionally, minimal
charge-transfer character was described onto the triazole linker. The cause of this
is two-fold: firstly, the triazole was ‘insulated’ by additional non-conjugated carbon
units both towards the PEDOT and metallocycle. The lack of conjugation inhibits
charge transfer, although charge transfer has been observed in non-conjugated sys-
tems rigidity is required, which this system lacks.167 Secondly, triazole linkers have
been demonstrated to inhibit charge-transfer processes, which would both (a) limit
the degree of charge transfer onto the triazole, and (b) prevent charge transfer from
either PEDOT or metallocycle onto the other unit.57,168
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Resonance Raman Spectroscopy
Resonance Raman spectra were obtained at 594 nm excitation. This excitation
was used for the coincident electronic absorption of the PEDOT polymer, as well
as the observed electronic transition for the Cu complex. Emission of the sample
proved obtaining clear RR data challenging, making lower energy excitation implau-
sible. Nonetheless, spectroelectrochemical Raman data were able to be obtained for
PEDOT-trz-Ni and PEDOT-trz-Cu at three potentials (+1, 0, and -1 V). These
Raman spectra are displayed in Figure 3.24.
Figure 3.24: Resonance Raman spectra obtained at 594 nm excitation of (a)
PEDOT-trz-Ni and (b) PEDOT-trz-Cu, at three potentials. DFT spectra were
calculated using the GENECP/6-31G(d) [B3LYP/LANL2DZ] method.
Perhaps unsurprisingly, PEDOT bands dominate the Raman spectra obtained
at -1 and 0 V. Only once the PEDOT film has been sufficiently oxidised were macro-
cyclic vibrational modes visible. Even still, some PEDOT modes are still visible,
namely the modes at 1571 cm−1 in PEDOT-trz-Ni and at 1478 and 1579 cm−1. All
92
CHAPTER 3. POLYTHIOPHENE – A MOLECULAR WIRE
additional bands in the +1 V spectra were assigned to the macrocycle.
Although the presence of macrocycle bands suggested the formation of the tria-
zole, this was not directly confirmed by the Raman measurements. Triazole vibra-
tions are in the region of around 900 cm−1 (DFT calculations), however they are
very weak. It is possible that a charge transfer involving the triazole would help
to enhance triazole vibrations, however as demonstrated in Table 3.7, there was
negligible charge transfer in these systems. One potential check that was performed
is the confirmed presence of azide in the pre-clicked form. Organic azides have a
characteristic Raman peak at around 2200 cm−1,169 and such peak was observed
at 2210 cm−1 (see Figure B.13). It is noted that azides are highly reactive, and
under continued irradiation, even at low power (< 3 mW), azide degredation was
observed such that the azide peak was not present in replicate measurements. Specu-
lation that the data obtained about the azide peak was valid, though the bandwidth
(FWHM = 3 cm−1; spectral resolution = 0.5 cm−1) of the peak does suggest that
it was indeed real and not an artefact.
A small shift in the positioning of the main Raman band of PEDOT was observed
when the films were oxidised. This shift was more apparent in the PEDOT-trz-Cu
spectrum (∆ν̃ = 4 cm−1). Destruction of this Raman mode for PEDOT-trz-Ni
inhibited analysis of this dispersion.
3.4 Conclusion and Future Work
The frequency dispersion of various polythiophene films was observed. These films
were determined to have comparable dispersion rates and electron-phonon coupling
constants to other similarly reported polythiophene systems, as well as polyacety-
lene.112 These films were then compared to a series of unique dispersive materi-
als, known as psittacofulvins, and were generally more dispersive than these novel
dyes.148
Furthermore, analysis of the orbital energies of the copolymerised samples was
performed to check their potential viability for bulk heterojunction solar cells. It
was determined that although the HOMO energy for P3HTBr was unperturbed,
the significant increase in the energy of the LUMO made it unsuitable for this ap-
plication. PEDOT films are often copolymerised with polysterylstyrene to produce
PEDOT:PSS, a hole propagator. This made direct comparisons challenging as only
the HOMO energy of these systems are of critical importance. Nonetheless, an in-
crease in energy of the HOMO was observed, from -5.1 eV in PEDOT:PSS to -4.75
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eV in PEDOTBr.
Finally, the chemical appending of a metal-bearing macrocycle was demonstrated
through spectroelectrochemical means. Although UV-Visible spectra did not qual-
itatively show the presence of a triazole – which in itself would be direct proof
that the macrocycle was connected – due to a lack of extended conjugation, and
coupled with triazole’s electronically insulating character, resonance Raman spectra
displayed macrocyclic vibrations in the supposedly clicked film. An azide stretching
vibration prior to performing a ‘click’ reaction was also observed. This provided
enough evidence to suggest that the macrocycle was indeed chemically linked to the
PEDOT film.
One potential avenue for further investigation, particularly for the copolymers,
is the use of time-resolved methods to determine the length of the excitons gener-
ated through photoexcitation.170 This could further support the observations made
regarding the frequency dispersion observed.
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Naphthalimides (Figure 4.1) are a polyaromatic electron accepting unit used in
organic DA systems, most often seen in systems of non-fullerene acceptors. Compar-
ing them to some acceptors previously studied within this thesis, they are a weaker
accepting moiety by comparing the energy of the charge transfer band in various
TPA-Acceptor dyes.85,171–173 Substituents can be added to the nitrogen of the naph-
thalimide, allowing for changes in the electronic structure, and thereby electronic
properties, of the naphthalimide but also improving the solubility. Napthalimides,
as demonstrated by Georgiev and Bojinov et al., have been use as both an electron
donor and electron acceptor in photoinduced electron transfer systems.174–177
4.1.2 Systems Under Investigation
The systems herein were sent to verify calculations performed by Dr. Paul Hume,
whom I thank. They consist of a A-D-A-D-A-D-A type donor-acceptor dye, where
the naphthalimides, and nitrile units, act here as acceptors, and thiophene and
[functionalised] benzene units act as donors. Computationally, the dyes were sim-
plified such that the alkyl chains extending from the naphthalimide were shortened
to methyl units; however, the samples investigated possessed extended iso-butylethyl
capping groups.
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Figure 4.1: General structure of the naphthalimide unit. Both R and R’ can be
functionalised to change electronic properties or solubility, or are site for linkage
into the main structure.
There were four systems investigated, each featuring a different modification to
the central benzene core. Similar systems have been investigated by Kwon et. al,
where the structure is defined as a dicyanodistyrylbenzene (DCS).178,179 The first
of which retained an unmodified core (NIDCS). The second and third introduced
methyl and methoxy moieties (NIDCS M and NIDCS MO respectively) at the
2 and 5 positions (R1). The last system contained fluorine units at the 2, 3, 5, and
6 positions (NIDCS 2F, R1 and R2). The structures for all systems are shown
in Figure 4.2. The methoxy variant has previously been reported by Dr. Hume
during the writing of this thesis.180
4.2 Results and Discussion
4.2.1 Computational Results – Optimisation
For clarity, the results of the calculations Dr. Hume ran will be briefly discussed to
provide some context for the electronic and vibrational spectral results.
The optimised geometries of the naphthalimides had a large amount of twisting
between the naphthalimide through the central benzene to the other naphthalimide
moiety. The extent of this twisting is described in Table 4.1.
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Figure 4.2: Structures for the NIDCS series, with indicated R-groups.
Table 4.1: Dihedral angles between naphthalimide units and the benzene core. N
refers to the naphthalimide. The dihedral angles are shown in Figure 4.2, with the
red bonds corresponding to N 1-Core, and blue to N 2-Core.
Φ (◦)
Compound N 1-Core Core-N 2 N 1-N 2
NIDCS 34.71 41.97 -104.42
NIDCS M 4.11 72.31 -104.83
NIDCS MO 17.04 17.99 -152.67
NIDCS 2F -5.5 -68.21 107.15
4.2.2 Ground State Vibrational Data
As with the truxene series studied in Chapter 2, comparisons between the ground
state FT-Raman spectra and simulated spectra of each species were made. Optimal
scaling factors and their associated MAD value are described in Table 4.2, with
Raman band labels and the FT-Raman spectra themselves shown in Tables 4.3
and C.1–C.3 and Figures 4.3 and C.1–C.4. As discussed previously, MADs
below 15 cm−1 are considered to be in good agreement with experimental data,
indicating the calculated geometry is accurate.94 With all samples having MADs
below 10 cm−1 the simulated spectra were very similar to the experimental data,
supporting the calculations.
Of the modes calculated, the mode denoted ‘q ’ for NIDCS, NIDCS M and
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Table 4.2: Scaling factors applied and MADs calculated for each NIDCS compound.
Compound Scaling Factor MAD (∆ cm−1)
NIDCS 0.979 7
NIDCS M 0.980 7
NIDCS MO 0.980 10
NIDCS 2F 0.981 7
NIDCS MO, or ‘t ’ for NIDCS 2F displayed the largest intensity. This mode corre-
sponded to the extended C C stretching mode across the benzene core and con-
jugated carbon units from the 1- and 4-positions from the core. Adding electron
density via methyl and methoxy groups lowered the energy of this vibration (1583
cm−1 (NIDCS) −→ 1573 cm−1 (NIDCS M) −→ 1567 cm−1 (NIDCS MO)). Con-
versely, functionalisation using electron withdrawing groups (fluorine) increased the
energy of the vibration (1592 cm−1). Whilst this mode is the strongest computa-
tionally for all systems, experimentally mode ‘o’ in NIDCS 2F was more intense.
This corresponded to the symmetric thiophene stretching mode and rocking of the
naphthalimide accepting moieties.
Figure 4.3: FT-Raman spectrum and simulated Raman spectrum for NIDCS.
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Table 4.3: Raman band labels for NIDCS, experimental FT-Raman data and sim-
ulated spectra.
NIDCS




















4.2.3 UV-Visible Spectroscopy and TD-DFT analysis
UV-vis spectra for the NIDCS series are shown in Figures 4.4 and 4.5. Each
system displayed one main absorption feature at 444, 427, 486 and 407 nm for
NIDCS, NIDCS M, NIDCS MO and NIDCS 2F, respectively. NIDCS MO featured
an additional electronic transition at 394 nm. The strongest calculated transitions
(i.e. f > 0.1) and observed electronic transitions are fully described in Tables 4.4
and 4.5.
Across the series the lowest lying transition (HOMO→LUMO) possessed some
charge-transfer-like qualities, with net changes in the relative electron density of 22
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(a) NIDCS
(b) NIDCS M
Figure 4.4: UV-visible spectra for NIDCS and NIDCS M.
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(a) NIDCS MO
(b) NIDCS 2F
Figure 4.5: UV-visible spectra for NIDCS MO and NIDCS 2F.
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CHAPTER 4. NAPHTHALIMIDES – GUESS AND CHECK
– 30%. Of the transitions observed, however, this transition displayed the smallest
∆%. This indicated that this transition was multifaceted – it was a charge-transfer
state coupled with a highly delocalised π-π∗ transition. This was clear when the
FMOs (Frontier Molecular Orbitals) were observed (Figure 4.6).
(a) LUMO
(b) HOMO
Figure 4.6: FMOs of NIDCS. The electronic transition (HOMO→LUMO) is a largely
delocalised π-π∗ transition with some charge-transfer quality.
The ability for the naphthalimide moiety to act both as a donor and as an accep-
tor was demonstrated by NIDCS M. Taking the sum of ∆% for both naphthalimide
groups, the transition calculated at 385 nm had an increase of electron density of
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44%, whereas electron density was lost from the naphthalimide groups in the tran-
sition calculated at 374 nm, and observed at 350 nm (∆% = −43%).
The additional electronic transition observed in NIDCS MO was attributable to
a combination of charge-transfer and delocalised π-π∗. In contrast to other similar
transitions (namely the HOMO→LUMO across the series), the charge-transfer was
solely towards the nitrile groups, rather than to both nitrile and naphthalimide
moieties.
One point of note is that Table 4.4 and each of the respective UV-Visible
spectra for the series is explained only up to 350 nm. This is because the limit of
the resonance Raman system, in terms of the excitation wavelengths available, is
351 nm. There is one, higher energy transition available for all of these compounds
above 276 nm. However, the spectrophotometer used for these measurements does
not provide the clearest of results in this region, so assignments were tentative though
look somewhat promising.
4.2.4 Resonance Raman Spectroscopy
The highly emissive nature of these dyes proved RRS challenging. Consequently,
only few wavelengths of data were able to be obtained, and the data obtained blended
somewhat with the background. Where possible, the Raman labels presented in
Tables 4.3 and C.2 remain, although solvent bands (DCM) persist.
The combination of solvent bands and emission made the RR spectrum of NIDCS
challenging to interpret (Figure 4.7). However, resonance enhancements of Ra-
man modes at 574, 897, 989 and 1266 cm−1 were observed at both 351 and 405
nm excitation. These modes, indistinguishable in the FT-Raman spectrum, are
not attributable to DCM, therefore were likely resonantly enhanced Raman modes.
Comparing these bands to DFT spectra of NIDCS, these bands were therefore at-
tributed to naphthalimide distortion (570 cm−1), benzene breathing and thiophene
distortion (891 cm−1), naphthalimide distortion (986 cm−1), and benzene stretching
and thiophene rocking (1266 cm−1) modes, respectively. Due to the positioning of
these modes, the RR spectra agreed with the assignment of the electronic transi-
tions being mixed between charge-transfer (both onto and away from naphthalimide
units) and π-π∗ transitions.
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Figure 4.7: Resonance Raman stack for NIDCS at various wavelengths. Red dashed
line indicates solvent bands.
NIDCS M (Figure 4.8) again showed an enhancement of the mode at 897 cm−1
at 405 nm excitation. The assignment of this vibration was again benzene breathing
and thiophene distortion, but also naphthalimide stretching at higher wavenumber
(893 cm−1). Modes ‘i ’ and ‘j ’ were significantly weaker vibrations at 351 nm than
both 405 and 1064 nm (FT-Raman). Both of these modes feature benzene, thiophene
and naphthalimide vibrations; therefore, the lack of enhancement can be attributed
to the excited state generated using 351 nm excitation does not mimic the vibrations
observed.26
Solvent bands in the RRS spectra for NIDCS MO (Figure 4.9) obscured some
Raman bands. Additionally, Raman data at 351 nm excitation was too emissive
for Raman bands to be determined. At 405 nm excitation, the Raman bands ‘c’
(899 cm−1), ‘h’ (1263 cm−1) and ‘r ’ (1615 cm−1) displayed a strong enhancement.
Modes ‘c’ and ‘h’ were previously characterised in NIDCS as benzene breathing
and thiophene distortion, and benzene stretching and thiophene rocking modes,
respectively. The apparent lack of any Raman enhancement at 448 nm excitation
suggested that at this wavelength, any structural changes of the molecule in its
excited state were not replicated in the vibrational spectra.
Lastly, in NIDCS 2F (Figure 4.10) mode ‘t ’ was more intense at 351 and 405
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Figure 4.8: Resonance Raman stack for NIDCS M at various wavelengths. Red
dashed line indicates solvent bands.
Figure 4.9: Resonance Raman stack for NIDCS MO at various wavelengths. Red
dashed line indicates solvent bands.
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nm excitations than mode ‘o’. As previously discussed, mode ‘t ’ was assigned to
an extended conjugation mode along the molecule. Given that Raman modes that
mimic distortions are resonantly enhanced, electronic transitions at these excita-
tion wavelengths would result in elongation of the double bond network across the
molecule. Such elongation could be facilitated by charge-transfer processes, but also
π-π∗ transitions.
Figure 4.10: Resonance Raman stack for NIDCS 2F at various wavelengths. The
asterisk denotes a spectral artefact.
To summarise, whilst the RR spectra is useful to identify which parts of the
molecule are experiencing enhancement at particular wavelengths, it does not pro-
vide full clarity on the overall nature of the electronic transitions due to the tran-
sitions having multiple components, resulting in many regions of the spectrum to
experience enhancement.
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4.2.5 Electronic Emission Spectroscopy
The NIDCS series displayed one intense emission band ranging between 528 nm
(NIDCS) and 570 nm (NIDCS MO). The emission spectra were obtained at concen-
trations ranging from 10−2 M to 10−4 M to investigate the potential of aggregation-
based phenomena.
The emission of NIDCS was centred at around 528 nm (〈0|0〉), with a vibroni-
cally coupled transition (〈0|1〉) at around 564 nm (Figure 4.11). At the concentra-
tions examined, no change in the emission spectra was observed that could suggest
aggregation-based phenomena, with the emission intensity approximately one-tenth
that per dilution. This suggested that NIDCS was well dispersed during the anal-
ysis of these samples. The spectrum obtained using the most concentrated sample,
however, required significant smoothing. This can be attributed to the instability of
the laser source at this excitation wavelength, as similar artefacts were visible in the
spectra of 10−3 and 10−4 M samples, although not as strongly due to their inherent
weaker emission.
Figure 4.11: Emission spectra of NIDCS obtained at the specified excitation wave-
length, and lifetime of the main emission band, with fitted exponential decay
(χ2 = 1.91).
With multiple bands present in the UV-Visible spectrum (Table 4.4), multi-
ple excitation wavelengths were used to analyse the emission profile of NIDCS M
(Figure 4.12). All of the excitation wavelengths used (236, 325 and 486 nm) re-
sulted in emission at the same energy (542 nm for the 〈0|0〉 band, and 571 for the
〈0|1〉 band). The emission intensity at 325 nm was the slightly more intense than
that obtained at 486 nm for the 10−4 M sample, whilst the emission of the 10−3 M
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was less intense at 486 nm than 236 nm. The 10−2 M sample also displayed a more
intense emission at the higher excitation energy (236 nm vs. 325 nm). This indi-
cated that the emission intensity of NIDCS M is greatly dependent on the excitation
energy used, with higher energy excitations resultant in stronger emission.
Figure 4.12: Emission spectra of NIDCS M obtained at the specified excitation
wavelength, and lifetime of the main emission band, with fitted exponential decay
(χ2 = 1.91).
NIDCS MO displayed similar emission spectra to both NIDCS and NIDCS M,
albeit at a lower energy, and greater relative intensity of the 〈0|0〉 band than the
〈0|1〉 band (Figure 4.13). Comparing 10−2, 10−3 and 10−4 M samples, the emission
intensity did not linearly decrease with respect to concentration. The emission
spectra for all samples at 10−2 M were obtained using a path length of 1 mm, whereas
a path length of 10 mm was used for 10−3 and 10−4 M samples. Theoretically, this
would result in the 10−2 and 10−3 M samples having the same emission intensity as
the number of interacting particles would be similar. However, this is not observed
for NIDCS, NIDCS M, nor NIDCS MO.
There are two potential explanations for the change in emission intensity. The
first of these is an aggregation-based phenomenon known as aggregation caused
quenching (ACQ). ACQ is most commonly observed in systems where aromatic
rings are able to stack ‘discotically’ – that is they stack like discs (π-stacking) –
forming excimers thus quenching the emission.181–183 However, the concentrations
of the systems where ACQ is strongly apparent are micromolar – below 10−3 M. As
there is a stark decrease in emission intensity of the NIDCS series studied from 10−3
to 10−4 M, it is feasible to suggest that ACQ does not affect these systems.
The second explanation is the inner filter effect. Emission spectra are obtained
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Figure 4.13: Emission spectra of NIDCS MO obtained at the specified excitation
wavelength, and lifetime of the main emission band, with fitted exponential decay
(χ2 = 1.93).
from the center of the sample vial, so if the sample is too concentrated not enough
light is able to reach the center and the emission profile is non-uniform, particularly
when comparing the emission at the ‘front-end’ of the sample compared to the
center (primary inner filter effect).29,184,185 The secondary inner filter effect applies
when the sample absorbs the emitted fluorescence. However, as the NIDCS series
does not absorb in their emissive region, this can be neglected.185,186 Although the
fluorescence intensity decreases, this is not considered a quenching event.187 There
are methods to mitigate this. The first of which is to dilute the sample – less material
absorbing the light would result in deeper penetration and increased emission at the
center of the sample. Secondly, a smaller path length, or differently shaped cuvette,
could be used. As a result of the inner filter effect, the emission intensity decreases
and is possible for the band shape of the emission to become distorted.188 The
decrease in emission observed for both NIDCS and NIDCS M is contrary to this
argument, as one should expect equal intensity for 10−2 and 10−3 M systems. It is
entirely possible, however, that their significant decrease in intensity is the result of
experimental oversight.
Even still, a 10-fold decrease in emission was not observed from 10−3 to 10−4
M systems. This suggested that there was some quenching effect present, as flu-
orescence intensity is proportional to concentration.28 This suggested that even at
10−3 M, the concentration was sufficient to either block the incident beam, or to
aggregate, quenching the emission. The extent of these quenching effects were more
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apparent in NIDCS 2F.
The emission spectra for NIDCS 2F displayed a strong dependence on the con-
centration of the sample (Figure 4.14). It is unique in that, compared to the rest of
the series, it is the only system wherein the emission intensity of the 10−3 M sample
was greater than the 10−2 M sample. Additionally, the emission spectrum obtained
at 238 nm excitation was noisy when the more concentrated sample was used. This
indicated that the sample was too concentrated for analysis, and the instability of
the laser at that excitation wavelength.
Figure 4.14: Emission spectra of NIDCS 2F obtained at the specified excitation
wavelength, and lifetime of the main emission band, with fitted exponential decay
(χ2 = 2.24).
As there were multiple absorption wavelength available that are associated with
electronic transitions, an emission map was obtained for NIDCS 2F (c = 10−4 M).
This map, presented both in 2D and 3D in Figure 4.15, indicated that both main
electronic excitations (at around 240 and 407 nm) resulted in the same emission
at 570 nm. As the character of this emission is identical across the NIDCS series,
it is likely that the emission was from the naphthalimide, which are known to be
emissive.
Lifetimes for this series were short-lived, with only NIDCS MO having a lifetime
longer than 1 ns. The emissive qualities of the NIDCS series are tabulated in Table
4.6, and comparative decay spectra shown in Figure C.8. As discussed in Chapter
2, low quantum yields indicate non-radiative decay pathways are preferred. This
was observed for all NIDCS compounds.
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(a)
(b)
Figure 4.15: Emission maps for NIDCS 2F at c = 10−4 M. All excitations lead to
emission at 570 nm.
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Table 4.6: Emissive properties for the NIDCS series. The exact lifetimes for NIDCS,
NIDCS M and NIDCS 2F were too short to accurately quantify, so listed values are
approximate.
Compound λem (nm) τ (ns) ϕ (%) kr (s
−1) knr (s
−1)
NIDCS 529 0.66 39.5 0.59 0.91
NIDCS M 542 0.63 15.9 0.25 1.33
NIDCS MO 574 1.1 38.5 0.35 0.57
NIDCS 2F 570 0.32 4.39 0.14 3.01
4.3 Conclusion and Future Work
The main intention of this work was to verify quantum chemical calculations per-
formed by another research group. As demonstrated, the calculations performed
were in agreement with experimental results, lending credence to the methods used
to calculate these systems. The RRS experiment, whilst useful for a range of sys-
tems, proved to be somewhat ineffectual for this series of compounds, owing to their
increasingly complex electronic structure, with multiple transitions featuring many
components of the molecule, but also their intense emission profile. As such, only a
few wavelengths of data were able to be obtained.
As charge-transfer electronic absorption appears to be significant with these dyes,
the next step in investigating these compounds would be to test their solvatochro-
maic behaviour. This would give further support to the nature of the electronic
transitions and the emission spectra as well. It may even be possible to extend the
lifetime of these systems using a more polar solvent than dichloromethane, as the
increased polarity would stabilise the charge separated species generated from the
charge transfer, potentially leading to a longer fluorescent lifetime.
As discussed, these dyes are highly aromatically π-electron rich, allowing them
to π-stack effectively. This results in aggregation of the compounds, one poten-
tial cause for the unusual emission intensities for NIDCS 2F observed. To further
investigate this, variable temperature studies should be performed. These would
have been performed during the course of this thesis, however, time constraints lim-
ited this possibility but would be a useful tool for further analysis of these unique
and interesting compounds. An additional technique that could be performed is







Nitroxyl (HNO, azanone, Figure 5.1) has been the subject of intense research inter-
est for its potential biomedical applications, mostly as a vasodilator. First directly
observed in 1958, it has been theorised since 1896.189–196 Related to the exten-
sively studied nitric oxide (NO), it is thought to share many of the same properties
as nitric oxide, including, but not limited to, assistance in vasodilation, immune
response, cell proliferation, neurotransmission and redox signalling.197,198 One pos-
sible biosynthetic pathway for nitroxyl generation involves the enzymatic oxidative
conversion of arginine to endothelium-derived relaxing factor (EDRF) via an in-
termediate, dubbed NOHA (N -Hydroxy-L-Arginine) by Fukuto and collaborators
(Figure 5.2).199 Analysing the mechanisms for oxidative nitrogen oxide conver-
sion showed that both nitroxyl or NO can be released depending on the reaction
conditions. Recently, there has been a push towards making nitroxyl a potential
treatment for cardiovascular disease due to its characterised vasodilation properties.
Figure 5.1: Structure of nitroxyl.
For effective treatment, drugs need to be stable within the target environment.
However, nitroxyl is weakly acidic,200 and is able to produce its conjugate base, the
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(a) Biosynthetic pathway from arginine to EDRF, via the NOHA inter-
mediate
(b) Pathway to produce nitroxyl or nitric oxide from NOHA with various
oxidising agents (A) PhO2, K3FeCN6 and Ag2CO3; (B) Pb(OAc)4 and
K3FeCN6/H2O2
Figure 5.2: Biosynthetic pathways for generating nitroxyl within the body.
nitroxyl anion (NO–), in physiological environments.
1HNO(aq)
3NO –(aq) + H
+; pKa = 11.4 (5.1)
However, this process is rather slow. This is caused by a switching of spin, as HNO
has a singlet spin ground state (1HNO), whereas nitroxyl anion has a triplet spin
ground state (3NO–), and is isoelectronic to dioxygen. Intersystem crossing of HNO
is possible, resulting in 3NOH. This process is shown in Figure 5.3.201
There is, however, one major caveat with nitroxyl that inhibits its potential as a
drug; its propensity to rapidly dimerise in aqueous environments (k ≈ 8× 106 M−1
s−1 (22 °C)),202,203 including within the body. Upon dimerisation, nitroxyl degrades
into nitrous oxide and loses its desired biological activity (Reaction 5.2).204
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Figure 5.3: Energy diagram of the potential pathways HNO can undergo deproto-
nation, adapted from Fukuto et al.201
2 HNO [HONNOH] N2O + H2O (5.2)
Due to these limitations, sources of nitroxyl that are stable in aqueous environ-
ments that are able to release nitroxyl in situ are required for potential medical
applications.
5.1.2 Nitroxyl Donors
Developing novel nitroxyl donors is a field of great research interest. The two primary
donors that have been studied are Angeli’s salt and Piloty’s acid, both first reported
in 1896.190,205 The mechanisms of HNO release from each of these donors are outlined
in Figure 5.5. Recent investigations have led to the development of nitroxyl donors
that release nitroxyl in a 1:1 ratio of donor to nitroxyl. These new donors also release
nitroxyl photolytically, which is advantageous as they do not require a chemical
stimulus to release nitroxyl, useful for biomedical applications.
Photolytic Nitroxyl Donors
The development of photolytic nitroxyl donors has been spearheaded by the research
groups of Dr. Nicola Brasch (AUT) and Dr. Paul Sampson (KSU). Their donors
were modelled after Piloty’s acid and incorporates a photolabile protecting group
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(a) (b)




Figure 5.5: Decomposition of (a) Angeli’s salt and (b) Piloty’s acid to yield nitroxyl
release.
– an example of which is C,C,C -trifluoro-N -(3-hydroxyl-naphthalene-2-ylmethoxy)-
methanesulfonamide (NAP-3,2-CF3).
203 This photolabile protecting group, once ir-
radiated, forms a highly reactive 2-naphthoquinone-3-methide intermediate.206 From
here, three different processes can occur, as shown in Figure 5.6. Firstly (pathway
(a)), water can attack the exposed alkene generating a diol. Subsequent rearrange-
ment of the released sulfonamide releases nitroxyl. Secondly (pathway (b)), O N
cleavage occurs as a result of intramolecular proton transfer.203 Thirdly (pathway
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(c)), as with pathway (a), water can attack but rearrangement of the sulfonamide
does not occur, preventing nitroxyl release. The choice of ‘R’ group also affects
the amount of HNO released, with R = CF3 releasing the most (60 %; phosphate
buffer:CD3CN 40:60 v/v), and R = CH3 the least (9 %).
203
Understanding the mechanisms at which nitroxyl is released can lead to the
development of better nitroxyl donors by using photolabile protecting units that are
more likely to release nitroxyl. To understand these mechanisms three systems were
investigated in this chapter:
• C,C,C -trifluoro-N -(6-hydroxyl-naphthalene-2-ylmethoxy)-methanesulfonamide
(NAP-6,2-CF3);
• N -((4,5-dimethyoxy-2-nitrobenzyl)oxy)methanesulfonamide (MeONOBnCH3);
• N -(6-bromo-7-hydroxyl-2-oxo-2H -chromen-4-ylmethyoxy-C,C,C -trifluoro-
methanesulfonamide
(BHC-CF3).
NAP-6,2-CF3 has been shown to photocleave resulting in nitroxyl release whereas
MeONOBnCH3 does not undergo nitroxyl release, instead releasing methylsulfon-
amide. These compounds act as controls to understand what will occur in BHC-CF3,
as BHC-CF3 has not been sufficiently examined to determine whether it will release
nitroxyl during photocleavage.
5.2 Results and Discussion
Spectroscopic measurements were performed to ascertain whether Raman spec-
troscopy is a useful tool for determining if a photocleavage occurred, and what
the photocleavage products were. To support this, DFT and TD-DFT calculations
were performed on each system. These calculations included initial optimisations,
frequency calculations, and TD-DFT to provide electronic information about these
systems. These calculations were also performed on the deprotonated forms of these
chemicals as it is possible that in an aqueous environment deprotonation can occur,
both at the hydroxyl moiety in NAP-6,2-CF3 and BHC-CF3, but also in the sulfon-
amide itself for all three donors. Furthermore, simulations of the first excited state
(S1 state) were performed wherein the structures were optimised. These excited
state calculations were also performed on the deprotonated species.
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(a) Structure of NAP-6,2-CF3 (b) Structure of MeONOBnCH3
(c) Structure of BHC-CF3
Figure 5.7: Structures of nitroxyl donors studied.
5.2.1 FT-Raman Spectroscopy
To provide some foundational information about the ground state of these nitroxyl
donors their FT-Raman spectra were obtained (Figure 5.8).
Figure 5.8: FT-Raman spectra for each of the nitroxyl donors.
Nap-6,2-CF3 had a rather weak Raman spectrum, as evident by the large back-
ground noise. The two main peaks, at 758 and 1390 cm−1, can be assigned to a
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naphthalene stretching mode and a naphthalene breathing mode, respectively. Dia-
grams showing the eigenvectors for these modes are depicted in Figure 5.9.
(a) 758 cm−1 (b) 1370 cm−1
Figure 5.9: Eigenvector diagrams of the two strongest vibrations in NAP-6,2-CF3.
MeONOBnCH3 displayed the most intense Raman vibrations. Its most intense
peaks, at 1275, 1322, 1372, and 1583 cm−1, corresponded to benzene breathing,
nitro stretching, and benzene stretching modes (Figure 5.10).
(a) 1275 cm−1 (b) 1322 cm−1 (c) 1372 cm−1 (d) 1583 cm−1
Figure 5.10: Eigenvector diagrams of the most intense vibrations of MeONOBnCH3.
BHC-CF3 had the most diverse Raman spectrum, in that it displayed many
intense Raman modes. This, however, is marred by its overall low intensity, as
evident by the moderate noise in the background of the spectrum. Nonetheless,
intense bands at 1167, 1231, 1344, 1606 and 1687 cm−1 were assigned to coumarine
lactone rocking, aromatic distortional, asymmetric aromatic stretching and carbonyl
stretching modes (Figure 5.11).
These Raman bands, however, presented a challenge – the most intense vibrations
do not correspond to modes in the sulfonamide that would undergo photocleavage.
These target modes are centred around the O N and N S bonds. DFT simulations
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(a) 1167 cm−1 (b) 1231 cm−1 (c) 1344 cm−1
(d) 1606 cm−1 (e) 1687 cm−1
Figure 5.11: Eigenvector diagrams of the most intense vibrations of BHC-CF3.
of the Raman spectra calculated an O N stretching mode at around 990 cm−1 (a
scaling factor of 0.9614 was applied). Looking for this mode in the respective FT
spectra for each compound is challenging due to the low intensity of this vibration.
N S vibrations are also weak in Raman spectra, with N S stretching calculated to
occur at around 640 cm−1. In the event of photocleavage, it will therefore be difficult
to determine if/when photocleavage has occurred using Raman spectroscopy, though
this was still attempted for each nitroxyl donor.
5.2.2 NAP-6,2-CF3
UV-Visible Spectroscopy
The UV-Vis spectrum of NAP-6,2-CF3 was obtained before irradiation with 351 nm
light, which would induce photocleavage. The spectrum obtained prior to irradia-
tion showed bands at 331 and 316 nm (Figure 5.12). Extinction coefficients for
these transitions are presented in Table 5.1. After extended irradiation of a 351 nm
laser, there was a significant change in the absorption profile, which indicated that
a chemical change had occurred, consistent with the resultant photocleavage. The
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bands at 331 and 316 nm increased in absorption intensity and broadened signifi-
cantly (Figure 5.12). Whilst a change is observed in the UV-Vis spectrum, there
is insufficient data to prove that the desired photocleavage has occurred, though
previous studies would suggest that nitroxyl has indeed been released.207
Figure 5.12: UV-visible spectrum of NAP-6,2-CF3, before and after irradiation using
351 nm light inducing photocleavage.
Table 5.1: Absorption bands pre- and post-irradiation for NAP-6,2-CF3.
Pre irradiation








Resonancee Raman spectroscopy was performed using 351 nm excitation. At this
wavelength, it was thought that the photocleavage event would take place. As such
three different experiments were performed:
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1. A sample was irradiated directly using the 351 nm laser, causing photocleavage
– then resonance Raman spectra was obtained (Figure D.1).
2. 300 seconds of data were accumulated to present an ‘average’ spectrum of
NAP-6,2-CF3 (and for each HNO donor, Figure D.2).
3. Resonance Raman spectra were obtained in a ‘time-map’ – that is, each second
of data presented a new Raman spectrum, for 300 seconds. Initially, the beam
was blocked from the sample to prevent photocleavage, with blank Raman
spectra being obtained during this timeframe. The beamstop was removed
and spectra were presented in two ways. The first – all spectra of the nitroxyl
donor were presented, with time in the z-axis (Figure 5.13); the second
– select spectra at the beginning and end of irradiation were presented to
directly observe changes (Figure 5.14).
Solvent bands were a systemic issue with obtaining resonance Raman spectra of
NAP-6,2-CF3 as the bands attributable to the nitroxyl donor were hidden in the
background. As such, there were no observed differences between the spectra ob-
tained after 15 seconds of irradiation and 300 seconds of irradiation.
Figure 5.13: Raman time map of NAP-6,2-CF3 during irradiation and Raman scatter
of 351 nm excitation.
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Figure 5.14: Comparison between Raman spectra obtained 15 and 300 seconds after
irradiation (from Figure 5.13) for NAP-6,2-CF3.
Calculation Results
Due to the limited results from spectroscopic experiments, DFT and TD-DFT cal-
culations were useful tools in elucidating the potential photocleavage outcomes in
these systems. These calculations, for NAP-6,2-CF3, MeONOBnCH3 and BHC-CF3
moieties, were obtained as in vacuo systems, with an acetonitrile solvent field and
deprotonated at different sites.
To determine if nitroxyl will be released, the bond lengths of the sulfonamide
were examined. The associated atoms are shown in Figure 5.15. In vacuo calcula-
tions, whilst not the best model for these systems, it provides a useful baseline for
comparison. The results for the in vacuo calculations are highlighted in Table 5.2.
Solvent Field Optimisation In theoretical systems, application of a solvent
field allows for a closer representation to the physical system, which was a wa-
ter/acetonitrile mixture. The results for these calculations are shown in Table 5.2.
A decrease in energy of 0.02 Hartrees (52 kJ/mol) was observed when the solvent
field was applied, which indicated that the optimised structure in the solvent field
was more stable. Consequently, all subsequent calculations were performed using
this solvent field. For nitroxyl release, there are two photocleavage pathways pos-
sible: photocleavage could occur between C19 and O22, followed by a breakage of
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Figure 5.15: Naming scheme for the sulfonamide and some of the naphthalene in
NAP-6,2-CF3. The hydroxyl moiety (O17) is omitted.
Table 5.2: Energy and bond lengths for NAP-6,2-CF3 in vacuo and solvent field
(acetonitrile) calculations.
Bond Lengths (A)





1.367 1.458 1.418 1.713 1.887 -1516.51
NAP-6,2-CF3,
solvent field
1.365 1.460 1.418 1.705 1.891 -1516.53
From Atalay
et al.208
1.430 1.410 1.730 1.810
From Brink &
Mattes209




+0.030 -0.014 +0.043 +0.138
the N23–S25 bond, or photocleavage could occur between the N23–S25 bond, and
a subsequent breakage of the C19–O22 bond. Elongation of either of these bonds
would indicate destabilisation and lead to bond breakage.
The bond lengths for the sulfonamide in our results and those calculated by
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Atalay et al. were similar in length, indicating our results were consistent with those
previously studied.208 Furthermore, the bond lengths between our calculated systems
and those from crystal strucutres of N -mesyl-O-methylhydroxylamin obtained by
Brink and Mattes were similar. The difference in the S25–C26 bond length was
attributed to the different electronic environment of the carbon – Brink and Mattes
reported a methyl unit, whereas our system contained a trifluoromethyl unit.
TD-DFT calculations were performed for NAP-6,2-CF3 with the applied solvent
field, and the calculated transitions presented in Table 5.3. Mulliken charge analysis
revealed that there was a large amount of charge transfer from the photoaccepting
unit (naphthalene) to the sulfonamide. Selected molecular orbitals for NAP-6,2-CF3
are shown in Figure 5.17.
Figure 5.16: Calculated UV-Visible spectrum of NAP-6,2-CF3 in an acetonitrile
field.
Excited State Solvent Field Optimisation An excited state optimisation pro-
vides information about how the molecule changes as a consequence of photoexci-
tation, as molecular geometries differ between ground and excited states. As the
photocleavage of these nitroxyl donors is thought to occur in the excited state,
changes of bond lengths can indicate which bonds are being broken, potentially
leading to the release of nitroxyl.
Changes in the bond lengths of NAP-6,2-CF3 are outlined in Table 5.4. The
change in energy (0.077 Hartrees = 28,692 cm−1) corresponded to an excitation of
348 nm, which is similar to the calculated energy of the HOMO→LUMO transition,
128




Figure 5.17: Molecular orbitals of NAP-6,2-CF3 in an acetonitrile solvent field.
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300 0.031 HOMO→LUMO (98%) 96→14 (-82) 3→0 (-3) 1→86 (85)
283 0.046 HOMO→L+1 (72%) 96→77 (-19) 4→1 (-3) 1→22 (21)







93→68 (-25) 6→1 (-5) 1→31 (30)
Table 5.4: Energy and bond lengths for NAP-6,2-CF3 excited state calculation with
an acetonitrile field.
Bond Lengths (A)





1.365 1.460 1.418 1.705 1.891 -1516.53
Excited State
(S1)
1.330 1.429 1.381 2.697 1.899 -1516.45
S1 − S0 -0.035 -0.031 -0.037 0.997 0.008 0.08
calculated at 300 nm. Shortening of the C19–O22 (−0.031A) and O22–N23 (−0.037
A) bonds was observed upon gong to the [first] excited state (NAP-6,2-CF3, S1).
The N23–S25 bond was significantly elongated (+0.99 A). This supported one of the
two potential nitroxyl releasing photolytic pathways, where the N S bond cleaves
photolytically followed by subsequent breaking of the C O bond to yield nitroxyl
release. Minimal change is observed in the S25–C26 bond indicating that there has
been little change to the electronic properties of this bond.
Deprotonation Effects In aqueous and basic environments it is possible for these
nitroxyl donors become deprotonated.96,203 Furthermore, it was demonstrated that
the mechanism in which nitroxyl was released by NAP-3,2-CF3 required deproto-
nation of the oxygen.203 There were two possible sites for deprotonation: from the
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hydroxyl group on the naphthalene, or the proton on the nitrogen in the sulfon-
amide. Deprotonation at the oxygen occured in the excited state,203 and resulted
in the formation of a double bond, indicated by a pronounced decrease in C O
bond length (−0.094 A). As a charged species was formed an increase of energy was
observed (+0.493 Hartees = 1281 kJ mol−1). The total energy and bond lengths for
this deprotonated species are detailed in Table 5.5.
Table 5.5: Energy and bond lengths for NAP-6,2-CF3 deprotonated at O17 in an
acetonitrile field.
Bond Lengths (A)
C6 O17 C19 O22 O22 N23 N23 S25 S25 C26 Energy (Hartrees)
1.271 1.480 1.401 1.713 1.873 -1516.03
A shortening of the C6–O17 bond was observed. Additionally, O22–N23 and
S25–C26 bonds shortened. Conversely, C19–O22 and N23–S25 bonds elongated.
Deprotonation at the nitrogen is unlikely for two reasons: firstly, the hydrogen
is an essential part of nitroxyl, so deprotonation would prevent nitroxyl release; and
secondly, the changes in bond length were counter to the requirements for nitroxyl
release, with elongation of the O22–N23 (+0.049 A) bond, and contractions of the
C19–O22 (−0.028 A) and N23–S25 (−0.0998 A) bonds. Although this product was
more energetically favourable than deprotonation at the oxygen (by 61.73 kJ mol−1),
given that NAP-6,2-CF3 is known to release nitroxyl
207 relying purely on the lowest
energy deprotonation does not indicate the most likely scenario for nitroxyl release.
Table 5.6: Energy and bond lengths for NAP-6,2-CF3 deprotonated at N23 in an
acetonitrile field.
Bond Lengths (A)
C6 O17 C19 O22 O22 N23 N23 S25 S25 C26 Energy (Hartrees)
1.368 1.432 1.467 1.605 1.877 -1516.06
TD-DFT and excited state optimisations were also performed on the deproto-
nated systems. The calculated UV-Vis spectra for O– and N– derivatives are shown
in Figure 5.18 with the diagrams of HOMO, LUMO and LUMO+1 shown in Fig-
ure 5.19. All electronic transitions are detailed in Table 5.7.
As with the protonated form, the excited state experienced changes in various
bond lengths. These changes, for both the O– and N– forms, are described in Table
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Figure 5.18: Calculated UV-Vis spectra for the deprotonated forms of NAP-6,2-CF3.
5.8.
Table 5.8: Energy and bond lengths for NAP-6,2-CF3 deprotonated at O17 or N23,
in its first excited state, in an acetonitrile field.
O– Bond Lengths (A)
State C6 O17 C19 O22 O22 N23 N23 S25 S25 C26
Energy
(Hartrees)
S0 1.271 1.480 1.401 1.713 1.873 -1516.03
S1 1.278 1.451 1.415 1.700 1.887 -1515.93
S1 − S0 0.007 -0.029 0.014 -0.013 0.014 0.10
N– Bond Lengths (A)
State C6 O17 C19 O22 O22 N23 N23 S25 S25 C26
Energy
(Hartrees)
S0 1.368 1.432 1.467 1.605 1.877 -1516.06
S1 1.386 1.503 1.343 1.715 1.882 -1515.96
S1 − S0 0.018 0.071 -0.124 0.110 0.005 0.10
Comparing the ground and excited states for both deprotonated derivatives, the
N– species appears more favourable as it has a lower energy. Additionally, changes
of bond lengths in the first excited state indicate N– is preferable for nitroxyl release.
This is due to an elongation of the C19–O22 (+0.071 A) and N23–S25 (+0.110 A)
bonds which are required to break to release nitroxyl. The O22–N23 bond contracted
(−0.124 A), strengthening the bond which is favourable for nitroxyl release.
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Figure 5.19: HOMO, LUMO and LUMO+1 orbitals for the deprotonated NAP-6,2-
CF3 derivatives. O
– is the left species; N– is the right species.
Only small bond length changes were observed between the ground and excited
state for the O– species. This was due to the deprotonation occurring far from
the sulfonamide, hence it did not affect the bond lengths significantly. Although
the bond length changes were counter to the desired changes (elongation of C O
and N S and contraction of O N bonds), the exact length of these bonds still
suggested nitroxyl release, which was in accordance with the experimental release
of nitroxyl.207
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5.2.3 MeONOBnCH3
UV-Visible Spectroscopy
Before irradiation using 351 nm light to induce photocleavage of the sulfonamide,
only one absorption band was present at 351 nm. However, after irradiation two
new bands were present, a more intense absorption at 331 nm, and a broader band
around 390 nm. Extinction coefficients for these spectral features are outlined in
Table 5.9.
As there was a profound difference in absorption spectra, it was apparent that
there had been a change to the electronic properties of MeONOBnCH3, most likely
as a result of photocleavage. MeONOBnCH3 is known to unsuccessfully release
nitroxyl as a result of photocleavage, resulting in the formation of a conjugated
aldehyde. It is therefore possible that the extension of conjugation through the
aromatic ring to this aldehyde moiety in conjunction with the electronic altering
properties of the nitro and methoxy substituents has caused a noticeable change in
the absorption profile of MeONOBnCH3.
Figure 5.20: UV-visible spectrum of MeONOBnCH3, before and after irradiation
using 351 nmn light inducing photocleavage.
Resonance Raman Spectroscopy
As with NAP-6,2-CF3, there was little change across the five minute time map
obtained at 351 nm (Figure 5.21). This suggested that the sulfonamide moiety was
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Table 5.9: Absorption bands pre- and post-irradiation for MeONOBNCH3.
Pre irradiation





not particularly Raman active, hence would not appear in the resonance spectrum.
In addition, as this part of the molecule was not associated with the chromophore, it
was unlikely to be involved in an electronic transition which would provide resonance
enhancement. A comparison between spectra obtained after 15 and 300 seconds of
exposure also yielded minimal differences, as indicated in Figure 5.22, further
affirming the limited capabilities of resonance Raman spectroscopy for this type of
analysis for these compounds.
Figure 5.21: Raman time map of MeONOBnCH3 during irradiation and Raman
scatter of 351 nm excitation.
Calculation Results
As discussed earlier, whilst in vacuo calculations were not representative of the
physical system they do provide a useful baseline for comparison. As such, Table
5.10 details the results for the in vacuo optimisation of MeONOBnCH3.
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Figure 5.22: Comparison between Raman spectra 15 and 300 seconds after irradia-
tion (from Figure 5.21) for MeONOBnCH3.
Figure 5.23: Atom labels for the sulfonamide in MeONOBnCH3.
Solvent Field Optimisation Upon application of the acetonitrile solvent field,
all critical bond lengths and the overall energy of the system decreased. These
changes are detailed in Table 5.10. TD-DFT analysis of MeONOBnCH3 is de-
scribed in Table 5.11, with MOs shown in Figure 5.24.
In the excited state, no significant bond length changes were observed (Table
5.12). The largest change in bond length observed was the C19–O22 bond, which
decreased by 0.011 A. This change, although small, supported experimental obser-
vations210 that MeONOBnCH3 does not release nitroxyl.
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Table 5.10: Energy and bond lengths for MeONOBnCH3 in vacuo and solvent field
calculations.
Bond Lengths (A)





1.447 1.418 1.769 1.802 -1423.49
MeONOBn-CH3,
solvent field
1.443 1.414 1.752 1.792 -1423.82
From Atalay et
al.208
1.430 1.410 1.730 1.810
From Brink and
Mattes209




+0.013 -0.018 +0.09 +0.039
Table 5.11: Mulliken analysis of the electronic transitions for MeONOBnCH3 in
an acetonitrile field. The structure of MeONOBnCH3 is shown in Figure 5.7b.















21→69 (48) 76→30 (-46) 3→1 (-2)










41→10 (-31) 54→87 (33) 5→3 (-2)
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Table 5.12: Energy and bond lengths for MeONOBnCH3 excited state calculation
in an acetonitrile field.
Bond Lengths (A)
State C19 O22 O22 N23 N23 S25 S25 C26
Energy
(Hartrees)
S0 1.443 1.414 1.752 1.792 -1423.82
S1 1.432 1.420 1.757 1.794 -1423.42
S1 − S0 -0.011 0.006 0.005 0.002 0.40
Deprotonation Effects With only one site to remove a proton, the nitrogen in
the sulfonamide was deprotonated. This deprotonation showed similar character-
istics to the nitrogen deprotonation in NAP-6,2-CF3, where C O and N S bonds
contracted (−0.022 and −0.125 A respectively), whilst O N and S C bonds elon-
gated (+0.056 and +0.012 A respectively). These changes indicated that the O N
bond is most likely to be cleaved, which was observed experimentally.210 Table 5.13
describes the bond lengths and energy of this N– species.
Table 5.13: Energy and bond lengths for MeONOBnCH3 deprotonated at N23 in
an acetonitrile field.
Bond Lengths (A)
C19 O22 O22 N23 N23 S25 S25 C26 Energy (Hartrees)
1.421 1.470 1.627 1.804 -1423.05
By looking at the results between the ground and excited state solvent field, and
deprotonation calculations, it was apparent that these results concur with the exper-
imental observations by the Brasch group that MeONOBnCH3 is not a functional
candidate for nitroxyl release.210
5.2.4 BHC-CF3
Whilst experiments had been performed on NAP-6,2-CF3 and MeONOBnCH3 to
determine their possibility for nitroxyl release, no such experiments had been per-
formed on BHC-CF3 at the time of investigation. As such, the results for the
previous calculations were used as a guide to determine the feasibility of BHC-CF3
as a potential nitroxyl donor.
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(a) LUMO+3 (b) LUMO+2
(c) LUMO+1 (d) LUMO
(e) HOMO (f) HOMO-1
Figure 5.24: Molecular orbitals for MeONOBnCH3 in an acetonitrile field.
UV-Visible Spectroscopy
As with NAP-6,2-CF3 and MeONOBnCH3 a change in the UV-visible spectrum
of BHC-CF3 was observed after irradiating the sample with 351 nm light (Figure
5.25). This change was more pronounced than either of the other systems, which
indicated that a significant change to the overall electronic structure of the molecule
had occurred.
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Figure 5.25: UV-visible spectrum of BHC-CF3, before and after irradiation using
351 nm light inducing photocleavage.
Table 5.14: Absorption bands pre- and post-irradiation for BHC-CF3.
Pre irradiation






Once again, resonance Raman spectroscopy proved ineffective at determining the
result of the photocleavage, with minimal changes observed across a five minute
time span, as shown in Figures 5.26 and 5.27.
Calculation Results
In vacuo calculations were performed on BHC-CF3. These results are summarised
in Table 5.15. Figure 5.28 contains a description of the atoms in the sulfonamide
moiety.
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Figure 5.26: Raman time map of BHC-CF3 during irradiation and Raman scatter
of 351 nm excitation.
Figure 5.27: Comparison between Raman spectra at 15 and 300 seconds after irra-
diation (from Figure 5.26) for BHC-CF3.
Solvent Field Optimisation Application of the solvent field presented a system
closer to what was physically observed. A small decrease in energy of the system, as
well as small changes to bond lengths were observed, which are outlined in Table
5.15. The large change in bond length was due to the different electronic environ-
ment of the carbon – a methyl unit in Brink and Mattes,209 whereas the carbon in
BHC-CF3 was a trifluoromethyl unit.
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Table 5.15: Energy and bond lengths for BHC-CF3 in vacuo and solvent field cal-
culation.
Bond Lengths (A)





1.348 1.435 1.416 1.719 1.885 -1640.18
BHC-CF3,
solvent field
1.347 1.437 1.413 1.707 1.887 -1640.19
From Atalay
et al.208
1.430 1.410 1.730 1.810
From Brink
and Mattes209




+0.007 -0.019 +0.045 +0.134
Figure 5.28: Atom labels for the sulfonamide in BHC-CF3. The hydroxyl moiety
(O14) is omitted.
TD-DFT calculations were performed on the solvated system, generating elec-
tronic transitions (Table 5.16) and molecular orbital diagrams (Figure 5.29).
Excited State Optimisation Entry into the first excited state yielded curious
results. The C O bond length at C1–O14 (hydroxyl group) decreased (−0.008 A),
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as did N22–S24 (−0.009 A) and S24–C25 (−0.003 A). The C18–O21 (+0.042 A)
and O21–N22 (+0.010 A) bonds increased in length. These changes in bond lengths,
albeit small, suggested that nitroxyl release is likely. However, these changes in bond
length were contrary to those observed in NAP-6,2-CF3, and was the only potential
donor to experience elongation of the C O bond in the sulfonamide.
Deprotonation Effects As with NAP-6,2-CF3, there were two possible sites for
deprotonation: the hydroxyl group at the C1 position and the nitrogen in the sulfon-
amide. As with NAP-6,2-CF3, deprotonation at the nitrogen yielded a lower energy
product by 23.81 kJ mol−1. This, however, would prevent the release of nitroxyl.
The bond lengths for both the N– species (Table 5.18) and O– species are described
below.
TD-DFT studies were performed on both the O– and N– forms of BHC-CF3,
generating a simulated UV-Visible spectrum for each, shown in Figure 5.30, and
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(a) LUMO+2 (b) LUMO+1
(c) LUMO (d) HOMO
(e) HOMO-2 (f) HOMO-3
Figure 5.29: Molecular orbitals for BHC-CF3 in an acetonitrile field.
generating molecular orbitals associated with key electronic transitions, shown in
Figures 5.31 and 5.32.
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Table 5.17: Energy and bond lengths for BHC-CF3 excited state calculation in an
acetonitrile field.
Bond Lengths (A)
State C1 O14 C18 O21 O21 N22 N22 S24 S24 C25
Energy
(Hartrees)
S0 1.347 1.437 1.413 1.707 1.887 -1640.19
S1 1.339 1.480 1.423 1.698 1.884 -1640.06
S1 − S0 -0.008 0.043 0.010 -0.009 -0.003 0.13
Table 5.18: Energy and bond lengths for BHC-CF3 calculation, deprotonated at
N22, in an acetonitrile field.
Bond Lengths (A)
C1 O14 C18 O21 O21 N22 N22 S24 S24 C25 Energy (Hartrees)
1.349 1.414 1.467 1.608 1.871 -1639.73
Table 5.19: Energy and bond lengths for BHC-CF3 calculation, deprotonated at
O21, in an acetonitrile field.
Bond Lengths (A)
C1 O14 C18 O21 O21 N22 N22 S24 S24 C25 Energy (Hartrees)
1.254 1.445 1.396 1.716 1.871 -1639.72
Figure 5.30: Calculated UV-Vis spectra for the deprotonated forms of BHC-CF3.
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(a) LUMO+4 (b) LUMO+2 (c) LUMO
(d) HOMO (e) HOMO-2
Figure 5.31: Molecular orbitals for BHC-CF3 deprotonated at O21.
(a) LUMO+3 (b) LUMO+2 (c) LUMO
(d) HOMO (e) HOMO-1 (f) HOMO-2
Figure 5.32: Molecular orbitals for BHC-CF3 deprotonated at N22.
The excited state for both deprotonated species were both optimised. The N–
form showed similar results to the N– form of NAP-6,2-CF3, where O N bond con-
traction was observed (−0.126 A) and elongation of C O and N S bonds were
observed (+0.091 and 0.108 A, respectively). For the O– form both C O bonds,
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C1–O14 and C18–O21, elongated (+0.083 and +0.055 A, respectively), as did the
O N bond (+0.011 A). However, due to the large change of the C18–O21 bond it
is still possible for this bond to undergo cleavage. This would match the mecha-
nism observed where the C O bond would initially cleave, followed by subsequent
breaking of the N S bond. Both of the bonds containing sulfur decreased in bond
length, as shown in Table 5.21.
Table 5.21: Energy and bond lengths for BHC-CF3 excited state calculation, depro-
tonated at O21 or N22, in an acetonitrile field.
O– Bond Lengths (A)
State C1 O14 C18 O21 O21 N22 N22 S24 S24 C25
Energy
(Hartrees)
S0 1.254 1.445 1.396 1.716 1.871 -1639.72
S1 1.337 1.500 1.407 1.708 1.869 -1639.60
S1 − S0 0.083 0.055 0.011 -0.007 0.003 0.12
N– Bond Lengths (A)
State C6 O17 C19 O22 O22 N23 N23 S25 S25 C26
Energy
(Hartrees)
S0 1.349 1.414 1.467 1.608 1.871 -1639.73
S1 1.365 1.505 1.341 1.716 1.879 -1639.66
S1 − S0 0.016 0.091 -0.126 0.108 0.007 0.07
Furthermore, the bond lengths of the N– forms for both NAP-6,2-CF3 and BHC-
CF3 were very similar (within 0.003 A). This was also observed for the O
– forms
of each donor. Following the experimental observations of NAP-6,2-CF3,
207 it is
reasonable to suggest that BHC-CF3 will also release nitroxyl due to their similar
bond lengths.
Calculations were performed on the doubly-deprotonated species for both NAP-
6,2-CF3 and BHC-CF3, however, these systems had a significant change in energy
and are not likely to be formed. As such, they were not studied extensively.
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5.3 Conclusions and Future Work
With the knowledge that NAP-6,2-CF3 successfully releases nitroxyl and MeONOBnCH3
does not, observations from their calculations were used to predict whether BHC-
CF3 would be a successful photolytic nitroxyl donor. If no deprotonation or if
deprotonation was to occur at the oxygen (O14), then it is possible that nitroxyl
would be released, analysing the changes to bond lengths.
Experimentally, Raman and, by extension, resonance Raman spectroscopy were
inconclusive in determining the effect of sulfonamide cleavage. Changes in Raman
modes involving the O N and/or N S bonds in the sulfonamide would be required
for the determination of the photocleavage product. However, Raman modes in-
volving these bonds were calculated to be low in intensity, and were not observed
experimentally. The vibrational calculations did, however, show that these modes
were stronger in IR spectroscopy. Analysing these systems using IR is challenging
due to the solvent environment’s (water/acetonitrile) propensity to absorb infrared
radiation. It is possible that TRIR (time-resolved infrared spectroscopy) could yield
spectral data, which could indicate whether the desired photocleavage had occurred.
It would be a useful study to examine how the energies of the C O, O N and
N S bonds change in a deprotonating environment as a function of bond length,
generating a potential energy surface, which could then be used to predict how the
cleavage would occur. Ultimately, these calculations are just that: calculations.
They are an approximation as to what might happen, rather than conclusive results
for what will happen. For that, physical experiments that can properly analyse
what happens during the cleavage are required, such as 19F NMR which has been




As demonstrated, there are a variety of different architectures that are built upon
an extended π-conjugated framework. Each of these designs have their subtleties
and their own purpose.
6.1 Truxene
The first of these systems was the series of star-shaped donor acceptor dyes – the
truxene series. These dyes were explored to investigate their electronic and vibra-
tional properties for applications as Raman contrast agents or non-fullerene accep-
tors. It has been demonstrated that the truxenes studied exhibited two or three
fundamental electronic transitions, associated with either a localised π-π∗ state and
a lower energy charge transfer state. The exact properties of this charge transfer
state was probed by varying the length of the oligothiophene bridge between one
and three units, as well as substituting accepting moieties. It was demonstrated
that as the bridge length was increased, the absorption band decreased in energy.
Furthermore, the accepting properties of three accepting units – rhodanine, indan-
dione and benzothiodiazole acceptors – were compared, with indandione being the
‘strongest’ acceptor, as evident by exhibiting the lowest energy absorption maxima.
Resonance Raman spectroscopy was adopted to verify the nature of the electronic
transitions. Spectra with excitation wavelengths lower than 407 nm displayed reso-
nances of the acceptor-based vibrations, which affirmed the lower energy electronic
transition as a charge-transfer state. Similarly, at excitation wavelengths above 407
nm vibrations associated with the truxene core were enhanced, which affirmed the
higher energy electronic transition as a localised π-π∗ transition.
Electronic emission spectra obtained displayed only one clear emission band at
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low energy. This was attributed to the charge transfer state. Although previous
investigations have suggested the potential for a localised triplet state on the truxene
core,212 the requirements for this (i.e. highly rigidity) were not met. Additionally,
no clear emission bands above 500 nm were observed.
The solvatochromic nature of the charge-transfer state was examined. In increas-
ingly polar solvents (their orientation polarizability), the energy of the absorption
and emission of the charge-transfer state decreased due to the stabilisation of the
formed dipole in polar solvents. This was modelled using Lippert-Mataga analysis
which indicated a change in dipole moment of between 17 and 24 D. Attempts to
simulate this computationally were unsuccessful. DFT optimisations of the ground
and excited state yielded negligible changes in dipole moment, and TD-DFT sug-
gested that due to the C3h symmetry of the truxene dyes the charge transfer would
occur simultaneously through each branch of the molecule. The most likely scenario,
which cannot be explained through use of DFT and TD-DFT, was that there is a
localised asymmetrisation wherein the solvent environment around one branch is
perturbed enough such that one branch is favoured for charge transfer.99,213 This
would result in all charge-transfer processes focusing down one arm rather than
three, thus generating the observed change in dipole moment.
6.2 Polythiophene
The frequency dispersion in a range of polythiophene films was investigated. These
films, which were copolymers of P3HT and PEDOT with a novel polythiophene
dubbed PThBr, displayed higher energy π-π∗ transitions than in pristine P3HT or
PEDOT. This was attributed to the doping effect of the bromine, which resulted in
the films being red in colour, as opposed to blue in the pristine polymers.
The resonance Raman spectra were obtained for each system investigated (PThBr,
P3HTBr and PEDOTBr). Application of the AMM revealed that each film was
highly dispersive, with electron-phonon coupling constants (λ̄) in excess of 0.53.
High dispersion rate constants in excess of 24×10−3 eV−1 were also observed. PE-
DOTBr possessed the greatest dispersion, which can be attributed to having a
greater distribution of conjugation lengths. Additionally, it was determined that
the varying the thickness of the films did not significantly affect the dispersion.
The films were modelled computationally using DFT and TD-DFT methods,
where it was determined that the molecular orbital energies for these films were
suboptimal for application in BHJSCs.
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PEDOT films functionalised using ‘click’ chemistry were investigated to deter-
mine if evidence of a successful click reaction was possible spectroscopically. The
formation of a triazole was not directly observed, due to triazole vibrations being
weak in Raman spectroscopy. However, resonance Raman spectroscopy (λex = 594
nm) of oxidised films revealed macrocyclic vibrations. This, coupled with an azide
band observed prior to ‘clicking’, suggested that the click reaction had indeed oc-
curred. Computational investigations supported the spectral results.
6.3 Naphthalimides
A series of naphthalimide-based donor-acceptors were investigated to confirm calcu-
lation results. This was tested by application of UV-Vis spectroscopy, FT-Raman
spectroscopy and resonance Raman spectroscopy. The DFT vibrational results were
in good accordance with the FT-Raman data, indicating the calculated geometry
was accurate. Furthermore, the electronic transitions modelled using TD-DFT were
replicated in the UV-Vis spectra, and their characterisation confirmed using RRS.
Emission spectra were obtained that revealed short lifetimes (i.e. ≤ 1 ns) for these
intensely emissive dyes.
6.4 Nitroxyl Donors
Photolytic nitroxyl donors were studied to investigate whether their photocleavage
could be observed through vibrational spectroscopic methods. Although differences
in the UV-Vis spectra for the dyes was observed, indicating a photocleavage had
occurred, the exact nature of the photocleavage could not be determined experi-
mentally.
Simulations of these donors, and comparisons made between their ground and
first excited state, were employed to determine whether it was possible to predict
the result of a photocleavage. These calculations were calibrated using a known
nitroxyl releasing donor (NAP-6,2-CF3) and a donor that did not release nitroxyl
(MeONOBnCH3). The observations made for these systems, specifically the changes
in bond lengths in the sulfonamide moiety, were applied to an unknown system








Spectra were processed using GRAMS v9.1 (ThermoFisher Scientific Inc.), Spectra-
gryph v1.2.13 (Dr. Friedrich Menges) and Origin 2018 (OriginLab Corporation).
7.2 Truxenes
All truxene systems were provided by Ji-Eun Jeong, whom I thank.
7.2.1 UV-Visible Spectroscopy
UV-Visible spectra were obtained at a sample concentration of around 10−5 M.
All solvents – dichloromethane, chloroform, toluene and tetrahydrofuran – were of
spectroscopic grade.
Spectra were obtained using a Lambda 950 UV-Vis spectrophotometer (PerkinElmer,
Waltham, MA) at room temperature in a 1 cm quartz cuvette. A spectral range of
300 to 800 nm was used, with a resolution of 2 nm.
7.2.2 FT-Raman Spectroscopy
FT-Raman spectra were obtained of solid state samples – truxenes were mixed
with potassium bromide (KBr) and packed into a divot – using a Bruker Optics
MultiRAM spectrometer (Bruker, Billerica, MA) and liquid nitrogen (LN2) cooled
Model D418T germanium detector. Operating software of Bruker Opus v7.5 was
employed to control the system. The excitation source used was a 1064 nm Nd:YAG
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laser with a power output of 150 mW. Spectra were measured with 512 scans with
a spectral resolution of 4 cm−1.
7.2.3 Resonance Raman Spectroscopy
Resonance Raman spectra were obtained in a solution of dichloromethane. The
exact concentration for these samples is unknown, but is likely to be, like the UV-
Vis samples, at approximately 10−5 M. Samples were at room temperature.
Spectra were obtained in a manner extensively described in previous publications
from our group.11,13,68,94 Spectra were obtained in a 135° backscattering arrangement
between the collection lens and irradiation source. Scattered light was captured
using a PyLoN 400BR CCD (Princeton Instruments, Trenton, NJ), cooled to -120
°C using LN2, with the beam dispersed using a 1200 mm
−1 grating. The CCD was
controlled using Winspec/32 software v2.5.23. Excitation wavelengths at 351, 407,
and 413 nm were supplied using a Kr-ion laser (Innova I-302, Coherent Inc., Santa
Clara, CA). 375, 448, and 532 nm excitations were supplied using solid state units
(CrystaLaser, Reno, NV). 491 and 515 nm excitations were supplied using solid
state diodes (Cobolt Group Inc., Solna, Sweden). Calibration of the spectrometer
was performed using a 1:1 mixture of toluene and acetonitrile to be within one pixel.
7.2.4 Electronic Emission Spectroscopy
Emission spectra were obtained using a FS5 fluorimeter (Edinburgh Instruments)
with a xenon arc lamp source. Lifetimes were recorded using TCSPC photon count-
ing on a FS5 fluorimeter with a 325.4 nm excitation from an EPLED-320 diode
laser (Edinburgh Instruments). Instrument response was measured using a solution
of LUDOX® (40 % weight in water).
7.2.5 Computational Methods
Ground state geometry optimisations and vibrational calculations were performed
using density functional theory (DFT) with B3LYP34,35 and CAM-B3LYP36 func-
tionals. Both functionals used the 6-31G(d) basis set. Calculations were performed
using Gaussian 09 D0.1 software (Gaussian Inc., Wallingford, CT) and visualised
using GaussView 6.0.16.214 The ‘NoSymm’ command, which disables symmetry, was
used as systems failed to converge within the convergence criteria, and spin-states
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were set to default. Convergence criteria were the default settings. Scaling fac-
tors applied were calculated by comparing the mean absolute deviation (MAD). On
average, the scaling factor for B3LYP calculations was 0.967, and 0.943 for CAM-
B3LYP calculations. Vibrational modes were visualised using Molden.215 Volume
calculations were performed using the B3LYP functional and 6-31G(d) basis set to
generate Onsager radii.
Time-dependent density functional theory (TD-DFT) methods were employed
on the optimised structures using the B3LYP functional to approximate electronic
transition energies and oscillator strength for each system. Additionally, excited
state optimisations in the first excited state (keyword: root=1) were performed to
calculate the dipole moment of the excited state. The ‘nstates’ keyword is also
required for these calculation, which determines how many electronic transitions
are modelled. For TD-DFT calculations, to generate simulated electronic properties
“nstates = 30” was required. For the excited state optimisation, nstates was reduced
to 5, as only the first state (root=1) was required.
All calculations were performed without application of a solvent field.
GaussSum software was used to assist the interpretation of calculated data.216
7.3 Polythiophene
All polythiophene films were provided by Prof. Jadranka Travaš-Sejdić, and clicked
PEDOT films by Michael Bennington and Dr. Santiago Rodriguez Jimenez, whom
I thank.
7.3.1 UV-Visible Spectroscopy
UV-Visible spectra for PThBr, P3HTBr and PEDOTBr were obtained using a
Lambda 950 UV-Vis spectrophotometer (PerkinElmer, Waltham, MA) at room tem-
perature in the solid state. A spectral range of 320 to 800 nm was used, with a
resolution of 2 nm.
UV-Visible spectra for clicked PEDOT were also obtained using a Lambda 950




7.3.2 Resonance Raman Spectroscopy – Frequency Disper-
sion
Resonance Raman spectra were obtained in a similar manner to the truxene data.
However, the spectra were obtained in a 180° backscattering arrangement in a similar
arrangement as previously described.218,219 Spectrometer and CCD settings were
identical to those reported in Chapter 7.2.3.
Excitation wavelengths that were supplied were 351 nm (Coherent Inc.), 375,
448, 532 and 594 nm (CrystaLaser), 405 nm (solid state unit, Ondax, Coherent
Inc.), 457, 515, 561 and 660 nm (Cobolt Group Inc.). An additional 1064 nm non-
resonant wavelength was obtained using FT-Raman (Bruker) setup described in
Chapter 7.2.2 in a downward facing arrangement. Samples for FT-Raman were
not packed into a divot. Power outputs for all excitations were kept below 3 mW,
with exception for FT-Raman measurements, to minimise sample degradation.
Frequency dispersion analysis was performed similarly to a method described
by Barnsley et al., however, only one vibrational band (at around 1450 cm−1) was
used.11
7.3.3 Resonance Raman Spectroscopy – Clicked PEDOT
Resonance Raman spectra were obtained using a 594 nm excitation (CrystaLaser)
in a 180° backscattering arrangement. A prismatic filter was used to clean the laser
line. Power output was kept below 3 mW to minimise sample degradation. The
spectrometer and CCD were controlled using the same software as described.
7.3.4 Computational Methods
DFT and TD-DFT calculations were employed and utilised the B3LYP functional.
Hybrid basis sets were used when bromine, nickel and copper atoms were investigated
(GENECP). The hybrid basis set included 6-31G(d) to describe hydrogen, carbon,
nitrogen, oxygen and sulfur atoms, whilst the LANL2DZ basis set described bromine,
nickel and copper. Gaussian 09 D0.1 software was used to calculate these systems
and visualised in GaussView16.
Systems were built in a piece-wise fashion with the naming format used in Chap-
ter 3 indicating the ratio of units. This means that, for example, 3ThBr would use
three ThBr units, whereas (21)3PEDOTBr would be modelled by a three-unit long




For the dihedral angle studies, 31P3HTBr was used. To investigate this, the
system had the dihedral angles between each thiophene unit fixed at 0, 30, 60, 90
and 180° intervals. No optimisation steps were performed for these calculations, and
negative (imaginary) frequency vibrations were observed.
TD-DFT calculations calculated the first 30 electronic transitions.
For clicked-PEDOT calculations, the systems were modelled using a three unit
oligomer that had been successfully clicked. Such a short length was used to min-
imise the time required for the calculations to complete.
7.4 Naphthalimides
All naphthalimide systems were provided by Dr. Paul Hume, whom I thank.
7.4.1 UV-Visible Spectroscopy
UV-Visible spectra were obtained for the naphthalimide series using a USB2000+UV-
Vis-ES spectrometer (OceanOptics, Largo, FL). Samples were obtained at concen-
trations of between 2 × 10−5 and 1 × 10−3 mol L−1 in dichloromethane using 1 cm
quartz cuvettes.
7.4.2 FT-Raman Spectroscopy
FT-Raman spectra were obtained of solid state samples mixed with KBr using a
Bruker Optics MultiRAM spectrometer. Operating software of Bruker Opus v7.5
controlled the system. The excitation source used was a 1064 nm Nd:YAG laser with
a power output of 150 mW. Spectra were measured with 256 scans with a spectral
resolution of 4 cm−1.
7.4.3 Resonance Raman Spectroscopy
Resonance Raman spectra was obtained using samples at the same concentration as
reported for UV-Visible spectra in dichloromethane.
A 135° backscattering arrangement was used to collect spectra using 351, 405
and 448 nm excitations. Setup of the calibration, and software employed, were the
same as those reported earlier.
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7.4.4 Electronic Emission Spectroscopy
Emission spectra were obtained using a FS5 fluorimeter with a xenon arc lamp
source. Lifetimes were recorded using TCSPC photon counting on a FS5 fluorime-
ter with a 325.4 nm excitation from an EPLED-320 diode laser. Instrument response
was measured using a solution of LUDOX® (40 % weight in water). Excitation-
emission maps were taken at a concentration of 1×10−4 mol L−1, with an excitation
range of 220 – 500 nm, and emission range of 460 – 740 nm. Lifetimes were deter-
mined using DecayFit v1.4 (Dr. Søren Preus).
7.4.5 Computational Methods
Initial optimisation, frequency and time-dependent calculations were performed by
Dr. Paul Hume using the B3LYP functional and 6-311G(d,p) basis set. Subsequent
analysis of these calculations was performed using Molden215 and GaussSum216 soft-
wares.
7.5 Nitroxyl Donors
All nitroxyl donor systems were provided by Prof. Nicola Brasch and Prof. Paul
Sampson, whom I thank.
7.5.1 UV-Visible Spectroscopy
UV-Visible spectra were obtained for the nitroxyl donor series using a USB2000+UV-
Vis-ES spectrometer. Samples were obtained at concentrations of 2.1× 10−4, 1.5×
10−4, and 7.3 × 10−5 mol L−1, for NAP-6,2-CF3, MeONOBnCH3 and BHC-CF33,
respectively, in a solvent mixture of water and acetonitrile (92:8, v/v).
7.5.2 FT-Raman Spectroscopy
FT-Raman spectra were obtained of solid state samples mixed with KBr using a
Bruker Optics MultiRAM spectrometer. Operating software of Bruker Opus v7.5
controlled the system. The excitation source used was a 1064 nm Nd:YAG laser with
a power output of 150 mW. Spectra were measured with 256 scans with a spectral
resolution of 1 cm−1.
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7.5.3 Resonance Raman Spectroscopy
General Procedure
Resonance Raman spectra were obtained in the same method as described above,
using a 351 nm excitation and in a 135° backscattering arrangement. Sample con-
centrations were as described for the UV-Visible spectroscopy measurements.
Different Approaches
Three different acquisition approaches were performed to obtain spectral data. The
first was to obtain resonance Raman spectra in an identical manner to that of the
truxene and naphthalimide systems. It is acknowledged that during the 300 second
accumulation of data the system is likely to have photocleaved, resulting in the final
product visible in the spectrum not representing the initial state.
The second approach was to irradiate the sample before obtaining resonance
spectra to induce photocleavage such that only the spectra of photocleaved product
would be obtained.
Finally, a Raman time map was to be obtained at 351 nm excitation, wherein
spectra would be obtained of a blank (no sample is being irradiated using 351 nm
light), and spectra (of the nitroxyl donor) would be obtained once the beam stop
was removed. Spectra in this way were obtained with 10 accumulations of 0.1
second exposure, resulting in a total irradiation of 1 second per spectrum. This was
performed for the full 300 seconds as described above (3000 accumulations total).
Analysis of these maps removed the initial dark states and were presented as both
the map and as isolated spectra once the stop was removed and at the end of the
300 seconds.
7.5.4 Computational Methods
DFT and TD-DFT calculations were performed using the B3LYP functional. Sol-
vent field calculations, when used, were modelled using an acetonitrile solvent field
(keyword scrf; solvent = acetonitrile). Solvent field calculations, by default, use
a self-consistent reaction field method, which for Gaussian 09 was the polarizable
continuum model (PCM). For TD-DFT calculations the first 50 electronic transi-
tions were calculated (nstates=50). When performing excited state optimisations,




All NAP-6,2-CF3 calculations were performed using the 6-31G(d) basis set.
Initial calculations were performed ab initio – in the absence of a solvent field.
Further optimisations were performed using an acetonitrile field, and all subsequent
calculations had the same field applied. Simulated vibrational spectra were obtained
for both ab initio and solvent field calculations.
TD-DFT calculations were performed in an acetonitrile solvent field, with the
calculated transitions extracted using GaussSum.216 The lowest energy transition
was selected for excited state optimisations to allow for the comparison of bond
lengths between the ground and first excited state.
Deprotonation calculations were performed, wherein the proton attached to the
hydroxyl group and the nitrogen present in the sulfonamide were removed, and
a single negative charge was applied to the system, both locally (i.e., the charge
has directed onto the single where the deprotonation occurs) and globally. There
were no differences observed between local and global deprotonation. Following
optimisation, TD-DFT was performed to analyse the electronic structure of the
deprotonated species. Furthermore, optimisation of the first excited state structure
was also performed to analyse bond length differences between the ground and first
excited state of the deprotonated species.
Lastly, each possible decomposed product was simulated. Although these cal-
culations were performed, they provided little additional context to the main body
and were subsequently excluded from initial discussion. Additionally, they failed to
converge within given convergence criteria, so limited data could be extracted from
the calculations.
MeONOBnCH3
Initial calculations for MeONOBnCH3 were performed using the 6-31G(d) basis set.
Using this basis set, initial ab initio calculations (optimisation, simulated vibra-
tional and time-dependent calculations) were obtained. Additionally, solvent field
calculations (optimisation and simulated vibrational spectra) were obtained using
the 6-31G(d) basis set. However, TD-DFT calculations using 6-31G(d) suggested
an electronic transition occurring at over 1000 nm. Expanding the basis set to 6-
311G(d,p) removed this anomolous transition, and all subsequent calculations for
MeONOBnCH3 were performed using this basis set. Consequently, the optimisation




As with NAP-6,2-CF3, excited state optimisations of the first excited state were
performed. Additionally, deprotonation calculations were performed. However, as
only one deprotonation site (the nitrogen in the sulfonamide) was present only one
set of deprotonation calculations were performed. This included optimisation, vi-
brational calculation and time-dependent methods.
Again, decomposed systems were calculated for both C O and O N photocleav-
age pathways. Similarly, they added little to the argument therefore were excluded
from the main discussion. These calculations, however, did converge within the
convergence criteria.
BHC-CF3
All calculations for BHC-CF3 were performed using the GENECP hybrid basis set.
This composed of LANL2DZ describing the bromine atom, and 6-31G(d) describing
hydrogen, carbon, nitrogen, oxygen, fluorine and sulfur atoms.
Ab initio and solvent field (acetonitrile) calculations were performed. These in-
cluded optimisation, simulated vibrational frequency generation and time-dependent
methods. All subsequent calculations were performed in the acetonitrile field.
As with NAP-6,2-CF3 and MeONOBnCH3, excited state optimisations of the
first excited state were performed to analyse bond length differences between the
ground and excited state. Deprotonation calculations, using the same criteria as
NAP-6,2-CF3, were also performed. It was again noted that local and global depro-
tonations did not yield any differences.
Lastly, decomposition calculations were performed. Like MeONOBnCH3 these
calculations converged within the criteria, but also did not provide much to the
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Figure A.1: Calculated vibrational modes of truxene.
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1439 cm−1 1588 cm−1
1605 cm−1 2220 cm−1
Figure A.2: Key vibrational modes in TTRh.
183
APPENDIX A. APPENDICES FROM CHAPTER 2
1059 cm−1
1446 cm−1
1590 cm−1 1606 cm−1
2220 cm−1
Figure A.3: Vibrational modes of T2TRh.
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1053 cm−1 1435 cm−1
1453 cm−1 1590 cm−1
1609 cm−1 2220 cm
−1
Figure A.4: Vibrational modes of T3TRh.
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1068 cm−1 1443 cm−1
1529 cm−1 1595 cm−1
1604 cm−1 2221 cm
−1
Figure A.5: Vibrational modes of TTBTRh.
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1606 cm−1 2222 cm
−1
Figure A.6: Vibrational modes of TTDI.
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Figure A.7: Energies of the MOs for truxene, TTRh, T2TRh, T3TRh, TTBTRh
and TTDI. Orbitals range from LUMO+5 to HOMO-5.
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(a) LUMO+2 (b) LUMO+1
(c) LUMO (d) HOMO
(e) HOMO-1 (f) HOMO-2
Figure A.8: TTBTRh MOs associated with the electronic transitions at 623 and 372
nm.
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(a) LUMO+2 (b) LUMO+1
(c) LUMO (d) HOMO
(e) HOMO-1 (f) HOMO-2
Figure A.9: TTDI MOs associated with the electronic transitions at 532 and 358
nm.
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Figure A.10: Relative intensities of acceptor vs. core vibrations at around 1600
cm−1 for all compounds in the series at each excitation wavelength where Raman
bands were discernible.
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Figure A.11: Raman spectra, experimental and simulated, of T2TRh.
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Table B.1: Dispersion rate parameters and their electron phonon coupling constant
(λ̄) for PThBr, P3HTBr and PEDOTBr, calculated using Equations 3.1 and 3.2.
The numbering refers to the thickness of each film, as established in the main text.
Film D (×10−3 eV−1) λ̄
PThBr 1 24.1 0.546
PThBr 2 28.5 0.533
PThBr 3 33.8 0.595
P3HTBr 1 32.8 0.613
P3HTBr 2 30.0 0.628
P3HTBr 3 33.5 0.568
PEDOTBr 1 37.7 0.835
PEDOTBr 2 37.9 0.798
PEDOTBr 3 41.3 0.835
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Figure B.1: Simulated Raman spectra of 31P3HTBr obtained at the specified dihe-
dral angles. The inset demonstrates how the dihedral angle was determined.
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(a) LUMO (b) HOMO
Figure B.2: FMOs for 1PThBr.
(a) LUMO (b) HOMO
Figure B.3: FMOs for 2PThBr.
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(a) LUMO+2 (b) LUMO+1 (c) LUMO
(d) HOMO (e) HOMO-3
Figure B.4: MOs for 11P3HTBr.
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(a) LUMO+1 (b) LUMO (c) HOMO
Figure B.5: MOs for 21P3HTBr.
(a) LUMO (b) HOMO
Figure B.6: FMOs for 31P3HTBr.
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(a) LUMO (b) HOMO
(c) HOMO-1 (d) HOMO-2
Figure B.7: MOs for 21PEDOTBr.
(a) LUMO (b) HOMO
Figure B.8: FMOs for 2121PEDOTBr.
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Figure B.9: Dispersion plot used to calculated the dispersion rate for all polythio-
phene films. The numbering refers to the thickness of each film, as established in
the main text.
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(a) Resonance Raman spectra for PThBr
(thickness = 180 nm)
(b) Resonance Raman spectra for
PThBr (thickness = 250 nm)
(c) Resonance Raman spectra for
P3HTBr (thickness = 180 nm)
(d) Resonance Raman spectra for
P3HTBr (thickness = 430 nm)
(e) Resonance Raman spectra for PE-
DOTBr (thickness = 180 nm)
(f) Resonance Raman spectra for PE-
DOTBr (thickness = 430 nm)
Figure B.10: Resonance Raman spectra of the along chain mode for the polythio-
phene films not shown in the main text.
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Figure B.11: Difference in absorption intensities of the UV-vis spectra for PEDOT-
trz-Ni and PEDOT-trz-Cu between +0.8 and -1 V applied potentials.
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Figure B.12: Simulated UV-Vis spectra for 4DOT, 4DOT+, and 4DOT2+.
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Figure B.13: Resonance Raman spectra of PEDOT-N3, compared to pristine PE-
DOT. The inset is of the azide vibration at 2211 cm−1. Black lines are PEDOT
vibrations, whereas red lines are attributed to the azide moiety.
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Figure C.1: FT-Raman spectrum and simulated Raman spectrum of NIDCS M.
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Table C.1: Raman band labels for NIDCS M, experimental FT-Raman data and
simulated spectra.
NIDCS M
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Figure C.2: FT-Raman spectrum and simulated Raman spectrum for NIDCS MO.
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Table C.2: Raman band labels for NIDCS MO, experimental FT-Raman data and
simulated spectra.
NIDCS MO
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Figure C.3: NIDCS 2F
Figure C.4: FT-Raman spectrum and simulated Raman spectrum for NIDCS 2F.
Figure C.5: Emission spectra of NIDCS M obtained at the specified excitation wave-
length.
209
APPENDIX C. APPENDICES FROM CHAPTER 4
Table C.3: Raman band labels for NIDCS 2F, experimental FT-Raman data and
simulated spectra.
NIDCS 2F
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Figure C.6: Emission spectra of NIDCS MO obtained at the specified excitation
wavelength.
Figure C.7: Emission spectra of NIDCS 2F obtained at the specified excitation
wavelength.
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Figure C.8: Decay spectra for the NIDCS series. Emission wavelengths and approx-
imate lifetimes are described in Table 4.6.
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Figure D.1: Resonance Raman spectra for each nitroxyl donor obtained after irradi-
ating the sample to induce photocleavage. Solvent spectra (red) overlaid to highlight
the difficulty in assigning Raman modes to the donors.
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Figure D.2: Resonance Raman spectra obtained for each nitroxyl donor. Spectra
were obtained by accumulating 300 seconds of data, thus presenting an average
view of each donor. Solvent spectra (red) are displayed to highlight the difficulty in
assigning Raman modes to the donors.
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