Abstract. The selection of predefined analytic grids (partitions of the numeric ranges) to represent input and output functions as histograms has been proposed as a mechanism of approximation in order to control the tradeoff between accuracy and computation times in several areas ranging from simulation to constraint solving. In particular, the application of interval methods for probabilistic function characterization has been shown to have advantages over other methods based on the simulation of random samples. However, standard interval arithmetic has always been used for the computation steps. In this paper, we introduce an alternative approximate arithmetic aimed at controlling the cost of the interval operations. Its distinctive feature is that grids are taken into account by the operators. We apply the technique in the context of probability density functions in order to improve the accuracy of the probability estimates. Results show that this approach has advantages over existing approaches in some particular situations, although computation times tend to increase significantly when analyzing large functions.
Introduction
Recently, there has been increasing interest and activity in the theory and application of Interval Analysis and Interval Computation [1, 12, 14] . These techniques are recognized as a powerful tool for manipulating imprecise data and dealing with uncertainty. Therefore, they provide a formal basis for abstractions aimed to support quantitative approximation processes in a large number of application areas ranging from, e.g., robotics to constraint programming [2, 3, 11] .
The point of view of using interval arithmetic as an abstraction can be described formally in terms of abstract interpretation [8] . A set of values in the Also, for each component operation op which operates on elements of D (e.g., +, * ,...) an abstract counterpart op α (+ α , * α ,...) is defined that operates on the corresponding sets of intervals in D α . These abstract operations + α , * α ,... are the standard interval arithmetic operations, augmented to operate on sets of intervals. A function is then computed or approximated by replacing the operators in the program by their abstract counterparts and applying the resulting abstract function to sets of inputs at a time, such sets being represented as sets of intervals. In order to reason about the correctness of this process, partial order relations are considered in the concrete and abstract domains:
a set of intervals i is "smaller" than another set of intervals i if it corresponds to fewer values in D.
The standard interval operations (+ α , * α , ...) do verify two important properties. The first one is that they compute safe approximations, i.e., given two sets of concrete values a and b, then a+b ⊆ γ(α(a)+ α α(b)) (where by a+b we mean the set of results of pairwise adding all elements of a and b), a * b ⊆ γ(α(a) * α α(b)), etc. I.e., it is guaranteed that the intervals which are result of an operation contain all possible values that can be obtained from the operation of values from the interval operands. However, these operations are not completely precise in the sense that if there are data dependencies between the operands (e.g., due to variables appearing more than once in the computation), the interval result is not guaranteed to be the minimum interval that contains all possible output values (i.e. data dependencies are only considered at the interval level, not at the level of individual values) [12, 9] .
