A model is presented of a polymer electrolyte fuel cell including slow transient effects of liquid water accumulation and evaporation in gas diffusion electrodes ͑GDEs͒ and gas channels. The model is reduced dimensionally, coupling a one-dimensional ͑1D͒ model of gas and coolant channel flow to 1D models of transport through the membrane electrode assembly ͑MEA͒ and bipolar plates. An asymptotic reduction of the two-phase flow to a sharp interface model is used, in which phase change occurs at a front that evolves in time. The asymptotic reduction is based on an immobile water fraction in the GDE and a large capillary pressure. The water content in the membrane and channels is also tracked in time. Gas and thermal transport are taken to be at quasi-steady state on the time scale of liquid accumulation. Polymer electrolyte membrane ͑PEM͒ fuel cells are complex electrochemical devices that display transient behavior and hysteresis on a wide range of time scales. We present a model that captures the slow transient behavior associated to the accumulation of liquid water within the membrane electrode assembly ͑MEA͒ and gas flow fields of PEM fuel cells. Liquid water is widely known to play a critical role in overall cell performance, influencing the protonic conductivity of the Nafion membrane, the transportation of oxygen to reaction sites within the catalyst layers, 1 and the transportation of gases within the flow fields. Moreover, the time scale for liquid water buildup, on the order of tens of minutes, has an important impact on the dynamic loading of fuel cells typical for driving cycles.
Polymer electrolyte membrane ͑PEM͒ fuel cells are complex electrochemical devices that display transient behavior and hysteresis on a wide range of time scales. We present a model that captures the slow transient behavior associated to the accumulation of liquid water within the membrane electrode assembly ͑MEA͒ and gas flow fields of PEM fuel cells. Liquid water is widely known to play a critical role in overall cell performance, influencing the protonic conductivity of the Nafion membrane, the transportation of oxygen to reaction sites within the catalyst layers, 1 and the transportation of gases within the flow fields. Moreover, the time scale for liquid water buildup, on the order of tens of minutes, has an important impact on the dynamic loading of fuel cells typical for driving cycles. 2, 3 Indeed, any predictive model designed for the optimization of automotive and other nonstationary applications of PEM fuel cells must resolve the transients and hysteresis on these time scales.
There is substantial literature on computational fluid dynamicsbased models for PEM fuel cells that include two-phase effects ͑see for example, Ref. [4] [5] [6] [7] [8] [9] , and references therein͒. These models resolve various subcomponents of PEM fuel cells, or even the full cell. More recent work has included transient, two-phase effects; however, they either consider analysis of a single component 10, 11 or present a full three-dimensional simulation without rigorous reduction, 12 for which the computational requirements are unsuitable for optimization schemes requiring extensive parameter testing or for upscaling to stack-level codes. Models that use analytical reductions of the subscale processes within the fuel cell, particularly the 1 + one-dimensional ͑1D͒ models, which exploit the nearly 1000:1 aspect ratio of the MEA thickness vs the along-the-channel distance of PEM unit cells, are well suited for these tasks. Several authors have proposed 1 + 1D models, [13] [14] [15] [16] [17] which couple 1D through-plane flux in the MEA to 1D along-the-channel models for channel and coolant flow. We extend these models by applying a detailed sharp-interface analysis of two-phase flow within the gas diffusion layer, developed in Ref. 18 , which permits a semianalytical reduction for the motion of two-phase zones, accounting for all aspects of heat and mass transport.
The 1 + 1D slow transient model presented here dynamically tracks the accumulation of liquid water within the membrane, gas diffusion electrodes, and flow field channels of a PEM unit cell. The fast processes: convection, diffusion, and electrochemical reaction, are taken at steady state, dynamically driven by changing operational conditions. The slow transients captured by the model are as follows:
1. Buildup of liquid water within the gas diffusion electrode. 2. Hydration/dehydration of the electrolyte membrane. 3. Condensation/evaporation of a water residue within flow field channels.
This quasi-steady reduction is an essential step in the development of a robustly coupled model of the subprocesses whose unity forms the fuel cell operation. The subprocess coupling is rendered quite stiff by the latent heat of phase change, which is rapid at a local, micron length scale, but whose cumulative effects are slow due to the 1000-fold ratio of the volume densities of liquid and gas. Moreover, phase change also couples to the water transfer between anode and cathode, which is particularly sensitive to the presence of liquid water in the cathode electrode.
The quasi-steady reduction of the two-phase flow is predicated on two key assumptions:
1. The pores in the electrode are primarily hydrophobic, which leads to an immobile water volume fraction, ␤ * , below which liquid water does not move.
2. Capillary pressure is asymptotically large in the hydrophobic pores; water above the immobile volume fraction moves readily.
These assumptions have been verified experimentally for hydrophobic soils. 19 Partial validation within the context of PEM fuel cells can been found in ex situ visualization, 20, 21 in which liquid water transport in the gas diffusion electrode is seen to be dominated by fingering and channeling rather than by a converging capillary tree. An alternative model, the multiphase mixture M 2 , treats the vapor and liquid phase as a mixture. This yields computational simplifications in the case of a relatively weak capillary pressure function for which the transitions from dry to two-phase regimes is continuous in the volume fraction but not smooth ͑see Ref. 22 and 23͒.
The dynamic variables are z p ͑y,t͒, the location of the two-phase interface in a given y slice of the MEA, u͑y,z,t͒, the membrane water content, and R͑y,t͒, the channel liquid residue. All other variables satisfy steady-state equations, driven adiabatically by these time-evolving quantities and time-dependent operating conditions. We present the through-plane model, omitting the discussion of the electrochemical reactions within the catalyst layers and the charge transport within the membrane, which are identical to those presented in Ref. 13 , and roughly describe the channel and voltage models, which are presented in more detail in Ref. 24 .
Electrode equations.-We treat the catalyst layer as an interface and focus on the water buildup within the gas diffusion electrodes ͑GDEs͒. More detailed treatments of the catalyst layer can be included in the model ͑see Ref. 25-27͒ . The key to the reduction is to relate the quasi-steady electrode variables: temperature, gas concentrations, liquid water volume fraction, and the dynamic two-phase front velocity z p Ј͑y,t͒ to the fluxes of heat, N T , oxygen, N o , total gas, N g , and total water, N w . In turn, the electrode fluxes from each side of the membrane are viewed as prescribed at the catalyst layer in terms of the membrane fluxes and the local current density, I͑y͒, and overpotential, ͑y͒, which prescribe the consumption/production of gases and heat. The heat of absorption for water entering the membrane is accounted for, with the latent heat taken to be the same as for evaporation for lack of a more precise value. Within each of the dry and two-phase regions in the electrode, the fluxes are taken as constant. Jump conditions for the heat and water fluxes are developed that account for the rate of evolution of the two-phase boundary. Thus at a particular slice y of the MEA, we consider a mixed regime in which part of the GDE slice ͓0,z p ͑y,t͔͒ is single phase and part ͓z p ͑y,t͒,L g ͔ is two phase ͑see Fig. 1͒ . The fully dry regime, occurring when z p = L g , and the fully two-phase regime, occurring when z p = 0, are special cases of the general formulation.
Single-phase equations.-We assume the ideal gas law
and Darcy's law for the gas velocity U
The total gas molar flux is purely convective
Species gas fluxes are comprised of convection and Fickian diffusion
Thermal transport has both a convective and a diffusive component. The diffusive heat conductance is dominated by the solid phase ͑graphite͒
We replace the gas flux with its constitutive form
The fluxes are collected into a vector, N = ͑N T ,N g ,N o ,N w ͒ t , where the total water flux N w equals N v , the vapor flux, in the dry regime. The flux-gradient relation takes the form
where
where f = KR/ g and f h = g c g KR/ g Ϸ 7.9 ϫ 10 −4 W/͑m K 2 ͒. Note that f h T Ϸ 0.27 W/͑mK͒, and so is a reasonable contributor to the thermal flux.
It was shown in Ref. 18 that the fluxes are constant to excellent approximation away from the boundary layer where the electrode changes from single phase to two phase. Moreover, the gradients of the variables are also small. The slight variation in temperature and vapor concentration plays a central role in phase change, but a negligible role in the variation of the transport matrix over the thickness of the MEA. In particular, we may reduce the nonlinear system ͑Eq. 7͒ to a linear approximation by taking M to be a constant depending on channel position but not upon distance z into the dry region of the MEA. The gradient ‫ץ‬ z V is determined from the fluxes via
where M c = M͑V c ͒ is the transport matrix evaluated at the channel conditions V c = ͑T c ,C c ,C o,c ,C v,c ͒ t . We impose the following conditions on the diffusive heat and mass transport at the channel-GDE interface
where V 0 = ͑T 0 ,C 0 ,C o,0 ,C v,0 ͒ t are the values on the electrode side of the channel-electrode interface and n T and n g are heat and mass transport coefficients inversely related to the Nusselt and Sherwood numbers. These transport coefficients model the boundary layer, which forms in the channel flow, and are influenced by the gas flux and the accumulation of liquid water on the GDE within the channel. The relative humidity ͑RH͒, r cat , oxygen concentration, C o,cat , and temperature, T cat at the catalyst layer are determined by the fluxes and the channel concentrations. For the latter two, we have for the dry case
The RH is given by
and P sat is the saturation pressure. It is consistent with our approximations to take a linear approximation of the RH about the z = 0 values
where C sat,0 = C sat ͑T 0 ͒, r 0 = r͑z = 0͒, and
with
Two-phase equations.-In the two-phase regime the analysis presented in Ref. 18 shows that, to excellent approximation, the gas is saturated and phase change occurs only in boundary layers at the ends of the two-phase region. Thus, C v = C sat ͑T͒ and N l is constant throughout the interior of the two-phase region. Although the liquid volume fraction, ␤, exceeds the immobile volume fraction, ␤ * , the large capillary pressure prevents ␤ from deviating too far from ␤ * . It is therefore consistent with the level of approximation to take ␤ = ␤ * in the two-phase region. The saturation profile is known once the extent of the two-phase region is determined, and the liquid water flux is exactly the amount of water flux in excess of that which can be carried by the saturated vapor ͑see Fig. 2͒ . The influence of the liquid volume fraction, ␤, on the gas flow comes only through the relative permeabilities. Darcy's law for the gas velocity U takes the form
where k g* is the relative permeability for the gas phase in the electrode at ␤ = ␤ * . The liquid water flux contributes to the heat flux, which is given by
Here, w is the thermal conductivity of wetted graphite, which is larger than that of the dry graphite. The total water flux, N w , is the sum of the vapor and liquid fluxes
The liquid flux is given through Darcy's law as
where the liquid pressure is the sum of the gas pressure and the capillary pressure
Thus while ‫ץ‬ z ␤ is small, the quantity
is not small. Rather than trying to resolve the small variations in ␤, we replace ‫ץ‬ z ␤ as an unknown with N l . What must be resolved within the two-phase region is not the values of the unknowns, T, C, C o , ␤, but their gradients. Thus, we consider the principle unknowns to be gradients
where we replace the ill-conditioned ‫ץ‬ z ␤ with the well-conditioned N l . The flux-gradient relation becomes
The wet transport matrix is given explicitly by
The fourth row of the matrix shows that the temperature and concentration profiles play an important role in water transport. In particular, the temperature profile determines the vapor profile via the saturation assumption, which, in turn, determines how much water is carried as vapor and liquid.
Linearizing about the channel values, the matrix N is always invertible, and the gradients are again determined by the fluxes
where N c = N͑W c ͒.
Mixed regime: Slow evolution of the interface.-In a transient situation it is often the case that a particular y slice of the electrode is partially in a dry regime and partially in a two-phase regime. Because the capillary pressure precludes water from entering the electrode from the channel, and liquid can only be formed at the membrane or at a single-phase-two-phase boundary layer, we assume that the dry region occupies a section ͓0,z p ͑t͔͒ adjacent to the channel, while the wet region ͓z p ͑t͒,L g ͔ is adjacent to the membrane. At each time step z p ͑t͒ is known and the goal is to determine its evolution by computing z p Ј͑t͒. This requires knowledge of the conden- sative flux ⌫ at the two-phase boundary layer. Label the dry region A and the two-phase region B so that the dry variables are
with fluxes
and the wet variables are
The analysis of Ref. 18 shows that, except for the liquid volume fraction, the variables are continuous across the two-phase boundary layer, but the fluxes jump. Energy and molar balances across the boundary layer lead to the jump conditions
where S ជ p is the stoichiometric vector for the phase change
and S ជ f is the stoichiometric vector for the front motion
and z p Ј = ͑dz p ͒/dt. The fourth component of Eq. 35 represents the balance of total water: the net water flux into the front serves to move the front. The phase change has no impact on the net water balance. This is in essence a Stefan condition for the free surface. The iterations proceed as follows. We take N B as known, the N A are then given in terms of ⌫ and z p Ј by Eq. 35. The gradients ‫ץ‬ z V and ‫ץ‬ z W are determined by the fluxes through Eq. 9 and 30, and, in particular
Similarly, the wet gradients satisfy
Two extra conditions are required to determine ⌫ and z p Ј. The first is that, for an asymptotically large evaporation rate ͑see Ref. 18͒, the RH equals 1 at the location of the two-phase interface z = z p . This condition, combined with Eq. 18, yields an expression for the gradient of the vapor and temperature
In terms of the channel values, we have
Keeping terms that are linear in fluxes and gradients ͑Eq. 40͒, we find
Replacing the vapor and temperature gradients with those given by Eq. 38 and replacing N A with N B via Eq. 35 yields an equation for
where E k denotes the kth component of vector E ជ . The second condition arises from the degeneracy of the water transport. In principle, there should be five distinct equations in each regime, but the liquid transport in the dry phase is trivial and the vapor transport in the two-phase regime is degenerate, being slaved to the temperature and concentration profiles. Thus in the two-phase regime, only the total water flux is balanced. In particular, the fourth component of the jump condition ͑Eq. 35͒ expresses balance of total water. The liquid water fluxes must also balance
The liquid that enters the two-phase point either evaporates or moves to the front. Because N l = H 4 is known from Eq. 38, Eq. 45 and 46 yield a system for ⌫ and z p Ј in terms of the channel values, the two-phase point z p , and the fluxes from the membrane N B
͓47͔
The matrix on the left-hand side of Eq. 47 is always invertible, and the condensative flux ⌫ and the velocity of the two-phase point z p Ј are uniquely determined. In particular, in the limit as the front approaches the channel, z p → 0, the system simplifies to
which is nondegenerate for positive values of the inverse heat and mass transfer coefficients, n T and n g , derived from the Nusselt and Sherwood numbers. Indeed, as the front approaches the channel, the phase change at the two-phase point serves to humidify the GDE between the front and the channel, with the mass transport limitation at the channel serving as a bottleneck. The mass transport limitations ͑Eq. 13͒ model the boundary layer at the GDE-channel interface, without which the front evolution is ill-posed as the front approached the channel. In implementation, we take n g = 0 because the impact of the thermal mass transport limitations dominate.
With the fluxes and gradients determined, the continuity of temperature and gas concentrations at the two-phase point permits the calculation of the values of oxygen concentration and temperature at the catalyst layer from their channel values and the fluxes N B
Slow membrane transients.-We present only the water transport within the membrane, which is the slow process. The protonic transport rapidly reaches equilibrium and is taken at steady state, following the usual Nernst-Plank formulation ͑see Ref. 13 for details͒. Because of the large aspect ratio of the membrane, water transport is taken in the through-plane direction only at each channel location y. The membrane molar water density u͑y,z,t͒ is a 1D
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profile through the membrane with a shifted coordinate z ͓0,L m ͔, with z = 0 and z = L m , corresponding to the cathode and anode sides of the membrane. The diffusive motion of water in the membrane is described by the equation
The water self-diffusivity D w depends on water content. We take hydronium as the primary protonic carrier, modeling the anode hydrogen oxidation and cathode oxygen reduction reactions as
This formulation is equivalent to setting the water drag coefficient equal to 1. At the cathode, we balance the diffusion into the membrane against the water production and the water flux, J ct , into the membrane from the cathode electrode
Here, i͑y͒ is the local current density. Similarly at the anode, the water balance reads
where J an is the water flux from the membrane into the anode electrode. The water fluxes J ct and J an are assumed to be proportional to the disequilibrium between membrane water content and isotherm
The mass transport parameter ␥ models the efficiency of the catalyst layer to transport water from the membrane phase into the void space. Equations 54 and 55 were previously proposed in Ref. 13 , where the value of ␥ was fitted to the data. A detailed study of the variability of such a mass transport parameter with adsorption and desorption was conducted in Ref. 28 . The membrane isotherms at the anode and cathode sides of the membrane, u an * and u ct * , are based on the RH at the catalyst through a literature sorption curve. To model a membrane that is physically constrained ͑see Ref. 29͒, the maximum water content of the membrane is capped at u max . This is imposed by modifying the cathode boundary condition: if u͑0,t͒ Ͼ u max , then Eq. 55 is replaced with u͑0,t͒ = u max ͓56͔
This approach gives good agreement with experimental data ͑see Ref. 13 and Fig. 3-6͒ . For computational simplicity the membrane water transport model ͑Eq. 51͒ is replaced with a three-parameter approximation that tracks the average water and the water gradients
where u 0 ͑y,t͒, u 1 ͑y,t͒, and u 2 ͑y,t͒ are time-dependent coefficients to be determined. The coefficient u 0 is the average water content, while u 1 and u 2 describe the spatial variations through the membrane. The 
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Equations 58 and 59 are linear in u 1 and u 2 and can be solved for these values in terms of u 0 , i, J ct , and J an . Integrating Eq. 51 over the interval ͓0,L m ͔ and using the form of Eq. 57 and Eq. 58 and 59 yields
which is an expression for conservation of total water in the membrane.
Two-phase channel model.-The local electrode model described above is coupled at the unit cell level using the numerical approach described in Ref. 24 , suitable for modeling cells with straight gas channels. The consumption of channel reactants is determined by the local current density, while channel water flux is impacted by water production at the cathode catalyst, and electroosmotic drag and back diffusion through the membrane. The channel flux couples to the fluxes into and out of the MEA. In the case of undersaturated gases and a dry channel, these relations take the form
where w ch and d ch denote the channel width and depth, and the index j takes the values h, n, o, and w, to denote hydrogen, nitrogen, oxygen, and total water. When the channel gases saturate, or liquid water is present or entering the channel, the equation for the water flux must be modified. Visualization experiments ͑see Ref. 21 and 30͒, reported that liquid water within the channel takes the form of droplets attached to the MEA that either separate and blow down the channel at a critical density or are absorbed into a thin liquid water layer. We track this accumulation of liquid water through the channel water residue, R͑y,t͒, with units of moles per length of the channel ͑in moles per meter͒. The maximum residue density is taken as a percentage, ␤ ch , of the local channel cross section, A, so that R max = ␤ ch AC l . Liquid water in excess of the maximum, R Ͼ R max , is assumed to be carried passively down the channel, entrained in the gas flow. At locations where the channel is saturated, C v = C sat and liquid water exiting the MEA-channel interface, N l Ͻ 0, forms a residue and modifies the channel vapor flux equation ͑Eq. 61͒ Figure 4 . Current density associated to the top two runs depicted in Fig. 3 . The impact of the two-phase regions on the current is readily seen in the jumps in current density at inlet and outlet. 
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where H is the Heaviside function, and −͑N w − N l ͒ is the vapor flux entering the channel from the MEA. We assume that liquid water exits the MEA-channel interface only when the channel is saturated. Condensation of channel vapor is neglected when the channel is saturated because this is typically small relative to the flux of liquid water from the MEA. At channel locations that are unsaturated, C v Ͻ C sat , and have water residue, R Ͼ 0, the residue evaporates and contributes to the channel vapor water flux
The evaporative rate constant ⌫ 0 is on the order of 0.1 m 2 /s. The dynamic equations ͑Eq. 47, 60, 62, and 64͒ are used to update z p , u 0 , and R in time. When a MEA y-slice, which was previously dry, predicts a RH of Ͼ1 at the catalyst layer, the location is switched to a two-phase solve with z p = L g . MEA y slices, which were previously wet with updated z p values of ϾL g , are switched to the dry regime. The gas dynamics and thermal transport in channels and electrodes are taken at quasi-steady state, driven by the slow dynamics of z p , u 0 , and R. At each channel grid point, we compute the local current density, temperature distributions through the MEA, plates and coolant, channel, and catalyst gas concentrations. As described in Ref. 31 , momentum and mass conservation laws, which account for viscous losses in the channel flow fields, are included in this model, although the impact of two-phase flow within the channel flow fields is not yet incorporated into the gas flow.
The model can be extended to the stack level, including the thermal and electrical interaction of unit cells through shared bipolar plates, as considered in Ref. 24 for a steady-state model. Also, flow sharing effects through headers can be included. 31 In this paper, only single-cell computations are shown because this is the only experimental data available for validation.
Results and Validation
Steady-state validation against MEA water content.-We first compare simulations to steady-state data of distributions of water content within the MEA obtained from Ballard Power System straight-channel test cells. 32 In a series of experiments, the coolant inlet temperature is decreased from 69 to 60°C, with a fixed inlet dew point of 61°C and current density of 0.33 A/cm 2 . The cell is air-fuel counterflowing with the coolant flow in the same sense as the airstream ͑left-to-right͒, and the coolant is not recirculated on the test apparatus. Figure 3 compares the total MEA water content, obtained numerically by summing the water content of membrane and anode and cathode GDEs along the y slices to experimental data that measures water content in x-y-averaged cross sections of the MEA. The numerical scheme accurately captures the high and low values of the water content, and the location of the transition points. The two-phase region within the MEA is seen to increase and migrate toward the air inlet as the cell cools, eventually leading to a twophase regime that extends from the air inlet down to 58 cm. In the first ͑70°C͒ cell, both data and experiment show a gradual increase in MEA water content in the first 10 cm at the air inlet, which is consistent with an increase in channel RH, and a corresponding increase in membrane water content. The onset of channel saturation is marked by a sharp transition in total MEA water content, at y = 10 cm, which is also reflected in the data. The only qualitative difference between computed and experimental data is in the sharpness of the transition from low to high hydration values. This may arise from a lack of in-plane ͑x-z͒ diffusion within the MEA model, leading to sharper fronts. However, the data average over several channels, which may blur the transition region. Figure 4 depicts the computed current densities associated with each of the runs. The transitions in membrane hydration within the two-phase regions lead to steps in the local current density, which counterbalance the general decline due to oxygen consumption. Figure 5 compares experimental and computed MEA water contents for a low current density, 0.03 A/cm 2 , run for a counterflowing cell with nonrecirculating coolant inlet temperatures between 70 and 57°C and an inlet dew point of 59.6°C. The reduced water production and relatively low inlet RH at the 70°C inlet feed leads to a small two-phase region that is shifted toward the fuel inlet of the cell. Both data and experiment show a gentle ramp-up of MEA water content as the air channel humidifies, followed by a jump at roughly y = 34 cm, where the cathode channel saturates. With decreasing cell inlet temperatures, but constant dew point, the twophase region again grows and migrates toward the air inlet. The agreement between experiment and data is within the margin of error and accurately captures the location of the two-phase zones. In Fig. 6 , the current is again 0.33 A/cm 2 , but the inlet dew points are at 0°C for both the air and fuel feeds, whereas the inlet temperature is 65°C. The subfigure on the left depicts both the computed and the experimental values of the MEA water content. The channel saturates at ϳ30 cm but the anode does not, and as a result, no twophase region forms inside the cathode GDE. The maximum water accumulation is ϳ2.8 mg/cm 2 , about half that seen at the more humid operating conditions, and in good agreement with the data. The current density peaks in the middle of the cell, where the cathode gas flow saturates, and drops off rapidly due to oxygen depletion within the channel.
Transient validation against MEA water content.-The model is validated against transient data taken from Ref. 33 . Figures 7-9 show MEA water contents taken at different times during transient fuel cell operation. In particular, Fig. 7 and 8 investigate MEA drying in response to a step change in operating conditions, from watervapor-saturated gases to undersaturated gases. The operating current is 0.33 A/cm 2 , which is not sufficient to maintain full hydration of the MEA with the fuel cell operating at 63°C inlet coolant temperature and the coflowing inlet air and fuel at a 57°C dew point. The MEA dries partially from the inlet end, and a drying front propa- gates down the channel in the direction of the flow. The MEA drying process takes ϳ20 min, after which a steady state is achieved. The agreement between experiment and data is qualitatively excellent, and within the margin of error of the experimental data. We note that it is not possible to match the time scale of the transients without inclusion of the channel liquid water residue, which contains roughly the same mass of liquid water as the MEA. The evaporation of this accumulated water contributes significantly to the cooling of the cell during the drying purge. At higher operating temperatures, with 70°C inlet coolant temperature and inlet dew points of 64°C for both air and fuel, the evaporation front moves much more quickly, partially drying the cell in 4 min and reaching a steady state at roughly 6 min. Again, the qualitative agreement with experiment is good, although the model predicts that the reduced water production at the outlet will lead to a downturn in MEA water content due to water crossover to the dry fuel inlet, which is not reproduced in the experimental data.
A step change from dry conditions to more humid but still undersaturated inlet feeds is depicted in Fig. 9 . Initially, the MEA water content is uniformly low, ϳ0.7 mg/cm 2 , but after switching to 0.1 A/cm 2 and 63°C inlet coolant temperature and 58°C fuel and air dew points, the cell begins to humidify, reaching a steady state in roughly 10 min. Both experiment and model predict the formation of a two-phase region at roughly y = 20 cm, yet the model predicts a more gradual ramp-up in water content near the inlet as the gas channels humidify, an effect which is not clearly resolved in the experimental data.
Cyclovoltammetry and hysteresis in polarization curves.-As a final application of the model, we present a cyclovoltammetry study which displays hysteresis in polarization curves. The current density is adjusted from 0.1 A/cm 2 up to 1.2 A/cm 2 and then back down, in equal steps on a time scale of 5, 100, 300, 600, and 1200 s. The upward and downward branches of the polarization curve differ due to the changes in cell water content that occur over the loop. Water management in fuel cells is a trade-off between the positive effect on membrane conductivity of humidification and the negative effects of catalyst layer and GDE flooding. The parameters in our model are derived from Ballard MEAs that are resistant to flooding, as shown in the experimental MEA water content of the previous (b) Figure 7 . MEA water profiles at different times after a step change in operating conditions. The cell is initially well humidified and partially dries after a switch to operating at 0.33 A/cm 2 under coflow conditions with a temperature of 63°C and an inlet dew point of 57°C for both air and fuel. 
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section. The cyclic voltammetry curves predicted by the model shown in Fig. 10 and 11 reflect this fact. Here, the branches corresponding to reducing current perform better due to the built-up water content from higher currents. Cyclovoltammetry studies in other MEA designs and under different operating conditions can show a mix of flooding and membrane hydration effects. 10 In Fig. 10 , we start the loop from the steady-state current induced by the operating conditions at 0.1 A/cm 2 , corresponding to a dry cell. The 5 s loop generates little water, and the polarization curve is relatively closed. As the loop time increases to 100, 300, and 600 s, the loop opens considerably, with the upward stroke of the curve being more elevated due to the buildup of liquid water. In particular, the slower, wetter curve has a much lower ohmic resistance, reflected in the more gradual slope to the I-V curve over the range 0.4-0.8 A/cm 2 . As the loop speed approaches 20 min, the polarization curve is essentially at steady state for each data point and the loop closes again. Figures 11-13 depict a limit-cycle polarization curve in which the polarization loop is run repeatedly at the same frequency until it converges to a limit cycle. This is a convenient characterization of the hysteresis within the system because the limit cycle curve is independent of initial data and shows the full impact of the time dependency. Figure 11 shows the I-V plot for the limit cycles developed at 5, 100, 300, 600, and 1200 s. Note that the 5 s limit cycle is now centered in the middle of the 100 s limit I-V limit cycle and is more closed. The minimal cell voltage, obtained at 1.2 A/cm 2 , increases with the period of the limit cycle as the slope of the central portion of the curve decreases. More significantly, the voltage differs by up to 20%, at the same current density, on the upstroke and downstroke of the polarization curve. It is apparent that any robust optimization of fuel cell performance over typical driving cycles must account for this slow hysteresis induced by liquid water buildup. In Fig. 12 , the y-averaged MEA water contents are depicted over the range of the cells' periodic current oscillation. The 5 s loop has essentially constant water content, while the 100 and 300 s loops have substantial variation in water content over the duration of the loop, with water content increasing for current densities of Ͼ0.6 A/cm 2 and decreasing for lower current densities. However, over the slower polarization limit cycles this symmetry is broken, with the water content increasing for a broad range of current densities on the upstroke of the curve, and decreasing for a broad range on the downstroke, giving the water content a slanted aspect. In Fig. 13 , the y-averaged cathode channel temperature is presented as a function of current density over the limit-cycle loop. Strong hysteretic effects can be seen between the rapid ͑5 s͒ loops and the slow ͑1200 s͒ loops.
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There is less hysteresis in this quantity, except for the 300 s loop because the impact of phase change on temperature is relatively small compared to that of the coolant.
Michigan State University assisted in meeting the publication costs of this article. The cell current density is driven in a loop from almost zero to 1.2 A/cm 2 over a period of 5 s ͑left-solid line͒, 100 s ͑left-dashed line͒, 300 s ͑right-solid line͒, 600 s ͑right-dotted line͒, and 1200 s ͑right-dashed line͒, until the polarization curve converges to a limit cycle. The limit cycle, which is independent of the initial condition, is plotted. Figure 12 . Hysteresis loop for y-averaged MEA water content corresponding to the conditions of Fig. 11 . The cell water content displays a dramatic hysteretic effect, filling with water for average currents of Ͼ0.6 A/cm 2 and drying for lower currents. The 300 s loop has the most dramatic water content difference, with the loop narrowing and elongating as the period approaches 1200 s. 
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