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Abstract:- We consider quadruples of matrices (E,A,B,C), representing singular linear time
invariant systems in the form
Ex˙(t) = Ax+Bu
y = Cx
}
(1)
with E,A ∈ Mp×n(C), B ∈ Mp×m(C) and C ∈ Mq×n(C)under proportional and derivative
feedback and proportional and derivative output injection.
In this paper we present a canonical reduced form preserving the structure of the system and
we obtain a collection of invariants that they permit us to deduce the canonical reduced form.
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1 Introduction
We denote by Mp×n(C) the space of com-
plex matrices having p rows and n columns,
and in the case which p = n we write Mn(C).
We consider the set M of quadruples of
matrices (E,A,B,C) representing families of
singular linear time invariant systems in the
form Ex˙ = Ax + Bu, y = Cx with E,A ∈
Mp×n(C), B ∈ Mp×m(C) and C ∈ Mq×n(C),
under equivalence relation that accepting one
or more, of the following transformations: ba-
sis change in the state space, input space, out-
put space, feedback, derivative feedback, out-
put injection, derivative output injection and
premultiplication by an invertible matrix.
The case where one or both of matrices B
and C does not appear in the systems, has
been largely studied, so we consider the cases
where rankB > 0 and rankC > 0.
In [4], a canonical reduced form is pre-
sented, but we want to emphasize about the
structure of the system, so we present a new
canonical reduced form, where the system de-
compose into independent systems a maximal
regular system and a minimal strictly singular
system. Also, in this paper, a complete sys-
tem of invariants given the canonical reduced
form is obtained.
In the sequel we will use the following no-
tations.
- In denotes the n-order identity matrix,
- N denotes a nilpotent matrix in its re-
duced form N = diag(N1, . . . , N`), Ni =
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(
0 Ini−1
0 0
)
∈Mni(C),
- J denotes the Jordan matrix J =
diag(J1, . . . , Jt), Ji = diag(Ji1 , . . . , Jis), Jij =
λiI +N ,
- L = diag = (L1, . . . , Lq), Lj =
(
Inj 0
) ∈
Mnj×(nj+1)(C),
- R = diag(R1, . . . , Rp), Rnj =
(
0 Inj
) ∈
Mnj×(nj+1)(C)
- t, rc y ro determine the quantity of con-
trollable and observable, controllable no ob-
servable and observable no controllable blocks
that appear in an standard triple of matrices.
2 Equivalence of singular sys-
tems
We consider singular linear as in (1), many
interesting and useful equivalence relations
between singular systems have been defined.
We deal with the equivalence relation accept-
ing one or more, of the following transfor-
mations: basis change in the state space, in-
put space, output space, operations of state
and derivative feedback, state and derivative
output injection and to pre-multiply the first
equation in (1) by an invertible matrix. That
is to say.
Definition 1 Two quadruples
(Ei, Ai, Bi, Ci) ∈ M, i = 1, 2, are equiv-
alent if and only if there exist matrices
P ∈ Gl(n;C),Q ∈ Gl(p;C), R ∈ Gl(m;C),
S ∈ Gl(q;C), FBE , FBA ∈Mm×n(C), FCE , FCA ∈
Mp×q(C) such that
E2 = QE1P +QB1FBE + FEC1P,
A2 = QA1P +QB1FBA + FAC1P,
B2 = QB1R,
C2 = SC1P,
Following [4], we can reduce any quadruple
to a simpler form.
Theorem 1 Let (E,A,B,C) ∈ M be
a quadruple of matrices. Then it is equiva-
lent under equivalence relation considered, to
a quadruple (Eω, Aω, Iω, Iω) in the following
form:
((
E
0
)
,
(
A
0
)
,
(
0
Ib
)
,
(
0
Ic
))
where (E,A) is a pair in its Kronecker reduced
form.
A collection of structural invariants to
the quadruple (Eω, Aω, Iω, Iω) characterizing
equivalent quadruples is the following collec-
tion of numbers
i) ω1 ≥ ω2 ≥ · · · ≥ ωz ≥ 1 nilpotency in-
dices
ii) k1(λ) ≥ k2(λ) ≥ · · · ≥ kj(λ)(λ) ≥
1 Segre characteristic corresponding to
eigenvalue λ
iii) ²1 ≥ · · · ≥ ²r² > ²r²+1 = · · · = ²rk = 0
column minimal indices
iv) η1 ≥ . . . ηlη > ηlη+1 = · · · = ηlk = 0 row
minimal indices
3 New canonical reduced form
In [4], a canonical reduced form preserv-
ing partition in matrices E, A, B, C is ob-
tained, now we present a new canonical re-
duced form preserving the structure of the
system and providing a decomposition of the
system into two independent subsystem, one
of them a maximal regular subsystem, the sec-
ond one a minimal strictly singular subsystem,
and each one is given in its canonical reduced
form.
Theorem 2 Let (E,A,B,C) ∈ M be a
quadruple of matrices. Then it can be reduced
under equivalence relation considered, to the
following reduced form (Ec, Ac, Bc, Cc):((
I1 0
0 Ek
)
,
(
Ae
Ak
)
,
(
Be 0
0 0
)
,
(
Ce 0
0 0
))
where (Ae, Be, Ce) and (Ek, Ak) are in its Kro-
necker reduced form (see [6], [3] respectively).
Proof.
Let (E,A,B,C) be a quadruple and
(Eω, Aω, Iω, Iω) its reduced form given in The-
orem 1. So, the quadruple (Eω, Aω, Iω, Iω) is
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partitioned in the following manner((
Er
Es
0
)
,
(
Ar
As
0
)
,
(
0 0
0 0
Ib 0
)
,
(
0 0 Ic
0 0 0
))
with
(Er, Ar) =
((
I1
N
)
,
(
J
I2
))
and
(Es, As) =
((
L
Lt
)
,
(
R
Rt
))
We proceed by performing the following
steps
Step 1: We consider the subquadruple
(E′, A′.B′.C ′):((
L
LT
0
)
,
(
R
RT
0
)
,
(
0
0
Ib
)
, ( 0 0 Ic )
)
and we take the subtriple:((
L
0
)
,
(
R
0
)
,
(
0
Ib
))
and we distinguish two cases depending on re-
lation between rk and b.
a) rk ≤ b
In this case the triple is writtenL0
0
 ,
R0
0
 ,
 0 0Irc 0
0 It
 ,
with rc = rk, t = b − rc ≥ 0. Then, it is
controllable.
Detailing the subtriple
((
L
0
)
,
(
R
0
)
,
(
0
Irc
))
,
we have
(
L
0
)
=

L1 0
0 0
L2 0
0 0
. . .
...
Lr² 0
0 0
0

,
(
0
Irc
)
=

0 0
1 0
0 0
1 0
. . .
...
0 0
1 0
0 0 . . . 0 Irc−r²

,
(
R
0
)
=

R1 0
0 0
R2 0
0 0
. . .
...
Rr² 0
0 0
0

.
It is easy to verify that the controllability in-
dices of each subsystem((
Li
0
)
,
(
Ri
0
)
,
(
0
Bi
))
=((
I²i 0
0 0
)
,
(
0 I²i
0 0
)
,
(
0
1
))
i = 1, . . . , rc are kcoi = ²i+1, corresponding to
the subsystem((
Inco
0
)
,
(
Aco
0
)
,
(
Bco
It
))
.
Fixed t, we have that the maximal quan-
tity of observable blocks in the pair (LT , RT )
is ro = c − t. Then if lk > ro, we have that
the subtriple
((
LT 0
)
,
(
RT 0
)
,
(
0 Ic
))
is
completely no observable. We write this triple
in the form((
LT1 0
LT2
0
)
,
(
RT1 0
RT2
0
)
,
(
0 Iro 0 0
0 0 0 It
))
,
where the pair (LT1 , R
T
1 ) contains the first ro-
blocks and the pair (LT2 , R
T
2 ) contains the rest
of l = lk − ro-blocks.
The subtriple
((
LT1 0
)
,
(
RT1 0
)
,
(
0 Iro
))
,
written in the form
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( LT1 0 )
( 0 Iro )
=


LT11 0
LT12 0
. . .
LT1rη 0
0


0 1
0 1
. . .
0 1
0 0 0 0 ... 0 0 Iro−lη


(RT1 0 )
( 0 Iro )
=


RT11 0
RT12 0
. . .
RT1rη 0
0


0 1
0 1
. . .
0 1
0 0 0 0 ... 0 0 Iro−lη


,
is observable and observability indices of each
subsystem((
LT1i 0
)
,
(
RT1i 0
)
,
(
0 C1i
))
=((
Iηi 0
0 0
)
,
(
0 0
Iηi 0
)
,
(
0 1
))
i = 1, . . . , ro are kcoi = ηi + 1, corresponding
to the subsystem
(Inco , Aco, Cco) .
We observe that, if rk ≤ b, then the pencil(
λEk +Ak Ib
Ic 0
)
has column full rank. It will
have row full rank if and only if lk = ro, that
is to say, lk ≤ c.
b) rk > b
In this case, if lk > c, the subquadruple
(E′, A′, B′, C ′) is no controllable and no ob-
servable and it can be decomposed into two
independent subtriples: a triple no control-
lableL10
L2
 ,
R10
R2
 ,
 0Ib
0
 ,
where the pair (L1, R1) contains the first rc =
b-blocks and the pair (L2, R2) contains the rest
r = rk − b-blocks and the other no observable
triple((
LT1 0
LT2
)
,
(
RT1 0
RT2
)
,
(
0 Ic 0
))
,
where the pair (LT1 , R
T
1 ) contains the firts
ro = c-blocks and (LT2 , R
T
2 ) contains the rest
of the l = lk − c-blocks. Obviously, t = 0.
Now, we take the subtriple((
LT 0
)
,
(
RT 0
)
,
(
0 Ic
))
whose study is analogous to the previous one.
If lk ≤ c, then the pencil
(
λEk +Ak Ib
Ic 0
)
has
row full rank. It will have column full rank if
and only if rk = b − t, that is to say, rk ≤ b,
where t = c− lk.
Step 2: Now we consider the regular sub-
quadruple (E′′, A′′, B′′, C ′′) obtained in step 1.
If t 6= 0, the subtriple (E′′, B′′, C ′′) of this sub-
quadruple in the form I1 In(λ)
I2
0
N
 ,(Bco 00 00 0
0 It
0 0
)
,
(
0 0 Cco 0 0
0 0 0 It 0
).
We separate the subquadruple
(E1, A1, B1, C1):((
0
N
)
,
(
0
I3
)
,
(
It
0
)
,
(
It 0
))
the nilpotent matrix N with z blocks.
a) z ≤ t
Detailing the subquadruple (E1, A1, B1, C1)
E1 =

0
N1
. . .
0
Nz
0

,
A1 =

0
I31
. . .
0
I3z
0

B1 =

1
0
. . .
1
0
It−s

,
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and
C1 =

1
0
. . .
1
0
It−s

.
Is is easy to verify that each subsystem
(E1i, A1i, B1i, C1i), i = 1, . . . , z in the form
E1i =
0 0
Iωi−1
 , A1i =
0 1
Iωi−1

B1i =
10
0
 , C1i = (1 0 0) ,
is controllable and observable and the
controllable-observable indices are kcoi = ωi +
1.
b) z > t
In this case, the subquadruple
(E1, A1, B1, C1) can be decomposed as(( 0
N1
N2
)
,
( 0
I31
I32
)
,
(
It
0
0
)
, ( It 0 0 )
)
where (N1, I31) contains the first t blocks of
nilpotency and (N2, I32) the rest s = z − t-
blocks.
¤
4 Structural invariants
Let (E,A,B,C) ∈ M be a quadruple and
all numbers t, rc, ro, and
i) Controllability no observable indices
and column minimal indices
kcoi = k
²
i , i = 1, . . . , rc
²j = k²rc+j − 1, j = 1, . . . , r = rk − rc
ii) Observability no controllable indices
and row minimal indices
kcoi = k
η
i , i = 1, . . . , ro
ηj = k
η
ro+j
− 1, j = 1, . . . , l = lk − ro
iii) Controllable and observable indices and
nilpotency indices
a) t ≥ z
kcoi = k
ω
i + 1, i = 1, . . . , z
kcoi = 1, i = z + 1, . . . , t
,
b) t < z
kcoi = k
ω
i + 1, i = 1, . . . , t
ωj = kωt+j , j = 1, . . . , s = z − t
iii) Segre characteristic corresponding to
the eigenvalue λ
(k1(λ), k2(λ), . . . , kj0(λ)(λ))
correspond with the structural invariants of
the quadruple (Ec, Ac, Bc, Cc).
The procedure presented in §3 gives a sim-
ple form to obtain the structural invariants
under equivalence relation considered that
permit us to obtain a canonical reduced form
for a system preserving the system structure.
Theorem 3 In the set M of quadruples
of matrices (E,A,B,C) under equivalence re-
lation considered, the following collection of
numbers
i) (rCO1 ≥ rCO2 ≥ · · · ≥ rCO`1 ≥ rCO`1+1 =· · · = 0)
ii) (rC0 ≥ 0; rCO0 ≥ rCO1 ≥ · · · ≥ rCO`2−1 ≥
rCO`2 = · · · = 0)
iii) (rO0 ≥ 0; rCO0 ≥ rCO1 ≥ · · · ≥ rCO`3−1 ≥
rCO`3 = · · · = 0)
iv) (rCO1 (λ) ≥ rCO2 (λ) ≥ · · · ≥ rCO`(λ)(λ) ≥
rCO`(λ)+1(λ) = · · · = 0), λ ∈ C
constitutes a complete system of invariants.
Proof.
The non-zero r-numbers permit us to de-
duce the collection of numbers
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i) ω1 ≥ ω2 ≥ · · · ≥ ωz ≥ 1
ii) k1(λ) ≥ k2(λ) ≥ · · · ≥ kj(λ)(λ) ≥
1, λ ∈ σ(E,A,B,C)
iii) ²1 ≥ · · · ≥ ²rk² > ²rk²+1 = · · · = ²rk = 0
iv) η1 ≥ . . . ηlkη > ηlkη+1 = · · · = ηlk = 0
v) b ≥ 0
vi) c ≥ 0
whose correspond with the structural invari-
ants of the quadruple (Ek, Ak, Ib, Ic) and the
collection
i) kco1 ≥ kco2 ≥ · · · ≥ kcot ≥ 1
ii) kco1 ≥ kco2 ≥ · · · ≥ kcorc ≥ 1
iii) kco1 ≥ kco2 ≥ · · · ≥ kcoro ≥ 1
iv) ω1 ≥ ω2 ≥ · · · ≥ ωs ≥ 1
v) k1(λ) ≥ k2(λ) ≥ · · · ≥ kj(λ)(λ) ≥
1, λ ∈ σ(E,A,B,C)
vi) ²1 ≥ ²2 ≥ · · · ≥ ²r² > ²r²+1 = · · · = ²r =
0
vii) η1 ≥ η2 ≥ · · · ≥ ηlη > ηlη+1 = · · · =
ηl = 0
whose correspond with the structural invari-
ants of the quadruple (Ec, Ac, Bc, Cc). ¤
5 Conclusion
In this paper we present a canonical re-
duced form that gives us a partition of the
system into independent subsystems i) com-
pletely controllable and observable, ii) com-
pletely controllable no observable, iii) com-
pletely observable no controllable, iv) contain-
ing only all zeros of the system, v) containing
only all non transferable zeros and vi) a min-
imal completely singular subsystem. We ob-
tain a complete system of invariants charac-
terizing the equivalence classes and providing
this decomposition where each one of the sub-
system is in its canonical reduced form.
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