involves identification of target market. Under the increasing importance of personalised communication, marketers have to be specific in identifying target market. Marketing communication seems to be no longer directed at a wide audience. It should reach individual members of target audience [22] . This is the reason why transport companies should put sufficient effort in identifying target market.
Taking a broad view, mission of marketing communication is to influence cognitive and decision-making processes of potential and current customers [19] . In shortterm communications are aimed at generating demand for products, building strong brands. In long-term there exists interest in building and strengthening relationships with consumers, creating loyalty, building image [23] .
Communication content, i. e. message, should match with the mission statement. To achieve communicational aims companies have to choose the most appropriate marketing tools. Traditionally the mix of marketing communication tools in a company involves one or more of the following: advertising, personal selling, public relations, direct selling [19] . Choice of media in a digital age needs to assure consistency between traditional and interactive marketing communication tools [8, 24, 25, 26, 27] . Traditional marketing tools seem to share the position with digital ones (social networking sites, blogs, chatbots, etc.). Digital marketing tools undoubtedly innovate marketing landscape by allowing transport companies to target specific audiences with a personalized content.
Every marketing tool needs funding. It is common that marketing budgets in small and medium companies have restrictions resulting from the lack of financial resources [19] .
In the stage of measurement a company evaluates the achievement of objectives as scientifically as possible in order to rethink the strategy. Key indicators are essential for the evaluation of communication actions [28] .
The relevant role of strategic planning of marketing communications has been highlighted in previous studies [1] [2] [3] [4] [5] [6] . In this regard authors of this article insight a demand for a detailed research of strategic planning of marketing communications in small and medium freight transport companies.
The following research questions are posed: RQ1. How do marketers analyse marketing environment in the digital age?
RQ2. What are practitioners' perceptions of the missions of marketing communications in small and medium freight transport companies?
RQ3. What messages practitioners are willing to convey to target customers?
RQ4. What are marketers' perceptions of the choice of Distributed under creative commons license 4.0 it is very important to know that employees are satisfied and motivated. Otherwise we will have a high turnover", D; "… we value individual achievements of every employee", E).
To assess the stage of market analysis marketers of freight transport companies were asked to describe target customer. As stated by the participants of this study, the target customer usually operates in foreign market ("…residents of Republic of Lithuania are not our customers", A; "The majority of customers are Russian companies", C "They are all from Russia or Kazachstan", D; "We operate in Russia and other countries of Commonwealth of Independent States", E). Dealing with foreign customers raises specific challenges related to foreign languages, cultures, time-zones, laws, business environment. According to a participant of this research, "sometimes the time zone differs even 5 or 6 hours. It stimulates us to follow the customs and culture of the client" (D). Majority of customers belong to a business segment ("Usually our customers are similar multinational transport companies", A; "Our customers are other companies that operate in retail trade segment", B; "The customer is <…> juridical entity", C; "The company works in B2B mode", D; "Usually the company cooperates with juridical entities", E), however, in some cases transport companies serve individual customers as well ("The customer is individual person", C; "… we also show interest in individual customers", D). It was found out that customers usually have high requirements for delivery time ("… the company is oriented towards perishables, so the delivery time becomes very important", B; "… for customer it is very important <…> to get operative deliver", C; "They want <…> operative transportation", D), frequency of information flow ("… it is necessary to inform customers about the stage of delivery", B; "… for customer it is very important to get timely information", C). Some informants noted requirements for specific temperature mode ("… we have to ascertain specific termperature", B) or excellence of service ("They expect excellent service", D).
Analysis suggests that marketers engage in a variety of missions for marketing communication (Fig. 1) . A summary of findings in this field reflects that missions in freight transport companies are of different levels. Majority of them might have cause-effect relationships. For example, attraction of new customers definitely contributes to the expansion of customers' base. Expansion of customers' base together with attraction of new partners might lead to expansion of the company which might result in larger profits. The third stage of strategic marketing communication planning is message formulation. Message is the key element of communication. Informants highlighted that message tries to convey customer that transport company is able to provide high quality services in a quick manner, its services are affordable. Participants of the research noted the importance to emphasize social responsibility, orientation to customers. In order to transfer these messages transport companies apply a wide variety of communication tools. Some of them are traditional (telephone, postcards for Christmas wishes, participation in exhibitions, meetings with potential customers), while others represent modern, digital and interactive viewpoint to the choice of communication tools (e-mails, Skype, Viber, ICQ (for Russian market), social networks, Google Adwords, Messenger, Trans). Most of freight transport companies give priority for Skype and e-mails in communication with customers.
Marketing communication budgeting usually is a planned activity in freight transport companies. Some companies plan it once a year ("Budget plan is prepared at the beginning of the year", B; "When the year begins we prepare a tentative marketing budget", D), while others plan the budget every three months ("We prepare a project every three months", C). In some cases instantaneous budgeting is applied ("… when particular financing is needed we find it, because these expenses are essential", A). In freight transport companies it is common for CEO to prepare a budget. Usually it is done after detailed discussions with employees and managers.
Last stage of strategic marketing communication planning measures results. Analysis suggests that the following measures are common in freight transport industry:
(1) efficiency of marketing communication tools;
(2) customer feedback;
(3) changes in profit; (4) customer reach.
In some cases specialized computer programs are used for the measurement. Freight transport companies differ in frequency of measurement. Some of them measure marketing communication constantly, while others do it several times a year. Informants noted that responsibility for the DOI: https://doi.org/10.30564/jbar.v2i4.1014
Distributed under creative commons license 4.0 measurement belongs to CEOs or managers of marketing department.
Analysis of semi-structured interviews with marketers of freight transport companies leads to a number of findings concerning every stage of marketing communication planning (Table 1) . Results of the research have shown that freight transport companies understand the importance of every stage of marketing communication planning and their sequence in ensuring successful development of business. However, majority of freight transport companies lack compatibility between decisions made during different stages of marketing communication planning.
Discussion
This study examined issues of strategic planning of marketing communication in small and medium sized freight transport companies. Analysis of qualitative data suggests that during the process of internal environment analysis marketers pay sufficient attention to the motivation and satisfaction of employees. In some cases evaluation of internal environment involves financial analysis. However, other factors of internal environment remain unanalysed. As mentioned earlier in this paper, the literature review suggests that internal analysis takes into account not only personnel and finances, but also type of product market, stage in product life cycle, customer readiness to make a purchase, brand's positioning and market share [21] . It can be presumed that inclusion of the mentioned aspects into internal analysis could strengthen the potential of marketing communication strategy in transport companies.
Selection of marketing communication tools usually is a relevant concern for marketers [31] . The study highlights the dominance of interactive marketing communication tools compared to traditional ones in freight transport industry. However, interactive marketing communication tools are used together with traditional. It confirms findings of M. J. Valos et al. [8] , A. E. Ivanov [24] , R. Batra, K. L. Keller [25] , K. L. Keller [26] , D. Oana [27] , who state that Internet use in many ways is combined with other elements of marketing communication mix. Such findings imply freight transport companies to find out the ways of how to combine interactive marketing communication tools with traditional ones.
It is praiseworthy that freight transport companies do not end up their marketing communication activities with choice of media or budgeting processes. Marketing managers believe that measurement of marketing communication results is a relevant stage of marketing communication planning. Such a viewpoint matches theoretical considerations in this field [32] [33] [34] [35] [36] .
During the last few decades interview has become one of the most favourite methods in social researches in exploring opinions, social representations, beliefs and other issues [37, 38] . It means that the potential of interview in marketing researches is much wider than it was demonstrated in the particular article.
The data for a qualitative study were collected in Lithuania; authors expect that findings of the study are not unique to the Lithuanian sociocultural setting. However, strategic planning decisions of marketing communications that emerged from the analysis of research results might be transport context-dependent and hence may not be commonly employed within any sectorial setting.
Even if researched companies operate in business-to-business (B2B) segment, this research did not involve peculiarities of marketing communication in B2B market. Therefore, future researchers can be concentrated upon marketing communication planning in B2B markets.
Conclusion
This article has discussed a range of strategic perspectives on marketing communication planning in freight transport industry. Results of the study have shown that strategic marketing communication planning in small and medium sized freight transport companies responds to a six-phase model that covers market analysis, mission Distributed under creative commons license 4.0 statement, message formulation, choice of media, budgeting, and measurement. Evidence from the research suggests that freight transport companies differ in the way they plan marketing communication and the extent to which they implement particular stages of strategic planning of marketing communication. In some cases marketing managers of transport companies lack knowledge in particular stages of strategic marketing communication planning. The choice of factors for the evaluation of external and internal environment can be considered as insufficient. A summary of findings reflects that there exists incompatibility between missions for marketing communication and measures used for their evaluation. Therefore, the communication strategy of freight transport companies is not sufficiently integrated, i. e. it lacks synergies among the actions carried out in particular phases of strategic marketing communication planning. [1] 
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Introduction
H ow corporate innovation creates value for investors has long been discussed among economists and management scholars. However, the emphasis of the research is mostly on shareholder value, i.e. stock market returns (e.g. [1, 2] ). And less is understood about how innovation affects creditor value. In spite of a few empirical studies debating on R&D and creditor value (e.g. [3, 4] ), different predictions and results imply that certain nuances in the relationship, such as situational and institutional factors, are underexplored. In this study, we focus on how the effect of growing R&D investment on creditor value varies across firms with different levels of existing R&D investment and managerial entrenchment.
Creditors are critical because debt accounts for over 90 percent of all new external financing [5] . Some recent evidence shows that the importance of debt persists and even increases over time. According to statistics of the Securities Industry and Financial Markets Association, total value of issued corporate debt in the U.S. is about $14.4 trillion during 2000-2014, while total value of equity is only about $3.4 trillion. The considerable size and influence of corporate debt financing call for more attention on corporate creditors.
This study contributes to literature by exploring the nuanced effect of R&D on creditor value. Shi (2003) documents that for creditors R&D risks dominate the benefits, while Eberhart, Maxwell, and Siddique (2008) find that R&D intensity increases creditor value. We show that the effect of R&D on creditors may not be monotonic. Although R&D as well as other innovative activities are generally not favorable to creditors [4, 6] , creditors have different attitudes towards R&D in different situations. When lack of R&D threatens survival of the firm, additional R&D investment mitigates such threat, reduces firm default risk, and increases creditor value. However, when R&D investment is beyond certain level and the problem of insufficient R&D is mitigated, additional R&D investment imposes extra risks on creditors without extra benefits, and thus impairs creditor value.
In addition, this study highlights the contingent role of corporate governance in creditor value creation and protection. Managers are empowered and entrenched when the governance provisions are beneficial to them rather than shareholders. Although managerial entrenchment impairs shareholder value due to less risk-taking than the optimal level [7, 8] , it affects creditor value in a more nuanced way. Given the varying attitude of creditor vis-à-vis R&D, how the managerial entrenchment affects creditor value depends on the situation of existing R&D investment, or more specifically, whether creditors are currently concerned about the scarcity of R&D that threatens survival, or the excess of R&D that brings more risks than returns to them.
Literature Review and Hypothesis Development 2.1 Credit Market and Creditors
Credit market is a critical source of financing and serves as a marketplace where firms are evaluated based on ability and willingness to repay the debt obligations. Different from that in stock market, firm value in credit market is not decided by the excess return but by the safety of creditors' investments, due to the special position of creditors in terms of exposure to risk and return [9] [10] [11] [12] ). Creditor value declines if the firm becomes riskier, and vice versa.
Credit risk is generally measured by credit rating and yield spread. Credit ratings are assigned by rating agencies such as Standard & Poor's, Moody's and Fitch Ratings, to represent rating agencies' assessment of a firm's creditworthiness. The poorer the credit rating, the heavier discount of firm value by creditors due to higher risks. Yield spread as another commonly used instrument, measures firm credit risk more directly. It represents additional yield or "spread" of corporate bond over the yield of government bond, and shows the incremental probability that a firm will not be able to meet its debt obligations. Government bond, particularly the U.S. Treasury bond serving as benchmark in calculating yield spread, is regarded as risk-free and will never default [13] [14] [15] [16] ). The wider the yield spread, the heavier discount of firm value by creditors due to higher risks.
Creditors and Innovation
Creditors are different from shareholders and managers vis-à-vis risk-taking. As has been discussed since the seminal work of Jensen and Meckling (1976) and Myers (1977) , shareholders have strong incentives to invest in risky projects as they are able to win the upside benefits from risk-taking with limited losses. They can further reduce their risk of loss by keeping diversified investment portfolios [17] . On the contrary, creditors seek to minimize firm risks as they do not share any of the benefits above their promised principal and interests in the contract. On top of that, creditors also have to bear the downside cost of increased default risk. And managers, whose employment and income are tied to one firm, cannot diversify their risks, and therefore are risk-averse in decisions [18] [19] [20] .
Creditors bear the downside risk and shareholders enjoy the upside potential when firms invest in risk projects, creditors are expected to have a negative attitude towards risky investment such as R&D. R&D is characterized as risky due to its long investment horizon, large variance of outcomes, and high probability of failure [21, 22] ). While R&D increases returns, it also increases the risks of the firm, and the concern of the increasing risks dominates the creditors' perception of firm value, because their payout is predetermined in the debt contract and they cannot share the high returns (Shi, 2003) . Although Acharya and Subramanian (2009) and Seifert and Gonenc (2012) do not test how creditors evaluate R&D directly, they find that creditors try to influence management to suppress R&D and other innovative activities as long as they have such ability. Moreover, R&D investment generates highly intangible and specialized resources that cannot serve as favorable collateral for creditors, as they are difficult to value if not readily redeployed [23] [24] [25] [26] .
A more recent study, however, suggest that R&D actually contributes to higher creditor value. Eberhart, Maxwell, and Siddique (2008) replicate Shi's (2003) work with alternative measures of R&D intensity, and find that firms with more R&D intensity have better bond rating and lower required spreads, which implies that R&D creates value for bondholders as it does for shareholders. In this paper, Eberhart, et al. (2008) focus on five traditional R&D-intensive industries, and argue that the original measure of R&D intensity in Shi (2003)-R&D to market capitalization-gives misleading impression of R&D dynamics because stock market generally reacts positively to an R&D increase. They suggest that the ratio of R&D to sales or R&D to assets are better measures of R&D intensity. In addition, Eberhart, et al. (2008) find that the positive effect of R&D is larger when the initial default risk of Distributed under creative commons license 4.0 the firms is higher.
The lack of sufficient R&D is long been regarded as one source of business failure, which results in high default risk. Through intensive studies on global business history across 15 industries since the 1960s, Franko (1989) finds that insufficient R&D and neglect of technological innovation are the determining factors that explain why many U.S. and U.K. firms lost their market shares and competitiveness to their Asian and European counterparts. Cohen and Levinthal (1990) also documents that successive R&D investments contribute to a firm's absorptive capacity and facilitate knowledge accumulation. The path-dependence nature of absorptive capacity and knowledge accumulation makes ceasing investment extremely costly. Because exploitation of new knowledge is based on the understanding of prior one, a firm may fail to recognize the significance of new technological opportunities in subsequent periods without early-stage investments in the knowledge of the field. Therefore, insufficient investment in R&D hampers a firm's survival and increases default risk, and reduces the possibility that creditors receive payments specified in the debt contract.
We propose that that the relationship between R&D investment and creditor value is non-monotonic. Either too little or too much R&D investment is associated with low creditor value. On the one hand, when the survival of firm is threatened by the lack of R&D, even lower R&D investment leads to shrinking market shares and obsolete production and management techniques. This increases risk of bankruptcy and default, and impairs creditor value. On the other hand, when the problem of insufficient R&D is mitigated, R&D investment becomes the instrument to capture technological opportunities and market returns. Since creditors cannot share the high returns brought by high R&D (Eberhart, Maxwell, and Siddique, 2008; Jensen and Meckling, 1976; Myers, 1977; Smith and Warner, 1979) , increasing R&D investment impairs creditor value in this situation.
Hypothesis 1: R&D investment first increases creditor value, and reduces creditor value after R&D investment surpasses a threshold.
Managerial Entrenchment, Creditors, and Innovation
Although shareholders are owners of firms and have rights to discipline management, their abilities to do so differ across firms. Institutional arrangements of corporate governance, in terms of corporate charter and bylaw provisions, affect relations between shareholders and the management. In some cases, the provisions such increase costs of shareholders challenging the management, re-strict shareholder participation, and shift the power of shareholders to the management [27] . The increased power of management over shareholders leads to entrenchment and entrenched managers are more likely to pursue their private interests (Bebchuk, Cohen, and Ferrell, 2009) , to engage in shirking and empire building, to have higher compensation, and to invest in projects with lower risks than the optimal level for shareholders [28] [29] [30] . With regard to corporate R&D, Meulbroek, Mitchell, Mulherin, Netter, and Poulsen (1990) [31] find that the passage of antitakeover provisions, which entrench managers but restrict shareholders, leads to decrease of R&D intensity. O'Connor and Matthew Rafferty (2012) [32] argue that although it is hard to establish the causality between entrenched executives and R&D expenditures, firms that invest little in R&D are more likely to have governance provisions that entrench executives.
When the existing R&D investment is insufficient, the scarce investment in R&D is regarded as problematic and risky by creditors as it threatens survival and reduces the probability that a firm would meet its debt obligations. Then creditors benefit if R&D investment increases in this situation. However, the presence of strong managerial entrenchment reduces such expected benefits, since strongly entrenched managers are capable to minimize their risks and to suppress R&D investment easily. On the other hand, when existing R&D investment is highly intensive, further increasing R&D investment is regarded as risky by creditors as they cannot enjoy the excess returns brought by innovation. Then the presence of strong managerial entrenchment increases creditor value, because strongly entrenched managers are enabled to restrict R&D investment in a foreseeable future, which also reduces the distress of creditors caused by the enlarged mismatch between risks and returns associated with even more R&D investment.
Hypothesis 2: The curvilinear relationship between R&D investment and creditor value is more salient to firms with weak managerial entrenchment.
Data and Methods
We collect data from different sources. Data of corporate bonds is from the Fixed Investment Securities Database (FISD) and the Trade Reporting and Compliance Engine (TRACE). We obtain quarterly firms-level financial information and credit ratings from COMPUSTAT and CRSP, to match the bond characteristics in FISD and TRACE which are also quarterly based. Managerial entrenchment data is compiled by Bebchuk, Cohen, and Ferrell (2009) . We also collect industrial tax credit data from Internal Revenue Service (IRS), which serves as the potential instrumental variable to examine the endogeneity of Distributed under creative commons license 4.0 independent variables. Our sample only includes firms in manufacturing sector in the U.S. (4-digit SIC codes 2000-3999). We also exclude bonds that are convertible, putable, callable, asset backed, are not issued in U.S. dollars, not domiciled in the U.S., not senior unsecured obligations of the issuing firm, that have floating coupons or credit enhancements, or have less than one year to maturity, because their yield spreads are not accurate representations of creditor value (Dick-Nielsen, 2009 [33] ; Elkamhi, Pungaliya, and Vijh, 2014). After we clean data for missing variables, the final sample includes 98 U.S. listed firms and covers the period from the fourth quarter of 2001 to the fourth quarter of 2007. There are 766 firmyear-quarter observations in total. Since we measure creditor value at t+1 year-quarter to detect the credit market reaction to the increase of R&D investment at t year-quarter, 519 observations are examined.
Models are jointly estimated by seemingly unrelated regressions (SUR) based on ordinary least squares (OLS), in order to deal with the cross-equation correlation of error terms, which is raised in Shi (2003) and Eberhart, et al. (2008) . To correct for the unobserved within-firm correlation, we estimate regressions with clustered standard errors by firm. To mitigate the impact of extreme values, we winsorize all variables at top and bottom 1% level.
Dependent Variables
The first dependent variable is credit rating at t+1 year-quarter. We adopt S&P domestic long term issuer credit rating and concert rating from letter designations to numerical grades (AAA = 1, AA+ = 2, AA = 3, ……, D = 22). Smaller number indicates better credit rating and lower perceived default risks.
The second dependent variable is yield spread at t+1 year-quarter. We follow Bessembinder, Kahle, Maxwell, and Xu (2009) [34] and transform bond yield in the database into end-of-day yield. We then choose the first end-of-day bond yield available within the 15 days after quarterly earnings announcement date. We compute yield spread of the bond by subtracting the yield of U.S. Treasury bond with the most similar maturity from the end-ofday yield. We calculate the weighted average yield spread for firms with multiple bonds. Narrower yield spread indicates lower perceived default risks.
Independent Variables
The main independent variable in this study is R&D intensity at t year-quarter, which is measured as R&D expenses to total assets. The higher value indicates the higher proportion of resources that have been used to generate potential firm-specific intangible assets in the long run, which is hard to be valued (Balakrishnan and Fox, 1993 ; Vincente-Lorente, 2001).
Control Variables
We also control for several covariates that affect credit rating or yield spread. Debt Maturity is the number of years to final maturity; Liquidity is measured as current assets to current liabilities; SG&A controls for non-production costs, which is measures as selling, general and administrative expenses to total assets; return on assets (ROA) controls for firm profitability , which is measured as operating income before depreciation to total assets; market-to-book ratio (M/B Ratio) is included to control for firm performance in stock market; Leverage is measured as total liabilities to total assets; Equity Volatility is the annualized standard deviation of daily stock returns of the 254-day period ending one day before the earnings announcement date [35] [36] [37] ; Size is measured by natural logarithm of total assets; Finally, we control for industry heterogeneity and economic turbulence over time by industry and year-quarter dummies. Table 1 presents descriptive statistics for the whole sample. Credit rating and yield spread are closely correlated as expected in the literature, but each of them still measures some different aspects that have not been captured by the other. R&D intensity is negatively and significantly correlated with credit rating and yield spread, which confirm the argument of Eberhart et al. (2008) that increasing R&D intensity benefits creditors. There is not severe multicollinearity among explanatory variables. Table 2 shows models that examine the full sample. Model 1 and model 3 include only linear term of R&D intensity and the control variables, and have credit rating and yield spread as proxies of creditor value, respectively. The negative and significant coefficients of R&D intensity it in both models suggest that more R&D investment leads to better credit rating and narrower yield spread, and contributes to more creditor value. This is consistent with the findings of Eberhart et al. (2008) . As for the results for control variables, lower leverage and larger size are signals of lower credit risk and associated with better credit rating. High equity volatility implies the risk-taking propensity of the firm, which is negatively associated with creditor value. Model 2 and model 4 test and support hypothesis 1. The negative and significant coefficient of R&D Intensity it and the positive and significant coefficient of Sq.R&D Intensity it jointly suggest that increasing R&D intensity increases creditor value by mitigating the problem of insufficient R&D initially, but gradually impairs creditor value because it brings more risks then returns to creditors.
Empirical Results
Tables 3 presents effects of R&D intensity on creditor value in firms with different levels of managerial en- 1990, 1993, 1995, 1998, 2000, 2002, 2004 , and 2006, we have to assume level of managerial entrenchment fixed until the score updates. For example, the level of managerial entrenchment of firm A is assumed to be the same in 2002 and 2003. A firm is identified as strongly (weakly) entrenched if it's E-index score if above (below) the industry average in year-quarter t. A firm's industry is identified by the 4-digit SIC code reported in Compustat. The results in Table  3 support hypothesis 2. R&D intensity has strong and varying effects on creditor value in different situations of existing R&D investment only when managerial entrenchment is absent or weak. But strong managerial entrenchment offsets such effects, and R&D intensity is no longer a determinant of creditor value. industry and year-quarter dummies are included but are not reported to preserve space.
In the Internet age, computer technology and data analysis technology have been applied to the daily lives and work of the people. Big data technology has brought great influence to public management, providing efficient and convenient public services and improving the ability to cope with public opinion crises [1] . However, in the actual public management process, there are widespread problems such as single practice and poor data openness. Based on this, the article expounds the relevant content of big data, introduces the role of big data in public management, and studies the public management innovation in the age of big data.
Keywords:
The 
Introduction
At this stage, the people in the process of applying computers and networks will have a lot of usage data, using the data collection function of the computer, can make a large number of data resources into a database to provide support for data analysis. In the development of the age of big data, various industries have undergone great changes. Public management is the function of government departments. In order to provide quality services to the people, government departments need to improve their decision-making and service capabilities. In the age of big data, China's public management faces great opportunities and challenges, and government departments need to innovate public management models.
Related Contents of Big Data
The Meaning of Big Data
Big data refers to the technology that uses a large amount of data to express information, which promotes the development of social economy to a large extent, and makes great changes in the daily life of the people. In the age of big data, relevant departments need to use relevant data tools and technologies to implement corresponding data strategies, promote the further development of the social economy, and provide support for the development of public management and public services.
The Characteristics of Big Data
The big data age has the following characteristics: first, the amount of data is huge. At this stage, smart phones and tablet PCs have gradually developed into important data collection platforms, and the convergence of various data has brought great difficulties for information screening; second, there are some differences in the form of data representation. Images, geography, audio, video, and web logs are all representations of data; third, the value of the data is low. In the age of big data, the data is relatively Distributed under creative commons license 4.0 scattered, and the data per unit density is extremely low.
The Value of Big Data
The value of big data is reflected in structured and unstructured data, and relevant personnel need to screen and extract them, and use visualization technology to present them. Big data has the characteristics of large data volume and low value density, and its value-added effect is very strong, and the greatest value of big data is the ability to predict behavior [2] . Big data analysis has a large number of data scattered in various fields, using machine learning models and data processing techniques to identify trends and patterns in the data, and to infer and predict specific populations and individual behavior based on these trends and patterns. Therefore, big data users can't just analyze the data surface, but also need deep analysis to fully exploit the value of the data.
The Role of Big Data in Public Management 3.1 Bring New Development Opportunities for Public Management
Public management and the development of the country are closely related. There are many transactions in public management, involving a large number of people, but their management development is relatively slow. More seriously, there will be a phenomenon that the level of social public management cannot meet normal needs, which has led to a series of social problems [3] . At this stage, the means of big data information has been effectively applied in the process of industrial management, making the concept of public management constantly updated, and the way of public management has undergone great changes, which promotes the further development of social public utility management.
Reasonably Allocate Social Public Resources
In the development of modern society, big data technology provides support for public management. Social public utility management staff applies data and information to clarify the needs of the people in social life, which makes the direction of social public resource allocation more clear. In addition, in the process of big data pooling, public utility managers can implement the relevant concepts advocated by the state into practical work, realize the redistribution of society, use relevant data and information to feedback the actual work situation, and achieve further improvement of public management work.
Improve the Emergency Response Capabilities of Public Administration
In the public management process, the emergency response capability directly affects the development of a region. The application of big data information in actual management work can infer the problems involved, relevant personnel shall formulate emergency work plans according to the relevant content in the management system data, realize effective integration between work planning and actual conditions, and improve the emergency affairs in the public management process and the ability to face emergency situations.
Optimize Information and Data in Various Areas
In the development of a modern society, public managers can use social networks to express their opinions, so that they can introduce the attention of government departments, which enables the government to effectively solve the public problems, so that the people actively participate in the public management process and strengthen communication with the government departments [4] . In the development of the age of big data, government departments mainly use specific data and data analysis to make decisions, provide a basis for decision-making, and enable all people to actively participate, fully demonstrating the democratic and scientific nature of public management in the age of big data.
Changes and Reforms of Public Management in the Age of Big Data
Integrated Way of Thinking
The way of thinking as the perspective of human beings seeing everything in the world, the intrinsic activity of the data brain is constantly changing in the process of changing times. In the past development process, scholars often use limited random samples for analysis in the process of analyzing a certain phenomenon. This analysis method has strong limitations. In the development of modern society, the amount of data that humans have mastered is increasing. If this traditional analysis method is still unable to play its due role, it needs to be handled by a holistic way of thinking. In the age of big data, the scale of data is relatively large, and there is a phenomenon of data confusion. The causal relationship of small sample data acquisition cannot be reflected in big data, which requires the introduction of a relevant way of thinking, in the process of receiving data complexity, using different ways of thinking to study things. In genagel, big data analysis Distributed under creative commons license 4.0 is based on the development of data. In the government department, information collectors and providers in the public management information system need to have more accurate and complete information than enterprises and individuals. This information needs to be oriented to society, which reflects the comprehensiveness and diversity of the way of thinking in the age of big data.
Diversified Governance
In the age of big data, the amount of information of the government, the society, and the people is constantly increasing. The application of information technology has enabled the effective dissemination of data among various subjects, making the public administration of the country a diversified feature [5] . In the development of the new age, part of the responsibility of the government has gradually changed from social organizations to the public, and the people can use the Internet technology to provide constructive opinions for the government and realize the democratization of government decision-making.
Scientific Policy
At this stage, government departments can use big data analysis to grasp the behaviors of citizens, make relevant policies more democratic, and effectively implement policies. Relevant scholars have provided support for government departments to formulate policies through analysis of big data, making it more rational and scientific. The main goal of government departments to master data is not only to provide information to the people, but also to use big data to analyze innovative public management models. The joint cooperation of the government, society and the people has provided a new model for public management and realized the scientific nature of government decision-making.
Efficient Management
The openness and transparency of the data help the people to use more channels to express their interests to the government departments. In this way, government departments can provide more targeted public services, improve the efficiency of government work, and reduce the input of service costs [6] . In the age of big data, the information exchange between relevant government departments has become closer, effectively improving the complexity of internal information. The application of big data technology integrates the information of relevant departments and publishes them in the network platform, which can realize the coordination of public management and improve the transparency of govern-ment public management, which is conducive to the government departments to accept the supervision of the people and reduce corruption.
The Challenges facing Public Management in the Age of Big Data
The Big Data Awareness Needs to Be Improved
In the age of big data, many data resources and data analysis technologies came into being. Affected by the traditional management model, and government managers are still in the "arbitrary decision-making" stage in the decision-making process, and often make decisions based on past experience, which cannot ensure the accuracy of decision-making. Relevant data show that as of the end of 2017, China's netizens have reached 772 million. Therefore, there are massive data in China, but the data awareness of government managers is relatively poor, causing a lot of waste of data resources.
Data and Information Security Issues
Big data is a technology developed on the basis of the Internet. The Internet is relatively open. Data security issues have gradually become an important issue in the age of big data, especially data that requires confidentiality, such as national security data, defense military data, and citizen privacy data, are subject to problems such as criminals and network diseases [7] . Public management involves information and data from all sectors of society. Without protection, public information and social information will be leaked. Many criminals will use improper means to collect data and information for more benefits. Government departments are public sector managers who have a large amount of information, but may be information traffickers and leakers.
Information Isolated Island Integration Issue
The data format is diversified, and the differences in data standards make the data an island and cannot be effectively compatible with the system. In the age of big data, the development of various industries in the society involves massive data, such as population, social security, transportation, medical care, etc., the departments of public utilities are relatively proofread, the communication between various departments is not close enough, and the system is in an isolated state. In the traditional e-government work process, there are a large number of non-interconnection problems in the government information, affecting the information integration and analysis of the public man-Distributed under creative commons license 4.0 agement department, unable to achieve full use of data, and affect the service work of government departments. For example, in the process of handling the passport procedures for migrant workers, the relevant personnel have to go through multiple formalities and many departments need to affix their official seals, making the work more cumbersome, and the application of big data makes the data of the government department share, reducing the number of people rushing.
Insufficient Data Technicians
In the development of the age of big data, data technology and talent are the key content of using big data. The application of big data technology is mainly reflected in the process of publishing, analyzing and collecting data. Therefore, the key content of big data applications is data acquisition, data transformation, data integration, locking data targets, data analysis, data mining, data visualization design, etc. [8] . Therefore, in order to achieve effective application of big data, government departments need to introduce more talents, however, China's government departments are mainly managed by personnel, data technology cannot be fully utilized, and the lack of professional technical personnel in the government seriously affects the efficiency of public administration.
Public Management Innovation Strategy in the Age of Big Data
Actively Build a Social Public Management Data Platform
In the process of public management, government departments need to build social public management data platforms, such as transforming streetlight micro base stations, building data acquisition platforms, and building large data server storage platforms in the form of underground space. In the process of building smart cities, we will use data value-added services and intelligent forms to develop new social public management models and provide more high-quality public management services.
In addition, government departments should develop relevant technologies, establish resource platforms, and make full use of all data and information. People can also use Internet browsers and mobile phone mobile terminals to access government websites to fully realize the value of data and information.
Establish a Security Protection Mechanism
First of all, government departments need to develop the scope of development of corresponding standards for dif-ferent types of data, and relevant personnel can disclose various data and cannot disclose controversial data. Moreover, government departments need to understand the actual needs of all sectors of society and improve the overall quality of public services. Second, government departments need to establish data management departments to ensure data security. Before the data is published, the professional should be arranged to identify the data to ensure that the data is within the scope of the disclosure; finally, relevant management departments need to evaluate the security of data products developed by the government, and formulate corresponding laws and regulations to stipulate the responsibilities and obligations of data users. Public managers should also clarify the security technologies used in big data information to prevent malicious use of information by criminals.
Strengthen the Emphasis on Information Integration
There are a lot of data dispersion problems in the public management department, which makes the government control weakening, the relevant departments lack communication, and the information systems are incompatible, and the effective integration of information cannot be achieved. In order to effectively improve this situation, government departments need to implement the network connection method, apply Internet of Things technology, cloud computing technology, social network technology, etc., to improve the division of each department, and realize the sharing of information and data [9] . At the same time, government departments need to integrate information systems, use a central database and multi-level networks to establish a unified information platform to achieve the sharing of data and information in various departments.
Build a High-quality Team of Big Data Talents
In the public management work, the government departments need to introduce more excellent big data technology talents, realize the full use of big data technology, and strengthen the training of big data talents, and improve the ovagell quality of personnel. At this stage, data analysts are hot industries. In the age of big data, the demand for talents from all walks of life is increasing, requiring the introduction of comprehensive talents such as statistics, mathematics, data analysis, computer software development and application, using talent introduction and training methods, we will establish a talent team that integrates management capabilities and big data technology to improve the level of public management.
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Conclusion
In summary, in the development of modern society, information technology and Internet technology have been widely applied to the development of various industries. Big data integrates and optimizes messy information. By mining data depth, it highlights the relevance of thinking data and predicts the development of things [10] . Therefore, the effective application of big data technology in the public management process has improved the overall level of public services. This article is aiming to investigate the emerging impact of industry-4.0 on supply chain integration and responsiveness in the electronics industry in China. Specifically, it is to investigate the moderating effect of industry-4.0 as a strategic factor on the causal relationship from operational integration to supply chain responsiveness. This study develops hypotheses based the on selected literature reviews in the relevant research areas, and tests the hypotheses in the empirical sample data set collected from 76 electronics firms by using hierarchical multiple regression method. The results of this study shows that industry-4.0 as an emerging strategic factor has not only directly helped the level of market responsiveness of the firms, but also has significantly strengthens the already proven positive causal relationship from operational integration within the supply chain to the overall market responsiveness as part of supply chain performance. To improve the supply chain responsiveness in the electronics industry, managers can now make more confident and informed decisions to channel their resources towards the initiatives of industry 
Introduction
Alongside with the continuing development towards a highly integrated and market responsive supply chain through sharing more demand and supply information [1] [2] [3] , recent years have witnessed a number of emerging digital data processing technologies, such as internet of things, big-data, cloud-computing and artificial intelligence and so on [4] . In fact, many scholars claim that the 4 th industrial revolution is dawning, and a nomenclature of "In-dustry-4.0" was born [5] . However, this is more than just a trendy jargon. Its active roles and profound implications in our understanding of those essential managerial theories and practices are far from being clear.
Evidently across many manufacturing sectors, proper application of digital information processing technology has strengthened the supply chain integration and improved supply chain visibility, and resulted in higher level of supply chain responsiveness [6] . It is also evident that Industry technologies, has become a major strategic driver for supply chains to gain competitive advantages by delivering a renewed level of customer responsiveness [7] [8] [9] . However, many questions remain, such as how organisations can exploit the increasingly powerful information processing capabilities that today's digital has to offer; and in doing so, how supply chain integration (SCI) might be harnessed with the Industry-4.0 initiatives specifically. This study, however, is not about re-visiting the SCI and supply chain responsiveness (SCR), but about exploring the conceptual development in our understanding of SCI and its effect on SCR under the impact of industry-4.0. The key intention, therefore, is to theorise the notion of industry-4.0 into a key independent construct of a relevant business model which may offer better assistance for effective managerial decision-making. The departure point of the study is to stop addressing the industry-4.0 as a sweeping industrial phenomenon at the practice level under the backdrop of digital technology development, but to re-define it as a conceptual construct that engages with other existing constructs at the theoretical level. For that purpose, the chosen domain of this research is identified at the on-going discussion area of causal relationship between SCI and SCR, where a plethora of supporting literature is helpfully available.
Previous researches on the supply chain's integration-responsiveness relationship appear to be diverse and abundant. However, none has been specifically carried out under the influence of industry-4.0, at least not at the time of writing. It looks though that most researchers agree that SCI in general contributes significantly to SCR, and to other measures of supply chain performances too [10, 11] . But, over the years, the debate appears to be not so conclusive as to whether and how such a causal contribution is to be influenced or moderated or even controlled by other major exogenous factors. Taking a hypothetical perspective of the contingency theory [12] , the strength of such established causal relationship between the SCI and SCR would more likely to be influenced by or contingent upon some exogenous factors, such as environment uncertainty, market dynamism, supply complexity, and international network [13] [14] [15] . Today, industry-4.0 has emerged as one of the most prominent exogenous factors for the supply chain development especially for the fast moving consumer goods manufacturing industries. Thus, two research questions arise: 1. to what extent industry-4.0 might moderate the effectiveness of SCI-SCR causal relationship; and 2. if so, in which way the moderating effect of industry-4.0 might engages with the sub-dimensions of SCI.
The research objective of this study, therefore, is to investigate whether there is any substantive moderating effect that Industry-4.0 could impinge upon the integration-responsiveness relationship for a manufacturing supply chain; and to construct a conceptual framework whereby the inter-play of the constructs, including Industry-4.0, responsiveness, and the three sub-dimensional components of SCI, are captured. The research's methodological approach is primarily empirical in nature. Hypotheses are developed based on literature review. Survey instruments are designed to collect real-world data from the fast growing electronics industry sector in China, where Industry 4.0 has been sprawling rapidly in recent years. Hierarchical multiple regression (HMR) method is used to test the hypotheses, and the results are critically analysed to arrive at some conclusions.
Theoretical Basis and Conceptual Model
Advent of Industry 4.0
"Industry-4.0" was first proposed as part of the "High-Tech Strategy 2020 Action Plan" of the German government [16] . The concept has since been endorsed by researchers around world [9, 17, 18] . The term Industry-4.0 means the fourth industrial revolution whereby smart shop floor devices and machines form a self-organised system, and the big data analytics provides global feedback for their coordination. Industry-4.0 thus represents a production oriented Cyber-Physical System that integrates production facilities, warehousing systems, logistics, and even social requirements to establish the value creation networks [19] . It is more than just a technology advancement. It is now convincingly an emerging business paradigm for manufacturing supply chains.
The core idea of Industry 4.0 is to use the emerging information technologies to create unprecedented information processing capability that integrates market information with supply chain resource to deliver greater flexibility and responsiveness. The key feature of Industry-4.0 is the digital technology-facilitated platform, including integration through value networks to facilitate inter-organisational collaboration, internal vertical integration to create reconfigurable manufacturing system, and end-to-end engineering integration to support product customisation [20] [21] [22] . It is precisely because of this unique capability of facilitating the supply chain integration and responsiveness, Industry-4.0 has been defined as one of the key conceptual constructs in this study.
The scope of the study has been selectively focused on China's electronics industry, since China is a leading country for the development of Industry-4.0. Like many major economies around world, China has already embarked on the journey to transform its manufacturing Distributed under creative commons license 4.0 industry through the 4 th industrial revolution. According to the report 'China -Industry 4.0 Index 2015' produced by Staufen (China Tech, 2016), 65% of China's manufacturing companies, many of them electronic product manufacturers, have already begun to implement the initiatives. From 2013 to 2015, Chinese inventors registered more than 2,500 patents for Industry 4.0 enabled technologies, comparing with 1, 065 in the USA. By 2015, China's Industry 4.0 Index was ranked 6 th in the world, with Germany being the 1 st . Furthermore, in 2015, Chinese government had launched a 'Made in China 2025' programme with an aim to bring China onto an equal footing with the Western industrial nations within 10 years (China Internet Watch, 2014). A focused research on the Industry-4.0 could benefit the country's continuing development in the direction.
Impact on SC Responsiveness
Extant literature on the direct causality between Industry-4.0 and SCR appears to be few and far in between. However, the literature base for a descriptive interpretation on the influence of Industry-4.0 on SCR can be established, especially when it is taken from the perspective of the organisational information processing theory [23] .
Newly emerged digital technologies have been widely recognised as a powerful information processing capability that delivers the flexibility and responsiveness for businesses [24] . An adequate information platform is also essential to the intended integrative performance of a supply chain [25] . Previous researches have largely endorsed the notion that information sharing will engender positive impact on supply chain responsiveness [26, 27] . Researchers have also developed theoretical models to explain the causal relationships between the level of information sharing and the responsiveness as one of the supply chain performances [3, 28] . Without doubt, Industry-4.0 represents such information sharing platform, if not a lot more.
The effects of information sharing system on supply chain responsiveness can also be interpreted by the Organisational Information Processing Theory (OIPT) [23] . The central theme of OIPT is that in order to survive the more volatile market place organisations must seek better and more information and to use it effectively. OIPT also states that the information processing capabilities must be aligned with an organisation's specific needs in order for it to take effect [29] . This means that filtering and selecting the most relevant information from the overwhelmingly large pool of data is the key for the effective applications. Industr-40 represents such intelligent cyber-physical data gathering and filtering systems for specific purposes. In fact, literature shows that Industry-4.0 has begun to rad-ically transform the accesses to the timely information from the upstream and downstream of a supply chain like no other has done before [9] . Such a cyber-physical data technology driven transformation of the supply chain's information processing capability has already enabled supply chain's market responsiveness directly and significantly [6] .
An empirical study by Gosain, Lee [30] concludes that effective information systems that inter-connecting the supply chain organisations were required if the supply chain was to be elevated to a higher level of responsiveness. In analysing the roles that an e-hubs or the cloudbased information services have played, White, Daniel [31] concludes that such systems have strengthened supplier partnership and markedly increased the supply chain's operational flexibility and responsiveness. Thus, it is reasonable to extrapolate and hypothesis that adopting Industry-4.0 initiatives in a manufacturing supply chain will significantly enhance its overall responsiveness. Hence we postulate:
H1: Industry 4.0 is positively related to the supply chain responsiveness.
SCI and Its Dimensions
We need to draw upon literatures to establish two basic fundations for the study. We ask what is the most commonly agreed structural definition of SCI in the literature? Based on the 'information decoupling point model' [32] , a manufacturing supply chain has an information decoupling point (IDP), at which the supply chain can be divided into two constituent segments: upstream and downstream. According to Mason-Jones and Towill [32] , IDP is the point where the market driven information flow and forecast driven information flows meet. Recognising the IDP was a major step forward in the development of understanding the structure of a supply chain. Many subsequent researches in SCI have apparently adopted this perspective.
In a similar vein, Flynn, Huo [33] has argued that SCI can ultimately be collapsed into three dimensions: customer (downstream), supplier (upstream) and internal (decoupling point firm) integration. One of Flynn's contribution is to reinstate the internal integration as an indispensable part of SCI. Accordingly, this study chooses to adopt Flynn's three integrative dimensions as the basis, but to define the internal integration as at the decoupling point. The intention is to make it largely built on the established research and hopefully be more acceptable; and also based on the fact that the cyber-physical information process takes places mostly at the decoupling point [9, 21, 34] . We view the focal firm at the information decoupling DOI: https://doi.org/10.30564/jbar.v2i4.1186
Distributed under creative commons license 4.0 point as the internal environment; and the upstream and downstream of the decoupling point as the firm's two external environments. In close relevance to the Industry-4.0 initiatives, we define the supply chain responsiveness in terms of its operational flexibility in design, volume, variety, and services for the purpose of satisfying the market demand [35] [36] [37] .
Influence on Responsiveness
Next, we review what are the established conceptual models on the causal relationship between SCI and SCR? In the contemporary literature there is an overwhelming general consensus that SCI exerts positive influences on supply chain's performance outcomes including responsiveness [38] [39] [40] [41] , many of which address the causal influences at the SCI's sub-dimentional level.
For Internal integration, Flynn, Huo [33] notes that internal integration breaks down functional barriers within the organisation while the external integration engenders cooperation between the participating members of the supply chain resulting in better responsiveness. Stevens [42] described the internal integration as the "stage 2 integration" whereby the barriers between functions of the manufacturing organisations must be broken down. Internal integration provides the structural basis upon which cross functional teams can work seamlessly together to improve the product and process design [43] . Internal integration also provides the conduits through which information flows can reach the functions and manufacturing units [44] . Internal integration offers coordination of process capabilities which leads to improve production flexibility [45] , higher delivery performance [46] , enhanced logistics service performance [47] , and reduced product development cycle time, and ultimately a better responsiveness to the market [46] . It is therefore reasonable to suggest the following hypothesis.
H2a: Internal integration is positively related to supply chain responsiveness.
Upstream integration has been widely discussed in terms of supplier integration [48] . Literature in supplier integration tends to address much wider implications than just the responsiveness, albeit some exert that sourcing from the right suppliers do improve the supply chain agility [49] . It seems that upstream integration can help the supply chain to improve the operational coordination with the suppliers, reduce cost, enhance the quality alignment, develop partnership, and share technological knowhow [50] . Some literatures do specifically link supplier/upstream integration with customer responsiveness [51] . Lee, Padmanabhan [52] find that external supplier integration can improve the supply chain responsiveness by alleviating the Forrester effect, which occurs when customer demand information is distorted. Hallgren and Olhager [53] realised that an highly integrated operational system with suppliers will be able to deliver not only the performance but also the flexibility simultaneously. Supplier integration also cultivate and enhances the cooperative behaviour and facilitates inter-firm problem-solving [54] . Yi, Ngai [55] notes that the responsiveness of a supply chain is often more effectively improved by involving and integrating suppliers and customers in the supply chain. Thus, we may hypothesis:
H2b: Upstream integration is positively related to supply chain responsiveness.
Downstream integration is essentially a forward integration strategy designed to get more direct access to the demand information flows [47] . Its intention as well as result are often demonstrated in the improved supply chain responsiveness to the market demand changes. It is an important part of the supply chain's external integration that enables it to better share the demand information [56] . Failing in the forward integration with its customer, the OEM could struggle with the accuracy of demand information, resulting in poorer operational performance in general [57] . A high level of customer integration often leads to new product development, higher production flexibility, synchronised capacity management, and higher delivery responsiveness [58] . Downstream integration also enhances inter-organisational process flexibility that allows the downstream supply chain to become more responsive [59] .
The key reason as to why the downstream integration may enhance the supply chain responsiveness more than other segments lies in its capacity of information gathering and sharing [38, 44] . In line with those findings we propose the following hypotheses.
H2c: Downstream integration is positively related to supply chain responsiveness.
Moderating Effects of Industry-4.0
Our postulated concept of 'moderating effects of Industry-4.0', however, is primarily a hypothesis in nature, since there is no direct references we may draw from the extant literature. Nevertheless, rigorous theoretical supports for this hypothesised concept can still be gathered in two theoretical ground: contingency theory and OIPT.
Contingency theory [12, 60] states that there is no best way to organize a business or to make managerial decisions; Instead, the optimal course of action is always contingent (dependent) upon the specific internal and external conditions. As Sousa and Voss [60] note when the value of SCI have become evident, researchers should shift their focus to the contextual 'conditions' under which the integration take places. To date, Industry-4.0 led cyber-physi-cal information system represents one of such 'conditions,' in which increasing number of manufacturing supply chains find themselves operate. It is therefore anticipated that the 'optimal action' on SCI is likely to be contingent (dependent) upon such conditions; and its effect on the intended outcome can be moderated by it accordingly. Literature has provided sufficient evidence that cyber-physical data and information processing conditions have already altered the supply chains' integrative behaviour as well as their performance. Wang, Wan [4] finds that the up-taking of advanced cyber information processing technologies strengthens external integration especially the downstream segment. Bitar and Hafsi [61] explored the concept of capabilities and their impact on integration and performance. Schoenherr and Swink [62] note that enhanced information porcessing capability will substantively underline the organisational responsiveness. A Delphi study by Lummus, Vokurka [3] shows that managers tend to associate the underlying capability of gathering and sharing timely information of their customer demand with much improved supply chain responsiveness. Li, Chung [63] phrase such information processing conditions and sharing capability as the 'alertness' that a supply chain takes towards the integrative business environment.
Organisational information processing theory (OIPT) [23] identifies three important concepts: information processing needs, information processing capability, and the fit between the two to obtain optimal performance. To achieve SCR represents the information processing needs, and to develop Industry-4.0 is to harness the information processing capability. Literature has ample evidence of the fit between the two. As Catalan and Kotzab [64] once described that an organisation's information processing capability enables the firm to read and understand market signals. Lee, So [28] suggest that information exchange capabilities supplement the organisational integration and coordination with respect to achieving greater responsiveness. Lapide [65] reports in his research that the key factor that impedes the organisation's competitiveness is the lack of enterprise wide information processing capability which is supposed to leverage the available market information.
In view of the two theoretical perspectives discussed above, it is reasonable to postulate that the causal effect of SCI on SCR might be positively moderated by the level of Industry 4.0 initiative as an external factor. Hence, we put forth the following three hypotheses:
H3a: Industry 4.0 positively moderates the causal relationship between the internal integration and the overall supply chain responsiveness.
H3b: Industry 4.0 positively moderates the causal relationship between the upstream integration and the overall supply chain responsiveness.
H3c: Industry 4.0 positively moderates the causal relationship between the downstream integration and the overall supply chain responsiveness.
To wrap it up, we construct a conceptual framework that captures the above seven hypotheses shown in Figure  1 . It models the SCI -SCR causality subject to the moderating effects of Industry-4.0. Here, the 'level of Industry 4.0' is an empirically measurable construct that indicates the overall extent to which the 'smart factory initiatives' are up-taken. We conjecture that supply chain integration promotes responsiveness, but do so in respect to its dimensions and also subject to the moderation by the level of Industry 4.0 (Figure 1) . 
Methodology
Data Collection
This study choose China's electronics industry as the unit of analysis, whereby the survey data is collected, for a number of reasons. First, China's electronics manufacturing industry is one of the largest in the world. Total revenues of major electronics information companies in China, have as expected exceeded 15.5 trillion yuan ($2.3 trillion) in 2015, doubling the gross revenues of 2010 [66] . It accounts for 35% of China's foreign trade at the end of last decade [67] . Second, many of them have already had the leading edge of technologies, including Internet of Things, Big-data, Cloud Computing, artificial intelligence (China Tech, 2016; Business Korea, 2016; Freudenberg, 2015; NE China, 2016). Third, China's electronics manufacturing supply chains have the growing global reach and are undergoing a transformation through upgrading their information system to the cyber-physical platform [6] . We identified 76 companies from the top 100 electronics companies listed by EDN Network (2007). Through Distributed under creative commons license 4.0 the initial telephone contact to all the 100 companies, we captured their general profiles in terms of their up-taking of Industry-4.0. Then, we filtered the companies down to 76 companies that met our criteria, and where their executives had at least confirmed their substantive involvement in the recent Smart Factory or Industry-4.0 initiatives.
The survey instrument was developed for individual respondents in those firms that mostly OEMs at the 'decoupling point' as discussed above. Wherever possible we kept the survey items as simple as possible to avoid unnecessary confusion and inconsistency. The respondents to the survey were identified with the help of senior executives in each company. The key criteria are the adequate knowledge, experience of being involved in the company's Industry 4.0 initiatives. We screened those initially and identified 267 respondents, and eliminated those whose roles or experience were not so relevant, and ended-up with a pool of 223 respondents to send the questionnaires to. The survey invitations along with the survey questionnaire were sent through the single contact-point at each participating companies. With this approach, we had the consensus from their HR departments, which often have concerns of information security and confidentiality issues. As a result, we had higher than expected response rate of 79%. This rate is satisfactorily higher than what is recommended for empirical studies in operations management [68] .
One of the limitation of this sampling method is that the respondent group were identified subjectively and may suffer from the non-response bias (NRB) (Armstrong and Overton, 1977). Our data were tested with p value well below 0.05, suggesting no significant NRB is involved. Since each survey questionnaire was collected from individual respondent at the same time, a so called common method variance (CMV) might be a threat to the validity of the results. Harman's one-factor test [69] was carried out, and the results revealed that no single factor explained anything more than 30% of the total variance in all the variables, suggesting that the common method bias is not present in any significant scale.
Variables and Measures
Key Variables and Measures
The key variables in this study are shown Figure 1 . Supply chain responsiveness (RS) is the only dependent variable, which is the measures of a supply chain's overall operational responsiveness towards the customer demand and market changes. It is a factor representing the resultant performance of the SCI -SCR causality logic. The scales and the measurement indicators are mostly adapted from reliable literatures with only limited modifications if required. For the scale of SCR, they are adapted from Danese, Romano [70] .
On the other end of the causality are the three dependent variables representing the three dimensional components of the SCI including: internal integration (II), upstream integration (UI) and downstream integration (DI). They are the factors measuring the strength of integrative activities within its respective segment of the supply chain. The scale of II and its observed indicators are largely adapted from Narasimhan and Kim [44] ; and the scales of UI and DI are adapted from Flynn, Huo [33] .
The level of Industry-4.0 (ID4.0) is defined as both the moderating factor as well as the independent factor in the framework (figure 1) owing to its multiple effects on the causality equation. The scales for the level of ID4.0 appear to have not been reported directly anywhere in the extant literature. We, therefore, developed its scales largely by adopting and synthesising the scales from a number of existing relevant constructs from the literature, such as 'information integration and processing' from Chou, Chang [71] , "smart manufacturing" from Davis, Edgar [72] , "information processing capability" from Premkumar, Ramamurthy [29] , and 'innovation capability' from Romijn and Albaladejo [73] .
The scales adopted and/or developed from the literatures were originally in English, and were translated into Chinese by two professional translators who were specialised in business and managerial subjects. Items in the questionnaire were first reviewed by a small team of 3 academics who kindly gave their feedbacks, based on which some modification and improvement were made. The revised questionnaire was then pilot-tested with a small group of 18 participants to ensure that the questions were clear enough and relevant to the Chinese electronics manufacturing industry. Table 1 shows the scales and measurement indicators for all the five key constructs along with some reliability and validity assessment results. We implemented control systems that are largely integrated across functional areas 0.70
We emphasize on managing the information flows among purchasing, inventory management, sales, and distribution departments 0.54
Physical flows among production, packing, warehousing, and transportation departments are the key priority in our operational processes.
0.81
We have high level of responsiveness to meet each other department's needs 0.59
Upstream integration (UI)
We share substantive information with our major suppliers through using various of information systems Formed a close strategic partnership with suppliers 0.56
Established a joint planning process to achieve rapid response with suppliers 0.61
Our suppliers systematically provide information to facilitate production and procurement processes 0.48
Our suppliers are involved in in new product introduction processes 0.60
Downstream integration (DI)
We share substantive amount of market information with our customers 0.57 df =5, χ 2 =10. 66 tour information sharing with our major customers are driven by information technologies 0.60
Our joint planning and joint forecasting is based on and facilitated by high level of supply chain visibility 0.49
Our procurement and production processes are benefited from the information provided by our customers 0.51
We involve our customers in our new product introduction and development processes 0.64
Responsiveness (RS)
We are able to rapidly adjust the volume of production to respond to the market volatility 0.51 df =5, p<0.001; Our plant can produce broad product specifications within same facility 0.71
We have the capability to make rapid product mix changes for either market requirement or supply chain resource requirement 0.62
We can provide flexible and fast delivery service to our customer 0.55
Level of Industry-4.0 (ID4.0)
We customize our production and delivery processes through real-time cyber-physical information interchange connection We integrate information from big-data into our smart machineries 0.48
We strategically invest in latest cyber-physical information systems to keep up with the development 0.50
Initiatives of Internet of Things has been launched and implemented in our production systems.
0.53
We use cloud computing to process the market information in order to design and re-design of our products. 0.61
Control Variable
We include several firm-level control variables to ensure that the test is not significantly biased by the other factors that have not been constructed into the regression model. Methodologically, however, such bias is highly likely and will typically result in so called omitted variable bias (OVB) (Clarke, 2005). A common method to avoiding the OBV is to include a number of properly identified control variables into the regression model. First, we use company age (AGE) as it has been suspected to be associated with its competitive performance (Zahra et al., 2000) . We measure company age in terms of years commencing from its establishment, grouping into five categories from '1' for companies younger than 5 years; and '5' for companies that are 50 years or older. Second, we use organizational size (SIZ). Some authors (Chang and Thomas, 1989) argue that organisation size may enhance its competitive performances by leveraging on cheap loans and mitigated risks. Organisational size here is based on the company's total number of full-time employees ranging from '1' for less than 100, and '5' for over 5000 employees. Third, we use product and market scope (PSP, MSP) as have been discussed by Zott and Amit [74] . How a company develops its product offering for a specific market place will surely influence its performances. We adopted the questionnaire items from Zott and Amit [74] . Fourth, we use process innovation (PIN), which represents a creative dimension of its management processes. We measured the PIN by the survey item suggested by Su, Tsang [75] . Fifth, to reflect the unique Chinese electronics industry, we control the firms' ownership type (OWN); '1' being a government owned company and '0' being all other types. Sixth, to reflect the unbalanced economic development in China, we control the location of the firms (LOC); '1' being in the grade-1 (biggest) cities and '5' being in the grade-5 cities (county). Seventh, we also control the level of foreign investment in the company (FIV), which is now increasingly a common place; for "1" being with more than 80% of foreign investment and '5' being less than 20%.
Results
Regression Models Test Results
Hierarchical multiple regression analysis is used to examine our hypothesised framework. Table 2 presents the constructs and their correlations in between. The Pearson correlation value in the matrix appears to be low (< |1.0|), indicating discriminant validity in between the variables is high. However, when there are many independent variables, including control variables, in the regression model multicollinearity could be a concern. The values of VIF (variance inflation factors) which associated with each variables in the last column of the table 2 show that they are well below a common cut-off value of 5.0 [76] , suggesting the effects of multicollinearity in the data set is within the acceptable limit.
Distributed under creative commons license 4.0 Table 3 below presents the results of hierarchical multiple regression which is intended to examine the proposed hypotheses. We included the cross-product terms as the additional predictor to estimate the interaction within the regression process. Model 1 presents the base-line regression that only involves the 8 control variables. The result clearly shows that the beta values are not statistically significant for all the control variables; thus, they do not have any significant influences to the SCR. Model 2 captures the direct influencing effects of the three integrative dimensions of SCI as well as the moderating factor of Industry-4.0. The coefficients for the four constructs are all positive, indicating a positive direct correlation with the SCR. However, it is noted that the effect of UI is not statistically significant. Thus, the hypotheses H1, H2a and H2c are supported by the results but not the H2b.
Table 3. Moderated regression results
Next, we use Model 3, 4, and 5 to test the moderating effects of Industry-4.0 on the causality of SCI -SCR. Model 3 -5 add on the Model 2 with the interaction terms of 'II with ID4.0', 'UI with ID4.0' and 'DI with ID4.0' respectively and separately to investigate the moderating effects. The results shown that Industry-4.0 has a positive moderating roles to play in the causal relationship of SCI and SCR. However, the moderating role is tested statistically significant (p < 0.001) for II and DI dimensions, but not for the UI dimension. Thus, the hypotheses H3a and H3b have been supported by the test result, but not the H3b. These findings, therefore, confirms the significant existence of the moderating effects of Industry-4.0 and also confirms that such effects differ in respect to specific dimensions of SCI. Table 4 provides a summary of the hypothesis tests.
Table 4. Hypothesis test results
Hypotheses Status
The factors below are positively correlated with supply chain responsiveness (SCR)
H1
Level of Industry-4.0 (ID4.0) Strongly Supported
H2a
Internal integration (II) Supported 
Discussion
Results Interpretation
By taking the structural perspectives of SCI at the decoupling point, our results indicate that downstream (DI) and internal integration (II) appear to have significantly higher impact to the SCR than that of the upstream integration (UI). This result suggest that the effectiveness of SCI -SCR causality does not always demonstrate itself on the amalgamated overall SCI strength level, but often depends on how the individual dimensional level integration is configured.
From OIPT one can argue that the upstream information flows from the decoupling point mainly serve the functions of forecasting and scheduling needs for adjusting the capacity and resource levels from the suppliers; whilst the downstream information flows mainly serve the functions of 'make-to-order' and 'respond-to-demand'. It is this differentiated roles of information process capability at different segment of a supply chain that ultimately fit to the differentiated levels of effectiveness of the SCI -SCR causality.
The configuration approach, as described in the Configuration Theory by Miller [77] , stipulates that an organisation is a set of interrelated activities rather than pairwise relationships in isolation. The configuration approach views the fit in terms of 'gestalts' of various elements and their relationships [78] . The choices of managerial actions towards the upstream, downstream or internal integration is part of the configuration design. Thus, it is reasonable to argue that our results from the dimensional SCI analysis facilitate supply chain's configuration design, especially by being contingent upon an emergent exogenous factor -Industry-4.0.
Further on the result that the UI has no significant direct effect on the SCR, nor under the moderating effect of ID4.0, we may interpret that this could be due to the limited cyber-physical information processing capabilities in the upstream, at least it is so in case of the China's electronics industry. Upstream integration, in general, appears to benefit the supply chain through efficiency oriented re-alignment rather than customer satisfaction [79] . The information flow used to integrate upstream tends to be the aggregated ones concerning more of generic components and their stock levels, not usually the customised products. On the other hand, downstream integration appears to be particularly capable of benefiting the responsiveness through services and customised flexible delivery.
The findings on the moderating effects of industry-4.0 also echo the well-established contingency-based management thinking. It suggests that the effectiveness of a firm's promotion on the responsiveness will not only depend on the initiatives of Industry-4.0 per se, but also very much on the relevant integrative actions that are moderated by industry-4.0 with a non-trivial measure. In other words, the causal relationship between SCI and responsiveness has been significantly contingent on the level of up-taking of industry-4.0.
Theoretical and Managerial Implications
From a theoretical development perspective, this study has attempted a number of areas to enrich the existing literature. First, the concept of SCI defined in the literature as a unidimensional entity is no longer theoretically fit for purpose; and it helps when it is understood as a multidimensional structure which is subject to the contingency effect of exogenous factors. Our finding shows that Industry-4.0 is one of such exogenous factors, which could exert significant level of moderating effect on the causal relationship between SCI and SCR. Second, this study explores the roles of emerging industry-4.0 from a perspective of OIPT. Previous studies on industry-4.0 has been largely technological [80] , and its theoretical linkage with SCI has been unexplored. It becomes clear in this study the advent of industry-4.0 has a profound implications as to how SCR should be modelled. Third, this study models both the direct effect of industry-4.0 and the indirect moderating effects on the causality of SCI -SCR simultaneously. This extends our understanding on the contingency-based causal connections at the integrative dimensional level.
In regards to the managerial practices, the findings of this study could also have some significant implications for the practitioners. First, the model developed could serve as a decision-making tool, which can support managerial decisions on the initiatives of integrations in a particular segment of supply chain; on the intended investment in upgrading with the industry-4.0; and on the effort to enhance the market responsiveness. All too often, managerial decisions and subsequent actions are taken in complete isolation, ignoring the interplay of those constructive factors. Second, the results showing the different moderating effects on SCI can guide the practi-Distributed under creative commons license 4.0 tioners on prioritising their efforts to ensure the resources are mobilised optimally. Our results indicate that in order to reap the maximum benefit, managerial efforts on SCI must be prioritised first to the area of downstream integration, and then internal integration and finally to the upstream integration, given that a discernible level of industry-4.0 has been a contextualised factor. Third, the finding suggests that the managerial effort on upgrading the level of industry-4.0 will, according to the model developed, directly and positively promote the SCR, and more so in the downstream segment.
Conclusions and Limitations
This research adds to the concurrent literature some empirical exploration as to how Industry-4.0 has reshaped today's manufacturing industry in a global scale, and provides better understanding on how its resultant business impact can be interpreted more rigorously through the perspective of information process theory. In particular, a cohesive conceptual framework capturing 7 hypotheses has been developed and tested based on the empirical data collected from the electronics industry in China. The key contribution of this research can be judged from the conceptual model of the moderating effect of industry-4.0 onto the causal relationship between the SCI and the level of SC responsiveness. This research not only theorises an emerging industrial shift led by industry-4.0 across the world today, but also provides some informed guidance to the decision-makers as well as practitioners on how to better harness their SC responsiveness with industry-4.0. In view of the research developments on the long path of continuing evolution of supply chain management, a new step forward may have just been accomplished.
Limitations of this research, however, are unavoidable. Future research could address the joint moderating effects of two or more exogenous factors, although there is no definitive logic that the results of two or more factors will necessarily negate the results of a single factor analysis. Also, it might be useful to explore the impact of Industry 4.0 across different industry sectors and different geopolitical locations to capture a more complete picture. 
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Introduction
T he circular economy must combine the concepts of life cycle and time series to analyze the logic and influencing factors. All materials change at different times and these changes affect the final implementation of a circular economy. Whether or not this is about managing the source, or final disposal, waste should become a useful resource and whatever value remains should be maximized even though most products will have become unusable in terms of original functionality. New ideas and means of circulation and sustainability should be introduced.
In the concept of material circulation, waste is a resource. All resources and their components or related ele-ments can be separated or restored using various technologies or methods, between input and output, after a certain time. The essence of the material cycle is to emphasize the limited nature of the earth's resources and reduce exploitation. With the implementation of a multiple reuse concept, objects can return to a point where they continue to provide value even after the end of their original-use life cycle. They can often be used as raw material for other products. In this way the traditional linear model becomes a closed circular model.
In this study essence analysis was used to determine if the existing circular economy model meets its output target. When a model cannot truly solve a problem, or the explored answers are mere representations and do not Distributed under creative commons license 4.0 solve the fundamental problem, then the model needs to be changed. Every analytical model must have sequence and causality, as well as factors that have an impact on the model, all of which must be considered. These are all important for exploring the essential issues and for demonstrating decisive influence on the entire model. This whole process of exploration and change allows all the factors for the formation of modeling strategies to be found.
Literature review 2.1 Circular Economy
When the reuse value of an object is greater than the cost of disposal it becomes another resource. Conversely, when the reuse value is less than that of disposal, it becomes waste. Garbage is not all waste and can be a valuable potential resource [1] . In 1990, Pearce and Turner proposed the concept of the circular economy in their book, "Economics of Natural Resources and the Environment", which showed clearly that the traditional open economy did not include the concept of recycling. In contrast, the circular economy tries to establish a resource management infrastructure based on sustainability, making the economic system part of the ecosystem [2] . In 2013, Jeremy Rifkin pointed out in his book "The Third Industrial Revolution", that human beings will combine green energy and energy telecommunications technologies in the 21st century to enter a third industrial revolution, and the development of the industry, energy and resources are already moving in this direction [3] . The "Circular Economy" has become a development trend in recent years. There are similar terms, such as "a green economy", "an ecological economy" or "a low-carbon economy" and "circular economy" is one that has natural resources as its core [4] . Most research articles tend to focus on the reuse of resources, which is rather narrow, and they do not offer solutions that would allow a circular economy to move toward sustainability. To enable continuous recycling, more resources need to be consumed for the restoration of function, or the scrapping of waste products and their conversion into raw material for manufacture. Such implementation and promotion involves deviations in the track a circular economy and should be developed.
A circular economy is one of the solutions that arise from a green economy and four key elements constitute its real core: product design, reverse logistics, the business model and the Internet of Things (IoT) these are supported by policies and regulations. A circular economy can exist only if these four elements are all present to extend the time products stay in the supply chain. This maximizes the recycling rate and the number of cycles and also improves company profits [5] . In 2017, Chang wrote that the core values of the circular economy were: (1) Reduced resource exploitation; (2) An extended product life cycle;
(3) Improved reuse of components and materials; (4) Reduced and activated "idle resources" to improve product utilization and reuse [6] .
The origin and the definition of the essence of the circular economy perspective comes from the fact that the resources of our planet are limited. A circular economy has both industrial and biological cycles. The Industrial cycles involve products made from raw materials by manufacturing processes. "Raw material" is a general term covering everything that is harvested or extracted. The Biological cycles involve the processes and substances generated by animals and plants from production to termination. Long term strategic consideration clearly shows that planning is needed to achieve sustainability and "zero waste" and to solve the current climate change problems faced by mankind [7] .
Definition of Essence
"Essence" is a term that does not arise very frequently in the literature and it has many different definitions and interpretations. In general, it is combined with titles to be discussed as part of reasoning. In 2016, Takashi gives a definition of essence as "the real reason behind problems and phenomena and the cause of problems and phenomena" in his book "Essential Thinking" [8] . He uses the concept of essential thinking to explore the root of problems and solve them, and this concept contributes to the early ideas in this study. The interpretation of essence in the field of religion is "one for all", but mainly it is still one word, "heart", and "Form itself is emptiness; emptiness itself is form". This concept is also in line with this study in defining the fundamental idea of the "Essential Analysis Model". The Wikipedia entry on essence defines it as the properties or particular characteristics of an object which gives it material form, original, or particular characteristics without which it would have no identity [9] . However, this definition only defines existing substances and so is not in line with the basic theory of this study. This study integrates a Buddhist view of the essence to explore the nature of affairs or materials, in addition to exploring the true problems behind them. The fundamental definition of essence is in line with the essential analytical study of the circular economy, as all substances, originally made together, can be broken down, decomposed and reduced to original substances.
Distributed under creative commons license 4.0 model", was first introduced at the 2018 Cross-Strait Harmony Forum. In this method an analytical approach is used to explore the fields of education and culture on both sides of the Taiwan Strait. The substantive research results clearly exposed the essence of the problems faced by the two sides in terms of education and culture [10] . The essential analysis model involves an exploration of the root causes hiding behind the external appearance of problems. A thorough and accurate conversion of the "qualitative" into the "quantitative" aspect is already a difficult task, and it is worth noting that this aspect of "essence" originates in philosophy. After some time, people in management also took a jump into this field of study. This is hap-pening because human society more often than not merely handles surface problems, not solving those hidden in the background. This is why the perspective of "essence" has been applied to various behavioral patterns in the study of human society.
The "essential analysis model" explores the real reason for the problems presented by affairs or materials as well as making an overall analytical framework (see Figure  1 ). In this study four main steps are taken in the approach to the essential analysis model: the construction of a prototypical model, time series analysis, a change model strategy and evaluation, and feedback to implementation. Details of these four steps are given in Table 1 . 
Essential analysis model for a circular economy
A circular economy is mainly divided into industrial and biological cycles. In this study the "essential analysis model" (Figure 1 ) was employed to analyze the industrial cycles. Greenhouse gases have a major impact on global warming, and the contribution of a circular economy to the environmental dimension is a priority. The classical economy model omits the extraction of raw materials and the necessary breakdown and manufacturing stages, as well as material decomposition after recycling, and only considers the cycles after product design. A circular economy considers decreasing the extraction of resources and testing of the emissions of greenhouse gases. Therefore, the output objectives during the model building process should take the carbon dioxide equivalent (CO 2e ) index into consideration and attempt to reduce emission. Figure 2 is an analysis diagram for such an industrial cycle. The positive and negative cycles of the model have been analyzed and it can be seen that the mining process is considered positive. This is because as the demand for products increases, the demand for raw materials used in their manufacture also increases, and this is directly related to product design. The use stage is negative because in the original design of a circular economy, repair, maintenance, replacement and idle resources can be re-used, service life can be extended, or the performance of a product can be kept at an acceptable level. The negative cycle indicates that development has a leverage point which is also related to sales. For example, a second-hand market can make full use of idle resources.
In this study the entire process was considered as an industrial circular economy, starting from the mining of raw ore, cracking of raw materials, parts manufacturer, product design, assembly, transportation, sales (marketing), use (consumer), termination, resource recovery and final dismantling. This included the calculation of CO2e, as well as other relevant factors that affect the industrial cycle model.
The life cycle of the entire industrial cycle is shown in Figure 3 . After analysis of the time change, it was easy to find the four change points: product design, use, resource recovery and decomposition and remanufacturing. There are two phase changes and two root causes for drive. Product design is the key to this entire life cycle, because it considers recoverability, reusability, product durability, ease of repair, functionality, and residual value at the end of the life cycle. The constraints and restrictions of laws and regulations are also considered. Any change in these factors can affect the cycle performance of the whole product, and change the entire model. Product design is the root cause that drives the entire model and the product life cycle. In addition, the habits and values of product use and accession are key points affecting the whole model, especially when users have the correct perception of product recycling and it has become a habit. This improves the useful life of products, increases the recycling and reuse rate and extends the entire product cycle. Dismantling and remanufacture are vastly different from the traditional model in reverse logistics. The original manufacturer needs to recover the product from the consumers at the end of its useful life. However, for this model the original manufacturers need to have the capability for such recovery and must meet the requirements stipulated by laws and regulations. This can affect the economic development of the whole cycle. This is especially important at the governance level and the original manufacturers need to conduct reverse logistics. Compliance with the environmental laws and regulations is a burden and another important factor that influences recycling.
The strategy to a change model is detailed in Figure4. The premise is that it has to be more in line with the output objectives than the original model. The biggest difference, compared to the original model, is that this study is based on reducing the extraction of resources and the production of greenhouse gases. This brings the strategic changes to the entire model more in line with the vision of sustainability. The original industrial cycle does not take implementation into consideration. The last step of an essence analysis model requires an evaluation of the effectiveness of the strategies to the change model after implementation. The evaluation formula and calculation for each stage of a product life cycle is shown in Table 2 . The re-use evaluation of a product at the end of life is not higher than the original manufacturing cost. However, should the value be higher than the original cost of a new product, a correction must be made to feedback to the analysis and the first three steps must be re-run in a new analysis. Figure 4 . The Industrial Cycle model Each stage (CO 2 e/CO 2 e Actual CO 2 e equivalent / Designed CO 2 e equivalent)×100 ≤ 1
Conclusion
A circular economy considers not just the economic aspect. If only the economic aspect were considered, the beauty of circular economy would not be realized, development might be limited and the effect would not withstand the test of time. In this study the essence of an industrial cycle was examined within a circular economy and it was found that the correlation between factors is necessary to an extent. When the residual value of a product after use is lower than the reuse value, it is regarded as waste. This is a topic worthy of attention when promoting a circular economy, and it is also a problem all countries in the world must face. A circular economy should be sustainably structured and the environment, society, economy and governance Distributed under creative commons license 4.0 as well as the environmental impact of greenhouse gases must receive consideration. The extraction of resources for the manufacture and processing of finished products, and even the end of product life cycle and disposal in a cycle, have different levels of carbon emission equivalents and must all be considered. This is important, no matter if it is a biological or an industrial cycle. These things can be easily overlooked if the economic dimension is the only one receiving consideration. The essential analysis model was used in this study to demonstrate the problems of the existing circular economy, especially the effect on our planet of the greenhouse gases generated in the process. In terms of the industrial cycle, it is recommended that a consideration of recyclability be included at the earliest design stages. Recyclability should include reusability, the recovery rate and the use rate of new material for new products. In addition, we still need to assess the total of greenhouse gases from each product, from resource extraction to carbon emissions from remanufacturing and the resource consumption of original acquisition by mining or other means, decomposition and final reduction to show the true value and contribution of a circular economy.
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