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In the class of multivariate exponential power distributions, we derive LB1 
(locally best invariant) tests for normality in the two cases: (i) mean vector p is 
known and (ii) ,U is unknown. In the case (i), the null and nonnull asymptotic dis- 
tributions of the test statistic are derived. In the case (ii) the asymptotic properties 
of the LB1 test remain open because of a technical difficulty. However, the null 
distribution of a modified test is derived. A Monte Carlo study on the percentage 
points of the tests is made. 0 1~1 Academic PKSS, Inc. 
1. INTRODUCTION 
A deviation from the normal family {IV@, E) 1 u E RP, E E 9’( p)} is often 
treated as follows: First the normal family is enlarged through the intro- 
duction of an additional parameter 0, and then the deviation from the 
family is described as the value of 8, where a special value of 0 corresponds 
to the normal family. Such an enlarged family is the family of multivariate 
exponential power distributions with pdf of the form 
40) 
P& I P, V = pp exp [ - ; wwl(x-PHo], (1.1) 
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where c(0)=817p/2)[21~on]-p’2[Z3p/2~)]-L, XER~, BER, = (TE Rlr>O}, 
pLERP, and ZE 9’(p). Here 9’(p) denotes the set of p x p positive definite 
matrices. As special cases, this family includes the normal family (0 = l), a 
multivariate double exponential family (0 = f) and the asymptotically 
uniform distributions (0 -+ 03). In applications, the univariate case (p = 1) 
of this family is often treated (see Box and Tiao [ 1 I). 
In this paper, based on an i.i.d. sample Xi, . . . . X, from (l.l), we test the 
following one-sided problem for normality: 
H:8=1 against K,:o<e<i or K,:e>i. (1.2) 
Note that the smaller 8 is, the heavier the tail of the distribution is, and 
hence the alternative hypotheses K, and K, correspond respectively to 
thicker and thinner tailed distributions compared to the normal distribu- 
tion. In the case where p is known but E is unknown, we derive a unique 
LB1 (locally best invariant) test for the problem (1.2) and obtain the 
asymptotic null and nonnull distributions of the test statistic. On the other 
hand, in the case where p and E are unknown, we simply derive an LB1 
test. The null distribution of the test statistic remains underived because of 
a technical difficulty. However, the asymptotic null distribution of a 
modified test is derived. Also, a Monte Carlo study for the null distribution 
is made to verify the adequacy of the asymptotic approximation. It is noted 
that an explicit form of the likelihood ratio test (LRT) is difficult to obtain 
and the LRT is locally dominated by the LB1 test since the LRT is 
invariant. 
In the literature when p = 1, Uthoff [13] derived the most powerful 
location-scale invariant tests of normality against uniform distributions and 
against double exponential distributions and showed the asymptotic 
normality of the tests. Hogg [3] explicitly introduced the family (1.1) with 
p = 1 to test 8 = i and 0 = 2, and derived the most powerful scale invariant 
tests in the case where R is known. In the case where lo is unknown, he 
modified the tests by replacing Xj by X,-X and made a Monte Carlo 
study on the modified tests. The LB1 test for (1.2) with R known and p,= 1 
was considered by Spiegelhalter [ 111. He derived the asymptotic distribu- 
tion of the test statistic which coincides with the result of Section 3 and 
gave a Monte Carlo study to investigate the power of the test. When p = 2, 
Szkutnik [12] derived the most powerful location-scale invariant tests for 
bivariate normality against bivariate exponential distribution (not double 
exponential) and against bivariate uniform distribution. 
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2. THE LB1 TEST FOR NORMALITY WHEN p Is KNOWN 
When JI is known, assume p = 0 without loss of generality. Let 
x = (Xl, . ..) Xn)‘: n x p and GE(p) denote the group of p x p nonsingular 
matrices acting on X and (13, IS) by 
g.X=XA’ and g . (0, E) = (0, AEA’), (2.1) 
respectively, where g = A E G1( p). Clearly the problem (1.2) is left invariant 
under (2.1) and a maximal invariant is 
(2.2) 
with 
Y = (Y 1) . ..) Y,)’ = ~ S= fi and YieRP. 
~5’ n 
Also a maximal invariant parameter is 19. This implies that the distribution 
of W, denoted by Pr, depends on 8 only, and hence we can assume E = I 
in our invariant analysis. 
LEMMA 2.1. The pdf R(W 10) of W under 0 with respect to Py; i.e., 
R( W 10) = dPrJdPy, is expressed in a neighborhood of 8 = 1 as 
R(wle)= i +zqw)(e- i)+o(le- II), (2.3) 
where 
(2.4) 
with $(a) = s: za- ’ (log z)e-‘dz/T(cr) the digamrna function. 
ProoJ: The argument of our proof is similar to the one given in Kariya 
[4, Chap. 3, Section 81. Since ldet Al” is the Jacobian of XI--+ XA’ and 
since v(dA) = dA/ldet AIP is an invariant measure on GZ(p), it follows 
from Wijsman’s theorem [14] that 
fW 10) 
WW) 10) = H(Xll)’ 
where 
h(XA’I 0) ldet AIn v(dA) (2.5 1 
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with h(XA’ 10) = ny= 1 ps(XXjI 0, I). Since R(W(XA’) ( 0) = R(W(X) 1 f3) for 
any A E G/(p), we can replace X by Y = XS ~ ‘/*/,,f% in the evaluation of 
R(W(Y) ( 0). Note W(Y) = YY’ and Y’Y = I. To evaluate R(W(Y) ( 0) in a 
neighborhood of 0 = 1, expand h(Y ) 0) as 
h(Yle)= i+i co- i y;yjiogy;yj 
[ i 
(e-i) h(~li) 
j=l 1 1 
(2.6) 
where co=np{$((p+ 2)/2)+log 2}, q(Y I ti*) = a*h(Y ~8)/~8*~,.=,, with 
8* = (1 -1)0+ 2 for some 0~1~ 1. Consequently from (2.5) and (2.6) it 
follows that 
(2.7) 
J(Y)=+ j i Y;A’AYj log Y;A’AYj f (A) dA 
0 WP),,] 
and 
Q(w*)=&5,,,,, q(YA’I e*) ldet AI+P dA, (2.9) 
where f(A) = exp[ - 4 tr A’A] Jdet AI”-” and Co = IGlcpjf(A) dA. To 
evaluate J(Y), factor A = TU with r E O(p) and U E G:(p), and decom- 
pose v(A) = dA/ldet Alp as v = v, x v2 with v,(T) the invariant probability 
measure over O(p) and v,(dU)=kdlJ/n;= , u,, a right invariant measure i.
over G:(p), where O(p) denotes the group of p x p orthogonal matrices 
and G:(p) the group of upper triangular matrices with positive diagonal 
elements (for this argument, see Examples 6.18 and 6.19 in Eaton [2]). 
Then transform U’U into V = U’U to obtain 
J(Y)E” f Y;VY, log Y,VY, 
j=l 1 
= i {Y;YIEv[~log~] 
j=l J J J J 
+ (Y,‘Y,log Y,‘Y,)EV ) (2.10) 
where V is a p x p Wishart random variable with degrees of fgreedom n 
and mean n I. Here noting that a’Va/a’a is xz distributed for any a # 0, J(Y) 
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in (2.10) is evaluated as in (2.4). On the other hand, we show in the 
Appendix that the remainder term Q(Y IO*) in (2.9) is bounded in a 
neighborhood of 0 = 1. Therefore the result follows from (2.7) with 
mvv) = 1 cccl - JWI. I 
From this lemma we obtain the following main result in this section. 
THEOREM 2.1. The power function of a Gl(p)-invariant test cp of level a 
is expressed in a neighborhood of 8 = 1 as 
+P, e)=cc+~,C~(w(x))cp(x)i(e- 1)+0(1e- II), (2.11) 
where E, [ ‘1 denotes the expectation under 8 = 1, o( 18 - 1 I) is unzform in cp 
and K(W) is given by (2.4). Furthermore, the test with critical region 
t(x)+ x;s-‘x~logx,‘s-‘xj>(<)c, (2.12) 
J=l 
is the unique LBI test for H against KJK,). 
Proof Write q(X) = @(W(X)), since q(X) is invariant. Then by 
Lemma 2.1, the power function of cp is evaluated as 
n(cp, e) = j- 4(W) dPr =I q(W) R(W 10) dPy 
implying (2.11). Maximizing E,[K(W(X)) cp(X)](e- 1) via the generalized 
Neyman-Pearson lemma yields the unique LB1 test in (2.12). This 
completes the proof. 1 
3. ASYMPTOTIC BEHAVIOR OF THE LB1 TEST 
In this section we derive the asymptotic null and nonnull distribution of 
the LB1 test statistic t(X) = xi”=, X$-‘X, log XjS-‘Xj in (2..12) under 
p =O. In the sequel, since t(X) is invariant, we assume without loss of 
generality that Xi’s are i.i.d. from the pdf (1.1) with p = 0 and C = 1. First 
we derive the limiting distribution of (l/n) Cl= i h(X;S - ‘X,) for an 
arbitrary h satisfying some regularity conditions. 
LEMMA 3.1. Let X, X,, . . . . X, be i.i.d. p-dimensional column vectors from 
distribution function F which is spherically symmetric and s xx’ dF(x) = 1. 
Let h: R + R be continuously twice differentiable and T = 
(l/n) xi”= 1 h(X,‘S-‘Xi) with S = (l/n) c,“= 1 Xix;. If X and h satisfy 
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(a) E[ (h(X’X))*], E[X’Xh(X’X)], E[X’Xh(X’X)], E[(X’X)‘] < co. 
(b) there exists a function g of the form g(u) =CJyz pN, oljuj, N,, 
N, E N, such that [h’(u)1 < g(u) and E[(X’X)‘g(X’X)] < co 
with h and & the first and second derivatives of h, then 
J;;( T- E[h(X’X)]) & N(0, u), 
where 
v = Var 
[ 
h(X’X) -7 E[X’Xh(X’X)] 1 
Proof: We employ the von Mises differential approach described in 
[S]. Let FA = F+ A(G -F), 0 < 1~ 1, with G a distribution function. 
Consider the functional T(F,) = j h(x’S(F,)p’x) dFA(x), 0 < II < 1, where 
S(F,) =j xx’ dF,(x). Since dS(F,)/dA = S(G) - S(F) and dS(FA)-‘/dA = 
-S(F,)~‘{dS(F,)/d~} S(FJ’ = S(FJ’[S(F) - S(G)] S(FJ’, the 
Gateaux differential of 7’(. ) at F in the direction of G is computed as 
d, ( T(F); G - F) = lim 
210 
TV,) - T(F) 
2 /.=o 
= s X’S(F)-‘[S(F)- S(G)] S(F)p’xh(x’S(F)-‘x) dF(x) 
+ j h(x’S(F)p’x) d(G(x)- F(x)) 
= tr (I - S(G)} s xx’&x’x) dF(x) 1 
+jhc x’x) d( G( x) - F(x)). (3.1) 
Notice that f xx’&x’x) dF(x) = I . E[X’Xh(X’X)]/p by symmetry. For 
G = F,, ; the empirical distribution function based on Xi, . . . . X,, d, can be 
written as 
d,(T(F);F,--F)=i jg, 
[ 
h(Xi’Xj)- y E[x’xh(xrx)] 
- E[h(X’X) - X’Xl;(X’X ] 1 . (3.2) 
NOW write T-E[h(X’X)]=d,(T(F); F,,-F)+R,, where 
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Since d,(T(F); F,, - F) is a sum of i.i.d. random variables, it suffices to show 
that R, = o,(n-‘I’). For a fixed Xi, consider X$-‘Xi= L(S, Xi) X;Xj to be 
a function of L. Notice that L(S, Xj) + 1 as., given Xj. Then a Taylor 
expansion of h(X,‘S -‘Xj) around L(S, Xi) = 1 is given by 
h(XJS -lx,, = h(XjXj) + (XjS - lXj - XjXj) I;(x;x,) 
+ (x;s-‘xj- XIX,)2 . 
2 
h(L*(S, Xj) XjXj), (3.4) 
where L*(S, Xj) satisfies min(1, A,) < L*(S, Xj) < max(1, A,+,) with A, 
and A, being the minimum and maximum eigenvalues of S-l, respectively. 
By using (3.4), we obtain another expression for the remainder term 
= RI., + R2.n. (3.5) 
The first term above is just 
= op( n - l/2), 
since S - ’ - I = O,(n -l’*) and E[XjXj(k(XjXj)- E[X’Xh(X’X)]/pj] = 0. 
From condition (b), R,,, in (3.5) is bounded as 
IR,,,I ,<max(n(A,-- l)*, n(A,- 1)‘) 
*& jgj C<x,ixj)2 IhtL*(S, xj) xjxj)ll 
~max{n(A,-1)2,n(A,-1)2} 
&2j’ [izE,, %iL*s x,)i’(x;xjY”] 
<max{n(A,- 1)2, q/t,- 1)“) .n* n zn2 jgl CCxjxj)* g(x~xj)l 
< o,(n - ‘“), 
683/39/‘-9 
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where n * = max _ ,,,I 9iGNz{max(/1M, n;‘)}lil + 1 in probability as n+ co. 
The last inequality holds since n(/l,- 1)2=Op(l), n(/l,- 1)2=Op(l), 
and (b). Hence IR,I = o,(n -lj2) and the result follows. 1 
Remark that the form of g(u) in condition (b) is a technical matter and 
may be replaced by other conditions which guarantee R,,, = o,(n -‘j2). 
In order to find the asymptotic distributions of t(X) under null and local 
alternative hypotheses, we need the following computations. Let X be a r.v. 
having density (1.1) and Ee[ .] denote the expectation under P,. Then by 
using polar coordinates the pdf of R = (X’X)1’2 is shown to be f(r) = 
C,(B)rP-’ exp[ -rZe/2] with C,(O) = O[2p’2”~‘~(p/2~)]-’ (see, e.g., 
[S]). Thus with $( .) in Lemma 2.1, we have 
and 
ml(e) = E,[X’X] 
= c,(e) jam 2”p+~‘-’ z((p+2)/28)-l,-zdz 
2iV((R + 21128) = 
m/w 
m2(e) = E,[X’X log x’x] 
~((~+~~~~~)~~(10g2+10gz)e~‘dz 
= c,(e) 2”p+~:2n’~‘[~(~)log2+r.(~)] 
=y[log2+q-g)]. 
(3.6) 
(3.7) 
Also, since R2 = X’X is distributed as xi under 8 = 1, it can be shown that 
E,CR41 = P(P+~) 
E,[R410gR2]=(p+2)m2(1)+2p (3.8) 
Now we consider the asymptotic properties of the test based on t(X). 
THEOREM 3.1. As n -+ co, the following statements hold: 
(i) Under the null hypothesis, &t(X) - 5)/q converges weakly to 
WO, 1). 
LB1 TESTS FOR MULTIVARIATE NORMALITY 125 
(ii) Under local alternative hypotheses 8, = 1 -w/G with III > 0, 
J&w-Ml converges weakly to N(w42, 1) 
where 
and 
r*=P(P+w ;+1 -2p 
( > 
p(p+2) ;-4(py [ l r=l Or- 1J2 1- 2p for p odd = 
p(p+2)[$-,!,$I-2p forpeven. 
(Here y. = lim, _ m c;= 1 (l/j) - log n, the Euler constant.) 
Proof: It is clear that the LB1 test statistic t(X) satisfies the conditions 
of Lemma 3.1 with h(u) = u log u and g(u) = l/u. Thus (i) follows from 
Lemma 3.1, (3.6)-(3.8), and the formula for polygamma functions (see, e.g., 
[lo]). By replacing X, by ( p/m1(8))1’2Xj and applying Lemma 3.1 under 
PO we obtain 
m,(e) -+logP 
ml(e) ml(e) 
22 NO, de)7 
where q(e)‘= (p/m,(8))2 Var,[X’X log X’X - (1 + (m,(e)/m,(e)) X’X]. It 
is easily verified that the conclusion of Lemma 3.1 for our problem still 
holds as it stands even if we replace 8 by 8, = 1 - CD/,,/%. Thus the mean 
shift for the local alternative is 
m2(%J -+log--p_ -5 
ml(f4) ml(k) i 1 
@=I 
It immediately follows that the test based on t(X) is consistent from 
above theorem. 
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4. THE CASE WHEN p AND E ARE UNKNOWN 
When both p and E are unknown, the problem (1.2) is invariant under 
the group AZ(p) = GZ( p) x RP acting on X and (0, p, Z) by 
g.X=XA’+la’ and g*(8,~,E)=(&A~+a,AZA’), (4.1) 
respectively, where g = (A, a) E AZ( p) and 1 = (1, . . . . 1)’ E RP. A maximal 
invariant under (4.1) is clearly 
w(x) = (X - 1x7 s ~ ‘w - 1X’)’ = yy, 9 n (4.2) 
where i3 = X’l/n, S = (X - li3’)‘(X - li3’)/~, and 
yJx-1x')s-1'2_(y1, . . ..y )’ 
& n’ 
(4.3) 
Also a maximal invariant parameter is 8. Hence the distribution of W, 
denoted by Pr again, depends only on 8 and we assume p = 0 and Z = I 
in our invariant analysis. The following lemma corresponds to Lemma 2.1. 
LEMMA 4.1. The pdf R(W 10) of W under 8 with respect to Py is 
expressed in a neighborhood of 9 = 1 as 
R(wle)= i +K(w)(e- i)+o(le- iI), (4.4) 
where 
K(W)=n+ @f=djCl k.f, iz 
=e+@-lv2) (l~zi’zj)‘“-‘““(zi’zj)” 
‘r((n-1)/2)T(k+l) 
(4.5) 
with 
Proof: The proof is similar to that of Lemma 2.1. By Wijsman’s 
theorem, 
ff(X 10) 
WWW 10) = H(Xll)’ 
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where with h(X 10) in (2.5), v(dA) = dA/Idet Alp and 
m~)=j h(XA’+ la’1 B)ldet Al” v(dA) da IdetA ’ (4.6) A/(P) 
Since R(W(XA’ + la’)) 0) = R(W(X)) f3) for any (A, a) E AZ(p), we can 
replace X by Y. By expanding h(Y I 0) as in (2.6), we have 
(e-i)* 
~(w(v)le)=i+~[~,-r(v)]je-i)+i2~)~~~*~(~1e*)~ (4.7) 
with 
J(Y)=C,’ i 1 (AYj+a)‘(AYj+a)log[(AYj+a)‘(AYj+a)] 
j=l A/(P) 
xf,(A, a) dA da (4.8) 
and 
Q(YlO*)=C,‘/ q(YA’+la’If3*)ldetAIn-P-1dAda, (4.9) 
AI(P) 
where &(A, a) = [exp( - (n/2) a’a)][exp( - 4 tr A’A) ldet AIneP- ‘1 E 
fiWf2(A) and G=.f Ajcp) f,(A, a) dA da. Transforming a into t = AY, + a 
in (4.8) gives 
J(Y) =CC’ jc, jG,(,, ej(A) exp [ - ftrA’A(I+nY,Y;) IdetA/“-P-ldA 1 
(4.10) 
with 
ej(A) = jRP t’t(log t’t) f (nt’AYj)k .-,[ k! ]ew(-zf’f)dt. (4.11) 
Further transform A into B = A(1 + nYjY;)“* in (4.10) and factor 6 as 
B = IU with I- = (yQ) E Q(p) and U = (uij) E G,+(p) and decompose v as 
v = vr x v2 with vr being the invariant probability measure on 0(p) and 
v,(dU) = kdU/n/= I z& for some k > 0. Then 
J(Y)=C;’ f: (1-Z;Zj)‘“-“j2J Fj( U’U) 
j=l G:(P) 
xexp[ - itr U’U] ldet l.I’-’ vz(dU) (4.12) 
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with 
zy=&(I+nY,Yj)-“*Yj= &‘j 
(1 + nYi’Y,)“” 
and t -N(O, I/n). In the evaluation of (4.13), we used (1) the fact 
that replacing I by @IA with @, A E O(p) leaves the integral the 
same where the first column of 0 is t/(t’t)1’2 and the first row of A is 
( uzj)‘/(z;u’uzj)“‘, and (2) the fact that Jo,,, k(T) v,(dT) = 0 for k(T) an 
odd function. Since 
EC(t’t) k + ’ log t’t] = & E Yk+ ‘(log Y-log n)] [ with YN $ 
1 2k+‘f(p/2+k+ 1) 
=Ff 
r( P/2 ) 
{$(;+k+l)-log;} 
and 
rtd2) r(W + k) 
zk-ECyE1=r(p,2+k)I-(1,2) 
from yf, -Beta(t, (p - 1)/2), J(Y) in (4.12) is evaluated as 
where V = U’U N W,( I, n - 1). But since ZjVZ,/ZjZ, - xf _, , we obtain 
with m =2kr((‘-‘)/‘+k) 
k 
r((n- 1)/2) 
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=nP {+ (+%;}+yl J, joz 
r((n- 1)/2+k) 
?((n- 1)/2) T(k+ 1) 
(1 -zi’zj)‘“-“l’(zlzi)“. (4.15) 
On the other hand, in the Appendix Q(Y IO*) is shown to be bounded 
whenh 8 is close to 1. This completes the proof. 1 
By this lemma and the argument similar to that of Theorem 2.1, we 
obtain the LB1 test when both p and E are unknown. 
THEOREM 4.1. The power function of Al(p)-invariant test 1+5 of level c1 is 
expressed in a neighborhood of 6 = 1 as 
44, @=a+ ~,Cww)) m)l(~- I)+ o(P- 111, 
where K(W) is given by (4.5). Furthermore, the test with critical region 
r((n - l )I2 + k, 
k((n- 1)/2) T(k+ 1) 
(1 - q!z,)(~-“/‘(z;z,)~ > (< ) c, 
is the unique LBI test for H against K, (K,). 
Note that the test statistic s(X) can be interpreted as an expectation of 
a generalized negative binomial r.v.‘s with the probability mass function 
given by 
Let D(k) = Cf=, (2k + p)/(2r + p), then s(X) is expressed as 
0) =; ,E &;z,Cwn 
J=l 
However, the asymptotic distribution of s(X) seems very difficult to derive 
because of its complexity, and hence the problem is left open. 
One may use the test with critical region 
t*(X)=! ,f: (xj-x)‘s-‘(xj-X)log(Xj-X)‘S-‘(Xj-R)>(<)Cj, 
J=I 
(4.16) 
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which is a modified version of the LB1 test in the case of II =O. Now we 
consider the asymptotic distribution of t*. The Gateaux differential of t* is 
shown to be the same as that of t. However, a rigorous direct approach 
fails in this case. To see this, write 
$4t*(X) - V)) 
=$j$ ((X,-X)‘S- ‘(xi- 9) - X’S,lX,} log(x;s,‘xj) 
1 
+$j$l (xj-it)’ S-‘(X,-X) log 
( 
(xj-a)‘s-‘(xj-x) 
x;‘s,‘x, > 
with S,, = c,“= I X,X@ The first term can be easily verified to be oP( 1). For 
the second term, it is possible to show that each summand is o,(~‘/~), but 
this does not necessarily imply that the whole term is oP( 1). However, with 
a help from the theory of estimated empirical processes (see, e.g., [7; 9, 
Section 5.5]), we can find the asymptotic distributions of t*. We only give 
an outline for the null case here. Let G,( .) denote the empirical distribution 
function based on S~1’2(Xj- X), j= 1, . . . . n, and @( .), the distribution 
function of p-dimensional N(0, I). Then under the null hypothesis, the 
empirical process &(G,(r) - Q(r)) converges weakly to a Gaussian 
process H with mean zero and covariance kernel 
EC%) E(z)1 = @(min(p, z>) - Q(P) Q(t) 
-Jjtr 
s (xx’-I)d@(x)~x<~(xx’-I)d@(x), (4.17) XQP 
where min{ p, r), x < p, and x d t are componentwise. Now we have a 
weak convergence of ,/%(t* - 5) = s r’r log z’rd(&(G,(z) - Q(r))) to an 
appropriate stochastic integral 1 r’r log r’t &Z(r) which is normally 
distributed with mean zero and variance 
JRP (x’x log x’x)2 d@(X) - { jRP XIX log x’x &J(x)}2 
-itr 
(i 1 
2 
x’x log x’x(xx’ - I) d@(x) 
RP 
R4 log R2 2 
P 
- R2 log R2 with R2- xi 
=p(p-2)$’ z-1 -2p. 
( > 
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TABLE I 
Observed Percentage Points of (&(t* - c)/q)(&(r - o/q) 
13 
fimension sample sire percentage point 
P R 1% 2.5% 5% 10% 50% 90% 95% 97.5% 99% 
10 -1.81 -1.68 -1.50 -1.29 -0.43 0.69 1.10 1.45 1.95 
(-1.80) (-1.66) (-1.48) (-1.28) (-0.43) ( 0.69) ( 1.16) ( 1.51) ( 2.03) 
20 -1.91 -1.74 -1.57 -1.33 -0.36 0.91 1.34 1.77 2.25 
(-1.91) (-1.74) (-1.53) (-1.32) (-0.36) ( 0.93) ( 1.34) ( 1.71) ( 2.34) 
30 -2.04 -1.79 -1.58 -1.35 -0.29 0.99 1.45 1.88 2.40 
1 (-2.08) (-1.80) (-1.59) (-1.33) (-0.29) ( 1.02) ( 1.49) ( 1.85) ( 2.37) 
40 -2.05 -1.82 -1.62 -1.35 -0.27 1.08 1.49 1.88 2.37 
(-2.03) (-1.82) (-1.62) (-1.34) (-0.27) ( 1.08) ( 1.49) ( 1.89) ( 2.35) 
50 -2.08 -1.82 -1.60 -1.33 -0.27 1.06 1.53 1.96 2.48 
(-2.08) (-1.79) (-1.58) (-1.31) (-0.27) ( 1.09) ( 1.55) ( 2.01) ( 2.51) 
100 -2.14 -1.86 -1.61 -1.32 -0.15 1.18 1.M) 1.92 2.38 
(-2.12) (-1.85) (-1.60) (-1.31) (-0.15) ( 1.18) ( 1.60) ( 1.94) ( 2.34) 
10 -1.93 -1.80 -1.64 -1.47 -0.65 0.32 0.59 0.92 I.20 
(-1.93) (-1.77) (-1.62) (-1.44) (-0.65) ( 0.38) ( 0.70) ( 1.02) ( 1.28) 
20 -2.08 -1.87 -1.67 -1.43 -0.49 0.64 1.05 1.42 1.87 
(-2.05) (-1.86) (-1.63) (-1.42) (-0.49) ( 0.72) ( 1.13) ( 1.47) ( 1.95) 
30 -2.13 -1.88 -1.67 -1.43 -0.41 0.86 1.26 1.63 2.08 
2 (-2.11) (-1.89) (-1.67) (-1.40) (-0.41) ( 0.89) ( 1.32) ( 1.64) ( 1.99) 
40 -2.15 -1.93 -1.71 -1.44 -0.34 0.87 1.30 1.66 2.16 
(-2.17) (-1.94) (a1.71) (-1.42) (-0.34) ( 0.87) ( 1.32) ( 1.67) ( 2.14) 
50 -2.18 -1.92 -1.68 -1.43 -0.35 0.92 1.34 1.73 2.14 
(-2.18) (-1.92) (-1.70) (-1.43) (-0.35) ( 0.91) ( 1.33) ( 1.74) ( 2.21) 
100 -2.24 -1.94 -1.68 -1.38 -0.23 1.08 1.48 1.89 2.29 
(-2.24) (-1.92) (-1.68) (-1.38) (-0.23) ( 1.07) ( 1.49) ( 1.87) ( 2.25) 
10 -2.09 -2.03 -1.97 -1.87 -1.27 -0.76 -0.53 -0.30 0.00 
(-2.09) (-2.00) (-1.92) (-1.80) (-1.27) (-0.56) (-0.31) (-0.06) (0.20) 
20 -2.28 -2.12 -1.96 -1.79 -0.94 0.00 0.32 0.59 0.99 
(-2.27) (-2.11) (-1.96) (-1.76) (-0.94) ( 0.08) ( 0.40) ( 0.74) ( 1.10) 
30 -2.39 -2.15 -1.97 -1.72 -0.77 0.32 0.71 1.03 1.42 
5 (-2.33) (-2.15) (-1.97) (-1.72) (-0.77) ( 0.37) ( 0.74) ( 1.02) ( 1.49) 
40 -2.36 -2.15 -1.96 -1.70 -0.70 0.47 0.84 1.13 1.46 
(-2.34) (-2.18) (-1.96) (-1.69) (-0.70) ( 0.47) ( 0.87) ( 1.11) ( 1.48) 
50 -2.34 -2.09 -1.90 -1.65 -0.62 0.58 0.94 1.29 1.74 
(-2.33) (-2.08) (-1.90) (-1.63) (-0.62) ( 0.61) ( 0.99) ( 1.36) ( 1.72) 
100 -2.43 -2.14 -1.89 -1.57 -0.44 0.81 1.18 1.50 1.86 
(-2.39) (-2.11) (-1.89) (-1.58) (-0.44) ( 0.63) ( 1.17) ( 1.52) ( 1.88) 
10 -2.27 -2.25 -2.24 -2.22 -1.93 -1.89 -1.78 -1.68 -1.51 
(-2.21) (-2.19) (-2.16) (-2.12) (-1.93) (-1.56) (-1.41) (-1.27) (-1.08) 
20 -2.53 -2.38 -2.26 -2.11 -1.41 -0.68 -0.41 -0.18 0.12 
(-2.47) (-2.34) (-2.22) (-2.07) (-1.41) (-0.55) (-0.27) (-0.04) ( 0.26) 
30 -2.53 -2.37 -2.21 -2.00 -1.17 -0.25 0.09 0.37 0.74 
8 (-2.53) (-2.36) (-2.20) (-1.98) (-1.17) (-0.17) (0.15) ( 0.43) (0.74) 
40 -2.63 -2.39 -2.21 -1.94 -0.99 0.06 0.41 0.70 1.03 
(-2.56) (-2.36) (-2.18) (-1.94) (-0.99) ( 0.10) ( 0.46) ( 0.72) ( 1.12) 
50 -2.54 -2.33 -2.14 -1.89 -0.90 0.21 0.57 0.93 1.28 
(-2.55) (-2.31) (-2.13) (-1.87) (-0.90) ( 0.22) (0.60) ( 0.96) ( 1.32) 
100 -2.63 -2.35 -2.06 -1.77 -0.64 0.61 1 .Ol 1.35 1.77 
(-2.63) (-2.34) (-2.08) (-1.75) (-0.64) ( 0.60) ( 1.03) ( 1.38) ( 1.76) 
asynlptotic -2.33 -1.96 -1.65 -1.28 0.00 1.28 1.65 1.96 2.33 
(-2.33) (-1.96) (-1.65) (-1.28) (0.00) (1.28) (1.65) (1.96) (2.33) 
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This coincides with 1’ of Theorem 3.1. The formulas (4.17) and (4.18) 
entirely rely on Koziol [6]. It is remarked that the result of Lemma 3.1 can 
be obtained via the above technique, but a regularity condition on F must 
be verified [9, p. 2291. 
Table I shows the result of a Monte Carlo experiment. For each 
combination of p = 1,2,5,8 and n = 10, 20, 30, 40, 50, 100, we generated 
n independent p-dimensional normal random vectors with mean 0 and 
covariance matrix I, using an 
&(t*- 5)/r? and &(~-4)/rl. B 
IMSL subroutine and computed 
ase on 5000 replications, we obtained d 
observed percentage points. When p is small and n 2 100, normal 
approximation is reasonable. However, when p is large, the convergence of 
right-hand tail is slow. Thus in order to use normal approximation for the 
text of K,: f3 -=z 1, larger sample size is required compared to that of 
K,: 8> 1. 
APPENDIX 
In this appendix, we show the remainder term in (2.7) and (4.8) to be 
bounded in terms of X and 0 in a neighborhood of 6= 1. Let 8 E [$, f]. 
The q(Y (0) in (2.6) and (4.7) is given by 
Y/!Yj)2] h(Yld) (A.l) 
with c 3 c(0) in (1.1). Since c(0) is continuously differentiable any number 
of times and positive, (dc/df?)/c and n{d2c/d0 . c - (dc/d@2)/c2 are bounded 
in 8 E [i, $1. Also, since VE > 0, 3K, > 0; (log z( $ zE + z-& + K, for z > 0, we 
have the inequalities, 
exp[ - $(Y,Yj)e] < exp[ - $(YjYj)l” + $1 
1 (yjYj)” log y,‘yjI 6 Ki, 1 + K,,JYjYj)’ 
(YjYj)‘(lOg YjYj)‘< K2,I + K2,2(Y;yj)2 
for all 0~ [$, $1 with some Kk,,> 0 independent of 6 and Y,. By using 
above inequalities, we can find a function which dominates (A.l) as 
Wl@l< 
i 
D,fD, i (Yi’Y,)‘+D 
4JzI ’ J> I 
i (Y!Y. 2 
j=l 
x exp 
[ 
- f ,f (YjYj)“2 +; 
,= 1 1 (A-2) 
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where D,, D,, D, > 0 are independent of 8 and Y. From (A.2), Q(Y IO*) in 
(2.9) can be bounded as 
lQW*)I~C,‘j { Do+ D, i (Y,A’AY,)‘+ D, i 
G/(P) j= 1 i 
(Y,A’AYj)* 
j= 1 
x exp - i ,i (Y,!A’AY~)‘~*+~] ldet AI”-PdA 
/=I 
<C,’ s {D, + D,(tr A’A)* + D,(tr A’A)4} (Rp)P 
x exp 
[ 
- i (tr ATA)“‘+:] ldet AIflpP dA 
=M,<co. 
The second inequality holds since C;=, (YjA’AYj)’ < {Cl= 1 tr A’AY,Yj}’ 
= (tr A’A)* and Cy=, YiA’AY,< {C;=, (Y,IA’AY,)‘/*}*. The last integral 
can be easily shown to be integrable by transforming to polar coordinates. 
Similarly for (4.8), we have 
lQ(Yle*)I =,' jcR,,p+,, {D, + D,(tr A’A + na’a)2 + D,(tr A’A + na’a)4} 
x exp 
[ 
- ~(trAfA+na’a)L”+~ 1 ldetAI’-P-ldA =M,<co. 1 
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