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A generalized Bethe tree is a rooted unweighted tree in which ver-
tices at the same level have the same degree. LetB be a generalized
Bethe tree. The algebraic connectivity of:
the generalized Bethe treeB,
a tree obtained from the union ofB and a treeT isomorphic to a
subtree ofB such that the root vertex ofT is the root vertex ofB,
a tree obtained from the union of r generalized Bethe trees joined
at their respective root vertices,
a graph obtained from the cycle Cr by attachingB , by its root, to
each vertex of the cycle, and
a tree obtained from the path Pr by attachingB, by its root, to each
vertex of the path,
is the smallest eigenvalue of a special type of symmetric tridiagonal
matrices. In this paper, we ﬁrst derive a procedure to compute a
tight upper bound on the smallest eigenvalue of this special type
of matrices. Finally, we apply the procedure to obtain a tight upper
boundon the algebraic connectivity of the abovementionedgraphs.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let G be a simple undirected graph on n vertices. The Laplacian matrix of G is the n × n matrix
L(G) = D(G) − A(G) where A(G) is the adjacency matrix of G and D(G) is the diagonal matrix of
vertex degrees. L(G) is a real symmetric matrix. From this fact and Geršgorin’s theorem, it follows
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that its eigenvalues are nonnegative real numbers. Moreover, since its rows sum to 0, 0 is the smallest
eigenvalue of L(G). Let
0 = λ1(G) λ2(G) · · · λn(G)
be the Laplacian eigenvalues ofG.
Fiedler [1] proved thatG is a connected graph if and only if 0 is a simple eigenvalue of L(G). That is,
if and only if λ2(G) > 0. This eigenvalue is called the algebraic connectivity ofG and denoted by a(G).
According toMohar [2], a(G) is probably themost important information contained in the spectrumof
a graph. In [3], a survey on a(G) is given, inwhich old and new results are presented, some applications
are described and a complete set of references is included.
In a tree, any vertex can be choosen as the root vertex. The level of a vertex on a tree is one more
than its distance from the root vertex. A Bethe treeBk(d) [4] is a rooted unweighted tree of k levels
in which the root has degree d, the vertices at the level j (2 j  k − 1) have degree (d + 1) and the
vertices at the level k (the pendant vertices) have degree 1.
If d = 2 thenBk(2) is a balanced binary tree of k levels. In [5], Molitierno et al. obtain quite tight
upper and lower bounds on the algebraic connectivity ofBk(2). These bounds are
a(Bk(2))
1
(2k − 2k + 3) − 2k−2
2k−1−1
and
1
(2k − 2k + 2) − 2k−
√
2(2k−1−2k−1)
2k−1−√2(2k−1−1) +
1
3−2√2 cos
(
π
2k−1
)  a(Bk(2)).
In [6] we obtain quite tight upper and lower bounds on a(Bk(d)) for d > 2. They are
a(Bk(d))
(d − 1)2
dk − (2k − 2)d + (2k − 1) − (2k−2)(d−1)
dk−1−1
and
1
1
(d−1)2
(
dk − (2k − 1)(d − 1) − √d + (d−1)(2k−1)
d
k− 1
2 +1
)
+ 1
(d+1)−2√d cos π
2k−1
 a(Bk(d)).
A generalized Bethe tree is a rooted unweighted tree in which vertices at the same level have the
same degree. Throughout this paperBk(d) denotes a generalized Bethe tree of k levels (k > 1) where
d = (1, d2,d3, . . . , dk−1, dk)
is the vertex degree vector in which dk−j+1 is the degree of the vertices at the level j (1 j  k).
Thus, dk is degree of the root and d1 = 1 is the degree of the pendant vertices. For j = 1, 2, 3, . . . , k, the
numbers nk−j+1 denote the number of vertices at the level j. Then, nk = 1 and n1 is the number of
pendant vertices. Throughout this paper, is the following set of indices:
 = {j : 1 j  k − 1 and nj > nj+1}.
We introduce the following notation.
As usual, letPr andCr be the path and the cycle on r vertices, respectively.
Let v(Bk(d),T) be the tree obtained from the union ofBk(d) and a treeT isomorphic to a subtree
ofBk(d) such that the root vertex ofT is the root vertex ofBk(d).
Let v(B1,B2, . . . ,Br) be the tree obtained from the union of the generalized Bethe treesBk1 (d1),
Bk2 (d2), . . . ,Bkr (dr) joined at their respective root vertices.
LetG1{G2} be the graph obtained from the graphG1 by attaching the same rooted graphG2, by its
root, to each vertex ofG1.
The algebraic connectivity of : a generalized Bethe tree Bk(d), a tree v(Bk(d),T), a tree v(B1,
B2, . . . ,Br), a graph Cr{Bk(d)}, and a tree Pr{Bk(d)}, is the smallest eigenvalue of a special type
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of symmetric tridiagonal matrices. In this paper, we ﬁrst derive a numerical procedure to compute a
tight upper bound on the smallest eigenvalue of this special type of matrices. Finally we apply this
procedure to obtain a tight upper bound on the algebraic connectivity of the abovementioned graphs.
Denote by
λ1(A) λ2(A) · · · λm(A)
the eigenvalues of anm × mmatrix Awith only real eigenvalues and by σ(A) the set of eigenvalues of
a matrix A.
2. The basic procedure
For the graphs mentioned above, as we will see later, the algebraic connectivity is the smallest
eigenvalue of a symmetric tridiagonal matrix having the form
A(a,m,α) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
√
a2 − 1√
a2 − 1 a2
√
a3 − 1√
a3 − 1 a3
. . .
. . .
. . .
√
am − 1√
am − 1 am + α
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(1)
of orderm × m, with aj > 1 for j = 2, 3, . . . ,m and α > −1.
Therefore we search for a procedure to compute a tight upper bound on λ1(A(a,m,α)).
Lemma 1. (a) Let Aj denote the j × j leading principal submatrix of A(a,m,α). Then detAj = 1 for j =
1, 2, . . . ,m − 1 and detA(a,m,α) = 1 + α.
(b) If α > −1, then A(a,m,α) is a positive definite matrix.
Proof. (a) Clearly detA1 = 1. Let 2 j  m − 1. By application of the Gaussian elimination procedure,
without row interchanges, we can obtain det Aj = 1 and detA(a,m,α) = 1 + α.
(b) It follows from (a) and from Sylvester’s Theorem which states that a real symmetric m × m
matrix A is a positive definite matrix if and only if det Aj > 0, j = 1, 2, . . . ,m, where Aj is the j × j
leading principal submatrix of A. 
Let
S(a,m − 1,α) =
⎡
⎢⎢⎢⎢⎢⎣
a2
√
a3 − 1√
a3 − 1 a3
. . .
. . .
. . .
√
am − 1√
am − 1 am + α
⎤
⎥⎥⎥⎥⎥⎦ .
We recall the following lemmas.
Lemma 2 [7]. If A is an m × m symmetric tridiagonal matrix with nonzero codiagonal entries then the
eigenvalues of any (m − 1) × (m − 1) principal submatrix strictly interlace the eigenvalues of A.
Lemma 3 [6]. Let A be an m × m matrix with only positive eigenvalues and B be an (m − 1) × (m − 1)
matrix whose eigenvalues interlace the eigenvalues of A. Then
λ1(A)
1
trace(A−1) − trace(B−1) .
Corollary 1. If A = A(a,m,α) and S = S(a,m − 1,α) then
λ1(A)
1
trace(A−1) − trace(S−1) . (2)
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Proof. From Lemma 1, A is a positive definite matrix. From Lemma 2, the eigenvalues of S strictly
interlace the eigenvalues of A. Finally, we apply Lemma 3 to obtain (2). 
For brevity, let A = A(a,m,α) and S = S(a,m − 1,α).
Thus, in order to get an upper bound for the smallest eigenvalue of A, we need to compute the
difference trace(A−1) − trace(S−1).
We recall the notion of the adjoint of a matrix B = (bi,j). The cofactor of an entry bi,j is the number
Bi,j = (−1)i+jDi,j , whereDi,j is the determinant of the (n − 1) × (n − 1)matrix obtained from B by omit-
ting the ith row and jth column of B. The adjoint matrix of B is deﬁned to be the n × n matrix whose
(i, j)−entry is Bj,i. It is well known that if B is an invertible, then
B−1 = 1
det B
adjB.
Therefore
trace(B−1) = 1
det B
trace(adjB).
For j = 2, . . . .,m − 1, let
τj = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
aj
√
aj+1 − 1√
aj+1 − 1 aj+1
. . .
. . .
. . .
√
am−1 − 1√
am−1 − 1 am−1
√
am − 1√
am − 1 am + α
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Lemma 4. (a) The terms τj can be computed in the order τm−1, τm−2, . . . , τ2 from
τm+1 = 1, τm = am + α
and, for j = 1, 3, . . . ,m − 2,
τm−j = am−jτm−j+1 −
(
am−j+1 − 1
)
τm−j+2. (3)
(b)
trace(A−1) = 1
1 + α
⎛
⎝1 + m∑
j=2
τj
⎞
⎠ . (4)
Proof. (a) Let 1 j  m − 2. We have
τm−j = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
am−j
√
am−j+1 − 1√
am−j+1 − 1 am−j+1
. . .
. . .
. . .
√
am−1 − 1√
am−1 − 1 am−1
√
am − 1√
am − 1 am + α
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We expand about the ﬁrst row of τm−j . Clearly the cofactor for am−j is τm−j+1. The cofactor for the entry√
am−j+1 − 1 is
−det
⎡
⎢⎢⎢⎢⎣
√
am−j+1 − 1
√
am−j+2 − 1
0 am−j+2
.
.
.
. . .
√
am − 1
0
√
am − 1 am + α
⎤
⎥⎥⎥⎥⎦
= −
√
am−j+1 − 1τm−j+2.
536 O. Rojo / Linear Algebra and its Applications 430 (2009) 532–543
Therefore
τm−j = am−jτm−j+1 − (am−j+1 − 1)τm−j+2.
(b) Since detA = 1 + α, it follows that
trace(A−1) = 1
1 + α trace(adjA). (5)
The diagonal entries of adjA are
(adjA)1,1 = τ2,
(adjA)2,2 = τ3,
(adjA)3,3 = (detA2)τ4 = τ4,
(adjA)4,4 = (detA3)τ5 = τ5,
.
.
.
(adjA)m−1,m−1 = (detAm−2)τm = τm,
(adjA)m,m = detAm−1 = 1.
Hence
trace(adjA) = 1 +
m∑
j=2
τj. (6)
From (5) and (6) we obtain (4). 
It remains to compute trace(S−1).
We deﬁne
σ1 = 1, σ2 = a2,
σj = det
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
a2
√
a3 − 1√
a3 − 1 a3
. . .
. . .
. . .
√
aj − 1√
aj − 1 aj
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
for j = 3, 4, . . . ,m − 1, and σm = det S.
Lemma 5. (a) The terms σj can be computed in the order σ3, σ4, . . . , σm from
σ1 = 1, σ2 = a2,
σj = ajσj−1 − (aj − 1)σj−2
for j = 3, 4, . . . ,m − 1, and
σm = (am + α)σm−1 − (am − 1)σm−2.
(b)
trace(S−1) = 1
σm
m−1∑
j=1
σjτj+2. (7)
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Proof. (a) Expanding about the last row of σj one can obtain the result in a way that is similar to that
in the proof of (3).
(b) Since σm = det S, it follows that
trace(S−1) = 1
σm
trace(adj S). (8)
The diagonal entries of adj S are
(adjS)1,1 = τ3 = σ1τ3,
(adjS)2,2 = σ2τ4,
(adjS)3,3 = σ3τ5,
(adjS)4,4 = σ4τ6,
.
.
.
(adjS)m−1,m−1 = σm−1 = σm−1τm+1.
Hence
trace(adjS) =
m−1∑
j=1
σjτj+2. (9)
Finally (8) and (9) imply (7). 
We have derived the following procedure.
Algorithm 1. For computinganupperboundonthesmallest eigenvalueof thematrixA(a,m,α)deﬁned
in (1).
1. For j = 1, 2, 3, . . . .,m − 2, compute τm−j = am−jτm−j+1 − (am−j+1 − 1)τm−j+2 with τm+1 = 1, τm =
am + α.
2. Compute trace(A−1) = 1
1+α
(
1 +∑mj=2 τj) .
3. For j = 3, 4, . . . ,m − 1, compute σj = ajσj−1 − (aj − 1)σj−2 with σ1 = 1, σ2 = a2, and σm = (am +
α)σm−1 − (am − 1)σm−2.
4. Compute trace(S−1) = 1
σm
∑m−1
j=1 σjτj+2.
5. Compute the upper bound
1
trace(A−1) − trace(S−1) .
3. Computing upper bounds on the algebraic connectivity
In this section, based on our previous papers, we ﬁrst describe the eigenvalues of the graphs men-
tioned in the Introduction. The corresponding algebraic connectivity is the smallest eigenvalue of a
symmetric tridiagonal matrix A(a,m,α) of the form speciﬁed in (1). Finally, we apply the Algorithm 1
to A(a,m,α) to compute a tight upper bound on its smallest eigenvalue.
3.1. The treeBk(d)
Consider the treeBk(d). For j = 1, 2, . . . , k − 1, letMj be the j × j leading principal submatrix of the
k × k symmetric tridiagonal matrix
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M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2
√
d3 − 1√
d3 − 1 d3
. . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1
√
dk√
dk dk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From Lemma 1, it follows that Mj is a positive definite matrix and detMj = 1, for j = 1, . . . , k − 1.
Moreover, Lemma 1 with am = dk + 1 and α = −1 yields detM = 0.
In [8], we prove that :
Theorem 1. The set of eigenvalues of L(Bk(d)) is
σ(L(Bk(d))) = ∪j∈σ(Mj) ∪ σ(M).
Theorem 2. If dk > 1 then smallest eigenvalue of the (k − 1) × (k − 1) symmetric tridiagonal matrix
Mk−1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2
√
d3 − 1√
d3 − 1 d3
. . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
is the algebraic connectivity of the generalized Bethe treeBk(d).
Hence, if dk > 1,anupperboundona(Bk(d)) canbeobtainedbyapplying theAlgorithm1 toA(a,m,α) =
Mk−1 with m = k − 1, aj = dj where 2 j  k − 1, and α = 0.
Proof. Suppose dk > 1. Then nk−1 = dk > 1 = nk. Hence k − 1 ∈  and thus, from Theorem 1, each
eigenvalue of Mk−1 is a Laplacian eigenvalue. Moreover, from Theorem 1, each eigenvalue of the M is
also a Laplacian eigenvalue. From Lemma 2, it follows that the eigenvalues ofMj strictly interlace the
eigenvalues of Mj+1 (1 j  k − 2) and the eigenvalues of Mk−1 strictly interlace the eigenvalues of
M. Finally, since 0 is the smallest eigenvalue of M, we conclude that the smallest eigenvalue of Mk−1
is the algebraic connectivity ofBk(d). 
Example 1. Consider the treeB6(d) with
d = (1, 3, 4, 3, 3, 5).
Sinced6 = 5 > 1,wemayapplyAlgorithm1 to compute anupper boundon a(B6(d)).Wehavem = 6 −
1 = 5, a2 = d2 = 3, a3 = d3 = 4, a4 = d4 = 3, a5 = d5 = 3 and α = 0. To 6 decimal places, a(B6(d)) =
0.013098 and the upper bound obtained by the Algorithm 1 is 0.013162.
Corollary 2. If dk > 1 then thegeneralizedBethe treesBk(1, d2,d3, . . . , dk−1, dk)andBk(1, d2,d3, . . . , dk−1, 2)
have the same algebraic connectivity.
Proof. It is an immediate consequence of Theorem 2. 
3.2. The tree v(B(d),T)
We recall the following result.
Lemma 6 [9, Corollary 4.2]. Let v be a pendant vertex of the graph G˜. LetG be the graph obtained from G˜
by removing v and its edge. Then the eigenvalues of L(G) interlace the eigenvalues of L(G˜).
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From Lemma 6, it follows the following corollary.
Corollary 3. The algebraic connectivity of a graph does not increase if a pendant vertex and its edge are
added to the graph.
Corollary 4. LetT be a subtree of the tree T˜. Then
a(T˜) a(T).
Proof. SinceT is a subtreeof a treeT˜,wecanconstructT˜ fromTbysuccessively adding inpendants
vertices and edges. Applying Corollary 3, we obtain the result. 
We are ready to ﬁnd the algebraic connectivity of v(B(d),T).
Theorem 3. If dk > 1 then
a(v(Bk(d),T)) = a(Bk(d)). (10)
Hence, if dk > 1, an upper bound on a(v(Bk(d),T)) can be obtained by applying the Algorithm 1 with
m = k − 1, aj = dj (2 j  k − 1) and α = 0.
Proof. We choose as the root vertex for v(Bk(d),T), the common vertex root ofBk(d) andT. Let d˜k
be the degree of the root vertex of v(Bk(d),T). Clearly d˜k > dk. Let
d˜ = (1, d2,d3, . . . , dk−1, d˜k).
SinceBk(d) is a subtree of v(Bk(d),T) and v(Bk(d),T) is a subtree ofBk (˜d), it follows fromCorollary
4 that
a(Bk (˜d)) a(v(Bk(d),T)) a(Bk(d)). (11)
We now use Corollary 2 to see that
a(Bk (˜d)) = a(Bk(1, d2,d3, . . . ., dk−1, 2)) = a(Bk(d)). (12)
Thus (12) combined with (11) gives (10).
Example 2. Consider the tree
This tree is obtained from the union ofB4(1, 4, 3, 2) and the treeT
isomorphic to a subtree ofB4(1, 4, 3, 2) such that the root vertex ofT is the root vertex ofB4(1, 4, 3, 2).
Hence the algebraic connectivity of v(B4(1, 4, 3, 2),T) is the smallest eigenvalue of
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⎡
⎢⎣ 1
√
3√
3 4
√
2√
2 3
⎤
⎥⎦ .
To four decimal places the algebraic connectivity is 0.0746. The upper boundobtained by theAlgorithm
1 is 0.0752.
3.3. The tree v(B1,B2, . . . ,Br)
For i = 1, 2, . . . , r and j = 1, 2, 3, . . . .., ki, let di,ki−j+1 and ni,ki−j+1 be the degree of the vertices and
the number of them at the level j of the generalized Bethe treeBi =Bki (di),
di = (1, di,2, di,3, . . . ., di,ki ).
For i = 1, 2, . . . ., r, let
Ti,ki−1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
di,2 − 1√
di,2 − 1 di,2
. . .
. . .
. . .
√
di,ki−2 − 1√
di,ki−2 − 1 di,ki−2
√
di,ki−1 − 1√
di,ki−1 − 1 di,ki−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
In [10], we study the case r = 2.
We recall that a weighted graph G is a graph in which each edge e has a positive weight w(e). If
w(e) = 1 for all edge e then G is an unweighted graph. In [11], we derive the Laplacian spectrum of
v(B1,B2, . . . ,Br) assuming that, for i = 1, 2, . . . , r, the edges of Bi joining the vertices at the level j
with the vertices at the level (j + 1) have weightwi,ki−j for j = 1, 2, . . . , ki − 1. For unweighted treesBi,
which is the case in this paper, we have
Theorem4 [11,Theorem4]. (a) If di,ki > 1 for i = 1, 2, . . . , r thensmallest eigenvalueof T1,k1−1 ⊕ T2,k2−1 . . . ⊕
Tr,kr−1 is the algebraic connectivity of v(B1,B2, . . . ,Br).
(b)If, in addition, there existsBs such that eachBi is isomorphic to a subtree ofBs then the smallest
eigenvalue of Ts,ks−1 is the algebraic connectivity of v(B1,B2, . . . ,Br).
Hence, if di,ki > 1 for i = 1, 2, . . . , r and eachBi is isomorphic to a subtree ofBs then an upper bound on
the algebraic connectivity of v(B1,B2, . . . ,Br) can be obtained applying the Algorithm 1 to A(a,m,α) =
Ts,ks−1. That is, to m = ks − 1, aj = ds,j (2 j  ks − 1) and α = 0.
Clearly,Bi =Bki (di) is isomorphic to a subtree ofBs =Bks (ds) if and only if ki  ks and di,j  ds,j
for j = 1, 2, . . . , ki.
Example 3. LetB1 =Bk1 (d1),B2 =Bk2 (d2) andB3 =Bk3 (d3) where
d1 = (1, 2, 2, 2, 3), d2 = (1, 2, 3, 3, 2) and d3 = (1, 2, 3, 4, 3, 4).
ThenB1 andB2 areboth isomorphic tosubtreesofB3.Hence thealgebraic connectivityofv(B1,B2,B3)
is the smallest eigenvalue of the matrix
T3,5 =
⎡
⎢⎢⎢⎢⎢⎣
1 1
1 2
√
2√
2 3
√
3√
3 4
√
2√
2 3
⎤
⎥⎥⎥⎥⎥⎦ .
To 6 decimal places, the exact algebraic connectivity is 0.018107. The Algorithm 1, applied to T3,5 gives
the upper bound 0.018472.
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3.4. GraphCr{Bk(d)}
The unicyclic graphCr(Bk(d)), r > 2, is obtained from the cycleCr by attachingBk(d), by its root,
to each vertex ofCr . Let r = 2s or r = 2s + 1. For l = 0, 1, . . . , s, let Sk,l be the k × k symmetric tridiagonal
matrix given below:
Sk,l =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2
. . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1
√
dk√
dk dk + 2 − 2 cos 2π lr
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
For j = 1, 2, 3, . . . , k − 1, let Sj be the j × j leading principal submatrix of Sk,0. Lemma 1with am = dk + 1
and α = −1 yields det Sk,0 = 0.
Theorem 5 [12, Theorem 2]. Let r = 2s or r = 2s + 1. The set of eigenvalues of the Laplacian matrix of
Cr{Bk(d)} is
σ(L(Cr{Bk(d)})) = ∪j∈σ(Sj) ∪ ∪sl=0σ(Sk,l).
Theorem 6 [12, Theorem 3(f)]. The smallest eigenvalue of
Sk,1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2
√
d3 − 1√
d3 − 1
. . .
. . .
. . . dk−1
√
dk√
dk dk + 2 − 2 cos 2πr
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
is the algebraic connectivity ofCr{Bk(d)}.
Hence, an upper bound on the algebraic connectivity ofCr{Bk(d)} can be obtained applying Algorithm
1 to A(a,m,α) = Sk,1. That is, to m = k, aj = dj (2 j  k − 1), ak = dk + 1 and α = 1 − 2 cos 2πr .
Example 4. Consider the graphC5(B6(d)) with
d = (1, 3, 4, 3, 5, 4).
To 6 decimal places, the algebraic connectivity is 0.002741. The Algorithm 1, with a2 = 3, a3 = 4, a4 =
3, a5 = 5, a6 = 5 and α = 1 − 2 cos 2π5 , gives the upper bound 0.002744.
3.5. The treePr{Bk(d)}
Lemma 7 [13]. The eigenvalues of a Hermitian matrix do not decrease if a positive semidefinite matrix is
added to it.
The treePr{Bk(d)} is obtained fromPr by attaching the same generalized BetheBk(d), by its root,
to each vertex ofPr .
For l = 1, . . . , r, let
Tk,l =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2
√
d3 − 1√
d3 − 1 d3
. . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1
√
dk√
dk dk + 2 + 2 cos π lr
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Clearly Tk,j is a matrix of order k × k. For j = 1, 2, . . . , k − 1, let
Tj =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2
√
d3 − 1√
d3 − 1 d3
. . .
. . .
. . .
√
dj − 1√
dj − 1 dj
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It is also clear that Tj is a matrix of order j × j.
In [14], we study the case r = 2. We prove
σ(L(P2{Bk(d)})) = ∪j∈σ(Tj) ∪ σ(Tk,1) ∪ σ(Tk,2).
For r > 2, the Laplacian eigenvalues ofPr{Bk(d)} can be found in a similar way to that used for the
graphCr{Bk(d)} [12]. They are given in the following theorem.
Theorem 7. For r  2, the set of eigenvalues of the Laplacian matrix ofPr{Bk(d)} is
σ(L(Pr{Bk(d)})) = ∪j∈σ(Tj) ∪ ∪rl=1σ(Tk,l)
Theorem 8. For r  2, the smallest eigenvalue of the k × k real symmetric tridiagonal matrix
Tk,r−1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2
. . .
. . .
. . .
√
dk−1 − 1√
dk−1 − 1 dk−1
√
dk√
dk dk + 2 + 2 cos (r−1)πr
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
is the algebraic connectivity ofPr(Bk(d)).
Hence, an upper bound on the algebraic connectivity of Pr(Bk(d)) can be obtained applying the
Algorithm 1 to A(a,m,α) = Tk,r−1. That is, to m = k, aj = dj (2 j  k − 1), ak = dk + 1 and α = 1 +
2 cos (r−1)πr .
Proof. For j = 1, 2, . . . , k − 2, the eigenvalues of Tj strictly interlace the eigenvalues of Tj+1 and, for
l = 1, 2, . . . , r, the eigenvalues of Tk−1 strictly interlace the eigenvalues of Tk,l. From Theorem 7, each
eigenvalue of Tk,l is a Laplacian eigenvalue. Moreover, Lemma 1 with am = dk + 1 and α = −1 yields
det Tk,r = 0. Therefore
0 = λ1(Tk,r) < λ1(Tk,l) for l = 1, 2, . . . , r − 1
and thus the algebraic connectivity ofPr{Bk(d)} is min{λ1(Tk,l) : l = 1, 2, . . . , r − 1}. Wemay write
Tk,l = Tk,l+1 + E,
where
E =
⎡
⎢⎢⎢⎢⎢⎣
0 · · · · · · 0
.
.
.
. . .
.
.
.
.
.
. 0 0
0 · · · 0 −2 cos π(l+1)r + 2 cos π lr
⎤
⎥⎥⎥⎥⎥⎦ .
We claim that E is a positive semidefinite matrix. In fact
− cos π(l + 1)
r
+ cos π l
r
= 2 sin π(2l + 1)
2r
sin
π
2r
> 0
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for l = 1, 2, . . . , r − 1. Hence, from Lemma 7, λ1(Tk,l+1) λ1(Tk,l) for l = 1, 2, . . . , r − 2. It follows that
min{λ1(Tk,l) : l = 1, 2, . . . , r − 1} = λ1(Tk,r−1).
Example 5. Consider the treeP3(B6(d)) with
d = (1, 3, 4, 3, 3, 5).
Thenm = k = 6, a2 = 3, a3 = 4, a4 = 3, a5 = 3, a6 = 5 + 1 = 6 and α = 1 + 2 cos 2π3 = 0. To 6 decimal
places, the exact algebraic connectivity is 0.003428. The upper bound obtained by the Algorithm 1 is
0.003433.
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