• A new methodology for classification of neurons recorded in behavioral tasks.
Introduction
Within the nervous system, the primary method of information exchange is synaptic transmission. The neuron's action potential, the event that triggers this information exchange, is a uniform contribution of a neuron to the recruitment of a particular muscle [18] .
At the simplest level, neural activity can be divided into two classes: task related and not task related. These two classes represent a neuron's participation in (or correlation to) an observed behavior. This classification is often done by simply assessing the increase/decrease of firing rate of the neuron over a statistical threshold such as the standard deviation from the mean of a baseline firing rate [13] . This approach, although rudimentary, works when action potentials are recorded for a large population of neurons on the order of hundreds or thousands due to the fact that multiple neurons within this population often share the desired information content [12] . When the action potential data can be obtained for only a small population of neurons on the order of a few dozen, the aforementioned simple statistical approaches often miss important information. Some work has been performed to improve classification by applying signal processing techniques such as Fourier transform [56] but this problem still remains a challenge.
This paper presents a methodology to automatically classify and detect groups of neurons which are related to a particular motor task, a reaching task in this particular research, by studying their firing patterns. A new methodology is presented for clustering and detection of firing rate patterns recorded from an awake behaving primate model. It consists of a pseudospectrum technique called multiple signal classification (MUSIC) [30] that will extract features from firing rate profiles and a Gaussian mixture algorithm [55] that clusters them in a three dimensional feature space created from the extracted features.
Materials and methods

Subject and task
Data collected from two male macaque monkeys (Macaca Fascicularis), identified as H and N, were used in this study. The subjects were trained to perform a bimanual reaching task with the goal of reaching with one hand to a target projected on a touch screen monitor while the other hand remained at rest. The task started with the subject placing his two hands on the two pressure plates. Immediately, a circular cyan-colored cue (Fig. 1A) was displayed, instructing the subject to wait. After one second, one of the two targets, left or right, was displayed, prompting him to reach and touch that target (Fig. 1B) . The color of the target represented which hand the subject was to use: red for right hand or green for left hand. The subject was trained over a period of months to perform one of the four possible acts: left hand left target (LHLT), left hand right target (LHRT), right hand left target (RHLT), and right hand right target (RHRT). The subjects were cared for as required by the NIH Guide for Care and Use of Laboratory Animals, and the laboratory protocol approved by the Institutional Animal Care and Use Committee at The Ohio State University.
Data acquisition
To acquire the neurological signals, the subjects were implanted with recording chambers over the left parietal bone near the precentral dimple to access the motor cortex, and over the occipitoparietal region to access the ponto-medullary reticular formation (PMRF). Electrodes were positioned over cortical motor areas and advanced intracortically during each experimental session, and removed in between sessions. These electrodes, typically two to four individual glass coated tungsten microelectrodes (Alpha Omega, Alpharetta, GA), were placed in regions that displayed shoulder/elbow responses to stimulation. Surgical details can be seen in [26, 41] . A single tungsten microelectrode was used to reach the PMRF in the brainstem with access to either the left or right side while avoiding the midline with to a ten degree lateral tilt of the chamber. To properly assess the location of the PMRF in the brainstem, neural activity was recorded and an audio was played out during electrode descent. Electrophysiological landmarks, such as the abducens nucleus, were identified prior to recording to ensure accurate electrode placement.
Signals from each electrode were amplified by 5000 and filtered with a bandpass of 100 Hz to 3 kHz with a differential amplifier. The data were sent to a computer via a 1401 data acquisition unit and processed using the Spike2 software, both manufactured by Cambridge Electronic Design, Cambridge, UK. Fig. 2A presents the neuron isolation procedure to identify the individual neurons. The continuous signals from the amplifiers were converted into single action potentials with a −0.75 mV trigger. This trigger ensured that only action potentials that were below −0.75 mV were accepted for isolation. The individual action potentials were then analyzed using a principal component analysis (PCA) algorithm [24, 40] . The first two components of PCA are plotted in Fig. 2A . Each action potential in the 2D feature space was clustered using the Gaussian mixture model (GMM) [40] . The resulting clusters, in this example 3, were identified as individual neurons. Once each neuron was isolated, its firing frequency was obtained. Fig. 2B shows the procedure for the firing rate averaging approach of these individual neurons over the four task types in a 2 s window with 50 ms bins. The 2 s window included preparation of the subject (getting ready to move mentally), as well as movement to reach the target. Since the subject was exposed to four different task types, the firing rate of each neuron (457 neurons in total) was averaged across trials for each of the four task types (resulting in 1828 observed events). A prefiltering criterion for noisy signals with too much variability or no detectable features was implemented in order to eliminate them from the data. After this initial filtering, all the signals were visually inspected and classified as task-related or not task-related. This visual inspection was used as the benchmark to compare the performance of the proposed methodology.
Multiple signal classification (MUSIC) pseudospectrum
MUSIC is a method for computing the pseudospectrum of a time series. In the present study, it was used as the feature extraction technique for the methodology. A pseudospectrum is a power density spectrum for finding eigenvalues of a non-normal matrix (a matrix with non-orthogonal eigenvectors) which is challenging to solve using a conventional eigenvalue solution method due to failed resonance or asymptotic behaviors of the matrix [36] . These non-normal matrices show up in transient non-linear and chaotic systems typical of measured neuroscience data [3, 37, 46] . This method provides a representation of a signal's frequency components from a set of eigenvectors extracted from an autocorrelation matrix of the data. Compared with other methods such as the fast Fourier transform (FFT), MUSIC can yield accurate results, even for signals with low signal-to-noise ratios [30] .
The firing frequency profile shown at the right of Fig. 2B is placed in an N a -dimensional vector R where N a is the length of each signal (1000 in this research). The pseudospectrum was estimated using the following five steps:
1. Divide R into N w length sections resulting in N aw = N a /N w vectors, where the i th length section is denoted as N w -dimensional row vector U i and is the rounding operator.
2. Construct a N w by N aw matrix Y as follow:
where U i represents the transpose of U i . 3. The value of the j th row and k th column of the correlation matrix, c(Y ) jk , is computed as follows:
where
4. Create a rectangular matrix V with all the eigenvectors of the correlation matrix (Eq. (2)) as its columns.
5. Transform matrix Y in Eq. (1) into the frequency domain using the FFT method with a length 2 (L − 1) as follows where L represents the dimension of the eigenvectors (number of rows in V ):
in which exp(.) represents a complex sinusoid of the FFT and the conjugate transpose operator is represented by superscript H.
6. Compute the pseudospectrum defined as follows:
where V k is the k th eigenvector (k th column in V ). Selecting an effective FFT length K is not critical in this analysis as long as it is an integer number with a power of 2 and not larger than N a . The values of the pseudospectrum were converted into the decibel (dB) for ease of comparison between observed events:
In the pseudospectrum, the most prevalent signal features are represented as peaks in the Y axis (or power). The first three highest frequencies in the spectrum, sorted in descending order of power (dB), were selected as the features to be clustered by EM-GMM. These are placed in a 1 × 3 vector of X i wherei ∈ 1, 2, . . ., N , N being the total number of data points.
Expectation-Maximization gaussian mixture model (EM-GMM)
Clustering methods are employed to group similar data into clusters with common threads [14, 11, 59, 42, 45, 35] . In this research, two different clustering methods were explored: k-means [50] and the expected maximiation gaussian mixture model (EM-GMM). The latter was found to accurately encompass task-related activity compared to K-means and therefore was selected in this research. A mixture model is a type of statistical unsupervised learning, in this case with Gaussian properties, where subpopulations, or clusters, are extracted based on statistical properties of the population, or data set [55] . The user of this methodology needs to provide only the number of clusters for a given data set. Such a model is useful in data sets where classes cannot be readily identified.
Let X i be a D-dimensional data point (feature vector), P c X i | c be the conditional probability of X i belonging to a cluster with centroid M c (D-dimensional vector) and covariance matrix S c (a D by D dimensional square matrix) where i ∈ 1, 2, . . ., N , and c = M c , S c . In GMM the total probability distribution corresponding to X i is expressed as the summation of weighted conditional probabilities as follows:
where A c is a weight and represents the contribution of the c th conditional probability to the total probability distribution, C is the total number of clusters defined by the user, and
A c = 1. In this research a Gaussian probability density function is used to compute P c X i | c :
where |S c | is the determinant of covariance matrix. The probability of X i belonging to the c th cluster is:
where W ic is the membership value and C c=1 w ic = 1. EM-GMM uses expectation-maximization (EM) algorithm [48] to optimize the parameters of GMM (i.e. c and A c ). Fig. 3 presents a flowchart of EM-GMM consisting of four steps where the second and third steps correspond to expectation and maximization, respectively. In the first step, c t=0 and A c t=0 are generated randomly for each cluster such that C c=1
A c t=0 = 1. The superscript tε 1, 2, . . ., T represents the iteration number, where T is the total number of iterations. Unlike the nature-inspired optimization techniques, T is not defined by user and is determined by the EM-GMM algorithm. In the second step, W ic t is computed for each feature vector X i and each cluster. In the third step, A c t and c t = M c t , S c t are updated as follows:
where are the weight, vector of centroid, and covariance matrix in iteration t + 1. In the fourth step, log- likelihood, defined as sum of the log P total (X i ) over all data points is computed as follows:
If |G t+1 − G t | < E, where E is a predefined error limit, set to 0.00001 for this research, the algorithm stops [10] . In that case, T = lastt + 1, and X i belongs to the cluster with maximum membership value in iteration T .
Automatic clustering of similar firing rate using MUSIC + EM-GMM
The first part of the methodology is to convert the average neuronal firing rates into the MUSIC pseudospectrum as described above. The most prevalent signal features are represented as peaks in the Y axis, representing power, of the pseudospectrum, while the X axis represents frequency. To create a feature space, for each observed group of events, the first three highest frequencies in the spectrum, sorted in descending order of power (dB), are projected in a three-dimensional space where x, y, and z represent the highest, the second highest, and the third highest frequency (Fig. 4) . Once the feature space is created the EM-GMM clusters the firing rate data into C clusters (in this research C = 4). The size of C was selected to match the number of observable clusters.
Validating GMM-clustered MUSIC pseudospectrum using the empirical wavelet transform
In recent years wavelet transform (WT) has been used extensively for denoising signals as well as for feature extraction in various fields such as biomedical engineering and computational neuroscience [43, 27, 57] , image processing, health monitoring of Fig. 4 . Feature space creation. The firing rate is transformed to a pseudospectrum using MUSIC. The first three highest frequencies in the spectrum, sorted by power (dB), are represented in a three-dimensional space where x, y, and z represent the highest, the second highest, and the third highest frequency.
structures [52] , seismology [23] , and reliability analysis [15, 16] . The empirical wavelet transform (EWT) is an adaptive version of the WT where the wavelet basis is extracted from the signal itself instead of using a predefined wavelet [25] . The EWT was employed in this research to validate the prominent features found in the MUSIC pseudospectrum and clustered by EM-GMM. In WT, a predefined wavelet basis, called mother wavelet, is used to represent a time-series signal, akin to cosines and sines used as the basis of the Fourier transform (FT) [4, 2] . A challenge in WT is that mother wavelets often do not share similarities with the signals being processed thus impacting the overall effectiveness of the technique [8, 25] . Researchers rarely justify the selection of the mother wavelet and those who do justify the selection based on superficial similarities with the signal [44, 49] . The wavelet packet transform (WPT) [31, 29, 34, 51] provides an improvement over WT but it also has limited adaptability in the way it divides frequency bands in the frequency domain. Compared to WT and WPT, EWT can adapt both its basis and frequency bands to model the analyzed signal properly. Fig. 5 displays an example of a MUSIC pseudospectrum being divided into frequency bands using both WT and EWT. The frequency bands subdivision scheme of WT is non-adaptive irrespective of the actual frequency content of the signal while that of EWT is adaptive and reflects the actual frequency content of the signal. In Fig. 5 it can be seen that features in the MUSIC pseudospectrum are better represented by EWT compared with WT. Example time domain signals for each decomposition methodology are also included at the bottom of Fig. 5 to show signal features. EWT has been previously validated in various synthetic and biological signals in conjunction with a MUSIC pseudospectrum [8] . The mathematical details of EWT and the creation of boundaries can be seen in [25] and Amezquita-Sanchez and Adeli (2015). Fig. 6 shows an example of the specific decomposition used in this research. The MUSIC pseudospectrum was divided into three frequency bands by EWT. This subdivision was performed in order to understand what kind of firing rate time-series components were clustered by the proposed methodology. The three frequency bands were selected based on features found in the MUSIC pseudospectrum and the general understanding that too many frequency bands create artifacts. The first three frequency bands were determined to show relevant features, as it is understood that too many frequency bands do not capture relevant signal information and created artifacts. The first three frequency bands contained specific amplitude/frequency properties of the signal. Fig. 6 shows that frequency band 1 contained high amplitude and slow frequency aspects of the signal. Frequency band 2 contained mid-range amplitude and frequencies, while frequency band 3 contained the lowest amplitude, but fastest frequencies found in the signal. 
Results
MUSIC + GMM generated clusters
There were a total of 1828 observed events (944 for subject H and 848 for subject N). An event is a waveform representing the average firing rate of a particular neuron across trials of a particular task. Thus, with four different tasks, each neuron produced four events. In the initial analysis, these were treated independently to discover task-related and non-task related patterns. This allowed for detection of neurons that had task-related activity for reaching with one arm but not the other, or only a certain target. At the end of this section, the events are recombined into a set of four tasks for each neuron to determine whether the approach yields physiologically meaningful results.
In order to provide a dataset with well-modulated activity, events with a maximum firing rate below 30 Hz and events without any detectable firing rate in the 2 s time window were removed from the dataset. Among the 1828 events, only 364 (or roughly 20%) met these criteria. The MUSIC pseudospectrum was obtained for the selected events followed by the application of the EM-GMM to find the clusters. The clustered feature spaces for subjects H and N are presented in Fig. 7A and B, respectively, where each cluster represents firing rates with similar signal features obtained from the MUSIC pseudospectrum. For both subjects, these clusters were compact and linearly separable, showing the capability of the proposed methodology. To determine if events in a particular cluster were related to the reaching task, they were compared with the visual classification of firing rate signals by an expert electrophysiologist based on the increase of activity above a baseline threshold. Approximately 70% and 58% of the events in cluster 2 were determined to be task-related for subject H and subject N, respectively, the highest accuracy among all clusters. The corresponding numbers for cluster 3 are 20% and 24% and cluster 1 are 10% and 20%. Events in cluster 1 and cluster 3 were found to be noisier than those events in cluster 2. Cluster 4 gathered no visually classified events. Fig. 8A and B present four sets of sample signals from the four clusters for subjects H and N, two for each, respectively. Cluster 2, which had the highest accuracy among all clusters, captured firing rates with prominent high amplitude features and with the lowest levels of noise. In contrast, cluster 4 captured firing rates with the highest levels of noise and no features. The amounts of noise in clusters 1 and 3 were comparable, and were between clusters 2 and 4. Fig. 9 displays the MUSIC pseudospectrum (on the left) and EWT decomposition (on the right) corresponding to the examples shown in Fig. 8A . The EWT decomposition aids in the visualization of the equivalent time-series signals (firing rate) represented by the MUSIC pseudospectrum. In Fig. 9 , each example corresponds to the two signals in the two rows of Fig. 8A . The vertical lines represent the boundaries of the frequency bands. Each frequency band corresponds to a time-series signal, similar to Fig. 6 . The frequency bands are such that the signals are selected around prominent spectral features (or peaks) in the MUSIC pseudospectrum where the power is high. The first, second, and third frequency bands contained low, mid, and high range frequencies, and high, mid, and low range firing rate amplitudes, respectively. The first and second frequency bands contained the smaller amount of noise compared to the third one, hence, representing relevant event information in the spectrum. In Fig. 9 , it can be seen how the peaks in the MUSIC pseudospectrum were different among clusters, thus validating the capability of MUSIC for detecting different signal features.
Analysis of pseudospectra of MUSIC + GMM clusters
Observing neuronal behaviors using EM + GMM
To this point, the results demonstrated that the proposed EM-GMM methodology could be used to identify task-related v. Fig. 7 . A) clustered feature space corresponding to subject H and B) clustered feature space corresponding to subject N. non-task related features in neural firing rates. After classifying events as task-related or not, the results were evaluated to determine whether certain neurons had certain features, such as being related to one arm or the other, or to a particular hand-target combination, etc. As noted previously, each event in the dataset represented a neuronal response to one of four different motor reaching tasks. In this section, each neuron's pattern of responses for the four tasks was evaluated to classify neurons by their neurophysiological behavior. Fig. 10A displays a sample of this functional evaluation. In this figure, for sample neuron #187, four averaged firing rate profiles are shown with their trial-by-trial record of the action potentials, known as rasters. Based on the results of the EM-GMM clustering, it may be concluded that this neuron was most involved in tasks requiring reaching with the right hand. Fig. 10B displays an example of neurons involved in reaching with both hands (neuron 13 in Fig. 10B ), and another example involved in only right target reaching (neuron 36 in Fig. 10B ).
This type of behavioral analysis can be used to validate the effectiveness of the methodology to detect physiologically relevant information from the data set. Table 1 presents the count of neurons detected to have preferences by hand and by target. These are also divided by brain region. From this analysis, it was observed that PMRF neurons were predominantly bilateral, with 41% of neurons found to be active for reaching with both hands, and about 30% each were active with reaching with the left arm or the right arm. Neurons in the cortex were most frequently involved with reaching with the right (contralateral) hand (40%), but a sizeable proportion (37%) were involved with reaching with the left (ipsilateral) hand. The remainders of the neurons (23%) were involved in both hands.
Discussion
This paper presents a novel methodology for the categorization and grouping of firing rate profiles found in neurons involved in a motor task. This methodology is general and could be used in any situation where multiple neurons are recorded, whether there be a single type of trial or multiple trial types, as considered here. For example, this application could be used in the study of motor commands for gaze control [54] , neuronal oscillators [47, 21, 9] or other brain studies such as deep brain stimulation [20] . Further, it could be used for research in brain-computer interfaces [12, 39] . Many studies using neuron firing rates often rely on detecting events by evaluating departure of the firing rate from a baseline threshold value, for example, based on the standard deviation of the mean baseline firing rate [54] . In this conventional approach, the researcher must make decisions about which neurons to accept as task related and which to discard as spurious, which is error-prone. The proposed methodology automates the identification of taskrelated neurons. This methodology was tested using a set of data collected from awake behaving primates and validated by EWT.
The 70% accuracy of the methodology may not appear high, but this is partly due to the nature of the problem, because the visual inspection used as the gold standard is not necessarily accurate itself. The methodology, however, achieves obvious separation among clusters, which is encouraging. With further development of this approach, there may be room for improvement in the accuracy by optimizing the parameters of MUSIC. For example, by selecting a different length section, N w , it may be possible to focus the extraction on relevant features to achieve more accurate clustering. In this research, this parameter was selected by trial-and-error, but this parameter could be optimized using an optimization technique such as the neural dynamic optimization model of Adeli and Park [5, 6] .
With linearly separable and compact clusters, the EM-GMM algorithm was deemed appropriate for the current application. Additional efforts towards improving the proposed methodology could be in the form of applying a classification technique such as the enhanced probabilistic neural network (EPNN) [7] using already identified classes of firing rates. The fact that the approach was able to separate cells into physiologically relevant groups demonstrates its utility. In the present results, about 40% of the cells were found to be bilateral for the PMRF, and about 30% each were found to relate to the ipsilateral or contralateral arm. This is strikingly similar to results previously obtained in studies using electrical stimulation [17] . Likewise, in the cortical motor areas, most cells were best related to the contralateral hand, but a reasonably large portion were related to the ipsilateral hand. From electrical stimulation studies in the same subjects, we also found relatively high proportions of motor outputs ipsilaterally; this relatively high incidence of ipsilateral hand representation in the cortex can be explained by the recordings being concentrated in areas related to recruitment of proximal muscles and by the inclusion of recordings from PMd and SMA in addition to M1 [38] . Hence, this unbiased neural classification methodology produces results that match well with the findings from electrical stimulation in the PMRF and in the cortex. This lends validity to the approach because, in comparison to examining neural firing frequencies and attempting to interpret their relationship to a task, detecting EMG responses to stimulation is relatively objective.
In sum, the present paper presents an objective means of classifying neurons recorded in association with behavioral tasks into groups. By identifying characteristics of neurons in a particular group, the investigator can then identify functional classes of neurons based on their relationship to the task. The historical approach has been to inspect large groups of neurons and subjectively separate cells into groups based on the expertise of the investigator. The more objective approach presented here warrants further investigation and might prove particularly useful in understanding new neural systems where types of neural activity patterns have yet to be identified. A future study comparing this approach in welldefined systems to compete with classification by groups of experts might be useful to further test the applicability of this approach.
