Abstract. The Dirac operator, acting in three dimensions, is considered. Assuming that a large mass m ą 0 lies outside a smooth and bounded open set Ω Ă R 3 , it is proved that its spectrum is approximated by the one of the Dirac operator on Ω with the MIT bag boundary condition. The approximation, which is developed up to and error of order op1{ ? mq, is carried out by introducing tubular coordinates in a neighborhood of BΩ and analyzing the corresponding one dimensional optimization problems in the normal direction.
1. Introduction 1.1. Context. This paper is devoted to the spectral analysis of the Dirac operator with high scalar potential barrier in three dimensions. More precisely, we will assume that there is a large mass m outside a smooth and bounded open set Ω. From physical considerations, see [4, 5] , it is expected that, when m becomes large, the eigenfunctions of low energy do not visit R 3 zΩ and tend to satisfy the so-called MIT bag condition on BΩ. This boundary condition, that we will define in the next section, is usually chosen by the physicists [8, 5, 6] , in order to get a vanishing normal flux at the bag surface. It was originally introduced by Bogolioubov in the late 60 1 s [4] to describe the confinement of the quarks in the hadrons with the help of an infinite scalar potential barrier outside a fixed set Ω. In the mid 70
1 s, this model has been revisited into a shape optimization problem named MIT bag model [8, 5, 6] in which the optimized energy takes the form Ω Þ Ñ λ 1 pΩq`b|Ω|, where λ 1 pΩq is the first nonnegative eigenvalue of the Dirac operator with the boundary condition introduced by Bogolioubov, |Ω| is the volume of Ω Ă R 3 and b ą 0. The interest of the bidimensional equivalent of this model has recently been renewed with the study of graphene where this condition is sometimes called "infinite mass condition", see [1, 3] . The aim of this paper is to provide a mathematical justification of this terminology, and extend to dimension three the work [9] .
1.2. The Dirac operator with large effective mass. In the whole paper, Ω denotes a fixed bounded domain of R 3 with regular boundary. The Planck's constant and the velocity of light are assumed to be equal to 1. Let us recall the definition of the Dirac operator associated with the energy of a relativistic particle of mass m 0 and spin 1 2 , see [10] . The Dirac operator is a first order differential operator pH, DompHqq, acting on L 2 pR 3 ; C 4 q in the sense of distributions, defined by (1.1) H " α¨D`m 0 β , D "´i∇ ,
where DompHq " H 1 pR 3 ; C 4 q, α " pα 1 , α 2 , α 3 q and β are the 4ˆ4 Hermitian and unitary matrices given by
Here, the Pauli matrices σ 1 , σ 2 and σ 3 are defined by σ 1 "ˆ0 1 1 0˙, σ 2 "ˆ0´i i 0˙, σ 3 "ˆ1 0 0´1˙, and α¨X denotes ř 3 j"1 α j X j for any X " pX 1 , X 2 , X 3 q. In this paper, we consider particles with large effective mass m " m 0 outside Ω. Their kinetic energy is associated with the self-adjoint operator pH m , DompH mdefined by H m " α¨D`pm 0`m χ Ω 1 qβ ,
where Ω 1 is the complementary set of Ω, χ Ω 1 is the characteristic function of Ω 1 and DompH m q " H 1 pR 3 ; C 4 q. Notation 1.1. In the following, Γ :" BΩ and for all x P Γ, npxq is the outwardpointing unit normal vector to the boundary, Lpxq " dn x denotes the second fundamental form of the boundary and κpxq " Tr Lpxq and Kpxq " det Lpxq are the mean curvature and the Gauss curvature of Γ respectilvely.
Definition 1.2. The MIT bag Dirac operator pH Ω , DompH Ωis defined on the domain DompH Ω q " tψ P H 1 pΩ; C 4 q : Bψ " ψ on Γu , with B "´iβpα¨nq , by H Ω ψ " Hψ for all ψ P DompH Ω q. Observe that the trace is well-defined by a classical trace theorem. Notation 1.3. We denote by x¨,¨y the C 4 scalar product (antilinear w.r.t. the left argument) and by x¨,¨y U the L 2 scalar product on the set U Ă R 3 .
Notation 1.4. We define, for every n P S 2 , the orthogonal projections (1.2) Ξ˘" 1 4˘B 2 associated with the eigenvalues˘1 of the matrix B.
1.3. Squared operators, heuristics, and results. The aim of this paper is to relate the spectra of H m and H Ω in the limit m Ñ`8.
Notation 1.5. Let pλ k q kPN˚a nd pλ k,m q kPN˚d enote the increasing sequence of eigenvalues of the operator |H Ω | and |H m |, respectively, each one being repeated according to its multiplicity. By the min´max characterization, we have
, and λ k,m " inf
H m ϕ L 2 pR 3 q " sup tψ 1 ,...,ψ k´1 uĂH 1 pR 3 ;C 4 q,
for k P N˚and m ą 0. Here, N˚:" Nzt0u.
1.3.1. The quadratic forms. At first sight, it might seem surprising that λ k and λ k,m are related, especially because of the boundary condition of H Ω . It becomes less surprising when computing the squares of the operators. This is the purpose of the following lemma.
where κ is defined in Notation 1.1,and
Proof. 
Considering (1.4) leads to the following minimization problem, for v P H 1 pΩq,
A classical extension theorem (see [7, Section 5.4] ) ensures that V v is non-empty.
1.3.2.
Heuristics. In this paper, we will analyse the behavior of Λ m pvq and prove in particular (see Proposition 2.1) that there exists C ą 0 such that for m large, and
Replacing m by m 0`m in (1.6), we get, for all ψ P H 1 pR 3 ; C 4 q,
Take any eigenfunction ϕ of H Ω and consider a minimizer u ϕ of (1.5) for v " ϕ and m replaced by m`m 0 . Then, letting ψ "
With (1.6) at hand, we deduce that, for all j P N˚,
Conversely, if we are interested in the eigenvalues of pH m q 2 that are of order 1 when m Ñ`8, we see from (1.7) that the corresponding normalized eigenfunctions must satisfy Ξ´ψ " Opm´1q and, in particular, Bψ " ψ`Opm´1q. Thus, we get formally, for all j P N˚, λ 2 j,m ě λ 2 j`o p1q . The aim of this paper is to make this heuristics rigorous. We can now state our main theorem. Theorem 1.7. The singular values of H m can be estimated as follows:
(ii) Let k 1 P N˚be the multiplicity of the first eigenvalue
Here, pλ k q kPN˚a nd pλ k,m q kPN˚a re defined in Notation 1.5, κ and K are defined in Notation 1. 
for u P DompQ 
(1.10)
It has compact resolvent and its spectrum is discrete. 
Here, pλ k q kPN˚i s defined in Notation 1.5, pλ int k,m q kPN˚i n Notation 1.11 and κ in Notation 1.1.
1.4.
Organization of the paper. In Section 2, we discuss the asymptotic properties of the minimizers associated with the exterior optimization problem (1.5). In Section 3, we investigate the interior problem. In Section 4, we prove Theorem 1.7.
About the exterior optimization problem
The aim of this section is to study the minimizers of (1.5) and their properties when m tends to`8. These properties are gathered in the following proposition. 
There exists a constant C ą 0 such that, for all m ě 1, (i) for all v P H 1 pΩq, we have
2.1. Existence, uniqueness and Euler-Lagrange equations. Let us discuss here the existence of the minimizers announced in Proposition 2.1 and their elementary properties. We will see later that, in the limit m Ñ`8, this minimization problem on Ω 1 is closely related to the same problem on a tubular neighborhood in Ω 1 of Γ. For δ ą 0, m ą 0 and v P H 1 pΩq, we define Proof. Let pu n q and pu δ,n q be minimizing sequences for Λ m pvq and Λ m,δ pvq respectively. These two sequences are uniformly bounded in H 1 so that up to subsequences, they converge weakly to u P H 1 pΩ 1 q and v δ P H 1 pV δ q. By Rellich -Kondrachov compactness Theorem and the interpolation inequality, the sequences converges strongly in H s loc for any s P r0, 1q. The trace theorem ensures then that the convergence also holds in L Q m pu δ,n q ě Q m pu δ,n q ě Λ m,δ pvq, u and u δ are minimizers. Since V and V δ are convex sets and the quadratic form Q m is a strictly convex function, the uniqueness follows. 
has a minimum at t " 0. Hence, the Euler-Lagrange equation is p´∆`m 2 qu m " 0. The same proof holds for u m,δ . The second point follows from integrations by parts. And for the last point, let u P V v . We have, by an integration by parts,
and the result follows. The same proof works for Λ m,δ pvq.
Agmon estimates.
This section is devoted to the decay properties of the minimizers in the regime m Ñ`8.
We will need the following localization formulas.
Lemma 2.5. Let χ be any real bounded Lipschitz function on Ω 1 .Then,
Proof. By definition, we have
It remains to use Lemma 2.4 to get
We can now establish the following important proposition. Proposition 2.6. Let γ P p0, 1q. There exist δ 0 ą 0, and C 1 , C 2 ą 0 such that, for all δ P p0, δ 0 q and all m ą 0,
Proof. Let us first prove (2.3). Given ε ą 0, we define
Let c ą 1 and R ą 0. Let χ 1,m,R , χ 2,m,R be a smooth quadratic partition of the unity such that
and, for k P t1, 2u,
Since χ m is a bounded, Lipschitz function and is equal to 1 on Γ, we get u m χ m P V v . By definition and using (2.2), we get
where C does not depend on ε. Taking the limit ε Ñ 0 and using the Fatou lemma we obtain (2.3).
Let us now prove (2.4). We have for any δ P p0,
Let us consider a Lipschitz functionχ m : Ω 1 Ñ r0, 1s defined for all x P Ω 1 bỹ
1{2 . Thanks to (2.2), we find
Observing that m}u m } 2 L 2 pΩ 1 q ď m´1Λ m pvq , and using (2.5) we easily get (2.4).
2.3.
Optimization problem in a tubular neighborhood. From Proposition 2.6, we see that, in order to estimate Λ m pvq, it is sufficient to estimate Λ m,m´1 {2 pvq. For that purpose, we will use tubular coordinates.
2.3.1. Tubular coordinates. Let ι be the canonical embedding of Γ in R 3 and g the induced metric on Γ. pΓ, gq is a C 4 Riemannian manifold, which we orientate according to the ambient space. Let us introduce the map Φ : Γˆp0, δq Ñ V δ defined by the formula Φps, tq " ιpsq`tnpsq where V δ is defined in (2.1) below. The transformation Φ is a C 3 diffeomorphism for any δ P p0, δ 0 q provided that δ 0 is sufficiently small. The induced metric on Γˆp0, δq is given by
where Lpsq " dn s is the second fundamental form of the boundary at s. Let us now describe how our optimization problem is transformed under the change of coordinates. For all u P L 2 pV δ q, we define the pull-back function (2.6) r ups, tq :" upΦps, tqq.
For all u P H 1 pV δ q, we have
andãps, tq " |gps, tq| 1 2 . Here x¨,¨y is the Euclidean scalar product and ∇ s is the differential on Γ seen through the metric g. Since Lpsq P R 2ˆ2 , we have the exact formula (2.9)ãps, tq " 1`tκpsq`t 2 Kpsq where κ and K are defined in Notation 1.1. In the following, we assume that
In particular, we will use (2.7) and (2.8) with this particular choice of δ.
The rescaled transition optimization problem in boundary coordinates.
We introduce the rescaling ps, τ q " ps, mtq , and the new weights (2.11) p a m ps, τ q "ãps, m´1τ q , p g m ps, τ q "gps, m´1τ q .
Note that there exists m 1 ě 1 such that for all m ě m 1 , s P Γ and τ P r0, m 1{2 q, p a m ps, τ q ě 1{2. We set
(2.12)
Remark 2.8. We can assume (up to taking a larger m 1 ) that for any pm, κ, Kq P rm 1 ,`8qˆr´A, Asˆr´B, Bs, we have a m,κ,K pτ q ě 1{2 for all τ P p0, ? mq.
In the following, we assume that m ě m 1 .
2.4.
One dimensional optimization problem with parameters. We denote by p Q m,κ,K the "tranversed" quadratic form defined for
The following lemma follows from the same arguments as for Lemma 2.2.
Lemma 2.9. There is a unique minimizer u m,κ,K for the optimization problem (2.14).
Proof. The lemma follows essentially by integration by parts and Notation 2.7.
Lemma 2.11. We have that u m,κ,K P C 8 pr0, ? msq and
Proof. This follows from Lemma 2.10.
The aim of this section is to establish an accurate estimate of Λ m,κ,K .
Proposition 2.12. There exists a constant C ą 0 such that for all pm, κ, Kq P rm 1 ,`8qˆr´A, Asˆr´B, Bs,ˇˇˇˇˇΛ
Proof. By Lemmas 2.9 and 2.11, the unique solution u m,κ,K of the problem satisfies´B
We expand formally u m,κ,K as u 0`m´1 u 1`m´2 u 2`O pm´3q:
(i) For the zero order term, we get 
2´2
K¸τ e´τ , u 2 p0q " 0 and lim τ Ñ8 u 2 pτ q " 0, so that u 2 pτ q "´κ
This formal construction leads to define a possible approximation of u m,κ,K . Consider v m,κ,K pτ q :" χ m pτ q`u 0 pτ q`m´1u 1 pτ q`m´2u 2 pτ q˘,
where χ : R`Þ Ñ r0, 1s is a smooth function such that χpτ q "
In the following, we denote v m " v m,κ,K to shorten the notation. We immediately get that v m belongs to p V m,κ,K . Note that
mq,a m,κ,K dτ q " Opm´3q . Using Lemmas 2.10 and 2.11, we have
By Lemma 2.10, the Cauchy-Schwarz inequality, (2.17), and (2.18),ˇΛ
m,κ,K . From this, it follows first that Λ m,κ,K " Op1q uniformly in pκ, Kq, and then the first estimate of the proposition is established. Using Lemmas 2.10 and 2.11, the fact that v m p0q´u m,κ,K p0q " 0 and Cauchy-Schwarz inequality, we have p
mq,a m,κ,K dτ q . The second estimate follows since
2.5. Asymptotic study of Λ m,m´1 {2 pvq. From Proposition 2.12 and (2.12), we deduce the following lower bound.
Corollary 2.13. There exists C ą 0 such that for any v P H 1 pΩq, Proof. We have´´a´1 m,κ,K B τ a m,κ,K B τ`1¯um,κ,K " 0 . Let us take the derivative with respect to s:´a´1
Taking the scalar product with ∇ s u m,κ,K and integrating by parts by noticing that ∇ s u m,κ,K p0q " 0, we get
By an explicit computation and the Cauchy-Schwarz inequality, we finďˇˇˇˇB 
More precisely, for all u P p V m such that u " v on Γ,
Proof. Let v P H 2 pΩq. First, let us discuss the upper bound. For that purpose, we insert p Π m v in the quadratic form:
We have 
Therefore,
It remains to use Proposition 2.12 to get the desired upper bound. Let us now discuss the lower bound. Let u P p V m such that u " v on Γ. By Lemma 2.11, we have
Thus,
We have
By Lemmas 2.16 and 2.14,ˇˇˇˇ2
Re
Then, with Lemma 2.15, we get, for all ε 0 ą 0,
Using (2.19) and (2.20), we get that
Taking ε 0 " 3{4 and m large enough, we get the result. 
As in the proof of Lemma 2.5 and recalling Item (ii) in Lemma 2.4, we get
where we used (2.3). We deduce that
We remove χ m by using (2.3) and Item (iii) follows.
A vectorial Laplacian with Robin-type boundary conditions
In this section, we study the vectorial Laplacian L 
By using the Green-Riemann formula, we get that the domain is given by tu P H 1 pΩ; C 4 q :´∆u P L 2 pΩ; C 4 q , pB n`κ {2`m 0`2 mΞ´qu " 0 on Γu .
By a classical regularity theorem, we deduce that the domain is included in H 2 pΩ; C 4 q. The compactness of the resolvent and the discreteness of the spectrum immediately follow.
3.2.
Asymptotics of the eigenvalues. In this section, we describe the first terms in the asymptotic expansion of the eigenvalues of L int m . This is the aim of the following proposition.
Proposition 3.1. The following properties hold.
(ii) For all k P t1, 2, . . . , k 1 u, we have
(iii) Let pu k 0`1 , . . . , u k 0`k1 q be a H 1 -weak limit of a sequence
Then, we have for all
Here, pλ k q kPN˚i s defined in Notation 1.5 and pλ int k,m q kPN˚i n Notation 1.11.
Proof of Proposition 3.1. Since DompH
for all k P N˚and all m ą 0. " 0 for all j P t1, . . . , ku.
Proof. Let us prove (i) and (ii) by induction on k P N˚.
Case k " 0. There is nothing to prove. Case k ą 0. Assume that (i) and (ii) are valid for some k P N. 
Hence there exists a subsequence pm n q nPN˚g oing to`8 as n Ñ`8 such that
and pu 1,mn , . . . , u k`1,mn q nPN˚c onverges weakly in H 1 pΩ; C 4 q to pu 1 , . . . , u k`1 q. Using the induction assumption, we get that pu 1,mn , . . . , u k,mn q nPN˚c onverges strongly in H 1 pΩ; C 4 q to pu 1 , . . . , u k q, lim mÑ`8 λ " 0 for all j P t1, . . . , ku. By Rellich-Kondrachov Theorem [7, Section 5.7] , the sequence pu k`1,mn q converges strongly in L 2 pΩ; C 4 q. This implies that pu 1 , . . . , u k`1 q is an L 2 -orthonormal family. In addition, for all j 1 , j 2 P t1, . . . , k`1u, j 1 ‰ j 2 , and all n P N˚, 0 " Re x∇u j 1 ,mn , ∇u j 2 ,mn y Ω`m 2 0 Re xu j 1 ,mn , u j 2 ,mn y Ὼ Re xpκ{2`m 0 qu j 1 ,mn , u j 2 ,mn y Γ`2 m n Re xΞ´u j 1 ,mn , Ξ´u j 2 ,mn y Γ and taking the limit n Ñ`8,
for all j P t1, . . . , ku, where Q int is defined in (1.3) , we deduce that the pu j q 1ďjďk are normalized eigenfunctions associated with pλ 2 j q 1ďjďk . By the min-max theorem, we get lim inf
We also get that lim
and the strong convergence follows. Note that lim mÑ`8 λ int k`1,m " λ 2 k`1 implies that the previous arguments are valid for any weakly converging subsequence and Items (i) and (ii) follow for k`1.
A technical lemma.
The following lemma is essential in the proof of Items (ii) and (iii).
an integration by parts gives
Proof of Items
(ii) and (iii). Let also pu 1,mn , . . . , u k 0`k1 ,mn q nPN˚b e a sequence of
By (3.5), we have for all v "
We deduce that for all k P t1, . . . , k 1 u,
The conclusion follows.
Proof of the main theorem
4.1. First term in the asymptotic. In this part, we work in the energy space without using any regularity result as Lemma 4.2.
orthonormal family of eigenvectors of |H
Ω | associated with the eigenvalues pλ 1 , . . . , λ K q. Using Proposition 2.1, we extend these functions outside Ω by
for j P t1, . . . , Ku. By Proposition 2.1, we get that
so that r u 1,m , . . . , r u K,m are linearly independent vectors. Let a 1 , . . . , a K P C. Let us denote ϕ a m :" ř K j"1 a j r u j,m . By Lemma 1.6 and Proposition 2.1, we have
We deduce that 
With (1.4) and Proposition 2.1, we get, for all k P t1, . . . , Ku and all m ě m 1 , that
By the trace theorem, we deduce that there exists C ą 0 such that
Note also that by (4.3), (4.4) and the trace theorem, we get that
Moreover, by Proposition 2.1, we obtain that
and we deduce that
Combining ( 
We have (4.8) lim sup
where 
for all k P tk 0`1 , . . . , k 0`k1 u and all m ě m 1 . Let us remark that
for all k P t1, . . . , k 1 u (choosing if necessary a larger constant m 1 ą 0). In the following, we consider test functions of the form
By Proposition 2.1, we have
From (4.10) and (4.11), we deduce that
For k P t1, . . . , k 1 u, we get
where
The remaining of the proof concerns the asymptotic behavior of
for k P t1, . . . , k 1 u when m goes to`8. Let us first remark that for any v m P V k 0`k ,m , we have
where pb j,s q j,sPtk 0`1 ,...,k 0`k1 u " B. With Proposition 3.1, we obtain
(4.13)
Using (4.12) and (4.13) and taking a 1 "¨¨¨" a k 0`k´1 " 0, a k 0`k " 1, we deduce that (4.14) lim inf
Let pv n q nPN be a sequence of maximizer of µ k,mn . For all n, there exists a unitary vector a n " pa 1,n , . . . , a k 0`k ,n q P C k 0`k such that
Up to a subsequence, we can assume that pa n q converges in C k 0`k to a unitary vector a " pa k 0`1 , . . . , a k 0`k q. Proposition 3.1, (4.13) and (4.14) ensure that where v " Proof. Let λ be the first eigenvalue of |H Ω | whose multiplicity is denoted k 1 P N˚:
By Lemma 4.1 and Proposition 3.1, we have 
Let us remark that for all k P t1, . . . , k 1 u, and all m ě m 1 ,
Let a " pa 1 , . . . , a k q P C k be such that
With (1.4), (4.15) and Proposition 2.1, we get Let pm n q nPN˚b e a subsequence which goes to`8 as n tends to`8 and such that (i) lim inf mÑ`8 mpλ is non positive and the non-wanted terms in (4.19) cannot be removed so easily anymore. Here k 0 denotes the unique integer such that
so that by the trace theorem, there exists C ą 0 such that
Using the notation of [7, Section 6 .3], we introduce the difference quotients
upx`he k q´upxq h , h P R, h ‰ 0, x P R 3 , k P t1, 2, 3u .
For j P t1, 2u, we get that
so that using (A.1), we get 
We also have that on Ω, 
