A rapid response to a threatening face in a crowd is important to successfully interact in social environments. Visual search tasks have been employed to determine whether there is a processing advantage for detecting an angry face in a crowd, compared to a happy face. The empirical findings supporting the ''anger superiority effect'' (ASE), however, have been criticized on the basis of possible lowlevel visual confounds and because of the limited ecological validity of the stimuli. Moreover, a ''happiness superiority effect'' is usually found with more realistic stimuli. In the present study, we tested the ASE by using dynamic (and static) images of realistic human faces, with validated emotional expressions having similar intensities, after controlling the bottom-up visual saliency and the amount of image motion. In five experiments, we found strong evidence for an ASE when using dynamic displays of facial expressions, but not when the emotions were expressed by static face images.
signal of warning of potentially aversive consequences, the processing of facial information that conveys threat might recruit greater cognitive resources than the processing of other facial information. In fact, the finding that angry faces are detected more efficiently than happy faces among a crowd of distractors has been reported by several studies (Hansen & Hansen, 1988; Ö hman, Lundqvist, & Esteves, 2001 ). This finding has been termed the ''anger superiority effect'' (ASE).
Even though the threat detection hypothesis is appealing on the ground of ecological or evolutionary considerations, the evidence supporting this hypothesis has been challenged on multiple fronts. The recent literature has pointed out that the likelihood of finding an ASE in a visual search experiment strongly depends on the presence of low-level visual confounds, a limited set of facial identities, and the use of schematic facial stimuli (Becker, Anderson, Mortensen, Neufeld, & Neel, 2011) . When the face stimulus sample comprises a large set of photographs of realistic faces, or when some of the ''perceptual confounds'' are controlled, the ''happiness superiority effect'' (HSE) is more likely to be observed that an ASE (Calvo & Nummenmaa, 2008; Juth, Lundqvist, Karlsson, & Ö hman, 2005) .
Instead of abandoning the threat detection hypothesis altogether, in the present study we considered the possibility that the ASE might be mediated by mechanisms that are summoned only in part (or not at all) by impoverished stimuli. A very important aspect of emotional facial expression that is missing in many tests of the ASE is dynamic information. The goal of the present study was to test the ASE with images of realistic human faces, with validated emotional expressions, with similar intensities of emotional expressiveness, under both static and dynamic conditions, when the bottomup stimulus saliency and the amount of movement are controlled. Before describing the present experiments, in the next section we briefly examine the literature on the ASE.
EMPIRICAL RESEARCH ON THE THREAT ADVANTAGE EFFECT Static and dynamic information
In natural conditions, emotional expression can only be transmitted through nonrigid motions resulting from face deformations. Evidence suggesting the importance of dynamic information for identity recognition (LaBar, Crupain, Voyvodic, & McCarthy, 2003; Lander & Chuang, 2005; Lander, Chuang, & Wickham, 2006; O'Toole et al., 2011; O'Toole, Roark, & Abdi, 2002; Pilz, Bü lthoff, & Vuong, 2009; Pilz, Thornton, & Bü lthoff, 2006; Thornton & Kourtzi, 2002) and emotion recognition (Fujimura & Suzuki, 2010; Kaulard, Cunningham, Bü lthoff, & Wallraven, 2012; Nusseck, Cunningham, Wallraven, & Bü lthoff, 2008; Pelphrey, Morris, McCarthy, & LaBar, 2007; Wehrle, Kaiser, Schmidt, & Scherer, 2000) has been provided by behavioural and neuroimaging studies (see Arsalidou, Morris, & Taylor, 2011, for a review) . Despite the importance of facial motion for human social cognition, and despite the evidence of an increased neural response evoked by moving compared to static face stimuli (e.g., Schultz & Pilz, 2009 ), most of the research on the threat detection hypothesis has made use, with a few exceptions, of static images of faces. Static facial stimuli do not reflect the information available from seeing a face in the real world and, thus, may elicit a form of processing that does not reflect the cognitive mechanisms naturally involved in emotion recognition (Foley, Rippon, Thai, Longe, & Senior, 2012) . Becker, Neel, Srinivasan, Neufeld, and Kumar (2012) asked participants to identify the dynamic expression (happy or angry) of one or four faces. The stimuli were singleton faces or crowds of faces all showing the same emotional expression. They found a lateralization effect: Dynamic expressions of happiness were detected faster in the left visual field and dynamic expressions of anger were detected faster in the right visual field (see also Davidson, 1992; Fusar-Poli et al., 2009 ). Contrary to the threat detection hypothesis, Becker et al. found a consistent advantage for the detection of happiness at the focus of attention for both unprocessed faces and (low-pass and high-pass) filtered face images.
Horstmann and Ansorge (2009) used Musterle faces (Musterle & Rö ssler, 1986) presented either dynamically or statically. For both static and dynamic stimuli, they found an advantage for the search of a negative target face in a positive distractor crowd over a positive target face in a negative distractor crowd. Moreover, search was more efficient with dynamic stimuli than with static stimuli. However, the Musterle faces produced a larger amount of movement when they expressed a negative rather than a positive emotional expression. In another two experiments, Horstmann and Ansorge controlled the amount of movement of positive and negative emotional expressions. When the schematic faces were matched in terms of the amount of movement, Horstmann and Ansorge did not replicate the result of a more efficient search for angry faces with dynamic stimuli than with static stimuli.
Low-level visual confounds
The ASE might be due to the effect of low-level visual features, rather than to the effect of the facial expressions per se. For example, by comparing search performance across a set of schematic faces that had been used in the previous literature, Horstmann (2009) found that the variability of the search efficiency was mainly explained by the variability of the low-level properties of the stimuli rather than by the emotional expressions of the faces. Low-level visual confounds have been found in studies employing schematic faces without eyebrows, schematic faces with downturned eyebrows, and images of realistic faces (Becker, Anderson, Mortensen, Neufeld, & Neel, 2011) .
With photographs of realistic human faces used as stimuli, Calvo and Nummenmaa (2008) investigated three visual properties that affect the relative discriminability of target and distractors: visual saliency (i.e., stimulus properties such as luminance, colour, and orientation), facial features (significant components of the faces that might guide differently the search for happy and angry target faces with respect to the distractors), and configural information (structural relationships between facial features that may facilitate detection without expression encoding). They found that the main determinant of search efficiency was the visual saliency of some conspicuous facial features. In the case of happy expressions, for example, the facial features in the mouth region were found to be particularly visually salient. Calvo and Nummenmaa concluded that there is no evidence that angry faces are more efficiently detected in a crowd than happy faces, if low-level visual confounds are controlled (see also Becker, Anderson, et al., 2011; Becker, Horstmann, & Remington, 2011; Becker et al., 2012; Coelho, Cloete, & Wallis, 2010; Horstmann, 2009; Hunt, Cooper, Hungr, & Kingstone, 2007; Mak-Fan, Thompson, & Green, 2011; Mermillod, Vermeulen, Lundqvist, & Niedenthal, 2009; Purcell & Stewart, 2010) .
The question has thus been raised as to whether the ASE is only determined by perceptual factors, or whether affective factors also play a role. Even though there is still no definite answer to this question, a number of researchers interpret the empirical evidence as suggesting that, if low-level visual confounds are controlled, there is no evidence that angry faces are more efficiently detected in a crowd than happy faces (e.g., Becker, Anderson, et al., 2011; Becker, Horstmann, & Remington, 2011) .
Use of schematic faces
The majority of the demonstrations of the threat advantage effect has used drawings of schematic faces (Calvo, Avero, & Lundqvist, 2006; Eastwood, Smilek, & Merikle, 2001; Fox et al., 2000; Horstmann, 2007; Juth et al., 2005; Mather & Knight, 2006; Ö hman et al., 2001; Schubö, Gendolla, Meinecke, & Abele, 2006; Smilek, Frischen, Reynolds, Gerritsen, & Eastwood, 2007; Tipples, Atkinson, & Young, 2002) . One issue with schematic faces is that they might transmit negative emotions, but not necessarily a threat. Therefore, it has been suggested that the negative emotions evoked by schematic faces might not be relevant for testing the threat detection hypothesis (Becker, Anderson, et al., 2011) .
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Another issue with schematic faces is that there is no perceptual variability in the stimulus displays, which is completely unrealistic.
THE CURRENT STUDY
In Experiments 1A, 1B, 3A, and 3B of the present study, we used a searchasymmetry design (i.e., one angry face in a crowd of happy faces vs. one happy face in a crowd of angry faces) with either dynamic or static facial expressions of emotions. We decided to use a search-asymmetry design because it has been used most extensively in the literature on the face-in-thecrowd effect and because it tests the threat-advantage hypothesis most directly. In the search-asymmetry design with happy and angry faces, in fact, the stimuli that are contrasted constitute the extreme values on the dimension of facial threat (Horstmann, 2007; Horstmann & Bauland, 2006) .
Note that in the two most notable studies concerning the ASE with dynamic facial emotional expressions (see Static and dynamic information in the previous section), either participants did not perform a visual search task, or the stimuli were not images of realistic human emotional faces. In Experiment 2, neutral faces were used as a baseline condition. We took the following steps to address some of the potential confounds that have been implicated in the previous literature on the ASE.
External validity
We used validated images of emotional expressions selected from the Radboud Faces Database to generate ecologically valid stimuli (Langner et al., 2010) .
Bottom-up visual saliency
With stimuli derived from images of realistic human faces, it is important to control for the effects of low-level visual features that may differ across happy and angry faces (Batty, Cave, & Pauli, 2005; Calvo & Esteves, 2005) .
1 Researchers in the field have different opinions on the validity of the schematic faces for testing the ASE. Evidence in favour of the use of schematic faces has been provided, for example, by Ö hman et al. (2001) . In their fifth experiment, they evaluated whether the search asymmetry favouring angry faces is due to the threat value of the schematic faces, or whether it reflects a more general bias for negative information. An angry, happy, sad, or ''scheming'' face was used as the target among neutral distractors. In both RTs and error rates, Ö hman et al. found an advantage for the angry target face as compared to the other three possible target faces. These results support the hypothesis that the ASE is specifically produced by the threat value, also in the case of schematic faces (but see Appendix B).
We addressed this issue by estimating the bottom-up visual saliency according to the computational model proposed by Koch (2000, 2001) .
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Amount of motion
We selected the stimulus displays to match the amount of movement of happy, angry, and neutral faces (see Appendix A).
Natural variability of emotional expressions
Many of previous studies employed a rather small sample of facial identities. When a small number of face identities is presented in each stimulus display, participants can learn a single identical feature that discriminates distractors from targets, especially if the experiment comprises a very large number of trials. Therefore, it is important that distractors and target faces have different identities and that the distractor faces show some variability, so as to represent the natural variability of emotional expressions (Becker, Anderson et al., 2011; Calvo & Nummenmaa, 2008) .
In the present study, we addressed this issue by presenting nine facial identities in each stimulus display and by asking participants to perform a moderate number of trials. Our static stimuli are thus similar to those used by Pinkham, Griffin, Baron, Gur, and Sasson (2010) , who found an ASE with static photographs of real faces. Our stimuli also reduce the possibility of grouping strategies. In the case of schematic faces, in fact, has been shown that individual distractors can be selected in chunks (not in a strictly serial fashion), in such a way as to enable participants to process and reject in parallel multiple items (Becker, Horstmann, & Remington, 2011) . This cannot be done, however, when the distractors are not all identical to each other.
EXPERIMENTS 1A AND 1B
A search-asymmetry design (a target angry face surrounded by happy nontarget faces, or a target happy face surrounded by angry nontarget faces) was used to determine whether dynamic facial expressions might provide a more appropriate stimulus to examine the ASE than static stimuli. The stimulus sets representing anger and happiness were equated in terms of 2 The saliency map can successfully predict a large fraction of fixated locations during inspection of complex scenes (Cerf, Harel, Einhäuser, & Koch, 2008; Foulsham & Underwood, 2008; Kowler, 2011; Mannan, Kennard, & Husain, 2009; Parkhurst, Law, & Niebur, 2002) and it can also predict the visual search results obtained with some of the schematic faces used in the literature (see Appendix B).
bottom-up saliency as measured by the saliency maps produced by the IttiKoch model (Itti & Koch, 2000 , 2001 Koch & Ullman, 1985) and by the amount of image motion. In Experiment 1A, static and dynamic trials were blocked, with the order of blocks counterbalanced across participants. In Experiment 1B, static and dynamic trials were randomly interleaved.
Method
Participants. A total of 25 undergraduate students from Florence University participated in the experiments, 16 women and nine men, with a mean age of 26.9 years (SD 04.1). Ten undergraduates participated in Experiment 1A and 15 undergraduates participated in Experiment 1B. All participants were naïve to the purpose of the study. All participants had normal or corrected-to-normal vision. Participation was voluntary.
Apparatus. Stimulus presentation and data acquisition were conducted using a 486-based PC-compatible computer connected to a 17-inch video monitor operating at 60 Hz. A custom Visual C'' program was used for stimulus presentation and response recording.
Stimuli. Stimuli consisted of three-dimensional (3D) models of faces each measuring 200)200 pixels. The face images were selected from the Radboud Faces Database (Langner et al., 2010) , which is a standardized set of face images that display facial expressions based on prototypes from the Facial Action Coding System (FACS; Ekman, Friesen, & Hager, 2002) . Nine different identities were used. Each image was cropped to remove hair and background. In the Radboud database, the happy faces are represented with open mouth smiles, whereas the angry faces are represented with the mouth closed. Images of faces that have an open mouth relative to close-mouthed faces yield a simple visual feature (visible teeth) that can drive efficient search because it easily differentiates the target from the distractors (Becker, Anderson, et al., 2011; Purcell, Stewart, & Skov, 1996) . 3 To address this issue, we modified the happy face images as follows. The stimulus generation started with the creation of 54 3D models of faces (happy or angry) representing 27 different face identities. From the Radboud Faces Database, we selected the face images that received similar evaluations in terms of intensity of the expression, clarity of the expression, genuineness of the expression, and valence. The 27 3D models of faces expressing happiness with an open mouth were then transformed with the 3d Studio Max software in order to create 3D face models expressing happiness with a closed mouth (see Figure 1a) .
In the dynamic condition, neutral faces gradually expressed positive (happiness) or negative (anger) emotions. The frame sequence was created by morphing between a face with a neutral expression and a face with an emotional expression of anger or happiness. Pairs of neutral and happy, or neutral and angry faces were morphed into a continuum of 16 steps. Figures 1a and b show the states of the transition between the neutral (left) and the negative or positive (right) emotional expressions. Corresponding static stimuli were created by repeating the final frames of the video sequences.
The total duration of the frame sequence was 2000 ms. Within this temporal window, a neutral face was displayed for 300 ms, followed by the morphing transition between the neutral face and the final expressive face (each of the 16 faces of a morph continuum was shown in succession and remained on the screen for 1/30 s for a total of 533 ms), and by the final expression of the face (1167 ms). This procedure, with components that change in a linear fashion, has the advantage of allowing a precise control of Figure 1 . Example of stimulus generation procedure. The three faces enclosed in the rectangular frames have been selected from the Radboud Faces Database and show the same identity with three different emotional expressions: neutral, happy, and angry. These images were transformed to remove hair and then morphed to obtain a smooth transition between the neutral expression and the fullemotion expression. The figure shows some representative frames of the morph continua in the case of (a) a transition between a face with a neutral expression and a face with an emotional expression of happiness with the mouth closed (Experiments 1A, 1B, and 2), (b) a transition between a face with a neutral expression and a face with an emotional expression of anger with the mouth closed (Experiments 1A, 1B, and 2), and (c) a transition between a face with a neutral expression and a face with an emotional expression of happiness with the mouth open (Experiments 3A and 3B). To view this figure in colour, please see the online issue of the Journal.
ANGER SUPERIORITY EFFECT
the timing of the change, without sacrificing the realism of the expressive dynamics (e.g., Becker et al., 2012) . The duration of the temporal unfolding of facial expressions of emotion (533 ms) was in line with other experiments generating dynamic facial expressions with methods similar to the present study (e.g., Arsalidou et al., 2011: 300 ms; Becker et al., 2012: 105 ms; Horstmann & Ansorge, 2009 : 500 ms; Schultz & Pilz, 2009 : 1040 . In the static condition, the full angry or happy emotional expressions were presented from the beginning of the trial.
All displays measured 1280)1024 pixels and were centred in the middle of the monitor without a visible border. The typical viewing distance was 60 cm. Intensity of emotional expressiveness: FaceReader. The facial expressions of the selected 27 face identities were coded by means of the Noldus FaceReader software (Noldus Information Technologies, 2012) . FaceReader uses the locations of 55 key points and the texture of the face to measure the intensity of the emotional expression, as compared with the facial emotional prototypes of Ekman and Friesen (1975) . FaceReader has shown to have high convergent validity with the ratings made by human FACS experts (Chentsova-Dutton & Tsai, 2010; den Uyl & van Kuilenburg, 2005; Truong, van Leeuwen, & Neerincx, 2007) . A score of emotional expressiveness ranging from 0 to 1 was assigned to each of the 27 face identities. We discarded the nine face identities that obtained an emotional expressiveness score lower than .95.
The 18 3D models selected in this manner were then processed with the 3dStudio Max software in order to equate lighting intensity and direction. These 3D face models were then exported in PNG format and successively transformed in movie sequences (30 fps) by means of the Flash CS5 software. Amount of image motion. We measured the amount of image motion to insure that it was approximately the same with negative and positive emotional expressions (see Horstmann & Ansorge, 2009 ). In our stimuli, the face images could differ only in terms of their expression: The face orientation, the ambient illumination, and the face dimensions were kept constant. The amount of movement was evaluated by comparing the first (neutral) and the last (full emotion) frame of the video sequence for each face identity and each expression, as indicated in Appendix A.
For each of 18 face identities selected as indicated earlier, we measured the amount of image motion generated by the temporal unfolding of a happy or angry emotion. We then selected the nine face identities that produced equivalent amounts of image motion (see Equation A3) when expressing the two emotions, t(15.97) 00.008, p 0.99. A sample stimulus display comprising the nine face identities used in Experiments 1A and 1B is shown in Figure 2 . 
Intensity of emotional expressiveness: Human judges. A further check was carried out by asking human observers to judge the intensity of the emotional facial expressions of the eighteen selected images (nine face identities). A total of 107 undergraduate students participated in this evaluation. Static images of the full positive or negative emotional facial expressions were successively presented for 15 s in random order. Participants provided a judgement of the emotional intensity of each face on a 4-point scale (1 0low, 2 0medium, 3 0high, 4 0very high). The results indicate that judgements of emotional intensity did not significantly vary across emotional valence (happy: mean 03.05, SE 00.015; angry: mean 0 3.05, SE 00.018), z 00.13, p 0.90. Bottom-up visual saliency. We measured bottom-up visual saliency by means of a well-used model of visual attention (Itti & Koch, 2000 , 2001 Koch & Ullman, 1985) . The model assumes that the allocation of visual attention is driven by stimulus saliency in a bottom-up fashion and analyses natural images by extracting low-level features such as intensity, colour, and orientation at a range of spatial scales. To optimize the detection of local feature differences, these features are converted to centre-surround representations. From these representations, separate ''conspicuity'' maps are created. The conspicuity maps are then combined to form one saliency map that guides the attention focus.
The 18 selected face images were used to generate 1600 displays comprising one target face embedded in a crowd of seven face distractors having a different emotional expression (i.e., one angry face and seven happy faces, or one happy face and seven angry faces). Each display was divided into a 2 )4 matrix of regions of 512 )320 pixels each ( Figure 3) . Each of the nine happy faces and of the nine angry faces employed in Experiments 1A and 1B was used as target in eight different displays (once for each of the eight cells of the matrix). In each display, the seven distractor faces were randomly chosen among the nine faces with opposite emotional valence and were randomly positioned in the remaining cells of the matrix. These images were then processed with the SaliencyToolbox 2.2 for MAT-LAB (Walther & Koch, 2006 ; http://www.saliencytoolbox.net/). For the purpose of this study, the standard settings were used. For each display, a saliency index was computed by measuring the total activation within the region in which the target face was located (Calvo & Nummenmaa, 2008; Humphrey, Underwood, & Lambert, 2012) . 4 This analysis showed that the faces used in Experiments 1A and 1B did not differ in terms of the bottom-up saliency when displaying a happy or an angry expression, t(1591) 00.35, p 0.73. according to the algorithm of Koch (2000, 2001) . To view this figure in colour, please see the online issue of the Journal.
Design. Stimulus (static vs. dynamic) and crowd (happy crowd vs. angry crowd) were within-subject variables. The dependent variable was the detection latency.
Each session consisted of 216 trials presented in a random order. Onequarter (54) of the trials were target-present trials composed of eight faces showing a happy expression and one face showing an angry expression, onequarter of the trials were target-present trials composed of eight faces showing an angry expression and one face showing a happy expression, onequarter of the trials were target-absent trials composed of nine faces showing a happy expression, and one-quarter of the trials were target-absent trials composed of nine faces showing an angry expression. In half of the trials, facial expressions were dynamic; in the other half of the trials, facial expressions were static. In the target-present trials of each experimental session, every face identity was used as target three times. The positions of the face images in the stimulus displays were determined randomly on each trial with the constraint that the minimum distance between the (200 )200 pixels) regions containing each face was at least 10 pixels.
Experiment 1A comprised two blocks, one with dynamic faces, the other with static faces (see Horstmann & Ansorge, 2009 ). The two blocks were separated by a break of at least 30 minutes. The order of block presentation was counterbalanced across participants. The two blocks of trials were preceded by 20 practice trials. Stimulus exposure was terminated by the participant's response.
In Experiment 1B, trials with static and dynamic displays were randomly interleaved into two blocks separated by a break of at least 30 minutes. The two blocks of trials were preceded by 20 practice trials. The purpose of Experiment 1B was to minimize the likelihood of participants using different response strategies for static and dynamic displays. 6 To minimize local processing strategies, stimulus exposure was limited to 2000 ms (see Caudek & Monni, 2013) .
Procedure. Each trial began with the presentation of a fixation cross (500 ms) followed by the presentation of a random arrangement of nine expressive faces. Participants were asked to indicate with a keypress whether all faces showed the same expression or whether one face showed an expression differing from the others. Participants were instructed to perform the task as quickly and accurately as possible. No feedback was provided for correct or incorrect responses.
Statistical analyses. To analyse the reaction times, we fitted fully parametrized (e.g., Kliegl, Wei, Dambacher, Yan, & Zhou, 2011) linear mixed effects (LME) models to the data (Pinheiro & Bates 2000) by using the lme4 package in the R statistical programming environment (Bates, Maechler, & Dai, 2009 ). LME models offer several advantages over ordinary least squares regression for the analysis of reaction-time data, in particular: increased statistical power, a more flexible method of dealing with missing data, and a better modelling of heteroscedasticity (Baayen, Davidson, & Bates, 2008) . Importantly, by treating the stimuli as a random factor in the analysis, LME models allow a more robust generalization of the results across stimuli (Caudek & Domini, 2013; Judd, Westfall, & Kenny, 2012) . Target-present and target-absent trials were analysed separately with crowd valence (happy, angry) and stimulus (static, dynamic) as fixed effects, with subjects and target images as crossed random effects (Baayen, 2008) .
Following the procedure indicated Baayen and Milin (2010) , outliers were removed by a two-step procedure. First, extremely short RTs (button presses within 200 ms of stimulus onset) and extremely long latencies (exceeding 6 s) were excluded. This screening produced a loss of less than 1% of the data. Second, we computed the standardized residuals for the full LME model. All statistical tests were then performed by refitting the model after removing data points with absolute standardized residuals exceeding 2.5 standard deviations. This produced a loss of 3.4% of the data in target-present trials and 2.9% of the data in target-absent trials. Evidence that normality was not violated comes from the observation that residuals were approximately normally distributed. We found no signs of heteroscedasticity.
Analysis of errors on the search task was performed with generalized linear mixed-effects models with binomial error structure after coding error and correct responses with 1 and 0, respectively. The GLME models had the same fixed-effects used in the analysis of the RTs, with the inclusion of subject and target images as crossed random effects.
All analyses were performed by identifying the maximal random-effects structure justified by the data, so as to obtain the best protection against the Type I error (see Barr, Levy, Scheepers, & Tily, 2013) . This was achieved by using LME models including by-subject and by-item random intercepts, by-subject random slopes for all within-subjects factors, and (when this was possible by LME model convergence) by-subject random slopes for the interactions of the within-subjects factors. We evaluated significance by computing the deviance statistic (minus 2 times the loglikelihood). Change in deviance is distributed as chi-square, with degrees of freedom equal to the number of parameters deleted from the model (see Baayen et al., 2008) .
Results*Experiment 1A
Response latencies. Mean detection latency on ''correct detection'' trials as a function of crowd, stimulus, and target presence is shown in Figure  4 . On average, participants responded 547 ms faster in target-present than in target-absent trials, v 2 1 ¼ 37:5, p 0.001. Target-present trials. The Stimulus )Crowd interaction was statistically significant, v 2 1 ¼ 6:52, p 0.011. Under dynamic conditions, average RTs were 257 ms faster for angry-face targets among happy-face distractors than the opposite (happy-face targets among angry-face distractors), v 2 1 ¼ 10:3, p0 .002. Under static conditions, the search for an angry face within a crowd of happy faces did not produce RTs significantly different from those of the search for a happy face within a crowd of angry faces, v all-angry crowds than for all-happy crowds. Neither the interaction Stimulus) Crowd nor the effect of the variable stimulus were statistically significant.
Error analysis. Mean percentage errors are presented in Table 1 as a function of target (present, absent), stimulus (static, dynamic), and crowd valence (happy, angry). Target-present trials. The mean error rate for target-present trials was less than 1%. The error rates were neither affected by stimulus nor by crowd nor by their interaction, v 2 3 ¼ 0:55, p 0.91. Target-absent trials. The mean error rate for target-absent trials was less than 1%. The error rates were neither affected by stimulus nor by crowd nor by their interaction, v Error analysis. Mean percentage errors are presented in Table 2 as a function of target (present, absent), stimulus (static, dynamic), and crowd valence (happy, angry).
Target-present trials. The mean error rate for target-present trials was 14.4%. The error rates was neither affected by stimulus nor by crowd nor by their interaction, v Error analysis. The error rates were overall smaller in Experiment 1A than in Experiment 1B, both on target-present trials (0.5% vs. 14.3%), v 
Discussion
In Experiments 1A and 1B we found evidence of an ASE, but only in the case of dynamic faces. In the target-present trials, the mean search latencies were significantly longer for a dynamic happy face within a crowd of angry faces than for a dynamic angry face within a crowd of happy faces. For static facial expressions, instead, the search for a happy or angry target face produced similar response latencies.
In both target-present and target-absent trials, mean response latencies were longer in Experiment 1A (blocked presentation) than in Experiment 1B (interleaved presentation). This result can be attributed to the different stimulus exposure times in the two experiments: In Experiment 1A, stimulus presentation time was unlimited; in Experiment 1B, instead, the stimulus was presented for a maximum of 2000 ms. Consistently, the number of errors was smaller in Experiment 1A than in Experiment 1B. In Experiment 1A, error rates were for the most part negligible. In the target-present trials of Experiment 1B, the error rates were not modulated by crowd valence (happy, angry) nor by the stimulus type (static, dynamic). In target-absent trials, accuracy was lower in all-angry trials as compared to allhappy trials (see also Pinkham et al., 2010) .
In a search-asymmetry design is important to consider the target-absent trials, because the effects of attentional guidance by the target is confounded by the speed of the serial scanning through the crowd of distractors. In both dynamic and static trials, we found that all-angry crowds were searched more slowly than all-happy crowds. This result is consistent with previous findings, but it is problematic in a search-asymmetry design, because it might suggest that the search results depend not only on the processing of the target, but also on the differences in dwell time associated with the distractors (e.g., Frischen et al., 2008; Hansen & Hansen, 1988; White, 1995) Fox Russo, and Dutton (2002) interpreted their evidence in favour of the ''threat hypothesis'' as due to the enhanced detection of the angry target face as well as the longer dwell time for angry faces relative to happy or neutral faces. In the present case, the ''delayed disengagement'' hypothesis can explain our results only in part, because we found evidence of an ASE only in the dynamic trials, even though the dwell times on distractors were similar in dynamic and static target-absent trials. Nevertheless, a more direct test of the ''delayed disengagement'' hypothesis requires an experimental design that examines the effects of happy, angry, and neutral distractors on the visual search for an emotional (happy, angry) or neutral target singleton. This was the purpose of Experiment 2.
EXPERIMENT 2
Experiment 2 introduced a neutral baseline in order to pursue two goals. First, we wished to determine whether the results of Experiments 1A and 1B might be accounted for by an enhanced attentional dwell time on threatening faces, rather than by a facilitated orienting towards threatening stimuli (Fox et al., 2002) . If participants take longer to disengage from angry faces, then response times should be longer when searching for a neutral singleton among angry distractors than when searching for an angry singleton among neural distractors. Second, we intended to compare search efficiency between happy and angry singleton targets within crowds of neutral faces.
Method
Participants. A total of 11 undergraduate students from Florence University participated in the experiment, seven women and four men, with a mean age of 23.4 years (SD 02.1). All participants were naïve to the purpose of the study. All participants had normal or corrected-to-normal vision. Participation was voluntary. None of them had participated in Experiments 1A and 1B.
Apparatus. The apparatus was the same as in Experiment 1A.
Stimuli. The function PhotoFit SDK of the FaceGen software was used to generate realistic images of the spoken phoneme /W/ for the nine face identities of Experiment 1A (see Figure 6 ). The frame sequences representing dynamic neutral faces were generated by a linear morphing between (1) the untransformed images of the neutral faces selected from the Radboud database, and (2) the images that had been transformed as indicated earlier. Otherwise, the stimuli were the same as in Experiment 1A. Intensity of emotional expressiveness: FaceReader. An analysis performed with the Noldus FaceReader software indicated that the articulation of the spoken phoneme /W/ did not alter the emotional expression of the neutral faces, t(16) 0 (0.0123, p 0.99. Amount of image motion. By following the same procedure as in Experiment 1A, we measured the amount of image motion generated by the 27 face images (9 face identities )3 face expressions) used in Experiment 2*see Equation A3 . We found no evidence that the amount of image motion differed across the three face expressions (happy, angry, and neutral), F(2, 24) 00.001, p 0.99. Bottom-up visual saliency. With the 27 face images used in Experiment 2, we generated 2400 displays comprising a target face (happy, angry, or neutral) embedded in a crowd of seven face distractors having a different emotional expression (happy, angry, or neutral). These images were then processed with the SaliencyToolbox 2.2 for MATLAB. By following the same procedure as in Experiments 1A and 1B, we found that the faces used in Experiment 2 did not differ on average in terms of bottom-up saliency, when displaying a happy, angry, or neural expression, F(2, 2376) 00.22, p 0 .80.
Design. The design of Experiment 2 replicated the dynamic condition of Experiment 1A, except that the face stimuli displayed angry, happy, or neutral expressions. Condition (8h1a: eight happy distractor faces and one angry target face; 8a1h: eight angry distractor faces and one happy target face; 8n1a: eight neutral distractor faces and one angry target face; 8a1n: eight angry distractor faces and one neutral target face; 8n1h: eight neutral distractor faces and one happy target face; 8h1n: eight happy distractor faces and one neutral target face; 9a: nine angry distractor faces; 9h: nine happy distractor faces; 9n: nine neutral distractor faces) was the only within-subject variable. Each session consisted of 324 trials presented in a random order (36 trials for each of the nine levels of the variable condition).
Procedure. The procedure was the same as in Experiment 1A.
Results
Response latencies. On ''correct detection'' trials, participants were, on average, 1107 ms faster in target-present than in target-absent trials, v Table 3 reports the planned comparisons that were performed with the R add-on package multcomp to control the overall Type I error rate (Hothorn, Bretz, & Westfall, 2008) .
From the obtained results, we can highlight the following points (see Figure 7) . (1) The 8n1aÁ8n1h comparison indicates that angry target faces were detected 229 ms faster than happy faces when they were embedded in a neutral crowd. (2) For a crowd of angry faces, the happy target was not processed significantly faster than a neutral target (8a1hÁ8a1n). Instead, for a crowd of happy faces, an angry target was processed significantly faster than a neutral target (8h1aÁ8h1n). (3) The 8a1nÁ8n1a comparison reveals an advantage for the angry target faces, whereas the corresponding asymmetry (8h1nÁ8n1h) did not show an advantage for the happy target faces. The 8a1hÁ8h1a comparison replicates the advantage for angry over happy target faces in an emotional crowd that was found in Experiments 1A and 1B. (4) In a further analysis, we examined the trials with an emotional (8h1a, 8a1h) or neutral (the average of the 8a1n and 8h1n conditions) singleton target within an emotional crowd. We found an advantage for the angry target face Error analysis. Mean percentage errors are presented in Table 4 as a function of target valence (happy, angry, neutral), and crowd valence (happy, angry, neutral). Target-present trials. The mean error rate for target-present trials was 10.3%. Error rates were analysed with the same planned comparisons reported in Table 3 for the search latencies. Based on these results, we can highlight the following observations. (1) The comparison 8a1hÁ8h1a was significant, indicating a larger number of errors for a happy target face in an angry crowd than the opposite, z 02.84, p 0.025. (2) The comparison 8a1nÁ8n1a was significant, indicating a larger number of errors for a neutral target face in an angry crowd than the opposite, z 03.87, p 0.001. (3) None of the other planned comparisons were statistically significant.
In a separate analysis, we computed the error rates as a function of target valence (happy 012.1%, neutral 012.2%, angry 06.9%). Multiple comparisons with Tukey contrasts indicated that (1) the error rate was larger for happy than for angry target faces, z 03.03, p 0.0069, (2) the error rate was larger for neutral than for angry target faces, z 02.92, p 0.010, and (3) the error rates did not differ across happy and neutral target faces, z 0 (0.12. Target-absent trials. The mean error rate for target-absent trials was 2.4%. The error rate was higher for angry crowds (3.2%) than for happy crowds (0.7%), z 02.70, p 0.017. The error rate was higher for neutral crowds (3.4%) than for happy crowds, z 02.53, p 0.028. There was no statistically significant difference between the error rates of angry and neutral crowds, z 00.05.
Discussion
The results of Experiment 2 indicate that (1) an angry (dynamic) face is more efficiently detected in a crowd of happy faces than the opposite, (2) search times are longer in an all-angry crowd than in an all-happy crowd, and (3) angry faces are more efficiently detected in neutral crowds than are neutral faces in angry crowds. Whereas all these three results are consistent with the ASE, the third result is inconsistent with the ''enhanced dwell-time'' hypothesis (i.e., the delayed disengagement from threatening faces). The results reported in Figure 7 show that angry faces in neutral crowds are detected more efficiently than are happy faces in neutral crowds. When considering the emotional crowds, moreover, a facilitation for singleton targets is found for the angry expression relative to the neutral expression 8h1aÁ8h1n, but not for the happy expression relative to the neutral expression 8a1hÁ8a1n. These results suggest that dynamic angry faces are more efficiently detected relative to dynamic happy or neutral faces.
EXPERIMENTS 3A AND 3B
Images of faces that have an open mouth relative to close-mouthed faces yield a simple visual feature (visible teeth) that can drive efficient search because it easily differentiates the target from the distractors (Becker, Anderson, et al., 2011; Horstmann et al., 2012; Purcell et al., 1996) . Rather than trying to eliminate any spurious difference in bottom-up saliency between happy and angry faces, in Experiments 3A and 3B we replicated the design of Experiments 1A and 1B, but we purposely used open-mouthed happy faces and closed-mouthed angry faces, so as to favour the HSE. In fact, it is easier to detect a more salient target among less salient distractors than the opposite (Wolfe, 2001) . In these conditions, if the HSE is found, we cannot conclude whether it is due to the stimulus-driven factors or to the expressive properties of the faces. On the other hand, if we observe an ASE, we should conclude that it is due to the expressive content of the faces, because the bottom-up saliency predicts the opposite result.
Method
Participants. A total of 26 undergraduate students from Florence University participated in the experiment, 16 women and 10 men, with a mean age of 28 years (SD 04.2). Twelve undergraduates participated in Experiment 3A and 14 undergraduates participated in Experiment 3B. All participants were naïve to the purpose of the study. All participants had normal or corrected-to-normal vision. Participation was voluntary. None of them had participated in the previous experiments.
Apparatus. The apparatus was the same as in the previous experiments.
Stimuli. We used the same nine face identities selected from the Radboud database as in Experiments 1A and 1B. Differently than in the previous experiments, however, the pictures of the happy faces displayed an enlarged open mouth with visible teeth (see Figure 1c) . Amount of movement. The nine face identities produced similar amounts of motion in the dynamic condition when displaying happy or angry expressions, t(15.34) 00.25, p 0.81 (Welch correction). Bottom-up visual saliency. To evaluate the bottom-up saliency, we generated 1600 displays comprising one target face embedded in a crowd of seven face distractors. As in Experiments 1A and 1B, these displays were processed with the SaliencyToolbox 2.2 (Walther & Koch, 2006) . Differently than in Experiments 1A and 1B, the happy target faces were 11% more salient than the angry target faces, t(1591) 013.34, p 0.001.
Design and procedure. The design and procedure of Experiment 3A were the same as in Experiments 1A. The design and procedure of Experiment 3B were the same as in Experiments 1B.
Results*Experiment 3A
Response latencies. Mean detection latency on ''correct detection'' trials as a function of Crowd, stimulus, and target presence is shown in Figure 8 . On average, participants responded 619 ms faster in target-present than in target-absent trials, v Error analysis. Mean percentage errors are presented in Table 5 as a function of target (present, absent), stimulus (static, dynamic), and crowd valence (happy, angry).
Target-present trials. The mean error rate for target-present trials was 3.6%. There were no significant effects for crowd, stimulus, or their interaction, v 2 7 ¼ 0:26, p 0.97. Target-absent trials. The mean error rate for target-absent trials was less than 1%. 
Results*Experiment 3B
Mean detection latency on correct trials as a function of crowd valence (happy, angry), target (present, absent), and stimulus (static, dynamic) is shown in Figure 9 . On average, participants responded 454 ms faster in target-present than in target-absent trials, v Error analysis. Mean percentage errors are presented in Table 6 as a function of target (present, absent), stimulus (static, dynamic), and crowd valence (happy, angry). Target-present trials. The mean error rate for target-present trials was 11.6%. There were no significant effects for crowd, stimulus, or their interaction, v 2 3 ¼ 1:05, p 0.79. Target-absent trials. The mean error rate for target-absent trials was 3.3%. The error rate for the angry crowds was 5.2% larger than for happy crowds, v Response latencies. The mean response latencies on ''correct detection'' trials were longer in Experiment 3A (blocked presentation) than in Experiment 3B (interleaved presentation), both on target-present trials (2879 ms vs. 2460 ms), v 2 1 ¼ 4:19, p 0.041, and target-absent trials (3494 ms vs. 2926 ms), v 2 1 ¼ 9:9, p0.0017.
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Error analysis. Consistently with the pattern of the RTs, the error rates were smaller in Experiment 3A than in Experiment 3B, both on targetpresent trials (3.6% vs. 11.3%), v 
Discussion
Open-mouthed smiling faces provide a high-contrast, low-level feature that could drive efficient search. In fact, an analysis of our stimuli based on the Itti-Koch model (Itti & Koch, 2000 , 2001 Koch & Ullman, 1985) confirmed that happy faces were more salient than angry faces. If search latencies mainly reflect bottom-up saliency processes, then we should find a search asymmetry favouring happy faces. Instead, under dynamic conditions (but not under static conditions), we found a search asymmetry favouring angry faces, in both Experiments 3A (blocked presentation) and 3B (interleaved presentation).
In the target-absent trials, the mean search latencies were not modulated neither by the affective valence of the distractors nor by the type of presentation (static, dynamic). These results weaken the hypothesis that the ASE found under dynamic conditions might due to a ''delayed disengagement'' from threatening faces.
As a final caveat, we must add that, even though the target-absent decisions for angry and happy crowds were no different, it is still possible that participants process happy faces more efficiently than angry faces, and that allows the dynamic anger to be better detected. There might be a number of alternative explanations for why the target-absent decisions are equivalent in the present experiments. One possibility is that the happy crowds are efficiently searched, but given the costs of missing anger, participants are being more cautious about saying there is no angry target. The accuracy results are consistent with this possibility.
GENERAL DISCUSSION
Visual search asymmetries in tasks involving emotional faces may be attributed to two factors: (1) bottom-up factors that make some faces in a crowd to be more visually distinctive that others, without reflecting the recognition of an emotion (e.g., Calvo & Nummenmaa, 2008) , and (2) a preferential top-down orienting of attention, either towards danger-related stimuli (e.g., Pourtois, Grandjean, Sander, & Vuilleumier, 2004) or towards happy faces (e.g., Brosch, Sander, Pourtois, & Scherer, 2008) . To our knowledge, this is the first study in which the face-in-the-crowd effect is tested by using dynamic images of realistic human faces, with validated emotional expressions having similar intensities, after controlling the bottom-up visual saliency and the amount of image motion. Our purpose was to determine whether, under static and/or dynamic conditions, such stimuli induce a visual search asymmetry that cannot be explained by bottom-up factors.
In Experiments 1A and 1B, we used closed mouth happy faces and closed mouth angry faces. In Experiment 2 we included neutral faces as a baseline condition. The stimuli were selected so that the bottom-up factors did not favour either the ASE or the HSE. In Experiments 3A and 3B, we used open mouth happy faces and closed mouth angry faces. In these conditions, the bottom-up saliency, as determined by the computational model of attention of Koch (2000, 2001) , favoured the HSE. Regardless of the low-level or stimulus-driven factors, the results of all the present experiments provide evidence for an ASE when the emotions unfold in a dynamic fashion, but no evidence for either the ASE or the HSE when the facial emotional expressions are presented as static images.
We propose to explain the different results obtained under static and dynamic conditions in the following manner. In Experiments 1A, 1B, and 2, the happy and angry faces were matched for bottom-up visual saliency. We speculate that, under static conditions, the top-down orienting bias towards threatening faces was too weak to generate an ASE. Instead, under dynamic conditions the top-down bias was enhanced and an ASE was observed.
In Experiments 3A and 3B, the bottom-up factors favoured the HSE, whereas the top-down factors favoured the ASE (if they correspond to an orienting bias towards threatening faces). We speculate that, under static conditions, these two factors balanced each other and no search asymmetry emerged. However, the top-down factors might be enhanced in response to dynamic facial expressions of emotion, and this might have shifted the balance towards the ASE. In fact, evidence from both behavioural (Sato & Yoshikawa, 2007a , 2007b Yoshikawa & Sato, 2008) and neuroimaging studies (Kilts, Egan, Gideon, Ely, & Hoffman, 2003; LaBar et al., 2003; Sato, Kochiyama, Yoshikawa, Naito, & Matsumura, 2004; Schultz & Pilz, 2009; Trautmann, Fehr, & Herrmann, 2009) indicates that dynamic facial expressions induce stronger responses than static expressions.
It has been suggested that angry faces might be more effective in engaging visual attention than other valenced faces, and this might explain the ASE (Fox et al., 2002) . However, our results are inconsistent with the idea that the ASE depends on a delayed disengagement from threatening faces. In fact, in Experiment 2 we found that a dynamic angry singleton face is more rapidly detected in a crowd of neutral faces than the opposite (i.e., a neutral singleton face among angry faces).
The use of a neutral baseline in Experiment 2 also suggests that dynamic angry faces might be detected more efficiently than dynamic friendly faces. In fact, participants were faster to find an angry face among neutral faces than to find a happy face among neutral faces (but see the cautionary note in the Discussion section of Experiments 3A and 3B).
The results obtained in the present experiments with static faces replicate previous findings showing that the ASE does not emerge when using photographs of realistic faces with different identities, which reproduce the natural variability of emotional expressions (Becker, Anderson et al., 2011; Becker et al., 2012; Calvo & Nummenmaa, 2008; Juth et al., 2005; Lipp, Price, & Tellegen, 2009a , 2009b Purcell et al., 1996) . The novel result of the present study is that the same face identities can generate an ASE, if their facial expressions are displayed dynamically.
It is important to point out that our dynamic stimuli do not replicate the temporal dynamics of natural facial behaviour. The image sequences used in the dynamic condition displayed morph sequences which changed the face in a linear fashion over time from neutral to a peak expression. Moreover, the photographs used to generate the morph sequences were selected so as to produce similar amounts of image deformation across facial expressions (see Appendix A). However, even under such gross approximations, the dynamic displays provided a greater degree of realism than the static displays, with strong behavioural consequences (see Figures 4, 5, 7, 8, and 9) . In fact, this method for generating dynamic emotional expressions has been successfully used in many previous behavioural studies (e.g., Becker et al., 2012; Joormann & Gotlib, 2006; Kamachi et al., 2001; Lynch et al., 2006; Marinetti, Mesquita, Yik, Cragwall, & Gallagher, 2012; Oosterhof & Todorov, 2009; Yoshikawa & Sato, 2008) and it has been shown to elicit an enhanced neural response with respect to static emotional facial expressions (Sato, Fujimura, & Suzuki, 2008; see also LaBar et al., 2003) . Interestingly, Ambadar, Schooler, and Cohn (2005) measured the accuracy of emotion recognition from videorecordings that preserved the dynamic characteristics of natural facial expressions of basic emotions (''dynamic'' condition) and from frame sequences in which only the first and last frame of the original video sequences were presented (''first-last'' condition). In two control conditions, a 200-ms mask was inserted between successive images of the original video sequence (''multistatic'' condition), or only the last frame of the video sequence was presented (''single-static'' condition). Ambadar et al. found that the dynamic and first-last condition resulted in improved recognition accuracy over the single-static and multistatic conditions. Importantly, no differences were found in accuracy of recognition between the dynamic and the first-last conditions. Therefore, Ambadar et al. concluded that the temporal dynamics of natural facial behaviour provide no further processing advantages beyond those elicited by motion information generated in the first-last condition.
The use of realistic images portraying different face identities is important for ecological considerations. Nevertheless, Horstmann et al. (2012) pointed out that, often, different results are obtained with images selected from different databases. Stimuli selected from the Pictures of Facial Affect (Ekman & Friesen, 1975) are more likely to elicit an ASE (e.g., Fox & Damjanovic, 2006) than the HSE (but see Becker, Anderson et al., 2011) ; conversely, the HSE has been observed more often for stimuli selected from the Karolinska Directed Emotional Faces (KDEF; Calvo & Nummenmaa, 2008; Juth et al., 2005; Lundqvist, Flykt, & Ohman, 1998) and the MacBrain stimulus set (or ''NimStim''; Becker, Anderson et al., 2011; Horstmann et al., 2012; Tottenham et al., 2009; Williams, Moss, Bradshaw, & Mattingley, 2005) . These differences may depend on a number of factors. In a visual search paradigm, attention is guided by both bottom-up and top-down factors (see Becker, 2010) . (1) Stimulus-driven factors depend on the similarity between target and distractors, and on the dissimilarity among the distractors (e.g., Guest & Lamberts, 2011) . In this respect, it is reasonable to assume that the relative bottom-up saliency of face images with different expressions and identities varies across multiple databases. To our knowledge, the HSE has never been found by using face images selected from the Radboud Face Database. (2) Top-down control, which tunes attention towards specific features and favours the selection of those items that match the feature values of the search target, also affects the ASE. Top-down control might have stronger or weaker effects depending on the experimental design: for example, when participants are instructed to search for a specific target among known distractors (e.g., Horstmann et al., 2012) or when, in each trial, participants do not know beforehand which face expression will be used as target and which face expression will be used for the distractors (as in the present case).
It is interesting to compare the present results with those of Pinkham et al. (2010) . Pinkham et al. used a visual search paradigm in which the targets were photographs of faces with validated facial expressions within a crowd of nonrepeating facial identities. Therefore, their stimuli are similar to those presently used in the static condition.
However, there are also differences between our stimuli and theirs, specifically, in the database from which the images were selected, in the rendering of the faces (grayscale vs. colour), in the control of the emotional intensity, and in the control of the bottom-up saliency. Perhaps because of these differences, an ASE was found with the stimuli of Pinkham et al. (2010) but not with our static stimuli.
The discrepant results from these two studies, as well as other inconsistencies in the literature, indicate that, with static facial displays of emotion, the presence/absence of an ASE depends on the specific features of the stimulus set and on the experimental design. It remains an interesting question for future research to determine whether dynamic facial displays of emotion, under different experimental designs and with stimulus images selected from multiple databases, might provide a stronger support to the hypothesis that a threat detection mechanism is triggered when searching for an angry face in a crowd.
The present investigation is not without limitations. First, we only used one set size. This would be a serious limitation, had the goal been to demonstrate that the detection of an angry face in a crowd of face distractors occurs through parallel, rather than serial, searching. However, the literature overwhelmingly indicates that, when searching for a face in a crowd, the search that is performed is a serial one (Becker, Anderson et al., 2011) . Therefore, our goal was not to distinguish between serial and parallel processing, but rather to investigate search asymmetries among affective faces. Second, we did not test a face-inversion condition. Although face inversion provides a control condition in many circumstances, no clearcut predictions can be made for emotional faces. It is well established that face inversion reduces holistic face-processing (Caudek & Lorenzino, 2012; Rossion, 2009; Rossion & Gauthier, 2002; Yin, 1969) , but there is also evidence that the emotional expression of faces can still be recognized well above chance level when faces are presented upside down (e.g., McKelvie, 1995) . So, it is not entirely obvious that a search asymmetry favouring angry faces should disappear under conditions of face inversion (Becker, Anderson, et al., 2011) . Third, our stimuli always displayed whole faces. Therefore, we cannot exclude that specific facial features may have contributed to the observed results (Pinkham et al., 2010; Schubö et al., 2006) . In the case of static photorealistic emotional faces, Horstmann et al. (2012) showed that the ASE is in a large measure due to the presence of visible teeth. Fox and Damjanovic (2006) showed that the eyes, even when presented in isolation, can produce the ASE. The current experiments address the saliency of whole faces, but not the salience of the individual parts of faces. Until that is done, we do not know if the ASE is due to the processing of the whole face, or to the tendency to pay more attention to some components of the face. Fourth, in Experiments 1A, 1B, 3A, and 3B, a search-asymmetry design was used, even if it has been argued that the constant distractor paradigm is better suited to study the differential guidance of focal attention (Becker, Anderson, et al., 2011; Eastwood et al., 2001; Frischen et al., 2008) . We chose a search-asymmetry design because there is not a unique way to create nonexpressive (distractor) dynamic faces. In Experiment 2, we dealt with this problem by displaying the movements of the mouth and face when pronouncing a phoneme, but other alternatives are possible (e.g., chewing, yawning, and so on). However, whatever choice is made it does not guarantee that neutral and happy faces, on the one side, and neutral and angry faces, on the other, are separated by the same distance within the psychological similarity space (Horstmann, Scharlau, & Ansorge, 2006; Krysko & Rutherford, 2009) . Fifth, there are other negative emotions, besides anger (e.g., fear, sadness, disgust, and so on). Williams et al. (2005) proposed that angry and fearful faces might convey two different kinds of threat: An angry face signals that a particular individual is the locus of the threat, whereas a fearful face signals that the threat is located elsewhere in the environment. It would be interesting to compare search efficiency for faces displaying different kinds of negative emotions, under static and dynamic conditions.
Our results are consistent with the hypothesis that angry faces can capture attention in an involuntary, bottom-up manner. It has been shown, however, that these involuntary shifts in attention may be modulated, and also overridden, by voluntary recruitment of attention (Mohanty & Sussman, 2013) . For example, Hahn and Gronlund (2007) found that threatening facial expressions are searched more efficiently than happy facial expressions when they are the target of the search, but not when they are in opposition to the task goal. In one of their experiments, participants were instructed to search for a specific facial expression (i.e., either an angry face or a happy face in a neutral crowd). In some trials, a nontarget singleton was shown (e.g., a happy face in a neutral crowd, when the task was to search for an angry face). For these nontarget singletons, which were in opposition to the task goal, Hahn and Gronlund found equivalent search slopes for angry and happy faces. Therefore, their results suggest that, in addition to the involuntary capture of attention by emotional stimuli, visual search is also affected by top-down (emotional/motivational) factors (see also Horstmann & Becker, 2008) .
Notwithstanding the limitations of this study, our results yield evidence of a search asymmetry favouring threatening over friendly faces, also with ecologically valid stimuli. Our results indicate that (1) emotional expressions can overcome the effects of perceptual factors and can modulate the face-inthe-crowd effect in the direction of the ASE, and (2) dynamic facial information can reveal search asymmetries that may go unnoticed when using static faces.
APPENDIX A
Estimating motion in image sequences
The amount of movement was evaluated by comparing the first (neutral) and the last (full emotion) frame of the video sequence for each face identity and each expression. This comparison was carried out by computing the scalar quantity diff(A?, B?) defined as follows.
Let A 2 N nÂn and B 2 N nÂn be two square matrixes of size n, such that A ij and B ij represent the intensity of the i, j pixel for the greyscale images A and B, respectively. Having divided the A and B matrices into a grid of smaller blocks of size m )m, with m B n, let us define the square density matrices A Given the inequality 05ja(bj5jaj'jbj it can be shown that:
An example is shown in Figure A1 . for the transition between the neutral expression and the full angry expression (top) and the full happy expression (bottom) for one of the nine facial identities used in Experiments 1A, 1B, and 2. The numbers indicate the percentage of the total amount of movement between the frames 1Á4, 4Á7, 7Á10, 10Á13, 13Á16 of the motion sequence. In the frame sequence represented at the bottom, the total amount of movement (from the neutral expression to the full-emotion expression) is 11% larger than in the frame sequence represented on the top.
APPENDIX B
Bottom-up saliency for schematic faces The schematic faces used by Ö hman et al. (2001) have been used in many investigations on the ASE (Calvo, Avero, & Lundqvist, 2006; Horstmann, 2007; Juth, Lundqvist, Karlsson, & Ö hman, 2005; Mather & Knight, 2006; Tipples, Atkinson, & Young, 2002) . By using iLab Neuromorphic Vision C'' Toolkit, Calvo and Nummenmaa (2008) determined that, within this set of schematic faces, the angry faces have a larger of bottom-up saliency than any of the other emotional expressions. The present analysis was run to determine whether the results of Calvo and Nummenmaa can be replicated by using the algorithm implemented in the SaliencyToolbox 2.2 with default settings.
We examined the six conditions of Experiment 2 of Ö hman et al. (2001), in which a neutral, happy, or angry target face was shown in a crowd of distractors having a different emotional expression. As in the original experiment, the schematic faces were arranged in a 3 )3 matrix. For each of the six condition (see Table B1 ), we created nine matrices by placing the target face in one of the nine cells of the matrix. We then computed the saliency map for the resulting 54 matrices (9 target positions )6 conditions). From each saliency map, we calculated the total activation in the target region (84 )98 pixels). The average target activation for the six conditions is shown in Table B1 . The results indicate that the bottom-up saliency of the target is 16.6% larger for an angry face in a neutral crowd than for a happy face in a neutral crowd. Moreover, the saliency of the target is 55.4% larger for an angry face in a happy crowd than for a happy face in an angry crowd. These results replicate those found by Calvo and Nummenmaa (2008) . Happy face in a angry crowd 5.67
Happy face in a neutral crowd 9.37
Neutral face in a angry crowd 5.62
Neutral face in a happy crowd 7.51
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