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Abstract
The action and averaging properties of conditional expectation operators are studied
in the, measure-free, Riesz space, setting of Kuo, Labuschagne and Watson [ Conditional
expectations on Riesz spaces, J. Math. Anal. Appl., 303 (2005), 509-521] but on the
abstract L2 space, L2(T ) introduced by Labuschagne and Watson [ Discrete Stochastic
Integration in Riesz Spaces, Positivity, 14, (2010), 859 - 575]. In this setting it is shown
that conditional expectation operators leave L2(T ) invariant and the Bienayme´ equality
and Tchebichev inequality are proved. From this foundation Bernoulli processes are
considered. Bernoulli’s strong law of large numbers and Poisson’s theorem are formulated
and proved.
1 Introduction
Various authors have considered generalizations of stochastic processes to vector lattices
/ Riesz spaces, with a variety of assumptions being made on the processes being consid-
ered. Most of this work has focussed on martingale theory, see, for example, [4], [7], [10],
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[9], [16] and [17]. The abstract properties of conditional expectation operators have also
been explored in various settings, see [5], [11], [14] and [15] and [19]. However, the more
elementary processes such as Markov processes, see [18], Bernoulli processes and Pois-
son processes, which just rely only on the concepts of a conditional expecation operator
and independence, have received little attention. As these processes have less accessible
structure, their study relies more heavily on properties of the underlying Riesz space, the
representation of the conditional expectation operators and multiplication operations in
Riesz spaces. If a Riesz space has a weak order unit, then the order ideal generated by
a weak order unit is order dense in the space. However the order ideal generated by the
weak order unit is an f -algebra, see [2], [3] and [20], giving a multiplicative structure on
a dense subspace. Much of the work in this paper lies on a Riesz space vector analogue
of L2 and the action of conditional expectations in this space, see Theorem 3.2, and their
averaging property, see Lemma 3.1. In particular the Bienayme´ equality, Theorem 4.2,
will be posed in this setting. The Bienayme´ equality enables us to give a Riesz space
analogue of Bernoulli’s law of large numbers, Theorem 5.2. One important property of
the ideal generated by the weak order unit is that it posesses a functional calculus which
enables one to lift continuous real valued functions on [0, 1] to the Riesz space, see [6]
and [20]. This is critical for Poisson’s theorem, Theorem 5.6. We refer the reader to [13]
for the classical version of the Bienayme´ equality, the Bernoulli law of large numbers
and Poisson’s theorem.
2 Riesz Space Preliminaries
We refer the reader to [1] and [20] for general Riesz space theory. The definitions and
preliminaries presented here are specific to Riesz spaces with a weak order unit and a
conditional expectation operator.
The notion of a conditional expectation operator in a Dedekind complete Riesz space,
E, with weak order unit was introduced in [10] as a positive order continuous projection
T : E → E, with range R(T ) a Dedekind complete Riesz subspace of E, and having
Te a weak order unit of E for each weak order unit e of E. Instead of requiring Te to
be a weak order unit of E for each weak order unit e of E one can equivalently impose
that there is a weak order unit in E which is invariant under T . Averaging properties of
conditional expectation operators and various other structural aspects were considered
in [11]. In particular if B is the band in E generated by 0 ≤ g ∈ R(T ) and P is the band
projection onto B, it was shown that Tf ∈ B, for each f ∈ B, Pf, (I − P )f ∈ R(T ) for
each f ∈ R(T ), where I denotes the identity map, and Tf ∈ Bd, for each f ∈ Bd. A
consequence of these relations and Freudenthal’s theorem, [20], is that if B is the band
in E generated by 0 ≤ g ∈ R(T ), with associated band projection P , then TP = PT ,
see [11] for details.
To access the averaging properties of conditional expectation operators a multiplicative
structure is needed. In the Riesz space setting the most natural multiplicative structure
is that of an f -algebra. This gives a multiplicative structure that is compatible with
the order and additive structures on the space. The ideal, Ee, of E generated by e,
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where e is a weak order unit of E and E is Dedekind complete, has a natural f -algebra
structure. This is constructed by setting (Pe) · (Qe) = PQe = (Qe) · (Pe) for band
projections P and Q, and extending to Ee by use of Freudenthal’s Theorem. In fact this
process extends the multiplicative structure to the universal completion, Eu, of E. This
multiplication is associative, distributive and is positive in the sense that if x, y ∈ E+
then xy ≥ 0. Here e is the multiplicative unit. For more information about f -algebras
see [2, 3, 5, 8, 11, 20]. If T is a conditional expectation operator on the Dedekind
complete Riesz space E with weak order unit e = Te, then restricting our attention to
the f -algebra Ee, T is an averaging operator on Ee if T (fg) = fTg for f, g ∈ Ee and
f ∈ R(T ), see [5, 8, 11]. More will said about averaging operators in Section 3.
In a Dedekind complete Riesz space, E, with weak order unit and T a strictly positive
conditional expectation on E. We say that the space is T -universally complete if for
each increasing net (fα) in E+ with (Tfα) order bounded in the universal completion
Eu, we have that (fα) is order convergent. If this is not the case, then both the space
and conditional expectation operator can be extended so that the extended space is
T -universally complete with respect to the extended T , see [11]. The extended space is
also know as the natural domain of T , denoted dom(T ) of L1(T ), see [5, 8].
Let E be a Dedekind complete Riesz space with conditional expectation T and weak
order unit e = Te. If P and Q are band projections on E, we say that P and Q are
T -conditionally independent with respect to T if
TPTQe = TPQe = TQTPe. (2.1)
We say that two Riesz subspaces E1 and E2 of E are T -conditionally independent with
respect to T if all band projections Pi, i = 1, 2, in E with Pie ∈ Ei, i = 1, 2, are T -
conditionally independent with respect to T . Equivalently (2.1) can be replaced with
TPTQw = TPQw = TQTPw for all w ∈ R(T ). (2.2)
It should be noted that T -conditional independence of the band projections P and Q
is equivalent to T -conditional independence of the closed Riesz subspaces 〈Pe,R(T )〉
and 〈Qe,R(T )〉 generated by Pe and R(T ) and by Qe and R(T ) respectively. From
the Radon-Nikody´m-Douglas-Andoˆ type theorem was established in [19], if E is a T -
universally complete, a subset F of E is a closed Riesz subspace of E with R(T ) ⊂ F
if and only if there is a unique conditional expectation TF on E with R(TF ) = F and
TTF = T = TFT . In this case TF f for f ∈ E
+ is uniquely determined by the property
that
TPf = TPTF f (2.3)
for all band projections on E with Pe ∈ F . As a consequence of this, two closed Riesz
subspaces E1 and E2 with R(T ) ⊂ E1 ∩E2 are T -conditionally independent, if and only
if
T1T2 = T = T2T1, (2.4)
where Ti is the conditional expectation commuting with T and having range Ei, i = 1, 2.
Here (2.4) can be equivalently replaced by
Tif = Tf, for all f ∈ E3−i, i = 1, 2, (2.5)
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see [18]. The concept of T -conditional independence can be extended to a family, say
(Eλ)λ∈Λ, of closed Dedekind complete Riesz subspaces of E with R(T ) ⊂ Eλ for all
λ ∈ Λ. We say that the family is T -conditionally independent if, for each pair of dis-
joint sets Λ1,Λ2 ⊂ Λ, we have that EΛ1 and EΛ2 are T -conditionally independent. Here
EΛj :=
〈⋃
λ∈Λj
Eλ
〉
. Finally, we say that a sequence (fn) in E is T -conditionally inde-
pendent if the family of closed Riesz subspaces 〈{fn} ∪ R(T )〉 , n ∈ N, is T -conditionally
independent.
3 Conditional expectation operators in L2(T )
In this work we assume that E is T -universally complete and in this case we have
L1(T ) = E, see [9]. As Eu, the universal completion of E, is an f -algebra, multiplication
of elements of E is defined but does not necessarily result in an element of E. This leads
us, as in [9], to define
L2(T ) :=
{
x ∈ L1(T )|x2 ∈ L1(T )
}
.
If f, g ∈ L2(T ) then in the f -algebra Eu, 0 ≤ (f ± g)2 = f2 ± 2fg + g2. Thus ±2fg ≤
f2 + g2 and 2|fg| ≤ f2 + g2 ∈ L1(T ) = E. Hence fg ∈ L1(T ) = E. As noted in [9], a
consequence of this is that L2(T ) is a vector space.
The averaging property of conditional expectation operators only makes sense if it can
be ensured that the all products involved remain in the space. Theorem 4.3 of [11] states
that if E is a Dedekind complete Riesz space with weak order unit, T is a conditional
expectation operator on E and E is also an f -algebra, then T is an averaging operator,
i.e. T (fg) = gTf for all f ∈ E, g ∈ R(T ). The averaging property is revisited in
[9, Theorem 2.1] without proof. The variant of [9, Theorem 2.1] drops the assumption
that E is an f -algebra, but imposes the additional conditions that fg ∈ E and that
E is T -universally complete. A strengthened version of this is proved in Lemma 3.1.
This however does not address whether Sf ∈ L2(T ) for f ∈ L2(T ) and S a conditional
expectation operator on E with TS = T = ST . For this see Theorem 3.2 below. As a
consequence of Lemma 3.1 and Theorem 3.2, we are able to conclude, see Theorem 3.3
below, that for such a conditional expectation operator, S, S(fTg) = Tg · Sf for all
f, g ∈ L2(T ).
Lemma 3.1 Let E be a Dedekind complete Riesz space with weak order unit, e, and T
is a conditional expectation operator on E with Te = e. If f, g, fg ∈ E with g ∈ R(T )
then g · Tf ∈ E and T (fg) = g · Tf.
Proof: Case I: f, g, fg ∈ E+ with g ∈ R(T ) Let fn = f ∧ ne and gn = g ∧ ne. Then
fn ↑ f and gn ↑ g. Here fn, gn ∈ E
e
+ with gn ∈ R(T ), so [11, Theorem 4.3] can be
applied to give T (fngm) = gmT (fn),m, n ∈ N. Thus
gmT (fn) = T (fngm) ≤ T (fg), m, n ∈ N. (3.1)
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Here fngm ↑ fg in E, so from the order continuity of T , T (fngm) ↑ T (fg) in E. In the
universal completion, Eu, of E, we have gmT (fn) ↑ gT (f), however, from (3.1), gmT (fn)
is bounded above by T (fg) ∈ E, so gmT (fn) ↑ gT (f) in E, giving T (fg) = gT (f).
Case II: f, g, fg ∈ E with g ∈ R(T ) From Case I, T (f±g∓) = g∓T (f±) and T (f±g±) =
g±T (f±), from which the result follows.
Theorem 3.2 Let E be a T -universally complete Riesz space with weak order unit, e,
where T is a strictly positive conditional expectation operator with Te = e and let S
be a conditional expectation operator on E with TS = T = ST . If f ∈ L2(T ) then
Sf ∈ L2(T ).
Proof: Let f ∈ L2(T ) and define fn = (ne ∧ |f |) ∈ E
e
+, n ∈ N. We note that E
e is an
f -algebra. Here Sfn ∈ E
e
+ and fn − Sfn ∈ E
e and so (fn − Sfn)
2 ∈ Ee+. But
(fn − Sfn)
2 = f2n − 2fn·Sfn + (Sfn)
2.
Thus,
0 ≤ S(fn − Sfn)
2 = Sf2n − 2S(fn·Sfn) + S(Sfn)
2. (3.2)
As conditional expectation operators on Ee are averaging operators, see [11], for each
g ∈ Ee we have
S(g · Sfn) = Sfn·Sg. (3.3)
Taking g = fn in (3.3) gives
S(fn · Sfn) = Sfn·Sfn = (Sfn)
2, (3.4)
while taking g = Sfn gives
S(Sfn · Sfn) = Sfn·S(Sfn) = (Sfn)
2, (3.5)
as S is a projection. Combining (3.4) and (3.5) with (3.2) gives
Sf2n ≥ (Sfn)
2. (3.6)
Since fn ↑ |f | we have f
2
n ↑ |f |
2 and Sf2n ↑ S|f |
2, as n → ∞, from the order continuity
of S. Similarly Sfn ↑ S|f | giving (Sfn)
2 ↑ (S|f |)2 as n → ∞. Hence taking n → ∞ in
(3.6) yields
(S|f |)2 ≤ Sf2.
But |Sf | ≤ S|f | so
(Sf)2 ≤ Sf2 ∈ E,
giving Sf ∈ L2(T ).
Corollary 3.3 Let E be a T -universally complete Riesz space with weak order unit, e,
where T is a strictly positive conditional expectation operator with Te = e. Let S, J
be conditional expectation operators on E with TS = T = ST , TJ = T = JT and
JS = J = SJ . If f, g ∈ L2(T ) then S(f · Jg) = Jg · S(f).
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Proof: As f, g ∈ L2(T ) from Theorem 3.2 Jg ∈ L2(T ). Now f, Jg ∈ L2(T ) so f, Jg, f ·
Jg ∈ E so Lemma 3.1 gives Jg · Sf ∈ E and S(f · Jg) = Jg · Sf .
We are now in a position to give the Tchebichev’s inequality in L2(T ).
Theorem 3.4 (Tchebichev’s Inequality) Let E be a Dedekind complete Riesz space
with conditional expectation T and weak order unit e = Te. Let f ∈ L2(T ), f ≥ 0, and
ǫ ∈ R, ǫ > 0, then
TP(f−ǫe)+e ≤
1
ǫ2
T (f2).
Proof: Let f ∈ L2(T ). As P(f−ǫe)+ is the band projection onto the band generated by
(f − ǫe)+ it follows that P(f−ǫe)+(f − ǫe) ≥ 0 and thus
P(f−ǫe)+f ≥ ǫP(f−ǫe)+e ≥ 0. (3.7)
Band projections are dominated by the indentity map, so P(f−ǫe)+ ≤ I, giving |f | ≥
P(f−ǫe)+ |f |. From the positivity of band projections, P(f−ǫe)+ |f | ≥ P(f−ǫe)+f . Taking
these observations together with (3.7) gives
|f | ≥ ǫP(f−ǫe)+e ≥ 0. (3.8)
Multiplying (3.8) successively by |f |, ǫP(f−ǫe)+e ≥ 0 in the f -algebra E
u, universal com-
pletion of E, gives
f2 = |f |2 ≥ ǫ|f |P(f−ǫe)+e ≥ (ǫP(f−ǫe)+e)
2 ≥ 0. (3.9)
The construction of the f -algebra structure on Eu yields directly that Qe ·Qe = Qe for
all band projections Q. Hence
(P(f−ǫe)+e)
2 = P(f−ǫe)+P(f−ǫe)+e
2 = P(f−ǫe)+e. (3.10)
Combining (3.9) and (3.10) gives
f2 ≥ ǫ2P(f−ǫe)+e ≥ 0. (3.11)
Noting that f2 ∈ E, T can be applied to (3.11) to give the desired inequality.
4 Bienayme´ Equality
The Bienayme´ equality of classical statistics gives that the variance of a finite sum of
independent random variables coincides with variance of their sum. In this section we
give a measure free conditional version of this result in L2(T ). Before we can proceed
with this we require a result on T -conditionally independent random variables in L2(T ).
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Lemma 4.1 Let E be a T -universally complete Riesz space with weak order unit, e =
Te, where T is a strictly positive conditional expectation operator on E. Let f, g ∈ L2(T ).
If f and g are T -conditionally independent then
Tfg = Tf ·Tg = Tg·Tf.
Proof: Let Tf and Tg denote the conditional expectations with ranges 〈R(T ), f〉 = Ef
and 〈R(T ), g〉 = Eg respectively. Here 〈R(T ), g〉 denotes the order closed Riesz subspace
of E generated byR(T ) and g, and similarly for 〈R(T ), f〉. The existence and uniqueness
of Tf and Tg are given by the Radon-Nikody´m Theorem, see [19]. Here Eg and Ef are
T -conditionally independent as the T -conditional independence of f and g is defined in
terms of the independence of Ef and Eg, see Section 2. For each h ∈ E, Tfh ∈ Ef
and Tgh ∈ Eg. Now, as Ef and Eg are T -conditionally independent, from (2.5) with
E1 = Ef and E2 = Eg, we have
Tf (Tgh) = Th = Tg(Tfh). (4.1)
Applying (4.1) with h = fg gives
T (fg) = TfTg(fg)
As Tf and Tg are averaging operators in L
2(T ), by Corollary 3.3, Tg(fg) = gTgf . Thus
T (fg) = TfTg(fg) = Tf (gTgf), (4.2)
however taking (4.1) with h = f yields Tgf = Tf , which along with (4.2) gives
T (fg) = Tf (gTf). (4.3)
In (4.3), Tf ∈ R(T ) ⊂ Ef , so by Corollary 3.3, Tf (gTf) = Tf ·Tfg. Finally considering
(4.1) with h = g gives Tfg = Tg. Thus
T (fg) = Tf (gTf) = Tf · Tfg = Tf · Tg.
From Theorem 3.2, if f ∈ L2(T ) then Tf ∈ L2(T ) which gives (f − Tf) ∈ L2(T ).
Hence, (f − Tf)2 ∈ L1(T ) and so T (f − Tf)2 exists for all f ∈ L2(T ). We now define
the variance of f by
var(f) = T (f − Tf)2 = Tf2 − (Tf)2. (4.4)
Theorem 4.2 (Bienayme´ Equality) Let E be a T -universally complete Riesz space
with weak order unit, e = Te, where T is a strictly positive conditional expectation
operator on E. If (fk)k∈N, is a T -conditionally independent sequence in L
2(T ), then
var
(
n∑
k=1
fk
)
=
n∑
k=1
var(fk),
for each n ∈ N.
7
Proof: As 〈
fi1 , . . . fij ,R(T )
〉
=
〈
fi1 − Tfi1 , . . . fij − Tfij ,R(T )
〉
,
for each subset {i1, . . . , ij} of {1, . . . , n}. Thus fk−Tfk, k = 1, 2, . . . , n are T -conditionally
independent. From Theorem 3.2, as fi ∈ L
2(T ) it follows that Tfi ∈ L
2(T ) and conse-
quently from Lemma 4.1 that
T [(fi − Tfi)(fj − Tfj)] = [T (fi − Tfi)]· [T (fj − Tfj)],
for i 6= j. However, as T is a projection, see Section 2,
T (fk − Tfk) = 0, for each k ∈ N,
giving
T [(fi − Tfi)(fj − Tfj)] = 0, (4.5)
for i 6= j. From the definition of variance
var
(
n∑
k=1
fk
)
= T
(
n∑
k=1
fk − T
n∑
k=1
fk
)2
= T
(
n∑
k=1
(fk − Tfk)
)2
,
which can be expanded to give
var
(
n∑
k=1
fk
)
= T
n∑
k=1
(fk − Tfk)
2 + T
∑
j 6=k
(fj − Tfj)(fk − Tfk) (4.6)
Now applying (4.5) to (4.6) gives
var
(
n∑
k=1
fk
)
=
n∑
k=1
T (fk − Tfk)
2 =
n∑
k=1
var(fk).
5 Bernoulli and Poisson Processes
In classical probability, a Bernoulli process is one in which the events at any given time
are independent of the events at all other times. The payoff of an event occuring is
1 unit and 0 units for it not occuring. Thus in the Riesz space setting, the process
can be described by the sequence of independent band projections Pk where k indexes
time and the payoff at time k is Pke. The probability of an event at time k occuring
must be independent of k, in the measure theoretic terms, this can be expressed as
the expectation of each event is independent of time. This can be generalized to the
conditional expectation of the events being time invariant, which lead to the Riesz space
setting requirement that TPke = f , for all k ∈ N. Here T is some fixed conitional
expectation operator. Thus we are led to the following formal definition of a Bernoulli
process in Riesz spaces.
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Definition 5.1 Let E be a Dedekind Riesz space with weak order unit, e, and condi-
tional expectation operator T with Te = e. Let (Pk)k∈N be a sequence of T -conditionally
independent band projections. We say that (Pk)k∈N is a Bernoulli process if
TPke = f for all k ∈ N,
for some fixed f ∈ E.
The payoff at time n is thus
Sn =
n∑
j=1
Pje.
We denote by PSn=je the band projection on the band where Sn = je, in the notation
used earlier PSn=je = (I − P(Sn−je)+)(I − P(Sn−je)−).
Theorem 5.2 Let E be a T -universally complete Riesz space with weak order unit,
e = Te, where T is a strictly positive conditional expectation operator on E. Let (Pj)j∈N
be T -conditionally independent band projections with TPje = f for all j ∈ N and Sn =
n∑
j=1
Pje. Then
TSn = nf, (5.1)
TPSn=jee =
n!
j!(n − j)!
f j(e− f)n−j, (5.2)
var(Sn) = nf(e− f). (5.3)
Proof: As TPie = f , (5.1) follows directly from applying T to Sn.
Fix n ∈ N and let
Qj =
1
j!(n − j)!
∑
σ∈Λ
Pkσ(1) . . . Pkσ(j)(I − Pkσ(j+1)) . . . (I − Pkσ(n)). j = 0, . . . , n.
Here Λ denotes the set of all permutations of {1, . . . , n} and the division by j!(n−j)! is as
there are j!(n−j)! permutations which yield the same band projection Pkσ(1) . . . Pkσ(j)(I−
Pkσ(j+1)) . . . (I − Pkσ(n)). Other permutations yield band projections disjoint from the
above one. Thus Qj is a band projection, Q0, . . . , Qn partition the identity, I, in the
sense that QiQj = 0 for all i 6= j, and
∑n
i=0Qi = I. Moreover, from the definition of
Qj, it follows that QjSn = jQje, j = 0, . . . , n. Thus
Sn =
n∑
j=0
QjSn =
n∑
j=0
jQje.
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The T -conditional independence of P1, . . . , Pn and Lemma 4.1 applied iteratively give
that
TPkσ(1) . . . Pkσ(j)(I − Pkσ(j+1)) . . . (I − Pkσ(n))e
= T ((Pkσ(1) . . . Pkσ(j)e) · ((I − Pkσ(j+1)) . . . (I − Pkσ(n))e))
= (T (Pkσ(1) . . . Pkσ(j)e) · (T (I − Pkσ(j+1)) . . . (I − Pkσ(n))e))
=
j∏
i=1
TPkσ(i)e ·
n∏
i=J+1
T (I − Pkσ(i))e
= f j(e− f)n−j.
Hence
TPSn=jee = TQje =
1
j!(n − j)!
∑
σ∈Λ
f j(e− f)n−j,
from which (5.2) follows as the cardinality of Λ is n!.
As P1e, . . . , Pne are T -conditionally independent and are in L
2(T ), Bienayme´’s equality
applied to Sn gives
var(Sn) =
n∑
k=1
var(Pke). (5.4)
From (4.4) applied to Pke we have
var(Pke) = TPke− (TPke)
2 = f − f2. (5.5)
As e is the multiplicative unit, combining (5.4) and (5.5) yields (5.3).
Theorem 5.3 (Bernoulli Law of Large Numbers) Let E be a T -universally com-
plete Riesz space with weak order unit, e = Te, where T is a strictly positive conditional
expectation operator on E. Let (Pk)k∈N be a Bernoulli process with partial sums Sn and
TPke = f, k ∈ N. For each ǫ > 0,
TP
(|Snn −f |−ǫe)
+e→ 0,
as n→∞.
Proof: By the Tchebichev inequality,
TP(|S−nf |−nǫe)+e ≤
1
n2ǫ2
T |Sn − nf |
2. (5.6)
However, from (4.4) and (5.1),
T |Sn − nf |
2 = var(Sn). (5.7)
Combining (5.6) with (5.7) and using (5.3) to simplify the result, gives
TP(|S−nf |−nǫe)+e ≤
f(e− f)
nǫ2
, (5.8)
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from which the result follows upon observing that P
(|Snn −f |−ǫe)
+ = P(|S−nf |−nǫe)+ .
One of the interesting features of Bernoulli’s law of large numbers is that it gives not
just the convergence of TP
(|Snn −f |−ǫe)
+e to zero. It also gives some indication of the
size of the band on which |Sn
n
− f | > ǫe by bounding the conditional expectation of the
band projection applied to e by f(e−f)
nǫ2
, hereby indicating an upper bound for the rate
of convergence ‘in probability’.
Using the results on martingale difference sequences developed for the study of mixingale
in [12, Lemma 4.1] we obtain a weak law of large numbers for Bernoulli processes.
Theorem 5.4 (Weak law of large numbers) Let E be a T -universally complete Riesz
space with weak order unit, e = Te, where T is a strictly positive conditional expectation
operator on E. Let (Pj)j=1,...,n be T -conditionally independent band projections with
TPje = f for all j = 1, . . . , n and Sn =
n∑
j=1
Pje, then
lim
n→∞
T
∣∣∣∣f − Snn
∣∣∣∣ = 0.
Proof: Setting fi = Pie and Ti to be the conditional expectation with range 〈R(T ), P1e, . . . , Pie〉,
it follows that (gi, Ti), where gi := fi− Ti−1fi, is a martingale difference sequence. Here
|fi| ≤ e. Thus from [12, Lemma 4.1],
lim
n→∞
T
∣∣∣∣∣ 1n
n∑
i=1
gi
∣∣∣∣∣ = 0. (5.9)
The independence of the band projections Pi, i ∈ N, gives that Ti−1fi = Tfi = f . Hence
(5.9) can be written as
lim
n→∞
T
∣∣∣∣∣f − 1n
n∑
i=1
Pie
∣∣∣∣∣ = 0,
from which the theorem follows.
Before progressing further we need to define an exponential map on Riesz spaces.
Remark 5.5 Let C([−1, 1]) denote the Riesz space of continuous real functions on
[−1, 1]. Set fn(t) :=
(
1−
t
n
)n
, then fn ∈ C([−1, 1]) and fn(t) → e
−t = f(t) in
order and the supremum norm on C([−1, 1]). Thus, by [6, Theorem 3.1], for each
g ∈ Ee, fn(g) → f(g) e-uniformly (and, thus, in order) as n → ∞. In addition, by the
functional calculus, f(g) defines an element of Ee which we will denote by e−g.
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We now consider the sequences of Bernoulli processes known as Poisson sequences. Here
the partial sums of each Bernoulli process form a Bernoulli process.
Theorem 5.6 (Poisson) Let E be a T -universally complete Riesz space with weak or-
der unit, e = Te, where T is a strictly positive conditional expectation operator on E.
Let Pn,k, k = 1, . . . , n, n ∈ N, be T -conditionally independent band projections with
TPn,ke = gn for all k = 1, . . . , n, n ∈ N. If Sn =
n∑
k=1
Pn,ke are T -conditionally indepen-
dent with TSn = g, n ∈ N, then for each j = 0, 1, . . . ,
TPSn=jee→
gj
j!
e−g,
e-uniformly as n→∞.
Proof: From (5.2),
TPSn=jee =
n!
j!(n − j)!
gjn(e− gn)
n−j ,
but (5.1) gives g = TSn = ngn. Hence
TPSn=jee =
n!
j!(n − j)!
( g
n
)j (
e−
g
n
)n−j
,
which can be expanded to give
(
e−
g
n
)j
TPSn=jee =
gj
j!
(
1−
1
n
)(
1−
2
n
)
· · ·
(
1−
j − 1
n
)(
e−
g
n
)n
. (5.10)
Taking the limit as n→∞ in (5.10) gives
TPSn=jee =
gj
j!
lim
n→∞
(
e−
g
n
)n
,
which together Remark 5.5 concludes the proof.
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