In this paper, observer design problem for rectangular discrete-time singular systems with time-varying delay is discussed. Based on restricted system equivalent (RSE) transformations and by introducing new state vectors, the problem is transformed into observer design problem for time-varying delay discrete-time standard state-space systems. By Lyapunov function method and linear matrix inequality (LMI) technique, the delay-dependent sufficient condition that there exists a state observer is established. The design method of matrix K is discussed and the coefficient matrices of function observer are given. Finally, a numerical example is given showing the effectiveness of the method given in the paper.
INTRODUCTION
Time-delay is frequently a source of instability and is commonly encountered in various areas such as engineering, economics, etc. Compared to systems without time-delay, time-delay systems are more complex. So, the study of time-delay systems has attracted a lot of interest. Observer design for time-delay systems has been extensively investigated (Bhat and Koivo, 1976; Fairman and Kumar, 1986; Boutayeb, 2001; Trinh and Aldeen, 1997) . Commonly, the approaches for solving time-delay systems can be classified into two types: delay-dependent conditions which include information on the size of delays, and delay-independent conditions which are applicable to delays of arbitrary size. Since the stability of a system depends explicitly on the time-delay, a delay-independent condition is more conservative especially for small delays, while a delaydependent condition is usually less conservative.
Singular systems are also referred to as descriptor systems or generalized state-space systems. It has extensive applications in many practical systems such as chemical processes, circuit boundary control systems, economy systems and other areas (Aplevich, 1991; Dai, 1989) . In the last decades, many control theories based on singular systems, have been extensively studied. In recent years, much attention has been focused on timedelay singular systems. The observer design problem for time-delay singular systems was investigated in Feng et al. (2005) , Ma and Cheng (2005) and Ma and Cheng (2006) . Feng et al. (2005) discussed observer design problem for continuous-time singular time-delay systems. Cheng (2005, 2006) solved observer design problem for discrete time-delay singular systems with unknown inputs, the conditions in Feng et al. (2005) and Cheng (2005, 2006) are all delay-independent. However, to the best of our knowledge, the delaydependent conditions for observer design problem for time-varying delay rectangular discrete-time singular systems have not yet appeared in the literature.
In this paper, observer design problem for time-varying delay rectangular discrete-time singular systems is discussed. First, based on restricted system equivalent (RSE) transformations and by introducing new state vectors, the problem is transformed into observer design problem for time-varying delay discrete-time standard state-space systems. Then, by Lyapunov function method and linear matrix inequality (LMI) technique, the delaydependent sufficient condition that there exists a state observer is established. Next, the design method of matrix K is discussed and the coefficient matrices of function observer are given. Finally, a numerical example is given showing the effectiveness of the method given in the paper. implied by the symmetry of a matrix.
DESCRIPTION OF PROBLEM AND PRELIMINARIES
Consider the time-varying delay rectangular discrete-time singular system described by: 
, are real constant matrices. The purpose of this paper is to design a function observer for system (1) as follows:
where the coefficient matrices have corresponding dimensions such that for any admissible initial value it satisfies that:
In order to design the functional observer above, we assume that:
Remark 1. If system ( , ) E A is regular, then Assumption 1 is the definition of Y-observable for system ( , , ) E A C (Dai, 1989) , which is the necessary condition for the existence of observer.
The following lemmas are useful in the proof of the main results.
Lemma 1 (Xie and de Souza, 1992) . Given any matrices , , X Y Z with appropriate dimensions and 0 Xu, 2002) . Given a symmetric matrix 
MAIN RESULTS
Since rankE r = , there exist two nonsingular matrices and such that :
where Lin 425
So system (1) is RSE to the following system:
is of full column rank (Dai, 1989) . So, there exists a non-singular matrix P ∈ such that:
where . Letting 11 12
21 22
By transformation (9), system (8) is RSE to the following system:
is of full column rank, the solution of 2 ( ) x k is unique. So the expression of system (11) is independent of matrix P and is unique.
By introducing new state vectors as
system (11) is rewritten as:
where (14) Remark 3. Based on the RSE transformations (7), (9) and by introducing new state vectors (12), time-varying delay discrete singular system (1) is transformed into a time-varying delay discrete standard state-space system (13). Hence, we can discuss the problem of observer design for system (13) instead of that for system (1).
First, we design a ( ) n r + -order state observer for system (13) as follows:
Theorem 1. The system (15) is a state observer for system (13), if there exist matrices ( 1) 
.
By (13) and (15),
If system (18) is stable, then system (15) is a state observer of system (13). Next, we prove the stability of system (18). Rewrite system (18) as:
Construct the discrete Lyapunov-Krasovskii functional as: 
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From (20) to (23), it follows that:
According to the first formula of (19), for appropriate dimensions 1 2 3 , , N N N , the following is true
Also, according to the second formula of (19), for appropriate dimensions 1 2 3 , , S S S , the following is true
By Lemma 1, the following holds
where
Then, adding the terms on the left of (25) and (26) to V ∆ , and by (27), we obtain 
which is equivalent to (16) holds. So, (15) is a state observer for system (13). It is notable that there is quadratic terms in LMI (16). So, it cannot be solved directly. In order to obtain observer (15), we must work out unknown matrix K . Therefore, we have the following theorem.
Theorem 2.
There exists a function observer for system (1), if for given scalars 1, 2, 3, t t t there exist matrices ( 1)
where ( 1) ( )
,
Compared with (31), we obtain (33) By the analysis above, if we can work out K satisfying both (16) and (33), then (31) is a functional observer for system (13). First, we discuss the design of matrix K .
By Assumption 3, L is of full row rank, so From (34), we obtain
where K is an arbitrary matrix of appropriate dimension.
By (14), we get
It is easy to prove that Assumption 2 is equivalent to 2 3 2 4 2 2 1 2 1 2 rank rank .
On this condition,
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Therefore, from (35),
where K is an arbitrary matrix of appropriate dimension. Next, we discuss the design of matrices K and K . 
Proof. By Theorem 2, the second formula of (10) and (31), we can directly obtain the conclusion.
For the case of
, where . Due to
, we can set 
