We prove a surgery formula of the Casson-Seiberg-Witten invariant of integral homology S 1 × S 3 along an embedded torus, which could either be regarded as an extension of the product formula for Seiberg-Witten invariants or a manifestation of the surgery exact triangle in 4-dimensional Seiberg-Witten theory of homology S 1 × S 3 . A key ingredient developed for the proof is the periodic spectral flow over manifolds with cylindrical end. arXiv:1909.01533v1 [math.GT] 4 Sep 2019 A SURGERY FORMULA OF λ SW 3
Introduction
In [18] Mrowka-Ruberman-Saveliev defined the Casson-Seiberg-Witten invariant λ SW (X) for a 4-manifold X with H * (X; Z) ∼ = H * (S 1 × S 3 ; Z) by introducing an index-theoretical correction term compensating for the jump of the count of irreducible monopoles along a generic path of metrics and pertubations. A key feature of λ SW (X) is that when X = S 1 × Y is given by the product of a circle with an integral homology sphere Y , one has
where λ(Y ) is the Casson invariant. Many applications of the Casson invariant in low-dimensional topology are derived from the surgery formula. Thus one natural question to ask is that whether there are some surgery formula for λ SW (X). The main purpose of this paper is to provide an answer for this question.
Here we give a brief description, and a detailed one later in Section 2.3. Let T X be an embedded torus with a primitive class in H 1 (T ; Z) generating H 1 (X; Z). Denote by ν(T ) a regular neighborhood of T in X, and M = X\ν(T ) its complement. After fixing a framing ν(T ) ∼ = D 2 × T 2 , we get a preferred choice of basis for H 1 (∂ν(T ); Z) which we denote by {µ, λ, γ}. Given a relatively prime pair (p, q) the analogue of 4-dimensional Dehn surgery with coefficients (p, q) along T results in a manifold
where the diffeomorphism on the boundary is under the preferred basis. Note that H * (X 0,1 ; Z) = H * (T 2 ×S 2 ; Z), thus b + (X 0,1 ) = 1. We write (1.4) SW(X 0,1 ) = s 0 ∈Spin c (X 0,1 )
where for each spin c structure s 0 ∈ Spin c (X 0,1 ) the Seiberg-Witten invariant SW(X 0,1 , s 0 ) is computed using the chamber specified by small perturbations.
Theorem 1.1. After fixing appropriate homology orientations, for any q ∈ Z one has (1.5) λ SW (X 1,q+1 ) − λ SW (X 1,q ) = SW(X 0,1 ).
From (1.5) we deduce that for any q ∈ Z (1.6) λ SW (X 1,q ) = λ SW (X) + qSW(X 0,1 ).
When X = S 1 ×Y with Y an integral homology sphere, we can take the embedded torus to be S 1 ×K with K ⊂ Y an embedded knot. Then (1.5) recovers the surgery formula for the Casson invariants:
where ∆ K⊂Y (t) is the symmetric Alexander polynomial of K in Y , Y 1 q (K) is obtained by performing 1 q Dehn surgery along K. On the other hand (1.1) can be regarded as a generalization of the product formula of the Seiberg-Witten invariant in [17] in the case when b + (X) = 0.
1.1. Outline. Here we outline the contents of this paper. Section 2 briefly reviews Seiberg-Witten theory, definition of the Casson-Seiberg-Witten invariant λ SW (X), and gives a detailed precise exposition of the surgery construction along a torus. Section 3 derives the structure of Seiberg-Witten moduli space for manifolds with cylindrical ends with b + = 0. The main result is Theorem 3.17, which we believe is essentially known to experts, but we couldn't find results documented in the literature applying to our situation. The main issue in our case is that all manifolds of our interests have b + = 0 which means that the appearance of reducible locus is inevitable. We need to make sure one can choose nice and generic perturbations so that the structure of moduli space and gluing achieve one's expectation. Section 4 develops the technique of periodic spectral flow, which was originally defined in [18] to compute the difference of the index of two Dirac operators over a manifold with periodic end. We extend the notion to manifolds with cylindrical end, and prove a splitting formula in Theorem 4.17. Section 5 proves the excision principle of elliptic operator over manifolds with periodic ends. The main point is to stretch the excision region, and use Taubes' Fredholm criterion [20, Lemma 4.3] for operators over end-periodic manifolds to generalize the standard argument. The last section incorperates all techniques developed in the previous sections to prove the surgery formula. where e t ∈ T * Y t . Fix a positive integer k ≥ 2. We denote by A k (s) the space of L 2 k,loc spin cconnections on W + , Γ k (W + ) the space of L 2 k,loc sections which we refer as spinors. We write C k (s) = A k (s) × Γ k (W + ) for the configuration space. When there is no ambiguity we omit s in the notations. The perturbation that we shall use in this paper comes from the space P := L 2 k,c (T * M ∞ ⊗ iR) consisting of purely imaginary-valued L 2 k 1-forms on M ∞ with compact support. Given β ∈ P, d + β ∈ L 2 k−1 (Λ + M ∞ ⊗ iR). Consider the perturbed Seiberg-Witten map
where (ΦΦ * ) 0 = Φ ⊗ Φ * − 1 2 tr(Φ ⊗ Φ * ) ∈ isu(W + ), and A t is the connection on det W + induced by A. The perturbed Seiberg-Witten equation is
The gauge group for (M ∞ , s) is denoted by G k+1 (s), which consists of L 2 k+1,loc maps M ∞ S 1 with the gauge action given by u · (A, Φ) = (A − u −1 du ⊗ 1 W + , u · Φ).
Note that on the determinant line bundle det W + the action is even: (u · A) t = A t − 2u −1 du. Given a configuration (A, Φ) ∈ A k × Γ k (W + ), following [9, (4.16) ] we define its energy to be
where s stands for the scalar curvature of (M ∞ , g). Now we define the perturbed finite energy Seiberg-Witten moduli space to be
Since gauge transformations preserve the energy E(A, Φ), the moduli space is well-defined. It is well-known that the homeomorphism type of the moduli space is independent of k once k is sufficiently large, say k ≥ 2. Thus we have omitted k in the notation. Any element in the moduli space is referred as a monopole.
We call a monopole of the form [A, 0] reducible, otherwise irreducible. Then the moduli space decomposes into two parts accordingly
Over the end [0, ∞) × Y , a configuration (A, Φ) has the form A = B(t) + c(t)dt, where B(t) is a time-dependent spin c connection on S, and c(t) ∈ L 2 l (Y, iR) is a time-dependent imaginary-valued function on Y . The spinor Φ gives rise to a time-dependent section on Y which we denote by Ψ(t) = Φ| Yt ∈ Γ l (S). Under these identifications we have
. Thus the unperturbed 4-dimensional Seiberg-Witten equation on the cylindrical end reads asḂ
(2.4)
Now let's shift attention to (Y, t). Suppose t is torsion, i.e. c 1 (S) ∈ H 2 (Y ; Z) is torsion. Fix a flat connection B 0 on S. Denote by C l (t) := A l (t) × Γ l (S) the configuration space. We follow [9] to define the Chern-Simons-Dirac functional on C l (t) as
where B − B 0 = b ⊗ 1 S , Ψ ∈ Γ l (S). It's straightforward to compute that the gradient of the Chern-Simons-Dirac functional grad L : C l (t) T C l (t) is given by
Thus the critical points of the Chern-Simons-Dirac functional are given by solutions of the 3-dimensional Seiberg-Witten equations:
(2.6)
For simplicity we write this equation as F(B, Ψ) = 0, where F : A l (t) × Γ l (S) L 2 l−1 (isu(S)) ⊕ Γ l−1 (S) is defined by the left hand side of (2.6). Using parallel transport of A to trivialize W + in the t-direction, we get a path γ : [0, ∞) C l (t) written as γ(t) = (B(t), Ψ(t)), given by A = B(t), Ψ(t) = Φ| Yt . We refer to such a connection A as in temporal gauge. From (2.4) the 4-dimensional unperturbed Seiberg-Witten equation on the cylinder now is equivalent to the downward gradient equation dγ dt = − grad L(γ(t)).
The energy of a monopole (A, Φ) interacts nicely with the Chern-Simons-Dirac functional in the following sense. Over a finite part of the cylinder ([t 0 , t 1 ] × Y, s), from [9, (4.18) ] the drop of Chern-Simons-Dirac functional is proportional to the energy of (A, Φ):
(2.7) L(γ(t 0 )) − L(γ(t 1 )) = 1 2 E(A, Φ).
Let G l+1 (t) = Map(Y, S 1 ) be the gauge group with action u · (B, Ψ) = (B − u −1 du ⊗ 1 S , u · Ψ), and B l (t) = C l (t)/G l+1 (Y ) the quotient configuration space. Note that since c 1 (S) is torsion, we have L(u · (B, Ψ)) − L(B, Ψ) = 2π 2 ([u] c 1 (S))[Y ] = 0.
Thus the Chern-Simons-Dirac functional descends to the quotient space
Analogous to the 4-dimensional case, we can decompose the moduli space into two parts:
Recall that the spin c structure t is torsion, thus the reducible part M red h (Y, t) consists of gauge equivalence classes of flat connections on det S. Note that the gauge action is even:
is identified with the character variety χ(Y ) := Hom(π 1 (Y ), U (1))/ Ad.
2.2.
Casson-Seiberg-Witten Invariant λ SW . We briefly review the definition of the Casson-Seiberg-Witten invariant λ SW which was originally defined in [18] . Let (X, g) be a closed Riemannian oriented smooth 4-manifold with H * (X; Z) ∼ = H * (S 1 × S 3 ; Z). Equip X with one of the spin structures s, whose induced spin c structure is denoted by s as well. Let's fix a generator 1 X ∈ H 1 (X; Z) given by 1 X = [df ] for some smooth function f :
We define the Seiberg-Witten moduli space M g,β (X, s) the same as in the case of manifolds with cylindrical end as above.
Definition 2.1. Choosing a branch to represent the value of ln z, we call a pair (g, β) regular if the family of Dirac operators
For different choice of branches, the above operators in (2.8) differ by the conjugation of e 2πkf . Thus (g, β) being regular is well-defined. It is proved in [18, Proposition 2.2] that a generic pair (g, β) is regular. Here being generic means that such choices of (g, β) are form a set of countable intersections of open dense subsets in the space of Met(X) × Ω 1 (X; iR). The first part of λ SW is given by counting irreducible monopoles #M * g,β (X, s) for a generic pair (g, β). The second part of λ SW involves a correction term ω(X, g, β) defined as follows. Let Y ⊂ X be a embedded hypersurface given by a regular value of f . Thus as a homology class [Y ] = PD 1 X . Since Y is primitive, we can choose Y to be connected and nonseparating. Y inherits a spin c structure t and metric h from those of X. Note that s comes from a spin structure over X, thus t also comes from a spin structure on Y . Cutting X along Y results in a spin cobordism W :
Taking an arbitrary spin 4-manifold Z with spin boundary ∂Z = Y , we form the end-periodic spin manifold
where W i is a copy of W . Lifting the metric and perturbation pair (g, β) to the periodic end W + = ∪ i≥0 W i and extending arbitrarily over Z + (X), we define the twisted Dirac operator to be
[18, Theorem 3.1] says that for any regular pair (g, β) the twisted Dirac operator D + β (Z + , g) is Fredholm. Thus we are able to take its index and define the correction term to be
where σ(Z) is the signature of Z. The Casson-Seiberg-Witten invariant is λ SW (X) := #M g,β (X, s) − ω(X, g, β), (g, β) a regular pair.
It is proved in [18] that λ SW (X) is independent of the choice of the regular pair (g, β).
Surgery
Description. Now we give a detailed exposition of the surgery construction we are interested in. Let X be a homology S 1 × S 3 as above. Let ι : T 2 X be an embedding of an oriented torus, which induces a surjection on the first homology, i.e. ι * : H 1 (T 2 ; Z) H 1 (X; Z) is surjective. We denote its image by T := im ι, and ν(T ) a tubular neighborhood of T in X.Due to the vanishing of the intersection form on X, ν(T ) is the trivial disk bundle on T 2 . Write M = cl(X\ν(T )) to be the closure of the complement of ν(T ). The assumption on the homology of X gives us that H * (M ; Z) = H * (D 2 × T 2 ; Z). Let's pick a framing ν(T ) ∼ = D 2 × T 2 . Under this identification we pick up representatives of
We call µ the meridian, λ the longitude, and γ the latitude. Note that the latitude γ generates H 1 (X; Z) under the inclusion ν(T ) X. Let n be the outward normal vector field along ν(T ). Since the torus T is oriented, we get orientations on µ and γ automatically. We orient λ so that the ordered basis n, µ, λ, γ is the orientation of ν(T ) induced from that of X. The boundary orientation of ∂M is given by an ordered basis µ, −λ, γ . Now take another copy of D 2 × T 2 with boundary orientation given by the basis as above {µ 0 , λ 0 , γ 0 }. Definition 2.2. Given a relatively prime pair (p, q) ∈ Z ⊕ Z, the (p, q) Dehn surgery along an embedded T 2 in X as above results in a manifold X p,q given by
where ϕ p,q : ∂D 2 × T 2 ∂M is an orientation-reversing diffeomorphism whose isotopy class in −SL(3; Z) is given by the matrix Note that H * (X 1,q ; Z) ∼ = H * (S 1 × S 3 ; Z) and H * (X 0,1 ; Z) ∼ = H * (T 2 × S 2 ; Z). We write X q = X 1,q for q = 0, and X 0 = X 0,1 . It's clear that X = X 1,0 .
Proof. The choice of the basis above identifies T ∼ = S 1 × S 1 so that the algebraic intersection between Y and {pt.} × S 1 is 1. By attaching 1-handles on the alternating intersection points to Y we can arrange that their geometric intersection is also 1. It follows that Y ∩ T is the union of a copy of S 1 × {pt, } ⊂ T and several null-homotopic loops. We then attach 2-handles on Y along those loops to reduce the number of components of Y ∩ T to 1.
Chosen Y as above, we see that performing an n-surgery along T ⊂ X amounts to performing an n-surgery along K ⊂ Y with respect to the framing induced from that of T .
The Moduli Space over Manifolds with Cylindrical End
In this section we analyze the structure of moduli space over 4-manifolds with cylindrical end in the following case. Let (M, g, s) be a Riemannian spin c manifold with compatible boundary (T 3 , h, t), where h is a flat metric, t is the spin c structure on T 3 with c 1 (t) = 0. We also assume that
To avoid redundancy of notations, we denote by Z = M ∪ [0, ∞) × Y the endcylindrical manifold instead of M ∞ in this section. The same as before we have an induced metric g and a spin c structure s on Z.
When analyzing the structure of moduli spaces of (Z, g, s), two issues arise naturally. First the perturbations β we are using are compactly supported, which means the Seiberg-Witten equation on the end is not perturbed. Thus the unperturbed moduli space of (Y, t) forms a manifold of critical points for the Chern-Simons-Dirac functional instead of isolated points. It turns out in some cases the Morse-Bott condition does not hold, i.e. the Hessian Hess L is degenerate in the normal direction. Thus the local picture around monopoles in M g,β (Z, s) asymptotic to those singular points needs understanding. Second the condition b + (Z) = 0 makes the appearance of the reducible locus M red g,β (Z, s) inevitable no matter how we choose the perturbation β ∈ P. Thus when there is a sequence of irreducibles approaching a reducible monopole, we need to analyze the local picture around that point. We resolve the first issue by a careful examing of the asymptotic map, and the second by understanding the Kuranishi obstruction map.
3.1. The Asymptotic Map. We begin by reviewing the asymptotic map constructed in [16, Chapter 4] , which relates the moduli spaces M g,β (Z, s) and M h (T 3 , t). Originally the asymptotic map is derived in the Yang-Mills set-up (c.f. [16, Chapter 4] ). In Seiberg-Witten case it's derived in Nicolaescu's book [19, Chapter 4] , and the case for cylindrical end modeled on [0, ∞) × T 3 by Morgan-Mrowka-Szabó in [17] . The keypoint for the existence of the asymptotic map relies on that the monopoles have finite energy, and the energy of a gradient flowline is proportional to the drop of the Chern-Simons-Dirac functional. The group of components of G(t) is identified as
There is a subgroup G M (t) ⊂ G(t) consisting of maps u : T 3 S 1 that extend toũ : M S 1 . Let dθ ∈ H 1 (S 1 ; Z) be the fundamental class. The primary obstruction to extending u over M is given by
, which we identify as a copy of χ M (Y ) given as the Z-cover p : 
Following the notation in [17] we denote∂ + = p • ∂ + . We write θ = [Θ, 0], and U θ a small open neighborhood of θ in M h (Y, t). The structure theorem [17, Theorem 2.4] tells us the deleted irreducible moduli space
where ρ B (T 3 ) is the invariant given by the odd signature operator twisted by the flat connection B defined in [2] . Since both T 3 admits orientation-reversing diffeomorphisms, we know that ρ B (T 3 ) = 0. F Taking into account of perturbations on Z, the reducible locus M red g,β (Z, s) of the moduli space is given by
The following lemma identifies the reducible locus with the Picard torus consisting of gauge equivalence classes of flat connections on (Z, s). Proof. Let A 0 be a spin c connection satisfying F + A t 0 = 2d + β. Such a connection always exists and can be chosen to be flat outside supp β, thus of finite energy. Let A be any other spin c connection satisfying
, and any element in the identify component has the form u = e ξ , ξ ∈ L 2 k+1 (iR), acting on a as u · a = a − dξ, thus the equivalence classes of the difference [a] are parametrized by
It turns out the image of the reducible locus M red (Z) under the map∂ + misses the singular point θ ∈ χ(T 3 ). Lemma 3.5. Given (Z, s, g) as above, then for generic small perturbation β, θ / ∈∂ + (M red g,β (Z, s)). Proof. Since∂ + is continuous, from Lemma 3.4 it suffices to prove the result in the case when the perturbation ω = 0. Lett 1 be the product spin structure on T 3 inducing Θ as the spin connection. It's a well-known fact that the Rohlin invariant corresponding to this spin structure µ(T 3 ,t 1 ) = 8 mod 16. One way to see it is to run Kaplan's argument for the characteristic sublink given by Borromean rings with coefficient 0 on all three components (c.f. [7, Exercise 5.7.17. (c)]). Since H 1 (M ; Z) has no 2-torsion, the universal coefficient theorem tells us that the second Stiefel-Whitney class w 2 (M ) ∈ H 2 (M ; Z/2) is determined by its evaluation on H 2 (M ; Z). Wu's formula says that w 2 (x) = x · x = 0 mod 2 due to the fact that b ± (M ) = 0. We conclude that w 2 (M ) = 0, thus M is spin. The spin c structure s over M comes from a spin structure twisted by some line bundle. Fix a flat spin connection A 0 on M for some spin structures withs|
Since A 0 is a spin connection, we conclude A θ is a spin connection for some spin structure on X. Thus (T 3 ,t 1 ) is the spin boundary of (M,s ). However the signature σ(M ) = 0, which means µ(T 3 ,t 1 ) = 0 mod 16. We get a contradiction.
In general one can only expect continuity of the asymptotic map∂ + . However in our case, one can get the smoothness and transversality of∂ + away from the singular points in χ(T 3 ) using the technique of center manifolds developed in [16, Chapter 5] .
Recall that the deformation complex of the 3-dimensional Seiberg-Witten equations at a reducible monopole b :
Their formal L 2 -adjoints are given by
for the slice at b. Any other monopole (B , 0) can be gauge transformed into this slice by e ξ solving the equation
Due to Hodge decomposition, such a solution always exists. The gradient of the Chern-Simons-Dirac functional restricted to this slice is
Note that when b = (B , 0) is a reducible monopole, the second component of Hess L| S l,b is just D B , which has trivial kernel when B = Θ, the singular point. Since the restricted Hessian is self-adjoint, we conclude that it's invertible at reducible monopoles. We denote the smallest positive eigenvalue of Hess L| S l,b by µ b .
Let's write H 1 b for the first homology of the deformation complex (3.4), and The advantage of the center manifolds is that any gradient flowline of the Chern-Simons-Dirac functional is exponentially close to a flowline on the center manifold which has finite dimension. The Yang-Mills case was proved in [16, Theorem 5.2.2] . For the Seiberg-Witten case, compare with [19, Theorem 4.2.33 ]. Due to this reason we will study the gradient flowline on the center manifold. Let's write W s b ⊂ C b for the stable set in the center manifold, i.e. those points with limit existing in C b , and W s,0 b for the stable set consisting of points that converge to b. For a smooth point [b], one can find a trivial center manifold.
away from singular points. Then U b is a smooth center manifold for the pair (U b , grad L| V b ), i.e. the center manifold given by the graph of the zero map.
Proof. We regard U b as the graph of the zero map. For any
Away from θ all critical points of grad L has the form (b, 0) ∈ U b . This verifies that U b is a center manifold.
Note that every point in V b is a critical point of the grad L| V b , we conclude that W s b = V b , and W s,0 b = b. One can also construct a center manifold for the singular point θ.
consists of imaginary-valued harmonic 1-forms on T 3 , and C 2 = ker D Θ .
In thise case the stable sets are explicitly written out under some identification in [17, Section 2] . We rephrase their identification below. For (b, ψ) ∈ H 1 θ the gradient of the Chern-Simons-Dirac functional is
We identify the center manifold H 1 θ with Im H ⊕ H as follows. Note that
Let ψ = (α, β). We have
.
Note that the Clifford multiplication on T * T 3 is given by Pauli matrices:
Under this identification
where the latter part is given by quaternion multiplication. Thus the downward gradient flow equation in the center manifold
In order to get the transversality of the asymptotic map∂ + , we consider the based moduli spaces. Now fix a point x 0 = (0, y 0 ) ∈ {0} × T 3 ⊂ Z, there are two ways to think of the based moduli space. One way is to consider the based gauge groupG(s) = {u ∈ G(s) : u(x 0 ) = id} and then define the based moduli space consisting of monopoles up to based gauge transformation. Another view point is to enlarge the configuration space to
is the unit circle in the fiber of W + over x 0 of the determinant line bundle. Then the based moduli space consists of framed monopoles (A, Φ, v) up to full gauge transformation. A similar construction can be carried out over the 3-manifold T 3 .
. Now we prove the transversality for the asymptotic map.
Proof. As pointed out in the paragraph above Theorem 2.8 in [17] , the Seiberg-Witten analogue of [16, Theorem 9.0.1] assures that there is a smooth map
transverse to any finite subcomplex for generic perturbation β. The map∂ + has the property that for any
is exponentially close to the flowline in H 1 b starting at∂ + (Γ). In this way we can regard∂ + as a refinement of∂ + . When [b] = θ, all gradient flowlines in U b are constant. Note that the U (1) action on H 1 b is trivial, thus we get the following commutative diagram:
Since the map p 1 is a submersion, p 2 is a diffeomorphism, smoothness and transversality of the map∂ + carries over to∂ + .
The transversality result gives us a little bit more understanding of the structure for the moduli space. Proof. The formal dimension of the based spaceM * g,β (Z, s) is 2. Since (0, 0) ∈ H 1 θ has codimension 7, transversality implies that
is a principal U (1)-bundle, then the conclusion follows.
3.2.
Kuranishi Picture at Reducible Monopoles. In this section we use the Kuranishi obstruction map to study the local picture at a reducible monopole over the cylindrical end 4-manifold (Z, s, g) where a sequence of irreducibles converges to this reducible monopole.
3.2.1.
Reformulation of the Moduli Space. Since Z is noncompact, in order to get a local deformation theory of the moduli space, we make use of the weighted Sobolev space. Let's extend the coordinate map t :
In particular multiplication by e τ δ gives us an isometry [19, Theorem 4.2 .33] we know that any finite energy monopole Γ over Z with∂ ∞ ([Γ]) ∈ U c θ has exponential decay over the end with exponent at least δ:
Proof. It's clear that the second statement implies the first one. Now suppose u has the form as above.
The argument for the converse direction was inspired by that of [9, Lemma 13 
(1/2πi)u −1 du. Thus the component is determined by
Moreover the Poincaré inequality implies
This finishes the proof. We denote the quotient by
The following lemma identifies this moduli space with the preimage of [b] under the asymptotic map∂ + . We write [b] ∈ χ M (T 3 ) to represent the class.
To see injectivity, suppose we haveΓ 1 ,
The continuity of the map and its converse is clear from the nature of these spaces.
From Lemma 3.11 we conclude there is a homeomorphism
It's clear that this homeomorphism also identifies those two sets as smooth stratified spaces (see for example [16, Chapter 8] ).
Deformation Complex.
Having identified the moduli spaces, we are now ready to study the deformation theory at a reducible monopole
The deformation complex at (A, 0) is given by
is the restriction map on harmonic 1-forms. Note that the stabilizer of Γ is U (1) consisting of constant gauge transformations, thus the complex (3.15) is U (1)-equivariant. Sitting inside of the complex (3.15) is a subcomplex
. The arguments in [1] implies that the complex (3.16) is Fredholm for δ small enough. Thus the total deformation complex (3.15) is Fredholm as well. Since we are dealing with weighted spaces, the formal adjoints are slightly different: 
To identify the connection part, note that A is a flat connection, the argument in Lemma 3.4 implies that A + a is flat, thus da = 0. Define the map r :
[a]. We claim r is an isomorphism. To see injectivity, suppose a = dξ for ξ ∈ Ω 0 (Z; iR). we write a = a 0 + βb. Since b is harmonic, it cannot be exact, thus b = 0. Note that a 0 = dξ ∈ L 2 k,δ . The argument in the proof of Lemma 3.10 implies that ξ ∈ L 2 k+1,δ . Thus [a] = 0 ∈ H 1 1 (E δ (Γ)). To see surjectivity, from the following portion of an exact sequence:
, which proves the surjectivity. Lastly the topology of Z tells us that H 1 (Z; iR) = iR ⊕ iR.
(iii) Again we get a decomposition of the homology
corresponding to the connection part and spinor part respectively. Since the complex is Fredholm, it's clear that the spinor part is identified as
. Then dη = 0, d * η = 0. Proposition 4.9 in [1] gives us an injection
To see ι is also surjective, note that Proposition 4.9 in [1] 
gives us the surjectivity. Finally the intersection form onĤ 2
The part still missing in the picture of the moduli space M g,β (Z, s) locates at the reducibles [A, 0] to which there is a sequence of irreducibles converge. A necessary condition for the occurence of such case is when ker
Then the pointwise norm of the spinor has exponential decay in the t-direction. Thus we can normalize them byΦ
Passing to a subsequence and use ellipticity of Dirac operator, we can find a spinor Φ of unit L 2 -norm so that Φ i Φ in C ∞topology over any compact subset of Z. With the help of Sobolev multiplication L 2 1 × L 2 1 L 2 and the convergence on the connection part, we conclude that D + A Φ = 0. Now over the reducible locus we focus on connections A whose Dirac operator D + A has nontrivial kernel. It turns out for generic small perturbation the complex dimension of kernels of this T 2 -family of Dirac operators D + α,β is at most 1. Proposition 3.14. For generic small perturbation β, There are only finitely many
Proof. Note that the space of complex Fredholm operators with index 0 is stratified by the dimension of the kernel (e.g. [8] ). The top stratum consists of operators with trivial kernel. The stratum consisting of operators with 1-dimensional kernel has complex codimension 1, and the rest strata have hight complex codimension. The proof is an application of the implicit function theorem and this observation.
The differential of this operator on the third component is
. We now turn to study η.
The differential of this operator on the second component is given by
Denote by K 0 = im d 2 η| (α 0 ,0) ⊂ Hom C (H 1 , H 2 ) the image of this map. We claim that dim C K 0 ≥ dim C H 1 .
To prove the claim, when dim C H 1 = 0, there is nothing to do. We may assume dim C H 1 ≥ 1. Note that ind D + α,β = 0 for any (α, β) ∈ T(s) × P, thus
be L 2 -orthonormal basis of H 1 and H 2 respectively. Unique continuation for the Dirac operator D ± α 0 ,0 implies that outside a nowhere dense subset of Z, φ k and ψ l are nonvanishing. Note that ψ l , ψ k = δ l k , for small 0 > 0, one can then find b l ∈ P, l = 1, ..., m satisfying
By choosing 0 small enough we can make d 2 η| (α 0 ,0) ρ Z (b l )φ 1 , l = 1, ..., m, linearly independent. This proves the claim. Now we pick up a finite dimensional subspace V 0 = Span{b l } of P whose intersection with W 0 is denoted by W 0 = V 0 ∩ W 0 . Let Π 0 : Hom C (H 1 , H 2 ) K 0 be an orthogonal projection. We take a smaller neighborhood U 0 ⊂ U 0 such that the map η :
Note that T(s) is compact, we can run the argument above for a finite open cover {U i } of T(s) with α i ⊂ U i and enlarge V 0 to a larger finite dimensional subspace so that the property for η holds over all T(s). Thus by induction on the dimension of ker D + α,β , we have proved that for a generic small perturbation β ∈ P dim C ker D + α,β ≤ 1, ∀α ∈ T(s). Finiteness of α j with ker D + α,β follows from the compactness of T(s). Finally we arrive at the stage to discuss the Kuranishi picture near a reducible monopole [Γ] = [A, 0] approached by a sequence of irreducibles. A standard reference for the Kuranishi picture is [6, Chapter 4] . Here we shall follow the construction given in [16, Chapter 12] . As their result is stated in the context of instantons, we rephrase it in terms of monopoles. Then there is a U (1)-equivariant neighborhood V Γ of 0 in H 1 (E δ (Γ)) and a G k+1,δinvariant neighborhood U Γ of Γ in C k (Z) together with two U (1)-equivariant smooth maps:
(
the Kuranishi obstruction map. By the construction, the constant term and linear term of o Γ all vanish. Thus the local structure of [Γ] ∈ M g,β (Z, s) is given by (D 2 o Γ ) −1 (0). Now we take Γ = (A, 0) to be one which is approached by a sequence of irreducibles (A i , Φ i ). Lemma 3.13 and Proposition 3.14 tell us that ker D + A = C. From the description of the homology of the complex E δ (Γ) in Proposition 3.12, we can choose orthonormal basis of H 1 (E δ (Γ)) as {a 1 , a 2 , φ 1 }, of H 2 (E δ (Γ)) as {φ 2 }, where {a 1 , a 2 } is a real basis of H 1 (Z; iR) and {φ 1 }, {φ 2 } are complex bases of ker D + A , ker D − A,δ respectively. The stabilizer U (1) acts trivially on the connection part, and as multiplication on the spinor part. Thus the quotient by the U (1) action identifies each copy of C as R + . The construction of o Γ is given as follows. We decompose ker δ 1,Γ = H 1 (E δ (Γ)) ⊕ im δ * 2,Γ . The implicit function theorem gives us a U (1)-equivariant map
such that the constant and linear terms of g Γ all vanish, and ∀r = (a, φ) ∈ V Γ
As mentioned above that g Γ (r) vanishes at least to the second order, and Lemma 12.1.2 in [16] asserts that the projection Π 1 in a small neighborhood is one-to-one. Thus after applying a suitable diffeomorphism of V Γ , the quadratic term D 2 o Γ is given by the map
Recall that ker D + A = C, then the implicit function theorem gives rise to a smooth map ν : R 2 C invertible near 0 such thatõ Γ (x 1 , x 2 , ν(x 1 , x 2 )) = 0. Precompose with ν, we can write z 1 = x 1 + ix 2 withõ Γ (x 1 , x 2 , z 1 ) = 0. Recall taking the quotient by U (1) identifies C with R + . Thus the local structure [Γ] ∈ M g,β (Z, s) is given by the U (1) quotient of the zero of the map
We summarize the above discussion as follows. 
where the R + component ofõ −1
[Γ] (0) represents the irreducible part ,and the R 2 component represents the reducible part.
(iv) There is no reducible monopole in M g,β (Z, s) asymptotic to the singular point, i.e. θ / ∈∂ + (M red g,β (Z, s)). Lastly we fix our convention for orientation, and explain the relation among the orientations of the irreducible locus, reducible locus, and the moduli space χ(T 3 ).
As discussed in Lemma 3.4 the reducible locus M red g,β (Z, s) is an affine space of H 1 (M ; iR)/H 1 (M ; iZ), and χ(T 3 ) is an affine space of H 1 (T 3 ; iR)/H 1 (T 3 ; iZ). Thus the they are oriented by an orientation of H 1 (M ; Z) and H 1 (T 3 ; Z) respectively. Since the asymptotic map is given by the inclusion and a shifting [b] + i * which is an embedding of T 2 T 3 , we get an orientation of im i * from that of χ(M ). We follow the "fiber-first" convention to assign the orientations so that the orientation of im i * followed by a unit vector perpendicular to it in χ(T 3 ) agrees with the orientation on χ(T 3 ).
The orientation on the irreducible locus M * g,β (Z, s) is well-known as early as the introduction of Seiberg-Witten invariants (e.g. see [14] ). Here since we are working with manifolds with cylindrical end, the local deformation theory only works on weighted Sobolev spaces. Thus we work on M * (Z, U c θ ).
with a representative Γ = (A, Φ), the deformation complex can be homotoped (via ignoring the 0-th order terms) to the complex E δ (Γ) as in (3.15 ). Since ker D + A is complex, the spinor part is canonically oriented. H 0 (Z; iR) is canonically oriented as Z is oriented. Thus to orient the interior of the irreducible locus it suffices to fix a choice on H 1 (Z; iR), which we choose to be the same as orienting the reducible locus. The boundary points∂ −1 + (θ) are oriented as the boundary orientation of the irreducible locus.
Periodic Spectral Flow
The notion of periodic spectral flow for a family of Dirac operators over a homology S 1 × S 3 is originally introduced in [18] . In this section we first generalize the notion to closed 4-manifolds with b 1 > 0, σ = 0 and noncompact 4-manifolds with appropriate cylindrical end. Then we derive a gluing formula for the periodic spectral flows on cylindrical-ended manifolds with compatible asymptotic behavior, which can be thought of as a generalization to the gluing formula for usual spectral flows as in [3] and [4] .
Periodic Spectral Flow over Closed Manifolds.
Let (X, s, g) be a closed smooth Riemannian spin 4-manifold with b 1 (X) > 0 and σ(X) = 0. We write s = (W ± , ρ) for the spinor bundles and Clifford multiplication. Let α ∈ H 1 (X; Z) be a primitive class. We choose a smooth function f : X S 1 so that [df ] = α. We also regard s as a spin c structure and write A 0 for the spin connection induced by the Levi-Civita connection. Let β ∈ Ω 1 (X; iR) be a imaginary valued 1-form, which we think of as a perturbation as before. For any spin c connection A we consider the following family of twisted Dirac operators from L 2 1 (X, W ± ) L 2 (X, W ∓ ):
, z ∈ C * . Remark 4.1. We write the spin Dirac operator D ± A 0 = D ± for simplicity. When A − A 0 = a ⊗ 1 W , we have D ± A = D ± + ρ(a). We choose not to include the class α in the notation unless the dependence on the choice of α becomes relevant in the argument.
The spectral set of the family of operators D + A,z (X, β) is defined to be (4.2) Σ(A, β) = {z ∈ C * : D + A,z (X, β) is not invertible }. Note that for different choices of f 1 , f 2 : X S 1 representing α, there is a realvalued function u : X R such that du = df 1 − df 2 . Then one computes that (4.3) is injective. Then the spectral set Σ(A, β) is a discrete subset of C * with no accumulation points.
The original result is stated for the case when A = A 0 , β = 0. Since D + z (X) and D + A,z (X, β) only differs by a compact operator, this result applies to our case. Thanks to the Atiyah-Singer index theorem, σ(X) = 0 gives us that ind D + (X) = 0. Since df ≡ 0, unique continuation of Dirac operators guarantees that ρ(df ) acting on ker D + (X) is injective. 
. Since [0, 1] × S 1 is a compact manifold of real dimension 2, the argument in Proposition 3.14 implies that any path A t is regular with respect to a generic small perturbation β. We write Σ I (A t , β) = {(t j , z j )} m j=1 . The following result gives us a description of the spectrum of Remark 4.5. The spectral curves are given by the intersection between the family of Dirac operators D + At,z parametrized by the thickened cylinder {1− < |z| < 1+ } and the stratum consisting of operators with 1-dimensional kernel in the space of complex Fredholm maps of index 0. After a generic perturbation this intersection is transverse, thus gives us the smoothness of the spectral curves. The original proof in [18] is formulated in terms of operator algebra.
] × C * : |z| = r} for the cylinder from a to b with radius r. Note that if t satisfies |t − t j | ≥ δ for all j = 1, ..., m, D + At,z (X, β) is invertible. Thus we can choose 1 > 0 so that
In other words, the 1 -neighborhood of C r [0,1] only intersects the spectral set in the curves appearing in Proposition 4.2, which we denote by S 1 . We orient S 1 by the orientation of [0, 1]. Since ker D + At,z (X, β) = C, ∀(t, z) ∈ Σ I (A t , β), the tdirectional derivative of spectral curves has to be positive. Otherwise the vanishing point has kernel of dimension greater than 1.
Definition 4.6. We say λ > 0 is an excluded value for the operator D + A (X, β) if D + A,z (X, β) is invertible for all |z| = λ. From the assumption 1 is an excluded value for D + A i (X, β), i = 0, 1, of a regular path (A t ) [0, 1] . Intuitively the periodic spectral flow of the family D + At (X, β) is meant to be the signed count of intersections between the spectral curves S 1 and the cylinder C 1 [0,1] in such a way that at point in the intersection we assign −1 if the curve is entering the cylinder and +1 if the curve is leaving. 
The continuity of S 1 implies that if λ 0 is an excluded value for D + At 0 (X, β), then for all t satisfying |t − t 0 | ≤ δ 0 with some δ 0 small enough λ 0 is also an excluded value for D + At (X, β). Compactness of [0, 1] implies that a system of excluded values always exists. Now we are in a position to give a formal definition of periodic spectral flow, which is inspired by that of the usual spectral flow as in [4] . 
and b l to be the number of spectral points in Σ(A t l , β) of length between λ l and λ l+1 . The periodic spectral flow of the family of operators D + At (X, β) along the regular path
Remark 4.9. Originally the periodic spectral flow is defined in the following way in [18] . We write Σ I (A t , β) = {(t j , z j )} for the set of spectral points on [0, 1] × S 1 . Around each point (t j , z j ) there is a unique smooth spectral curve γ j : (− , ) C * such that γ j (0) = z j . We write ln γ j (t) = u j (t) + iv j (t) for real-valued functions u j , v j . The condition ker D + At j ,z j (X, β) = C implies thatu j (0) = 0. To each point (t j , z j ) we assign −1 ifu j (0) < 0, and +1 ifu j (0) > 0. Then the periodic spectral flow is defined to be the signed count of the set of spectral points. By drawing pictures locally one see that Definition 4.7 is equivalent to this one.
Lemma 4.10. The periodic spectral flow Sf(D + At (X, β)) does not depend on the choice of the system of excluded values {(t l , λ l )} n l=1 . In particular the periodic spectral flow is well-defined.
Proof. It's straightforward to see that the periodic λ-spectral flow is invariant under a refinement of the partition 0 = t 0 < t 1 < ... < t n = 1. Indeed let 0 = t 0 < t 1 < ... < t n = 1 be a refinement of partition. We let λ l = λ l if t l ∈ [t l−1 , t l ] Then by definition a l b l = a l b l for t l = t l , and a l b l = 0 otherwise. Thus only the terms with t l = t l survive, which leads to the same sum in (4.5).
Given two systems of excluded values, after taking a subdivision of the partition of [0, 1], we may assume the partition parts are the same. For each 1 ≤ l ≤ n, we have λ l and λ l as excluded values of D + At (X, β) for t ∈ [t l−1 , t l ]. By induction we can also assume that there is exactly one l in the range [1, n] such that λ l = λ l . We may assume λ l < λ l . Then one sees that the quantity
with cancelling signs depending the value of λ l−1 . Moreover a j b j = a j b j for j / ∈ {l, l − 1}. This completes the proof.
Although the periodic spectral flow might depend on the perturbation β, it is still invariant under a small deformation of the perturbation we use to make the path (A t ) regular. Lemma 4.11. Let (A t ) [0,1] be a regular path with respect to β. Then there exists a neighborhood U β of β in Ω 1 (X; iR) so that (A t ) is regular for a generic choice of perturbation β ∈ U β . Moreover
Sf(D +
At (X, β)) = Sf(D + At (X, β )). Proof. Proposition 3.14 says that a generic β in a small neighborhood U β of β makes (A t ) a regular path. Since the set of such perturbations is of second Baire category, it's locally path connected. Thus we may assume the set of perturbations making (A t ) regular in the neighborhood U β is connected. Now take a such path (β s ) s∈[0,1] connecting β and β . This path gives a cobordism
from the spectral set Σ I (A t , β) to Σ I (A t , β ). By choosing the neighborhood small enough, discreteness of the spectral sets implies that this cobordism embeds as a curve in [0, 1] × S 1 × [0, 1]. Suppose a component z(s) of the 1-dimensional cobordism W connects two points of opposite sign. Then continuity of the spectral curves imply that there is a point s 0 ∈ (0, 1) with z(s 0 ) ∈ Σ(A t 0 , β s 0 ) such that the spectral curve is both entering and leaving the unit circle S 1 at z(s 0 ), which is impossible. Note that the periodic spectral flow is the signed count of the spectral points, thus they are equal. . As before we also write s, t for the induced spin c structures. We impose two topological assumptions on M : (ii) The restriction map i * : (ii) The twisted Dirac operators
are invertible for all z with unit length |z| = 1. (iii) There exists Y > 0 such that the twisted Dirac operators
Recall from (2.3) that the Dirac operator D + A,z (M ∞ ) restricted to the cylindrical end has the form
Due to the weighted Sobolev embedding theorem (c.f. [13] ), exponential decay implies that the zeroth order operator
is compact. Invoking the classical argument by Atiyah-Patodi-Singer in [1] , the invertibility of D B,z (Y ) implies the Fredholmness of D + A,z (M ∞ , β) for β ∈ Ω 1 c (M ∞ , iR). Since B is flat, (iii) in Definition 4.13 can be achieved assuming certain topological restraints (e.g. vanishing of signature) on (M, Y ) based on the results of Atiyah-Patodi-Singer in [1] , [2] . Analogous to the case of closed manifolds we have the notion of regular path as well. (ii) For some 1 < Y the spectral set
is not invertible } consists of finitely many smoothly embedded curves transverse to the cylinder [0, 1] × S 1 , i.e. S 1 ∩ [0, 1] × S 1 consists of finitely many points, 
A Splitting Formula.
In this section we derive a splitting formula relating the periodic spectral flows over a closed manifold and manifolds with cylindrical end as we run the neck-stretching process. Let (X, s, g) be a closed Riemannian spin 4-manifold decomposed as X = M ∪N with M ∩N = Y . The metric restricts to the collar neighborhood of Y as
Given
The metric g naturally extends to all the manifolds mentioned above, which we still denote by g when there is no confusion.
We assume both M and N satisfies Hypothesis 4.12. Let α ∈ H 1 (X; Z) be a primitive class. We write the restrictions as α M = i * M α, α N = i * N α, which are both primitive. We choose representative f :
Since f is parallel along the t-direction, we get representatives f M : M ∞ S 1 and f N : N ∞ S 1 by extending the restriction of f over the cylindrical end. Now suppose for each T ∈ [0, ∞) we have a path (A T,s ) s∈[0,1] of spin c connections over (X T , s). Choose β T ∈ Ω 1 (X T ; iR) to be a perturbation so that supp β T ⊂ M and (A T,s ) is regular with respect to β T . We denote by T the " 1 " that appeared in Definition 4.7. Then we get the periodic spectral flow Sf(D + A T,s (X T , β T )) for each T . We make the following assumptions on the convergence of (A T,s ) and β T : 
The idea of the proof is to show that the spectral curves of D + A T,s (X T , β T ) will approach those of D + Ao,s (M ∞ , β o ) as T ∞ due to the absence of spectral curves of D + Proof. Note that ind D + A T,s ,z (X T , β T ) = 0. Thus being invertible is equivalent to having trivial kernel. Suppose there is not true. Then one can find sequences T n ∞, z n z 0 such that there exists a sequence of spinors
Due to the invertibility of D + A o,s 0 ,z (N ∞ ), a convergent subsequence gives us a non-zero element in ker D + Ao,s 0 ,z 0 (M ∞ , β o ). This is a contradiction.
The next lemma asserts that a spectral curve of D + A T,s (X T , β T ) will indeed show up in a neighborhood of a spectral curve of D + Ao,s (M ∞ , β o ).
Then for any 2 > 0 there exists T 2 > 0 such that for any T > T 2 one can find a neighborhood
Moreover for each T > T 2 , one can choose T < 2 so that for a generic β T ∈ U β T there is a unique z T depending on β T in the range |z T − z 0 | < T satisfying (4.6). D + A T,s 0 ,z 0 (X T , β T )Φ T L 2 k−1 (X T ) ≤ δ(T ). Moreover δ(T ) 0 as T ∞. To simplify the notations, we write w T = ln z T − ln z 0 and
Proof. Let
Now for T large enough we want to find φ T ∈ L 2 k (X T , W + ) and z T in the range |z T − z 0 | < 2 such that for generic β T close to β T one has (4.8) (D + w T ,T + ρ(β T ))(Φ T + φ T ) = 0. To further simplify the notation, we drop T 's in the above equation as well. Then the equation can be rearranged as
Let's write Q(φ, w, β ) = D + w,β φ + ρ(β − wdf )Φ for the left hand side of (4.9). Its differential at (0, 0, 0) is given by
A standard argument (c.f. [9, Lemma 27.1.1]) shows that the differential Q 0 (φ, 0, η) is surjective. Thus the implicit function theorem tells us given w in a small neighborhood of the origin and T sufficiently large so that δ(T ) is small, there exists (φ(w), w, β (w)) in a small neighborhood of (0, 0, 0) solving (4.9). Now we know Q −1 (−D + Φ) = ∅. Let (φ, w, β ) be a solution. The differential is given by
which is surjective by the same argument. Thus −D + Φ is a regular value for Q. Now consider the projection of Q −1 (−D + Φ) to its third component and apply Sard-Smale theorem to get the genericity of existence of β . Since all operators have index 0, and the operators corresponding to z T have nontrivial kernal. Dimension counting gives us that the set of z T is discrete. Now the uniqueness of z T ∈ B T (z 0 ) for some T follows from the discreteness of the spectral curves of D + A T,s (X T , β T ).
Now we are ready to prove the splitting formula. . Since there are finitely many s l , we conclude that there is T 1 such that for all T > T 1 , {(s l , λ l )} is also a system of excluded values for the path (A T,s ).
For each T > T 1 , we get (a l (T ), b l (T )) as well as (a l (∞), b l (∞)) in the definition of periodic spectral flow in (4.4) . From the definition we know that a l (T ) is independent of the family of operators, thus independent of T . Let {z j }, j = 1, ..., b l (∞) be the spectral points of the operator D + Ao,s l (M ∞ , β o ) with length in between λ l and λ l+1 . By Lemma 4.19 there exists T l > 0 and l small enough such that for all T > T l , there is exactly one spectral point z j,T ∈ B l (z j ) for D + A T,s l (X T , β T + β T ). Note that there are finitely many s l , thus genericity of β T ensures us β T can be chosen uniformly for all s l with respect to a fixed T . This captures all spectral points of D + A T,s l (X T , β T ) with length in between λ l and λ l+1 , for otherwise one gets a sequence of spectral sequence converging to a invertible point z for D + Ao,s l (M ∞,βo ). Again finiteness of s l enables us to take T l to be uniform as T 2 . Thus we conclude that for any T > T 2 b l (T ) = b l (∞) is independent of T as well. Now invoke Lemma 4.11 to get rid of the dependence on the small perturbation β T we have chosen. This completes the proof.
Excision Principle over End-Periodic Manifolds
Originally the excision principle for Fredholm operators is only proved in the case when the excision part has compact closure. It will be useful for us to extend the excision principle to periodic Fredholm operators over end-periodic manifolds where the closure of the excision part is periodic but noncompact. For simplicity we work in dimension 4 with Dirac operators. The generalization to other first order elliptic operators are not hard with corresponding assumptions imposed.The argument we will use in this section is to modify the proof of the version from Charboneau's thesis [5, Appendix B] .
Let Z be a smooth Riemannian 4-manifold with periodic end modeled on W + = W 0 ∪ W 1 ∪ ..., i.e. one can decompose Z = M ∪ W + , where M is a manifold with boundary Y , each W i is a copy of a compact cobordism W : Y Y . Let's write X for the manifold obtained by identifying the two boundary components of W using the identity map. We refer X as the furled manifold of the end of Z. We denote by π : W + X the projection map.
Definition 5.1. For the sake of narration we fix our terminology for saying endperiodic.
(i) An end-periodic vector bundle E Z is a vector bundle restricting to the end of the form E| W + = π * E for some bundle E over X.
(ii) An end-periodic differential operator between two end-periodic bundles E, F over Z is a differential operator
restricting to the end D| W + = π * D for some differential operator D : In order to fit with our further applications, we want to refine our set-up a little bit more . Let
be a set of end-periodic data as above. We say the set of data is spin c , and has a codimension-1 overlap if it has the following form (i) The overlap is given by
where N Z is an embedded end-periodic 3-manifold. Moreover the metric restricts on the overlap has the form g| (−1,1)×N = dt 2 + h.
(ii) Z admits an end-periodic spin c structure s = (ρ, W ± ) with E = W + , F = W − . The restriction of the spin c structure on the overlap s| (−1,1)×N is the pullback of a spin c structure t over N . (iii) The differential operator is a Dirac operator
where A is a spin c connection on s. Moreover the operator extends as a Fredholm operator
Since N is end-periodic, it's given by the pull-back of an embedded 3-manifold N X in the folded manifold. We write Z T for the manifold obtained from Z by inserting a cylinder
Equivalently we can think of Z T as obtained from Z by deforming the metric g on the overlap. Thus we identify (Z, g T ) with (Z T , g). We denote the operator over Z T by D T . The folded manifold of Z T is denoted by X T . We also write
We write the operator on X ∞ as 
, are invertible for all z ∈ C * with length |z| = e δ , where ∇τ * is the algebraic operation given by the symbol of D coupled with τ . Remark 5.3. As we are dealing with Dirac operators, ∇τ * = ρ(dτ ) is given by the Clifford multiplication.
Given two sets of periodic spin c codimension-1 data:
is an end-periodic first order elliptic differential operator. Suppose the overlaps are identified as (−1, 1)×N ∼ = U 1 ∩V 1 ∼ = U 2 ∩ V 2 . Moreover on the overlap the operators
are identified as end-periodic differential operators and vector bundles. All the identification maps are smooth, periodic, and have uniformly bounded differential and inverse. Now we form another two sets of data by interchanging the decompositions:Z
where the new operators are defined bỹ
We say such two sets of data excisable ifD i , i = 1, 2, extends as Fredholm oper-atorsD Proof. Let's omit the stretching parameter T in the notation unless it becomes relevant. In the definition of the weighted Sobolev spaces we choose the weight functions τ 1 :
Thus we can form the obvious another two weight functionsτ 1 :
We choose square roots of partitions of unity (φ 1 , ψ 1 ) and (φ 2 , ψ 2 ) subordinate to (U 1 , V 1 ) and (U 2 , V 2 ) respectively to satisfy
Now we consider maps on the space of smooth functions
represented by multiplication of matrices
From the assumptions of (φ 1 , ψ 1 ) and (φ 2 , ψ 2 ), the maps are well-defined. Moreover it's straightforward to compute that
Similarly Ψ • Φ = 1. Thus Φ and Ψ are inverse to each other. Now we claim that both Φ and Ψ extend as bounded linear maps in L 2 -and L 2 1 -norms. To see we get bounded maps between L 2 spaces, one computes
As for boundedness between L 2 1 spaces, one has
Using the uniform bound on ∇φ i , ∇ψ i , φ i , and ψ i , i = 1, 2, we get
Thus
is a bounded zeroth order periodic operator supported on U 1 ∩V 1 ×U 2 ∩V 2 . SinceD is Fredholm, Φ and Ψ are bounded invertible maps on both L 2 and L 2 1 spaces, we know that ΨDΦ is Fredholm with ind D + K = indD.
Let's write K = (K ij ). One computes that
Since Clifford multiplication is norm-preserving and φ 1 , ψ 1 , |∇φ 1 |, |∇ψ 1 | ∈ [0, 1], we conclude
with C 11 independent of T . A similar calculation holds for other entries of K.
Since K is end-periodic, we write K for the corresponding operator on the folded manifold X. Consider the path of operators Q s = D + sK, s ∈ [0, 1]. From Lemma 5.2 we know that Q s is Fredholm if and only if the family of operators
is invertible for all z of unit length, where
From [12, Proposition 7.3] we know that there exists T 1 such that for all T > T 1 one has D −ln zτ is invertible for all z of unit length |z| = 1. Note that the operator norm K ≤ C 5 (T ) for some constant C 5 independent of T . Compactness of the unit circle guarantees us that there is T o > 0 such that for all T > T o the family of operators Q s,z are all invertible for s ∈ [0, 1], and |z| = 1. Thus Q s is a path of Fredholm operators. In particular
Remark 5.5. One can see that the proof goes through for other elliptic operators under the assumption (5.4) . The proof of Proposition 7.3 in [12] is completely analytical, makes no use of anything special about Dirac operators.
6. Surgery Formula 6.1. Surgery along Torus. In this section we will prove a surgery formula for the Casson-Seiberg-Witten invariant for a homology S 1 × S 3 with respect to surgeries along an embedded torus using the techniques developed in previous sections. We recall the set-up from Section 2.3.
Let (X, s, g) be a smooth oriented Riemannian spin c 4-manifold satisfying
ι : T 2 X be an embedded torus with im ι = T . Let 1 X ∈ H 1 (X; Z) be a fixed generator whose Poincaré dual is represented by an embedded hypersurface Y ⊂ X. We also require that T intersects Y transversely in a knot K = T ∩ Y . Then we decompose X = M ∪ N, where N is a regular neighborhood of T identified with D 2 × T 2 , M the closure of the complement of N . We write Y T := ∂M = −∂N which is a copy of T 3 . A collar neighborhood of Y T is identified with (−1, 1) × Y T . We choose the metric g on X so that it restricts as
where h is a fixed flat metric on Y T . Since N = D 2 × T 2 , we can choose the metric g so that g| N has nonnegative and somewhere nonvanishing scalar curvature. As what we have been doing for the former sections, we can stretch the collar of Y T to get (X T , g) for any T > 0. This is equivalent to deforming the metric to get (X, g T ). Recall that we write
We fix T o > 0 so that, for any T ≥ T o , the results of Theorem 4.17 and Theorem 5.4 hold. Note that we only assumed the metric is of product form in a neighborhood of Y T ⊂ X, but not a neighborhood of the generating hypersurface Y ⊂ X. Moreover the entire stretching process is only applied on Y T . Once we keep this in mind, we can fix T , and take the metric g at the beginning to be g T . Recall that one can perform (p, q)-surgery along T to get X p,q . We write X q = X 1,q for q = 0, and X 0,1 = X 0 . Their homology is given by
Recall that
where for each s 0 ∈ Spin c (X 0 ) SW(X 0 , s 0 ) is computed using the chamber specified by small perturbations.
Theorem 6.1. After fixing appropriate homology orientations, one has
As a corollary of Theorem 6.1 we can deduce the main result Theorem 1.1.
Proof of Theorem 1.1. When q = 0, this is the result in Theorem 6.1. For any q ∈ Z,
We denote by T q ⊂ X 1,q the image of T in X 1,q . Then with respect to the preferred framing of T q , the (1, 1)-surgery along T q ⊂ X q is X q+1 , the (0, 1)-surgery along T q is X 0 . Thus replacing X by X q and T by T q in Theorem 6.1 gives us the result.
The proof of Theorem 6.1 is divided into two parts: Proposition 6.2 and Proposition 6.3. The first part is to use the neck-stretching and gluing argument to compare the counting of irreducible monopoles. The second part is to use the techniques of periodic spectral flow and periodic excision principle to compare the index correction terms from λ SW (X 1 ) and λ SW (X). There are some extra terms coming out from those two steps. Those terms will eventually cancel, thus giving us the desired result. The same kind of cancellantion principle takes place in Lim's proof for the surgery formula of Casson invariant defined using Seiberg-Witten theory in [10]. 6.1.1. Counting Irreducible Monopoles. Recall that in Section 2.3 we have chosen an oriented basis for H 1 (Y T ; Z) as (µ, λ, γ) called the meridian, longitude, and latitude respectively. Now we form
where under the choice of basis above the diffeomorphisms φ 1 and φ 0 are given by the matrices
We put a metric g 1 on X 1 so that g 1 | M = g| M , g 1 | N is extended from ϕ * 1 h with nonnegative and somewhere positive scalar curvature. We can similarly get a metric g 0 on X 0 . Note that h, h 1 := φ * 1 h, and h 0 := φ * 0 h are all flat on Y T ∼ = T 3 . We choose a generic small perturbation β with supp β ⊂ M so that all three pairs (g, β), (g 1 , β) and (g 0 , β) are regular in the sense of Definition 2.1. Now we deal with the spin c structure on each piece. As before we write s for the spin c structure on X induced from a fixed spin structure. We write s M = s| M , s N = s| N . Let's write
Since we already assumed the stretching parameter T is large, the standard gluing theorem (c.f. [15] , [20] ) implies that that the counting of irreducible monopoles on X and X 1 are given by
The core of N embeds in X 0 as a torus of self-intersection 0, the adjunction inequality implies that the spin c structures s 0 ∈ Spin c (X 0 ) consist of those restricting to M and N as s M and s N respectively. Again the standard gluing theorem implies that the counting of irreducibles over X 0 with respect to all spin c structures are given by
Note that the intersections above are transverse due to Proposition 3.8. Now we proceed to put coordinates on χ(Y T ) and represent the above pieces as oriented manifolds inside. Let's fix the spin structures s, s 1 on X, X 1 respectively. We write A s and A s 1 for the corresponding spin connections. Now think of a spin structure as a homotopy class of a trivialization of tangent bundle over 1-skeleton that extends to 2-skeleton. Since the gluing maps preserve the images of the generator 1 X ∈ H 1 (X; Z) under the restriction maps to M and N , the spin structures s and s 1 agree on the 1-cell in the 1-skeleton dual to the images of 1 X . Moreover s| N differs from s 1 | N by a half twist on the other 1-cell in N . We identify the image of M in all surgered manifolds together with its boundary Y T = ∂M . Let A s | Y T = B s be the spin connection given by that on X. The coordinates on χ(Y T ) for any spin c flat connection B t is given by
. We write (x, y, z) for the coordinate map. Note that the gauge action is even: Since N = D 2 × T 2 , we conclude that the restriction of any flat connection on N on Y T has first coordinate x = 0. Thus the image∂ − (M 2 ) ⊂ χ(Y T ) is given by the plane
From the description for spin structures above, we know that Thus the images∂ −,1 (M 2 ) and∂ −,0 (M 2 ) are given respectively as
Note that when β = 0, P M = P 0 . We write the closure of∂ + (M 1 ) as R consisting of a finite number of curves transverse to P ∪ P 0 ∪ P 1 with end points in P M or {θ}. Without loss of generality we may assume y β > 0. We let B t s be the path of connections on P M given by Proof. From the description above we know the count of irreducible monopoles on X 1 , X 0 , and X are given respectively by the signed count of the intersections R ∩ P 1 , R ∩ P 0 , and R ∩ P.
The union of two planes P 0 ∪ P divides C(Y T ) into four quadrants Q i as the four quadrants in the (x, y)-plane multiplied by the z-axis. The two pieces of P 1 lie in Q 1 and Q 3 respectively as shown below, which we denoted by P 1,+ and P 1,− . We can similarly decompose P = P − ∪ P + , P 0 = P 0,− ∪ P 0,+ , P M = P M,− ∪ P M,+ .
Here we write the part of P 0 and P lying on the boundary of Q 1 as "+". The Kuranishi picture in Theorem 3.17 implies that R is transverse to P M as well. In particular the triple intersections R∩P i ∩P j = ∅. Denote by Σ = R∩P M ⊂ Q 1 ∪Q 2 the ends of curves, which splits into Σ = Σ − ∪ Σ + with Σ − ⊂ Q 2 , Σ + ⊂ Q 1 . Since P 0 ∩ Q 1 lies below P 1,+ , by choosing β small one can assure that Σ + lies below P 1,+ in the first quadrant. One can deform the planes P 1,± into the union P ∪ P 0 continuously avoiding the singular point. The deforming process is easily seen in the picture, so we don't bother to write down a formula. The time-s deformed plane is denoted by P 1 (s). We need to keep track of the intersection
Since away from θ R ∩ Q 3 is a regular curve, i.e. any of its components is either an oriented circle or any oriented arc ends on ∂Q 3 , and θ / ∈ P 1,− (s), thus in the third quadrant #R ∩ P 1,− = #R ∩ P − + #R ∩ P 0,− . For the intersection in the first quadrant we write Recall that the function f : X S 1 is chosen to represent the dual of the latitude γ, which restricts to C(Y T ) as the z-coordinate, thus the preimage∂ −1 + (P M,+ ) ⊂ M 1 is parametrized by the cylinder (6.7)
{A s − ln w · df : s ∈ [0, 1], |w| = 1}.
Note that from Theorem 3.17 the points A ∈∂ −1 + (Σ + ) are characterized by the property (6.8) F + A t = 2d + β and ker D + A = C, which are exactly the spectral points for the path D + As (M ∞ , β). Thus once the signs of each point in∂ −1 + (Σ + ) are identified, we can conclude that #Σ + = Sf D + As (M ∞ , β). Let (s t , w t ) be a local spectral curve through a spectral point (s 0 , w 0 ) with t ∈ (− , ). We write ln w t = u(t) + iv(t) ∈ C. Then the sign for counting periodic spectral flow at A(0) = A s 0 − ln w 0 · df is the sign ofu(0). On the other hand, inside C(Y T ) the plane P is oriented by the ordered basis (∂ y , ∂ z ). By requiring φ * 1 and φ * 0 be orientation-preserving, we conclude that P M is oriented by the ordered basis (−∂ x , ∂ z ) and P 1,+ oriented by (−∂ x + ∂y, ∂ z ). (6.9) 6.1.2. Comparing Index Correction. Now we complete the second half of the argument, which consists of a series of applications of the excision principle. Since X and X 1 have the same homology as S 1 × S 3 , we need to compare the difference of their index correction terms. The proof is a series application of the exicision principle on end-periodic manifolds. We explain here why we can choose metrics so that the assumption (5.4) holds in our case. From Theorem 10.3 in [12] , one can find a metric g on X + ∞ with g| (−1,1)×Y = dt 2 + h making a spin Dirac operator D + A (X ∞ , g) invertible if X is spin cobordant to to zero, and the associated spin Dirac operator D B (Y, h) is invertible. In the result below we will encounter several different Y 's, which are T 3 , S 3 , and S 1 × S 2 . We put the metrics on S 3 and S 2 × S 1 to have positive scalar curvature so that the invertibility of D B (Y, h) is satisfied. In this case X's are taken to be products S 1 × Y , which are clearly spin cobordant to zero due to vanishing of signature. When Y = T 3 , Lemma 3.5 tells us the spin Dirac operators D B (Y, h) have trivial kernel. In this case X is an integral homology S 1 × S 3 , which is also spin cobordant to zero. Once the metric g is chosen, the regularity of the pair (g, β) in (2.8) can be achieved by choosing a generic choice of the perturbation solely. Proposition 6.3. Let D + As (M ∞ , β) be the path of Dirac operators as in Proposition 6.2. Then (6.10) ω(X 1 , g 1 , β 1 ) − ω(X, g, β) = Sf D + As (M ∞ , β). Proof. Recall we have chosen a hypersurface Y ⊂ X representing Poincaré dual of the generator 1 X ∈ H 1 (X; Z) so that Y ∩ T = K is an embedded knot in Y . The preferred framing of T induces a framing on K ⊂ Y . We take a spin 4-manifold (Z, s) with boundary (Y, t) compatible with the spin structure on the periodic end (W + , s). We can require that K bounds a disk D K ⊂ Z. For example one first attaches a 2-handle H K with 0-framing along K on I × Y , then close the resulting spin boundary with a spin 4-manifold.
Let's form the spin manifold (Z + , s), and denote by A s the spin connection of the spin structure s on Z + . Now we remove a small 4-ball D 4 ⊂ Z centered at the center of D K . Let's consider two sets of excisable data Due to positivity of scalar curvature on S 4 andD 4 − we conclude (6.12) ind D + As,β (Z + ) = ind D + A s c ,β (Z c + ).
Let π : W + X be the covering projection. We write D c K = D K \D 4 for the punctured disk. Let N K be a tubular neighborhood of (−∞, 0] × S 1 ∪ D c K , and V K = N K ∪ π −1 (N ) ⊂ Z c + . In this way Z c + is decomposed into two pieces Z c + := U K ∪ V K . Note that the diffeomorphism φ 0 : ∂N ∂M lifts and extends to a diffeomorphismφ 0 : ∂V K ∂U K . Then we can form another spin c manifold Z c 0,+ = U K ∪φ 0 V K with one periodic end W 0,+ lifting X 0 and one cylindrical end S = (−∞, 0]×S 1 × S 2 . We denote the spin c structure on Z c 0,+ by s c 0 that extends the one induced from s 0 on the periodic end W 0,+ X 0 . Now form another end-periodic manifold
which inherits a spin c structures induced from the spin structure on V K . We denote byÃ s the spin connection (Ṽ K ,s). Then we apply the excision principle Theorem 5.4 over the two sets of periodic excisable data (Z c + = U K ∪ V K , D + As ) and (Ṽ K = −V K ∪φ 0 V K , D + As ) to get (6.13) ind It follows from (6.12), (6.14), and (6.16) that (6.17) ind D + As,β (Z + ) = ind D + As 0 ,β (Z 0,+ ). Note that the Dehn surgery on Y along K with coefficient 1 gives us the hypersurface representing Poincaré dual of the generator 1 X 1 ∈ H 1 (X 1 ; Z). Let K 1 ⊂ Y 1 be the image of a linking circle of K under the gluing map φ 1 . To distinguish with N , we denote by N 1 the image of N in X 1 after the gluing process. The complements of N ⊂ X and N 1 ⊂ X 1 are still identified as M . Then we run the argument in the paragraphs above again to (X 1 , s 1 ) instead of (X, s), i.e. take a spin manifold Z 1 with boundary Y 1 inside which there exists a disk bounded by K 1 , then we form Z 1 + = Z 1 ∪ W 1,+ , Z 1 0,+ = Z 1 0 ∪ W 0,+ etc. together with the spin structures to apply the excision argument to get (6.18) ind D + As 1 ,β (Z 1 + ) = ind D + A s 1 ,0 ,β (Z 1 0,+ ). Now we apply the usual excision principle to the two sets of excisable date (Z 0,+ = Z 0 ∪ W 0,+ , D + As 0 ,β (Z 0,+ )) and (Z 1 0 = Z 1 0 ∪ −Z 1 0 , D + A s,1 ,β (Z 1 0 )), whereÃ s,1 is a connection onZ 1 0 obtained by doubling the connection on Z 1 0 . The resulting formula is (6.19) ind D + As 0 ,β (Z 0,+ )+ind D + A s,1 ,β (Z 1 0 ) = ind D + A s,1 ,β (Z 01 0 )+ind D + A s,1 ,β (Z 1 0,+ ).
whereZ 01 0 = Z 0 ∪ −Z 1 0 , andÃ s,1 is the corresponding glued connection. SinceZ 1 0 admits an orientation reversing diffeomorphism and β is small, we conclude that (6.20) ind D + A s,1 ,β (Z 1 0 ) = 0.
By the Atiyah-Singer index theorem and another application of the excision principle (for example [18, Proposition 3.2]) we know that (6.21) ind D + A s,1 ,β (Z 01 0 )) = 1 8 (σ(Z) − σ(Z 1 )).
[18, Theorem 7.3] implies that
s is a path of flat connections from A s,1 | X 0 to A s 1 ,0 | X 0 . By construction A s,1 | M comes from the spin connection on X, A s 1 ,0 | M comes from the spin connection on X 1 . Since they are both flat and cylindrical in the neighborhood of Y T = ∂M ⊂ X 0 , their restrictions extend to flat connections over M ∞ . Moreover they are the two end points of the path A s as in Proposition 6.2. Thus we may take A 0 s | M = A s . Since N = D 2 ×T 2 admits metric of nonnegative and somewhere positive scalar curvature, Theorem 4.15 tells us that (6.23)
Sf D + A 0 s ,β (X 0 ) = Sf D + As (M ∞ , β). Combining (6.17) and (6.23) we conclude that (6.24) (ind D + As 1 ,β (Z 1 + ) + 
