Our implicit-solvent model for the estimation of the excess chemical potential (or, equivalently, the activity coefficient) of electrolytes is based on using a dielectric constant that depends on the thermodynamic state, namely, the temperature and concentration of the electrolyte, (c, T ).
I. INTRODUCTION
The Helmholtz free energy (G) cost of inserting an ion (of species i) into an electrolyte at a given pressure (p) and temperature (T ) is called chemical potential and defined as µ i = ∂G ∂n i p,T,n j,j =i ,
where n i is the quantity of the inserted matter (it can be a mole or just a single particle).
In general, the free energy cost of bringing the particle from vacuum is considered; in the case of electrolytes, however, the reference point is the infinitely dilute electrolyte (c → 0, where c is the concentration), e.g. the limiting case of pure solvent (usually, water). This 
where µ 0 i (T ) is a reference chemical potential independent of the concentration (specifically, this is the chemical potential when kT ln c i + µ EX i = 0), k is Boltzmann's constant, and c i is the concentration of species i (for NaCl, considered here, c + = c − = c; subscripts + and − refer to cations and anions, respectively).
The central question of numerous theoretical and experimental studies is that how does the chemical potential depend on the concentration, c, and temperature, T , of the electrolyte.
This question is reduced to the concentration and temperature dependence of the excess chemical potential or its multiplicative counterpart, the activity coefficient
which is a traditional variable in physical chemistry.
Measuring the individual excess chemical potential, however, is not trivial. One cannot put a mole of ions into an electrolyte without also bringing the counterions. Determining the excess chemical potential from measurements of electrical potentials using electrochemical cells is also problematic due to the appearance of the liquid junction potential at the boundary of the two electrode. Whether it is just a practical problem or whether it undermines the whole concept of the individual excess chemical potential is still the subject of heated debates [1] [2] [3] [4] [5] [6] [7] [8] . From our part, we consider µ EX i as a thermodynamically well-defined quantity that can be computed straightforwardly in computer simulations and theories (you can insert an individual ion into a simulation cell). Recent experimental papers suggest that it can be appropriately measured using ion-selective electrodes (see the papers of Wilczek-Vera et al. 2 ,4,9 and references therein) or an ionic liquid salt bridge 10 .
In the present paper, however, we evade this minefield by considering the mean excess chemical potential defined as
for a 1:1 electrolyte such as NaCl studied here. The mean activity coefficient is
These quantities can be measured accurately 11 .
The measurements show a nonmonotonic concentration dependence of µ EX ± (c) for a given temperature: increasing the concentration from zero it decreases from zero with a slope obeying the Debye-Hückel (DH) 12 limiting law, reaches a minimum at a large concentration, then increases again as the concentration approaches saturation. The basic reason of this phenomenon is that the interactions of the inserted ion with its surrounding change as more and more ion is added to the solution. The question (also addressed in this paper) is this:
what is the nature of these interactions?
The classical theory is the DH theory that considers the ions as point charges and computes their interaction with the mean field of the ionic cloud around them. One major problem with this picture was understood from the beginning: ions are not point charges;
they have finite size. Several modifications of the DH theory have been proposed that usually introduced various size parameters; their discussion can be found in standard books 11, 13, 14 .
A recent approach by Fraenkel also uses the DH theory as a starting point [15] [16] [17] [18] [19] [20] .
The other problem with the DH theory lies in its mean-field nature. The solution of this problem arrived with modern statistical mechanical theories (including molecular simulations) and fast computers. The most famous of such theories (due to its relative simplicity and accuracy) is the Mean Spherical Approximation (MSA) 21 . The nonmonotonic behavior of the µ EX ± (c) function has been studied in several papers using this theory [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . Computer simulations [32] [33] [34] [35] [36] and other theories 25, [37] [38] [39] [40] have also been used. We will discuss these works in the Discussion in detail.
The common aspect of these studies is that they use a well-specified microscopic model for the electrolyte. These models can be divided into two major classes on the basis of the modeling level of the solvent. Solvent molecules can be modeled explicitly (see Discussion) or implicitly by replacing them with their dielectric response. The implicit solvent approach is used in the Primitive Model (PM) of electrolytes, where the ions are represented as hard spheres with point charges in their centers (the charged hard sphere model). The interparticle potential acting between two ions of species i and j is given as
where z i is the valence of ionic species i, e is the elementary charge, 0 is the permittivity of vacuum, r is the distance between the ions, and d ij is the distance of ions of species i and j at contact position. (c, T ) is the dielectric constant of the surrounding medium, which is the whole electrolyte instead of just the solvent. Also, it depends on the thermodynamic state, (c, T ). This is the main point of this paper. The statement that the PM potential is additive means that the Lorentz-Berthelot mixing rule is applied for the diameters:
with R i being the ionic radius. Computer simulations provide exact thermodynamic quantities apart from system-size errors and statistical noise, while theories always contain some kind of approximation.
There is, however, a common problem with the papers based on the PM [22] [23] [24] [25] [26] [27] [28] [29] [30] [32] [33] [34] [35] [36] 40 independent of the fact whether the authors used theory or simulation. The experimental trend of µ EX ± (c, T ) at fixed T could be reproduced only if they used ions with very large radii. Depending on the method, model, and fitting procedure used by the authors (see Discussion), ionic diameters in the range 2.6-3.9Å was proposed for Na + (as opposed to the 1.9Å Pauling diameter) in order to reproduce the experimental behavior of µ EX ± (c, T ) at 25 • C. In this picture, the excess chemical potential is just the result of ion-ion (II) interactions, because it assumes that the interaction of the ion with the water molecules (IW) remains unchanged as the concentration is increased. As a result, the IW term is constant for a given temperature and does not appear in µ EX i since it is the same at infinite dilution and at concentration c. Formally, the excess chemical potential can be divided into an electrostatic (EL) and a hard sphere (HS) part:
corresponding to the Coulomb interaction and volume exclusion; the two parts of Eq. 7.
The HS part was large enough to produce the upswing part of µ EX ± (c) only using large ions. The common explanation is that the large size of the ion models the strongly correlated hydration shell around the ion. The increased ionic radius was termed as "solvated radius".
In our previous study 41 , we pointed out the major problems with this picture and provided an alternative approach. This practically corresponds to a change in the solvation free energy.
(2) The other problem lies in the concept of "solvated radius". The "solvated radius" makes sense in situations, where the hydration shell of the ion remains intact. The fact, for example, that the diffusion constant of smaller ions is larger is commonly explained by that the water molecules around the smaller ions are more strongly bound to the ion so the ion together with its hydration shell experiences stronger friction. This is a reasonable picture for this case, where other ions do not bother the hydration shell. In the calculation of the excess chemical potential, however, this is not the case. The dominant interaction term in
is the cation-anion interaction, which is attractive and, on average, stronger than the interaction between like ions. Cations and anions, on the other hand, can approach each other at contact position without a water molecule between them as shown by molecular dynamics (MD) simulations [54] [55] [56] [57] [58] [59] [60] [61] . This is obvious because the cation-anion interaction is stronger than the ion-water interaction. To forbid the configurations of the contact positions from the statistical sample of the phase space with an artificial "solvated radius" is a bad idea, because these are important configurations with large statistical weights (low energy).
Our solution to these problems is twofold. We suggested using (1) a concentrationdependent experimental dielectric constant and (2) Pauling radii of the "bare" ions. This approach requires the inclusion of the IW term in the excess chemical potential,
because the interaction energy of an inserted ion changes (with respect to the infinitely dilute solution) not only because its interaction with the other ions changes, but also because its interaction with the surrounding solvent with a smaller dielectric constant changes (II+IW model). Our approach implies that the explanation of the nonmonotonic behavior of µ EX i (c) is not only the balance of the EL and HS terms, but primarily the balance of the II and IW terms. Our model was able to reproduce the nonmonotonic behavior qualitatively without using any adjustable parameters. We use only experimentally well-established parameters in our model: Pauling radii, experimental dielectric constant, and experimental solvation energy.
In this paper, we further analyze the effects of these parameters on the example of NaCl.
We show results for Shannon-Prewitt 62 ionic radii (in addition to the Pauling radii 63 ) and for experimental dielectric constant data from various sources 64, 65 . Additionally, we analyze the effect of temperature on the results and propose using experimental (c, T ) data with the Pauling radii independent of temperature. These results also support our II+IW model.
The next section describes our methods to compute the II and IW terms. The Results section contains results for c-dependence at 25
• C and for T -dependence for different concentrations. The paper is concluded with a detailed Discussion of our results in relation to other studies.
II. CALCULATION OF THE II AND IW TERMS A. Calculation of the II term
The II term has been calculated with the Adaptive Grand Canonical Monte Carlo (A- the thermodynamic parameter, (c, T ) (for NaCl, z + = 1 and z − = −1). We emphasize that the radii of the "bare ions" (independent of c and T ) were used for R i and experimentally measured values were used for (c, T ).
B. Calculation of the IW term
The IW term has been estimated with Born's treatment of solvation 68 . In this theory, the solvation free energy, ∆G s i , is assumed to be equal to the electrostatic energy change of the inversion of a spherical ion of radius R B i in the continuum of dielectric constant (c, T ) and is given as
The IW part of the excess chemical potential is defined as the difference in the solvation free energy of the concentrated and dilute solutions:
where ∆G
is the experimental solvation (hydration) energy for temperature T . It is important to note that the radius R B i (the Born radius) does not have to be the same as R i used in the calculation of the II terms (an unnecessary assumption made by Abbas et al. 35 ). The Born radius is T -dependent. It is obtained from Eq. 11 by writing it up for the case of infinitely dilute electrolyte:
Expressing R B i (T ) from Eq. 13 and substituting into Eq. 12, we obtain an expression for the IW term that contains only experimental parameters: 
III. RESULTS
All that remains is to find experimentally well-established data for R i , ∆G s i (T ), and (c, T ). We show results for the concentration-dependence at T = 298.15 K, so functions without T in the argument refer to this temperature, for example, µ EX i (c) and (c). Also, functions without c in the argument refer to infinite dilution, for example, w (T ) and ∆G s i (T ).
A. Concentration dependence
Effect of solvation free energy
The solvation free energies for T = 298. 15 
agreed with the data of Nörtemann et al. As c increases, the II term decreases steeply towards more negative values monotonically.
This decrease is due to two effects. (1) As the concentration increases, the cations and the anions are closer to each other on average, so the average attractive interaction between them is deeper. (2) As the concentration increases, the dielectric constant decreases (see Fig. 1 ), so the Coulomb interaction between cations and anions is less screened (we divide by a smaller number in Eq. 7). Both of these effects decrease the ES part (see Eq. 9) with increasing c. Using the Pauling radii, the HS part is not able to balance this continuous decrease.
There is, however, the IW part that is positive and increases with increasing concentration. This increase is due to the increasing solvation penalty that one pays during bringing an ion from the infinitely dilute solution ( w = 78.45) to the concentrated solution ( (c)). The sum of the II and IW components (EX curves in Fig. 2 ) is nonmonotonic. The agreement with the experimental data is quantitative for relatively low concentrations (c < 0.5 M, Fig. 2b ), while it is qualitative for larger concentrations (Fig. 2a) . We judge the agreement satisfactory given that we do not use adjustable parameters in our model. The agreement is better with the newer dielectric constant values. (Fig. 2a) , while underestimates them for c < 1 M (Fig. 2b) .
These results imply that the constant-approach cannot reproduce the trend of the experimental curve. We can fit the ionic radii at whatever concentrations, it would not work well at other concentrations. The II+IW approach, on the other hand, works properly in the low-concentration range without any adjustable parameter. This agreement is especially rewarding (Fig. 2b ), because any model should work well in the "easy" cases (low concentrations) and have problems in the "hard" cases (high concentrations). We feel that the excellent agreement with experiments in the low concentration range is an important support for our model.
We can draw conclusions about the effect of the dielectric constant if we plot the curves as functions of . Figure 3 shows the II, IW, and EX curves for three fixed concentrations 
Effect of ionic radius
The choice of the values proposed by Pauling 63 for the radii, R i , of the "bare ions" in the calculation of the II term using the PM potential (Eqs. 7-8) is a natural one. There are, however, other choices. The Shannon-Prewitt radii 62 , for example, are slightly different from the Pauling radii (see Table I ).
We performed calculations for the II terms using both the Pauling and the Shannon- Table I ). Although the Na + and Cl − radii are quite different, their sums are close in the two cases. The d +− distance, on the other hand, is a dominant parameter in the calculation of the II term, because it determines the distance of closest approach for the Na + -Cl − pair. to prevent Na + ions from approaching each other at contact. In the Cl − -Cl − case, on the other hand, these two values are similar due to the weaker repulsion between Cl − ions and the fact that the hydration shell of Cl − ions is less stable than the hydration shell of Na The results for the EX curves obtained from the A-GCMC simulations using these d ij values are shown in Fig. 4 with magenta diamonds. Interestingly, these calculations provide better agreement with experiments at large concentrations, but ruin the good agreement at low concentrations. Drawing more far-reaching conclusion would require calculations for more electrolytes beyond NaCl.
B. Temperature dependence
The temperature dependence of the activity coefficient was not considered in our previous paper 41 ; it is computed on the basis of the II+IW model for the first time in this work. In order to perform these calculations, we need the temperature dependence of the physical quantities ∆G s i (T ) and (c, T ) (the Pauling radii are used to simulate the II term in this section). 
Effect of dielectric constant
As far as the dielectric constant is concerned, the effect of temperature can be introduced into our calculations in three different ways.
We fix the dielectric constant at the value = 78.45 (the value for water at room temperature; filled square in Fig. 6 ). The IW term is zero in this case. The II term is influenced by temperature through the acceptance probabilities of the MC moves.
We use the T -dependent dielectric constant of water, w (T ), for which solid, reliable data are available 11 . We assume that the dielectric constant does not depend on concentration (open squares in Fig. 6 ). The IW term is zero in this case too. The II term is influenced not only by T in the acceptance probabilities of the MC moves, but also by the changing w (T ) in the denominator of Eq. 7.
We can take into account the dependence of the dielectric constant on both temperature and concentration, (c, T ). Experimental data for (c, T ), however, are very scarce. For concentrated electrolytes, we found data in the work of Helgeson and In Figure 6 , the experimental data are shown as symbols, while the curves represent interpolations/extrapolations. We fitted second order polynomials to the experimental data for c → 0 and c = 1 M using the following equation
We accepted the data of Buchner et al. 65 We emphasize again that the II+IW theory provides these results using only experimental input without using adjustable parameters. The experimental input for the T -dependent dielectric constant is limited; more data are needed for a more elaborated study based on the II+IW model. The conclusion that the results for the T -dependence also support the II+IW model, however, can be drawn even from these limited set of calculations.
IV. DISCUSSION
The main strength of our model, in our opinion, that it gives a qualitative explanation for the nonmonotonic concentration dependence of the activity coefficient of electrolytes without using any adjustable parameter. It reproduces the temperature dependence too.
All the parameters we used in our work were either microscopic parameters of the PM model (ion charge and radius), or thermodynamic parameters that have well-defined values in the thermodynamic state point. Our thermodynamic state point is defined by the temperature, T , and concentration, c. The pressure does not appear explicitly in our calculations; its effect enters our formalism implicitly through the solvation free energy and the dielectric constant.
Our agenda is that if a macroscopic physical quantity depends on the state point, it should be reflected in the calculations. In particular, it is an experimental fact that the dielectric 23, 26 . A concentration-and temperature-dependent dielectric constant was used by López-Pérez et al. 31 , but (c, T ) was an adjustable parameter in their MSA study.
These fits sometimes gave peculiar results. For example, the dielectric constant of water (c = 0 M) is larger than 90 and increases with concentration in the work of Triolo et al. 23 . Furthermore, the concept of a concentration-dependent ionic diameter was also used in some of these studies 24, 26 . López-Pérez et al. 31 went further; they studied temperature and concentration dependence using MSA and assumed concentration-and temperaturedependent cation radius. We prefer if the thermodynamic state (concentration) enters the calculation through macroscopic parameters ( ) rather than through microscopic parameters.
In any case, the IW term was ignored in these calculations.
The experimentally motivated concentration-dependent dielectric constant was proposed by Fawcett et al. [28] [29] [30] . They used the measurements of Barthel et al. 64, 69 and the MSA theory of Simonin et al. 26, 27 in the framework of the RPM, but the IW term was ignored by them too. In other works, they built ionic association into their model 29, 30 .
There are two notable exceptions where the IW term was taken into account. Inchekel et al. 40 applied an extension to the Cubic Plus Association equation of state for electrolytes using several free energy terms with many adjustable parameters. They found that the two dominant terms are those corresponding to our II and IW terms, although computed differently. They used MSA for the II term, while they interpreted the Born term (Eq. 11)
as a Gibbs free energy and obtained the chemical potential by differentiation. The relation of the II and IW terms (II large negative, while IW large positive), however, is very similar to our results (see Fig. 1 of their paper).
Abbas et al. 35 used practically the same formalism for the IW term that we used. To obtain the II term, they applied canonical MC simulations with Widom's particle insertion The above discussion clearly shows the variability of fitting procedures. Therefore, we have been pursuing a theory that is able to explain the molecular mechanisms behind experimental behavior instead of reproduce the experimental data perfectly through fitting.
We think that there is merit in reproducing experimental data (even qualitatively) without adjustable parameters. Our formalism can also provide the individual activity coefficients, γ i . Our results for γ i agree with experimental trends too although experiment data are less unambiguous for the individual activity coefficient compared to the mean activity coefficient. These results (to be be reported in a subsequent work) also support the II+IW model.
The success of our approach at low concentrations and its relative inaccuracy at high concentrations reminds us of the limits of the implicit solvent approach. A more comprehensive understanding of the molecular processes governing the behavior of electrolyte solutions can be obtained using explicit water models. Such studies have been available for a while us- to compute the activity coefficient. All these workers used various force fields for water (SPC/E or TIP3P) and ions. The effect of the force fields has been thoroughly studied by
Zhang et al. 60 . They found that the computed activity coefficients are very sensitive to the chosen force field. This result signifies the main drawback of explicit solvent MD simulations: the force fields are not calibrated thoroughly enough. Another problem is that these simulations are prohibitive for low concentrations. Implicit and explicit solvent approaches, in this respect, complement each other.
