Abstract
INTRODUCTION
Massively parallel, distributed memory, concurrent computers are playing an increasingly important role in large scale scientific computing, and in particular are the primary target machines for "Grand Challenge" applications. In addition, massively parallel computers are also beginning to be more widely used in production engineering environments, and to a somewhat lesser extent in the business and finance sectors. A number of key software technologies are helping to accelerate the more widespread use of massively parallel computers in these areas. These include the development of parallelizing compilers, parallel language extensions such as Fortran D [l] and High Performance Fortran, support for parallel constructs and operations, such as guard layers and object migration, and a variety of tools for debugging, and visualizing/analyzing performance on massively parallel computers.
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Knoxville, TN Another important and active research area is the development of re-usable software for multicomputers in the form of libraries and "tool-kits" [2, 3, 4] . We are currently building a software library for performing dense and banded matrix computations on multicomputers. This library, named ScaLAPACK, will be fully compatible with the LAPACK library for vector and shared memory computers [5, 6, 7, 8] and is designed to be used within Fortran D and High Performance Fortran programs. ScaLAPACK is based on parallel algorithms that are scalable on current multicomputers, such as the Intel Delta and Paragon machines and the CM-5, and on future machines of similar design. The next section discusses what is meant by scalability in the context of our work. We expect that the same techniques used to ensure scalability on these machines will also help in implementing the library efficiently on machines with logically shared memory, such as the KSR-1 and Tera computers.
Much of the work in implementing ScaLAPACK has involved the consolidation of previous work on parallel dense linear algebra algorithms, although some new algorithmic issues have arisen in the course of the work. Most of the new ideas incorporated into ScaLAPACK are concerned with general design issues directed at ensuring that the library is robust, generalpurpose, flexible, scalable, and easy to use. These issues will be discussed in Section 3.
In Section 4 we investigate the performance of a right-looking variant of the LU factorization algorithm on the Intel Delta multicomputer. In particular, we show how the performance of this ScaLAPACK routine depends on the data decomposition, and demonstrate its scalability.
We expect ScaLAPACK to be used in computations that, use the boundary element method, such as the two-dimensional elastodynamics problem men-tioned in Section 5, and in large-scale electromagnetic scattering problems. In addition, some of the routines will serve as building blocks for libraries for sparse solvers that are also currently under development.
SCALABILITY
According to Gupta and Kumar [9] a parallel algorithm is scalable if the concurrent efficiency can be held constant as the number of processors increases by increasing the problem size. The concurrent efficiency is defined by Np is the number of processors, N is the problem size, T ( N , Np) is the time to solve a problem of size N on Np processors, and TSeq(N) is the time to solve the same problem on a single processor using the best sequential algorithm. Many parallel algorithms, particularly dense linear algebra algorithms, are parallelized versions of the best sequential algorithm, so that floating point operations performed in the parallel and sequential codes are the same. Assuming the floating point operation count dominates the performance of the sequential code, then the performance of the parallel code can be expressed as where tcalc is the time to perform a floating point operation on a processor. Thus, the performance per processor is just proportional to the concurrent efficiency.
In order to give a clear idea of what we mean by "scalability" we will now introduce the isoefficiency function, p,(N,), which is defined to be the problem size necessary to maintain some fixed efficiency, The scalability of a parallel algorithm can be assessed by plotting the isoefficiency function for different values of E , that is by plotting curves in the (Npr N ) plane on which E is constant. On any particular machine we are usually interested how an algorithm scales within a "window" in the ( N p , N ) plane. This is shown schematically in window is bounded to the right by the number of processors in t k parallel machine, below by the size of smallest problem of interest, and to the left and above by either thc memory size per processor or runtime considerations. For some algorithms there may also be an upper bound on the problem size imposed by considerations of stability and/or accuracy. In Figure 1 we have assumed that the memory requirements scale linearly with the problem size. The runtime bound turns over as Np increases as the concurrent efficiency falls off.
In designing an algorithm for a scalable library we seek one that is scalable within the windows of interest of as large a set of machines as possible. It should be noted that scalability studies conducted on small machines are of little use if the problem sizes considered are below the minimum size of interest. In the absence of an accurate performance model it is not valid to infer that an algorithm that scales well on one machine will also scale well on another machine, or even on the same machine for a larger number of processors. It. is also important to note the distinction between good scalability and high efficiency. Suppose we have two algorithms with the same order of computational complexity that perform the same task. Algorithm 1 is efficient and scalable for some number of proces- 
DESIGN ISSUES
The main design goals of the ScaLAPACK library are that it should be robust, general purpose, flexible, scalable, and easy to use on a broad range of MIMD distributed memory concurrent computers. In general, scalability is enhanced by ensuring good load balance, and by minimizing interprocessor communication costs. This latter goal can be achieved by reducing the number of messages sent, reducing the message volume, and by overlapping communication and computation whenever possible. In many cases there are tradeoffs between load imbalance and communication costs, and these tradeoffs, and hence the performance and scalability of a parallel code, depend on the layout of an application's data within the hierarchical memory of the concurrent computer. On shared memory concurrent computers the software package LAPACK seeks to make efficient use of the hierarchical memory by maximizing data reuse, i.e., on a cache-based computer by avoiding having to reload the cache too frequently. LAPACK does this by casting linear algebra computations in terms of block-oriented, matrixmatrix operations known as the Level 3 BLAS [lo] whenever possible. This approach generally results in maximizing the ratio of floating point operations to memory references, and reuses data as much as possible while it is stored in the highest levels of the memory hierarchy (for example, vector registers, or highspeed cache).
An analogous approach has been followed in the design of ScaLAPACK for distributed memory machines. By using block-partitioned algorithms we seek to reduce the frequency with which data must be transferred between processors, thereby reducing the fixed startup cost (or latency) incurred each time a message is communicated. An example of a block-partitioned algorithm is given in Section 4.
In decomposing a block-partitioned matrix over the processors of a concurrent computer it is natural to distribute the blocks as indivisible units. In general, a vector of data items can be decomposed by mapping the processors to a linear sequLiice and assigning the item with global index m to the pth processor in the sequence, where it is stored in a vector with local index i. This can be expressed by means of a then the block with global index (m, n ) is assigned to the processor at location ( p , 4) of the template, where it, is stored at location (i, j ) in a local block-partitioned matrix. Thus, p and v decompose the row index set and the column index set, respectively.
Linear algebra computations often involve the elimination of rows and/or columns as the algorithm progresses. To ensure good load balance in such cases we use the cyclic decomposition in which the data items assigned to a processor are separated by a fixed stride in the vector to be decomposed. Thus, we restrict ourselves to mappings of the form
where R is the number of processors over which the vector is decomposed ( P in the case of p , and Q in the case of v). This way of decomposing a blockpartitioned matrix s referred to as a block cyclic decomposition. Examples are given in Figure 2 .
The block cyclic decomposition is parameterized by 4 quantities, r , s, P , and Q, and a wide range of decompositions can be achieved by varying these parameters. However, in some cases nonsquare blocks can result in more complicated parallel algorithms, and give rise to additional sources of overhead. For example, in the LU factorization algorithm discussed in Section Examples of block cyclic decompositions for matrices of size M x N elements. Each numbered square is a block of r x s elements, with the number indicating the processor to which that block is assigned. The template is P x Q processors. The shading is used to emphasize how the template tiles the matrix and has no other significance.
The routines in the LAPACK library are mostly based on the Level 3 BLAS. Thus, we are using distributed memory versions of the Level 3 BLAS as building blocks for the ScaLAPACK library. An important aspect of this approach is that all communication is performed within these distributed Level 3 BLAS so that the upper level source code for a ScaLA-PACK routine is identical to that of t h e corresponding LAPACK routine. This feature enhances portability between distributed memory, shared memory, and vector computers. Users can also use the distributed Level 3 BLAS as a toolkit with which to construct concurrent algorithms not provided in ScaLAPACK.
Another advantage of the distributed Level 3 BLAS is that very often they require each processor to sequentially execute a Level 3 BLAS routine. For example, the parallel matrix multiply algorithm consists of a series of steps in each of which each processor multiplies two local matrices by a call to the routine DGEMM. Since highly optimized assembly-coded versions of the sequential Level 3 BLAS already exist on most processors we can take advantage of these in the concurrent versions. Other techniques used to optimize the performance of the distributed Level 3 BLAS include overlapping of communication and calculation where 795 .
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possible, and the use of assembly-coded routines for packing and unpacking message buffers. ScaLAPACK will also include a set of Basic Linear Algebra Communication Subprograms (BLACS) for performing different collective communication tasks. These include transforming between different block cyclic decompositions, broadcasting data over rows and columns of the processor template, and performing matrix transposes and circular shifts of arrays.
RESULTS
In this section we describe the ScaLAPACK version of the block-partitioned right-looking variant of the LU factorization algorithm, and present performance and scalability results for runs performed on the Intel Touchstone Delta system. The distributed LU factorization algorithm is similar to that implemented on the Intel iPSC/SSO and Delta multicomputers by van de Geijn [ll] . Given a square matrix, A , of Mb x Mb blocks, each consisting of r x P elements, the algorithm generates the factorization A = Lu in h'fb steps, where U is an upper triangular matrix and L is a lower triangular matrix with 1's on the diagonal. The algorithm is readily extended to the case of nonsquare matrices. 
do a rank-r update on the trailing submatrix E , replacing it with
In general, each of these three phases involves interprocessor communication. When factoring B only the P processors in a single column of the processor template are involved in the computation, giving rise to load imbalance. For each of the P columns in turn the pivot is found by first having each processor locate a pivot candidate. We can regard the r elements in the panel row containing the pivot candidate and the index labeling that row as comprising a data structure, . . After factoring B , the panel is pipelined across the processor template. The Q processors containing the horizontal panel C can then solve the lower triangular system LoUl = C to find U1 which is then broadcast down the columns of the template using a spanning tree algorithm. Each processor then performs the rank-r update with no further communication being required.
Initial experiments investigated the optimal block size, r , and showed that over a wide range of problem size and processor template configurations a value of r = 5 is close to optimal. This is in agreement with the earlier work of van de Geijn [ll] . In all of our subsequent experiments a block size of r = 5 was used.
We next consider how performance depends on the configuration of the processor template. For a given number of processors an increase in the number of rows, P , in the processor template decreases the amount of computation per processor in the panel factorization, but increases that in the triangular solve phase. Thus, if the communication time were negligible the optimal aspect ratio, P / Q , of the processor template would equal the ratio of the sequential computation times of the panel factorization and triangular solve phases. The actual optimal aspect ratio depends on the communication characteristics of the hardware, and the extent to which communication can be overlapped with computation. We measured the performance for a number of different processor template configurations and problem sizes and found that an aspect ratio, P / Q , of between 1/4 and 1/8 to be optimal, and that performance depends rather weakly upon the aspect ratio, particularly at large grain sizes.
Some typical results are shown in Figure 4 for 256 processors, which shows a variation of less than 20% in performance as P / Q varies between 1/16 and 1, for the largest problem. Measured times were converted to gigaflop/s by assuming an operation count of 2 M 3 / 3 , where M is the size of the matrix. Figure 5 shows the performance as a function of problem size for differing numbers of processors. In all cases the block size is r = 5, and we plot results for the processor template that gave the best performance for a given number of processors. The highest performance of 11.8 Gflop/s was attained for a 8 x 64 processor template and a matrix size of M = 26000. This is close to the value of 14 Gflop/s reached by van de Geijn's implementation for a slightly smaller problem ( M = 25000). We expect to be able to optimize our implementation further. The results in Figure 5 can be used to assess the scalability of our distributed block LU factorization algorithm. As discussed in Section 2, the scalability of an algorithm can be investigated by plotting isoefficiency curves in the ( N p , N ) plane. To do this we must determine for a given number of processors the problem size that will result in a specified efficiency. This is rather difficult to do in practice, and usually involves measuring the efficiency for a grid of ( N p , N ) configurations and interpolating. A more convenient approach is to look at how the performance per processor degrades as the number of proccssors increases for a fixed grain size, i.e., by plotting isogranularily curves in the ( N p , G) plane, where G is the performance in gigaflop/s. From Equation 2 it is apparent that scalability can readily be assessed by the extent to which the isogranularity curves differ from linearity. The data in Figure 5 can be used to generate the isogranularity curves shown in Figure 6 which show that on the Delta system the scalability starts to degrade for granularity g < 0.195 x lo6. Since g = N / N p = M 2 / N p , this corresponds to a matrix size of M = 10000 on 512 processors.
APPLICATIONS
According to a survey into the use of large dense linear system solvers by Edelman [12] these systems mostly arise in the solution of boundary integral equations. Such equations are solved using the boundary element method (BEM). BEM is used, for example, in fluid dynamics computations in the aerospace industry [13] , in electromagnetic scattering computations of radar cross-sections [14] , in studies of crack propagation [15] , and in modeling the scattering and transmission of elastic waves in geometries containing multiple cracks [16] . In general, the elements of the coefficient matrix are complex. The LU factorization routine from the ScaLAPACK library has been used by Flanery and Gray to solve a two-dimensional elastodynamics problem using BEM on a 128-processor Iiitel iPSC/SSO hypercube [17] . The goal of this work is to use seismic waves as a diagnostic tool for understanding t,he process of in situ vitrificatioii, a potentially important technology for remediating hazardous waste sites. The most complex test problem involved the scattering of elastic waves from an array of cylinders, resulting in a relatively small 2048 x 2048 coefficient matrix. Much larger problems will be considered in the future, with three-dimensional simulations of this type leading to dense matrices of dimensions exceeding 100,000. In the code of Flanery and Gray the assembly of the coefficient matrix is a perfectly parallel operation, while the evaluation of the single righthand side requires some local communication. Performance studies are underway and will be reported in [17] .
Concurrent BEM codes use the top level routines of the ScaLAPACK library, but we also expect the distributed Level 3 BLAS to be used as a toolkit to build routines not provided in ScaLAPACK. For example, Sorensen and Vu [18] are using the concurrent version of DGEMM to perform a distributed matrixmatrix multiplication in their largescale sparse eigensolver code.
CONCLUSIONS
In developing the ScaLAPACK library for performing dense and banded matrix computations on distributed memory concurrent computers two key design decisions have been made.
1. Distributed versions of the Level 3 BLAS are used as building blocks, and all interprocessor communication is hidden within these routines.
Above the level of the Level 3 BLAS most of the ScaLAPACK code is identical to that of the corresponding LAPACK code for sequential and shared memory machines. By formulating computations in terms of Level 3 BLAS routines the number of messages, and hence the communication latency, is reduced.
2.
The block cyclic decomposition scheme is used to distribute the data. This is simple, but sufficiently general-purpose for most applications, and is parameterized by the block size, r x s elements, and the number of processors, P and Q, in each direction of the processor template. If desired, the user can experiment with these parameters to optimize an application on a particular machine. For certain algorithms, such as in our LU factorization code, we impose the additional requirement that the blocks be square in order to reduce the complexity of the software and communication costs.
We also intend to provide an optional object-based interface to the ScaLAPACK routines will make the library easier to use, and interface naturally with future parallel object-oriented languages. The object-based interface to ScaLAPACK treats matrices as objects. Each matrix is actually a data structure that not only contains a pointer to where the matrix elements are stored, but also contains a complete description of how the matrix is layed out in the hierarchical memory of the concurrent computer. Thus, matrices are passed to ScaLAPACK routines by descriptor, as in CM Fortran, and once the data decomposition has been specified the user does not need to refer to it again when calling ScaLAPACK routines.
A distributed LU factorization algorithm that uses the distributed Level 3 BLAS routines and a square block cyclic decomposition has been implemented on the Intel Delta system. The performance attained is comparable with that obtained with hand-optimized code. Furthermore, our LU factorization algorithm exhibits good scalability on the Delta system if more than about 20% of each processor's memory is utilized.
Future work will focus on completing the implementation of the distributed Level 3 BLAS routines, and developing the object-based interface to the ScaLA-PACK routines. We also intend to incorporate the distributed Level 3 BLAS into a number of sparse matrix algorithms currently under development by our collaborators.
