Abstract. Bounded Model Checking based on SAT methods has recently been introduced as a complementary technique to BDD-based Symbolic Model Checking. The basic idea is to search for a counter example in executions whose length is bounded by some integer k. The BMC problem can be e ciently reduced to a propositional satis ability problem, and can therefore be solved bySA T methods rather than BDDs. SAT procedures are based on general-purpose heuristics that are designed for any propositional formula. We show that the unique characteristics of BMC formulas can be exploited for a variety of optimizations in the SATchecking procedure. Experiments with these optimizations on real designs proved their e ciency in many of the hard test cases, comparing to both the standard SAT procedure and a BDD-based model checker.
Introduction
The use of SAT methods for Symbolic Model Checking has recently been introduced in the framework of Bounded Model Checking 4 . The basic idea is to search for a counter example in executions whose length is bounded by some integer k. The BMC problem can be e ciently reduced to a propositional satisability problem, and can therefore be solved bySAT methods rather than BDDs. SAT procedures do not su er from the potential space explosion of BDDs and can handle propositional satis ability problems with thousands of variables. The rst experiments with this idea showed that if k is small enough, or if the model has certain characteristics, it outperforms BDD-based techniques 5 .
SAT procedures are based on general-purpose heuristics that are designed for any propositional formula. In this paper we will show that the unique characteristics of BMC formulas can be exploited for av arietyofoptimizations in the SATchecking procedure. These optimizations were implemented on top of CMU's BMC 4 1 and the SAT checker Grasp 11, 12 , without making use of features that are unique to either one of them.
We benchmarked the various optimizations, and also compared them to results achieved by RuleBase, IBM's BDD-based Model Checker 1, 2 . RuleBase is considered one of the strongest veri cation tools on the market, and includes most of the reductions and BDD optimizations that have been published in recent years. The benchmark's database included 13 randomly selected 'reallife' designs from IBM's internal benchmark set. Instances trivially solved by RuleBase are typically not included in this set, a fact which clearly creates a statistical bias in the results. Thus, although we will show that in 10 out of the 13 cases the improved SAT procedure outperformed RuleBase,we can not conclude from this that in general it is a better method. However, we can conclude that many of the BDD-based model checking hard problems can easily be solved by the improved SAT procedure. A practical conclusion is therefore that the best strategy would be to run several engines in parallel, and then present the user with the fastest result.
Our results are compatible with 5 in the sense that their experiment also showed a clear advantage of SAT when k is small, and when the design has speci c characteristics that make BDDs ine cient. We found it hard to predict which design can easily be solved by BMC, because the results are not strictly monotonic in k or the size of the design. We have one design that could not be solved with BMC although there was a known bug in cycle 14, and another design whichwas trivially solved, although it included a bug only in cycle 38. The SAT instance corresponding to the second design was 5 times larger than the rst one, in terms of number of variables and clauses. We also found that increasing k in a given design can speed up the search. This can be explained, perhaps, by the fact that increasing k can cause an increase in the ratio of satisfying to unsatisfying assignments.
The rest of this paper is organized as follows: in the next two sections we describe in more detail the theory and practice of BMC and SAT. In Section 4 we describe various BMC-speci c optimizations that we applied to the SAT procedure. In sections 5 and 6 we list our experimental results, and our conclusions from them.
2 BMC -the tool and the generated formulas
The general structure of an AGp formula, as generated in BMC, is the following:
where I 0 is the initial state, i; i +1 is the transition between cycles i and i +1, and P i is the propertyincycle i.T hus, this formula can be satis ed i for some i i k there exists a reachable state in cycle i which contradicts the property P i .Focusing on potential bugs in a speci c cycle can be formulated by simply restricting the disjunction over P i to the appropriate cycle. BMC takes an SMV -compatible model and generates a propositional SAT instance according to Equation 1. The size of the generated formula is linear in k, and indeed empirical results show that k strongly a ects the performance. As a second step, BMC transforms the formula to CNF. Toavoid the potential exponential growth of the formula associated with this translation, it adds auxiliary variables, and performs various optimizations.
Every ACTL* formula the subset of CTL* that contain only universal path quanti ers can be reduced to a SAT instance, under bounded semantics 4 .
While all safety properties can be expressed in the form of AGp 3 , to handle temporal operators suchasAFp, BMC adds to ' the disjunction W i=0::k,1 k;i, thus capturing the possibility of aloopin the state transition graph. Fairness is handled by changing the loop condition to include at least one state which preserves the fairness condition.
SAT checkers and Grasp
In this section we brie y outline the principles followed by modern propositional SAT-checkers, and in particular those that Grasp Generic seaRch Algorithm for the Satis ability Problem is based on. Our description follows closely the one in 11 .
Most of the modern SAT-checkers are variations of the well known DavisPutnam procedure 7 . The procedure is based on a backtracking search algorithm that, at each node in the search tree, chooses an assignment i.e. both a variable and a Boolean value, which determines the next subtree to be traversed and prunes subsequent searches by iteratively applying the unit clause rule. Iterated application of the unit clause rule is commonly referred to as Boolean Constraint Propagation BCP. The procedure backtracks once a clause is found to be unsatis able, until either a satisfying assignment is found or the search tree is fully explored. The latter case implies that the formula is unsatis able.
A more generic description of a SAT algorithm was introduced in 11 . A simpli ed version of this algorithm is shown in Fig. 1 .
At each decision level d in the search, a variable assignment V d = fT;Fg is selected with the Decide function. If all the variables are already decided indicated by ALL-DECIDED, it implies that a satisfying assignment has been found, and SAT returns SATISFIABLE. Otherwise, the implied assignments are identi ed with the Deduce function, which in most cases corresponds to a straightforward BCP. If this process terminates with no con ict, the procedure is called recursively with a higher decision level. Otherwise, Diagnose analyzes the con ict and decides on the next step. First, it identi es those assignments that led to the con ict. Then it checks if the assignmenttoV d is one of them. If the answer is yes, it implies that the value assigned to V d should be swapped and the deduction process in line l 3 1. Hence, irrelevant assignments can be skipped over during the search. The analysis of con icts can also be used for adding new constraints called con ict clauses on the search. These constraints prevent the repetition of assignments that lead to con icts. This way the search procedure backtracks immediately if a 'bad' assignment is repeated. For example, if Diagnose concludes that the assignment x = T;y = F; z = F inevitably leads to a con ict, it adds the con ict
From the large number of decide strategies suggested over the years, experiments with Grasp have demonstrated that the Dynamic Largest Individual Sum DLIS has the best average results 10 . DLIS is a rather straightforward strategy: it chooses an assignment that leads to the largest number of satis ed clauses. In this research we only experimented with DLIS, although di erent problem domains may be most e ciently solved with di erent strategies.
Satis ability checking of BMC formulas
In this section we describe various BMC-speci c optimizations that have been implemented on top of Grasp. Many of the optimizations deal with familiar issues that are typically associated with BDDs: variable ordering, direction of traversal backward Vs. forward, rst subtree to traverse, etc.
Constraints replication
The almost symmetric structure of Equation 1 can be used for pruning the search tree when verifying AGp formulas. In the following discussion let us rst ignore I 0 , and assume that ' is fully symmetric.
Con ict clauses, as explained in Section 3, are used for pruning the search tree by disallowing a con icting sequence i.e. an assignment that leads to an unsatis ed clause to be assigned more than once. We will use the alleged symmetry in order to add replicated clauses, which are new clauses that are symmetric to the original con ict clause. Each of these clauses can be seen as a constraint on the state-space which, on the one hand preserves the satis ability of the formula and, on the other hand, prunes the search tree.
Let us illustrate this concept by an example. Suppose that deduce concluded that the assignment x 4 = T;y 7 = F;z 5 = F always leads to a con ict the subscript number in our notation is the cycle index that the variable refers to. In this case it will add the con ict clause = x 4 _ y 7 _ z 5 to '. We claim that the symmetry of Equation 1 implies that, for example, the assignment x 3 = T;y 6 = F;z 4 = F will also lead to a con ict, and we can therefore add the replicated clause = x 3 _ y 6 _ z 4 to'. Let us now generalize this analysis. Let be the di erence between the largest and lowest index of the variables in in our case =7, 4 = 3. For all 0 i k , , the assignment x i = T;y i+3 = F;z i+1 = F will also result in a con ict and we can therefore add the replicated clause m i = x i _ y i+3 _ z i+1 .
Yet, ' This is in addition to several other manipulations that BMC performs on ' which are easy to overcome, and will not be listed here.
is the number of cycles a ected by the BCOI reduction. Another option is to add replicated clauses as long as all their variables are contained in the BCOI.
The second option can be formalized as follows. Let C be the set of variables in the con ict clause. Foravariable 2 C, denote by k k the highest index s.t. k isavariable in ' without the BCOI reduction, k = k for all variables and by i the index of in C. Also, let min C = minfi g and = minfk ,i g for all 2 C.Intuitively, is the maximum number of clauses we can add to the 'right' i.e. with a higher index of the con ict clause. Wenow add replicated clauses s.t. the variable for which i = min c ranges from 0 to min C + .
Example 1. For the con ict clause = x 4 _y 7 _z 5 , wehave C = fx 4 ;y 7 ;z 5 g and min C = 4. Suppose that k x =5;k y = 10 and k z = 7. Also, suppose that k = 10 and = 5 since k x =5, has to be greater or equal to 10 , 5 = 5.
According to the rst option, x will range from 0 to 10,5,7,4 = 2. Thus, the replicated clauses will be x 0 _ y 3 _ z 1 ::: x 2 _ y 5 _ z 3 . According to the second option, we calculate = min5 , 4; 10 , 7; 7 , 5 = 1, and therefore x will range from 0 to 4+1 = 5. Thus, this time the right most clause will be x 5 _ y 8 _ z 6 . u t Example 1 demonstrates that the second option allows for more replicated clauses to be added, and is therefore preferable.
The in uence of I 0 is not bounded, and can propagate up to cycle k. Therefore a simple restriction on the replicated clauses is insu cient. A somewhat 'bruteforce' solution is to simulate an assignment for every potential replicated clause,
i.e. assign values that satisfy the complement of m i and check if it leads to a con ict. The overhead of this option is rather small, since it only requires to assign jm i j variables and then deduce once. If this results in a con ict, we can add m i to the formula. However, the addition of wrong clauses can only lead to false positives, and therefore we can skip the simulation and refer to constraint replication as an under approximation method this also implies that for the purpose of faster falsi cation, many other under approximation heuristics can be implemented by adding clauses to '. Hence, we can rst skip the simulation, and only if the formula is unsatis able, run it again with simulation. The overhead of adding and simulating the replicated clauses is small in comparison to its bene t. In all the test cases we examined, as will be shown in Section 5, the replicated clauses accelerated the search, although not dramatically.
Static ordering
The variable ordering followed by dynamic decide procedures such as the previously mentioned DLIS strategy is constructed according to various 'greedy' criteria, which do not utilize our knowledge of ''s structure. A typical scenario when using these procedures, in the context of BMC formulas, is that large sets of clauses associated with distant cycles are being satis ed independently,until they 'collide', i.e. it is discovered that the assignments that satis ed them contradict each other. Fig. 2 demonstrates this scenario, by showing two distant sets of assigned variables around the 5 th and 20 th cycles, that grow independently until at some point they collide. Similarly, they can collide with the constraints imposed by the initial state I 0 or the negation of the property in cycle k. To resolve this con ict, it may be necessary to go back hundreds of variables up the decision tree. We claim that this phenomena can potentially be avoided by guiding the search according to the k-unfolding of the Variable Dependency Graph VDG. This way con icts will be resolved on a more 'local' level, and consequently less time will be wasted in backtracking. With default dynamic ordering strategies, it is common that distant sets of variables are assigned values independently.We refer the reader to a technical report 9 , where we show snapshots of the number of variables from each cycle that are assigned a value at a given moment. These charts prove that this phenomena indeed occur when using these strategies.
The most natural way to implement such a strategy is to predetermine a static order, following either a forward or a backward Breadth -First Search BFS on VDG. Indeed, our experiments have shown that in most cases this strategy speeds up the search.
Ordering strategies. Wenowinvestigate variations of the BFS strategy. Let us rst assume that we are looking for a counter example in a particular cycle k. In this case a strict backward traversal may spend a signi cant amount of time in paths which include unreachable states. This fact will be revealed only when the search reaches I 0 we denote the set of variables in a sub-formula by , which is placed last in the suggested order. Enforcing a static forward traversal, on the other hand, may result in a prolonged search through legal paths i.e. paths that preserve the property, that will be revealed only when P k is decided these are the two'walls' in Fig. 2 . A similar dilemma is associated with BDDbased techniques see for example 6 and 8 . It seems that the unknown ratio between the number of paths that go through unreachable states and the number of legal paths is crucial for determining the most e cient direction of traversal in both methodologies.
The strict backward or forward BFS causes the constraints, either on the rst or the k-th cycle, to be considered only in a very 'deep' decision level, and the number of backtracks will consequently be very high, sometimes higher than the default dynamic strategies. Another problem with straight BFS results from the very large number of variables in each cycle. Typically there are hundreds or even thousands of variables in each cycle. It creates a large gap between each variable and its immediate neighbors in VDG, and therefore con icts are not resolved as locally as wewould like to.
These two observations indicate that the straightforward BFS solution should be altered. On the one hand, we should keep a small distance between P 0 and P k , and on the other hand we should follow VDG as close as possible. This strategy can be achieved, for example, by triggering the BFS with a set S of small number of variables from each cycle. As a minimum, it has to include P k otherwise not all the variables will be covered by the search. Di erent strategies can be applied for choosing the variables from the other cycles. For example, we can choose P i for all i. 3 When we generalize our analysis and assume that we are looking for a counter example in the range 0::k, the set S := S 0ik P i is the smallest initial set which enables the BFS procedure to cover the full set of variables in a single path. Initial sets smaller than S will require more than one path. This will split the set of variables of each cycle into a larger number of small sets, and consequently create a big gap between them i.e. between each node and its siblings on the graph. If two such distant siblings are assigned values which together contradict their parent node, then the backtrack 'jump' will be large. Increasing S, on the other hand, will create a large gap between neighboring variables on VDG i.e. between a node and its sons on the graph. This tradeo indicates that a single optimal heuristic for all designs probably does not exist, and that only experiments can help us to ne-tune S. There are, of course, numerous other possible ordering strategies. Like BDDs, on the one hand it has a crucial in uence on the procedure e ciency, and on the other hand, an ordering heuristic which is optimal for all designs is hard to nd.
Unsatis able instances. A major consideration in designing SAT solvers, is their e ciency in solving unsatis able instances. Although the various optimizations e.g. con icting clauses, non-chronological backtracking are helpful in these cases as much as they are with satis able instances, while satis able instances can be solved fast by a good 'guess' of assignments, an instance can be proven to be unsatis able only after an exhaustive exploration of the state-space.
Wenow show that the order imposed by the previously suggested backward BFS is particularly good for unsatis able BMC-formulas. In the following discussion we denote ''s sub-formulas W i=0::k P i and V k,1 i=0 i; i +1by P and respectively.
Let us assume that the property holds up to cycle k, and consequently ' is unsatis able. Since the transition relation is consistent 4 , a contradiction in ' will not be found before the rst variables from P are decided. Yet, since 3 This is not always possible because for i k, Pi might be removed by the BCOI reduction. 4 Inconsistent transition relations can occur, but typically can also be trivially detected.
typically jPj j j, it is possible that the search will backtrackon 's variables for avery long time before it reaches P . Thus, by forcing the searchtobegin with P ,wemay be able to avoid this scenario. However, starting from P is not necessarily enough, because this waywe only shift the problem to the variables that de ne P . It is clear that a BFS backwards on the dependency graph, from the property variables to the initial state is a generalization of this idea and should therefore speed up the proof of unsatis ability. 4.3 Choosing the next branch in the search tree
The proposed static ordering does not specify the Boolean value given to each variable. This is in contrast to the dynamic approach where this decision is implicit. Here are four heuristics that we examined: 1. Dynamic decision. The value is chosen according to one of the dynamic Decide strategies, which are originally meant for deciding both on the variable and its value. For example, the DLIS strategy chooses the value that satis es the largest number of clauses. 2. Constant, or random decision. The most primitive decision strategy is to constantly assign either '0' or '1' to the chosen variable, or alternatively,to choose this value randomly. As several experiments have shown in the past 10 , choosing a random or a constantvalue is not apriori inferior to dynamic decision strategies as one might expect. Any dynamic decision strategy can lead to the 'wrong side of the tree', i.e. can cause the search to focus on an unsatis able sub-tree. Apparently constant or random decisions in many cases avoid this path and consequently speed up the search. 3. Searching for a at counter example. Analysis of bugs in real designs, leads to the observation that most of them can be reached by computations which are mostly ' at', i.e. computations where the frequency in which the majority of the variables swap their values is low. This phenomenon can be exploited when 'guessing' the next subtree to be traversed. Suppose that the Decide function chose to assign a variable x i for some 0 i k. Let x l and x r be the left and right closest neighboring variables of x i that are already assigned av alue at this point if no suchv ariable exists, we will say that x l ,orx r , is equal to ?. To construct a at counter example, if x l = x r we will assign x i their common value. The following simple procedure generalizes this principle: l = largest number s.t. l i and x l is assigned. r = smallest number s.t. r i and x r is assigned. if x l 6 =? if x l = x r jj x r =? return x l ; else return fT;Fg;
else if x r 6 =? return x r ; else return fT;Fg;
The non-deterministic choice can be replaced by one of the heuristics that were suggested above e.g. dynamic, constant.
4. Repeating previous assignments. When the search engine backtracks from decision level d to , all the assignments that are either decided or deducedbetween these two levels are undone by erase.W e claim that repeating previous assignments can reduce the numberofbacktracks. This is because we know that all assignments between levels + 1 and d do not contradict one another nor do they contradict the assignments with decision level lower than otherwise the procedure would backtrack before level d.
In order to decide on eachv ariable's value for the rst time, this strategy should be combined with one of the strategies that were described before.
A combined dynamic and static variable ordering
The static ordering can be combined in various ways with the more traditional dynamic procedures. Wehave implemented two such strategies: ables that were added to ' in order to generate a compact CNF formula. It is clear that the model's variables are su cient for deciding the satis ability of the formula, and therefore it should be enough to decide only them however, if the formula has more than one satisfying assignment, some of the auxiliary variables should be assigned too. The same argument can be applied to a much smaller set of variables: the inputs. The input variables are typically less than 5 of the total numberofv ariables, and can determine alone the satis ability of the formula 5 .Thus, if we restrict Decide to one of these small sets, wepotentially reduce the depth of the decision tree, on the expense of more deduce operations.
Experimental results
The Benchmark included 13 designs, on a 'one property per design' base. The properties were proven in the past to be false, and the cycle in which they fail was known as well. Thus, the Benchmark focuses on a narrow view of the problem: the time it takes to nd a bug in cycle k, when k is pre-known. The iterative process of nding k is, of course, time consuming, which might be more signi cant than any small time gap between BMC and regular model checking.
The results presented in Fig. 3 summarize some of the more interesting congurations whichwe experimented with. In Fig. 4 we present more information regarding the SAT instance of each case study the no. of variables and clauses as well as some other Grasp con gurations whichwere generally less successful. The right-most column in this gure includes the time it takes to prove that there is no bug up to cycle k , 1, with the SM con guration. These gures are important for evaluating the potential performance di erences between satis able and unsatis able instances.
We present results achieved by RuleBase under two di erent con gurations.
RB1 is the default con guration, with dynamic reordering. RB2 is the same con guration without reordering, but the initial order is taken from the order that was calculated with RB1. These two con gurations represent a typical scenario of Model-Checking with RuleBase. Each time reordering is activated, the initial order is potentially improved and saved in a special order le for future runs. Thus, RB2 results can be further improved.
RuleBase results are compared with various con gurations of Grasp, where the rst one is simply the default con guration without any of the suggested optimizations.
The following table summarizes the various con gurations, where the left part refers to Fig. 3 and the right part to Fig. 4 The Stat ordering refers to the static order suggested in Section 4.2, whereas Dyn is the default dynamic decision strategy adopted by Grasp DLIS. The Win i refers to a combined dynamic and static ordering, where variables within more stable in achieving fast results than both of them. As for the sliding window strategy, Fig. 4 shows that in most cases increasing the window size only slows down the search. The surprising success of the constant decision strategy can perhaps be attributed to its zero overhead. It can also indicate that most bugs in hardware designs can be revealed when the majorityof the signals are 'on'. Only further experiments can clarify if this is a general pattern or an attribute of the speci c designs that were examined in the benchmark. 4. Constraint replication +simulation requires a small overhead, whichdoes not seem to be worthwhile when used in combination with static ordering. Yet, it speeds up the standard search based on dynamic ordering. This can be explained by the inherent di erence between dynamic and static orderings: suppose that the assignment x 1 = T and y 20 = F leads to a con ict, and suppose that their associated decision levels were 10 and 110 respectively when the con ict clause :x 1 _ y 20 was added to '. In static ordering, the decision level for eachv ariable remains constant. As a result, even if the search backtracks to a decision level lower than 10, the con ict clause will not be e ective until the search once again arrives at decision level 110. In dynamic ordering, on the other hand, there is a chance that these twovariables will be decided much closer to each other, and therefore the clause will prune the search tree earlier.
Another reason for the di erence is related to the typical sizes of backtracking in eachofthe methods. Since con icts are resolved on a more 'local' level in the SM strategy, con ict clauses either the original ones or the replicated clauses are made of variables which are relatively close to each other in terms of their associated decision level. Therefore the non-chronological backtracking 'jump' caused by these clauses is relatively small. 5. Both SAT methods and BDD based methods do not have a single dominant con guration. BDDs can run with or without reordering, with or without conjunctive partitioning, etc. As for SAT methods, all the optimizations described in Section 4 can be activated separately, and indeed, as the results table demonstrate, di erent designs are solved better with di erent congurations. Given this state of a airs, the most e cient solution, as was mentioned in the introduction, would be to run several engines in parallel and present the user with the fastest solution. This architecture will not only enable the users to run SAT and BDD based tools in parallel, but also to run these tools under di erent con gurations in the same time, which will obviously speed up the process of model checking.
