Using the relation between subspaces of Banach spaces and quotients of their duals, we introduce the concept of colocality to give a new method that guarantees the existence of nontrivial twisted sums in which finite quotients play a major role (Theorem 1.7). An interesting point is that no restrictions are imposed on the quotients, only on the various subspaces. New examples of nontrivial twisted sums are given. is isomorphic to Z. We shall also say that X is a twisted sum of Y and Z (or that X is an extension of Y by Z). The twisted sum X is said to be trivial if i(Y ) is complemented in X; otherwise, X is nontrivial.
Introduction
is isomorphic to Z. We shall also say that X is a twisted sum of Y and Z (or that X is an extension of Y by Z). The twisted sum X is said to be trivial if i(Y ) is complemented in X; otherwise, X is nontrivial. An operator T : X → Y of Banach spaces is an isomorphism if it is an invertible bounded linear map, T is an isometry if T x = x for every x ∈ X, it is a λ-isomorphism, λ > 1, if T is an isomorphism and T < λ, T −1 < λ, Heinrich [8, II.6] . We denote by BL(X, Y ) the space of all bounded linear maps of X into Y . The distance between two homogeneous maps T 1 and T 2 acting between the same spaces is given by
We note that bounded maps are those maps at finite distance from the zero map, also it should be kept in mind that linear maps are not assumed to be bounded. A homogeneous map F : Z → Y acting between two Banach spaces is said to be z-linear if it satisfies, for some constant k and all z i ∈ Z,
The infimum of the constants k satisfying the above inequality is denoted by Z(F ) and is called the z-linearity constant of F . Every z-linear map is quasi-linear, however, the converse is not true (cf. [1, p. 7] ). Given a quasi-linear map F : Z → Y , it is possible to construct a twisted sum of Y and Z, denoted by Y ⊕ F Z, endowing the product space Y × Z with the quasi-norm (y, z) = y − F (z) + z . On the other hand, given a short exact sequences 0 Throughout this paper E and F denote families of finite dimensional Banach spaces and E * denotes the family of the duals of the spaces in E.
Colocality and twisted sums
Given a family E of finite dimensional Banach spaces, a Banach space X is said to contain E uniformly complemented if there exists a constant c such that for every E ∈ E, there is a c-complemented subspace A of X which is c-isomorphic to E. It is clear that X contains E uniformly complemented if and only if its second dual X * * does. A Banach space X is said to be λ-locally E (or, if no quantitative is needed, locally E) if there exists a constant λ > 1 such that every finite dimensional subspace A of X is contained in a finite dimensional subspace B of X such that d BM (B, E) < λ, for some E ∈ E, where d BM (B, E) is the Banach-Mazur distance between B and E, and is defined by d BM (B, E) = inf{ T T −1 ; T : X → Y is an isomorphism of X onto Y }, Cabello and Castillo [2] . If E = { n p } ∞ n=1 , then X is an L p -space, Lindenstrauss and Rosenthal [12] . The locality of a family is used to determine the existence of nontrivial twisted sums of certain Banach spaces, in fact, if Y is a Banach space complemented in its bidual, and if all the locally convex twisted sums of Y and some Banach space W containing a family E uniformly complemented are trivial, then Ext(Z, Y ) = 0 for every Banach space Z which is locally E, Cabello and Castillo [ Since subspaces of Banach spaces are related to quotients of their duals, and vice versa, as we recall [13, 4.7, 4.8] ), it is then natural to introduce an analogous notion of locality which involves quotients, and then study the existence of nontrivial twisted sums. We say that a Banach space X is λ-colocally E (or colocally E) if there exists a constant λ > 1 such that every finite dimensional quotient A of X is a quotient of another finite dimensional quotient B of X satisfying d BM (B, E) < λ for some E ∈ E. For example, the space L p (μ), for any measure μ, is both locally and colocally { n p } ∞ n=1 (cf. Corollary 1.2). Theorem 1.1. Let X be a Banach space, then:
Proof. (i) Suppose that X is λ-colocally E, and let B be a finite dimensional subspace of X * . Then B * , being a quotient of X, is a quotient of a finite dimensional quotient
Conversely, suppose that X * is λ-locally E * and let G be a finite dimensional quotient of X, then G * is a subspace of X * , and so it is contained in a finite dimensional subspace B of X * such that d BM (B, E * ) < λ for some E ∈ E. Hence G ≡ G * * is a quotient of B * which is a quotient of X, that is X is λ-colocally E.
(ii) Suppose that X * * is λ-locally E = E * * , then X * is λ-colocally E * by (i). Let A be a finite dimensional subspace of X, then A * is a quotient of a finite dimensional quotient G of
If c > λ is given, then by the principle of local reflexivity there is an isomorphism T : G * → X such that T x = x for all x ∈ G * ∩ X and T T −1 c/λ, Johnson et al. [9] . Therefore, 
Proof. Let {a *
i : 1 i n} be the dual basis of {a i : 1 i n} and define T : X → X by
Then it is easy to see that T is linear and
, we see that A ⊆ D, and the conclusion follows. 2
Recall that a family E = {E α } α∈Λ of finite dimensional Banach spaces is said to be ordered if E α ⊆ E β ,for every αand β in the totally ordered set Λ such that α β.
Lemma 1.4. Let X be a Banach space and let
Proof. Let > 0 and let A be an n-dimensional subspace of X and choose A = min{ ,
. . , b n }, then there is some E ∈ E that contains B since E is an ordered family of finite dimensional subspaces of X. It follows that for every a ∈ A such that a = 1 there is 
of the biorthogonal functionals of {x i } ∞ i=1 is a basis of X * , Singer [14] .
is a shrinking Schauder basis of a Banach space X and X n = span{x 1 , x 2 , . . . , x n }, then X is locally and colocally the family {X n }.
where z i is the restriction of x * i to X n . So, to complete the proof it is enough to show that there is a constant c such that for every n the restriction map Ψ n : 
Let U be an ultrafilter which refines the corresponding order filter on C and note that {A ⊥ : A ∈ C} is the net of all finite dimensional subspaces of Z * , and A ⊥ ⊆ B ⊥ when B ⊆ A, A, B ∈ C. By Diestel [6, 8.8 ] and Rudin [13, 4.7, 4.8] , there is a canonical isometric embedding
and f A = 0 otherwise. Therefore, by setting
, where the norm satisfies (f A ) U = lim U f A and so we have
If Q : ( A∈C (Z/B A )) U → Z * * is the restriction of the adjoint operator
That is, Q((q A F (y))
A L A (y)) U ), and let π : Z * * → Z be a bounded projection of Z * * onto Z, then π • L is a linear map from Y into Z with
Hence, dist(F, πL) < ∞. That is, F is trivial, by Kalton It is important to note that Ext(X, 1 ) = 0 does not imply that Ext(X,
The proof of the following known fact is immediate by Theorem 1.7. 
is the inclusion map and T * ∈ BL(Z * * , Y * ) is the adjoint operator of T . Clearly Ψ is a bounded linear map. To show that Ψ is an isometry, let T ∈ BL(Y, Z * ), and let g be an element in the unit ball (Z * * ) 1 of Z * * . Then g = w * -lim z n , for some sequence (z n ) in (Z) 1 since (Ż) 1 is w * -dense in (Z * * ) 1 . Now T * is w * -continuous hence . Therefore, P and P * induce the following exact sequences of vector spaces: Recall that two families E and F of finite dimensional Banach spaces are said to satisfy Ext(F, E) = 0 uniformly if there is a constant c such that, for every couple of spaces A ∈ E and B ∈ F and every z-linear map 
Proof. Suppose that Ext(E, F) = 0 uniformly and let
It is shown that if E and F are families of finite dimensional Banach spaces such that Ext(E, F) = 0 uniformly, and if Y and Z are Banach spaces such that Y is locally E, Z is locally 
Note that
Let V be an ultrafilter refining the order filter on G and define a map
where y G = y if y ∈ G, and 0 otherwise. It is easy to see that L A is a linear map and well defined since for all G ∈ G. Hence,
which implies that q A F is trivial. As in the proof of the Theorem 1.7, it is possible to find a linear map L :
Some applications
The Schreier space S is the completion of the space of finite sequences with respect to the following norm:
where the supremum is taken over all "admissible" subsets of N, which are defined as the finite subsets A = {n 1 , n 2 , . . . , n k } of N such that n 1 < n 2 < · · · < n k and k n 1 , Castello and González [4, p. 119 ].
Remark 2.1. Note that the Schreier space S contains {l n ∞ } uniformly complemented, since it contains c 0 , Castillo and González [3, p. 167] . Also, S contains { n 1 } uniformly complemented, since for each n ∈ N, the 1-complemented subspace F n = {(x i ) ∈ S: supp(x i ) ⊆ {n, n + 1, . . . , 2n − 1}} of S is isometrically isomorphic to n 1 .
Example 2.2.
Recall that 1 is locally and colocally { n 1 } and note that c 0 is locally {l n ∞ }. The Johnson-Lindenstrauss space JL is defined to be the completion of the linear span of c 0 ∪ {χ i : i ∈ I } in ∞ with respect to the norm:
where χ i is the characteristic function of A i , {A i } i∈I is an almost disjoint uncountable family of infinite subsets of N. The James space (J, . ) is the Banach space of all real sequences x = (a 1 , a 2 , . . .) such that lim n→∞ a n = 0 and sup(
where the supremum is taken over all choices of n and of positive integers p 1 < p 2 < · · · < p 2n , equipped with the norm uniformly which implies that it contains { n ∞ } ∞ n=1 uniformly complemented. Choose c > 1 and let G n be a subspace of J T = B * such that G n is c-isomorphic to n ∞ , n ∈ N. Since G n is w * -closed in B * , there is a subspace D n of B such that G n = (B/D n ) * [13, 4.8] . Therefore n 1 is c-isomorphic to B/D n . Now let ψ n be a c-isomorphism of B/D n onto n 1 and let q n : B → B/D n be the quotient map, then ψ n q n (cB B (0, t)) ⊇ B 1 , for any prefixed t > 1. Let {e n i : i = 1, 2, . . . , n} be the standard basis of n 1 , then there is x n i ∈ cB B (0, t) such that ψ n q n (x n i ) = e n i . It is clear that x n 1 , x n 2 , . . . , x n n are linearly independent. Let B n be the subspace of B generated by {x n 1 , x n 2 , . . . , x n n }, define T n : It is easily seen that ψ n q n T n = id n , so T n ψ n q n : B → T n ( n 1 ) is a projection with norm c 2 t. Therefore the result holds. 
