Abstract-This note studies the adaptive optimal output regulation problem for continuous-time linear systems, which aims to achieve asymptotic tracking and disturbance rejection by minimizing some predefined costs. Reinforcement learning and adaptive dynamic programming techniques are employed to compute an approximated optimal controller using input/partial-state data despite unknown system dynamics and unmeasurable disturbance. Rigorous stability analysis shows that the proposed controller exponentially stabilizes the closed-loop system and the output of the plant asymptotically tracks the given reference signal. Simulation results on a LCL coupled inverter-based distributed generation system demonstrate the effectiveness of the proposed approach.
linear systems with unknown dynamics; see, e.g., [10] , [12] , [19] [20] [21] , [23] , [24] , [26] , [30] , [31] , [33] , [35] . Most of these learning-based algorithms are aimed at achieving adaptive optimal stabilization with respect to a set-point or an equilibrium of interest. Extending these solutions to the corresponding tracking problem has also received some attention over the last few years. An adaptive optimal controller is developed in [6] to achieve asymptotic tracking of a class of nonlinear systems in Brunovsky form. Reference [25] develops an approximated optimal controller to guarantee ultimately bounded tracking for continuous-time nonlinear affine systems. In [39] , the authors design an ADP-based online optimal tracker for continuoustime linear systems only for those reference signals generated by an asymptotically stable exosystem. By choosing costs with discount factors [36] , the authors of [37] propose reinforcement learning methods to design optimal trackers for linear systems. However, no conclusion is drawn about asymptotic tracking. The ADP-based optimal trackers are also designed in [16] , [45] , [46] , wherein the feedforward controllers are obtained by dynamic inversion, which requires not only the invertibility of input matrix but knowing or firstly identifying the complete system dynamics.
This note aims at generalizing the main result of [19] to computational adaptive optimal tracking with disturbance rejection under relaxed assumptions. We approach this task by taking advantage of techniques from two separately studied areas: ADP and output regulation theory. A data-driven learning-based algorithm is proposed on the basis of input/partial-state data. Using tools and methods from reinforcement learning and ADP, a new class of adaptive optimal trackers with disturbance rejection is proposed for linear uncertain systems with reference and disturbance signals generated by a general exosystem. To the best of our knowledge, this note is the first attempt looking at the integration of ADP and output regulation problem for adaptive optimal tracking control with disturbance attenuation.
The remainder of this note is organized as follows. In Section II, we formulate the control objective and present basic results in linear output regulation and linear-quadratic-regulator (LQR). Then, in Section III, we propose a solution to regulator equations with known parameters as well as an adaptive learning algorithm for solving the LOORP. The main result on the Lyapunov stability of the closed-loop system is also given in Section III. In order to support the theoretical framework presented in the paper, an application to a practical example arising from distributed power generation systems is examined in Section IV. Finally, conclusions are contained in Section V.
Notations: Throughout this paper, Z + denotes the set of nonnegative integers. C − stands for the open left-half complex plane. · represents the spectral norm of matrices. For a matrix A ∈ R m×n , ker A is its kernel. When m = n, TrA is the trace of A, and σ(A) is its complex spectrum. ⊗ indicates the Kronecker product operator and 
II. PROBLEM FORMULATION AND PRELIMINARIES
In this section, we first formulate the linear optimal output regulation problem (LOORP). Then, we review basic results in LQR theory and a policy iteration technique to solve the corresponding algebraic Riccati equation (ARE).
A. Problem Formulation
Consider a class of continuous-time linear systems described bẏ
where x ∈ R n is the state vector, u ∈ R m the control input, and v ∈ R q the state of the exosystem (2) .
n×q , E ∈ R q×q , and F ∈ R r×q are constant matrices. d = Dv represents the exogenous disturbance, y = Cx the output of the plant, y d = −F v the reference signal and e ∈ R r the tracking error. Several assumptions are made on the system (1)-(3).
Assumption 1: The exosignal v is unmeasurable.
Assumption 2:
The minimal polynomial of E is available, which is
with degree q m ≤ q, where a i and b j are positive integers and
Under the condition of Assumption 2, we can always find a vector w ∈ R qm and a matrixÊ ∈ R qm×qm such thaṫ
with G ∈ R q×qm an unknown constant matrix. Remark 1: As an example, considering the case of M = N = b 1 = 1 and a 1 = 2, we let w(t) = [te
T , and
where, for i = 1, 2, 3, 4, w i (t) is the ith element of w(t) and unknown matrix R i ∈ R q×q . This (6) . For higher order cases, we can refer to this example to choose w andÊ.
Therefore, (1) and (3) are equivalent tȯ
In this note, the linear output regulation problem (LORP) is formulated as follows: design a controller of the form
such that the closed-loop system is globally exponentially stable with σ(A − BK) ⊂ C − and, moreover, the tracking error e(t) converges to 0, where K ∈ R m×n is feedback control gain matrix and L ∈ R m×qm is feedforward control gain matrix. If, additionally, the designed controller is required optimal with respect to some predefined cost, then the problem is called LOORP. To begin with, let us review a sufficient condition on the solvability of LORP:
Theorem 1 ( [13] ): Under Assumptions 2 and 3, choose a K such that σ(A − BK) ⊂ C − . The LORP is solvable by the controller (9) if there exist X ∈ R n×qm , U ∈ R m×qm solutions of the following regulator equations:
with
Under the controller (9) that solves the LORP, for any initial state x(0) and w(0), one can satisfy lim t→∞ u(t) − Uw(t) = 0 and
Remark 2: Assumption 2 is a standard assumption for solving LORP by internal model principle. Assumption 4 ensures the solvability of regulator equations (10), (11) for any matricesD,F ; see [15] .
It should be mentioned that the LOORP studied in this paper addresses both asymptotic tracking and transient performance of the linear control system in question. To this end, we solve the static optimization Problem 1 to find the optimal solution (X * , U * ) to regulator equations (10), (11) and the dynamic optimization Problem 2 to find the optimal feedback control policy; see [28] .
Problem 1:
whereQ
it is direct to obtain the error system as follows:ẋ
The optimal feedback controllerū = −K * x is found by solving the following constrained minimization problem.
Problem 2:
subject to (14) where
observable. Therefore, when the system parameters are known, the LOORP is solved if we design a controller u = −K * x + L * w where:
is the minimizer of Problem 1.
B. Basic LQR Theory
Problem 2 is a standard LQR problem. By linear optimal control theory [32] , the optimal feedback gain K * is
where P * = P * T > 0 is the unique solution to the following ARE:
Remark 3: It should be mentioned that the optimal feedback control gain K * does not rely on X * , U * . Therefore, Problems 1 and 2 can be solved separately.
Since (17) is nonlinear in P , it is usually difficult to directly solve P * from (17) . A model-based policy iteration algorithm for solving ARE is proposed in [27] , and is recalled below. It is employed to design a data-driven optimal controller in Section III-B.
Lemma 1 ([27] ): Let K 0 ∈ R m×n be any stabilizing feedback gain matrix. P j = P T j > 0 is the solution to the Lyapunov equation
where for each j = 1, 2, . . .
Then, the following properties hold:
III. OPTIMAL OUTPUT REGULATOR DESIGN
In this section, we first present a solution to regulator equations with known parameters. Then, we develop an adaptive learning strategy to solve X * , U * and to find data-based approximation of optimal values P * and K * under Assumptions 1-4 with system matrices A, B,D unknown. As in previous policy iteration algorithms, an initial stabilizing control gain K 0 is assumed available. Notice that it is usually obtainable in practice using the a priori knowledge on the bounds of unknown matrices A and B.
A. Solving Regulator Equations With Known Parameters
Define a Sylvester map S :
Pick a constant matrix X 1 ∈ R n×qm such that CX 1 +F = 0. Then we select X i ∈ R n×qm for i = 2, 3, . . . , h + 1 such that all the vectors vec(X i ) form a basis for ker(I qm ⊗ C), where h = (n − r)q m is the dimension of the null space of I qm ⊗ C. As it can be directly checked, a general solution to (11) can be described by a sequence of α i ∈ R as
Then, (10) implies
Equations (21) and (22) can be rewritten as
where
Since, for i = 2, . . . , h + 1, vec(X i ) are linearly independent column vectors, (23) can be described as follows by row operation:
whereĀ 21 ∈ R h×h is a nonsingular matrix. By (24), we present a technical result on the construction of solutions to the regulator equations relying on the knowledge of the whole system dynamics.
Lemma 2: A pair (X, U ) is a solution to regulator equations (10), (11) if and only if it solves the following equation:
B. Data-Driven Adaptive Design of Optimal Output Regulators
. . , h + 1 with X 0 = 0 n×qm , we havė
Then, by (18), we havē
By Kronecker product representation, we obtain
Moreover, for positive integer s, define 
The uniqueness of solution to (28) is guaranteed under some rank condition as shown below.
Lemma 3: For i = 0, 1, . . . , h + 1, if there exists a s * ∈ Z + such that for all s > s * , for any sequence
then Ψ ij has full column rank for all j ∈ Z + . Proof: We prove by contradiction. Assume
T is a nonzero solution to the equation (30) below. There exist (14) and (27), we know
which implies
Noting that Ω 1 is symmetric, we have
Then, (31) implies the following equation:
Under the full rank condition of (29), we get
since σ(A j ) ⊂ C − . Then, we have Ξ v = 0. It contradicts with the assumption of Ξ v = 0. The proof is completed.
Remark 4: Like in previous work of others, an exploration noise ξ is needed in the learning phase to obtain an approximation of the unknown optimal solution. More precisely, we need ξ to fulfill the rank condition (29) . Examples of such noise are random noise [3] and sinusoidal signal [19] .
Equation (28) can be uniquely solved when matrix Ψ ij is of full column rank, i.e., ⎡
We can computeD for i = 0 and S(X i ) for i = 1, 2, . . . , h + 1. From (19) , we obtain that B = P Problem 3:
subject to (25).
Remark 5:
The cost of Problem 3 can be derived from that of Problem 1. Problem 3 is a convex optimization problem that has been studied in the past literature; see [9] .
The ADP-based algorithm for dealing with LOORP is presented as follows.
Algorithm 1 . ADP Learning Algorithm for Solving LOORP

1) Compute matrices
Step 2) until P j − P j−1 ≤ , for j ≥ 1 and for some small positive constant .
Remark 6: Algorithm 1 is an off-policy method; see [19] and [42] . We use the so-called behavior policy u = −K 0 x + ξ to generate behavior from t 0 to t s . Then, we evaluate and improve estimation policy u = −K j x + L j w by using the input/partial-state information
Theorem 2: If (29) holds, given a stabilizing
obtained from solving (36) converge to P * and K * , respectively.
Proof: Given a stabilizing K j , if P j = P T j is the unique solution to (18) , K j+1 is uniquely determined by
T P j . By (27) , we know that P j , K j+1 and T j satisfy (36) . On the other hand, let P = P T ∈ R n×n , K ∈ R m×n and T ∈ R qm ×n solve (36) . Then, we have P j = P , K j+1 = K, T j = T . The condition of Lemma 3 guarantees that P, K, T are unique. Therefore, the policy iteration (36) is equivalent to (18) and (19) . By Lemma 1, the convergence of P j and K j is proved.
C. Main Result
Now, we are ready to state the main result of this note in the following Theorem.
Theorem 3: Considering the continuous-time linear system (1)-(3), let u = −K j * x + L j * w be the approximated optimal control policy obtained from Algorithm 1. Then 1) The control policy exponentially stabilizes the closed-loop system. 2) The tracking error e(t) converges to 0 as t goes to infinity.
Proof: 1) By Lemma 1 and the proof of Theorem 2, we immedi-
2) The system (1)-(3) in closed-loop with the approximated optimal controller implies thatẋ
From 1), we have lim t→∞x (t) = 0. Since X * solves (11), then lim t→∞ e(t) = lim t→∞ Cx(t) = 0.
Remark 7: Since the state of exosystem (2), v, is unmeasurable, the obtained control policy by Algorithm 1 is partial-state feedback for the overall system (1)-(3).
IV. APPLICATION
We show the efficiency of the proposed methodology by means of a practical example of a LCL coupled inverter-based distributed generation system [1] 
where 
The reference signal y d is y d (t) = −10 sin(100πt + π/3) and d is a summation of two sinusoidal waves with the frequency 100π and 300π, respectively. We can generate the exosystem aṡ 1 shows that the ADP-based approximated optimal controller forces the output of the plant to robustly asymptotically track the given reference signal.
V. CONCLUSION
This note presents a new approach to adaptive optimal output regulation of linear systems with unknown system dynamics and unmeasurable disturbance. By using reinforcement learning and adaptive dynamic programming, a non-model-based scheme is proposed for the design of adaptive optimal trackers with perfect disturbance rejection. The methodology developed in this note may be employed to study the adaptive optimal tracking problem of uncertain nonlinear systems [7] , [11] , [14] , [15] , [29] , [34] by global or robust adaptive dynamic programming [21] , [22] .
