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Abstract. The well-posedness of nonlocal elliptic equation with singular drift is investi-
gated in Besov-Ho¨lder spaces. As an application, we show the existence and uniqueness
for corresponding martingale problem. Moreover, we prove that the one dimensional
distribution of the martingale solution has a density in some Besov space.
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1. Introduction and Main Result
We consider the following nonlocal elliptic equation in Rd:
λu−L ακ u− b · ∇u = f. (1.1)
Here α ∈ (0, 2), b ∈ C β(Besov-Ho¨lder space, see Definition 2.1 below) with β ∈ R, κ is a
nonnegative measurable function from Rd × Rd to [0,∞) and
L
α
κ f(x) :=
∫
Rd
(
f(x+ z)− f(x)−∇f(x) · z(α)
) κ(x, z)
|z|d+α
dz,
where z(α) := z1{|z|<1}1α=1 + z1α∈(1,2).
The first aim of our work is to establish a Schauder’s type estimate for the solution
to (1.1) with irregular coefficients. There are many literatures studied this problem in
different settings. When α ∈ (1, 2), b is a Ho¨lder continuous function and L ακ is some
α-stable type operator, Priola in [22] and [23] studied the a priori estimate by using
classic perturbation argument. Similarly, Athreya, Butkovsky and Mytnik in [3] showed
the global estimate for L ακ = ∆
α/2 with α ∈ (1, 2) and b ∈ C β with β > 1−α
2
. Indeed,
the analytic result in [3] also holds for any non degenerate α-stable operators. For α > 1,
in [21], Mikulevicius and Pragarauskas also studied the nonlocal Cauchy problem with
first order term in Ho¨lder space. And recently, in [13], Dong, Jin and Zhang studied the
Dini and Schauder estimate for nonlocal fully nonlinear equations. However, when α < 1,
both [21] and [13] must assume b ≡ 0. To our best knowledge, when α ∈ (0, 1), the
interior estimate for the solution to (1.1) with non divergence free drift was first obtained
by Silvestre in [25]. He used the extension method for L ακ = ∆
α/2 when α ∈ (0, 1) and
b ∈ C β with β > 1−α to reduce the nonlocal problem to the local case. Recently, similar
result was extended for stable-like operators in [35] by using Littewoord-Paley theory. Let
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us also mention that there are much more works for nonlocal equation without first order
term, for instance [5], [12] and the references therein.
In this work, we will show the global estimates in more general setting. Our assumption
on κ is:
Assumption 1. There are constants r0,Λ1,Λ2,Λ3 > 0, ϑ ∈ (0, 1) such that∫
Br
κ(x, z) dz > Λ1r
d, x ∈ Rd, r ∈ (0, r0]; (H1)
κ(x, z) 6 Λ2, x, z ∈ R
d; 1α=1
∫
{r<|z|<R}
z · κ(x, z)dz = 0, 0 < r < R <∞; (H2)
|κ(x, z)− κ(y, z)| 6 Λ3|x− y|
ϑ, x, y ∈ Rd, ϑ ∈ (0, 1). (H3)
The following is our first main result:
Theorem 1.1. Suppose κ(x, z) satisfies (H1)-(H3) and max{0, (1− α)} < ϑ < 1.
(1) If α ∈ (0, 1], β ∈ (1 − α, ϑ) and b ∈ C β, then there are constants λ0, C > 0 such
that for any λ > λ0 and f ∈ C
β, equation (1.1) has a unique solution in C α+β
satisfying
(λ− λ0)‖u‖C β + ‖u‖Cα+β 6 C‖f‖Cβ , (1.2)
where λ0, C only depend on d, α, β, ϑ, r0,Λ1,Λ2,Λ3, ‖b‖C β .
(2) If α ∈ (1, 2), β ∈ (−(α−1
2
∧ ϑ), ϑ) and b ∈ C β, then the above conclusions also
hold.
Notice that our condition (H1) is much weaker than the usual lower bounded assump-
tion κ(x, z) > λ > 0 and also weaker than Assumption A(i) in [21]. A typical example is
take
κ(x, z) = 1V (x)(z).
Here V (x) ∈ Rd is a conical set of the form V (x) = {z ∈ Rd : |〈z/|z|, ξ(x)〉| > δ} with
measurable ξ : Rd → Sd−1, and δ > 0 is fixed.
Like in [35], our approach of getting the Schauder type estimate is based on Littlewood-
Paley theory. For the first case in Theorem 1.1, the key step is to establish a frequency
localized maximum inequality(see Lemma (3.1) below). This kind of maximum principle
appeared in [31] for κ ≡ 1. We extend their result for any κ(x, z) = κ(z) satisfying (H4)
below. When α > 1 and β ∈ (−(α−1
2
∧ ϑ), 0], the main problem is how to prove the
boundedness of L ακ : C
α+β → C β, where the Bony’s decomposition plays a crucial rule
in our proof.
As one of the motivations of considering the regularity estimate for (1.1), we want to
investigate the well-posedness of the following SDE in Rd:
Xt = X0 +
∫ t
0
σ(Xs−)dZs +
∫ t
0
b(Xs)ds (1.3)
in weak sense. Here Zt is an α-stable process in R
d, σ is a d × d-matrix-valued measur-
able function and b is the drift, which might be very singular. Suppose Zt is rotational
symmetric, Lασ + b · ∇ is the generator of Xt, for any σ satisfies (1.5) below, we have
Lασf(x) + b · ∇f(x) =
∫
Rd
(f(x+ σ(x)z) − f(x)−∇f(x) · σ(x)z(α))
dz
|z|d+α
+ b · ∇f(x)
2
=∫
Rd
(f(x+ z) + f(x)−∇f(x) · z(α))
dz
| detσ(x)| · |σ−1(x)z|d+α
+ b · ∇f(x) = L ακ,bf(x),
where
κ(x, z) :=
|z|d+α
| det σ(x)| · |σ−1(x)z|d+α
. (1.4)
Since the well-posedness of the resolvent equations or backward Kolmogorov equations
associated with Lασ+b·∇ are closely related to the weak solutions(or martingale solutions)
of (1.3), our analytic result Theorem 1.1 has direct applications to SDE driven by α-stable
process.
On the other hand, pathwise uniqueness and strong existence for (1.3) with irregular
coefficients have already been studied in a large number of literatures, see [28] for one
dimensional case and [22], [32], [23], [8], [10], etc for more general Le´vy noises in Rd.
Roughly speaking, these works showed that the SDE (1.3) has a unique strong solution
under the conditions that σ is bounded, uniformly nondegenerate and Lipschitz, Zt is a
non degenerated α-stable process, b ∈ C β with β > 1− α
2
. However, when we consider the
existence and uniqueness of weak solutions to (1.3) or the well-posedness of corresponding
martingale problem, the regularity assumptions on the coefficients can be released. In
[33], the authors considered (1.3) driven by Brownian motion, they showed that if σ = I,
b ∈ H
− 1
2
p with p > 2d one can still give a natural meaning of “
∫ t
0
b(Xs)ds”(see also
[34]). The drift term may not be a process with finite variation any more but an additive
functional of X with zero energy. In [3], they considered the similar SDEs driven by one
dimensional additive α-stable noise with singular drifts in Besov-Ho¨lder space. The above
works are motivated by Bass and Chen’s early works [6], [7].
In this paper, we will study the martingale problem associated with L ακ,b := L
α
κ +b ·∇.
When α 6 1, since we assume b ∈ C β with β > 0, there is no issue about the definition
of martingale or weak solution. However, when α > 1 and b ∈ C β with β 6 0, like
in [33], [3], we need to give an appropriate definition of solutions to (1.3)(see Definition
4.5). Combining Theorem 1.1 and some standard techniques in probability theory, we can
obtain the following result. We distribute the proof in Lemma 4.6 and Lemma 4.7.
Corollary 1.2. Suppose max{0, (1− α)} < ϑ < 1, κ(x, z) satisfies (H1)-(H3), and b ∈
C β, where β ∈ (1 − α, ϑ) if α ∈ (0, 1] and β ∈ (−(α−1
2
∧ ϑ), 0] if α ∈ (1, 2). Then,
for each x ∈ Rd, there is a unique probability measure Px with starting point x on the
Skorokhod space D, which solves the martingale problem associated with L ακ,b and satisfies
the Krylov’s type estimate(see Definition 4.3).
Our corollary above implies:
Proposition 1.3. Suppose Zt is a rotational symmetric α-stable process, σ satisfies
Λ−1|z| 6 |σ(x)z| 6 Λ|z|, Λ > 0, z ∈ Rd. (1.5)
then
(i) If α ∈ (0, 1], β ∈ (1− α, 1). σ, b ∈ C β, there is a unique weak solution to (1.3).
(ii) If α ∈ (1, 2), β ∈ (1−α
2
, 0], ε > 0. σ ∈ C −β+ε, b ∈ C β, there is a unique weak
solution to (1.3).
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Another interesting problem we attempt to study in this paper is the regularity esti-
mates for the one dimensional distribution of the solutions to martingale problem asso-
ciated with L ακ,b. Debussche and Fournier in [11] proved that the law of the solution to
(1.3) has a density in some Besov space, under some non-degeneracy condition on the
driving Le´vy process and some Ho¨lder-continuity assumptions on the coefficients. We
following the thoughts in [11], but instead of using the crucial Lemma 2.1 therein, we use
the Littlewood-Paley description of Besov spaces to simplify the proof and get a bit more
general result(see Lemma 5.4).
Theorem 1.4. Under the same conditions in Corollary 1.2 for each x ∈ Rd, suppose Px
is the unique solution in Corollary 1.2. Then, for each t > 0 the distribution of canonical
process ωt under Px has a density in Besov space B
γ
q,∞ with γ and q satisfying
0 < γ < α(α + β − 1), 1 6 q <
d
d+ γ − α(α + β − 1)
if α ∈ (0, 1] and
0 < γ < (α + β − 1) ∧ ϑ
α
, 1 6 q <
d
d+ γ − (α + β − 1) ∧ ϑ
α
if α ∈ (1, 2).
Let P(Rd) be the collection of all probability measures on Rd. Combining corollary
1.2 and Theorem 1.4, we obtain the following interesting corollary:
Corollary 1.5. Under the same conditions in Corollary 1.2 for any x ∈ Rd, the following
nonlocal Fokker-Planck equation:
〈̺t, φ〉 = φ(x) +
∫ t
0
〈̺s,L
α
κ,bφ〉ds, ∀φ ∈ C
∞
c (1.6)
has a unique solution {̺t} ⊆ P(R
d). Moreover, for each t > 0, ̺t ∈ B
γ
q,∞ with γ
and q satisfying 0 < γ < α(α + β − 1), 1 6 q < d
d+γ−α(α+β−1)
if α ∈ (0, 1] and
0 < γ < (α + β − 1) ∧ ϑ
α
, 1 6 q < d
d+γ−(α+β−1)∧ ϑ
α
if α ∈ (1, 2).
Remark 1.6. The above result can also be seen as a probabilistic approach to the theory
of regularity of solutions to non-local partial differential equations. We give a probabilistic
proof for the well-posedness as well as regularity estimates for linear Fokker-Plank equation
with singular coefficients and initial data.
This paper is organized as follows: In Section 2, we recall some basic knowledge from
Littlewood-Paley theory for later use. We establish apriori estimates for (1.1) in Ho¨lder-
Besov spaces in Section 3. In Section 4, we prove the well-posedness of martingale problem
associated with L ακ,b. In section 5, we show the one dimensional distribution of the
martingale solution has a density in some Besov space.
2. Perliminary
In this section, we recall some basic concepts and properties of Littlewood-Paley de-
composition that will be used later.
Let S (Rd) be the Schwartz space of all rapidly decreasing functions, and S ′(Rd) the
dual space of S (Rd). Given f ∈ S (Rd), let Ff = fˆ be the Fourier transform of f
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defined by
fˆ(ξ) := (2π)−d/2
∫
Rd
e−iξ·xf(x)dx.
Let χ : Rd → [0, 1] be a smooth radial function with
χ(ξ) = 1, |ξ| 6 1, χ(ξ) = 0, |ξ| > 3/2.
Define
C := B3/2\B1/2 = {x ∈ R
d : 1/2 < |x| < 3/2}; ϕ(ξ) := χ(ξ)− χ(2ξ).
It is easy to see that ϕ > 0 and supp ϕ ⊂ C and
χ(2ξ) +
k∑
j=0
ϕ(2−jξ) = χ(2−kξ)
k→∞
→ 1. (2.1)
In particular, if |j − j′| > 2, then
suppϕ(2−j·) ∩ suppϕ(2−j
′
·) = ∅.
In this paper we shall fix such χ and ϕ and also introduce another nonnegative function
ϕ˜ ∈ C∞c (R
d) supported on B2\B1/4 and ϕ˜ = 1 on C for later use.
We introduce the definition of Besov space below.
Definition 2.1. The dyadic block operator ∆j is defined by
∆jf :=
{
F−1(χ(2·)Ff), j = −1,
F−1(ϕ(2−j·)Ff), j > 0.
For s ∈ R and p, q ∈ [1,∞], the Besov space Bsp,q is defined as the set of all f ∈ S
′(Rd)
with
‖f‖Bsp,q :=
(∑
j>−1
2jsq‖∆jf‖
q
p
)1/q
<∞;
If p = q =∞, we denote C s := Bs∞,∞.
Let
h := F−1ϕ, h˜ := F−1ϕ˜, h−1 := F
−1χ(2·);
hj := F
−1ϕ(2−j·) = 2jdh(2j·), j > 0.
By definition it is easy to see that
∆jf(x) = (hj ∗ f)(x) =
∫
Rd
hj(x− y)f(y)dy, j > −1. (2.2)
Definition 2.2. The low-frequency cut-off operator Sj is defined by
Sjf :=
∑
j′6j−1
∆j′f.
The paraproduct of f by g is defined by
Tfg :=
∑
j>−1
Sj−1f∆jg.
The remainder of f and g is defined by
R(f, g) =
∑
|k−j|61
∆kf∆jg.
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The following two Lemmas can be found in [29].
Lemma 2.3. If s > 0, s /∈ N, then
C
s := Bs∞,∞ ≍ C
s,
where Cs is the usual Ho¨lder space.
Lemma 2.4 (Bernstein’s inequalities). For any 1 6 p 6 q 6∞ and j > 0, we have
‖∇k∆jf‖q 6 Cp2
(k+d( 1
p
− 1
q
))j‖∆jf‖p, k = 0, 1, · · · , (2.3)
and
‖(−∆)s/2∆jf‖q 6 Cp2
(s+d( 1
p
− 1
q
))j‖∆jf‖p, s > 0. (2.4)
3. Schauder Estimate for (1.1)
In this section, we establish the Schauder type estimate for (1.1) and its well-posedness
in Besov-Ho¨lder space.
3.1. The case κ(x, z) = κ(z). The following assumptions will be needed in this subsec-
tion.
Assumption 2. There are constants r0, δ0,Λ,Λ2 > 0 such that
|{z : κ(z) > Λ} ∩Br| > δ0r
d, r ∈ (0, r0]; (H4)
κ(z) 6 Λ2, z ∈ R
d; 1α=1
∫
{r<|z|<R}
z · κ(z)dz = 0, 0 < r < R <∞. (H5)
Recalling that C := {x ∈ Rd : 1/2 < |x| < 3/2}. Define
B =
{
u ∈ S (Rd) : supp uˆ ∈ C
}
, J(u) =
{
x ∈ Rd : |u(x)| = ‖u‖∞
}
.
We have the following important frequency localized maximum principle.
Lemma 3.1. There exists a number c = c(d, α, r0, δ0) > 0 such that for any κ satisfying
(H4), the following maximal inequality holds:
inf
u∈B
inf
x∈J(u)
{
sgn(u(x)) · (−L ακ u(x))
}
> c · Λ‖u‖∞. (3.1)
The following simple lemma is needed in the proof of Lemma 3.1.
Lemma 3.2. Suppose f is a real analytic function on Rd, if f vanishes on a measurable
subset of Rd whose Lebesgue measure is positive, then f ≡ 0 on Rd.
Proof. We prove the lemma by induction. Let mk be the Lebesgue measure on R
k.
• If d = 1, then f is analytic with f |E ≡ 0 and m1(E) > 0, which implies zero points
of f must have an accumulation point on the line, by identity theorem, f ≡ 0.
• Assume the claim holds for d− 1. If md(E) > 0, then by Fubini theorem, there is
a set E1 ⊂ R with m1(E1) > 0, such that for any x1 ∈ E1,
md−1(E ∩ {x1} × R
d−1) > 0.
By induction hypothesis, for each x1 ∈ E1, function z 7→ f(x1, z) vanishes identi-
cally. Since m1(E1) > 0, we can find x
n
1 ∈ E1, x
n
1 → a. Now for each z ∈ R
d−1,
function x1 7→ f(x1, z) is real analytic, its zero points has an accumulation point
a. By the conclusion for 1 dimensional case, we get f(x1, z) ≡ 0.
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Proof of Lemma 3.1. Without loss of generality, we can assume Λ = 1. Define
A (r0, δ0) := {κ : κ satisfies (H4) with Λ = 1} ,
c := inf
κ∈A (r0,δ0)
inf
u∈B
inf
x∈J(u)
{
sgn(u(x)) · (−L ακ u(x))
}
/‖u‖∞.
We emphasize that the constant c only depends on d, α, r0, δ0. By the definition of c, there
exists a sequence of smooth functions wn ∈ S (R
d) satisfying supp wˆn ⊂ C, xn ∈ J(wn)
and κn(z) ∈ A (r0, δ0) such that
wn(xn) = max
x∈Rd
|wn| = 1, lim
n→∞
[
−L ακnwn(xn)
]
= c.
Let un(x) := wn(xn + x), it’s easy to see that un ∈ B and
un(0) = max
x∈Rd
|un|(x) = 1, lim
n→∞
[
−L ακnun(0)
]
= c. (3.2)
Notice that
un(x) =
∫
Rd
h˜(x− y)un(y)dy,
where h˜ is defined in section 2. For any k ∈ N,
‖∇kun‖∞ = ‖∇
kh˜ ∗ un‖∞ 6 ‖∇
kh˜‖1‖un‖∞ 6 Ck.
By Ascoli-Azela’s lemma and diagonal argument, there is a subsequence of {un}(still
denoted by un for simple) and u ∈ C
∞
b such that ∇
kun converges to ∇
ku uniformly on
any compact set. Let χR(·) = χ(·/R), where χ is the same function in section 2. For any
φ ∈ S (Rd), ∣∣∣∣∫ φ(un − u)∣∣∣∣ 6 ∫ |φχR · (un − u)|+ ∫ |φ(1− χR)(un − u)|
6‖φ‖L1‖un − u‖L∞(B3R/2) + 2 sup
|x|>R
|φ(x)|.
Let n→∞ and then R→∞, we get
〈φ, un〉 → 〈φ, u〉, ∀φ ∈ S (R
d).
i.e. un → u in S
′(Rd) and consequently, uˆn → uˆ in S
′(Rd). For any φ ∈ S (Rd)
supported on Rd\C, we have
〈φ, uˆ〉 = lim
n→∞
〈φ, uˆn〉 = 0,
which means u is also supported on C. Thus the complex-valued function
U : z 7→ (2π)−d〈ei〈z,ξ〉, uˆ〉
is a holomorphic function on Cd and u = U |Rd . This implies u is a real analytic function.
Now assume c = 0, for any λ ∈ (0, 1), by (3.2) and the fact that ∇un(0) = 0, we have
−L ακnun(0) =
∫
Br0
(un(0)− un(z))
κn(z)
|z|d+α
dz
>
∫
Br0∩{un6λ}∩{κn>1}
(1− un(z))
dz
|r0|d+α
>(1− λ)r−d−α0 |Br0 ∩ {un 6 λ} ∩ {κn > 1}|.
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This yields
lim sup
n→∞
|Br0 ∩ {un 6 λ} ∩ {κn > 1}| 6 (1− λ)
−1rd+α0 lim
n→∞
[−L ακnun(0)] = 0.
Combining the above estimate and our assumption (H4), we get
lim inf
n→∞
|Br0 ∩ {un > λ} ∩ {κn > 1}|
= lim inf
n→∞
|Br0 ∩ {κn > 1}| − lim sup
n→∞
|Br0 ∩ {un 6 λ} ∩ {κn > 1}| > δ0r
d
0 .
One the other hand, un → u uniformly in Br0 implies
|Br0 ∩ {u > λ}| = lim
n→∞
|Br0 ∩ {un > λ}|
> lim inf
n→∞
|Br0 ∩ {un > λ} ∩ {κn > 1}| > δ0r
d
0.
Notice that u 6 1, let λ ↑ 1 in the first term above, we obtain |{x ∈ Br0 : u(x) =
1}| > δ0r
d
0 > 0. Using Lemma 3.2, we obtain u ≡ 1 on R
d i.e. uˆ = δ0, the Dirac
measure. However, as we see before, uˆ must be supported on C, this contradiction implies
c = c(d, α, r0, δ0) > 0. 
Corollary 3.3. Let R > 1. Suppose κ satisfies (H4) and supp uˆ ⊂ RC := {x : x/R ∈ C},
then there is a positive constant c = c(d, α, r0, δ0) such that
inf
x∈J(u)
{
sgn(u(x)) · (−L ακ u(x))
}
> cΛRα‖u‖∞, (3.3)
where J(u) = {x : |u(x)| = ‖u‖∞}.
Proof. Suppose x0 ∈ J(u), define u
x0
R (x) := u(x0 + x/R), κR(z) := R
ακ(z/R). By our
assumption on u, one can see that supp ûx0R ⊂ C and κR satisfies (H4) with constant Λ
replaced by ΛRα. Notice that
L
α
κR
ux0R (0) =
∫
Rd
(u(x0 + z/R)− u(x0))
κ(z/R)
|z/R|d+α
d(z/R)
=
∫
Rd
(u(x0 + z)− u(x0))
κ(z)
|z|d+α
dz = L ακ u(x0),
by Lemma 3.1, we obtain that
−sgn(u(x0)) ·L
α
κ u(x0) =− sgn(u
x0
R (0)) ·L
α
κR
ux0R (0)
>cΛRα‖ux0R ‖∞ = cΛR
α‖u‖∞.
So we complete our proof. 
We need the following simple commutator estimate.
Lemma 3.4. For any j > −1, β ∈ (0, 1),
‖[∆j , b · ∇]u‖∞ 6 C2
−βj‖b‖C β‖∇u‖L∞, (3.4)
where C = C(d, β).
Proof. By (2.2), we have
[∆j , b · ∇]u(x) =
∫
Rd
hj(y)(b(x− y)− b(x)) · ∇u(x− y)dy,
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hence for any β ∈ (0, 1),
‖[∆j, b · ∇]u‖∞ 6
∫
Rd
hj(y)‖b(· − y)− b(·)‖∞‖∇u‖L∞dy
6 C‖b‖C β‖∇u‖L∞
∫
Rd
|hj(y)| |y|
βdy
= C‖b‖C β‖∇u‖L∞2
−βj
∫
Rd
|2h(2y)− h(y)| |y|βdy
6 C2−βj‖b‖C β‖∇u‖L∞.
(3.5)

Theorem 3.5. Suppose κ satisfies (H4), if α ∈ (0, 1] and b ∈ C
β with β ∈ (1− α, 1); or
α ∈ (1, 2) and b ∈ C β with β ∈ (−α−1
2
, 1). Then there a constant λ0 such that for any
λ > λ0 and f ∈ C
β (1.1) has a unique solution in C α+β. Moreover, we have the following
apriori estimate
(λ− λ0)‖u‖C β + ‖u‖Cα+β 6 C‖f‖Cβ , (3.6)
here C = C(d, α, β, r0, δ0,Λ, ‖b‖C β) > 0, λ0 = λ0(d, α, β, r0, δ0,Λ, ‖b‖C β) > 0.
Proof. For α ∈ (0, 1], we frist assume u ∈ S (Rd). Notice that ∆jL
α
κ = L
α
κ ∆j , we have
λ∆ju−L
α
κ ∆ju− b · ∇∆ju = ∆jf + [∆j, b · ∇]u.
For j = −1, then
λ∆−1u−L
α
κ ∆−1u− b · ∇∆−1u = ∆−1f + [∆−1, b · ∇]u.
Suppose ∆−1u(x−1) = ‖∆−1u‖∞, noticing L
α
κ ∆−1u(x−1) 6 0 and ∇u(x−1) = 0, we get
λ‖∆−1u‖∞ 6λ∆−1u(x−1)−L
α
κ ∆−1u(x−1)
6‖∆−1f‖∞ + ‖[∆−1, b · ∇]u‖∞
6‖∆−1f‖∞ + C‖b‖C β‖u‖B1
∞,1
.
For j > 0, assume sgn(∆ju(xj)) ·∆ju(xj) = ‖∆ju‖∞, by Lemma 3.1
(λ+ c2αj))‖∆ju‖∞ =sgn(∆ju(xj)) · [λ∆ju(xj) + c2
αj∆ju(xj)]
6‖λ∆ju−L
α
κ ∆ju− b · ∇∆ju‖∞
6‖∆jf‖∞ + ‖[∆j , b · ∇]u‖∞
6‖∆jf‖∞ + C2
−βj‖b‖C β‖u‖B1
∞,1
.
Combining the above inequalities and using interpolation,(
λ2βj + c2(α+β)j
)
‖∆ju‖∞ 6 2
βj‖∆jf‖∞ + ‖b‖C β
(
ε‖u‖Cα+β + Cε‖u‖Cβ
)
,
hence,
(λ− Cε)‖u‖Cβ + (c− εC‖b‖C β)‖u‖Cα+β 6 ‖f‖C β .
Choosing ε0 sufficiently small, such that (c− ε0‖b‖C β) >
c
2
, letting λ0 = Cε0, we get (3.6)
for u ∈ S (Rd). Now if u ∈ C α+β, let un := n
dη(n·) ∗
(
χ( ·
n
)u
)
∈ S (Rd), where χ is the
same function in section 2 and η ∈ C∞c (B1),
∫
η = 1. fn := λun −L
α
κ un − b · ∇un. So
(λ− λ0)‖un‖C β + ‖un‖Cα+β 6 C‖fn‖C β ,
by this, we obtain
(λ− λ0)‖u‖Cβ + ‖u‖Cα+β 6 lim sup
n→∞
[
(λ− λ0)‖un‖C β + ‖un‖Cα+β
]
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6C lim sup
n→∞
‖fn‖C β 6 C‖f‖C β .
For α ∈ (1, 2), we only prove the case β 6 0 here. By choosing γ ∈ (−β, α−1
2
), and
Bony’s decomposition, we have
‖∆j(b · ∇u)‖∞
= ‖∆j(Tb∇u) + ∆j(T∇ub) + ∆j(R(b,∇u))‖∞
6
∑
k6l−2;
|j−l|63
‖∆kb‖∞‖∆l∇u‖∞ +
∑
l6k−2;
|j−k|63
‖∆kb‖∞‖∆l∇u‖∞ +
∑
|k−l|61;
k,l>j−2
‖∆kb‖∞‖∆l∇u‖∞
6Cγ‖∇u‖C γ‖b‖C β
(
j2−βj · 2−γj + 2−βj + 2−(β+γ)j
)
6Cγ‖u‖C 1+γ‖b‖C β2
−βj.
Notice that,
λ∆ju−L
α
κ ∆ju = −∆j(b · ∇u) + ∆jf.
Like before, we have
(λ+ c2αj))‖∆ju‖∞ =sgn(∆ju(xj)) · [λ∆ju(xj) + c2
αj∆ju(xj)]
6‖λ∆ju−L
α
κ ∆ju‖∞
6‖∆jf‖∞ + ‖∆j(b · ∇u)‖∞
6C2−βj(‖f‖C β + ‖b‖C β‖u‖C 1+γ ).
Noticing that 1 + γ < α + β, by interpolation, we get (3.6). 
The next lemma will be used later.
Lemma 3.6. Suppose κ(z) satisfies (H5), then there is a constant C = C(α, d) > 0 such
that for all β ∈ R and u ∈ C α+β,
‖L ακ u‖C β 6 CΛ2‖f‖Cα+β .
Proof. Recall that ϕ˜ is a smooth function supported in B2\B1/4 with ϕ˜ = 1 on B3/2 \B1/2
and h˜ := F−1(ϕ˜). Since h˜ ∈ S , it is easy to see that for some c = c(α, d) > 0,
‖L ακ h˜‖1 6 CΛ2 <∞.
Let h˜j := F
−1(ϕ˜(2−j ·)) for j = 0, 1, 2, · · · . By scaling, we have
‖L ακ h˜j‖1 6 CΛ22
αj, j = 0, 1, 2, · · · .
Since ∆̂jf = ϕ(2
−j·)fˆ = ϕ˜(2−j·)ϕ(2−j·)fˆ , we have ∆jf = h˜j ∗∆jf and
‖∆jL
α
κ f‖∞ = ‖L
α
κ (h˜j ∗ (∆jf))‖∞ 6 ‖L
α
κ h˜j‖1‖∆jf‖∞ 6 CΛ22
αj‖∆jf‖∞.
Similarly, one can show
‖∆−1L
α
κ f‖∞ 6 CΛ2‖∆−1f‖∞.
Hence,
‖L ακ f‖C β = sup
j>−1
2βj‖∆jL
α
κ f‖∞ 6 CΛ2 sup
j>−1
2βj2αj‖∆jf‖∞ = CΛ2‖f‖Cα+β .
The proof is complete. 
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3.2. General case. Denote
δzf(x) := f(x+ z)− f(x), δ
α
z f(x) :=f(x+ z)− f(x)− z
(α) · ∇f(x).
We need the following lemma.
Lemma 3.7. Suppose α ∈ (0, 2) and κ(x, z) satisfies (H2) and (H3), then
(1) for any β ∈ (0, ϑ], we have
‖L ακ u‖C β 6 CΛ2‖u‖Cα+β + CθΛ3‖u‖Cα+θ , (3.7)
where θ ∈ (0, β).
(2) for any β ∈ (−(α ∧ ϑ), 0], we have
‖L ακ u‖C β 6 C(Λ2 + Λ3)‖u‖Cα+β . (3.8)
Proof. (1). Suppose α ∈ (0, 1] and β ∈ (0, ϑ]. For any x0 ∈ R
d, define
L
α
0 u(x) =
∫
Rd
δαz u(x)
κ(x0, z)
|z|d+α
dz.
Notice that |L ακ u(x0)| = |L
α
0 u(x0)|, by Lemma 3.6, we get
‖L α0 u‖L∞ 6 CΛ2‖u‖Cα+β .
For any x ∈ B1(x0) and θ ∈ (0, β), by definition
|L ακ u(x)−L
α
0 u(x)| 6
∣∣∣∣∫
Rd
δαz u(x)
(κ(x, z)− κ(x0, z))
|z|d+α
dz
∣∣∣∣
6Λ3|x− x0|
β
∫
Rd
|δαz u(x)|
dz
|z|d+α
6CθΛ3|x− x0|
β‖u‖Cα+θ .
Since
|L ακ u(x)−L
α
κ u(x0)| 6 |L
α
κ u(x)−L
α
0 u(x)|+ |L
α
0 u(x)−L
α
0 u(x0)|,
by the Lemma 3.6, if β ∈ (0, ϑ],
|L α0 u(x)−L
α
κ u(x0)| 6 |L
α
0 u(x)−L
α
0 u(x0)| 6 CΛ2‖u‖Cα+β |x− x0|
β.
Combining the above inequalities, we get (3.7).
(2). We only prove the case α ∈ (1, 2) and β ∈ (−ϑ, 0], which is harder and the only
case that will be used below. Denote κz(y) := κ(y, z), by definite we have
∆jL
α
κ u(x) =
∫
Rd
hj(x− y) dy
∫
Rd
δαz u(y)
κ(y, z)
|z|d+α
dz
=
∫
Rd
(∫
Rd
[
δαz u(y)κz(y)
]
hj(x− y) dy
)
dz
|z|d+α
.
(3.9)
Denote
Ij(x, z) =
∫
Rd
[
δαz u(y)κz(y)
]
hj(x− y) dy,
We drop the index x below for simple. By Bony’s decomposition,
|Ij(z)| =
∣∣∣∣∣∆j ∑
k,l>−1
[
(δαz∆ku) ·∆lκz
]∣∣∣∣∣
11
=∣∣∣∣∣∣∆j
∑
k6l−2
δαz∆ku ·∆lκz +
∑
l6k−2
δαz∆ku ·∆lκz +
∑
|k−l|61
δαz∆ku ·∆lκz
∣∣∣∣∣∣
6
∑
k6l−2;
|l−j|63
∣∣δαz∆ku ·∆lκz∣∣+ ∑
l6k−2;
|k−j|63
∣∣δαz∆ku ·∆lκz∣∣+ ∑
k,l>j−2;
|k−l|61
∣∣δαz∆ku ·∆lκz∣∣
=: I
(1)
j (z) + I
(2)
j (z) + I
(3)
j (z).
Roughly speaking, the first inequality above holds because the Fourier transforms of∑
k:k6l−2∆kf∆lg and 1|k−l|61∆kf∆lg are supported around 2
lC and 2lB1 respectively.
Noticing that by Bernstein’s inequality
|δαz∆ku(y)| =
∣∣∣∣∫ 1
0
z ·
[
∇∆ku(y + tz)−∇∆ku(y)
]
dt
∣∣∣∣
62|z|‖∇∆ku‖∞ 6 C‖u‖C γ |z|2
(1−γ)k,
(3.10)
and
|δαz∆ku(y)| 6 |z|
2‖∇2∆ku‖∞ 6 C‖u‖C γ |z|
22(2−γ)k, (3.11)
where γ := α + β. Next we estimate each I
(i)
j (z), we only need to care about the case
when j is large, say j > 10.
• If |z| < 2−j : for I
(1)
j (z), by (3.11) and noticing that 2− γ > 0, we have
I
(1)
j (z) =
∑
k6l−2;
|l−j|63
∣∣δαz∆ku ·∆lκz∣∣
6C‖u‖C γ‖κz‖Cϑ
∑
k.j
|z|22(2−γ)k2−ϑj
6C‖u‖C γ‖κz‖Cϑ |z|
22(2−γ−ϑ)j .
(3.12)
Similarly, for I
(2)
j (z), by (3.11) and noticing that ϑ > 0, we have
I
(2)
j (z) 6C‖u‖C γ‖κz‖C ϑ
∑
l.j
|z|22(2−γ)j2−ϑl
6C‖u‖C γ‖κz‖C ϑ|z|
22(2−γ)j .
(3.13)
For I
(3)
j (z), we choose ε0 ∈ (0, (β + ϑ) ∧ (2 − α)), by (3.10), (3.11) and noticing
that 1− γ − ϑ < 0 and 2− α− ε0 > 0 ∨ (2− γ − ϑ), we have
I
(3)
j (z) 6
∑
|k−l|61;
k,l>− log2 |z|−2
∣∣δαz∆ku ·∆lκz∣∣+ ∑
|k−l|61;
j−36k,l6− log2 |z|
∣∣δαz∆ku ·∆lκz∣∣
6C‖κz‖Cϑ‖u‖C γ
( ∑
k>− log2 |z|
|z|2(1−γ)k2−ϑk +
∑
j−26k6− log2 |z|
|z|22(2−γ)k2−ϑk
)
6C‖u‖C γ‖κz‖C ϑ
|z|γ+ϑ + |z|2 ∑
k6− log2 |z|
2(2−α−ε0)k

6C‖u‖C γ‖κz‖C ϑ|z|
α+ε0 .
(3.14)
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• |z| > 2−j : for I
(1)
j (z), notice that γ < 2 and 1− γ − ϑ < 0, we have
I
(1)
j (z) 6 C‖u‖C γ‖κz‖Cϑ
 ∑
−(1∧log2 |z|)6k6j
|z|2(1−γ)k2−ϑj +
∑
−16k<−(1∧log2 |z|)
|z|22(2−γ)k2−ϑj

6C‖u‖C γ‖κz‖C ϑ
(
1γ>1|z|
γ2−ϑj + 1γ=1|z|j2
−ϑj + 1γ<1|z|2
(1−γ−ϑ)j + |z|γ2−ϑj
)
6C‖u‖C γ‖κz‖C ϑ(|z|
γ + 1γ<1|z|2
(1−γ−ϑ)j).
(3.15)
For I
(2)
j (z), by (3.10) noticing that ϑ > 0, we have
I
(2)
j (z) 6
∑
l6k−2;
|k−j|63
∣∣(δαz∆ku ·∆lκz)∣∣
6C‖u‖C γ‖κz‖Cϑ
∑
l.j
|z|2(1−γ)j2−ϑl
6C‖u‖C γ‖κz‖Cϑ |z|2
(1−γ)j .
(3.16)
For I
(3)
j (z), by (3.11), and notice that 1− γ − ϑ < 0, we have
I
(3)
j (z) 6C‖u‖C γ‖κz‖Cϑ
∑
k,l>j−2;
|k−l|62
|z|2(1−γ)k2−ϑl
6C‖u‖C γ‖κz‖Cϑ |z|2
(1−γ−ϑ)j .
(3.17)
Combining (3.12)-(3.17) and recalling that γ = α + β, we obtain that for each x ∈ Rd,
|∆jL
α
κ u(x)| =
∣∣∣∣∫
Rd
Ij(x, z)
dz
|z|d+α
∣∣∣∣
6C‖u‖C γ sup
z∈Rd
‖κz‖Cϑ
(
2(2−γ)j
∫
|z|<2−j
|z|2−d−αdz +
∫
|z|<2−j
|z|ε0−ddz
+
∫
|z|>2−j
|z|γ−d−αdz + 2(1−γ)j
∫
|z|>2−j
|z|1−d−αdz
)
=C‖u‖C γ sup
z∈Rd
‖κz‖Cϑ
(
2−βj + 1 + 2−βj
)
6C‖u‖C γ sup
z∈Rd
‖κz‖Cϑ2
−βj.
(3.18)
i.e.
‖L ακ u‖C β = sup
j>−1
2−βj‖∆jL
α
κ u‖∞ 6 C‖u‖Cα+β sup
z∈Rd
‖κz‖Cϑ .
So we complete our proof. 
Before we proving our main results, let us give a brief discussion about our assumptions
on κ(x, z): letΛ = Λ1/(2cd), where cd is the volume of unity ball in R
d. By our assumptions
(H1) and (H2), we can see that for any r ∈ (0, r0], x ∈ R
d,
|Br ∩ {κ(x, ·) > Λ}| > Λ
−1
2
∫
Br∩{κ(x,·)>Λ}
κ(x, z)dz
=Λ−12
∫
Br
κ(x, z)dz − Λ−12
∫
Br∩{κ(x,·)<Λ}
κ(x, z)dz
13
>Λ−12 (Λ1r
d − Λ|Br|) >
Λ1
2Λ2
rd.
Thus, for each x ∈ Rd, κ(x, ·) satisfies (H4) with Λ = Λ1/(2cd) and δ0 = Λ1/(2Λ2).
Now we give the proof for Theorem 1.1.
Proof of Theorem 1.1. (1) Define
L
α
0 u(x) =
∫
Rd
δαz f(x)
κ(x0, z)
|z|d+α
dz.
Choose η be a smooth function with compact support in B1 and η(x) = 1, if x ∈ B 1
2
.
Fixed x0 ∈ R
d, define
ηx0ε (x) := η
(x− x0
ε
)
; κx0ε (x, z) := [κ(x, z) − κ(x0, z)]ηε(x).
We omit the supscript x0 below for simple. Define v = uηε, then we have
λv −L α0 v − b · ∇v
=[ηεf − ub · ∇ηε + uL
α
κ ηε] + ηε(L
α
κ u−L
α
0 u) + [ηεL
α
0 u−L
α
0 (ηεu)− uL
α
κ ηε].
(3.19)
Obviously,
‖ηεf − ub · ∇ηε + uL
α
κ ηε‖C β 6 Cε(‖f‖Cβ + ‖u‖C β). (3.20)
Denote
w˜ε(x) := ηε(x)(L
α
κ u(x)−L
α
0 u(x)) =
∫
Rd
δαz u
κε(x, z)
|z|d+α
dz.
By (3.7), for any θ ∈ (0, β)
‖w˜ε‖C β 6C sup
z
‖κε(·, z)‖L∞‖u‖Cα+β + Cθ sup
z
[κε(·, z)]ϑ‖u‖Cα+θ
6Cεβ‖u‖Cα+β + Cθ,ε‖u‖Cα+θ .
(3.21)
Denote
wε(x) := [ηεL
α
0 u−L
α
0 (ηεu)− uL
α
0 ηε](x)
and δzf(x) = (f(x+ z)− f(x)), by definition, we have
wε(x) =
∫
Rd
δzηε(x) δzu(x)
κ(x0, z)
|z|d+α
dz, (3.22)
and
wε(x)− wε(y) =
∫
Rd
δzηε(x)
[
δzu(x)− δzu(y)
]κ(x0, z)
|z|d+α
dz
+
∫
Rd
[
δzηε(x)− δzηε(y)
]
δzu(y)
κ(x0, z)
|z|d+α
dz.
(3.23)
In order to estimate the C β norm of wε, for different cases we have to deal it separately.
(i)For α ∈ (0, 1), by (3.22),∣∣wε(x)| 6∫
|z|61
‖∇ηε‖L∞‖u‖L∞|z|
κ(x0, z)
|z|d+α
dz + 2
∫
|z|>1
‖ηε‖L∞‖u‖L∞
κ(x0, z)
|z|d+α
dz
6Cε‖u‖L∞ .
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And by (3.23),∣∣wε(x)− wε(y)∣∣
6C|x− y|β
(
‖u‖Cβ‖∇ηε‖L∞
∫
|z|61
dz
|z|d+α−1
+ ‖u‖Cβ‖ηε‖L∞
∫
|z|>1
dz
|z|d+α
)
+ C|x− y|β
(
‖ηε‖C 1+β‖u‖L∞
∫
|z|61
dz
|z|d+α−1
+ ‖ηε‖Cβ‖u‖L∞
∫
|z|>1
dz
|z|d+α
)
6Cε|x− y|
β‖u‖C β .
Hence, we have
‖wε‖C β 6 Cε‖u‖C β . (3.24)
Let λ′0 be the constant λ0 in Theorem 3.5, by (3.19), (3.20), (3.21), (3.24), Theorem 3.5,
interpolation theorem and the discussion before this proof, we have
‖u‖Cα+β(Bε/2(x0)) + (λ− λ
′
0)‖uη
x0
ε ‖C β
6C‖v‖Cα+β + (λ− λ
′
0)‖v‖C β
6Cεβ‖u‖Cα+β + Cθ,ε‖u‖Cα+θ + C‖f‖Cβ
6Cεβ‖u‖Cα+β + Cθ,ε‖u‖C β + C‖f‖C β
6Cεβ sup
x0∈Rd
‖u‖Cα+β(Bε/2(x0)) + Cθ,ε‖u‖C β + C‖f‖C β .
We can fixed ε0 sufficiently small, such that Cε
β
0 6 1/2, so we have
sup
x0∈Rd
(
‖u‖Cα+β(Bε0/2(x0)) + (λ− λ
′
0)‖uη
x0
ε ‖C β
)
6 Cε0(‖f‖Cβ + ‖u‖C β).
This yields
‖u‖Cα+β 6 Cε0 sup
x0∈Rd
‖u‖Cα+β(Bε0/2(x0)) 6 Cε0 (‖u‖C β + ‖f‖C β) ,
and
Cε0(‖f‖C β + ‖u‖C β) > (λ− λ
′
0) sup
x0∈Rd
‖uηx0ε0 ‖C β > cε0(λ− λ
′
0)‖u‖Cβ ,
where cε0 is a constant larger than 0. Thus,
‖u‖Cα+β + (λ− λ
′
0)‖u‖C β 6 Cǫ0(‖f‖C β + ‖u‖C β).
Letting λ0 = λ
′
0 + Cε0, we obtain (1.2).
(ii)For α = 1, by (3.22) and (3.23), we have
‖wε‖L∞ 6 Cε‖u‖C1,
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and
|wε(x)− wε(y)|
6
∣∣∣∣∫
|z|6δ
δzηε(x)
[
δzu(x)− δzu(y)
]κ(x0, z)
|z|d+α
dz
∣∣∣∣ + ∣∣∣∣∫
|z|>δ
δzηε(x)
[
δzu(x)− δzu(y)
]κ(x0, z)
|z|d+α
dz
∣∣∣∣
+
∣∣∣∣∫
|z|6δ
δzu(y)
[
δzηε(x)− δzηε(y)
]κ(x0, z)
|z|d+α
dz
∣∣∣∣ + ∣∣∣∣∫
|z|>δ
δzu(y)
[
δzηε(x)− δzηε(y)
]κ(x0, z)
|z|d+α
dz
∣∣∣∣
6Cε−1|x− y|β‖u‖C 1+β
∫
|z|6δ
dz
|z|d+α−2
+ C|x− y|β‖u‖Cβ
∫
|z|>δ
dz
|z|d+α
+ Cε−1−β|x− y|β‖∇u‖L∞
∫
|z|6δ
dz
|z|d+α−2
dz + Cε−β|x− y|β‖u‖L∞
∫
|z|>δ
dz
|z|d+α
6
(
Cε−2δ2−α‖u‖C 1+β + C(ε, δ)‖u‖Cβ
)
|x− y|β.
(3.25)
Hence,
‖wε‖C β 6 Cε
−2δ2−α‖u‖C 1+β + C(ε, δ)‖u‖Cβ .
Choosing δ = ε
2+β
2−α , by Theorem 3.5, interpolation and above inequality, we get
‖u‖C 1+β(Bε/2(x0)) + (λ− λ
′
0)‖u‖C β(Bε/2(x0))
6Cεβ‖u‖Cα+β + Cθ,ε‖u‖C 1+θ + Cε
−2δ2−α‖u‖C 1+β + C(ε, δ)‖u‖Cβ + C‖f‖C β
6Cεβ‖u‖C 1+β + Cε‖u‖C β + C‖f‖Cβ .
Like the above case, we get (1.2).
(2) For α ∈ (1, 2), we only give the proof for β 6 0 here. Like the previous cases, we
have (3.19). Moreover, notice that β ∈ (−(α−1
2
∧ ϑ), 0], it is easy to see that
‖ηεf − ub · ∇ηε + uL
α
κ ηε‖C β 6 Cε(‖f‖Cβ + ‖u‖Cϑ),
and
‖wε‖C β 6 C‖wε‖L∞ 6 C‖u‖C1.
For w˜ε, fixing γ ∈ (−β, ϑ), then for any z ∈ R
d,
‖κε(·, z)‖C γ =‖[κ(·, z)− κ(x0, z)]ηε(·)‖C γ
6C(εϑ[ηε]γ + [κ(·, z)]Cγ(Bε(x0)))
6Cεϑ−γ.
Using Lemma 3.7 (2)(replace ϑ with γ) and above inequality, we obtain
‖w˜ε‖C β :=‖ηε(L
α
κ u−L
α
0 u)‖Cβ =
∥∥∥∥∫
Rd
δzu(·)
κε(·, z)
|z|d+α
dz
∥∥∥∥
C β
6Cεϑ−γ‖u‖Cα+β .
Now by the similar argument as in the previous case, we get (1.2).

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4. Martingale Problem and Weak Solution
Before going to the definition of martingale problem associated with L ακ,b, let us briefly
introduce the corresponding SDE.
Let (Ω,P,F) be a probability space and N(dr, dz, ds) be a Poisson random measure
on R+ × R
d × R+ with intensity measure is dr
dz
|z|d+α
ds. Define
N (α)(dr, dz, ds) =

N(dr, dz, ds) α ∈ (0, 1)
N(dr, dz, ds)− dr
1B1(z)dz
|z|d+α
ds α = 1
N(dr, dz, ds)− dr
dz
|z|d+α
ds α ∈ (1, 2)
(4.1)
Consider the following SDE driven by Poisson random measure N :
Xt = X0 +
∫ t
0
∫
Rd
∫ ∞
0
z1[0,κ(Xs−,z))(r)N
(α)(dr, dz, ds) +
∫ t
0
b(Xs)ds. (4.2)
As mentioned before, when b is just a distribution, the drift term “
∫ ·
0
b(Xs)ds” may
not be a process with finite variation any more but an additive functional of X with zero
energy, which means X may not be a semimartingale but a Dirichlet process. We give
the precious definitions of Dirichlet processes and process of zero energy first.
Definition 4.1. We say that a continuous adapted process (At)t∈[0,T ] is a process of zero
energy if A0 = 0 and
lim
δ→0
sup
|πT |<δ
E
( ∑
ti∈πT
|Ati+1 − Ati |
2
)
= 0
where πT denotes a finite partition of [0, T ] and |πT | denotes the mesh size of the partition.
Definition 4.2. We say that an adapted process (Xt)t∈[0,T ] is a Dirichlet process if
Xt =Mt + At (4.3)
where M is a square-integrable martingale and A is an adapted process of zero energy.
Suppose κ(·, z), b is smooth and bounded, then the above equation has a unique solution.
By Itoˆ’s formula(see [2, Theorem 4.4.7]), for any f ∈ C2b , we have
f(Xt)− f(X0)
=
∫ t
0
∫
Rd
∫ ∞
0
[f(Xs− + z1[0,κ(Xs−,z))(r))− f(Xs−)]N˜(dr, dz, ds) +
∫ t
0
b · ∇f(Xs)ds
+
∫ t
0
∫
Rd
∫ ∞
0
[f(Xs− + z1[0,κ(Xs−,z))(r))− f(Xs−)− z1[0,κ(Xs−,z))(r)]dr
dz
|z|d+α
ds
=Mft +
∫ t
0
L
α
κ f(Xs)ds+
∫ t
0
b · ∇f(Xs)ds,
(4.4)
where
Mft :=
∫ t
0
∫
Rd
∫ ∞
0
[f(Xs− + z1[0,κ(Xs−,z))(r))− f(Xs−)]N˜(dr, dz, ds).
Thus, (4.2) is the SDE associated with operator L ακ,b at least when the coefficients are
regular. However, when b ∈ C β with β 6 0, we must face up to the problem of how to
define the term “
∫ t
0
b(Xs)ds” in (4.2) and “
∫ t
0
b · ∇f(Xs)ds” in (4.4). Inspired by [33],
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when considering the martingale problem associated with L ακ,b, if b ∈ C
β with β 6 0, we
need restrict ourselves to some probability measures on D := D(R+;R
d) satisfying the
following Krylov’s type estimate:
Definition 4.3. (Krylov’s type estimate) We call a probability measure P ∈ P(D) satisfy
Krylov’s estimate with indices µ if for any T > 0, there are positive constants CT and γ
such that for all f ∈ C∞, 0 6 t0 < t1 6 T ,
E
∣∣∣∣∫ t1
t0
f(ws)ds
∣∣∣∣2 6 CT |t1 − t0|1+γ‖f‖2Cµ , (4.5)
where the expectation E is taken with respect to P. All the probability measure P with
property (4.5) is denoted by K µ(D).
We should point out that for arbitrary f ∈ C β, there is no good smooth approximation
sequence in space C β. However, the modifying approximation sequence fn := f ∗ ηn
converges to f in C µ, for any µ < β. So given f ∈ C β with β 6 0, in order to give a
natural definition of
∫ t
0
f(ωs)ds under some suitable probability measure P, we have to
restrict ourselves to P ∈ K µ(D) with µ < β.
Proposition 4.4. Let µ < β 6 0, P ∈ K µ(D), for any f ∈ C β, there is a continuous
Bt(D)-adapted process A
f
t with zero energy and such that for any T > 0,
lim
n→∞
E
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
fn(ws)ds−A
f
t
∣∣∣∣
)
= 0, (4.6)
where C∞b ∋ fn
C µ
−→ f . Moreover, the mapping C µ ∋ f 7→ Af· ∈ L
2(D,P;C([0, T ])) is a
bounded linear operator and for all 0 6 t0 < t1 6 T ,
E
∣∣∣Aft1 − Aft0∣∣∣2 6 CT (t1 − t0)1+γ‖f‖2Cµ, (4.7)
where the constants CT and γ are the same as in (4.5).
Since the proof for this proposition is just the same with Proposition 3.2 in [33], we
omit the details here.
Now we are on the position to give the definition of martingale problem.
Definition 4.5 (Martingale Problem). (1) If b ∈ Bb(R
d), we call a probability mea-
sure P ∈ P(D) a martingale solution associated with L ακ,b starting from x ∈ R
d if
for any f ∈ C∞b ,
Mft := f(ωt)− f(x)−
∫ t
0
L
α
κ,bf(ωs)ds (4.8)
is a continuous Bt(D)-martingale with M
f
0 = 0 under P. The set of the martingale
solutions with starting point x is denoted by Mκ,b(x).
(2) If µ < β 6 0, b ∈ C β with β 6 0, we call a probability measure P ∈ K µ(D) a
martingale solution associated with L ακ,b starting from x ∈ R
d if for any f ∈ C∞b ,
Mft := f(wt)− f(x)−
∫ t
0
L
α
κ f(ws)ds−A
b·∇f
t (4.9)
is a continuous Bt(D)-martingale with M
f
0 = 0 under P. The set of the martingale
solutions P ∈ K µ(D) and starting point x is denoted by M µκ,b(x).
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By Theorem 1.1 (1), immediately, we have
Lemma 4.6. Suppose α ∈ (0, 1], κ(x, z) satisfies (H1)-(H3) with
max{0, (1− α)} < ϑ < 1, and b ∈ C β with β ∈ (0, ϑ), then for any x ∈ Rd, there is a
unique element in Mκ,b(x).
Proof. The Existence of martingale solution to (4.8) is trivial, since the coefficients are
globally Ho¨lder continuous. We only give the proof for uniqueness. Suppose Px ∈ Mκ,b(x).
For any f ∈ C∞b and λ > λ0, where λ0 is the constant in Theorem 1.1, let u be the solution
to (1.1) and un := u ∗ ηn = n
du ∗ η(n·). By the definition of Px and Itoˆ’s formula, we have
e−λtun(ωt)− un(ω0) =
∫ t
0
e−λs[−λun(ωs) + L
α
κ,bun(ωs)]ds+
∫ t
0
e−λsdMuns ,
which implies
un(x) = Ex
(∫ ∞
0
e−λt[(λun −L
α
κ,bun)(ωt)]ds
)
= Ex
(∫ ∞
0
e−λtgn(ωt)dt
)
, (4.10)
where
gn = f ∗ ηn + [(L
α
κ u) ∗ ηn −L
α
κ (u ∗ ηn)] + [(b · ∇u) ∗ ηn − b · ∇(u ∗ ηn)]. (4.11)
Noticing that u ∈ C α+β with β > 0, we have
[(L ακ u) ∗ ηn −L
α
κ (u ∗ ηn)](x)
=
∫
Rd
ηn(x− y)dy
∫
Rd
δαz u(y)
(κ(y, z)− κ(x, z))
|z|d+α
dz
6Λ3
∫
Rd
ηn(x− y)|x− y|
ϑdy
∫
Rd
|δαz u(y)|
|z|d+α
dz 6 Cn−ϑ‖u‖Cα+β → 0 (n→∞).
And also [(b · ∇u) ∗ ηn − b · ∇(u ∗ ηn)] → 0 uniformly in n. Hence, {gn} is uniformly
bounded and converges to f . Taking limit in both side of (4.10), we obtain
u(x) = Ex
(∫ ∞
0
e−λtf(ωt)dt
)
,
which implies the one dimensional distribution of Px is unique and thus the uniqueness
of Px follows(see [14] for details). 
Next we consider the case when α ∈ (1, 2) and b is just a distribution.
Lemma 4.7. Suppose α ∈ (1, 2), κ(x, z) satisfies (H1)-(H3) and b ∈ C
β with β ∈
(−(α−1
2
∧ϑ), 0]. Then for each x ∈ Rd, there is a unique probability measure Px ∈ M
µ
κ,b(x),
for some µ < β.
Proof. Uniqueness: The proof is similar with the one of Lemma 4.6. Suppose −ϑ < µ <
β, Px ∈ M
µ
κ,b(x), thanks to the fact Px ∈ K
µ(D), we only need to show gn → f in C
µ,
where gn is defined in (4.11). Notice that L
α
κ u ∈ C
β, u ∗ ηn
Cα+µ
−→ u and by Lemma 3.7
L ακ : C
α+µ → C µ is bounded, we get
‖(L ακ u) ∗ ηn −L
α
κ (u ∗ ηn)‖Cµ
6‖(L ακ u) ∗ ηn −L
α
κ u‖Cµ + ‖L
α
κ (u ∗ ηn)−L
α
κ u‖Cµ → 0, (n→∞).
Similarly, we have
‖(b · ∇u) ∗ ηn − b · ∇(u ∗ ηn)‖Cµ → 0, (n→∞).
Thus we get limn→∞ ‖gn − f‖Cµ = ‖f ∗ ηn − f‖Cµ = 0.
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Existence: Let bn = b ∗ ηn, κn(·, z) = (κ(·, z) ∗ ηn)(·). Let X
n
t be the unique solution
to the following SDE:
Xnt = x+
∫ t
0
∫
Rd
∫ ∞
0
z1[0,κn(Xns−,z))N˜(dr, dz, ds) +
∫ t
0
bn(X
n
s )ds,
where N and N˜ = Nα are defined at the beginning of this section. Then the probability
measure Pnx = P ◦ (X
n
t )
−1 on D is an element in Mκn,bn(x). For any f ∈ C
∞
b , let u
λ
n be
the solution to
λuλn −L
α
κn,bnu
λ
n = f.
By Itoˆ’s formula, for any stopping times τ1 6 τ2,
uλn(X
n
τ2
)− uλn(X
n
τ1
)
=
∫ τ2
τ1
∫
Rd
∫ κn(Xs−,z)
0
[uλn(X
n
s− + z)− u
λ
n(X
n
s−)]N˜(dr, dz, ds)
+ λ
∫ τ2
τ1
uλn(X
n
s )ds−
∫ τ2
τ1
f(Xns )ds.
Hence, ∫ τ2
τ1
f(Xns )ds =
∫ τ2
τ1
∫
Rd
∫ κn(Xns−,z)
0
[uλn(X
n
s− + z)− u
λ
n(X
n
s−)]N˜(dr, dz, ds)
+ uλn(X
n
τ1
)− uλn(X
n
τ2
) + λ
∫ τ2
τ1
uλn(X
n
s )ds.
Denote
Mnt :=
∫ t
0
∫
Rd
∫ ∞
0
1{r<κn(Xns−,z)}[u
λ
n(X
n
s− + z)− u
λ
n(X
n
s−)]N˜(dr, dz, ds).
By Burkholder-Davis-Gundy’s inequality, we get that for any δ > 0, m ∈ N+ and bounded
stopping time τ ,
E
∣∣∣∣∫ τ+δ
τ
f(Xns )ds
∣∣∣∣2
6Cm
{
E([Mn]τ+δ − [M
n]τ ) + ‖u
λ
n‖
2
∞ + (λδ‖u
λ
n‖∞)
2
}
6Cm
{
E([Mn]τ+δ − [M
n]τ ) + [1 + (λδ)
2]‖uλn‖
2
∞
}
.
(4.12)
On the other hand,
[Mn]τ+δ − [M
n]τ
=
∫ τ+δ
τ
∫
Rd
∫ ∞
0
1{r<κn(Xns−,z)}[u
λ
n(X
n
s− + z)− u
λ
n(X
n
s−)]
2N(dr, dz, ds)
6C
∫ τ+δ
τ
∫
Rd
∫ Λ2
0
(|z|2‖∇uλn‖
2
∞ ∧ ‖u
λ
n‖
2
∞)N(dr, dz, ds)
=C
∫ τ+δ
τ
∫
Rd
∫ Λ2
0
gλn(z)N˜(dr, dz; ds) + C
∫ τ+δ
τ
∫
Rd
∫ Λ2
0
gλn(z)dr
dz
|z|d+α
ds,
(4.13)
where
gλn(z) := |z|
2‖∇uλn‖
2
∞ ∧ ‖u
λ
n‖
2
∞.
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By Theorem 1.1 and interpolation, we have
‖uλn‖∞ . λ
−θ‖f‖Cµ, ‖∇u
λ
n‖∞ . λ
1
α
−θ‖f‖Cµ , ∀µ ∈ (−(
α−1
2
∧ ϑ), β], θ ∈ (0, 1 + µ
α
).
(4.14)
This yields
|gλn(z)| . ‖f‖
2
Cµ(|z|
2λ−2θ+
2
α ∧ λ−2θ), ∀µ ∈ (−(α−1
2
∧ ϑ), β], θ ∈ (0, 1 + µ
α
). (4.15)
For any δ 6 λ−10 , choosing λ = δ
−1 and combining (4.12)-(4.15), we get
E
∣∣∣∣∫ τ+δ
τ
f(Xns )ds
∣∣∣∣2
6Cδ
∫
Rd
gλn(z)
dz
|z|d+α
+ C‖uλn‖
2
∞
6C‖f‖2Cµ
(
δλ−2θ+
2
α
∫
|z|<λ−1/α
|z|2−d−αdz + δλ−2θ
∫
|z|>λ−1/α
|z|−d−αdzC + λ−2θ
)
6C‖f‖2Cµδλ
1−2θ = C‖f‖2Cµδ
2θ,
(4.16)
here C is independent with n. Let Ant :=
∫ t
0
bn(X
n
s (x))ds and T be the collection of all
bounded stopping time. The above estimate and Burkholder-Davis-Gundy’s inequality
yield
sup
τ∈T
E|Xnτ+δ −X
n
τ |
6 sup
τ∈T
E
(
|Anτ+δ −A
n
τ |+
∣∣∣∣∣
∫ τ+δ
τ
∫
Rd
∫ κn(Xns−,z)
0
zN˜(dr, dz, ds)
∣∣∣∣∣
)
6 sup
τ∈T
(
E
∣∣∣∣∫ τ+δ
τ
bn(X
n
s )ds
∣∣∣∣2
) 1
2
+ C sup
τ∈T
E
(∫ τ+δ
τ
∫
Rd
∫ Λ2
0
|z|2N(dr, dz, ds)
) 1
2
6C‖b‖C βδ
θ + C sup
τ∈T
E
[∫
|z|61
|z|2N δτ (dz)
] 1
2
+ C sup
τ∈T
E
[∫
|z|>1
|z|2N δτ (dz)
] 1
2
.
where
N δτ (dz) :=
∫ τ+δ
τ
∫ Λ2
0
N(dr, dz, ds),
it is not hard to see that N δτ is a Poisson random measure on R
d with intensity measure
δΛ2
dz
|z|d+α
. Notice that for fixed ω ∈ Ω, N δτ is a counting measure, by the elementary
inequality: (
∑
k |ak|
p)1/p 6 (
∑
k |ak|
q)1/q, ∀ p > q > 0 and {ak} ⊂ R, we also have(∫
|z|>1
|z|2N δτ (dz)
) 1
2
6
∫
|z|>1
|z|N δτ (dz).
Thus, for small δ 6 λ−10 we have
sup
τ∈T
E|Xnτ+δ −X
n
τ |
6C‖b‖C βδ
θ + C sup
τ∈T
[
E
∫
|z|61
|z|2N δτ (dz)
] 1
2
+ C sup
τ∈T
E
∫
|z|>1
|z|N δτ (dz)
6C(‖b‖C βδ
θ + δ
1
2 + δ) . δ
1
2 ,
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and consequently
lim
δ↓0
E sup
τ∈T
|Xnτ+δ −X
n
τ | = 0.
By Aldous tightness criterion, we obtain that {Pnx := P ◦ (X
n
t )
−1}n∈N is tight. So, upon
taking a subsequence, still denote by n, we can assume that Pnx ⇒ Px. By (4.16), we also
have
Ex
∣∣∣∣∫ t1
t0
f(ωs)ds
∣∣∣∣2 = limn→∞Enx
∣∣∣∣∫ t1
t0
f(ωs)ds
∣∣∣∣2 6 C‖f‖2Cµ|t1 − t0|2θ,
where µ ∈ (−(α−1
2
∧ ϑ), β] and θ ∈ (0, 1 + µ
α
), i.e. Px ∈ K
µ(D). Hence, by Proposition
4.4, for any f ∈ C∞b , we can define
Ab·∇ft (ω) := lim
n→∞
∫ t
0
bn · ∇f(ωs)ds, Px − a.s..
Next we verify that Px ∈ M
µ
κ,b(x) with µ ∈ (−(
α−1
2
∧ ϑ), β). Let B0t := σ({ωs : ω ∈
D, s 6 t}), Bt = ∩s>tB
0
s , B = σ(∪t∈R+Bt), DPx := {t > 0 : Px(ωt = ωt−) < 1}. For any
s, si, t ∈ DPx, 0 6 s1 6 s2 6 · · · 6 sk 6 s 6 t, f ∈ C
∞
b and h1, h2, · · · , hk ∈ Cb(R
d),
denote H := Πki=1hi(ωsi) ∈ Bs, then
|Ex[(M
f
t −M
f
s )Π
k
i=1hi(ωsi)]
6
∣∣∣∣(Ex − Enx) [f(ωt)− f(ωs)− ∫ t
s
(L ακmf + bm · ∇f)(ωr)dr
]
H
∣∣∣∣
+
∣∣∣∣Ex [∫ t
s
(L ακm −L
α
κ )f(ωr)dr +
∫ t
s
bm · ∇f(ωr)dr − (A
b·∇f
t − A
b·∇f
s )
]
H
∣∣∣∣
+
∣∣∣∣Enx [f(ωt)− f(ωs)− ∫ t
s
(L ακnf + bn · ∇f)(ωr)dr
]
H
∣∣∣∣
+
∣∣∣∣Enx [∫ t
s
[(L ακn −L
α
κm)f + (bn − bm) · ∇f ](ωr)dr
]
H
∣∣∣∣ .
(4.17)
Notice that for any m, the first term on the right side of (4.17) goes to 0 as n goes to 0.
Since Px ∈ K
µ(D), by the definition of Ab·∇ft , we have
lim
m→∞
∣∣∣∣Ex [∫ t
s
(L ακm −L
α
κ )f(ωr)dr +
∫ t
s
bm · ∇f(ωr)dr − (A
b·∇f
t − A
b·∇f
s )
]
H
∣∣∣∣
6Πki=1‖hi‖∞ lim
m→∞
(∣∣∣∣Ex ∫ t
s
(L ακm −L
α
κ )f(ωr)dr
∣∣∣∣+ Ex ∣∣∣∣∫ t
s
bm · ∇f(ωr)dr − (A
b·∇f
t − A
b·∇f
s )
∣∣∣∣)
=0.
Similarly, the fourth term goes to 0 uniformly in n as m goes to 0. And by definition, the
third term on the right side of (4.17) is zero. Thus, letting first n→∞ and then m→∞
on the right side of (4.17), we get
Ex[(M
f
t −M
f
s )Π
k
i=1hi(ωsi)] = 0, ∀s, si, t ∈ DPx, si 6 s 6 t.
By [14, Lemma 7.7 of Chapter 3], DPx is at most countable, noticing that M
f
t is ca`dla`g
under Px, we obtain
Ex[(M
f
t −M
f
s )Π
k
i=1hi(ωsi)] = 0, ∀s, si, t ∈ [0,∞), si 6 s 6 t.

We close this section by giving the definition of weak solution.
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Definition 4.8 (Weak solution). Let β ∈ R, α ∈ (0, 2). We say that (Ω,F ,Ft,P, X,N,A)
is a weak solution to
Xt = x+
∫ t
0
∫
Rd
∫ κ(Xs−,z)
0
zN (α)(dr, dz, ds) +
∫ t
0
b(Xs)ds, (4.18)
if
(1) (Ω,F ,Ft,P) is a complete filtered probability space and Xt, At are ca`dla`g pro-
cesses adapted with Ft. N is a Poisson random measure and for any compact
set B ⊆ R+ × R
d\{0}, N(B; t) is a Ft adapted Poisson process with intensity∫
Rd
∫∞
0
1B(r, z)dr
dz
|z|d+α
;
(2)
Xt = x+
∫ t
0
∫
Rd
∫ ∞
0
z1[0,κ(Xs−,z))N
(α)(dr, dz, ds) + At,
and for any bn ∈ C
∞
b and bn
C β
−→ b, we have∫ t
0
bn(Xs)ds−→At
in probability P uniformly over bounded time intervals;
(3) there are constant γ, C > 0 such that
E |At − As|
2
6 C|t− s|1+γ , s, t ∈ [0, T ].
Thanks to the martingale representation theorem for Poisson noise(see II.1.c on p.74
of [20]), following the argument in [20, Theorem II10] and [33, Proposition 3.13 ], we have
the equivalence between martingale solution and weak solution without any surprise.
Theorem 4.9. Let P ∈ P(D),
(1) if α ∈ (0, 1], b ∈ C β with β > 0, then P ∈ Mκ,b(x) if and only if there is a weak
solution (Ω,F ,Ft,P, X,N,A) so that P ◦X
−1 = P;
(2) if α ∈ (1, 2), b ∈ C β with β 6 0, then P ∈ M µκ,b(x) for some µ < β if and only if
there is a weak solution (Ω,F ,Ft,P, X,N,A) so that P ◦X
−1 = P ∈ K µ(D).
5. Regularity of density of martingale solution
Thanks to Theorem 4.9, it is equivalent to consider the weak solution of (4.18) and
martingale solution associated with L ακ,b. We are going to prove that the law of the weak
solution of (4.18) has a density in some Besov space under some mild assumptions. Most
results in this section are inspired by Debussche and Fournier’s work [11].
Through out this section, we assume ν satisfies the following assumption for some
α ∈ (0, 2):
Assumption 3. (i)
∫
|z|>1
|z|pν(dz) <∞, ∀p ∈ [0, α),
(ii) there exists C > 0 such that
∫
|z|6a
|z|2ν(dz) 6 Ca2−α, ∀a ∈ (0, 1],
(iii) there exists c > 0 such that
∫
|z|6a
|〈ξ, z〉|2ν(dz) > ca2−α, ∀ξ ∈ Sd−1, a ∈ (0, 1].
Define
N (α)(dr, dz, ds) :=

N(dr, dz, ds) α ∈ (0, 1)
N(dr, dz, ds)− dr1B1(z)ν(dz)ds α = 1
N(dr, dz, ds)− drν(dz)ds α ∈ (1, 2),
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whereN is a a Poisson randommeasure on R+×R
d×R+ with intensity measure drν(dz)ds.
We also assume Yt solves the following equation:
Yt = Y0 +
∫ t
0
a(Ys)ds+
∫ t
0
∫
Rd
∫ ∞
0
g(Ys−, z)1[0,k(Ys−,z)](r)N
(α)(dr, dz, ds), (5.1)
where a, g, k are bounded measurable functions.
Lemma 5.1. Assume
|a(y)| 6 c0, |g(y, z)| 6 c2|z|, |k(y, z)| 6 λ2
and Y solves (5.1). Then for all p ∈ (0, α) and 0 6 s 6 t 6 s + 1 we have
E sup
v∈[s,t]
|Yv − Ys|
p + E sup
v∈[s,t]
|Yv− − Ys|
p 6 C(p, c0, c2, λ2)|t− s|
p
α∨1 . (5.2)
Furthermore, if α ∈ (0, 1) and p ∈ [α, 1), then for all 0 6 s 6 t 6 s+ 1 we have
E
(
sup
v∈[s,t]
|Yv − Ys|
p ∧ 1
)
6 C(p, c0, c2, λ2)|t− s|
p. (5.3)
Proof. For all 0 < p < α and 0 6 s 6 t 6 s+ 1, we have: if α ∈ (1, 2)
E
∣∣∣∣∫ t
s
a(Yu)du
∣∣∣∣p 6 C|t− s|p 6 C|t− s| pα , (5.4)
and if α ∈ (0, 1]
E
∣∣∣∣∫ t
s
a(Yu)du
∣∣∣∣p 6 C|t− s|p. (5.5)
Then the inequality (5.2) is a simple consequence of (5.4) and (5.5) and the following
inequality:
E
[
sup
v∈[s,t]
∣∣∣∣∫ v
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz, du)
∣∣∣∣p
]
6C(p, c2, λ2)|t− s|
p/α, (5.6)
for all p ∈ (0, α) and 0 6 s 6 t 6 s+ 1. Actually, if α ∈ (1, 2), write∫ v
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz; du)
=I1(v) + I2(v) :=
∫ v
s
∫
|z|6|t−s|1/α
∫ k(Yu−,z)
0
g(Yu−, z)N
(α)(dr, dz, du)
+
∫ v
s
∫
|z|>|t−s|1/α
∫ k(Yu−,z)
0
g(Yu−, z)N
(α)(dr, dz, du),
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For I1, notice that
p
2
< 1, by Burkholder-Davis-Gundy’s inequality,
E
[
sup
v∈[s,t]
|I1(v)|
p
]
6CpE
∣∣∣∣∣
∫ t
s
∫
|z|6|t−s|1/α
∫ k(Yu−,z)
0
|g(Yu−, z)|
2N(dr, dz; du)
∣∣∣∣∣
p
2

6Cp
[
E
∫ t
s
∫
|z|6|t−s|1/α
∫ k(Yu−,z)
0
|g(Yu−, z)|
2N(dr, dz; du)
] p
2
6Cpλ2
[
c22|t− s|
∫
|z|6|t−s|1/α
|z|2ν(dz)
] p
2
6 C(p, c2, λ2)|t− s|
p/α.
(5.7)
For I2, similarly, we have
c2E
[
sup
v∈[s,t]
|I2(v)|
p
]
6CpE
∣∣∣∣∣
∫ t
s
∫
|z|>|t−s|1/α
∫ k(Yu−,z)
0
|g(Yu−, z)|
2N(dr, dz; du)
∣∣∣∣∣
p
2

6Cpc
2
2E
[∣∣∣∣∫ t
s
∫
|z|>|t−s|1/α
∫ λ2
0
|z|2N(dr, dz; du)
∣∣∣∣
p
2
]
.
Let Ns,t(dz) =
∫ t
s
∫ λ2
0
N(dr, dz; du), then Ns,t is a Poisson random measure with intensity
λ2|t − s|ν(dz). Notice that Ns,t is a counting measure, by the elementary inequality:
(
∑
k |ak|
p)1/p 6 (
∑
k |ak|
q)1/q, ∀ p > q > 0, {ak} ⊂ R and Lemma A.1 of [11], we obtain
E
[
sup
v∈[s,t]
|I2(v)|
p
]
6Cpc
p
2E
[∣∣∣∣∫
|z|>|t−s|1/α
|z|2Ns,t(dz)
∣∣∣∣ p2
]
6Cpc
p
2E
∫
|z|>|t−s|1/α
|z|pNs,t(dz)
6Cpc
p
2λ2|t− s|
∫
|z|>|t−s|1/α
|z|pν(dz) 6 C(p, c2, λ2)|t− s|
p/α.
(5.8)
Combining (5.7) and (5.8), we get the desired result for α ∈ (1, 2). By the similar
argument we get that for 0 < p < α 6 1 and 0 6 s 6 t 6 s+ 1
E
[
sup
v∈[s,t]
∣∣∣∣∫ v
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz, du)
∣∣∣∣p
]
6C(p, c2, λ2)|t− s|
p/α.
Now we only need to show that for p ∈ [α, 1) and 0 6 s 6 t 6 s + 1, (5.3) holds. Since
αp < p, we have
|Yt − Ys|
p ∧ 1
6
∣∣∣∣∫ t
s
a(Yu)du
∣∣∣∣p + ∣∣∣∣∫ t
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz, du)
∣∣∣∣p ∧ 1
6C|t− s|p +
∣∣∣∣∫ t
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz, du)
∣∣∣∣αp .
(5.9)
By (5.6), we get (5.3). 
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Lemma 5.2. Suppose θi ∈ (0, 1), i = 1, 2, 3 and cj > 0, j = 0, 1, 2, 3,
|a(y)| 6 c0, |a(y1)− a(y2)| 6 c1|y1 − y2|
θ1 ,
|g(y, z)| 6 c2|z|, |g(y1, z)− g(y2, z)| 6 c3|y1 − y2|
θ2 |z|,
(5.10)
k satisfies (H2), (H3) with Λi and ϑ replaced by λi and θ3, respectively. For any ǫ ∈
(0, t ∧ 1), we can find a Ft−ǫ-measurable variable V
ǫ
t such that for all p ∈ (0, α)
E|Yt − Y
ǫ
t |
p 6 Cǫθ0p, (5.11)
where
Y ǫt = V
ǫ
t +
∫ t
t−ǫ
∫
Rd
∫ ∞
0
1[0,k(Yt−ǫ,z)](r)g(Yt−ǫ, z)N
α(dr, dz, ds),
and if α ∈ [1, 2),
θ0 =
1
α
[
(α + θ1) ∧ (1 + θ2) ∧ (1 +
θ3
α
)
]
,
if α ∈ (0, 1)
θ0 =
1
1− θ1
∧
1
α
[
(α + θ1) ∧ (1 + θ2) ∧ (1 + θ3)
]
,
Proof. We first prove the case when α ∈ (1, 2). Take
V ǫt := Yt−ǫ + ǫa(Yt−ǫ),
then
Yt − Y
ǫ
t =It,ǫ + Jt,ǫ :=
∫ t
t−ǫ
[a(Ys)− a(Yt−ǫ)]ds
+
∫ t
t−ǫ
∫
Rd
∫ ∞
0
[
g(Ys−, z)1[0,k(Ys−,z)](r)− g(Yt−ǫ, z)1[0,k(Yt−ǫ,z)](r)
]
Nα(dr, dz, ds).
For all p ∈ (0, 1], by Jensen’s inequality,
E[|It,ǫ|
p] 6 ‖a‖p
Cθ1
E
(∫ t
t−ǫ
|Ys − Yt−ǫ|
θ1ds
)p
6 ‖a‖p
Cθ1
(∫ t
t−ǫ
E|Ys − Yt−ǫ|
θ1ds
)p (5.2)
6 Cǫp(1+
θ1
α
).
If p ∈ (1, α), by Ho¨lder’s inequality,
E[|It,ǫ|
p] 6 ‖a‖p
Cθ1
E
[∣∣∣∣∫ t
t−ǫ
|Ys − Yt−ǫ|
θ1ds
∣∣∣∣p]
6 ‖a‖p
Cθ1
ǫp−1E
∫ t
t−ǫ
|Ys − Yt−ǫ|
pθ1ds
(5.2)
6 Cǫp(1+
θ1
α
).
To sum up, for each p ∈ (0, α),
E[|It,ǫ|
p] 6 Cǫp(1+
θ1
α
). (5.12)
For Jt,ǫ,
Jt,ǫ =
∫ t
t−ǫ
∫
Rd
∫ k(Yt−ǫ,z)
0
[
g(Ys−, z)− g(Yt−ǫ, z)
]
Nα(dr, dz, ds)
+
∫ t
t−ǫ
∫
Rd
∫ k(Ys−,z)
k(Yt−ǫ,z)
g(Ys−, z)N
α(dr, dz, ds) =: J1t,ǫ + J
2
t,ǫ,
(5.13)
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where we abuse the notation
∫ v
u
= −
∫ u
v
when u > v. Notice that p ∈ (0, α), like the proof
of Lemma 5.1, one can see that
E[|J1t,ǫ|
p] 6CE
[∣∣∣∣∫ t
t−ǫ
∫
Rd
∫ λ2
0
∣∣g(Ys−, z)− g(Yt−ǫ, z)∣∣2N(dr, dz, ds)∣∣∣∣
p
2
]
6CE
[∣∣∣∣∫ t
t−ǫ
∫
Rd
∫ λ2
0
∣∣Ys− − Yt−ǫ∣∣2θ2|z|2N(dr, dz, ds)∣∣∣∣
p
2
]
6CE
[∣∣∣∣∫ t
t−ǫ
∫
|z|6ǫ
1
α
∫ λ2
0
∣∣Ys− − Yt−ǫ∣∣2θ2 |z|2N(dr, dz, ds)∣∣∣∣
p
2
]
+ CE
[∣∣∣∣∫ t
t−ǫ
∫
|z|>ǫ
1
α
∫ λ2
0
∣∣Ys− − Yt−ǫ∣∣2θ2 |z|2N(dr, dz, ds)∣∣∣∣
p
2
]
6CE
[
sup
s∈[t−ǫ,t]
|Ys− − Yt−ǫ|
pθ2
(∫ t
t−ǫ
∫
|z|6ǫ
1
α
∫ λ2
0
|z|2N(dr, dz, ds)
) p
2
]
+ CE
(∫ t
t−ǫ
∫
|z|>ǫ
1
α
∫ λ2
0
∣∣Ys− − Yt−ǫ∣∣pθ2|z|pN(dr, dz, ds))
6C
[
E sup
s∈[t−ǫ,t]
|Ys− − Yt−ǫ|
αθ2
] p
α
[
E
(∫ t
t−ǫ
∫
|z|6ǫ
1
α
∫ λ2
0
|z|2N(dr, dz, ds)
) αp
2(α−p)
]1− p
α
+ C
∫ t
t−ǫ
∫
|z|>ǫ
1
α
∫ λ2
0
E|Ys− − Yt−ǫ|
pθ2|z|pdrν(dz)du
(5.2)
6 Cǫ
p
α
(1+θ2).
Similarly, we have
E[|J2t,ǫ|
p] 6CE
∣∣∣∣∣
∫ t
t−ǫ
∫
Rd
∫ k(Ys−,z)
k(Yt−ǫ,z)
|z|2N(dr, dz, ds)
∣∣∣∣∣
p
2

6C
∣∣∣∣∣E
∫ t
t−ǫ
∫
|z|6ǫ
1
α (1+
θ3
α )
∫ k(Ys−,z)
k(Yt−ǫ,z)
|z|2N(dr, dz, ds)
∣∣∣∣∣
p
2
+ CE
∫ t
t−ǫ
∫
|z|>ǫ
1
α (1+
θ3
α )
∫ k(Ys−,z)
k(Yt−ǫ,z)
|z|pN(dr, dz, ds)
6C
[∫ t
t−ǫ
∫
|z|6ǫ
1
α (1+
θ3
α )
E|k(Ys−, z)− k(Yt−ǫ, z)||z|
2ν(dz)ds
] p
2
+ C
∫ t
t−ǫ
∫
|z|>ǫ
1
α (1+
θ3
α )
E|k(Ys−, z)− k(Yt−ǫ, z)||z|
pν(dz)ds
6C
[∫ t
t−ǫ
∫
|z|6ǫ
1
α (1+
θ3
α )
E|Ys− − Yt−ǫ|
θ3|z|2ν(dz)ds
]p
2
+ C
∫ t
t−ǫ
∫
|z|>ǫ
1
α (1+
θ3
α )
E|Ys− − Yt−ǫ|
θ3 |z|pν(dz)ds
(5.2)
6 Cǫ
p
α
(1+
θ3
α
).
Combing the above inequalities, we get
E[|Jt,ǫ|
p] 6 Cǫ
p
α
(1+θ2∧
θ3
α
). (5.14)
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Thus we get (5.11) for α ∈ (1, 2).
For α ∈ (0, 1), let δ = ǫ1/(1−θ1), s ∈ [t− ǫ, t], sδ = t− ǫ+ δ ⌊(s− (t− ǫ))/δ⌋, here ⌊a⌋ is
the max integer less than or equal to a. Consider the solution to
V ǫu = Yt−ǫ +
∫ u
t−ǫ
b(V ǫsδ)ds, u ∈ [t− ǫ, t].
One can see that V ǫt is well defined and Ft−ǫ measurable. Writing
V ǫu = Yt−ǫ +
∫ u
t−ǫ
b(V ǫs )ds+
∫ u
t−ǫ
(b(V ǫsδ)− b(V
ǫ
s ))ds.
Then for u ∈ [t− ǫ, t],
|Yu − V
ǫ
u | 6
∫ u
t−ǫ
|b(Ys)− b(V
ǫ
s )|ds+
∫ u
t−ǫ
|b(V ǫsδ)− b(V
ǫ
s )|ds
+
∫ t
t−ǫ
∫
Rd
∫ k(Ys−,z)
0
g(Ys−, z)N(dr, dz, ds)
6c1ǫ sup
s∈[t−ǫ,u]
|Ys − V
ǫ
s |
θ1 + c1ǫ sup
s∈[t−ǫ,u]
|V ǫsδ − V
ǫ
s |
θ1 + c2
∫ t
t−ǫ
∫
Rd
∫ λ2
0
|z|N(dr, dz, ds).
We can get
E[Rt,ǫ|
p] := E
[∣∣∣∣∫ t
t−ǫ
∫
Rd
∫ λ2
0
|z|N(dr, dz, ds)
∣∣∣∣p
]
6 Cǫp/α
with the similar argument proving (5.6). Setting St,ǫ = sups∈[t−ǫ,t] |Ys−V
ǫ
s | and using that
b ∈ Cθ1(Rd) and that |V ǫs − V
ǫ
sδ
| 6 Cδ, we see that
St,ǫ 6 C(ǫS
θ1
t,ǫ + ǫδ
θ1 +Rt,ǫ) = C(ǫS
θ1
t,ǫ + ǫ
1
1−θ1 +Rt,ǫ).
Choosing ǫ sufficient small and using the Young inequality, we have St,ǫ 6 Cǫ
1
1−θ1 + θ1
2
St,ǫ+
CRt,ǫ. Thus,
St,ǫ 6 CRt,ǫ + Cǫ
1
1−θ1 . (5.15)
We finally recall that Y ǫt = V
ǫ
t +
∫ t
t−ǫ
∫
Rd
∫ k(Yt−ǫ,z)
0
g(Yt−ǫ, z)N(dr, dz, ds) = Yt−ǫ+
∫ t
t−ǫ
b(V ǫs )ds+∫ t
t−ǫ
(b(V ǫsδ)− b(V
ǫ
s ))ds+
∫ t
t−ǫ
∫
Rd
∫ k(Yt−ǫ,z)
0
g(Yt−ǫ, z)N(dr, dz, ds) so that
|Yt − Y
ǫ
t | 6
∫ t
t−ǫ
|b(Ys)− b(V
ǫ
s )|ds
+
∣∣∣ ∫ t
t−ǫ
∫
Rd
∫ ∞
0
|1[0,k(Ys−,z)](r)g(Ys−, z)− 1[0,k(Yt−ǫ,z)](r)g(Yt−ǫ, z)|N(dr, dz, ds)
∣∣∣
+
∫ t
t−ǫ
|b(V ǫsδ)− b(V
ǫ
s )|ds =: It,ǫ + Jt,ǫ +Kt,ǫ.
First, by (5.15)
It,ǫ 6 C
∫ t
t−ǫ
|Ys − V
ǫ
s |
θ1ds 6 C(ǫRθ1t,ǫ + ǫ
1
1−θ1 ),
thanks to the fact E|Rt,ǫ|
p 6 Cǫp/α,
E[|It,ǫ|
p] 6 C[ǫ
p
1−θ1 + ǫpE(Rpθ1t,ǫ )] 6 C[ǫ
p
1−θ1 + ǫp(1+
θ1
α
)].
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Next for Jt,ǫ, by the same way of dealing with (5.13), we have
E[|Jt,ǫ|
p] 6CE
[∣∣∣∣∫ t
t−ǫ
∫
|z|6ǫ
1
α
∫ λ2
0
∣∣Ys− − Yt−ǫ∣∣2θ2 |z|2N(dr, dz, ds)∣∣∣∣
p
2
]
+ CE
(∫ t
t−ǫ
∫
|z|>ǫ
1
α
∫ λ2
0
∣∣Ys− − Yt−ǫ∣∣pθ2|z|pN(dr, dz, ds))
+ C
∣∣∣∣∣E
∫ t
t−ǫ
∫
|z|6ǫ
1
α (1+θ3)
∫ k(Ys−,z)
k(Yt−ǫ,z)
|z|2N(dr, dz, ds)
∣∣∣∣∣
p
2
+ CE
(∫ t
t−ǫ
∫
|z|>ǫ
1
α (1+θ3)
∫ k(Ys−,z)
k(Yt−ǫ,z)
|z|pN(dr, dz, ds)
)
6CE
[
sup
s∈[t−ǫ,t]
|Ys− − Yt−ǫ|
pθ2
(∫ t
t−ǫ
∫
|z|6ǫ
1
α
∫ λ2
0
|z|2N(dr, dz, ds)
) p
2
]
+ C
(∫ t
t−ǫ
∫
|z|>ǫ
1
α
E
∣∣Ys− − Yt−ǫ∣∣pθ2 |z|pν(dz)ds)
+ C
∣∣∣∣∫ t
t−ǫ
∫
|z|6ǫ
1+θ3
α
(E |Ys− − Yt−ǫ|
θ3 ∧ 1)|z|2ν(dz)ds
∣∣∣∣
p
2
+ C
(∫ t
t−ǫ
∫
|z|>ǫ
1+θ3
α
E(|Ys− − Yt−ǫ|
θ3 ∧ 1)|z|pν(dz)ds
)
(5.2),(5.3)
6 Cǫ
p
α
(1+θ2) + Cǫ
p
α
(1+θ3).
Finally, since b ∈ Cθ1(Rd) and since |V ǫs − V
ǫ
sδ
| 6 Cδ, we have Kt,ǫ 6 Cǫδ
θ1 = Cǫ
1
1−θ1 a.s.,
whence E[|Kt,ǫ|
p] 6 Cǫ
p
1−θ1 . Thus, we get (5.11) for α ∈ (0, 1). The proof for α = 1 is
similar, so we omit it here. 
Now we are going to prove the regularity of the density of the process Yt defined as in
(5.1). We first give the following lemma about the regularity of Le´vy processes.
Lemma 5.3. Suppose Zt is a Le´vy process with Le´vy measure ν, ν satisfies Assumption
3. Let pZt denote the density of Zt, then for any s > 0, q ∈ [1,∞] and t ∈ (0, 1),
‖pZt ‖Bsq,∞ 6 Ct
−(s+d/q′)/α, (5.16)
where C = C(s, d, α), 1
q′
= 1− 1
q
.
Proof. Notice that
‖f‖Bsq,∞ = sup
j>−1
2js‖∆jf‖q 6
∥∥∥∥∥(∑
j>−1
|∆jf |
2)1/2
∥∥∥∥∥
q
≍ ‖f‖Hsq ,
where Hsq is the Bessel potential space. By interpolation theorem, we only need to prove
sup
|α|=k
‖∂αpt‖q 6 C(k, d, α)t
−(k+d/q′)/α, k ∈ N,
and the above inequality is a simple consequence of [24, Proposition 2.3] and [11, Lemma
1.3 and Lemma 3.3]. So we complete our proof. 
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Lemma 5.4. Suppose a, g satisfy (5.10), θ1 > 1− α if α ∈ (0, 1) and |g(y, z)| > c
′
2|z| for
some c′2 > 0, k satisfies Assumption 1 with Λi and ϑ replaced by λi and θ3, respectively.
Then Yt has a density p
Y
t and p
Y
t ∈ B
γ
q,∞ with γ, q satisfying
0 < γ < (1 ∧ α)(αθ0 − 1), 1 6 q <
d
d+ γ − (1 ∧ α)(αθ0 − 1)
, (5.17)
where θ0 is the same number in Lemma 5.2.
Proof. Recalling that CR = R · C, for γ > 0 and q ∈ [1,∞] define
S−γq,j :=
{
ϕ ∈ S (Rd) : ϕˆ ∈ C2j , ‖ϕ‖q 6 2
γj
}
.
Choose ϕ ∈ S−γq′,j, take the constructed process V
ǫ
t , Y
ǫ
t from Lemma 5.2,
Y ǫt = V
ǫ
t +
∫ t
t−ǫ
∫
Rd
∫ ∞
0
1[0,k(Yt−ǫ,z)](r)g(Yt−ǫ, z)N
(α)(dr, dz, ds).
By trangale inequality,
|Eϕ(Yt)| 6 |Eϕ(Y
ǫ
t )|+ |Eϕ(Yt)− Eϕ(Y
ǫ
t )| =: I
ǫ
1(ϕ) + I
ǫ
2(ϕ).
Define
Zyt :=
∫ t
0
∫
Rd
∫ ∞
0
1[0,k(y,z)](r)g(y, z)N
(α)(dr, dz, ds), y ∈ Rd.
Then Zyt is a Le´vy process with Le´vy measure νy = ν ◦ [k(y, ·)g(y, ·)]
−1. Under our
assumptions, one can easily check that νy satisfies Assumpiton 3. For I
ǫ
1(ϕ), recall that
V ǫt ∈ Ft−ǫ, we get
Iǫ1(ϕ) =|E [(E ϕ(Y
ǫ
t )|Ft−ǫ)]|
=
∣∣∣∣E [E(ϕ(V ǫt + ∫ t
t−ǫ
∫
Rd
∫ ∞
0
1[0,k(Yt−ǫ,z)](r)g(Yt−ǫ, z)N
(α)(dr, dz, ds)
) ∣∣∣Ft−ǫ)]∣∣∣∣
=
∣∣∣∣E [E(ϕ(u+ ∫ t
t−ǫ
∫
Rd
∫ ∞
0
1[0,k(y,z)](r)g(y, z)N
(α)(dr, dz, ds)
)∣∣∣
u=V ǫt ,y=Yt−ǫ
)]∣∣∣∣ .
Define τuϕ(·) := ϕ(· + u) for u ∈ R
d. By Lemma 5.3 and Bernstein’s inequality, for
q′ = q
q−1
and s > γ
Iǫ1(ϕ) 6 sup
u∈Rd
Eϕ
(
u+
∫ t
t−ǫ
∫
Rd
∫ ∞
0
1[0,k(y,z)](r)g(y, z)N
(α)(dr, dz, ds)
)
= sup
u∈Rd
Eτuϕ(Z
y
ǫ ) 6 C‖ϕ‖B−s
q′,1
‖pZ
y
ǫ ‖Bsq,∞
6C2(γ−s)jǫ
− 1
α
(s+ d
q′
)
.
(5.18)
Choose p ∈ (0, 1 ∧ α), by Bernstein’s inequality and Lemma 5.2,
Iǫ2(ϕ) 6‖ϕ‖CpE|Y
ǫ
t − Yt|
p 6 C2
(p+ d
q′
)j
‖ϕ‖q′ ǫ
θ0p
6C2
(p+γ+ d
q′
)j
ǫθ0p.
(5.19)
where θ0 keeps the same as in (5.11). Notice that under our assumptions, αθ0 > 1, for
any
p ∈ (0, 1 ∧ α), 0 < γ < (αθ0 − 1)p,
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we can choose s, q, ǫ such that
q <
d
d+ γ − (αθ0 − 1)p
, s =
αθ0pγ + d(p+ γ + d/q
′)/q′
αθ0p− p− γ − d/q′
, ǫ = 2
α(γ−s)j
s+d/q′ . (5.20)
Then combine (5.18), (5.19) and (5.20), we get
|Eϕ(Yt)| 6 I
ǫ
1(ϕ) + I
ǫ
2(ϕ) 6 C, (5.21)
where C only depends on d, α, θi, λi, ci, γ, p, q. When α ∈ [1, 2), notice that p can infinitely
approach 1, so we have
0 < γ < (αθ0 − 1), 1 6 q <
d
d+ 1 + γ − αθ0
.
When α ∈ (0, 1), p can infinitely approach α, so
0 < γ < α(αθ0 − 1), 1 6 q <
d
d+ α + γ − α2θ0
.
For any ϕ ∈ B−γq′,1 and j > −1, define ϕj =
∆jϕ
2γj‖∆jϕ‖q′
. Notice that ϕj ∈ S
−γ
q′,j, by (5.21),
we obtain
|Eϕ(Yt)| 6
∑
j>−1
|E∆jϕ(Yt)| 6
∑
j>−1
|Eϕj(Yt)| · 2
γj‖∆jϕ‖q′ 6 C‖ϕ‖B−γ
q′,1
.
By duality, pYt ∈ B
γ
q,∞. 
Now suppose κ(x, z) satisfies (H1)-(H3) and max{0, (1− α)} < ϑ < 1, β ∈ (1 − α, ϑ)
when α ∈ (0, 1], β ∈ (−(α−1
2
∧ϑ), 0] when α ∈ (1, 2), and b ∈ C β. By Theorem 1.1, we can
fix λ sufficient large such that u ∈ C α+β is the unique solution to the following resolvent
equation in the distribution sense
λu−L ακ,bu = b,
and
‖∇u‖L∞(Rd) 6
1
2
.
Define Φ(x) =: u(x) + x, then Φ is a diffeomorphism.
Proposition 5.5. Under the same conditions as in Corollary 1.2, the process Yt := Φ(Xt)
satisfies the following SDE
Yt = Y0 +
∫ t
0
a(Ys)ds+
∫ t
0
∫
Rd
∫ ∞
0
g(Ys−, z)1[0,k(Ys−,z)](r)N
(α)(dr, dz, ds),
where Xt is the weak solution to (4.18),
a(y) := λu(Φ−1(y)), k(y, z) := κ(Φ−1(y), z) (5.22)
and
g(y, z) = Φ(Φ−1(y) + z)− y = u(Φ−1(y) + z) + z − u(Φ−1(y)). (5.23)
Furthermore, we have a ∈ C α+β,
c−12 |z| 6 |g(y, z)| 6 c2|z|, |g(y1, z)− g(y2, z)| 6 c3|y1 − y2|
α+β−1|z| (5.24)
and k satisfies (H1)-(H3) with the same ϑ as κ.
Proof. With the similar argument showed in [3, Proposition 2.7], applying Itoˆ’s formula
to Φ(x) = u(x) + x with respect to the process Xt, we get the desired conclusion. 
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Now we are in the position of proving Theorem 1.4.
Proof of Theorem 1.4. For α ∈ (0, 1], letting a = b, g(y, z) = z, k = κ, we have θ1 = β,
θ2 can infinitely approach 1, θ3 = ϑ. By Lemma 5.4, we have αθ0 = α+ β and p
X
t ∈ B
γ
q,∞
with
0 < γ < α(α+ β − 1), 1 6 q <
d
d+ γ − α(α+ β − 1)
.
For α ∈ (1, 2), by Proposition 5.5, Yt = Φ(Xt) satisfies (5.1) and in this case the index θ1
can be taken infinitely approach 1, θ1 = α+ β − 1 and θ3 = ϑ. Therefore, by Lemma 5.4,
pYt ∈ B
γ
q,∞ with
0 < γ < (α + β − 1) ∧ ϑ
α
, 1 6 q <
d
d+ γ − (α+ β − 1) ∧ ϑ
α
.
This implies that there also exists a density pXt of the distribution of Xt such that p
X
t =
pYt ◦ Φ · det(∇Φ) and p
X
t ∈ B
γ
q,∞. Since the martingale solution P corresponding to SDE
(4.18) can be denoted by P = P ◦X , we get the desired result. 
Last we point out that Corollary 1.5 is a consequence of Corollary1.2, Theorem 1.4 and
Proposition 4.9.19 of [14].
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