In this article we prove the existence of solutions to the coagulation equation with singular kernels. We use weighted L 1 -spaces to deal with the singularities in order to obtain regular solutions. The Smoluchowski kernel is covered by our proof. The weak L 1 compactness methods are applied to suitably chosen approximating equations as a base of our proof. A more restrictive uniqueness result is also mentioned.
Introduction
Certain problems in the physical sciences are governed by the coagulation equation, which describes the kinetics of particle growth where particles can coagulate to form larger particles via binary interaction. The coagulation equation was formulated by Smoluchowski (1917) [18] and by Müller (1928) [13] in a discrete and an integral form respectively. Examples of this process can be found e.g. in astrophysics [3] , in chemical and process engineering [16] , and aerosol science [17] .
Let the non-negative variables x and t represent the size of some particles and time respectively. By u(x, t) we denote the number density of particles with size x at time t. The rate at which particles of size x coalesce with particles of size y is represented by the coagulation kernel K(x, y).
The general coagulation equation is now given by ∂u(x, t) ∂t = 1 2
x 0 K(x − y, y)u(x − y, t)u(y, t) dy − ∞ 0 K(x, y)u(x, t)u(y, t) dy.
The equation (1) is considered for some given initial data u 0 (x) ≥ 0, i.e. we consider the initial condition u(x, 0) = u 0 (x) ≥ 0 a.e.
There are many previous results related to the existence and uniqueness of solutions to the different forms of the coagulation equation for non-singular kernels, see e.g. [7] , [11] , [12] . But to our knowledge there are few works on Smoluchowski's coagulation equation with singular kernels, see e.g. [5] , [6] , [15] . Fournier and Laurençot [6] proved the existence of self similar solutions to the Smoluchowski coagulation equation with homogeneous kernels while Escobedo and Mischler [5] gave some regularity and size properties of the self similar profiles. These special solutions are not a topic of this paper. Norris [15] proved the existence of weak solutions that are local in time to the Smoluchowski equation when the kernel is estimated by the product of sublinear functions, i.e.
K(x, y) ≤ ϕ(x)ϕ(y) with ϕ : E → [0, ∞[, ϕ(λx) ≤ λϕ(x) for all x ∈ E, λ ≥ 1.
In this paper we present a proof of an existence theorem of solutions to the Smoluchowski coagulation equation (1) for the following class of singular kernels
A key ingredient for our existence theorem is the use of specific weighted L 1 -spaces. Weighted L 1 -spaces have been used to show existence of solutions to the coagulation-fragmentation equation, see e.g. [9] , [20] . For our result we introduce the weighted space L 1 ([0, ∞[; x −1 + x dx) for the initial data. It is important to point out that our result is also valid for inital data in the weighted space L 1 ([0, ∞[; x −2σ + x dx) with σ as above which in the case of nonsingular kernels, i.e. σ = 0, becomes L 1 ([0, ∞[; x dx). Our existence result is stronger than the result of Norris [15] in the following sense. The solutions he obtained are weak measure solutions on space and time while our solutions are regular solutions that lie in the space
. But note that price we have to pay is that we are more restrictive than Norris on the initial data. Also note that our regularity result is obtained in L 1 and not in the weighted space. So our existence result is less general concerning the initial data but more precise concerning the resulting solutions.
We call a solution conservative if the total mass of the system remain constant throughout time, i.e.
We would also like to point out that the solutions obtained in Norris [15] are conservative if ϕ(x) ≥ εx for all x and some ε > 0 and
These two conditions together mean that he needs at least to bound the second moment to have conservative solutions. It can be shown that we just need the ζ-moment bound, with ζ = 1 + λ − σ which is a lower moment. Our result is obtained in the space
for kernels with singularities on the axes, covering in this way the important Smoluchowski coagulation kernel
for Brownian motion, see Smoluchowski [18] . This kernel is one of the few kernels used in applications that is derived from fundamental physics and not just by ad hoc modeling. The equi-partition of kinetic energy (EKE) kernel
and the granulation kernel
see Kapur [10] , are also covered by our analysis. These kernels 5 and 6 were not included in the results of Fournier and Laurençot [7] , as the authors point out.
Our approach is based on the well known method by Stewart [20] for non-singular kernels. However, it turned out that our modification using weighted L 1 -spaces was not always straight forward. Stewart in his method defined a sequence of truncated problems. He proved the existence and uniqueness of solutions to them. Using weak compactness theory, he proved that this sequence of solutions converges to a certain function. Then it is shown that the limiting function solves the original problem. In our approach we redefine Stewart's truncated problem in order to eliminate the singularities of the kernels. Using the contraction mapping principle we prove that our truncated problems have a unique solution. We construct a singular sequence around the origin to deal with the singularities of the kernels and prove that this sequence and the sequence of solutions to the truncated problems are weakly relatively compact and equicontinuous in time by using the Dunford-Pettis and Arzela-Ascoli Theorem repectively. These properties of the sequence are later used to prove that the sequence of solutions to the truncated problem converges to a solution of our original problem. In that way we obtain the existence of solutions to the coagulation equation with singular kernels. The uniqueness result can be obtained as in Stewart [19] by taking the difference of two solutions and showing that this difference is equal to zero by appliying Gronwall's inequality. The result we obtain thereby seems to be covered by the uniqueness theorem of Norris [15] . Therefore, the proof by an independent method is of a minor interest and can be found in Cueto Camejo [2] .
The paper is organized as follows. In Section 2 we present the hypotheses for our problem and some necessary definitions. In Section 3 we prove in Theorem 3.1 the existence and uniqueness of solutions to the truncated problem and we extract a weakly convergent subsequence in L 1 from a sequence of unique solutions for truncated equations to (1)- (2) . In Section 4 we show that the solution of (1) is actually the limit function obtained from the weakly convergent subsequence of solutions of the truncated problem. In Section 5 we prove the uniqueness, based on methods of Stewart [19] , of the solutions to (1)-(2) for a modification of the class (3) of kernels. We obtain uniqueness for some kernels which are not covered by the existence result. 
-spaces
In order to study the existence of solutions of (1)- (2), we define Y to be the following Banach space with norm
That Y is a Banach space is easily seen. We also write
and set
We define a solution of problem (1)- (2) in the same way as Stewart [20] , i.e. solutions that are weak in time but classical in property space:
In the next sections we make use of the following hypotheses
In the rest of the paper we consider κ = 1 for the simplicity.
We study the uniqueness of the solution to (1)- (2) under the following further restriction on the kernels.
The restriction λ − σ ∈ [0, 1/2] in (H3') limits our uniqueness result to a subset of the kernels of the class defined in (H3), namely to the ones for which λ − σ ∈ [0, 1/2] holds. But the class of kernels defined in (H3') is also wider than the defined in (H3) for λ − σ ∈ [0, 1/2]. In this way we are also giving uniqueness result for kernels which are not included in the class defined in (H3).
We introduce now some easily derived inequalities that will be used throughout the paper. The proof of these inequalities can be found in Giri [8] . For any x, y > 0
The Truncated Problem
We prove the existence of a solution to the problem (1)- (2), by taking the limit of the sequence of solutions of the equations given by replacing the kernel K(x, y) by the 'cut-off' kernel K n (x, y) for any given n ∈ N,
The resulting equations are written as
with the truncated initial data
where u n denotes the solution of the problem (11)- (12) for x ∈ [0, n].
Theorem 3.1 Suppose that (H1), (H2), (H3) hold and u 0 ∈ Y + . Then for each n = 2, 3, 4, . . . the problem (11)- (12) has a unique solution u n with u n (x, t) ≥ 0 for a.e.
The proof of Theorem 3.1 follows proceeding as in [20, Theorem 3 .1]
Properties of the solutions of the truncated problem
In the rest of the paper we consider for each u n their zero extension on R, i.e.
For clarity we drop the notation· for the remainder of the paper. (
(iii) Given > 0 there exists a δ > 0 such that for all n = 2, 3, . . . and t ∈ [0, T ]
Proof. Property (i) We split the following integral into three parts
Working with the first integral of the right hand side of (14) and using that σ ∈ [0,
Now we proceed to obtain a uniform bound for the first term in the right hand side of (15) . Multiplying equation (1) by x −1 and integrating with respect to x and τ from 0 to n and from 0 to t respectively, then changing the order of integration, then a change of variable x − y = z and then re-changing the order of integration while replacing z by x gives
Making use of the inequality (10) and the symmetry of K(x, y) we obtain by omitting a negative term
Using the mass conservation property (13) and n > 1 combined with (16) brings (15) to
Now let us consider the third integral on the right hand side of (14)
Thus, by using (13) together with (17) and (18) we may estimate
Property (ii) Choose > 0 and let R > 1 be such that R > 2 u 0 Y . Then we get using (13)
Property (iii) By property (ii) we can choose r > 1 such that for all n and t ∈ [0, T ]
Let χ A denote the characteristic function of a set A, i.e.
Let us define for all n = 1, 2, 3, . . . and t ∈ [0, T ]
and set k(r) = 1 2 max 0≤x≤r 0≤y≤r
By the absolute continuity of the Lebesgue integral, there exists a δ > 0 such that
whenever A ⊂]0, ∞[ with µ(A) ≤ δ. Now we multiply (11) by χ A∩[0,r] (x + z)(1 + x −σ ). This we integrate from 0 to t w.r.t. s and over [0, ∞[ w.r.t. x. Using the non-negativity of each u n and µ(A) ≤ δ we obtain
Changing the order of integration, then making a change of variable x − y = x and replacing x by x gives
Using the estimate (H3) of K(x, y) we find
We use now the definition of k(r) and (18)
Since the right hand side is independent of z we may take sup 0≤z≤r on the left hand side to obtain
By Gronwall's inequality, see e.g. Walter [21, page 361]
By (19) and (21) follows that 
Equicontinuity in time
Lemma 3.3 Assume that Hypotheses 1.1 hold. Take u n now to be the sequence of extended solutions to the truncated problems (11)- (12) found in Theorem 3.1 and v n (x, t) = x −σ u n (x, t). Then there exists a subsequences u n k (t) and v n l (t) of u n (t) n∈N and v n (t) n∈N respectively such that
, η continuous and η(t) bounded for all t ≥ 0}, and where Ω is L 1 (]0, ∞[) equipped with the weak topology.
Let us define the function ω n (x, t) := u n (x, t)x −β for β = 0 and β = σ. Then we have that for β = 0 and β = σ the function ω becames u n (x, t) and v n (x, t) respectively. Using Lemma 3.2, for each n, we get using a > 1 chosen to satisfy (22)
By using (11), (22), (23), for t ≥ s and the definition of ω n (x) we obtain
Taking y = 0 in the term (x + y) −β we proceed as follows
Now we use of the inequalities (8) and (9) to obtain the following
Using the estimation of K(x, y) and the inequality (8) together (24) for p = λ we have
By using Lemma 3.2(i ) we obtain
whenever (t − s) < δ for some δ > 0 sufficiently small. The argument given above similarly holds for s < t. Hence (25) holds for all n and |t − s| < δ. Then the sequence ω 
. Then taking β = 0 and β = σ we can conclude that there exist subsequences u
Proof. By Lemma 3.3, we know that
Then, we just need to prove that v(x, t) = x −σ u(x, t) By definition of weak convergence we have
we have due to the uniqueness of the weak limit of weak convergence, v(x, t) = x −σ u(x, t).
Existence Theorem

Convergence of the integrals
In order to show that the limit function which we obtained above is indeed a solution to (1)- (2), we define the operators
The proof of case i = 1 is analogous to the proof of the W 1 case in [20, Lemma 4 .1] by taking
For every > 0 and C defined by (24) we can choose b such that
Redefining the operator g for u ∈ Y + and x ∈ [0, a] by
We can now follow the lines of the proof of the W 2 case in [20, Lemma 4 .1] to get the proof of case i = 2. Then the proof of Lemma 4.1 is complete. 
The existence result
Using the mass conservation property (13) and (16), this gives the uniform estimate
Then taking m → ∞ the uniqueness of weak limits implies that
For Lemma 3.3 and Lemma 4.1 for each s ∈ [0, t] we have for
Also, for s ∈ [0, t], using Lemma 3.2(i), u Y ≤ 2L, and C as in (24) we find that
Since the left-hand side of (29) is in L 1 ]0, t[ we have by (28), (29) and the dominated convergence theorem
Since φ was chosen arbitrarily the limit (30) holds for all φ ∈ L ∞ ]0, a[ . By Fubini's Theorem we get
From the definition of
Thus it follows by (31), (27) and the uniqueness of weak limits that for all t ∈ [0, T ]
It follows from the fact that T and a are arbitrary that u is a solution to (1) 
o.g. t n > t and by using (32) we have that
By using the definition (24) of C and u Y ≤ 2L we find that
Then from (33) we obtain that
The same argument holds when t n < t. Hence (34) holds for |t n − t| → 0 and we can conclude 
Working with the second term of the right hand side of (37) as in (33) we find that Making a change of varible x − y = x , y = y in the second integral term we find, by using the symmetry of K(x, y), that using (38) This result seems to be covered by the uniqueness theorem of Norris [15] . Therefore the proof by an independent method is of minor interest and can be found in Cueto Camejo [2] .
