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ON THE MULTIGRADED HILBERT AND POINCARE´-BETTI
SERIES AND THE GOLOD PROPERTY OF MONOMIAL RINGS
MICHAEL JO¨LLENBECK1
Abstract. In this paper we study the multigraded Hilbert and Poincare´-Betti
series of A = S/a, where S is the ring of polynomials in n indeterminates di-
vided by the monomial ideal a. There is a conjecture about the multigraded
Poincare´-Betti series by Charalambous and Reeves which they proved in the
case, where the Taylor resolution is minimal. We introduce a conjecture about
the minimal A-free resolution of the residue class field and show that this con-
jecture implies the conjecture of Charalambous and Reeves and,in addition,
gives a formula for the Hilbert series. Using Algebraic Discrete Morse the-
ory, we prove that the homology of the Koszul complex of A with respect to
x1, . . . , xn is isomorphic to a graded commutative ring of polynomials over cer-
tain sets in the Taylor resolution divided by an ideal r of relations. This leads
to a proof of our conjecture for some classes of algebras A. We also give an
approach for the proof of our conjecture via Algebraic Discrete Morse theory
in the general case.
The conjecture implies that A is Golod if and only if the product (i.e. the first
Massey operation) on the Koszul homology is trivial. Under the assumption
of the conjecture we finally prove that a very simple purely combinatorial con-
dition on the minimal monomial generating system of a implies Golodness for
A.
1. Introduction
In this note, we study the multigraded Hilbert and Poincare´-Betti series of
algebras A = S/a, where S is the commutative polynomial ring in n indeter-
minates and a is a monomial ideal with minimal monomial generating system
MinGen(a) := {m1, . . . ,ml}.
Recall that the multigraded Poincare´-Betti series PAk (x, t) and HilbA(x, t) of A
are defined as
PAk (x, t) :=
∞∑
i=0
∑
α∈Nn
dimk(Tor
A
i (k, k)α) x
α ti,
HilbA(x, t) :=
∞∑
i=0
∑
α∈Nn
|α|=i
dimk(Aα) x
α ti.
In [5] Charalambous and Reeves proved that in the case where the Taylor reso-
lution of a over S is minimal the Poincare´-Betti series takes the following form:
PAk (x, t) =
n∏
i=1
(1 + xi t)
1 +
∑
I⊂{1,...,l}
(−1)cl(I)mI t
cl(I)+|I|
,
where cl(I) is the number of equivalence classes of I with respect to the relation
defined as the transitive closure of i ∼ j :⇔ gcd(mi,mj) 6= 1 and mI := lcm(mi |
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i ∈ I) is the least common multiple.
In the general case, they conjecture that
PAk (x, t) =
n∏
i=1
(1 + xi t)
1 +
∑
I⊂[l]
I∈U
(−1)cl(I)mI t
cl(I)+|I|
,
where [l] = {1, . . . , l} and U ⊂ 2[l] is the “basis”-set. However, the conjecture does
not include a description of the basis-set U .
Using Algebraic Discrete Morse theory (see [10]), we are able to specify the
basis-set U and prove the conjecture in several cases. In fact, we give a general
conjecture about the multigraded minimal A-free resolution of k over A. This
conjecture implies in these cases an explicit description of the multigraded Hilbert
and Poincare´-Betti series, hence it implies the conjecture by Charalambous and
Reeves.
Section 2 recalls Algebraic Discrete Morse theory. For more details and a proof
see [10].
In Section 3 we apply Algebraic Discrete Morse theory to the Taylor resolution.
We define a standard matching which we need for the formulation of our conjecture,
and we define special acyclic matchings for ideals generated in degree two. In
particular, we define matchings (not necessarily acyclic) for Stanley Reisner ideals
of order complexes of a partially ordered set.
In Section 4 we formulate our conjecture on the multigraded minimal resolution
of k as an A-module and we show that our conjecture gives an explicit form of the
multigraded Hilbert and Poincare´-Betti series. This generalizes the conjecture by
Charalambous and Reeves. We say that an algebra A has property (P) (resp. (H))
if the multigraded Poincare´-Betti series (resp. multigraded Hilbert series) has the
conjectured form.
In Section 5 we give a description of the Koszul homology H•(K
A) of the Koszul
complex over A with respect to the sequence x1, . . . , xn in terms of a standard
matching on the Taylor resolution. We need this description later in the proof of
our conjecture.
In Section 6 we prove that the Stanley Reisner ring A = k[∆], where ∆ = ∆(P ) is
the order complex of a partially ordered set P , satisfies property (P) and property
(H).
In the first subsection of Section 7 we prove our conjecture for algebras for which
H•(K
A) is an M -ring, a notion introduced by Fro¨berg [6]. Using a theorem of
Fro¨berg, we also prove property (P) for algebras A = S/a for which in addition the
minimal free resolution of a carries the structure of a differential-graded algebra. In
the second part we prove our conjecture for all Koszul algebras A. Note that this,
as a particular case, gives another proof that A = k[∆] satisfies property (P) and
(H).
Finally, we explain why our conjecture makes sense in general. We generalize the
Massey operation in order to get an explicit description of the Eagon complex.
On this complex we define an acyclic matching. If the resulting Morse complex
is minimal, one has to find an isomorphism to the conjectured complex. We give
some ideas on how to construct this isomorphism. This construction justifies our
conjecture.
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Since an algebra is Golod if and only if
PAk (x, t) =
n∏
i=1
(1 + xi t)
1− t
∑
βα,i 6=0
βα,ix
α ti
,
where βi,α := dimk
(
TorSi (A, k)α
)
, we can give some applications to the Golod
property of monomial rings in the last section of this note. We prove, under the
assumption of property (P), that A is Golod if and only if the first Massey operation
is trivial. In addition we give, again under the assumption of property (P), a very
simple, purely combinatorial condition on the minimal monomial generating system
MinGen(a) which implies Golodness. We conjecture that this is an equivalence.
This would imply that, in the monomial case, Golodness is independent of the
characteristic of the residue class field k.
Recently, Charalambous proved in [4] that if
PAk (x, t) =
n∏
i=1
(1 + xi t)
QR(x, t)
with QR(x, t) =
∑(∑
α
cαx
α
)
ti,
then xα equals to a least common multiple of a subset of the minimal monomial
generating system MinGen(a). However an explicit form of QR(x, t) in terms of
subsets of MinGen(a) is still not known.
In addition, Charalambous proves a new criterion for generic ideals to be Golod. In
Section 8 we reprove this criterion using our approach.
In another recent paper, Berglund gives an explicit form of the denominator
QR(x, t) in terms of the homology of certain simplicial complexes. Since there
seems to be no obvious connection of the approach taken in [2] and our approach,
it is an interesting problem to link these two methods.
2. Algebraic Discrete Morse Theory
In this section we recall Algebraic Discrete Morse theory from [10].
Let R be a ring and C• = (Ci, ∂i)i≥0 be a chain complex of free R-modules Ci.
We choose a basis X =
⋃n
i=0Xi such that Ci ≃
⊕
c∈Xi
R c. ¿From now on we write
the differentials ∂i with respect to the basis X in the following form:
∂i :

Ci → Ci−1
c 7→ ∂i(c) =
∑
c′∈Xi−1
[c : c′] · c′.
Given the complex C• and the basis X , we construct a directed, weighted graph
G(C•) = (V,E). The set of vertices V of G(C•) is the basis V = X and the set E
of (weighted) edges is given by the rule
(c, c′, [c : c′]) ∈ E :⇔ c ∈ Xi, c
′ ∈ Xi−1, and [c : c
′] 6= 0.
We often omit the weight and write c→ c′ to denote an edge in E. Also by abuse
of notation we write e ∈ G(C•) to indicate that e is an edge in E.
Definition 2.1. A subset M⊂ E of the set of edges is called an acyclic matching
if it satisfies the following three conditions:
(1) (Matching) Each vertex v ∈ V lies in at most one edge e ∈M.
(2) (Invertibility) For all edges (c, c′, [c : c′]) ∈ M the weight [c : c′] lies in the
center of R and is a unit in R.
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(3) (Acyclicity) The graph GM(V,EM) has no directed cycles, where EM is
given by
EM := (E \M) ∪
{(
c′, c,
−1
[c : c′]
)
with (c, c′, [c : c′]) ∈ M
}
.
For an acyclic matching M on the graph G(C•) = (V,E) we introduce the
following notation.
(1) We call a vertex c ∈ V critical with respect to M if c does not lie in an
edge e ∈M; we write
XMi := {c ∈ Xi | c critical }
for the set of all critical vertices of homological degree i.
(2) We write c′ ≤ c if c ∈ Xi, c′ ∈ Xi−1, and [c : c′] 6= 0.
(3) Path(c, c′) is the set of paths from c to c′ in the graph GM(C•).
(4) The weight w(p) of a path p = c1 → · · · → cr ∈ Path(c1, cr) is given by
w(c1 → . . .→ cr) :=
r−1∏
i=1
w(ci → ci+1),
w(c→ c′) :=

−
1
[c : c′]
, c ≤ c′,
[c : c′] , c′ ≤ c.
(5) We write Γ(c, c′) =
∑
p∈Path(c,c′)
w(p) for the sum of weights of all paths from
c to c′.
Now we are in position to define a new complex CM• , which we call the Morse
complex of C• with respect to M. The complex CM• = (C
M
i , ∂
M
i )i≥0 is defined by
CMi :=
⊕
c∈XMi
R c,
∂Mi :

CMi → C
M
i−1
c 7→
∑
c′∈XMi−1
Γ(c, c′)c′, .
Theorem 2.2. CM• is a complex of free R-modules and is homotopy-equivalent to
the complex C•; in particular, for all i ≥ 0
Hi(C•) ∼= Hi(C
M
• ).
The maps defined below give a chain homotopy between C• and C
M
• :
f :

C• → CM•
c ∈ Xi 7→ f(c) :=
∑
c′∈XMi
Γ(c, c′)c′,
g :

C
M
• → C•
c ∈ XMi 7→ gi(c) :=
∑
c′∈Xi
Γ(c, c′)c′.
Sometimes we consider the same construction for matchings which are not acyclic.
Clearly, Theorem 2.2 does not hold anymore for CM• ifM is not acyclic. In general,
there is not even a good definition of the differentials ∂M. But for calculating
invariants it is sometimes useful to consider CM• for matchings that are not acyclic.
In these cases we consider just the vectorspace CM• .
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3. Algebraic Discrete Morse Theory on the Taylor Resolution
In this section we consider acyclic matchings on the Taylor resolution. First, we
introduce a standard matching, which we use in later in order to formulate and prove
our conjecture. Then Section 3.2 considers the Taylor resolution for monomial ideals
which are generated in degree two. The resolutions of those ideals are important
for the proof of our conjecture in the case where A is Koszul (see Section 7). Next,
we give a matching on the Taylor resolution of Stanley Reisner ideals of the order
complex of a partially ordered set, which we use in Section 6 in order to prove
property (P) and property (H) for this type of ideal.
Finally, we introduce the (strong) gcd-condition for monomial ideals and give a
special acyclic matching on the Taylor resolution for this type of ideals, which are
in connection with the Golod property of monomial rings (see Section 8).
3.1. Standard Matching on the Taylor Resolution. Let S = k[x1, . . . , xn] be
the commutative polynomial ring over a field k of arbitrary characteristic and aES
a monomial ideal.
The basis of the Taylor resolution is given by the subsets I ⊂ MinGen(a) of
the minimal monomial generating system MinGen(a) of the ideal a. For a subset
I ⊂ MinGen(a) we denote by mI the least common multiple of the monomials in
I, mI := lcm
(
m ∈ I
)
.
On this basis we introduce an equivalence relation: We say that two monomials
m,n ∈ I with I ⊂ MinGen(a) are equivalent if gcd(m,n) 6= 1 and write m ∼ n.
The transitive closure of ∼ gives us an equivalence relation on each subset I. We
denote by cl(I) := #I/ ∼ the number of equivalence classes of I.
Based on the Taylor resolution, we define a product by
I · J =
{
0 , gcd(mI ,mJ) 6= 1
I ∪ J , gcd(mI ,mJ) = 1.
Then the number cl(I) counts the factors of I with respect to the product defined
above.
The aim of this section is to introduce an acyclic matching on the Taylor resolu-
tion which preserves this product.
We call two subset I, J ⊂ MinGen(a) a matchable pair and write I → J if
|J |+1 = |I|, mJ = mI , and the differential of the Taylor complex maps I to J with
coefficient [I, J ] 6= 0.
Let I → J be a matchable pair in the Taylor resolution with cl(I) = cl(J) = 1
such that no subset of J is matchable. Then define
M11 := {I
·
∪ K → J
·
∪ K for each K with gcd(mK ,mI) = gcd(mK ,mJ) = 1}.
For simplification we write I ∈M11 if there exists a subset J with I → J ∈M11 or
J → I ∈ M11. It is clear that this is an acyclic matching. Furthermore, the differ-
ential changes in each homological degree in the same way and for two subsets I,K
with gcd(mI ,mK) = 1 we have I
·
∪ K ∈ M11 ⇐⇒ I ∈ M11 or K ∈ M11. Because
of these facts, we can repeat this matching M11 on the resulting Morse complex.
This gives us a sequence of acyclic matchings, which we denote byM1 :=
⋃
i≥1M1i.
If no repetition is possible, we reach a resolution with basis given by some subsets
I ⊂ MinGen(a) with the following property: If we have a matchable pair I → J
where I has a higher homological degree than J , then cl(I) ≥ 1 and cl(J) ≥ 2. We
now construct the second sequence:
Let I → J be a matchable pair in the resulting Morse complex with cl(I) =
1, cl(J) = 2 such that no subset of J is matchable. Then define
M2 := {I
·
∪ K → J
·
∪ K for each K with gcd(mK ,mI) = gcd(mK ,mJ) = 1}.
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With the same arguments as before this defines an acyclic matching, and a repetition
is possible. The third sequence starts if no repetition ofM2 is possible and is given
by a matchable pair I → J in the resulting Morse complex with cl(I) = 1, cl(J) = 3
such that no subset of J is matchable. Then define
M3 := {I
·
∪ K → J
·
∪ K for each K with gcd(mK ,mI) = gcd(mK ,mJ) = 1}.
Since every matchable pair is of the form I
·
∪ K → J
·
∪ K with mI = mJ ,
gcd(mI ,mK) = 1, and cl(I) = 1, cl(J) ≥ 1, we finally reach with this procedure a
minimal resolution of the ideal a as S-module. LetM be the union of all matchings.
As before we write I ∈M if there exists a subset J with I → J ∈ M or J → I ∈M.
Then the minimal resolution has a basis given by MinGen(a) \M.
We give a matching of this type a special name:
Definition 3.1 (standard matching). A sequence of matchings M :=
⋃
i≥1Mi is
called a standard matching on the Taylor resolution if all the following holds:
(1) M is graded, i.e. for all edges I → J in M we have mI = mJ ,
(2) TM• is minimal, i.e. for all edges I → J in T
M
• we have mI 6= mJ ,
(3) Mi is a sequence of acyclic matchings on the Morse complex T
M<i
• (M<i :=⋃i−1
j=1Mj, T
M<1
• = T•),
(4) for all I → J ∈ Mi we have
cl(J)− cl(I) = i− 1,
|J |+ 1 = |I|,
(5) there exists a set Bi ⊂Mi such that
(a) Mi = Bi ∪
{
I ∪K → J ∪K
∣∣∣∣ K with gcd(mI ,mK) = 1and I → J ∈ Bi
}
and
(b) for all I → J ∈ Bi we have cl(I) = 1 and cl(J) = i.
The construction above shows that a standard matching always exists. For a
standard matching we have two easy properties, which we will need in Section 5:
Lemma 3.2. Let M and M′ be two different standard matchings. Then
(1) for all i ≥ 1 we have
1 +
∑
I 6∈M<i
(−1)cl(I)mIt
cl(I)+|I| = 1 +
∑
I 6∈M′<i
(−1)cl(I)mIt
cl(I)+|I|,
(2) if I, J 6∈ M, gcd(mI ,mJ) = 1, and I ∪ J ∈ M, then there exists a set K
with |K| = |I|+ |J |+ 1, cl(K) = 1, and (I ∪ J → K) ∈M.
Proof. The result follows directly from the definition of a standard matching. 
If the ideal is generated in degree two, every standard matching ends after the
second sequence: Assume that we have a matchable pair I → J such that cl(I) = 1
and cl(J) ≥ 3. Then J has at least three subsets J = J1 ∪ J2 ∪ J3 such that
gcd(mJi ,mJi′ ) = 1, i, i
′ = 1, 2, 3. Since I and J have the same multidegree and
cl(I) = 1, there would exist a generator u ∈ MinGen(a) such that gcd(mJi , u) 6= 1
for i = 1, 2, 3. But u is a monomial of degree two, which makes such a situation
impossible.
In this case we have
Lemma 3.3. If every standard matching ends after the second sequence, i.e. M =
M1 ∪M2, then∑
I 6∈M1
(−1)cl(I)mIt
cl(I)+|I| =
∑
I 6∈M
(−1)cl(I)mIt
cl(I)+|I|.
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Proof. By definition an edge I → J matched by the second sequence has the prop-
erty |I| = |J |+ 1 and cl(I) = cl(J)− 1 and mI = mJ . Therefore,
(−1)cl(I)mIt
cl(I)+|I| = −
(
(−1)cl(J)mJ t
cl(J)+|J|
)
,
which proves the assertion. 
3.2. Resolutions of Monomial Ideals Generated in Degree Two. Let aES
be a monomial ideal with minimal monomial generating system MinGen(a) such
that for all monomials m ∈ MinGen(a) we have deg(m) = 2. We assume, in
addition, that a is squarefree. This is no restriction since via polarization we get
similar results for the general case.
First we fix a monomial order ≺. We introduce the following notation: To each
subset I ⊂ MinGen(a) we associate an undirected graph GI = (V,E) on the ground
set V = [n], by setting {i, j} ∈ E if the monomial xixj lies in I. We call a subset
I an nbc-set if the associated graph GI = (V,E) contains no broken circuit, i.e.
there exists no edge {i, j} such that
(1) E ∪ {{i, j}} contains a circuit c and
(2) xixj = max≺
{
xi′xj′
∣∣ {i′, j′} ∈ c}.
Proposition 3.4. There exists an acyclic matching M1 on the Taylor resolution
such that
(1) M1 is the first sequence of a standard matching,
(2) the resulting Morse complex TM1• is a subcomplex of the Taylor resolution
and
(3) TM1• has a basis indexed by the nbc-sets.
Proof. Let Z be a circuit in T• of maximal cardinality. Let xixj := max≺{Z}. We
then define
M1,0 :=
{
(Z ∪ I)→ ((Z \ {xixj}) ∪ I)
∣∣∣ I ∈ T• with Z ∩ I = ∅}.
It is clear that I is an acyclic matching and the resulting Morse complex TM1,0 is
a subcomplex of the Taylor resolution.
Now let Z1 be a maximal circuit in T
M1,0 and let xνxl := max≺{Z1}. We then
define
M1,1 :=
{
(Z1 ∪ I)→ ((Z1 \ {xνxl}) ∪ I)
∣∣∣ I ∈ TM1,0 with Z1 ∩ I = ∅}.
We only have to guarantee that (Z1 ∪ I) 6∈ M1,0.
Assume (Z1 ∪ I) ∈ M1,0. Since (Z1 \ {xνxl}) ∪ I 6∈ M1,0, we see that xνxl 6= xixj
and xνxl ∈ Z. But thenW := Z∪(Z1 \{xνxl}) is a circuit, which is a contradiction
to the maximality of Z. Therefore,M1,1 is a well defined acyclic matching and the
resulting Morse complex is a subcomplex of the Taylor resolution.
If we continue this process, we reach a subcomplex TM1 of the Taylor resolution
with a basis indexed by all nbc-sets. It is clear that M1 :=
⋃
iM1,i satisfies all
conditions of the first sequence of a standard matching. Furthermore, if I is an
nbc-set and mI = mI\{m}, then it follows that cl(I) = cl(I \ {m})− 1 (otherwise
we would have a circuit). This implies that M1 is exactly the first sequence of a
standard matching. 
We denote by Tnbc the resulting Morse complex.
Corollary 3.5. Let aES be a monomial ideal generated in degree two. We denote
with nbci the number of nbc-sets of cardinality i − 1. Then for the Betti number
of a we have the inequality βi ≤ nbci.
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3.3. Resolution of Stanley Reisner Ideals of a Partially Ordered Set. In
this subsection we give a (not acyclic) matching on the subcomplex Tnbc in the case
where a = J∆(P ) is the Stanley Reisner ideal of the order complex of a partially
ordered set (P,≺). In this case a is generated in degree two by monomials xixj where
{i, j} is an antichain in P . For simplification we assume that P = [p] = {1, . . . , p}
and the order ≺ preserves the natural order, i.e. i ≺ j ⇒ i < j, where < is the
natural order on the natural numbers N. Then the minimal monomial generating
system MinGen(a) of the Stanley Reisner ideal is given by
MinGen(a) :=
{
xixj
∣∣∣ i < j and i 6≺ j}.
Since MinGen(a) consists of monomials of degree two, we can work on the subcom-
plex Tnbc of the Taylor resolution, where Tnbc is constructed with respect to the
lexicographic order such that x1 ≻ x2 ≻ . . . ≻ xn.
First we introduce some notation:
Definition 3.6. A subset I ⊂ MinGen(a) is called a sting-chain if there exists a
sequence of monomials xi1xi2 , xi2xi3 , . . . , xiν−1xiν ∈ I with
(1) 1 ≤ i1 < . . . < iν ≤ n,
(2) i1 = min{j with xj divides lcm(mI)},
(3) iν = max{j with xj divides lcm(mI)},
(4) for all monomials xrxs ∈ I with r < s exists an index 1 ≤ j ≤ ν − 1 such
that either
(a) xrxs = xijxij+1 or
(b) r = ij , s < ij+1, and xsxij+1 6∈ I or
(c) r > ij , s = ij+1, and ij ≺ r (i.e. xijxr 6∈ a).
Let B be the set of all chains of sting-chains:
B :=
{
(I1, . . . , Il)
∣∣∣∣ Ij sting-chain for all j = 1, . . . , l andmax(Ij) < min(Ij+1) for all j = 1, . . . , l − 1
}
,
where
max(I) := max{i | xi divides lcm(mI)}
min(I) := min{i | xi divides lcm(mI)}.
Note that a sting-chain is not necessarily an nbc-set. For example, the set
{xixl, xνxl, xjxl} with i < ν < j < l is a sting-chain, if xixν , xixj 6∈ a, but it
contains a broken circuit if xνxj ∈ a. But with an identification of those sets we
get the following Proposition:
Proposition 3.7. There exists a matching M2 (not necessary acyclic) on the com-
plex Tnbc such that
(1) there exists a bijection between the sets I ∈ TM2
nbc
and the chains of sting-
chains I ∈ B,
(2) for I → I ′ ∈M2 we have
(a) lcm(mI) = lcm(mI′) and
(b) cl(I) = cl(I ′)− 1 and |I| = |I ′|+ 1.
Proof. For a set I ∈ Tnbc \ B let xixνxjxl be the maximal monomial with respect
to the lexicographic order such that i < ν < j < l and at least one of the following
conditions is satisfied:
(1) xixj , xνxl ∈ I and xixl 6∈ I,
(2) xixl, xνxj ∈ I.
Case xixj , xνxl ∈ I: Because of the transitivity of the order ≺ on P we have either
xixν ∈ a or xνxj ∈ a.
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⊲ Assume xixν ∈ a. Since xixνxjxl is the maximal monomial satisfying one of
the conditions above, it follows that if I ∪{xixν} contains a broken circuit,
then I \ {xixν} contains a broken circuit as well. We set(
(I \ {xixν})
·
∪ J
)
→
(
(I ∪ {xixν})
·
∪ J
)
∈M2
for all J with gcd(lcm(I), lcm(J)) = 1.
⊲ If xixν 6∈ a, then xνxj ∈ a. Again, we have that if I ∪ {xνxj} contains a
broken circuit, then I \ {xνxj} contains a broken circuit as well. In this
case we set(
(I \ {xνxj})
·
∪ J
)
→
(
(I ∪ {xνxj})
·
∪ J
)
∈M2
for all J with gcd(lcm(I), lcm(J)) = 1.
Case xixl, xνxj ∈ I: Again, the transitivity implies xixν ∈ a or xνxl ∈ a and
xixj ∈ a or xjxl ∈ a:
⊲ Assume xixν ∈ a. As above we have that if I ∪ {xixν} contains a broken
circuit, then I \ {xixν} contains a broken circuit as well. We set(
(I \ {xixν})
·
∪ J
)
→
(
(I ∪ {xixν})
·
∪ J
)
∈M2
for all J with gcd(lcm(I), lcm(J)) = 1.
⊲ If xixν 6∈ a, then xνxl ∈ a. Assume xixj ∈ a. Then again we have that if
I ∪ {xixj} contains a broken circuit, then I \ {xixj} also contains a broken
circuit. In this case we set(
(I ∪ {xixj})
·
∪ J
)
→
(
(I \ {xixj})
·
∪ J
)
∈ M2
for all J with gcd(lcm(I), lcm(J)) = 1.
⊲ Now assume xixν , xixj 6∈ a, then xνxl, xjxl ∈ a. Assume further that
xjxl 6∈ I. Then we set(
(I ∪ {xνxl})
·
∪ J
)
→
(
(I \ {xνxl})
·
∪ J
)
∈ M2
for all J with gcd(lcm(I), lcm(J)) = 1.
⊲ Finally, we have to discuss the case xixν , xixj 6∈ a and xjxl ∈ I. Then the
set I cannot be matched because adding xνxl would give a circuit and by
removing xjxl we get a set which is already matched. We identify these sets
with the sets containing xixl, xνxl, xjxl instead of xixl, xνxj , xjxl. There-
fore, this case gives us all sets which are sting-chains but not nbc-sets.
With the identification we can say that an nbc-set I 6∈ M satisfies the following
two properties, which are exactly the properties of I ∈ B:
(1) If there exist i < ν < j < l such that xixj , xνxl ∈ I, then xixl ∈ I and
xνxj , xjxl 6∈ I and xixν 6∈ a.
(2) There exist no i < ν < j < l such that xixl, xνxj ∈ I.

Note that TM2 is not a resolution (not even a complex), but we need it because
of the following corollary, which will be important in Section 6.
Corollary 3.8. Let a be a monomial ideal generated in degree two and M =M1 ∪
M2 a standard matching on the Taylor resolution. With the notation above we get:
(3.1)
∑
I 6∈M1
(−1)cl(I)mIt
cl(I)+|I| =
∑
I 6∈M
(−1)cl(I)mIt
cl(I)+|I|
=
∑
I nbc-set
(−1)cl(I)mIt
cl(I)+|I|.
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If a is the Stanley Reisner ideal of the order complex of a partially ordered set P ,
then
(3.2) (3.1) =
∑
I 6∈B
(−1)cl(I)mIt
cl(I)+|I|.
Proof. Lemma 3.3 implies the first equality and the second equality follows by
Proposition 3.4. If a is the Stanley Reisner ideal of the order complex of a partially
ordered set P , then Proposition 3.7 together with the proof of Lemma 3.3 imply
Equation (3.2). 
3.4. The gcd-Condition. In this subsection we introduce the gcd-condition. Let
aES be a monomial ideal in the commutative polynomial ring and MinGen(a) a
minimal monomial generating system.
Definition 3.9 (gcd-condition). (1) We say that a satisfies the gcd-condition,
if for any two monomials m,n ∈MinGen(a) with gcd(m,n) = 1 there exists
a monomial m,n 6= u ∈MinGen(a) with u | lcm(m,n);
(2) We say that a satisfies the strong gcd-condition if there exists a linear order
≺ on MinGen(a) such that for any two monomials m ≺ n ∈ MinGen(a)
with gcd(m,n) = 1 there exists a monomial m,n 6= u ∈ MinGen(a) with
m ≺ u and u | lcm(m,n).
Example 3.10. Let a = 〈x1x2, x2x3, x3x4, x4x5, x1x5〉 be the Stanley Reisner ideal
of the triangulation of the 5-gon. Then a satisfies the gcd-condition, but not the
strong gcd-condition.
Proposition 3.11. Let a be a monomial ideal which satisfies the strong gcd-
condition. Then there exists an acyclic matching M on the Taylor resolution such
that for all MinGen(a) ⊃ I 6∈ M we have cl(I) = 1. We call the resulting Morse
complex Tgcd.
Proof. Assume MinGen(a) = {m1 ≺ m2 ≺ . . . ≺ ml}. We start with m1. Let
mi0 ∈ MinGen(a) be the smallest monomial such that gcd(m1,mi0) = 1. Then
there exists a monomial m1 ≺ u0 ∈ MinGen(a) with u0 | lcm(m1,mi0). Then we
define
M0 :=
{(
{m1,mi0 , u0} ∪ I
)
→
(
{m1,mi0} ∪ I
) ∣∣∣ I ⊂MinGen(a)}.
It is clear that this is an acyclic matching and that the Morse complex TM0• is a
subcomplex of the Taylor resolution.
Now let mi1 be the smallest monomial 6= mi0 such that gcd(m1,mi1) = 1. Then
there exists a monomial m1 ≺ u1 ∈ MinGen(a) with u1 | lcm(m1,mi1) and we
define
M1 :=
{(
{m1,mi1 , u1} ∪ I
)
→
(
{m1,mi1} ∪ I
) ∣∣∣ I ⊂MinGen(a)}.
Again, it is straightforward to prove that M1 is an acyclic matching on TM0 and
that the Morse complex is a subcomplex of the Taylor resolution. We repeat this
process for all m1 ≺ mi with gcd(m1,mi) = 1 and we reach a subcomplex TMm1 ,
Mm1 =
⋃
iMi, of the Taylor resolution which satisfies the following condition: For
all remaining subsets I ⊂ MinGen(a) \Mm1 we have:
(1) m1 ∈ I ⇒ cl(I) = 1,
(2) m1 6∈ I ⇒ cl(I) ≥ 1.
We repeat now this process with the monomial m2. Here we have to guarantee that
for a set {m2,mi}∪ I the corresponding set {m2,mi, ui}∪ I, with gcd(m2,mi) = 1
and m2 ≺ ui and ui | lcm(m2,mi), is not matched by the first sequence Mm1 .
Since all sets J ∈ Mm1 satisfy m1 ∈ J , this would be the case if either ui = m1 or
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m1 ∈ I. The first case is impossible since m1 ≺ m2 ≺ ui. In second case we have
cl
(
{m2,mi} ∪ I
)
= 1. We define:
M2 :=
{(
{m2,mi, u2} ∪ I
)
→
(
{m2,mi} ∪ I
) ∣∣∣∣ I ⊂MinGen(a) \Mm1and cl({m2,mi} ∪ I) ≥ 2
}
.
Condition (1) implies then that M2 is a well defined sequence of acyclic match-
ings. Since we make this restriction, the resulting Morse complex is not anymore
a subcomplex of the Taylor resolution, but we have still the following fact: For all
remaining subsets I ⊂ MinGen(a) \
(
Mm1 ∪Mm2
)
we have:
(1) m1 ∈ I ⇒ cl(I) = 1,
(2) m2 ∈ I ⇒ cl(I) = 1,
(3) m1,m2 6∈ I ⇒ cl(I) ≥ 1.
We apply this process to all monomials. Then we finally reach a complex with the
desired properties. 
4. The Multigraded Hilbert and Poincare´-Betti Series
Let aES be a monomial ideal and M = M1 ∪
⋃
i≥2Mi a standard matching
on the Taylor resolution. We introduce a new non-commutative polynomial ring R˜,
defined by
R˜ := k〈YI for MinGen(a) ⊃ I 6∈ M1 and cl(I) = 1〉.
On this ring, we define three gradings:
|YI | := |I|+ 1,
deg(YI) := α, with x
α = mI ,
degt(YI) := ||α||, with x
α = mI ,
where ||α|| =
∑
i αi is the absolute value of α. This makes R˜ into a multigraded
ring:
R˜ =
⊕
α∈Nn
⊕
i≥0
R˜i,α
with R˜i,α :=
{
u ∈ R˜
∣∣ deg(u) = α and |u| = i}.
Let [YI , YJ ] := YIYJ − (−1)|YI ||YJ |YJYI be the graded commutator of YI and YJ .
We define the following multigraded two-side ideal
r := 〈[YI , YJ ] for gcd(mI ,mJ) = 1〉,
and set
R := R˜/r.
Let HilbR(x, t, z) :=
∑
α∈Nn
∑
i≥0
dimk(Ri,α) x
α t||α|| zi be the multigraded Hilbert
series of R. We have the following fact:
Proposition 4.1. The multigraded Hilbert series HilbR(x, t, z) of R is given by
HilbR(x, t, z) =
1
1 +
∑
I⊂MinGen(a)
I 6∈M1
(−1)cl(I) mI t
mI zcl(I)+|I|
,
where tmI := tα with xα = mI .
12 MICHAEL JO¨LLENBECK
Proof. In [3], Cartier and Foata prove that the Hilbert series of an arbitrary non-
commutative polynomial ring divided by an ideal, which is generated by some
(graded) commutators, is given by
HilbR(x, t, z) :=
1
1 +
∑
F
(−1)|F | xdeg(yF ) tdegt(yF ) z|YF |
,
where F ⊂ {YI with I 6∈ M1, cl(I) = 1} is a commutative part (i.e. YIYJ =
(−1)|J||I|YJYI for all YI , YJ ∈ F ) and YF =
∏
YI∈F
YI .
Therefore, we only have to calculate the commutative parts. Since r is generated
by the relations YIYJ = (−1)|J||I|YJYI , if gcd(mI ,mJ) = 1, we see that the com-
mutative parts are given by
F :=
{
YIi1 , . . . , YIir
∣∣∣ gcd(mIij ,mIij′ ) = 1 for all j 6= j′}.
But the fact that YIi1 , . . . , YIir is a commutative part is equivalent to Ii1 ∪ . . .∪Iir 6∈
M1. Therefore, we can identify the commutative parts F with the elements I 6∈ M1
and sum over all I 6∈ M1. It is clear that the cardinality of a commutative part
equals to the number cl(I). If I = I1
·
∪ . . .
·
∪ Ir with cl(Ij) = 1 is a commutative
part, it follows that YI = YI1 · · ·YIr , which implies the exponents of t, z, x. 
We formulate the following conjecture:
Conjecture 4.2. Let F• be a multigraded minimal A-free resolution of k as an
A-module with Fi :=
⊕
α∈Nn A(−α)
βi,α for i ≥ 0. Then we have the following
isomorphism as k-vectorspaces:
Fi∼=
⊕
J⊂{1,...,n}
|J|=l
⊕
u∈R
|u|=i−l
A
(
− (αJ + deg(u))
)
,
where αJ is the characteristic vector of J , defined by
(αJ )i =
{
0 , i 6∈ J,
1 , i ∈ J.
This conjecture gives a precise formulation of the conjecture by Charalambous
and Reeves on the multigraded Poincare´-Betti series. In addition, we get an explicit
form of the multigraded Hilbert series of S/a for monomial ideals a.
Proposition 4.3. Let A = S/a be the quotient of the commutative polynomial ring
by a monomial ideal a, and let M :=M1∪
⋃
i≥2Mi be a standard matching on the
Taylor resolution. If Conjecture 4.2 holds, then the multigraded Poincare´-Betti and
Hilbert series have the following form:
PAk (x, t) =
n∏
i=1
(1 + xi t) HilbR(x, 1, t)(4.1)
=
n∏
i=1
(1 + xi t)
1 +
∑
I⊂MinGen(a)
I 6∈M1
(−1)cl(I) mI t
cl(I)+|I|
,
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HilbA(x, t) =
( n∏
i=1
(1− xi t) HilbR(x, t,−1)
)−1
(4.2)
=
1 +
∑
I⊂MinGen(a)
I 6∈M1
(−1)|I| mI t
mI
n∏
i=1
(1− xi t)
.
Note that Equation (4.1) is a reformulation of the conjecture by Charalambous
and Reeves.
Proof. The form of the Poincare´-Betti series follows directly from the conjecture,
by counting basis elements of Fi.
For the Hilbert series we consider the complex F• → k → 0, which is exact since
F• is a minimal free resolution of k. Since the Hilbert series of k is 1, the Euler
characteristic implies: ∑
i≥0
(−1)i HilbFi(x, t) = 1.
Conjecture 4.2 implies
HilbFi(x, t) =
∑
J⊂{1,...,n}
|J|=l
∑
u∈R
|u|=i−l
xαJ t|J| xdeg(u) tdegt(u) HilbA(x, t).
The Cauchy product finally implies:∑
i≥0
(−1)iHilbFi(x, t) = HilbA(x, t)
∑
i≥0
∑
J⊂{1,...,n}
|J|=l
(−1)l xαJ t|J|
∑
u∈R
|u|=i−l
(−1)i−l xdeg(u) tdegt(u)
= HilbA(x, t)
 ∑
J⊂{1,...,n}
xαJ (−t)|J|

(∑
u∈R
xdeg(u) tdegt(u) (−1)|u|
)
= HilbA(x, t)
n∏
i=1
(1− t xi) HilbR(x, t,−1).

It is known that if A is Koszul, then HilbA(x, t) = 1/P
A
k (x,−t). In our case, this
means:
Proposition 4.4. If A is Koszul, then HilbR(x, t,−1) = HilbR(x, 1,−t).
Proof. In the monomial case, the Koszul property is equivalent to the fact that a
is generated in degree two. We prove that a subset I ∈ MinGen(a) which is not
matched by M1 satisfies cl(I) + |I| = degt(YI). It is clear that this proves the
assertion.
It is enough to prove it for subsets I ⊂ MinGen(a) with cl(I) = 1. Let mI = xα be
the least common multiple of the generators in I. Since all generators have degree
two, it follows ||α|| ≤ 2+ |I| − 1 = |I|+1 = |I|+ cl(I). Since TorSi (S/a, k)i = 0, we
get ||α|| = |I|+ 1 = |I|+ cl(I). 
We introduce some notation for rings A satisfying the consequences of Conjecture
4.2.
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Definition 4.5. We say that A has property
(P) if PAk (x, t) =
∏n
i=1(1 + xi t) HilbR(x, 1, t) and has property
(H) if HilbA(x, t) =
(∏n
i=1(1− xi t) HilbR(x, t,−1)
)−1
.
5. The Homology of the Koszul Complex KA
Let M be a standard matching on the Taylor resolution of a. The basis of the
k-vectorspace TM• ⊗S k is then given by the sets I ⊂ MinGen(a) with I 6∈ M.
We denote with KA• the Koszul complex of A with respect to the sequence
x1, . . . , xn, i.e.
Ki :=
⊕
{j1<...<ji}
A e{j1<...<ji}
with differential
∂i :
{
Ki → Ki−1
e{j1<...<ji} 7→
∑i
l=1(−1)
l+1 xjl e{j1<...<jl−1<jl+1<...ji}
We denote further by Z(K•) (resp. B(K•)) the set of cycles (resp. boundaries)
of the complex K•. Finally, we denote with H(K•) the homology of the Koszul
complex.
Proposition 5.1. If M is a standard matching, then there exists a homogeneous
homomorphism
φ :
{
TM• ⊗S k → K
A
•
I 7→ φ(I)
such that for all I, J 6∈ M with gcd(mI ,mJ) = 1 we have
(1) φ(I) is a cycle,
(2) φ(I)φ(J) = φ(I ∪ J) if I ∪ J 6∈ M,
(3) if I ∪ J ∈M,
φ(I)φ(J) = ∂(c) +
∑
L 6∈M
cl(L)≥cl(I)+cl(J)
aLφ(L) for some aL ∈ k,
for some c ∈ KA• .
Note that φ(I)φ(J) ∈ B(K•) might happen if all coefficients aL are zero.
Proof. We consider the following double complex:
0 0 0
↑ ↑ ↑
0 → TMn ⊗S k → . . . → T
M
0 ⊗S k → S/I ⊗S k → 0
↑ ↑ ↑
0 → TMn ⊗S K
S
0 → . . . → T
M
0 ⊗S K
S
0 → S/I ⊗S K
S
0 → 0
↑ ↑ ↑
0 →
... → . . . →
... →
... → 0
↑ ↑ ↑
0 → TMn ⊗S K
S
n → . . . → T
M
0 ⊗S K
S
n → S/I ⊗S K
S
n → 0
↑ ↑ ↑
0 0 0
Since every row and every column, except the first row and the right column, are
exact, we get by diagram chasing a homogeneous homomorphism
φ :
{
TM• ⊗S k → K•
I 7→ φ(I).
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By construction it is clear that φ(I) is a cycle. The second condition of a standard
matching is: if (I → J) ∈ M, then (I ∪ K → J ∪ K) ∈ M for all K with
gcd(mK ,mI) = 1. This condition implies that one can chose the homomorphism φ
such that φ(I)φ(J) = φ(I ∪ J) if I ∪ J 6∈ M.
Now let I ∪ J ∈ M. Since I, J 6∈ M, it follows from the standard matching that
I ∪ J is matched with a set Iˆ of higher homological degree. We now consider
M′ :=M\ {Iˆ → I ∪ J}. We then have
0 = ∂M
′
∂M
′
(Iˆ).
Hence we get:
∂M
′
(I ∪ J) =
∑
L 6∈M
aL∂
M(L).
Since we take the tensor product ⊗Sk with k, all summands with aL 6∈ k cancel
out. Hence φ(I)φ(J) ∈ B(KA• ) or, again with diagram chasing:
φ(I)φ(J) −
∑
L 6∈M
cl(L)≥cl(I)+cl(J)
aLφ(L) ∈ B(K
A
• ).
¿From the construction of the standard matching it follows, in addition, that cl(L) ≥
cl(I) + cl(J) (otherwise L would have been matched before). 
We define the following new k-algebra:
For each I 6∈ M with cl(I) = 1 we define one indeterminate YI with total degree
degt(YI) := |I| and multidegree degm(YI) := x
α, if xα = mI . Let R
′ := k(YI , I 6∈
M, cl(I) = 1)/r′ be the quotient algebra of the graded commutative polynomial
ring k(YI , I 6∈ M, cl(I) = 1) (i.e. YIYJ = (−1)|I||J|YJYI) and the multigraded ideal
r
′ that is generated by the relations given by Proposition 5.1, i.e.:
(1) YIYJ = 0 if gcd(mI ,mJ ) 6= 1,
(2) YIi1 · · ·YIir =
∑
aLYL if φ(Ii1 ) · · ·φ(Iir ) =
∑
aLφ(L) + boundary,
(3) YIi1 · · ·YIir = 0 if [φ(Ii1 ) · · ·φ(Iir )] = 0.
Theorem 5.2. If M is a standard matching, then R′ is isomorphic to H(K•).
Proof. The isomorphism is given by Proposition 5.1. We only have to prove that
[φ(I)][φ(J)] = 0 if gcd(mI ,mJ) 6= 1. This follows from the next lemma and the
next corollary. 
Lemma 5.3. Let c =
∑
I αI
m
xI
eI be a homogeneous cycle with multidegree deg(c) =
m. We fix an x0 | m. Then there exists a cycle c
′ =
∑
I′ αI′
m
xI′
eI′ , homologous to
c, such that x0 | xI′ for all I ′.
Proof. Let I be an index set such that αI 6= 0 in the expansion of c with x0 6 | xI .
Then
m
xI
eI =
∑
i∈I
(−1)pos(i)+1
mxi
x0 xI
ex0 ∧ eI\{i} + ∂
(
mI
x0 xI
ex0 ∧ eI
)
.(5.1)
If we replace each index set I with respect to (5.1), we finally reach a cycle c′ with
the desired property. By construction there exists an element d with c−c′ = ∂(d) ∈
B(K•). 
Corollary 5.4. Let c1, c2 be two homogeneous cycles with multidegrees deg(c1) = m
and deg(c2) = n. If gcd(m,n) 6= 1, we have [c1][c2] = 0.
Proof. Let c1 :=
∑
I αI
m
xI
eI and c2 :=
∑
J βJ
n
xJ
eJ with gcd(m,n) 6= 1. We fix a
j ∈ supp(gcd(m,n)). By Lemma 5.3 we can assume that j ∈ I ∩J for all I, J . This
implies [c1][c2] = 0. 
Corollary 5.5. H(K•) is generated by I 6∈ M with cl(I) = 1.
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6. Hilbert and Poincare´-Betti Series of the Algebra A = k[∆]
In this section we prove property (P) and (H) for A = S/a where a = I∆(P ) is
the Stanley Reisner ideal of the order complex ∆(P ) of a partially ordered set P .
Let P := ({1, . . . , n},≺) be a partially ordered set, where i ≺ j implies i < j.
The Stanley Reisner ring of the order complex ∆ = ∆(P ) is given by
A := k[∆] = k[xi, i ∈ P ]/〈xixj with i < j and i 6≺ j〉.
We now define a sequence of regular languages Li over the alphabet Γi :=
{xi, . . . , xn}:
(1) xixj ∈ Li for all i < j and i 6≺ j,
(2) xixj1 · · ·xjl ∈ Li if xixj1 · · ·xjl−1 ∈ Li and i < jr for all r = 1, . . . l and
either
(a) jl−1 6≺ jl or
(b) xixj1 · · ·xjl−2xjl ∈ Li and jl < jl−1.
Let fi(x, t) :=
∑
w∈Li
t|w| w be the word counting function of Li.
Corollary 3.8 and Corollary 3.9 of [10] imply the following theorem:
Theorem 6.1. The Poincare´-Betti series of A is given by:
PAk (x, t) :=
n∏
i=1
(1 + t xi)
n∏
i=1
(1 + Fi(x, t)) =
n∏
i=1
1 + t xi
1− fi(x, t)
,
where Fi(x, t) :=
fi
1−fi(x,t)
.
We only have to calculate the word counting functions fi. Since the language
Ln is empty, it follows that fn := 0. We construct recursively non-deterministic
finite automata Ai such that the language L(Ai) accepted by Ai is Li (for the
basic facts on deterministic finite automata we use here [9]). We assume that Aj
is defined for all j > i. Let A+j be the automaton which accepts the language
L+j ∪ {wxj with w ∈ L
∗
j}, where
L+ :=
{
w1 ◦ . . . ◦ wi
∣∣ i ∈ N \ {0} and wj ∈ L, j = 1, . . . , i},
L∗ := L+ ∪ {ε} =
{
w1 ◦ . . . ◦ wi
∣∣ i ∈ N and wj ∈ L, j = 1, . . . , i},
where ◦ denotes the concatenation and ε is the empty word. It follows that the
word counting function of L(A+j ) is given by
fj+t xj
1−fj
.
We now construct Ai:
⊲ From the starting state we go to the state i if we read the letter xi, otherwise
we reject the input word.
⊲ From the state i we can switch by reading the empty word to the state j,
which represents the automaton A+j , if i < j and i 6≺ j. We then accept if
A+j accepts.
⊲ Now assume we have the transitions i → j1 and i → j2 with j1 < j2.
Because of condition (2b) we can switch by reading the empty word from
state j2 to state j1.
⊲ Assume that we have the transition i→ j2 and we do not have the transition
i → j1, with j1 < j2. This means i ≺ j1 and i 6≺ j2. Therefore, we must
have j1 ≺ j2, otherwise we get a contradiction to the transitivity of the
order in P . It follows by condition (1) that we can switch by reading the
empty word from state j2 to j1.
It is clear that Ai accepts the language Li. Since the state j represents the automa-
ton A+j , we get a recursion for the word counting functions:
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Lemma 6.2. For the word counting functions fi we get the following recursion:
fn := 0,
fi := t xi
∑
i<j
i6≺j
fj + t xj
1− fj
j−1∏
r=i+1
1 + t xj
1− fj
.
Proof. The state j represents the automaton A+j with word counting function
fj+t xj
1−fj
. By the argumentation above we have j → ν for all ν = i+1, . . . , j− 1 if we
have i → j. Since we accept when the automaton A+j accepts, we get the desired
recursion. 
By standard facts on regular languages the functions fi are rational functions,
but we want to have an expression of the Poincare´-Betti series by polynomials:
Lemma 6.3. For the rational functions fi we have:
fi :=
wi
1−
n∑
r=i+1
wr
,
where wi are polynomials and wn = 0.
Proof. We prove it by induction: wn is a polynomial and we have fn =
wn
1−0 .
We now assume that fj satisfies the desired condition for all j > i. Then
fi = t xi
∑
i<j
xixj∈a
t xj + fj
1− fj
j−1∏
r=i+1
1 + t xr
1− fr
= t xi
∑
i<j
xixj∈a
t xj +
wj
1−
∑
r>j
wr
1− wj
1−
∑
r>j
wr
j−1∏
r=i+1
1 + t xr
1− wr
1−
∑
l>r
wl
= t xi
∑
i<j
xixj∈a
t xj
1−∑
r>j
wr
+ wj
1−
∑
r≥j
wr
(
j−1∏
r=i+1
(1 + t xr)
) j−1∏
r=i+1
1−
∑
l>r
wl
1−
∑
l≥r
wl

= t xi
∑
i<j
xixj∈a
t xj
1−∑
r>j
wr
+ wj
1−
∑
r≥j
wr
(
j−1∏
r=i+1
(1 + t xr)
) 1− ∑
l>j−1
wl
1−
∑
l≥i+1
wl
= t xi
∑
i<j
xixj∈a
wj + t xj − t xj ∑
r>j
wr
( j−1∏
r=i+1
(1 + t xr)
)
1
1−
∑
l≥i+1
wl
=
wi
1−
∑
l≥i+1
wl
with
wi := t xi
∑
i<j
xixj∈a
wj + t xj − t xj∑
r>j
wr
( j−1∏
r=i+1
(1 + t xr)
)
.
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By induction, wr is for r > i a polynomial and therefore wi is a polynomial. 
Corollary 6.4. The Poincare´-Betti series of A is given by:
PAk (x, t) :=
n∏
i=1
(1 + t xi)
1
1 − w1 − . . .− wn
with
wn := 0,
wi := t xi
∑
i<j
xixj∈a
wj + t xj − t xj∑
r>j
wr
( j−1∏
r=i+1
(1 + t xr)
)
.
Proof. The result is a direct consequence of Lemma 6.3 and Theorem 6.1. 
We now solve the recursion of wi. For this, we introduce a directed graph G =
(V,E) with vertex set V = {1, . . . , n} and two vertices i, j are joined (i.e. i 7→ j)
if i < j and i 6≺ j. We write G
∣∣
i1,...,iν
for the induced subgraph on the vertices
i1, . . . , iν .
For a sequence 1 ≤ i1 < . . . < iν ≤ n we define
d(i1, . . . , iν) := #{paths from i1 to iν in G
∣∣
i1,...,iν
},
c(i1, . . . , iν) :=
∑
0=a0<a1<...<ar=ν
ai+1−ai≥2
r≥1
(−1)r d(ia0+1, . . . , ia1) · · · d(iar−1+1, . . . , iar).
Note that a path counted by d(i1, . . . , iν) needs not to pass through all vertices
i1, . . . , iν .
With this notation we get
Corollary 6.5. The Poincare´-Betti series of A is given by:
PAk (x, t) :=
n∏
i=1
(1 + t xi)
1
W (t, x)
with
W (t, x) = 1 +
∑
1≤i1<...<iν≤n
ν≥2
c(i1, . . . , iν) t
ν xi1 · · ·xiν .
Proof. The result follows if one solves the recursion of the wi’s and collects the
coefficients of the monomials xi1 · · ·xiν . 
In order to prove property (P) , we give a bijection between the paths in G
∣∣
i1,...,iν
and the sting-chains:
Lemma 6.6. For any sequence 1 ≤ i1 < . . . < iν ≤ there exists a bijection between
the paths from i1 to iν in G
∣∣
i1,...,iν
and the sting-chains I with lcm(I) = xi1 · · ·xiν .
Proof. We consider the path i1 → j2 → j3 → . . . → jr → iν . To this path,
we associate the set I := {xi1xj2 , xj2xj3 , . . . , xjrxiν}. Now we define the stings:
Assume jr < il0 , . . . , il1 < jr+1. Then we must have either jr 6≺ is or is 6≺ jr+1
for all s = l0, . . . , l1 (otherwise we would have a contradiction to jr 6≺ jr+1). This
implies
{xjrxis , xisxjr+1} ∩ a 6= ∅ for all s = l0, . . . , l1.
If xjrxis ∈ {xjrxis , xisxjr+1} ∩ a, we choose xjrxis , otherwise we choose xisxjr+1 .
With this choice we get that I satisfies condition (4b) and (4c) of Definition 3.6.
By construction we have lcm(I) = xi1 · · ·xiν .
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If we start with a sting-chain I with lcm(I) = xi1 · · ·xiν , then by definition there
exist monomials xi1xj2 , xj2xj3 , . . . , xjrxiν ∈ I. This sequence defines a path i1 7→
j2 7→ . . . 7→ jr 7→ iν . Since both constructions are inverse to each other, the
assertion follows. 
It follows:
W (t, x) := 1 +
∑
I∈B
(−1)cl(I)mIt
cl(I)+|I|,(6.1)
where B is the set of chains of sting-chains, defined in Section 3.
We now can prove property (P) and (H) for the ring A = k[∆]:
Theorem 6.7. Let P be a partially ordered set and ∆ the order complex of P .
The multigraded Poincare´-Betti and Hilbert series of the Stanley Reisner ring A =
k[∆] = S/a are given by:
PAk (x, t) :=
∏
i∈P
(1 + t xi)
W (t, x)
,
HilbA(x, t) :=
W (−t, x)∏
i∈P
(1− t xi)
,
where
W (t, x) = 1 +
∑
I 6∈M
(−1)cl(I)mI t
cl(I)+|I|
= 1 +
∑
I 6∈M1
(−1)cl(I)mI t
cl(I)+|I|
= 1 +
∑
I∈B
(−1)cl(I)mI t
cl(I)+|I|
= 1 +
∑
I nbc-set
(−1)cl(I)mI t
cl(I)+|I|
with M =M1 ∪M2 a standard matching on the Taylor resolution T• of a.
Proof. The assertion is a direct consequence of Corollary 3.8, Corollary 6.5, and
Equation (6.1). 
7. Proof of Conjecture 4.2 for Several Classes of Algebras A
In this section we prove Conjecture 4.2 in some special cases. In the first subsec-
tion, we prove the conjecture for algebras A for which the Koszul homology is an
M -ring - a notion introduced by Fro¨berg [6]. If in addition the minimal resolution
of a has the structure of a differential-graded algebra, we prove property (P) for A.
In the second subsection, we prove Conjecture 4.2 for all Koszul algebras. Note
that this gives another proof that for a partially ordered set P the Stanley Reisner
ring A = k[∆(P )] satisfies property (P) and (H).
In the last subsection, we outline an idea for a proof of Conjecture 4.2 in general.
7.1. Proof for Algebras A, with H•(K
A) is an M-ring.
The first class for which we can prove Conjecture 4.2 uses a theorem by Fro¨berg [6].
We use the notation of Fro¨berg:
Definition 7.1. A k-algebraR isomorphic to a (non-commutative) polynomial ring
k〈X1, . . . , Xr〉 divided by an ideal r of relations is called
(1) a weak M-ring if r is generated by relations of the following types:
(a) the (graded) commutator [Xi, Xj] = 0,
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(b) m = 0, where m is a monomial in Xi.
(2) an M-ring if if r is generated by relations of the following types:
(a) the (graded) commutator [Xi, Xj] = 0,
(b) m = 0 with m a quadratic-monomial in Xi.
Now we assume that H(K•) is an M-ring and M is a standard matching. Let
R′′ := k〈YI , I 6∈ M, cl(I) = 1〉/r′′ be the non-commutative polynomial ring divided
by an ideal r′′, where r′′ is generated by the following relations:
YIYJ = (−1)
degt(YIYJ )YJYI , if
{
gcd(mI ,mJ ) = 1 and I ∪ J 6∈ M
for all I, J 6∈ M with cl(I) = cl(J) = 1.
In the notion of Fro¨berg, R′′ ⊗ R′ is the MM-ring belonging to the M -ring R′ ≃
H(K•). Each literal YI has two degrees: the total degree |YI | := |I| + 1 and the
multidegree deg(YI) := α, with x
α = mI .
We define F• := R
′′ ⊗k KA• . Since K
A
• is an A-module, F• is a free graded
A-module with deg(m⊗ n) := degR
′′
t (m) + deg
KA•
t (n). Let Fi be the homogeneous
part of degree i. The next theorem proves Conjecture 4.2 in our situation.
Theorem 7.2. Let M be a standard matching. Assume H(K•) an M-ring.
If there exists a homomorphism s : H•(K
A)→ Z•(KA), such that π ◦s = idH•(KA),
then A satisfies Conjecture 4.2.
Corollary 7.3. Under the assumptions of Theorem 7.2 the algebra A has properties
(P) and (H). 
Proof of Theorem 7.2. Theorem 5.2 verifies the conditions for Theorem 3 in [6]. In
the proof of this theorem, Fro¨berg shows that F• defines a minimal free resolution
of k as an A-module. By Theorem 5.2 the homology of the Koszul complex is
isomorphic to the ring R′/r′. Since H•(K
A) is an M -ring, it follows that the ideal
r
′ is generated in degree two. The construction of the ideal r′ implies that every
standard matching ends after the second sequence. In the second sequence of M,
we have that I → J ∈ M2 satisfies cl(I) = cl(J) − 1 and |I| = |J | + 1. Now let
I → J ∈ M2 with cl(I) = 1 and cl(J) = cl(J1)+cl(J2) = 2. The difference between
the ring R′′ and the ring R is that in R we have a variable YI and the variables
YJ1 , YJ2 commute. In the ring R
′′ the variables YJ1 , YJ2 do not commute and the
variable YI is omitted. Identifying YJ1YJ2 ∈ R
′′ with YJ1YJ2 ∈ R and YJ2YJ1 ∈ R
′′
with YI ∈ R gives an isomorphism as k-vectorspaces of R and R′′. The property
cl(I) = cl(J) − 1 and |I| = |J | + 1 proves that this isomorphism preserves the
degrees, and we are done. 
The theorem includes the theorem by Charalambous and Reeves since in their
case every standard matching is empty and Charalambous and Reeves proved the
existence of the map s : H•(K
A)→ Z•(KA):
Corollary 7.4 ([5]). If the Taylor resolution of a is minimal, then A = S/a satisfies
Conjecture 4.2. 
Note that H•(K
A)∼=R′ carries three gradings. Let u ∈ R′ with u = YI1 · · ·YIr .
Then we have gcd(mIj ,mIj′ ) = 1, for j 6= j
′, and I1 ∪ . . . ∪ Ir 6∈ M (otherwise
u ∈ r′). We set
deg(u) = α if xα = mI1 · · ·mIr = mI1∪...∪Ir ,
degt(u) = r = cl(I1 ∪ . . . ∪ Ir),
|u| = |I1|+ . . .+ |Ir | = |I1 ∪ . . . ∪ Ir|.
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It follows:
H•(K
A)∼=R′ =
⊕
α∈Nn
i,j≥0
R′α,i,j =
⊕
I 6∈ M
degt(I) = i
|I| = j
k YI ,
where YI = YI1 · · ·YIr if cl(I) = r and gcd(mIj ,mIj′ ) = 1, for j 6= j
′.
Fro¨berg proved that in the case where H•(K
A) is an M-ring and the minimal reso-
lution of a has the structure of a differential-graded algebra we have:
PAk (x, t) =
HilbK•⊗Ak(x, t)
HilbH•(KA)(x,−t, t)
=
n∏
i=1
(1 + t xi)
1
HilbH•(KA)(x,−t, t)
.
Therefore, we only have to calculate the Hilbert series HilbH•(KA)(x,−t, t):
HilbH•(KA)(x,−t, t) =
∑
α∈Nn
i,j≥0
dimk(R
′
α,i,j) x
α (−t)i tj
=
∑
I 6∈M
mI (−t)
cl(I) t|I|
= 1 / HilbR(x, 1, t).
The last equation follows from Lemma 3.3 since if H•(K
A) is an M-ring, every
standard matching ends after the second sequence. It follows:
Corollary 7.5. If H•(K
A) is an M-ring and the minimal resolution of a has the
structure of a differential-graded algebra, then A has property (P). 
7.2. Proof for Koszul Algebras. In this subsection we give the proof of Con-
jecture 4.2 for Koszul algebras A = S/a. Note that since a is monomial, this is
equivalent to the fact that a is generated in degree two. We assume in addition
that a is squarefree. This is no restriction since via polarization we can reduce the
calculation of the Hilbert and Poincare´-Betti series of S/a to the calculation of the
series for S/b for a squarefree ideal bES.
Theorem 7.6. Let A = S/a be the quotient algebra of the polynomial ring and
a squarefree monomial ideal a generated by monomials of degree two and M =
M1 ∪M2 a standard matching of a. Then A satisfies Conjecture 4.2.
Corollary 7.7. The multigraded Poincare´-Betti and Hilbert series of Koszul alge-
bras A = S/a for a squarefree monomial ideal aES are given by:
PAk (x, t) :=
∏
i∈P
(1 + t xi)
W (t, x)
,
HilbA(x, t) :=
W (−t, x)∏
i∈P
(1− t xi)
,
where
W (t, x) = 1 +
∑
I 6∈M
(−1)cl(I)mI t
cl(I)+|I|
= 1 +
∑
I 6∈M1
(−1)cl(I)mI t
cl(I)+|I|
= 1 +
∑
I nbc-set
(−1)cl(I)mI t
cl(I)+|I|.
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Proof. The assertion follows directly from Theorem 7.6, the standard matching for
ideals generated in degree two given in Section 3, and the fact that, in this case,
every standard matching ends after the second sequence. 
Note that if aES is any ideal with a quadratic Gro¨bner basis, this corollary gives
a form of the multigraded Hilbert and Poincare´-Betti series of A = S/a since, in
this case, the series coincide with the series of S/ in≺(a).
Proof of Theorem 7.6. In this proof we sometimes consider the variables x1, . . . , xn
as elements of the polynomial ring S and sometimes as letters. In the second
case the variables do not commute and we consider words over the alphabet Γ :=
{x1, . . . , xn}. It will be clear from the context if we consider w as a monomial in
S or as a word over Γ. For example, if we write w ∈ a or xi | w, we see w as a
monomial.
For j = 1, . . . , n, let Lj be the sets of words xi1xi2 · · ·xir , r ≥ 2, over the alphabet
{x1, . . . , xn}, such that
(1) i1 = j < i2, . . . , ir,
(2) for all 2 ≤ l ≤ r there exists an 1 ≤ l′ < l such that xil′xil ∈ a and it > il
for all l′ < t < l.
We define
L :=
{
wi1 · · ·wir
∣∣∣∣ i1 > . . . > irwij ∈ Lij , j = 1, . . . , r
}
.
Note that here the variables xi are considered as letters and do not commute. In
[10] we construct for Koszul algebras A a minimal free resolution of k. The basis in
homological degree i in this resolution is given by the following set (see Corollary
3.9 of [10]):
Bi =
eI w
∣∣∣∣∣∣
I ⊂ {1, . . . , n}
w ∈ L
|J |+ |w| = i
 ,
where |w| is the length of the word w.
Thus in order to prove the theorem, we have to find a bijection between the
words w ∈ L of length i and the monomials u ∈ R with degree |u| = i. Remember
that in our case the subsets I 6∈ M1 are exactly the nbc-sets (see Section 3.2) and
therefore the ring R has the following form:
R =
k〈YI , I is an nbc-set , cl(I) = 1〉
〈[YI , YJ ] | gcd(mI ,mJ) = 1〉
.
We assume that the monomials u ∈ R are ordered, i.e. if u = YI1 · · ·YIr and YIj
commute with YIj+1 , then min(Ij) > min(Ij+1).
Clearly, it is enough to construct a bijection between the sets Lj and the ordered
monomials u = YI1 · · ·YIr , with cl(I1 ∪ . . .∪ Ir) = 1 and j = min(I1) < min(Ii), for
i = 2, . . . , r.
For a word w over the alphabet {x1, . . . , xn} we denote by xf(w) (resp. xl(w))
the first (resp. the last) letter of w, i.e. w = xf(w)w
′ (resp. w = w′xf(w)).
We call a word w over the alphabet {x1, . . . , xn} an nbc-word if there exists an
index j such that w ∈ Lj and each variable xi, i = 1, . . . , n, appears at most once
in the word w.
The existence of the bijection follows from the following four claims.
Claim 1: For each j and each word w ∈ Lj which is not an nbc-word there exists
a unique subdivision of the word w,
φ1(w) := u1||v1||u2||v2|| . . . ||ur||vr,
such that
(i) u1v1 · · ·urvr = w.
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(ii) The subword ui is either a variable or an nbc-word in the language Lf(ui).
(iii) The words vi are either the empty word ε or a descending chain of variables,
i.e. vi = xj1 · · ·xjvi with j1 > . . . > jvi .
(iv) If vi 6= ε and ui is an nbc-word, then
f(ui) ≥ f(vi) > l(vi) > f(ui+1).
(v) If vi 6= ε and ui is a variable, then
f(ui) < f(vi) > l(vi) > f(ui+1).
(vi) If vi = ε and ui is an nbc-word, then
f(ui) ≥ f(ui+1).
(vii) If vi = ε and ui is a variable, then
f(ui) < f(ui+1).
Claim 2: There exists an injective map φ2 on the subdivisions of Claim 1 such that
φ2
(
φ1(w)
)
:= w1||w2|| . . . ||ws
and for each wi, i = 1, . . . , s, we have the following properties:
(i) If wi = xj1 · · ·xjt , then for all 1 ≤ l ≤ t there exists an index 0 ≤ l
′ < l
with xjl′xjl ∈ a and jν > jl for all l
′ < ν < l.
(ii) In each word wi, each variable x1, . . . , xn appears at most once.
(iii) wi is not a variable.
(iv) There exists an index t such that xt | w1 · · ·wi−1 and xtxf(wi) ∈ a and
either xf(wi) | w1 · · ·wi−1 or t > f(wi).
(v) For all xj | wi, j < f(wi), and xt | w1 · · ·wi−1 with xtxj ∈ a, we have t < j.
(vi) If gcd(wi, wi+1) = 1, then f(wi) > f(wi+1).
Claim 3: There exists an injection φ3 between the sequences φ2φ1
(
Lj
)
from Claim
2 and the sequences w1||w2|| . . . ||ws,, satisfying, in addition to the conditions from
Claim 2, the following properties:
(i) There exists an j < i such that gcd(wi, wj) 6= 1.
Claim 4: For each j there is a bijection
φ4 : φ3φ2φ1
(
Lj
)
→
YI1 · · ·YIr
∣∣∣∣∣∣
cl(I1 ∪ . . . ∪ Ir) = 1 and
j = min(I1) < min(Ii) , for i = 2, . . . , r
YI1 · · ·YIr ordered

Since φ1, . . . , φ3 are injections and φ4 is a bijection, the composition φ4φ3φ2φ1
is the desired map.
Proof of Claim 1. Let xj1 · · ·xjr ∈ Lj , for some j, which is not an nbc-word. Then
we have the following uniquely defined subdivision:
xi1xi2 · · ·xij0−1︸ ︷︷ ︸
i2>...>ij0−1
|| xij0 · · ·xij1−1︸ ︷︷ ︸
∈Lj0
ij0−1
>ij0
|| xij1 · · ·xij2−1︸ ︷︷ ︸
ij1
>...>ij2−1
ij0
≥ij1
|| xij2 · · ·xij3−1︸ ︷︷ ︸
∈Lj2
ij2−1
>ij2
|| · · · .
The first part xi1xi2 · · ·xij0−1 we split again into
u1||v1 := xi1 ||xi2 · · ·xij0−1 .
Thus, we get the subdivision
u1 || v1 || u2 || v2 || . . . || us1 || vs1 ,
where u1 is a variable, vi are the monomials of the descending chains of variables
(note that vi = ε is possible) and the words ui, i ≥ 2, are words in Lf(ui). If all
ui are nbc-words, we are done. But in general, it is not the case. Therefore, we
24 MICHAEL JO¨LLENBECK
define the following map ϕ: For an nbc-word w we set ϕ(w) := w. If w is not an
nbc-word, we construct the above subdivision and set
ϕ(w) := u1 || v1 || ϕ(u2) || v2 || . . . || ϕ(us1) || vs1 .
Since the word w is of finite length the recursion, is finite and ϕ(w) produces a
subdivison of the word w.
Since each ϕ(w) ends with a word v, which is possibly the empty word ε, the u’s
and v’s do not always alternate in ϕ(w). In order to define the desired subdivision,
we therefore have to modify ϕ(w):
⊲ If we have the situation vi||vi+1 such that vi, vi+1 are descending chains of
variables, possibly ε, then by construction we have that the word vivi+1 is
a descending chain of variables. We replace the subdivison vi||vi+1 by the
word vivi+1.
The construction implies that the resulting subdivison fulfills all desired properties.
Let φ1 be the map which associates to each word w the corresponding subdivison.
Clearly, this subdivision is unique and therefore φ1 is an injection.
Proof of Claim 2. Let φ1(w) = u1 || v1 || u2 || v2 || . . . || us || vs be a subdivision of
Claim 1. We construct the image under φ2 by induction.
(R) If f(vs) ≤ f(us) and there exists a variable xt | u1v1 · · ·us−1vs−1 with
xtxf(vs) ∈ a, we replace vs−1 by v
′
s−1 := vs−1xf(vs), else we replace us by
u′s := usxf(vs). Finally, we replace vs by the v
′
s such that vs = xf(vs)v
′
s.
We repeat this process until v′s = ε. We get a word
u1||v1|| . . . ||us−1||v
′
s−1||u
′
s,
such that ui, vi, for i = 1, . . . , s − 2, and us−1 are as before, v′s−1 is a descending
chain of variables and for u′s we have:
(∗) If there exist variables xi | u′s with i < f(u
′
s) and xj | u1v1 · · ·us−1v
′
s−1
such that xixj ∈ a, then j < i.
Now we repeat the same process for us−1||v′s−1. We get a word
u1||v1|| . . . ||us−2||v
′
s−2||u
′
s−1||u
′
s,
such that ui, vi are from the original decomposition and u
′
s, u
′
s−1 have property (∗).
We repeat this process for all words ui||vi and we reach a sequence of words
φ2,1
(
φ1(w)
)
:= u′1||u
′
2|| . . . ||u
′
s−1||u
′
s.
By construction this sequence satisfies the conditions (i), (ii), and (v).
Note that our construction implies that each word u′i has a unique decomposition
u′i = u
′′
i v
′′
i such that u
′′
i is either a variable or an nbc-word in Lf(u′′i ) and v
′′
i is
descending chain of variables. Now we begin with v′′1 and permute the variables
with respect to the rule (R) to the right, if necessary, and go on by induction. It
is clear that these two algorithms are inverse to each other and therefore φ2,1 is an
injection onto its image.
In order to satisfy conditions (iii), (iv), and (vi), we define an injective map φ2,2 on
the image of φ2,1. The composition φ2 := φ2,2φ2,1 gives then the desired map.
Let φ2,1
(
φ1(w)
)
= u1||u2|| . . . ||us−1||us. Let i be the smallest index such that
gcd(ui, ui+1) = 1 and f(ui) < f(ui+1). By construction the word ui = u
′
ivi
has a decomposition such that vi is a descending chain of variables and f(vi) <
f(ui+1) (vi was constructed by the map φ2,1). The word ui+1 has a decom-
position ui+1 = u
′
i+1vi+1 such that u
′
i+1 is either a variable or an nbc-word
and vi+1 a descending chain of variables. We replace ui||ui+1 by the new word
ϕ(ui||ui+1) := u
′
iu
′
i+1c(vivi+1) where c(vi, vi+1) is the descending chain of variables
consisting of the variables of vi and vi+1.
We repeat this procedure until there are no words ui, ui+1 with gcd(ui, ui+1) = 1
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and f(ui) < f(ui+1).
It is straightforward to check that the resulting sequence
φ2,2φ2,1
(
φ1(w)
)
:= u˜1||u˜2|| . . . ||u˜s˜−1||us˜
satisfies all desired conditions.
To reverse the map φ2,2, we apply to each word ui the maps φ1 and φ2,1. Then it
is easy to see that the sequence
φ2,1φ1(u1)||φ2,1φ1(u2)|| . . . ||φ2,1φ1(us−1)||φ2,1φ1(us)
is the preimage of φ2,2. Therefore, φ2,2 is an injection and the map φ2 := φ2,2φ2,1
is the desired injection.
Proof of Claim 3: Let φ2φ1(w) = u1||u2|| . . . ||us−1||us be a sequence from Claim
2. In order to satisfy the desired condition, we construct a map φ3 similar to φ2,2.
Let i be the largest index such that gcd(lcm(u1, . . . , ui), ui+1) = 1. Then it follows
from Claim 2 that f(ui) > f(ui+1). If we replace ui||ui+1 by a new word which is
constructed in a similar way as in the map φ2,2, we risk to violate condition (v) from
Claim 2. Therefore, we first have to permute the word ui+1 in the correct position.
Let l < i+1 be the smallest index such that there exists an index t > f(ui+1) with
xt | ul and xtxf(ui+1) ∈ a. By Condition (iv) from Claim 2, such an index always
exists. We replace the sequence u1||u2|| . . . ||us−1||us by the sequence
u1|| . . . ||ul−1||ϕ(ul||ui+1)||ul+1|| . . . ||ui||ui+2|| . . . ||us,
where ϕ(ul||ui+1) is the map from the construction of φ2,2 of Claim 2. Now the
construction implies that all conditions of Claim 2 are still satisfied.
We repeat this procedure until the sequence satisfies the desired condition.
To reverse this procedure we reverse the map ϕ with the maps φ1 and φ2 and
permute the words to the right until Condition (vi) from Claim 2 is satisfied. It
follows that φ3 is an injection onto its image.
Proof of Claim 4. Let φ3φ2φ1(w) = w1||w2|| . . . ||ws be a sequence from Claim 3.
We now construct a bijection between these sequences of words and the ordered
monomials YI1 · · ·YIr with cl(I1 ∪ . . . ∪ Ir) = 1 and min(I1) < min(Ij) for all
j = 2, . . . , r. We now assume:
Assumption A:
(a) For each nbc-set I and each index i with xi | mI = lcm(I), there exists a
unique word ψ(I) := w such that w = xiw
′ and w satisfies conditions (i) -
(iii) from Claim 2.
(b) For each word w satisfying conditions (i) - (iii) from Claim 2, there exists
a unique nbc-set ϕ(w) := I.
In addition, the maps ψ and ϕ are inverse to each other.
We now prove Claim 4:
Let YI1 · · ·YIs be an ordered monomial with cl(I1 ∪ . . . ∪ Is) = 1 and min(I1) <
min(Ij), for j = 2, . . . , s. Let jIl be the smallest index i such that xi| lcm(Il) and
either
• there exists a variable xt | w1w2 · · ·wl−1 with t > i and xixt ∈ a
• or xi | lcm(I1, I2, . . . , Il−1).
Such an index always exists since gcd(mI1∪I2∪...∪Il−1 ,mIl) 6= 1. By definition the
variables YI , YJ commute if gcd(mI ,mJ ) = 1. It is easy to see that one can reorder
the monomial YI1 · · ·YIs , such that if gcd(mIi ,mIi+1) = 1, we have jIi > jIi+1 . We
now construct a bijection between monomials YI1 · · ·YIs ordered in that way and
the sequences of Claim 3.
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Let φ3φ2φ1(w) = w1||w2|| . . . ||ws be a sequence of Claim 3 and Ij be the nbc-sets
corresponding to the words wj . Then we associate to the sequence the following
monomial
φ4(w1||w2|| . . . ||ws) := YI1 · · ·YIs .
Condition (i) from Claim 3 and Condition (vi) from Claim 2 imply that we get an
ordered monomial.
On the other hand, consider an ordered monomial YI1 · · ·YIs . We associate to YI1
the corresponding nbc-word w1 whose front letter is xmin(I1).
For l = 2, . . . s let wl be the word corresponding to Il whose front letter is xjIl .
It follows directly from the construction that the sequence w1||w2|| . . . ||ws satisfies
all desired conditions.
Conditions (iv) and (v) of Claim 2 imply that both constructions are inverse to each
other and therefore φ4 is a bijection.
In order to finish our proof, we have to verify Assumption A.
To a word w = xj1 · · ·xjs satisfying Conditions (i) - (iii) we associate a graph on
the vertex set V = [n]. The edges are constructed in the following way: We set
E :=
{
{j1, j2}
}
. For js there exists an index 0 ≤ l < s such that xjlxjs ∈ a. Let
Pjs be the set of those indices. Now let l2 be the maximum of Pj2 . If E∪
{
{jl2 , j2}
}
contains no broken circuit (with respect to the lexicographic order), we set E :=
E ∪
{
{jl2 , j2}
}
. Else we set Pj2 := Pj2 \ {l2} and repeat the process. It is clear
that there exists at least one index in Pj2 such that the constructed graph contains
no broken circuit. We repeat this for Pj3 , Pj4 , . . . , Pjr . By construction we obtain
a graph which contains no broken circuit. Now graphs without broken circuits are
in bijection with the nbc-sets (define I := {xixj | {i, j} ∈ E}).
Given an nbc- graph and a vertex i such that there exist j ∈ V with {i, j} ∈ E, we
construct a word w satisfying Conditions (i) - (iii) by induction: Assume we can
construct to each graph of length ν and each vertex i a word w which satisfies the
desired conditions.
Given a graph of length ν + 1 and a vertex i. Let Pi := {i < j | {i, j} ∈ E} and
E1 := E \
{
{i, j} ∈ E
∣∣ j ∈ Pi}. Then E \ E1 decomposes in |Pi| + 1 connected
components. One component is the vertex i and for each j > i we have exactly one
component Gj with j ∈ Gj . By induction we can construct words wj corresponding
to Gj . Now assume Pi = {j1 < . . . < jr}. We set w := iwjr · · ·wj1 . Finally, we
permute xt ∈ wjl , with t < jl+1 to the right until it is in the correct position.
Let w be a word constructed from a graph. Assume there is xt ∈ wj which was
permuted to the right in the word wj′ , j < j
′. If there exists an index l such
that xl ∈ wj′ , xlxt ∈ a, and l > t, then we would add an edge {l, t}. But since
xt ∈ wj and the original graph was connected, this leads to a broken circuit for the
constructed graph. Therefore, the edge for the vertex t has to be constructed with
the corresponding index in wj . This proves that both constructions are inverse to
each other. 
7.3. Idea for a Proof in the General Case. In this section we outline a program
which we expect to yield a proof of Conjecture 4.2 in general.
The only way to prove the conjecture is to find a minimal A-free resolution of
the field k, which in general is a very hard problem. With the Algebraic Discrete
Morse theory one can minimize a given free resolution, but one still needs a free
resolution to start. The next problem is the connection to the minimized Taylor
resolution of the ideal a.
The Eagon complex is an A-free resolution of the field k which has a natural connec-
tion to the Taylor resolution of the a since the modules in this complex are tensor
products of H•(K
A) ≃ TM⊗S k. The problem with the Eagon complex is that the
differential is defined recursively.
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In the first part of this section, we define a generalization of the Massey operations
which gives us an explicit description of the differential of the Eagon complex. We
apply Algebraic Discrete Morse theory to the Eagon complex. The resulting Morse
complex is not minimal in general, but it is minimal if for example H•(K
A) is an
M-ring. In order to prove our conjecture in general, one has to find an isomorphism
between the minimized Eagon complex and the conjectured minimal resolution. We
can not give this isomorphism in general, but with this Morse complex we can ex-
plain our conjecture.
For the general case, we think that one way to prove the conjecture is the following:
• calculate the Eagon complex,
• minimize it with the given acyclic matching,
• find a degree-preserving k-vectorspaces-isomorphism to the ring K•⊗k R.
As before we fix one standard matching M on the Taylor resolution of a. The
set of cycles {φ(I) | I 6∈ M} is a system of representatives for the Koszul homology.
With the product on the homology, we can define the following operation:
For two sets J, I 6∈ M we define:
I ∧ J :=

0 , gcd(mI ,mJ) 6= 1
0 , gcd(mI ,mJ) = 1, I ∪ J ∈ M and [φ(I)][φ(J)] = 0
I ∪ J , [φ(I)][φ(J)] = [φ(I ∪ J)] and I ∪ J 6∈ M∑
L 6∈M aLL , [φ(I)][φ(J)] =
∑
L 6∈L aL[φ(L)] and I ∪ J ∈ M.
Now we can define the function (I, J) 7→ g(I, J) ∈ KA• such that
∂(g(I, J)) := φ(I)φ(J) −
mImJ
mI∪J
φ(I ∧ J).
By Proposition 5.1 this function is well defined.
We now define a function for three sets γ(I1, I2, I3) by:
γ(I1, I2, I3) := φ(I1)g(I2, I3) + (−1)
|I1|+1g(I1, I2)φ(I3)
+(−1)|I1|+1
mI1mI2
mI1∪I2
g(I1 ∧ I2, I3)− (−1)
|I1|+1mI2mI3
mI2∪I3
g(I1, I2 ∧ I3).
It is straightforward to prove that ∂(γ(I1, I2, I3)) = 0. If γ(I1, I2, I3) is a bound-
ary for all sets I1, I2, I3, we can define g(I1, I2, I3) such that ∂(g(I1, I2, I3)) =
γ(I1, I2, I3).
Similar to the Massey-operation we go on by induction:
Assume γ(I1, . . . , Il) vanishes for all l-tuples I1, . . . , Il, with l ≥ ν − 1. Then there
exist cycles g(I1, . . . , Il) such that ∂(g(I1, . . . , Il)) = γ(I1, . . . , Il). We then define:
γ(I1, . . . , Iν) := φ(I1)g(I2, , . . . , Iν) + (−1)
∑ν−2
j=1 |Ij |+1g(I1, . . . , Iν−1)φ(Iν )
+
ν−2∑
i=2
(−1)
∑ i−1
j=1 |Ij |+1g(I1, . . . , Ii)g(Ii+1, . . . , Iν)
+
ν−2∑
i=1
(−1)
∑ i
j=1 |Ij |+1
mIjmIj+1
mIj∪Ij+1
g(I1, . . . , Ij−1, Ij ∧ Ij+1, Ij+2, . . . , Iν)
−(−1)
∑ν−2
j=1 |Ij |+1
mIν−1mIν
mIν−1∪Iν
g(I1, . . . , Iν−2, Iν−1 ∧ Iν).
It is straightforward to prove that γ(I1, . . . , Iν) is a cycle. Therefore, we get an in-
duced operation on the Koszul homology. Since the first three summands are exactly
the summands of the Massey operations, we call γ(I1, . . . , Iν) the ν-th generalized
Massey operations.
¿From now on we assume that all generalized Massey operations vanish. We then
can give an explicit description of the Eagon complex:
We define free modules Xi to be the free A-modules over I 6∈ M with |I| = i. It is
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clear that we have Xi⊗A k ≃ Hi(KA). The Eagon complex is defined by a sequence
of complexes Y i, with Y 0 = KA• and Y
n is defined by
Y n+1i := Y
n
i+1 ⊕ Y
n
0 ⊗Xi, i > 0,
Y n+10 = Y
n
1 .
Let Zi(Y
s
• ) and Bi(Y
s
• ) denote cycles and boundaries, respectively. The differentials
ds on Y s are defined by induction. d0 is the differential on the Koszul complex.
Assume ds−1 is defined. One has to find a map α that makes the diagram in Figure
1 commutative: One can then define ds := (ds−1, α).
Y s0 ⊗Xi ≃ Y
s−1
1 ⊗Xi
α
ttiii
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
ds−1

Zi(Y
s)
pi
// Hi(Y
s) ≃ B0(Y s−1)⊗Xi
Figure 1.
The map ds satisfies Hi(Y
s) = H0(Y
s) ⊗Xi and Bi−1(Y
s) = ds(Y s1 ) = Zi(Y
s−1).
The first property allows us to continue this procedure for s + 1 and the second
gives us exactness of the following complex:
F• : · · ·Y
s+1
0
ds
−→ Y s0
ds−1
−→ Y s−10 −→ · · · −→ Y
0
0 −→ k.
Note that to make the diagram commutative, it is enough to define α(n⊗ f) for all
generators n⊗ f of Y s0 ⊗Xi such that α(n⊗ f) = (m, d
s−1(n)⊗ f), with m ∈ Y s−1i+1
and the property that ds−1(m) + ds−1(ds−1(n)⊗ f) = 0.
The ν-th module of the complex Y s• is given by Y
s
ν = Kj ⊗Xi1 ⊗ . . .⊗Xir with
j + r +
∑r
j=1 ij = ν + s. We fix an R-basis of Y
s
ν , by eL ⊗ I1 ⊗ . . . ⊗ Ir with
Ij 6∈ M and eL = el1 ∧ . . . ∧ elt . We are now able to define the maps α: Since all
generalized Massey operations vanish, there exists elements g(I1, . . . Ir) such that
∂(g(I1, . . . Ir)) = γ(I1, . . . Ir)
Lemma 7.8. Suppose that ds−1 : Y s−1• → Y
s−1
• is such that
ds−1(eL ⊗ I1 ⊗ . . .⊗ Ir) = ∂
K(eL)⊗ I1 ⊗ . . .⊗ Ir
+(−1)|L|eLφ(I1)⊗ I2 ⊗ . . .⊗ Ir
+(−1)|L|
r−1∑
j=1
(−1)
∑ j
i=1 |Ij |+1
mIjmIj+1
mIj∪Ij+1
eL ⊗ I1 ⊗ . . .⊗ Ij ∧ Ij+1 ⊗ . . .⊗ Ir
+(−1)|L|
r−1∑
j=1
(−1)
∑ j
i=1 |Ij |+1eL g(I1, . . . , Ij+1)⊗ Ij+2 ⊗ . . .⊗ Ir.
If n := eL ⊗ I1 ⊗ . . .⊗ Ir ∈ Y s0 and J is a generator of Xi, we define α(n ⊗ J) to
be the map that sends n⊗ J to (m, ds−1(n)⊗ J) with
m = (−1)|L|(−1)
∑ r
i=1 |Ij |+1
mIrmJ
mIj∪J
eL ⊗ I1 ⊗ . . .⊗ Ir−1 ⊗ Ir ∧ J
+(−1)|L|(−1)
∑ r
i=1 |Ij |+1eL g(I1, . . . , Ir, J).
Then α makes the diagram in Figure 1 commutative.
Proof. We only have to check that ds−1(m) + ds−1(ds−1(n) ⊗ f) = 0. This is a
straightforward calculation and is left to the reader. 
MULTIGRADED HILBERT AND POINCARE´-BETTI SERIES 29
Corollary 7.9. The map ds can be defined as follows:
ds(eL ⊗ I1 ⊗ . . .⊗ Ir) = ∂
K(eL)⊗ I1 ⊗ . . .⊗ Ir
+(−1)|L|eLφ(I1)⊗ I2 ⊗ . . .⊗ Ir
+(−1)|L|
r−1∑
j=1
(−1)
∑ j
i=1 |Ij |+1
mIjmIj+1
mIj∪Ij+1
eL ⊗ I1 ⊗ . . .⊗ Ij ∧ Ij+1 ⊗ . . .⊗ Ir
+(−1)|L|
r−1∑
j=1
(−1)
∑ j
i=1 |Ij |+1eL g(I1, . . . , Ij+1)⊗ Ij+2 ⊗ . . .⊗ Ir.
With this corollary we get an explicit description of the Eagon resolution of k
over A.
In order to define the acyclic matching, we first use Theorem 5.2 to define the
Eagon complex with the ring H•(K
A)∼=R′ = k[YI | cl(I) = 1, I 6∈ M]/r′ instead
of H•. The operation I ∧ J then is nothing but the multiplication YIYJ in R′. We
write yI for the class of YI in R
′.
It is clear that this complex is not minimal in general. The idea now is to
minimize this complex via Algebraic Discrete Morse theory. It is easy to see, that
the only invertible coefficient occurs by mapping . . .⊗ yI ⊗ yJ ⊗ . . . to the element
. . .⊗yIyJ⊗ . . ., with gcd(mI ,mJ) = 1. The idea is to match all such basis elements,
with I ∧ J = I ∪ J and I ∪ J 6∈ M. In order to do this, we have to define an order
on the variables yI with I 6∈ M: We order the sets I by cardinality and if two sets
have the same cardinality by the lexicographic order on the multidegrees mI ,mJ .
The monomials in R′ are ordered by the degree-lexicographic order. The acyclic
matching is similar to the Morse matching on the normalized Bar resolution (see
[10]). Since M is a standard matching on the Taylor resolution, we know that if
I1 ∪ I2 ∪ . . . ∪ Ir 6∈ M with cl(Ij) = 1 and gcd(mIj ,mIj′ ) = 1 for all j 6= j
′, then it
follows that I2 ∪ . . . ∪ Ir 6∈ M. Therefore, the following matching is well defined:
eL ⊗ yI1 ⊗ yI2 · · · yIr ⊗ . . . 7→ eL ⊗ yI1yI2 · · · yIr ⊗ . . . ,
where I1 < I2 < . . . < Ir and I1 ∪ I2 ∪ . . . ∪ Ir 6∈ M and cl(Ij) = 1 and
gcd(mIj ,mIj′ ) = 1 for all j 6= j
′. On the remaining basis elements we do the
same matching on the second coordinate, and so on. The exact definition of the
acyclic matching and the proof is given in Definition 3.1 of [10].
We describe the remaining basis elements, as in [10], by induction.
[yI |u1] with u1 = yJ1 · · · yJr is called fully attached (see Definition 3.3 of [10]) if one
of the following conditions is satisfied:
(1) r = 1 and gcd(mI ,mJ1) 6= 1 or yI > yJ1 ,
(2) gcd(mI ,mJi) = 1 for all i and I ∪ J1 ∪ . . . ∪ Jr ∈ M, and for all 1 ≤ i ≤ r
we have I ∪ J1 ∪ . . . ∪ Ĵi ∪ . . . ∪ Jr 6∈ M.
A tuple [yJ |u1| . . . |ur] is called fully attached if [yJ |u1| . . . |ur−1] is fully attached,
one of the following properties is satisfied and ur is minimal in the sense that there
is no proper divisor vr | ur satisfying one of the conditions below:
(1) ur is a variable and gcd(mur−1 ,mur ) 6= 1,
(2) ur, ur−1 are both variables and ur−1 > ur,
(3) [yJ |u1| . . . |ur−2|ur] is a fully attached tuple and ur−1 > ur,
(4) ur−1 = yI1 · · · yIt , ur = yJ1 · · · yJs such that gcd(mur−1 ,mur) = 1 and
I1 ∪ . . . ∪ It ∪ J1 ∪ . . . ∪ Js ∈M.
Here mu := lcm(I1 ∪ . . . ∪ Ir) if u = yI1 · · · yIr .
The basis of the Morse complex is given by elements eL|w, where w is a fully
attached tuple. If H•(K
A) is an M-ring, the Morse complex is minimal since in
this case the fully attached tuple has the form [yI1 |yI2 | · · · |yIr ]. In order to prove
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Conjecture 4.2 one has to find an isomorphism between the fully attached tuples
and the monomials in R.
We can not give this isomorphism in general, but we think that this Morse
complex helps for the understanding of our conjecture:
Let [yI1 |yI2 | . . . |yIr ] be a fully attached tuple, with yI1 > . . . > yIr . We map
such a tuple to the monomial YI1 · · ·YIr ∈ R. Clearly, this map preserves the
degree. We get a problem if [yJ |u1| . . . |ur] is a fully attached tuple and u1 =
I1 ∪ . . . ∪ Ir with r > 1. For example, assume J 7→ I1 ∪ . . . ∪ Ir ∈ Mr, with
cl(J) = cl(I1) = . . . = cl(Ir) = 1 and gcd(mIj ,mIj′ ) = 1 for j 6= j
′, is matched.
Assume further yI1 < . . . < yIr . Then [yI1 |yI2 · · · yIr ] is a fully attached tuple. We
cannot map [yI1 |yI2 · · · yIr ] to YI1YI2 · · ·YIr , since in R the variables commute, i.e.
YI1YI2 · · ·YIr = YIrYIr−1 · · ·YI1 and the tuple [yIr |yIr−1 | . . . |yI1 ] maps already to
this element. But we can define
[yI1 |yI2 · · · yIr ] 7→ YJ ∈ R.
The degree of YJ ∈ R is |J |+ 1 and the homological degree of [yI1 |yI2 · · · yIr ] is
|I1|+ 1 + (|I2|+ . . .+ |Ir |) + 1 = (|I1|+ . . .+ |Ir|+ 1) + 1 = |J |+ 1,
therefore this map preserves the degree.
These facts demonstrate that the variables YI , for which I ∈ M, cl(I) = 1, and
I 6∈ M1, are necessary. We consider this as a justification of our conjecture.
8. Applications to the Golod Property of Monomial Rings
In this section we give some applications to the Golod property. Remember that
a ring A is Golod if and only if one of the following conditions is satisfied (see [7]):
PAk (x, t) =
n∏
i=1
(1 + xi t)
1− t
∑
α∈Nn,i≥0
dimk(Tor
S
i (A, k)α)x
α ti
.(8.1)
All Massey operations on the Koszul homology vanish.(8.2)
If an algebra satisfies property (P), then we get in the monomial case the following
equivalence:
Theorem 8.1. If A = S/a satisfies property (P) , then A is Golod if and only if
one of the following conditions is satisfied:
(1) For all subsets I ⊂ MinGen(a) with cl(I) ≥ 2 we have I ∈ M for any
standard matching M.
(2) The product (i.e. the first Massey operation) on the Koszul homology is
trivial.
Proof. Property (P) implies the equivalence of (8.1) and the first condition. The-
orem 5.2 implies the equivalence of the first and the second condition. 
Corollary 8.2. If A = S/a satisfies one of the following conditions, then A is
Golod if and only if the first Massey operation vanishes.
(1) a is generated in degree two,
(2) H•(K
A) is an M -ring and either there is a homomorphism s : H•(K
A)→
Z•(K
A) such that π ◦ s = idH•(KA) or the minimal resolution of a has the
structure of a differential graded algebra.
Proof. In the previous section we proved property (P) in these cases, therefore the
result follows from the theorem above. 
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Recently, Charalambous proved in [4] a criterion for generic ideals to be Golod.
Remember that a monomial ideal a is generic if the multidegree of two minimal
monomial generators of a are equal for some variable, then there is a third monomial
generator of a whose multidegree is strictly smaller than the multidegree of the least
common multiple of the other two. It is known that for generic ideals a the Scarf
resolution is minimal. Charalambous proved the following proposition:
Proposition 8.3 ([4]). Let aES be a generic ideal. A = S/a is Golod if and only
if mImJ 6= mI∪J whenever I ∪ J ∈ ∆S for I, J ⊂ MinGen(a).
Here ∆S denotes the Scarf resolution.
Assuming property (P), our Theorem 8.1 gives a second proof of this fact:
Proof. It is easy to see that the condition
mImJ 6= mI∪J whenever I ∪ J ∈ ∆S
is equivalent to fact that the product on the Koszul homology is trivial. Thus,
Theorem 8.1 implies the assertion. 
We have the following criterion:
Lemma 8.4. Let A = S/a with a = 〈m1, . . . ,ml〉.
(1) If gcd(mi,mj) 6= 1 for all i 6= j, then A is Golod (see [5], [8]).
(2) If A = S/a is Golod, then a satisfies the gcd-condition.
Proof. If a ring A is Golod, then the product on H•(K
A) is trivial. This implies
YIYJ = 0 if gcd(mI ,mJ) = 1. With Theorem 5.2 it follows that all sets I ∪ J with
gcd(mI ,mJ) = 1 are matched. In particular, all sets {mi,mj} with gcd(mi,mj) =
1. Such a set can only be matched with a set {mi1 ,mi1 ,mi1} with the same lcm.
But this implies that there must exist a third generator mr with mr|mimj . 
The following counterexample shows that the converse of the second statement is
false: Let a := 〈xy, yz, zw,wt, xt〉 be the Stanley Reisner ideal of the triangulation
of the 5-gon. It is easy to see that a satisfies the gcd-condition. But a is Gorenstein
and therefore not Golod. But we have:
Theorem 8.5. If A = S/a has property (P) and a satisfies the strong gcd-condition,
then A is Golod.
Proof. We prove that H•(K
A) is an M -ring and isomorphic as an algebra to the
ring
R := k(YI | I 6∈ M, cl(I) = 1)/〈YIYJ for all I, J 6∈ M0 ∪M〉,
where M0 is the sequence of matchings constructed in Proposition 3.11 in order to
obtain the complex Tgcd and M is a standard matching on the complex Tgcd. It
follows that the first Massey operation is trivial and then Theorem 8.1 implies the
assertion.
The idea is to make the same process as in Section 5 with the complex Tgcd from
Proposition 3.11 from Section 3 instead of the Taylor resolution T•. Since all sets I
in Tgcd satisfy cl(I) = 1, the result follows directly from property (P).
Note thatM0 satisfies all conditions required in the proof of Proposition 5.1 except
the following: Assume I ∪ J ∈ M0 with gcd(mI ,mJ) = 1 and I, J 6∈ M0. Then
there exists a set Iˆ such that Iˆ → I ∪ J ∈M0. It follows
0 = ∂2(Iˆ) = ∂(I ∪ J) +
∑
L 6∈M0
aL L
and therefore as in the proof of Proposition 5.1
φ(I ∪ J) =
∑
L 6∈M0
aL φ(L) for some aL ∈ k.
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In the case of Proposition 5.1 we could guarantee that cl(L) ≥ cl(I ∪ J). We can
not deduce this fact here, but this is the only difference between M0 ∪M and a
standard matching on the Taylor resolution. Since all sets L with cl(L) ≥ 2 are
matched, we only could have
φ(I ∪ J) =
∑
L 6∈M0
cl(L)=1
aL φ(L) for some aL ∈ k.
We prove that this cannot happen. If I∪J is matched, then there exists a monomial
m with I ∪ J ∪ {m} → I ∪ J ∈M0. But then, since cl(I ∪ J \ {n}) ≥ cl(I ∪ J) ≥ 2,
by the definition of M0 any image I ∪ J ∪ {m} \ {n} is also matched:
I ∪ J ∪ {m} \ {n} → I ∪ J \ {n} ∈ M0.
This proves that the situation above is not possible and we are done. 
Corollary 8.6. Suppose that A = S/a has property (P). Then A is Golod if
(1) a is shellable (for the definition see [1]),
(2) MinGen(a) is a monomial ordered family (for the definition see [11]),
(3) a is stable and #supp(m) ≥ 2 for all m ∈ MinGen(a),
(4) a is p-Borel fixed and #supp(m) ≥ 2 for all m ∈MinGen(a).
Here supp(m) :=
{
1 ≤ i ≤ n
∣∣ xi divides m}.
Proof. We order MinGen(a) with the lexicographic order. Then it follows directly
from the definitions of the ideals that a satisfies the strong gcd-condition. The
assertion follows then from Theorem 8.5. 
Theorem 8.5 and the preceding Lemma give rise to the following conjecture:
Conjecture 8.7. Let a = 〈m1, . . . ,ml〉 ⊂ S be a monomial ideal and A = S/a.
Then A is Golod if and only if a satisfies the strong gcd-condition.
In particular: Golodness is independent of the characteristic of k.
It is known that if a is componentwise linear, then A is Golod (see [8]). One can
generalize this result to the following:
Corollary 8.8. Let a be generated by monomials with degree l.
(1) If dimk
(
TorSi (S/a, k)i+j
)
= 0 for all j ≥ 2(l − 1), then A = S/a is Golod,
(2) if A is Golod, then dimk
(
TorSi (S/a, k)i+j
)
= 0 for all j ≥ i(l − 2) + 2.
In particular: If A is Koszul, then A is Golod if and only if the minimal free
resolution of a is linear.
Proof. Let I ⊂ {m1, . . . ,ml} with cl(I) = 1 and lcm(I) 6= lcm(I \ {m}) for all
m ∈ I. Then l+ |I| − 1 ≤ deg(I) ≤ (l− 1)|I|+1. Now assume that L = I ∪ J 6∈ M
with gcd(mI ,mJ) = 1, then deg(L) ≥ 2l − 2 + |I ∪ J |, which is a contradiction to
dimk
(
TorSi (S/a, k)i+j
)
= 0 for all j ≥ 2l−2. Therefore, the product on the Koszul
homology is trivial. By the same multidegree reasons it follows that all Massey
operations have to vanish, hence A is Golod.
If A is Golod, then the product on H•(K
A) is trivial, hence (by theorem 5.2) I 6∈ M
implies cl(I) = 1. But for those subsets we have l+ |I|− 1 ≤ deg(I) ≤ (l− 1)|I|+1.
Therefore, it follows that dimk
(
TorSi (S/a, k)i+j
)
= 0 for all j ≥ i(l − 2) + 2. 
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