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For any quantum algorithm given by a path in the space of unitary operators we define the
computational complexity as the typical computational time associated with the path. This time is
defined using a quantum time estimator associated with the path. This quantum time estimator is
fully characterized by the Lyapunov generator of the path and the corresponding quantum Fisher
information. The computational metric associated with this definition of computational complexity
leads to a natural characterization of cost factors on the Lie algebra generators. Operator complexity
growth in time is analyzed from this perspective leading to a simple characterization of Lyapunov
exponent in case of chaotic Hamiltonians. The connection between complexity and entropy is
expressed using the relation between quantum Fisher information about quantum time estimation
and von Neumann entropy. This relation suggest a natural bound on computational complexity
that generalizes the standard time energy quantum uncertainty. The connection between Lyapunov
and modular Hamiltonian is briefly discussed. In the case of theories with holographic duals and
for those reduced density matrix defined by tracing over a bounded region of the bulk, quantum
estimation theory is crucial to estimate quantum mechanically the geometry of the tracing region.
It is suggested that the corresponding quantum Fisher information associated with this estimation
problem is at the root of the holographic bulk geometry.
I. INTRODUCTION AND SUMMARY
A concept that has received recently a lot of atten-
tion in the general framework of holography as well as
in quantum information is the notion of computational
complexity (see for instance [1–10]). In a nutshell the
computational complexity of a quantum computer pro-
gram measures the number of elementary gates we need
to use to define the program. In this sense we can assign
to any quantum algorithm its computational complexity.
Generically a quantum algorithm defines a path |ψ(s)〉
in the Hilbert space of the quantum computer where the
initial state |ψ(s = 0)〉 encodes the available data and
the final state |ψ(s = 1)〉 provides, after measuring and
with high enough probability, the answer to the problem
the quantum algorithm is trying to solve. The program
itself is associated with the particular path.
In quantum mechanics the Hilbert space of states is
equipped with a natural notion of geometry that mea-
sures the distinguishability of states and can be defined
for pure states as well as for mixed states [11–15]. This
distinguishability metric naturally associates with the
path defining the quantum algorithm a length and a nat-
ural question is what is the relation between this length
and the computational complexity of the program. This
question was first addressed, for the particular case of
Grover algorithm [16], in [17]. In this case the path
in Hilbert space defined by the quantum algorithm is a
geodesic in the Fubini Studi metric.
A complementary view of the quantum algorithm can
be defined using paths in the space of unitary transforma-
tions. Given the quantum algorithm path |ψ(s)〉 we can
define an operator U such that U |ψ(0)〉 = |ψ(1)〉 and to
define the program as a path in the space of unitary op-
erators O(s) such that O(s = 0) = 1 and O(s = 1) = U .
In this case the computational complexity of a given pro-
gram is defined as the number of gates we need to com-
pose to define such a path.
An interesting possibility is to define in the space of
unitary operators a notion of distance d(1, U) that mea-
sures the minimal number of quantum gates we need to
compose in order to get U from the identity. This dis-
tance that has received the name of relative complexity
[5] depends on how we select the subspace of unitary op-
erators that qualify as elementary gates as well as on how
we characterize the error we are able to accept i.e. the
minimal distance between the result of the gate compo-
sition and the desired operator U .
A natural possibility is of course to define the rela-
tive complexity distance using a computational metric
GcI,J(O) in the space of unitary operators in such a way
that the length of the geodesic going from 1 to the op-
erator U coincides with d(1, U). An interesting attempt
in this direction is to modify the natural metric on the
space of unitary operators using the so called cost func-
tions c(I, O) that effectively pushes, at each point, the
geodesic to be generated by a vector field living in the
subspace of the Lie algebra generated by the elementary
gate operators [18–20] (see also [7, 10]).
A different but intimately related issue is the complex-
ity of time evolution and the operator complexity growth
with time [21–23]. In this case the path is generated by
a unique unitary operator H that we can identify with
the Hamiltonian. Thus O(t) = e−iHtO(0)eiHt and anal-
ogously for |ψ(t)〉. In the case [H,O(0)] 6= 0 we are in-
terested in how a would be simple initial operator O(0)
becomes with time more and more complex. This prob-
lem requires to decompose the space of unitary operators
in different subspaces with different degree of complex-
ity where that, for a lattice system, can be defined as the
number of sites where the operator is acting non trivially.
Other decompositions of the space of unitary operators
can be used to measure how the initial operator living in
one subspace spreads over time on other subspaces.
2In this note we shall take a slightly different approach
to the notion of computational complexity. For the con-
crete case of a program defined by a path O(s) going from
the identity to some given operator U we will like to esti-
mate the complexity of the program as the typical phys-
ical time the computer needs to develop this program.
Since the program is defined using a formal dimension-
less parameter s that by construction goes from 0 to 1
to estimate the time requires to define some time esti-
mator T (s;O(s)) associated with the path O(s) in such
a way that a measure of the time needed to develop the
program could be formally defined as
C(O(s)) =
∫ 1
0
dsT (s;O(s)) . (1)
The proposal suggested in this note is to use in order to
define T and consequently the complexity C the theory
of quantum estimation [24–29]. Given the path O(s) we
can define a self adjoint operator Sˆ(s) that effectively es-
timate the value of the parameter s. This parameter is
some sort of external computer time that goes from zero
to one according with the way the computer is develop-
ing the program. However this external computer time is
not telling us in reality how much physical time the com-
puter is really taking. A measure of this physical time
can be defined using the intrinsic quantum uncertainty
we have to estimate the external time s at which the com-
puter is working using as data the set of measurements
that we can do over the state of the quantum computer.
This uncertainty is measured by the standard deviation
∆(Sˆ2)(s) of the quantum estimator. This is the quantity
we shall use to define T (s;O(s)), namely
T (s;O(s)) =
√
∆(Sˆ2)(s) , (2)
and consequently also to measure the complexity of a
given path O(s)
C(O(s)) =
∫ 1
0
ds
√
∆(Sˆ2)(s) . (3)
The technical steps in the definition of the time quantum
estimator are roughly the following. Given the path O(s)
we first define the Lyapunov operator Ls by solving the
Lyapunov equation
LsO(s) +O(s)Ls
2
=
dO(s)
ds
. (4)
Once we have found Ls we define the quantum Fisher
information function F (s) by
F (s) = Tr[O(s)L2s] (5)
and the time quantum estimator Sˆ(s) as
Sˆ(s) = s1 +
Ls
F (s)
. (6)
For the operator Sˆ(s) the Cramer-Rao theorem [30, 31]
allows us to discover a bound on ∆(Sˆ2)(s) and to define
the corresponding complexity.
The natural relation between the quantum Fisher func-
tion and the distinguishability metric on the Hilbert
space of states allows us to have a very intuitive geo-
metrical interpretation of the complexity defined above.
It is simply the length of the path in the space of uni-
tary operators but relative to a metric that is defined by
the inverse of the quantum Fisher function. In essence
this complexity metric is the dual to the standard distin-
guishability metric, where in essence this duality simply
reflects the time energy uncertainty.
Before going into technicalities it will be worth, in or-
der to set the frame of the discussion, to make some gen-
eral philosophical remarks. From a physics point of view
the essential target of the discussion lies in understand-
ing the differences as well as the connections between
computational complexity and entropy. Generically for a
given system complexity can be much larger than entropy
and therefore the system can evolve increasing complex-
ity even after reaching its maximal entropy. This ob-
servation, as stressed in [2], can be specially important
in the context of black hole physics. Our approach to
complexity based on time estimation is related to quan-
tum Fisher information by contrast to the von Neuman
or quantum Shanon information underlying the notion of
entropy as well as that of entanglement. The key differ-
ence is that quantum Fisher information depends on the
time variation of the system while entropy is an equilib-
rium notion independent on how the probabilities change
with time. Thus, the relation between complexity and en-
tropy, from that point of view, should reflect the relation
between the information about the state (entropy) and
that about the time (complexity). This relation reflects
one of the most basics principles of quantum mechanics,
namely, the time energy uncertainty relation that, as we
shall discuss at the end of this note, leads to a qualitative
relation between complexity C and entropy S of the type
C ≤ eS . (7)
The former relation is a consequence of Cramer-Rao the-
orem, thus if we define the complexity using an optimal
quantum time estimator we can saturate the inequality.
In this case the complexity eS associates a time scale to
a given entropy S. In what follows we shall try to make
these general comments as precise as possible.
II. LYAPUNOV EQUATION AND QUANTUM
FISHER FUNCTION
Let us consider a path of operators O(s) and let us
define a one parameter family of eigenbasis |φn(s)〉 by
O(s)|φn(s)〉 = ρn(s)|φn(s)〉 . (8)
In this basis we have O(s) =
∑
n ρn(s)|φn(s)〉〈φn(s)|.
Let us now consider the Lyapunov equation for O(s) and
3solve it discovering Ls [26]. What we get is simply
Ls =
∑
n
(
∂sρn(s)
ρn(s)
|φn(s)〉〈φn(s)|
+ 2ρn(s)
∑
m 6=n
Ln,m(s)|φn(s)〉〈φm(s)|
+2ρn(s)
∑
m 6=n
Ln,m(s)|φm(s)〉〈φn(s)|

 , (9)
where |∂sφn(s)〉 =
∑
m Lm,n|φm(s)〉.
For future use is interesting to find the Lyapunov op-
erator Ls in the case of Hamiltonian evolution [26]. In
this case O(s) = e−iHsO(0)eiHs for a given H . Using for
O(0) the representation O(0) =
∑
n ρn|φn〉〈φn| we get
Ls = e
iHsL0e
−iHs with
L0 = 2i
∑
n,m
〈φm|[H,O(0)]|φn〉
ρm + ρn
|φn〉〈φm| . (10)
Once we have defined the Lyapunov operator Ls we de-
fine the quantum Fisher function
F (s) = Tr[O(s)L2s] . (11)
At this point is easy to check that
Tr[O(s)Ls] = 0 , (12)
and that in the case of hamiltonian time evolution the
quantum Fisher function is constant and given by
F = Tr[O(0)L20] . (13)
III. THE FUBINI STUDI METRIC
Let us consider the quantum computer Hilbert space
H of n q-bits and dimension N = 2n. The coordinates of
a state are 2n complex numbers ci. Introducing phases
ci =
√
pie
φi we can write the FS metric as
ds2FS =
1
4
∑ dp2i
pi
+
(∑
pidφ
2
i −
(∑
pidφi
)2)
. (14)
Any path |ψ(s)〉 of pure states is defined by pi(s), φi(s)
and the induced metric on the path is given by
G ≡
(
1
4
F(s) + σ(s)2
)
ds2 , (15)
where F is the classical Fisher information function
F =
∑ p˙2i
pi
(16)
and σ is the standard deviation
σ =
√∑
pix
2
i − (
∑
xipi)2 (17)
for a set of random variables xi ≡ φ˙i. It is easy to see
that this induced metric is just defined by the quantum
Fisher information as
G = F (s)ds2 . (18)
In the simple case of pure states we have O(s) ≡
|ψ(s)〉〈ψ(s)| and F (s) = Tr[O(s)dO(s)2 ].1 The same
can be done for mixed states using the corresponding
quantum Fisher function. This metric is known as Bures
metric [14].
IV. THE QUANTUM LENGTH OF TIME
EVOLUTION AND A NEW VIEW ON CHAOS
BOUNDS
This is an especially simple case when we consider pure
states. For the time evolution path |ψ(t)〉 defined by a
Hamiltonian H the length of the path for a given time t
is simply
L(|ψ(0)〉;H, t) = t
√
F , (20)
with F = Tr[O(0)L20] where O(0) = |ψ(0)〉〈ψ(0)| and
L0 given in (10). This is nothing else but the standard
deviation ∆(H2) of the energy in the initial state |ψ(0)〉.
The meaning of this length is quite transparent. It is just
the total time of the Hamiltonian evolution measured
in a time unit defined by 1√
F
that simply defines the
distinguishability time for this Hamiltonian for the state
|ψ(0)〉.2 This quantity can be interpreted as a measure
of the complexity of the time evolution. For fixed time t
this complexity becomes maximal for the state for which√
F has its maximal value.3
More interesting is the case of operator time evolution
O(t) for some initial operator O(0) = O. In this case we
are interested in the correlation function
C(t) = Tr[OO(t)] . (21)
In [23] the growth of complexity with time of the oper-
ator, the so called K-complexity, is defined introducing
1 Representing the quantum state in terms of pi and φi as before
we get for the real part of the quantum Fisher information metric
Gq =
1
4
E((d ln p)2) +E((dφ)2)− (E(dφ))2 , (19)
where E represents the average relative to pi i.e E(f) =∑
pif(i).This metric is the FS metric. The imaginary part is
a symplectic form given by −iE(d ln p∧ dφ) and defines a Berry
phase (see [32]).
2 Note that (20) simply reflects the energy time uncertainty rela-
tion in the sense originally described in [33]. For a discussion on
this issue see [15, 34, 35].
3 This is the value of ∆(E) on the corresponding state, so it can
be bounded once we couple the system to gravity.
4the Krylov basis of operators associated with O ( see also
[36]). The moments of C(t) are introduced as
µ2n =
dnC(t)
dtn
∣∣∣∣
t=0
. (22)
Using the corresponding Lyapunov operator we have
µ2 =
d2C(t)
dt2
|t=0 = Tr[OL20] , (23)
which is nothing else but the quantum Fisher function
F (O;H) that depends on H and the operator O. Using
the eigenbasis of the operator O we get [26]
µ2 = 2
∑
m 6=n
σm,nH
2
m,n , (24)
with σm,n =
(ρm−ρn)2
ρn+ρm
plus any antisymmetric term.
For chaotic Hamiltonians we can use the ETH [37, 38]
that implies that the eigen basis of O and that of the
Hamiltonian H are uncorrelated [36]. In this case we can
approximate
µ2 ∼ Tr[O∆H2] , (25)
which is the energy uncertainty in the density matrix∑
n ρn|φn〉〈φn| defined by O. We can use this fact to
estimate the corresponding Lyapunov exponent as
λ ∼
√
Tr[O∆H2] , (26)
where we have taken into account the normalization fac-
tor O(en) for n the number of degrees of freedom. This
estimate of the Lyapunov exponent naturally leads to a
bound as
λ ∼ T
~
, (27)
for T the effective temperature in the thermalization
limit. In summary if the system is chaotic meaning to-
tally uncorrelated eigenbasis of O and H we conjecture
that the corresponding Lyapunov exponent is bounded
by the standard deviation of energy
√
Tr[O∆H2]. This
is in agreement with the bound on chaos in [39]. It could
be instructive to compare this discussion with the one for
the SYK model where you get [22], in agreement with
(27),
µ2 ∼ J 2 (28)
for J the SYK energy scale.
V. SPACE OF UNITARY OPERATORS AND
INFORMATION COST
Let us now consider the space of unitary transforma-
tions U(N). A nice way to think this space is as the
space B of orthonormal basis. Now we can visualize B
as a fiber bundle. Let us consider the equivalence class
of orthonormal basis that have the same first element.
The space of equivalence classes is isomorphic to U(N)
U(N−1)
which is itself isomorphic to the set SN−1 of unit vectors
in H. So we get the bundle
U(N)→ SN−1 → U(N − 1) , (29)
with projection Φ : U(N) → SN−1. Moreover we can
think SN−1 as a bundle with base space the complex
projective space CP (N − 1) and fiber U(1) representing
the standard phase in quantum mechanics. Combining
both we get the space of unitary transformations U(N)
as a bundle on CP (N − 1) with fiber U(N − 1)× U(1)
U(N)→ CP (N − 1)→ U(N − 1)× U(1) . (30)
Let us consider the bundle (10). The natural metric on
U(N) is given by
G(X,Y ) = 2Tr(XY ) , (31)
for X,Y in the tangent bundle of U(N). Note that this
metric when reduced to SU(N) is the standard Cartan
Killing metric. The projection Φ is relative to this metric
a Riemannian submersion. This means that the projec-
tion defines an isometry between the tangent space of
the base TSN−1 and the horizontal part of the tangent
space of U(N). In other words, this means that horizon-
tal geodesics in the space U(N) project into geodesics in
SN−1.
Let us denote YI the generators of the Lie algebra and
let us consider a given point O in the space of unitary
operators. We can define evolutionsOλI generated by the
corresponding element in the Lie algebra YI . For each
Lie algebra generator we can define the corresponding
Lyapunov generator LλI ≡ LI at the point O in the usual
way. This allows us to define the quantum Fisher metric
at this point in the space of unitary transformations as
F (O)I,J = Tr[∂IOLJ ] . (32)
This definition of the metric leads to a natural definition
of costs. Imagine you are at the point O. The program
of the quantum computer needs to decide with what el-
ement in the Lie algebra to act. A cost associated with
the direction I in tangent space can be defined as
c(I, O) =
1
F (O)II
, (33)
i.e. as the inverse of the quantum Fisher information in
I direction. The logic for this definition of costs will be
explained in a moment.
VI. QUANTUM ESTIMATOR AND
COMPLEXITY
Once we have introduced the main technical tools we
can move into the definition of complexity using the
5quantum time estimator. In the simplest case of just
one parameter the optimal quantum estimator is defined
by (6). The Cramer-Rao theorem is telling us that
∆(Sˆ2)(s) ≡ Tr(O(s)Sˆ(s)2)− s2 = 1
F (O, s)
(34)
and consequently we define the complexity of the path
O(s) as
C(O(s)) =
∫ 1
0
√
∆(Sˆ2)(s) . (35)
To see the geometrical meaning of this expression let us
parametrize the path O(s) using coordinates λI(s) with I
running on the tangent space of unitary operators. Now
we can use the metric (32). Using the generalization of
Cramer-Rao theorem we define
C(O(s)) =
∫ 1
0
ds
√
F (O)−1IJ ∂sλI∂sλJ . (36)
In other words we define the complexity metric as
F (O)−1IJ that roughly correspond to use as cost factors
on the Lie algebra the ones defined in (33).
Now we can consider the space of paths O(s) going
from the identity into some fixed operator U and to min-
imize on the space of paths the former definition of com-
plexity. The costs we are introducing through the quan-
tum Fisher metric have a very natural meaning. The
computer should choose directions in the Lie algebra that
are the most efficient in changing the state of the quan-
tum computer.
VII. COSTS, QUANTUM ERROR
CORRECTION AND LOCALITY
Any quantum computer program should be supple-
mented by a quantum error correcting code QEC (see
for instance [40]). If we think the program as defined
by a path of Hamiltonians H(s) we should impose that
whenever H(s) acts on the state |ψ(s)〉 of the quantum
computer the errors induced by the action ofH(s) should
be errors that can be corrected. To be more precise at
any moment s of the computation we must assume that
if the quantum state of the computer is in the code sub-
space the action of the corresponding Hamiltonian gate
H(s) should move the state, up to errors that can be
corrected, into the code subspace. This gives us a nat-
ural characterization of how to introduce costs, namely
we should penalize those gates that induce errors that
cannot be corrected.
Normally costs are introduced on the basis of a locality
characterization of gates. Simple gates are those acting
locally on a reduced number of q-bits. This is a definition
that is very dependent on what basis we choose. We, by
contrast, suggest to define simplicity of gates in a way
relative to the QEC code implemented in the computer.
This also gives us a notion of locality. The distance
d of the QEC code sets the maximal number of q-bits
where we can commit an error that can be corrected by
the QEC code. The intrinsic errors of the program can
be characterized by the standard deviations ∆(λI). Let
us define a modified Hamiltonian by H +∆(H) where
∆(H) ≡
∑
I
∆(λI)Y
I . (37)
In order to define a safe program what we need is that the
action of ∆(H) on a generic state in the code subspace
gives rise to errors that can be corrected. This induces a
QEC code notion of locality, namely ∆(H), must act on
a maximum of d q-bits, for d the distance of the code.
As discussed in [41] if the quantum program satisfies
this condition the path of HamiltoniansH(s) defining the
program are related by RG transformations. Formally
H(αs) = TαH(s) , (38)
for Tα the corresponding RG transformation. In this case
the complexity is fully determined by the formal beta
functions βI =
∂λI
∂s
contracted with the inverse of the
quantum Fisher metric F (O)IJ .
VIII. FINAL COMMENTS/CONJECTURES
A. Lyapunov versus modular: holography
The Lyapunov generator Lρ that we have discussed
is a typical state dependent operator associated with a
one parameter family of density matrix. In axiomatic
quantum field theory a state dependent operator is the
modular Hamiltonian [42], [43] defined by
Hm ≡ − ln ρ . (39)
Let us consider the reduced density matrix associated
with a certain region A. This reduced density matrix de-
pends on the parameters defining the regionA over which
we are tracing. The standard deviation ∆H2m of the mod-
ular hamiltonian is intimately related with the entangle-
ment von Neumann entropy. We can also consider the
Lyapunov Hamiltonian associated with small modifica-
tions of the region A. The corresponding standard devi-
ation is now related with the quantum Fisher information
that measures our ability to estimate the size of A. Thus
we have two relevant quantities one is the entanglement
entropy that is telling us how much information we are
missing ignoring what happens inside region A but also
the information we need in order to estimate, perform-
ing quantum measurements, the geometrical shape of A.
Both quantities are again related in a way similar to the
energy time uncertainty but now relating interior of A
and shape of A.
In order to make contact with holography, a notion
that we have not used in our former discussion, we can
6consider the following simple example. Imagine the re-
duced density matrix defined by tracing on a spherical
region Ar of size r. Now let us ask ourselves how to esti-
mate the value of this size r on the basis of the knowledge
of measurements performed on ρAr . How good can be
this estimate is encoded in the corresponding quantum
Fisher metric. More specifically in the component of the
quantum Fisher metric
Grr(ρAr) , (40)
where we make explicit the dependence on the concrete
operator ρAr . We shall conjecture that this quantum
metric is the root of the holographic metric. For instance
think in Ar as a spherical region in the bulk with r the
bulk coordinate. The holographic metric grr should be
fully determined by the quantum Fisher metric Grr.
There are some hints in this direction. In [44, 45] the
relation between quantum Fisher information and holo-
graphic metric has been recently suggested for CFT’s.4
The suggested connection between GR and QM [46, 47]
can be probably rephrased saying that GR emerges as the
statistical quantum metric of QM. In that sense entangle-
ment i.e. von Neumann is not enough [2]; you need Fisher
that accounts for the quantum information we have about
the shape of the tracing region. Very roughly the space
time metric gss in the estimator s direction should be re-
lated with the corresponding quantum Fisher metric gq
as
1√
gss
∼ √gq + 1 , (41)
reflecting, very qualitatively, the emergence of space-time
metric from quantum statistics.
B. Complexity-entropy duality
There exist a well known relation between Fisher infor-
mation F (p) and Shanon information S(p) (see [49] for
details) given by:
F (p) ≥ 1
e2S(p)
. (42)
This relation is a sort of generalized quantum uncertainty
relation and is essentially equivalent to the Cramer-Rao
theorem [49]. In this note we have suggested a definition
of complexity that essentially goes like C ∼ 1
F
. This
leads to the qualitative relation we have advertised in
the introduction, namely
C ≤ eS , (43)
with the inequality saturated in the case of using op-
timal estimators. This relation explains why complexity
is exponentially larger than entropy. Notice that (42)
can be written in a nice way as FeS ≥ 1 where F is
information needed to estimate time and eS can be in-
terpreted, in micro canonical sense, as the total number
of states with the same energy. Heuristically we can think
eS as the number of states degenerate in energy and the
complexity as the time needed to distinguish quantum
mechanically these states, a time that will go as 1∆E e
S .
We would like to suggest that this is a universal rela-
tion telling us that systems with finite entropy cannot
be eternal in the sense they have associated a natural
upper time scale, namely the time needed to distinguish
quantum mechanically the states contributing to the en-
tropy. This result has a natural cosmological reading for
the case of de Sitter.5
Acknowledgements. This work was supported
by the grants SEV-2016-0597, FPA2015-65480-P and
PGC2018-095976-B-C21.
[1] D. Stanford and L. Susskind, “Complexity and Shock
Wave Geometries,” Phys. Rev. D 90 (2014) no.12, 126007
doi:10.1103/PhysRevD.90.126007 [arXiv:1406.2678 [hep-
th]].
[2] L. Susskind, “Entanglement is not enough,” Fortsch.
Phys. 64 (2016) 49 doi:10.1002/prop.201500095
[arXiv:1411.0690 [hep-th]].
4 The holographic meaning of Fisher metric was also discussed in
[48].
5 This cosmological comment that is beyond the scope of this note
and will be discussed elsewhere is, for instance, related with the
claims about the finite life of de Sitter discussed in [50].
[3] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle
and Y. Zhao, “Holographic Complexity Equals Bulk
Action?,” Phys. Rev. Lett. 116 (2016) no.19, 191301
doi:10.1103/PhysRevLett.116.191301 [arXiv:1509.07876
[hep-th]].
[4] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle
and Y. Zhao, “Complexity, action, and black
holes,” Phys. Rev. D 93 (2016) no.8, 086006
doi:10.1103/PhysRevD.93.086006 [arXiv:1512.04993
[hep-th]].
[5] A. R. Brown, L. Susskind and Y. Zhao, “Quantum
Complexity and Negative Curvature,” Phys. Rev. D
95 (2017) no.4, 045010 doi:10.1103/PhysRevD.95.045010
[arXiv:1608.02612 [hep-th]].
7[6] L. Susskind, “Three Lectures on Complexity and Black
Holes,” arXiv:1810.11563 [hep-th].
[7] R. Jefferson and R. C. Myers, “Circuit complexity
in quantum field theory,” JHEP 1710 (2017) 107
doi:10.1007/JHEP10(2017)107 [arXiv:1707.08570 [hep-
th]].
[8] L. Hackl and R. C. Myers, “Circuit complex-
ity for free fermions,” JHEP 1807 (2018) 139
doi:10.1007/JHEP07(2018)139 [arXiv:1803.10638 [hep-
th]].
[9] S. Aaronson, “The Complexity of Quantum States
and Transformations: From Quantum Money to Black
Holes,” arXiv:1607.05256 [quant-ph].
[10] V. Balasubramanian, M. Decross, A. Kar and O. Par-
rikar, “Quantum Complexity of Time Evolution with
Chaotic Hamiltonians,” arXiv:1905.05765 [hep-th].
[11] W. K. Wootters,Phys. Rev. D23, 357(1981).
[12] SL Braunstein, CM Caves, ”Statistical distance and the
geometry of quantum states” Physical Review Letters,
72, 3439 (1994)
[13] S. Braunstein, C. Caves, and G. Milburn, Ann. Phys.
247, 135 (1996).
[14] D. J. C. Bures, Trans. Am. Math. Phys. 135, 199 (1969).
[15] J Anandan, Y Aharonov, ”Geometry of quantum evolu-
tion” Physical Review Letters, 1990
[16] L. K. Grover, ”QuantumMechanics helps in searching for
a needle in a haystack” ,Phys. Rev. Lett.79(1997)325-328.
[17] J.Alvarez and C.Gomez, ” A Comment on Fisher
Information and Quantum Algorithms” arXiv:quant-
ph/9910115
[18] M. A. Nielsen,”A geometric approach to quantum circuit
lower bounds”,arXiv:quant-ph/0502070.
[19] M. A. Nielsen, M. R. Dowling, M. Gu and A.
C. Doherty,”Quantum computation as geome-
try”,Science311(2006) 1133?1135, [arXiv:quant-
ph/0603161]
[20] M. R. Dowling and M. A. Nielsen,”The geometry of quan-
tum computation”,arXiv:quant-ph/0701004.
[21] D. A. Roberts, D. Stanford and A. Streicher, ?Opera-
tor growth in the SYK model,?JHEP1806, 122 (2018)
doi:10.1007/JHEP06(2018)122 [arXiv:1802.02633 [hep-
th]]
[22] X. L. Qi and A. Streicher, ?Quantum Epidemiol-
ogy: Operator Growth, Thermal Effects,and SYK,?
arXiv:1810.11958 [hep-th].
[23] D. E. Parker, X. Cao, A. Avdoshkin, T. Scaffidi and
E. Altman, ”A Universal OperatorGrowth Hypothesis”,
arXiv:1812.08657 [cond-mat.stat-mech].
[24] CW Helstrom, ”Quantum detection and estimation the-
ory” Journal of Statistical Physics, 1969 - S
[25] Y Watanabe, T Sagawa, M Ueda ”Uncertainty relation
revisited from quantum estimation theory”- Physical Re-
view A, 2011
[26] M.Paris, ”Quantum Estimation for Quantum Technol-
ogy” arXiv:0804.2981 [quant-ph]
[27] D. Petz and C. Ghinea,”Introduction to quantum Fisher
information, in Quantum probability and related topics”,
vol. 1, World Scientific, Singapore (2011),
[28] A.S. Holevo, Statistical Structure of Quantum Theory,
Lect. Not. Phys 61, (Springer, Berlin, 2001).
[29] C. W. Helstrom, R. S. Kennedy, IEEE Trans. Inf. Th.
20, 16 (1974).
[30] H. Cramer, ”Mathematical methods of statistics”,
(Princeton University Press, 1946).
[31] TL Marzetta, ”A simple derivation of the constrained
multiple parameter Cramer-Rao bound” IEEE Transac-
tions on Signal Processing, 1993
[32] P.Facchi, R.Kulkarni, V.I.Man’ko, G. Marmo,
E.C.G.Sudarshan, F.Ventriglia, ”Classical and quantum
Fisher information in the geometrical formulation
of quantum mechanics” Physics Letters A 374, 48,
2010,4801.
[33] Mandelstam L., Tamm I. (1991) The Uncertainty Rela-
tion Between Energy and Time in Non-relativistic Quan-
tum Mechanics. In: Bolotovskii B.M., Frenkel V.Y.,
Peierls R. (eds) Selected Papers. Springer, Berlin, Hei-
delberg
[34] Y. Aharonov and D. Bohm,”Time in the Quantum The-
ory and the Uncertainty Relation for Time and Energy”
Phys. Rev. 122, 1649, 1961.
[35] V.A.Fock,”More about the energyT time uncertainty re-
lation” Soviet Physics Uspekhi, i966,4,628
[36] J. L. F. Barbon, E. Rabinovici, R. Shir and
R. Sinha, “On The Evolution Of Operator Com-
plexity Beyond Scrambling,” JHEP 1910 (2019) 264
doi:10.1007/JHEP10(2019)264 [arXiv:1907.05393 [hep-
th]].
[37] M. Srednicki, ?Chaos and quantum thermalization,?
Phys. Rev. E50, 888 (1994)[arXiv:cond-mat/9403051].
[38] M. Srednicki, ?The approach to thermal equilibrium in
quantized chaotic systems,? J.Phys. A32, 1163 (1999)
[arXiv:cond-mat/9809360]
[39] J. Maldacena, S. H. Shenker and D. Stanford,
“A bound on chaos,” JHEP 1608 (2016) 106
doi:10.1007/JHEP08(2016)106 [arXiv:1503.01409 [hep-
th]].
[40] D. Gottesman, “Stabilizer codes and quantum error cor-
rection,” quant-ph/9705052.
[41] C. Gomez, “On the Wilsonian meaning of quantum error
correction,” arXiv:1904.10812 [hep-th].
[42] R. Haag, Local quantum physics: Fields, particles, alge-
bras ”, Berlin, Germany: Springer (1992)
[43] H. Casini, M. Huerta and R. C. Myers, “Towards
a derivation of holographic entanglement entropy,”
JHEP 1105 (2011) 036 doi:10.1007/JHEP05(2011)036
[arXiv:1102.0440 [hep-th]].
[44] M. Miyaji, T. Numasawa, N. Shiba, T. Takayanagi
and K. Watanabe,Distance between quantum states
and gauge-gravity duality,Phys. Rev. Lett.115(2015)
261602[arXiv:1507.07555]
[45] Y. Suzuki, T. Takayanagi and K. Umemoto, “Entan-
glement Wedges from Information Metric in Conformal
Field Theories,” arXiv:1908.09939 [hep-th].
[46] L. Susskind, “Dear Qubitzers, GR=QM,”
arXiv:1708.03040 [hep-th].
[47] J. Maldacena and L. Susskind, “Cool horizons for en-
tangled black holes,” Fortsch. Phys. 61 (2013) 781
doi:10.1002/prop.201300020 [arXiv:1306.0533 [hep-th]].
[48] N. Lashkari and M. Van Raamsdonk, “Canonical Energy
is Quantum Fisher Information,” JHEP 1604 (2016) 153
doi:10.1007/JHEP04(2016)153 [arXiv:1508.00897 [hep-
th]].
[49] A.J.Stam ”Some inequalities satisfied by the quantities
of information of Fisher and Shannon” Information and
Control Volume 2, 2, 1959.
[50] G. Dvali and C. Gomez, “Quantum Exclusion of Positive
Cosmological Constant?,” Annalen Phys. 528 (2016) 68
doi:10.1002/andp.201500216 [arXiv:1412.8077 [hep-th]].
