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Abstract 
 
XML documents are by design self-describing. 
In order to accomplish this, the XML data is highly 
verbose and very repetitious. Although techniques 
already exist to compress XML and text in general, 
most do not keep the data in a form that is useful to 
users. We present a technique that makes use of 
recurring structures within an XML document to 
compress the file in a way that can achieve better 
compression than other query-friendly compression 
techniques while still maintaining the data in a form 
that allows for both querying and indexing.  Further, 
we present an example implementation of the 
technique, complete with an index-building 
mechanism and query processing capabilities.  
 
1. Introduction 
 
With the recent proliferation of XML[4] data use 
and the creation of tools for working with XML, 
more and more people are using XML for varied 
purposes. This widespread use demands that some of 
the drawbacks of XML data are mitigated. Perhaps 
the biggest problem concerning XML data is the fact 
that it is extremely verbose, as the schema is 
repeated as part of data semi-structured 
representation. Although this is what makes XML so 
powerful, it also causes massive file bloating. This 
can be a problem for machines with restricted 
storage resources, as well as for applications that 
need to make minimal use of network bandwidth. 
It is necessary, then, to find techniques for 
decreasing the size requirements of XML documents. 
Data compression tools are the answer. Some of 
them already exist, as we will discuss. Each of them 
can greatly reduce the size of the XML documents, 
making them suitable for resource-starved machines 
and bandwidth-conscious applications.  
The problem with compression, however, is that 
existing tools such as query engines and indexing 
mechanisms were designed to work on 
uncompressed files. Most compression techniques 
create documents in a way that makes them 
impossible (or at least very difficult) to use with a 
query engine or index. 
2. Related Work 
 
General purpose compression techniques, like 
gzip[9], are proven to get significant compression 
ratios. But they may not give the best results for 
XML documents, as they fail to recognize the 
underlying structure in the XML documents. As a 
result, new techniques have emerged, that are 
specific to XML format, which exploit the 
knowledge about the XML format to achieve better 
compression ratios. One technique that follows this 
approach is XMill[3],  proposed by Liefke and Suciu. 
XMill separates the element structure from the data 
contained within the tags, then groups similar data 
items into containers and applies traditional 
compression techniques to the data, best suitable for 
individual containers. XMill’s[3]  performance study 
has  shown that it achieves better compression ratios 
than gzip.  
Even though XMill provides good compression 
ratios on XML data, it has some limitations. The 
major problem is that it was not designed to work 
with a query processor. That means, XMill cannot 
support XML queries in compressed domain. The 
data files must be fully decompressed to be used by a 
query engine or indexing mechanism. This can result 
in significant overhead in applications where there is 
a need for frequent querying into the XML data. The 
second is that it has good compression ratios only if 
the data set is large, typically over 20kB.  
XGrind[1], proposed by Tolani and Haritsa, is 
another XML data compressor specifically designed 
to address the first disadvantage with the XMill 
technique. XGrind is designed to directly support 
queries in compressed domain. The main idea behind 
XGrind is to keep the structure of the original XML 
file intact, and to compress the file at the granularity 
of individual element/attribute values using a simple 
context-free compression schemes based on 
Huffman/Arithmetic encoding. Therefore, XGrind is 
able to support exact matching and prefix-matching 
user queries in compressed domain itself, without the 
need to decompress the entire compressed document. 
This main feature of XGrind, retaining the structure 
of the original XML document in the compressed 
document, ensures that whatever techniques are 
developed to work on original XML files can be 
easily adapted to the compressed domain. This 
feature is intended to ensure both good query 
performance and reasonable compression ratios. 
XGrind’s[1] performance study showed that while it 
achieves 77 percent compression of what XMill can 
achieve, it out performs the XMill during the query 
process.  
Though XGrind is able to query the XML data in 
the compressed domain, it does not try to exploit the 
structures within XML and it compresses the XML 
file only at the granularity of element/attribute. This 
results in this technique not being especially 
effective, when a query in XQuery[7] is considered. 
XQuery is fast becoming the standard for XML 
query language and is expressible enough to query 
the XML data based on the criterion that span over 
multiple elements.  
Identifying the underlying structures with the 
XML data can lead to efficient and powerful 
indexing techniques as demonstrated by ToXin[2]. 
ToXin is an indexing scheme for XML data that fully 
exploits the overall path structure of the database. 
The goal of ToXin is to have an index that supports 
navigation of the XML graph to answer any regular 
path query as well as to keep the size of the index 
linear with respect to the size of the XML graph.   
Combining path and value indexes, ToXin can be 
used to answer regular path queries with predicates 
over values such as those expressed using XPath [8]. 
One of limitations of ToXin is that it has been 
designed for an uncompressed XML document.  
Our new technique improves upon the technique 
proposed in XGrind by identifying the repeated 
structures in the original XML file and compresses at 
the granularity of identified repetitive structure, 
rather than at the granularity of individual elements. 
While achieving better compression ratios in 
comparison with XGrind, our technique is also 
capable of supporting complex queries involving 
multiple elements and index mechanisms similar to 
ToXin. 
 
3. Compression based on recurring structures 
 
Our original goal was to be able to achieve better 
compression rations compared to XGrind by 
exploiting the structure information that is gathered 
from the XML file itself. We first define what a 
recurring structure is. In any given XML document, 
there may be many different elements, as seen in 
Figure 1. While XGrind makes use of the fact that 
these elements are repeated many times, our 
technique goes further than this. Not only are 
individual element tags repeated, but also groups of 
tags are often arranged in a tree hierarchy. These 
small hierarchies are often repeated in XML 
documents as well, and these hierarchical structures 
comprise the recurring structures of our technique. 
At the most basic level, a “recurring structure” can 
consist of just a single element tag. In the following 
example, any of the element tags would fulfill this 
requirement, such as <first> or <email>. But a 
structure can also be more complex. The <name> 
elements, for instance, each have two child elements 
- <first> and <last>. These structures can be of 
arbitrary complexity as long as there is only a single 
root node. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
<personnel> 
 <person> 
  <name> 
   <first>Justin</first> 
   <last>Hare</last> 
  </name> 
  <email> 
  jahare@iastate.edu 
  </email> 
 </person> 
 
 <person> 
  <name> 
   <first>Satish</first> 
   <last>Vemula</last> 
  </name> 
  <email> 
  svemula@cs.iastate.edu 
  </email> 
 </person> 
Figure 1. Example of XML file contents 
 
Our idea is to identify these repetitive structures 
and be able to compress at the granularity of 
structures. This not only leads to better compression 
ratios, but also is capable of supporting complex 
indexing mechanisms similar to ToXin. As far as 
compression is concerned, our approach would be 
most beneficial to XML data with much repetitious 
structure. For instance, an XML file containing a 
personnel list of employees, each having elements 
with the same structure while containing different 
data, would be compressed much better than an 
XML file containing no recurring structures. For a 
file with no recurring structures, the elements tags 
would basically be separated from the data, resulting 
in no or little net compression and our technique may 
not be suitable for such files.  
 
 
 
4. The Algorithm 
 
When parsing through an XML file, there are 
generally two approaches. One is DOM tree parsing 
and the other, SAX parsing. DOM (Document Object 
Model) parsing provides the programmer with an 
interface to access the whole XML file as tree-like 
data structure, while all of the elements and the data 
contained within the XML file are represented as the 
nodes in the built DOM tree. This data structure fully 
represents the XML data in every way and is easy to 
program. This approach, however, requires that all of 
the data be loaded into system memory and does not 
scale very well for large XML data files.  
Our technique uses the SAX parsing method. 
SAX (Simple API for XML) parsing is more of a 
lightweight approach. The parser reads through the 
file in sequential order, and enables the programmer 
to plug-in various actions when certain events occur. 
The events include events such as finding the start or 
end of an element, finding the data inside an element, 
or reaching the end of the document. After the end of 
an element is reached, that means after an element is 
completely read, the SAX parser no longer retains it 
in the memory. At any given time, only a small 
fraction of the XML elements need to be in system 
memory, making this approach a good choice for 
processing large XML documents, either for 
querying or for updating.  
 
4.1 Compression 
 
Our technique uses a two-pass algorithm to 
construct the compressed data file from the original 
XML file. During the first pass, recurring structures 
and the associated statistics are gathered, by 
observing the overall structure of the file. During the 
second pass, the compressed data file is written, 
taking into account the recurring structures gathered 
from the first pass. This allows us to get an optimal 
compression ratio. As the compressed file is written 
out, we also create a data index that can be used to 
speed up query processing times.  
As mentioned before, the parsers used in both the 
passes extend the generic “SAX handler” to provide 
their own functionality. 
The first pass extends “SAX handler”, to add the 
functionality to identify the XML structures and 
maintain the aforementioned statistics about them. 
Because the SAX parser throws away any elements 
once their closing tags are found, our “handler” uses 
a stack mechanism to keep track of all of the 
elements that have been found. Whenever the start of 
an element is found, the element information is 
pushed on the top of the stack. When the end of an 
element is reached, the element is popped off the top 
of the stack (we are guaranteed that it is the top 
element). We then look at the popped structure add it 
as an occurrence in our “master list” of structures. If 
there are any structures left in the stack, the just-
popped element is added as a child to the new top 
element. This process is repeated until the end of the 
document list. At this point, our master list of 
structures contains every possible structure to 
compress on and their respective number of 
occurrences.  
A special case structure that we typically will 
want to ignore is the full root structure, exemplified 
in our sample by the <personnel> structure. If we 
compressed on this, we would get the smallest 
possible data file, but our structure definition file 
would be contain all of the element tags, resulting in 
no net compression. For queries involving non-
indexed data elements, we would essentially have to 
decompress the entire file and scan it to answer the 
query. It is also necessary to skip the root of large 
XML documents because the handler would 
eventually push all of the elements onto the stack as 
children of the root node, which would give us the 
same memory limitations as the DOM parser. This 
special case can be easily extended to a more generic 
way, where an input configuration file prepared 
based on the user requirements can direct the 
compression mechanism as to which elements need 
to be compressed in the new format. 
At the end of the first pass, all the possible 
structures are identified, and a full enumeration of all 
possible structures to compress is made. This results 
in redundant structure definitions, as there might be 
structures that are sub-structures of other ones. If we 
compress on the larger structure, the sub-structure 
will automatically be compressed without having to 
explicitly compress it. And also as the parent 
structure is stored, the substructures are 
automatically stored as part of the parent structure 
and they can be recovered at any time. So we can 
discard any of these sub-structures. An example of a 
structure that would be discarded can be seen in our 
sample XML file. The <name> element containing 
<first> and <last> elements would not be 
compressed because each of these structures is a sub-
structure of the larger <person> structure.  
Our technique also allows the option to set 
minimum and maximum depth settings on the 
recurring structures we find. The minimum settings 
could be used to keep small structures in their 
original XML format. The smaller the structure, the 
less efficient the compression becomes. Similarly, 
the larger a compressed structure is, the less efficient 
querying on non-indexed child elements becomes. So 
limiting the depth of structures leads to reduced 
query processing times, though at the same time 
increasing the size of the compressed data file. 
At this stage, we have all of the information about 
the recurring structures that we need. This 
information is written out to a “structure definition” 
file that will be used later for decompression and 
querying.  Here an ingenious technique is used to not 
repeat the substructures that appear in different 
structures, which will lead to small structure file size 
as well as avoid the problems associated with 
redundancy. 
The information contained in this file is a list of 
structures, their unique IDs, the names of the 
elements contained within, and how the elements are 
hierarchically arranged inside the structure.  
 
 
 
Figure 2. Example of a structure definition file 
 
The first character is the structure marker. This 
character ‘ÿ’ marks the beginning of a structure. The 
character following the structure marker, ‘!’, is the 
unique structure ID. This character will reappear in 
the compressed file associating the accompanying 
data with the tag names in the structure definition file. 
The names of the element tags are also included, as 
well as ‘þ’ characters that mark the end of an element. 
These are necessary to maintain the hierarchical 
nature of the tags.  
Although in our implementation the structure 
definitions are created in a file separate from the data 
file, there is no reason that the structure definitions 
could not have been included in the compressed data 
file. It is advantageous to have them separate so that 
multiple XML files could be compressed with the 
same structure definition file. On the other hand, 
whoever is managing the compressed data has to 
know which structure definition files are supposed to 
be paired with particular compressed data files. One 
possible implementation extension to assist in this 
problem would be to include header information in 
the compressed data file that points to the structure 
definition file that was used to create the 
compression. Those who publish data in XML using 
style sheets often use a similar technique. The 
written word and formatting information are 
separated, with the XML file pointing to the correct 
style sheet file to use. 
After the first pass, we’re now ready to actually 
write out the compressed file. The second pass XML 
parser extends the generic “SAX handler” to add 
additional functionality which reads the elements, 
matches them against the structures gathered in the 
first pass and finally outputs the identified structure 
data in a compressed format. This handler again uses 
a stack mechanism, but for different reasons. The 
handler cannot tell when a particular structure is 
being read until the end of it is reached. This is 
because different structures might have the same 
element tag at the root, but possess different child 
elements. XML data that is not part of any structure 
is written out as soon as the parser finds it in the 
standard format.  
ÿ! 
person 
name 
first 
þ 
last 
þ 
þ 
email 
þ 
þ 
 
<personnel> 
ÿ!JustinþHareþjahare@iastate.eduþÿ 
ÿ!SatishþVemulaþsvemula@cs.iastate.eduþÿ
ÿ!SeoþNohþrsyoung@cs.iastate.eduþÿ 
</personnel> 
Figure 3. Example of compressed data file 
 
During the second pass itself, while the 
compressed file is output, any kind of index can be 
created, such as the index presented in [2] or any of 
the indices discussed in [5]. The type of index we use 
as a demonstration is a structure-level index. This 
means that we are indexing the byte offsets of each 
structure of a given type. For our example, the index 
would allow fast access to any of the <person> 
structures. Other types of indices could also be 
created at this point. For instance, one might want to 
index the <last> elements in increasing order to 
easily look up personnel by their last name.  
 
4.2 Query Mechanism 
 
Inherent ability to support complex queries in 
compressed domain itself is one of the main features 
of our technique. As of now a very primitive 
interface is built for querying, but it can be easily 
extended to act as a layer between a standard XML 
query language like XQuery. Once this layer is built, 
the query in compressed domain will be completely 
transparent to the user.  
The main intuition behind the query 
mechanism is as follows. For any given query, 
containing certain elements and path expressions, 
only those elements that contain all these elements 
would be of our interest, as they can only be the 
valid results for the given query. For example, 
considering the XQuery given in Figure 4, where 
constraints are placed on published and editor of 
certain element and title element is the desired output 
data based on the constraints. In this example case, 
based on the query, only those elements that contain 
all three fields - publisher, editor, and title - would be 
valid. 
 
Figure 4. Example query of a book database 
 
By identifying the exact structure that is valid for 
a given query, the query mechanism becomes more 
efficient as it avoids reading any invalid elements. 
Our query implementation is based on this idea.  
With the given constraints, it searches through the 
structure file for all the valid structures that can 
produce results for the given query. Once the 
structures are identified, the indices generated in the 
second pass of compression would be used to 
quickly read the corresponding elements in the 
compressed file.  A special optimizing technique, 
where reading of a structure data is abandoned the 
moment it fails to satisfy any constraint, further 
improves the efficiency of this mechanism. 
 
5. Performance Study 
 
In this section, we introduce the experimental 
setup that is used to compare and evaluate our results 
against XGrind. The implementation of our 
technique is written in C++ using gnu gcc3 compiler. 
We used Apache's Xerces-C library for parsing the 
XML files.  The STL (Standard Template Library 
was also used extensively. We have evaluated our 
technique over a multitude of data sets that include 
both real and auto-generated data, and compared 
them with XGrind results. 
 As the actual content data in the XML files are 
not compressed yet in our technique, while these are 
being compressed in XGrind, we came up with a 
way to compare our compression results with 
XGrind compression results. As part of it we 
modified XGrind to not compress the content. By 
calculating the difference between sizes from 
original XGrind and the modified XGrind, we can 
get the compression benefit from the compression of 
content data exclusively. And then we applied this 
compression benefit to our results, so that we can 
compare our compression results with actual XGrind 
results. 
 
DS : Size of XML data file (in bytes) 
CSxgr: Size of compressed XGrind file 
CSmgr: Size of modified XGrind 
CS661: (Size of compressed file using our technique + 
size of struct file) 
for $b in document("bib.xml") 
where $b/publisher = "Addison-Wesley" 
and $b/editor = “Chaudhry”  
return <book>  
          {$b/title}  
       </book> 
CSnew : This is the projected compressed file size 
using our technique, when we compress the actual 
content data using either Huffman/Arithmetic 
encoding 
CSnew = CS66 – (CSmgr - CSxgr) 
CRxgr : Compression ratio with a  compressed Xgrind 
file 
CRxgr = 1 – (CSxgr/DS) *100 
CRnew : Compression ratio with our project 
compressed file 
CRnew = 1-(CSnew/DS)*100 
% : CRnew with respect to CRxgr 
 
Test data DS CRxgr CRnew % 
Student1 33,401 73.3 79.7 8.7
Student2 101,575 74.4 78.3 5.2
Reed 283525 73.1 79.9 9.3
Ubid 20189 66.3 67 1.5
 
Table 1. Compression ratio comparison 
 
The compression ratio statistics for four XML 
documents are shown in Table 1. As expected, our 
technique came up with better compression ratios 
with respect to XGrind. In particular, in the XML 
documents Student1 and Reed, where the element 
tag size is comparable to the content size, we see 
significant improvement. This can be inferred from 
the fact that our compression technique focuses on 
additional compression based on element tags. 
 
6. Conclusions and Future Work 
 
Our approach has proven to be a good technique 
in many cases. It can offer better compression than 
the XGrind tool while still maintaining its query-
friendly properties. We have demonstrated that 
querying can indeed be performed directly on the 
compressed domain without having to decompress 
large sections of the document. Our technique also 
improves on XGrind by allowing support for all 
types of queries, rather than simply exact-match or 
prefix-match queries. We have also demonstrated 
that building indices that point directly into the 
compressed file is possible.  
In the future, we would like to have a method of 
handling element attributes, rather than just element 
tags and their encapsulated data. Building structure 
definition files from DTD or XML Schema files 
would be a very good extension, as it would prevent 
the need of the first pass where structures are 
discovered. This would cut the compression time 
roughly in half. Data-level compression is another 
topic worth pursuing. If some kind of compression 
could be performed on the element data rather than 
just the tags, far greater compression ratios could be 
achieved.  
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