BACKGROUND
ECENT work has shown that charge injection phenomena R can play an important role in determining the limits of performance of the dielectric [ 11-[4] . Injection of space charge from the electrodes into the bulk liquid affects the charging and discharging circuit characteristics and introduces another time constant: the time of flight for injected charge to migrate between electrodes. High-voltage open-circuit decay curves of a watedethylene glycol mixture show a dielectric relaxation time that depends on electrode geometry and that decreases with increasing initial voltage at room temperature; while at -10°C, where the dielectric is more insulating, the open-circuit decay has a negative second derivative with time [ 11. This is in contrast to the expected exponential decay, which always has a positive second time derivative, and with dielectric relaxation time that is independent of electrode geometry and voltage. For unipolar conduction this anomalous behavior was shown to be due to injected charge that increases the effective Ohmic conductivity u to u + qp, where q was the time-and spacedependent charge density with mobility p of the single charge carrier.
Because recent Kerr electro-optic field-mapping measurements in highly purified water have shown systems with double injection [4] , [5] , we generalize our earlier driftdominated conduction analysis [6] to two charge carriers of opposite sign [5] . Breakdown strengths are generally higher with bipolar injection. For example, with brass/aluminum electrodes, water had a high breakdown strength of = 125-135 kV/cm because of bipolar injection. However, the reverse polarity produced negative charge injection only and had a lower breakdown strength of 90-95 kV/cm. Similarly, stainless-steel/aluminum electrodes had a breakdown strength with bipolar injection of 125-140 kV/cm, while the reverse polarity had no charge injection with a breakdown strength of = 105 kV/cm. This increase in breakdown strength with bipolar injection is due to the decrease in electric field at both electrodes due to the space charge shielding. The electric field is increased in the center of the gap, but breakdown does not occur because the intrinsic strength of the dielectric is larger than at an interface [4] , [5] .
BIPOLAR CONDUCTION MODEL
Past analysis has shown excellent agreement between a unipolar drift-dominated conduction model and measurements using planar stainless-steel electrodes which show unipolar positive charge injection [ 11. Because our measurements show situations of double injection, we wish here to extend our past drift-dominated conduction model to two charge carriers of opposite signs with charge densities q+ and q-and respective mobilities p + and p -, with recombination coefficient a and generation G within a dielectric of permittivity E . The generation rate G increases with the number density of neutral molecules. Here we assume only weak dissociation so that the density of ionized carriers is much less than the density of neutrals. Under these conditions the generation rate G can be taken as constant in time and space. Similar bipolar conduction analysis has been used with electrostatic precipitators with back ionization, where ions are produced opposite in polarity to those produced at the discharge electrode. These "back corona" ions neutralize the charging ions by recombination, lower the electric field in the discharge region, lower the net charge acquired by the particles, and increase electric power consumption [7] 
where in the drift-dominated limit
Equations (1) and (2) include charge recombination, when oppositely charged carriers overlap in space, and a constant generation due to thermal dissociation, which is field independent. The recombination and generation terms cancel in equilibrium when the charge distributions are uniform in space and equal in magnitude but opposite in polarity, so that the net volume charge density everywhere is zero:
For our work, we assume Langevin recombination, where
The total terminal current per unit electrode area J(t) is given by the sum of conduction and displacement currents obtained by integrating over x , between the electrodes with gap spacing I, the sum of the two charge conservation equations (1) and (2):
Conductivity
The Ohmic conductivity is defined as where the right-side equality assumes the thermal equilibrium of (5). Conductivity measurements are often made at low voltages, where the conditions of ( 5 ) are valid, so that the conductivity is essentially a constant in time and space. However, at high voltages, charge injection from the electrodes upsets equilibrium so that q+ and q-are not equal in magnitude everywhere and the effective conductivity varies with time and position. The equilibrium charge density qo can be found from the equilibrium constant K of the dissociation reaction. For the case of highly purified water, the dissociation reaction is where in equilibrium the hydronium and hydroxyl products have equal concentrations given by
The bracketed quantities are concentrations in moles/l. By multiplying these concentrations by Faraday's number, F = 96 488 C/mole, and converting liters to m3 (1 liter = 10-3m3), the background equilibrium charge density of each ion kqo is
For the case of highly purified water at 24"C, K, = lo-' moledl (corresponding to pH = 7) so that qo = 9.65 C/m3. This value is so high that even small imbalances in concentrations between positive and negative charge carriers lead to a significant net charge that distorts the electric field distribution.
Method of Characteristics
The method of characteristics converts the partial differential equations of (1)-(4) into a set of subsidiary ordinary differential equations. We write (1) and (2) using ( 
dx.
The first set of characteristic equations for each carrier is obtained by finding those relations which set the determinant of coefficients on the left side of (12) to zero. This yields the
To find the solutions along those trajectories, we substitute the column vector on the right side of (12) into any column in the left-side matrix and again set the determinant of the resulting matrix to zero to yield
while the nondimensional form of the current/voltage relation in (7) is
Initial Conditions at f = 0 = 0 so that the normalized form of (5) holds:
Similarly, using (3)-(4) in (7) yields the electric field on each of the charge trajectories:
We assume that the dielectric is in thermal equilibrium at f 
Equations ( 14)- ( 18) are now in the standard form for numerical integration. All that is left to be supplied are the initial and boundary conditions. 
(26) It is convenient to introduce nondimensional variables
The injected charge at each electrode is positive if the electric field points away from the electrode, and is negative if the electric field terminates on the electrode. We expect that the magnitude of the injected density increases with electrode electric-field magnitude. Although our numerical anaylsis can treat any injection law, we consider extensions to the simple linear law successfully used in the unipolar case:
Now we need two injection constants at each electrode, depending on the polarity of the electrode field. In water, for instance, stainless steel as a positive charge injector would have = A-= 0, while aluminum as a negative charge injector would have a+, = A+ I = 0. Brass, which can inject either polarity charge, would have all injection constants nonzero. Such polarity-dependent injection laws as in (28) can take into account field reversals due to changes in voltage polarity or due to space charge distributions. If the voltage of a charge-filled capacitor collapses faster than the charge can migrate to the electrodes, the self-field due to the space charge can cause a field reversal at the electrodes, thereby changing the polarity of the further injected charge. The initial values at t" = 0 for go and El are also given by (24). In addition, information must be supplied about the voltage/current relationship of the network connected to the terminals.
Computational Method
A Fortran computer program integrates (20) and (2 1) by the fourth-order Runge-Kutta method. Because the negative and positive charge trajectories do not generally intersect at the same positions at a given time, it is necessary to interpolate between trajectories to find the negative charge densities on the positive charge trajectories in (20) and the positive charge densities on the negative charge trajectories in (21). This is necessary to calculate both the electric field and charge densities in (20) and (21). In Fig. 1 we find the nearest negative charge trajectories on either side of the positive charge trajectory X + ( I ) are X _ ( J ) and X -( J + 1).
Similarly, the nearest positive charge trajectories on either side of the negative charge trajectory X -( J ) are X + ( I ) and X + ( I + 1). We then use a linear interpolation algorithm so that the negative charge density Q-( I ) along the positive charge trajectory Q+ ( I ) , and the positive charge density Q+ ( J ) along the negative charge trajectory Q-( J ) , are
Interpolation is necessary to find negative charge density along positive charge trajectories and positive charge density along negative charge trajectories. Extrapolation is necessary to find negative charge density at x = 0 positive-charge injecting electrode and to find positive charge density at x = I negative-charge injecting electrode.
Similar interpolations are needed in (27) to find the value of charge density at an electrode that is opposite in polarity to the charge currently being injected. For example, Fig. 1 also shows the situation at the electrodes at time ?when the electric fields at 2 = 0 and 2 = 1 are positive (EO > 0, E, > 0). For this case positive charge is injected at 2 = 0 and negative charge is injected at 2 = 1:
To use (27) we must also find the negative charge at 2 = 0, Q-o, and the positive charge at 2 = 1,
We do this by extrapolation of the slope from the nearest trajectories to the boundaries:
If the terminal voltage tj is of one polarity, generally for all time the positive charge is injected from one electrode (2 = 0 if tjpositive, 2 = 1 if tj negative) and negative charge from the other (2 = 1 if tj positive, 2 = 0 if tj negative). Injected charge then migrates to the electrode opposite from where it was injected. However, if the voltage suddenly decreases or reverses polarity, the electric field at one or both electrodes may reverse the sign, thereby reversing the polarity of injected charge. With field reversals such as may occur for a sinusoidal voltage, charge injected at an electrode may reverse direction and return at a later time to the same electrode from which it was injected, with the electrode now injecting opposite polarity charge.
To find the current J" using (22) it is also necessary to integrate over space at a fixed time the products @ + E and 4-E. This is done using the trapezoidal rule over the positive and negative charge trajectories.
Another subtle point is that the charge densities at each electrode at time t" = 0 are generally discontinuous. That is, approaching 2 = 0 and 2 = 1 at time ? = 0 has
while with G(t" = 0) positive, approaching t" = 0 at 2 = 0 and
To correctly handle this discontinuity in charge density, two trajectory curves must each emanate from the points (2 = 0, f = 0) and (2 = 1, t" = 0). Each pair of trajectory curves emanating from the same point will be the same, because even though the charge density is discontinuous across the trajectory, the electric field is continuous. Only the charge density along each identical pair of trajectories will be different, because their initial values are different. This distinction of different charge densitites on either side of the two demarcation curves emanating from 2 = 0 and 2 = 1 at t" = 0 are necessary in the interpolation algorithms for charges above and below each demarcation trajectory.
OPEN-CIRCUIT DISCHARGE [J(fi = 01
With unipolar injection, previous work considered a capacitor that was quickly charged to voltage Vo and then opencircuited. Unipolar analysis and measurements showed that such high-voltage open-circuit decay curves at moderate resistivities have a decay time that decreases with increasing voltage, while at high resistivities the open-circuit decay curves have a negative second derivative with time, in contrast to the expected exponential decay, which always has a positive second time derivative.
These same results hold true with bipolar conduction, where in a qualitative fashion the conduction constitutive law
shows an effective conductivity aeff that increases with charge injection. The change in shape from an exponential decay is due to the time and space dependence of charge densities q+ and q -and the additional time constants of the charge migration times between electrodes.
Constant Ohmic Conductivity
The open-circuit [J(6 = 01 solution to (22) or (27) under the uniform conductivity of (25)- (26) is of simple exponential decay described by dielectric relaxation:
where the nondimensional constant f is just the ratio of low voltages where Vo = 10 V, which is typically used for dielectric relaxation measurements, the charges have hardly moved before the voltage has greatly decayed, so that an Ohmic model with uniform conductivity is reasonable. However, at the 100-kV level the charges can migrate significantly between electrodes before the voltage decays to zero, so that the simple solution of (36) is not accurate and (20)- (22) must be solved.
No-Charge Injection (A, = 0)
The result of (36) can be compared to the limit of no-charge injection from the electrodes (A, = 0), where the initial applied field just separates the thermally dissociated charges. Fig. 2 shows the open-circuit voltage decay for various initial values of charge density to be in close agreement at early times, before the charges can significantly separate, to the corresponding exponential decay of uniform Ohmic conduction.
Charge Injection (A, f 0) Fig. 3 shows a representative set of charge trajectories. Fig.  4 compares the open-circuit voltage decay for migration and Ohmic models, where the initial injected charge at t" = 0 just equals the equilibrium charge density so that go = A, = A _ .
However, as the field decays with time, the subsequent charge injection from the electrodes also decreases below the equilibrium value go. This causes a slight deviation between migration and Ohmic models as shown in Fig. 4 . If A, > go, there is an inflection point at early time due to space charge effects as shown in Fig. 5 for various values of A, and Awith 40 = 0 and go = 0.5. Increasing values of A+ and Acause more charge injection from the electrodes, thereby increasing the effective local conductivity, causing a faster decay. As the background equilibrium charge density go is increased, the decay is even faster and the negative curvature at early time is not seen.
For relatively conducting dielectrics, such as pure water, the migration and constant Ohmic conductivity models are in close agreement for the open-circuit voltage decay, while for highly insulating dielectrics, such as cooled water/glycol mixes, there can be a larger deviation.
Comparison to Measurements
Measured open-circuit voltage waveforms, like those in Fig. 6 , were compared to the analysis for aluminum, brass, and 3 10 stainless-steel passivated and bead-blasted electrodes with a 60-percent glycol, 40-percent water mixture by weight at = -25 "C with a measured low-voltage dielectric relaxation time of -20 ms. Note that the decay time with passivated stainless-steel electrodes is longer, indicating less charge injection, although all cases have a decay time significantly less than the low-voltage measured relaxation time of = 20 ms .
Our Fortran code was combined with another program that minimized the sum of squares of the differences between such measured data and our analysis. Values of A+, A _ , p + , and p-were initially guessed, and the programs found better values of these four parameters that minimized the sum of squares of the differences (SSE). The standard deviation error (SDE) for fitting N data points is defined as SDE = [SSE/(N We first tested this program with our older unipolar analysis -l)] "2Vo. We then hand-digitized sets of data for aluminum, brass, and bead-blasted and passivated stainless-steel electrodes, like that in Fig. 6 , for points every 250 ps, for a total of 21 points for each waveform. Since our Kerr electro-optic fieldmapping measurements have shown that stainless steel is a positive-charge injector, we used unipolar analysis with A-= 0, and for aluminum, being a negative-charge injector, we took A", = 0. It took about 15 iterations to converge on best fits of A, and p + to fit the stainless-steel data, and for A"-and p -to fit the aluminum data, with a minimum of the sum-ofsquares error between measurement and analysis. For brass electrodes (being bipolar injectors into water) we required all four parameters A",, A"-, p + , and p -. The value of qo used for all cases was obtained from low-voltage measurements of the dielectric relaxation time 7 = E / U with (8). Best-fit values for various initial guesses are listed in Table I .
We found that the best fits of the theory to the experiment depended on the initial guesses of the parameters. Within a narrow range of values of mobilities, compensating values of A", and A"-can be found that give a good fit between measurements and analysis. There is not a unique solution for these unknown parameters to fit a given set of open-circuit voltage waveforms. Representative parameters that give a good fit between theory and experiment are listed in Table I . However, Kerr electro-optic field-mapping measurements do independently supply information on charge mobilities and charge injection constants. These experimentally determined values can then be used to compare model predictions to measurements of the time and space dependencies of field and charge distributions and to time dependencies of the terminal voltage.
CHARGE AND DISCHARGE FROM A MARX GENERATOR Fig. 7 shows the charge-injecting test capacitor with electrode area S being charged and then discharged by a Marx generator, with an example of the resulting voltage and current waveforms for bipolar injection. Most noticeable is the hump in terminal current before decay due to the time of flight of the injected charge. The resistive/capacitive equivalent circuit of the Marx generator in Fig. 7 
ALTERNATING VOLTAGES
Alternating voltage behavior is of interest for electric power apparatus and for resonant charging of a pulse power line. Fig.   9 shows a simple schematic of a lossy capacitor being charged
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Using representative parameters of our experiments, Fig. 8 shows the effect of injection parameters and relative charge mobilities. The essential shape of the terminal current is the by a rotating machine alternator through a resonant tank circuit. For a power system the load could be a part of the insulation while a pulse power system may have a pulseforming line as the load [9] . For a power system the generator frequency is generally constant, independent of the load, so that 7 = 03 in Fig. 9 . For a pulse power system a finite 7 accounts for the slowdown of the generator when power is extracted.
The emphasis of our present work is that the capacitive load cannot be accurately modeled as a simple parallel resistivecapacitive circuit because of the injection of space charge from the electrodes into the bulk liquid, which affects the charging and discharging circuit characteristics.
Circuit Equations
The resonant circuit in Fig. 9 connected to the terminals of the RC model of the pulse-forming line imposes the coupled circuit relationships between primary and secondary currents:
where the nondimensional circuit parameters are defined as R 1 , 2~p + S V 0 / f 3 , < = i l 1 3 / ( e p + S V ; ) (41) and S is the electrode area SO that i2 = JS. In the absence of losses, so that in Fig. 9 R1 = R2 = 0, R = 03, and neglecting space charge effects so that the load can be modeled as an ideal capacitor, the circuit in Fig. 9 reduces to a simple tank circuit oscillator at frequency
where k is the transformer coupling coefficient.
Then, assuming that the losses are small, maximum output voltage is obtained when the input voltage is near this resonant frequency. We also realize that taking significant power from a rotating machine, such as for pulse power applications, will slow it down so that the generated frequency will also decrease with time, accounting for the exponential decay in frequency for the input voltage given in Fig. 9 . In nondimensional form The resonant frequency for these parameters is fo = w0/27r
= 400 Hz. The driving frequency for our test case starts above resonance at 420 Hz but reaches 400 Hz at time t" = 0.3 and drops to 380 Hz at t" = 0.6. The decrease in driving frequency is seen by the increase in period in the dashed waveform of t7i,(q in Fig. 10 . The solid waveform in Fig. 10 shows the output voltage U(8 with significantly higher amplitude than the input waveform, as much as = 47 times larger. The first cycle of t7(fi includes a large component due to the zero initial conditions. If a small amount of excess charge that hardly measurements in Fig. 6 . Stimulating discussions with D. B.
Fenneman of NSWC about resonant charged pulse power machines are gratefully acknowledged. Note small diamond-shaped region where no trajectories cross so that charge density remains zero. For this case it is assumed that self-field due to slight excess charge_ density is negligible compared to electric field of imposed voltage 17( t ).
perturbed the electric field from its charge-free value was injected from both electrodes, they would migrate between electrodes, but the alternating voltage would cause the injected charge to also change direction each time the voltage changed polarity. Furthermore, each electrode would periodically reverse the sign of injected charge as the voltage polarity reversed. Fig. 11 shows the complexity of possible trajectories and their intersections, where we assume that positive and negative charge carriers have equal mobility (6 = 1).
Opposite polarity charges can only recombine when they overlap in space.
At early time, positive charge is injected from the 2 = 0 electrode and negative charge is injected from the 2 = 1 electrode, but they do not overlap in space and thus do not recombine as the electric field reverses before the charge fronts meet. However, as these initially injected charges return to the electrodes from where they were first injected, they meet opposite polarity charge injected from the same electrodes but at a later time, when the voltage polarity has reversed. Thus in this region they can recombine. As the voltage amplitude increases with time, injected charge can propagate further across the gap and meet opposite polarity charge injected from the opposite electrode until time t" = 0.255, when charge injected at time f = 0.185 reaches the opposite electrode. Charge injected slightly later than time t"= 0.185 does not reach the opposite electrode before the voltage reverses, sending the charge back towards the electrode from which it was injected. Note the small diamond-shaped region in Fig. 11 , where the charge density is zero. focuses on analysis and electro-optical field-mapping measurements of highvoltage charge transport and breakdown phenomena in gaseous, liquid, and solid dielectrics and the electrokinetics of flow electrification effects in dielectric liquids. Other related work includes electrohydrodynamic interactions with charged fluids, ferrohydrodynamic interactions with magnetizable fluids, and continuum electromechanics of electrofluidized beds. He is the coinventor of three patents involving parasitic current elimination in batteries and another for a tertiary oil recovery scheme using a magnetic fluid whose interface is stabilized against fingering. His fields of interest include electrodynamics, electromechanics, dielectric physics and high-voltage engineering, electrohydrodynamics and ferrohydrodynamics, electrofluidized beds, electro-optics, and electrokinetic phenomena.
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