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The standard regression approach to modeling return predictability seems too restrictive in one way
but too lax in another.  A predictive regression models expected returns as an exact linear function
of a given set of predictors but does not exploit the likely economic property that innovations in expected
returns are negatively correlated with unexpected returns.  We develop an alternative framework -
a predictive system - that accommodates imperfect predictors and beliefs about that negative correlation.
 In this framework, the predictive ability of imperfect predictors is supplemented by information in
lagged returns as well as lags of the predictors.  Compared to predictive regressions, predictive systems
deliver different and substantially more precise estimates of expected returns as well as different assessments
of a given predictor's usefulness.
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Many studies in ﬁnance analyze comovement between the expected return on stocks and various
observable quantities, or “predictors.” A question of frequent interest is how xt, a vector of pre-
dictors observed at time t, is related to ￿t, the conditional expected return deﬁned in the equation
rtC1 D ￿t C utC1; (1)
where rtC1 denotes the stock return from time t to time t C 1 and the unexpected return utC1
has mean zero conditional on informationavailable at time t. One approach to modeling expected
returns is to use a “predictive regression” in which rtC1 is regressed on xt and the expected return
is given by ￿t D aCb0xt; where a and b denote the regression’s intercept and slope coefﬁcients.1
This approach seems too restrictive in modeling expected return as an exact linear function of
the observed predictors. It seems more likely that the predictors are imperfect, in that they are
correlated with ￿t but cannot deliver it perfectly.
At the same time, the predictive regression approach seems too lax in ignoring a likely eco-
nomic property of the unexpected return—its negative correlation with the innovation in the ex-
pected return. For example, if the expected return obeys the ﬁrst-order autoregressive process,
￿tC1 D ˛ C ˇ￿t C wtC1; (2)
then it seems likely that the correlation between the unexpected return and the expected-return
innovation is negative, or that ￿uw ￿ ￿.utC1;wtC1/<0. That is, an unanticipated increase in
expectedfuturereturns(ordiscountrates)shouldbeaccompaniedbyanunexpectednegativereturn
(or price drop). The likely negative correlation between expected and unexpected returns, which
is not exploited in estimating the predictive regression, emerges as an important consideration in
estimating expected returns when predictors are imperfect.
Our view that ￿uw is likelyto be negative seems reasonable. As observed by Shiller(1981) and
LeRoyandPorter(1981), returnvolatilityappearstobehigherthanwhataconstantexpectedreturn
can accommodate. If ￿uw were positive, however, return volatility would have to be lower than
when the expected return is constant. In other words, the “excess volatilitypuzzle” would be even
1Of the many studies that estimatepredictiveregressions for stock returns, some early examples include Fama and
Schwert (1977), Rozeff (1984), Keim and Stambaugh (1986), Campbell (1987), and Fama and French (1988). There
is also a substantial literature analyzing econometric issues associated with predictive regressions, including Mankiw
and Shapiro (1986), Stambaugh(1986, 1999), Nelsonand Kim (1993), Elliottand Stock(1994), Cavanagh, Elliot, and
Stock (1995), Ferson, Sarkissian, and Simin (2003), Lewellen (2004), Campbell and Yogo (2006), and Jansson and
Moreira (2006).
1more puzzling. To see this, ﬁrst note that the unexpected return can be represented approximately
as
utC1 D ￿C;tC1 ￿ ￿E;tC1; (3)
where ￿C;tC1 represents the unanticipated revisions in expected future cash ﬂows and ￿E;tC1 cap-
tures the revisions in expected future returns (Campbell, 1991). If the expected return follows the
process in (2) with 0 <ˇ<1, then ￿E;tC1 D gwtC1, where g > 0 is a constant, so
￿uw D ￿.utC1;￿ E;tC1/: (4)





where the ￿’s denote standard deviations. It is easy to see from equation (3) that a violation
of the condition in (5) would require that ￿.utC1/<￿ . ￿ C;tC1/, or that returns be less volatile
than when the expected return is constant. The condition in (5) is violated if cash ﬂow shocks
are more important than discount rate shocks in explaining the variance of stock returns, i.e., if
￿.￿C;tC1/>￿. ￿ E;tC1/, and if the correlation between those shocks, ￿.￿C;tC1;￿ E;tC1/, is positive
and sufﬁciently high. While the latter correlation could well be positive—Menzly, Santos, and
Veronesi (2004), Lettau and Ludvigson (2005), and Kothari, Lewellen, and Warner (2005) ﬁnd a
positive correlation between shocks to expected return and dividend growth—we suggest that a
violation of (5) seems less likely, in that it would only deepen the excess volatilitypuzzle.
This study develops andappliesan approach to estimatingexpectedreturns thatgeneralizesthe
standard predictive regression approach. The framework we propose, which we term a predictive
system, allows the predictors in xt to be imperfect, in that ￿t ¤ a C b0xt. The predictive system
also allows us to explore roles for a variety of prior beliefs about the behavior of expected returns.
Chief among these is the belief that unexpected returns are likely to be negatively correlated with
expected returns (￿uw < 0), but we also include beliefs that the degree of true predictability in
equation (1) is relatively modest and that the expected return ￿t is fairly persistent. We ﬁnd that,
compared to predictive regressions, predictive systems deliver different and substantially more
precise estimates of expected return. When predictors are imperfect, their predictive ability can
generally be supplemented by information in lagged returns as well as lags of the predictors, and
the predictive system delivers that information via a parsimonious model. The correlation ￿uw
plays a key role in determining how that additional sample information is used as well as the
relative importance of that informationin explaining variation in expected return.
The additional information in lagged returns is used in an interesting way. Suppose one be-
lieves that the conditional expected return is fairly persistent and then observes that recent returns
2have been unusually low. On one hand, since a low mean is more likely to generate low realized
returns, one might think that the expected return has declined. On the other hand, since increases
in expected futurereturnstend toaccompany pricedrops and thuslow returns,one mightthinkthat
the expected return has increased. When the correlation between expected and unexpected returns
is sufﬁciently negative, the latter effect outweighs the former and recent returns enter negatively
when estimating the current expected return. At the same time, more distant past returns enter
positively because they are more informative about the level of the unconditional expected return
than about recent changes in the conditional expected return.
We illustrate the role of lagged returns in a simpliﬁed setting where historical returns are the
only available sample information. Suppose, for example, that an investor in January 2000 is
forming an expectationof the stock marketreturnover the followingquarterbased on the post-war
history of realized market returns. Does the dramatic rise in stock prices in the 1990s increase or
decrease the investor’s expectation of future return? The answer depends on the extent to which
the 1990s’ bull market was caused by unexpected declines in expected returns. The conditional
expectedstockreturnin thissimpliﬁedsettingisjust aweightedaverageof allpastrealizedreturns,
and the weights depend on the fraction of the variance in unexpected returns that is explained by
changes in expected returns. For example, if this investor believes that fraction is about 72% (the
values of ￿2
uw implied by the estimates of Campbell(1991) are in that neighborhood), then returns
realized during the most recent decade receive negative weights in the current expected return,
while the returns from the previous four decades receive positive weights. In other words, the
investor in this example would view the 1990s’ bull marketas a bearish indicator.
Imperfection in predictors complicates inference about their relations to expected return. We
show that if predictors are imperfect, the residuals in the predictive regression of rtC1 on xt are
serially correlated. This correlation is often ignored when computing standard errors in predictive
regressions. The serialcorrelationin residualsjoinsotherfeaturesof predictiveregressions thatare
alreadywellknowntocomplicateinferences,especiallyin ﬁnitesamples,suchas persistencein the
predictorsandcorrelationbetweentheresidualsandinnovationsin thepredictors(e.g.,Stambaugh,
1999). Using our alternativeframework—thepredictivesystem—wedevelop a Bayesianapproach
that allows us to conduct clean ﬁnite-sample inference about various properties of the expected
return. This approach also allows us to incorporate reasonable prior beliefs, especially beliefs
about ￿uw, the correlation between expected and unexpected returns.
A strikingexample of the importanceof prior beliefs about ￿uw is provided by regressing post-
war U.S. stock market returns on what we call the “bond yield,” deﬁned as minus the yield on
the 30-year Treasury bond in excess of its most recent 12-month moving average. That variable
3receives a highly signiﬁcant positive slope (with a p-value of 0.001) in the predictive regression,
but its innovations are positively correlated with the residuals in that regression. The latter cor-
relation, opposite in sign to what one would anticipate for the correlation between expected and
unexpected returns, suggests that the bond yield is a rather imperfect predictor of stock returns.
When judged in a predictive system, the bond yield’s importance as a predictor depends heavily
on prior beliefs about ￿uw. With noninformative beliefs about that correlation, the bond yield ap-
pears to be a very useful predictor; for example, the posterior mode of its conditional correlation
with ￿t is 0.9. However, with a more informative belief that innovations in expected returns are
negatively correlated with unexpected returns and explain at least half of their variance, the bond
yield’s conditionalcorrelationwith￿t drops to0.2. Prior beliefsalso affectthe predictivesystem’s
advantage in explanatory power over the predictive regression. With noninformative prior beliefs,
the predictive system produces an estimate of ￿t that is 1.4 times more precise than the estimate
from the predictive regression in terms of its posterior variance, but with the more informative
beliefs, the system’s estimate is 12.5 times more precise. Moreover, under the more informative
beliefs, the current value of the bond yield explains only 3% of the variance of ￿t. Adding lagged
unexpected returns allows the system to explain 86% of this variance, and further adding lagged
predictor innovations increases the fraction of explained variance of ￿t to 95%.
We also include as predictors two more familiar choices, the market’s dividend yield and the
consumption-wealth variable “CAY” proposed by Lettau and Ludvigson (2001). Prior beliefs
about the correlationbetween expectedand unexpectedreturns play a less dramatic role with these
predictors than with the bond yield, but differentprior beliefscan nevertheless produce substantial
differences in estimated expected returns. We assess the economic signiﬁcance of these expected
return differences by comparing average certainty equivalents for mean-variance investors whose
risk aversion would dictate an all-equity portfolio (i.e., no cash or borrowing) when expected re-
turn and volatility equal their long-run sample values. When all three predictors are included,
an investor with the more informative belief mentioned above would suffer an average quarterly
loss of 1.5% if forced to hold the portfolio selected each quarter by an investor who estimates
expected return by the maximumlikelihoodprocedure(which reﬂects noninformativeviews about
all parameters, including the correlation between expected and unexpected returns).
Ferson, Sarkissian, and Simin (2003) show that persistent predictors may exhibit spurious pre-
dictive power in ﬁnite samples even if they have no such power in population (e.g., if they have
been data-mined). Our paper provides tools that can be helpful in avoiding the spurious regression
problem. A spurious predictor is unlikely to produce a substantially negative correlation between
expected and unexpected returns. Therefore, under our informative prior about this correlation, a
predictive system would likely ﬁnd the spurious predictor to be almost uncorrelated with ￿t. The
4basic intuition holds also outside the predictive system framework: if a predictor does not gen-
erate a negative correlation between expected and unexpected returns, it is unlikely to be highly
correlated with the true conditional expected return.
This study is clearly related to an extensive literature on return predictability, but it also con-
tributes to a broader agenda of incorporating economically motivated informative prior beliefs in
inference and decision making in ﬁnance. Studies in the latter vein include P´ astor and Stambaugh
(1999, 2000, 2001, 2002ab), P´ astor (2000), Baks, Metrick, and Wachter (2001), and Jones and
Shanken (2005). Studies that employ informative priors in the context of return predictability
include Kandel and Stambaugh (1996), Avramov (2002, 2004), Cremers (2002), Avramov and
Wermers (2006), and Wachter and Warusawitharana (2006).
The remainderof the paper proceeds as follows. In section 2, we ﬁrst implementthe traditional
predictive regression approach to modeling expected stock returns and examine the estimated cor-
relations between expected and unexpected returns. We then present our alternative approach, the
predictive system, and discuss its implications for expected stock returns. Section 3 presents our
empirical results. We ﬁrst outline our Bayesian approach to estimating the predictive system and
discuss the speciﬁcations of prior beliefs. We then compare the explanatory powers of the predic-
tive system and predictive regression, assess the degree to which various predictors are correlated
with expected return, and analyze the behavior of estimated expected returns. Finally, we decom-
pose the variance of expected return into components due to the current predictor values, lagged
unexpected returns, and lagged predictor innovations. Section 4 reviews the paper’s conclusions.
Many technical aspects of our analysis are presented in the Appendix.
2. Modeling Expected Returns
2.1. Traditional Approach: Predictive Regression
We begin by estimating predictive regressions on quarterly data for three predictors. The ﬁrst
predictoristhemarket-widedividendyield, whichisequaltototaldividendspaidover theprevious
12 months divided by the current total marketcapitalization. We compute the dividend yield from
the with-dividend and without-dividend monthly returns on the value-weighted portfolio of all
NYSE, Amex, andNasdaqstocks, whichweobtainfromtheCenterforResearchin SecurityPrices
(CRSP) at the University of Chicago. The second predictor is CAY from Lettau and Ludvigson
(2001), whose updated quarterly data we obtain from Martin Lettau’s website. The third predictor
is the “bond yield,” which we deﬁne as minus the yield on the 30-year Treasury bond in excess of
5its most recent 12-monthmoving average. The bond yield data are from the Fixed Term Indices in
the CRSP Monthly Treasury ﬁle. The three predictors are used to predict quarterly returns on the
value-weightedportfolio of all NYSE, Amex, and Nasdaq stocks in excess of the quarterly return
on a one-month T-bill, which is also obtained from CRSP.
Whereas the ﬁrst two predictors have been used extensively, the third predictor appears to
be new. It seems plausible for the long-term T-bond yield to be related to future stock returns
since expected returns on stocks and T-bonds may comove due to discount-rate-related factors.
Subtracting the 12-month average yield is an adjustment that is commonly applied to the short-
term risk-free rate (e.g., Campbell and Ammer, 1993).
Table I reports the estimated slope coefﬁcients O b and the R2’s from the predictive regressions,
as well as the estimated correlations between unexpected returns and the innovations in expected
returns. To obtain the innovations in expected return, we make the common assumption that the
vector of predictors follows a ﬁrst-order autoregressive process,
xt D ￿ C Axt￿1 C vt; (6)
where vt is distributed independently through time. The correlation between expected and unex-
pected returns is then simply Corr.b0vt;et/, where the predictive regression disturbance is et D
rt ￿ a ￿ b0xt￿1. Table I also reports the OLS t-statistics and the bootstrapped p-values associated
with these t-statistics as well as with the R2s. Panel A reports the full-sample results covering
1952 Q1 – 2003 Q4. Panels B and C report sub-sample results.2
The results suggest that all three predictors have some forecasting ability. The dividend yield
produces the weakest evidence (highest p-values, lowest R2s) in all three sample periods. When
included as the single predictor, the dividend yield is marginally signiﬁcant in the full sample (p-
value of 5:7%). It is signiﬁcant in the ﬁrst subperiod (p D 1:4%) but not in the second subperiod
(p D 40:9%). Thesigniﬁcanceofthedividendyieldweakensfurtherwhentheothertwopredictors
are included in the predictive regression.
In contrast, both the bond yield and CAY are highly signiﬁcant predictors. When used alone,
both predictors exhibit p-values of 0.1% or less in the full sample, and they are also signiﬁcant in
both subperiods. If judged by the p-values, CAY is the stronger predictor in the ﬁrst subperiod but
the bond yield is stronger in the second subperiod. When all three predictors are used together,
both CAY and the bond yield are highly and about equally signiﬁcant in the full sample.
2Since we use the T-bond and T-bill yields in our analysis, we begin our sample in 1952, after the 1951 Treasury-
Fed accord that made possible the independent conduct of monetary policy. Campbell and Ammer (1993), Campbell
and Yogo (2006), and others also begin their samples in 1952 for this reason.
6In addition to the p-values and R2s, it is also informative to examine the correlations between
expectedand unexpected returns, shown in the fourth column of Table I. When the single predictor
is either the dividend yield or CAY, these correlations are negative and highly signiﬁcant: -91.9%
for the dividend yield and -53.6% for CAY in the full sample. These negative correlations are
not surprising since both predictors are negatively related to stock prices, by construction. For the
bond yield, however, this correlation is positive and highly signiﬁcant in all three sample periods,
ranging from 21.7% to 25.1%. This positive correlation makes it unlikely that the bond yield is
perfectlycorrelated with the true conditional expected return.
The correlation between expected and unexpected returns is a useful diagnostic that should
be considered when examining the output of a predictive regression. Basic economic principles
suggest that this correlation is likely to be negative, so predictive models in which this correlation
is positive seem less plausible.3 The model in which the bond yield is the single predictor is a
good example. Based on the predictive-regression p-value, the bond yield would appear to be a
highly successful predictor whose forecasting ability is better than that of the dividend yield and
comparable to that of CAY. However, the bond yield produces expected return estimates whose
innovations are positively correlated with unexpected returns, suggesting that this predictor is im-
perfect. We suspect that the same statement can be made about many macroeconomic variables
that the literature has related to expected returns. In the rest of the paper, we develop a predictive
framework that allows us to incorporate the prior belief that the correlation between expected and
unexpected returns is negative.
2.2. Predictive System
In the predictiveregression approach, theexpected returnis modeledas a linearcombinationof the
predictors in xt. We generalize this approach to recognize that no combination of those predictors
need capture perfectly the true unobserved expected return, ￿t. Our alternative framework, which
we call a predictive system, combines the three equations in (1), (2), and (6):
rtC1 D ￿t C utC1 (7)
xtC1 D ￿ C Axt C vtC1 (8)
￿tC1 D ˛ C ˇ￿t C wtC1; (9)
3Strictly speaking, the arguments based on equations (3) and (5) apply when rtC1 denotes the total (real) stock
return, but they should hold to aclose approximationalso when rtC1 denotesthe excess stock return, as used here. For
excess returns, Campbell(1991) shows thatequation (3)has an additionaltermrepresentingnews aboutfuture interest
rates, and he estimates the variance of that term to be typically an order of magnitude smaller than the variances of
￿C;tC1 and ￿E;tC1.




























We assume throughout that 0 <ˇ<1 and that the eigenvalues of A lie inside the unit circle.
The predictive system is a version of a state-space model in which there is non-zero correlation
among all of the model’s disturbances.4 The predictive system nests the predictive regression
model discussed earlierwhen ￿t is perfectlycorrelated with b0xt, requiring wt D b0vt and A0b D
ˇb.5 In general, though, the predictors in xt are correlated with ￿t but do not capture it perfectly.
An extreme version of imperfect predictors occurs when there are no predictors, so that equation
(8) is absent from the system and the data include only returns. In fact, we will use that simpliﬁed
setting later in this section to illustrate some properties of the predictive system before moving on
to our principal setting in which the predictors are present.
The valueof ￿t is unobservable,but the predictivesystemalso impliesa valuefor E.￿tjDt/ D
E.rtC1jDt/, whereDt denotesthehistory of returnsand predictorsobservedthrough timet. Using
the Kalman ﬁlter, we ﬁnd that this conditional expected return can be written as the unconditional
expected return plus linear combinations of past return forecast errors and innovations in the pre-
dictors. Speciﬁcally, if we deﬁne the forecast error for the return in each period t as
￿t D rt ￿ E.rtjDt￿1/; (11)
then the expected return conditional on the history of returns and predictors is given by














and m and n are functions of the parameters in equations (7) through (10).6 When the predictors
4Harvey (1989) provides a textbook treatment of state-space models, including a brief discussion of the case with
non-zero correlations among all the disturbances. In the Appendix, we provide an independent treatment speciﬁc to
the system in (7) through (10). Studies that analyze the predictability of stock and bond returns using state space
models include Conrad and Kaul (1988), Johannes, Polson, and Stroud (2002), Ang and Piazzesi (2003), Brandt and
Kang (2004), Dangl and Halling (2006), Duffee (2006), and Rytchkov(2006).
5A0b D ˇb means that ˇ is an eigenvalue of A0 corresponding to the eigenvector b; one example is A D ˇI.
6In general, m and n are also functions of time, but as the length of the history in Dt grows long, they converge
to steady-state values that do not depend on t. That convergence is reached fairly quickly in the settings we consider.
We ﬁrst present the steady-state expressions, for simplicity, but later employ the ﬁnite-sample Kalman ﬁlter as well.
The Appendix derives the functions m and n in ﬁnite samples as well as in steady state. The Appendix also shows (in
equationA54)thattheﬁnite-sampleversionsofm andncanbe interpretedasthe slopecoefﬁcients fromtheregression
of ￿t on rt and xt, respectively, conditional on the sample informationat time t ￿ 1.
8approach perfection, where wt D b0vt and A0b D ˇb, then m approaches zero and n approaches
b. At those limiting values, equation (12) becomes






D E.r/ C b
0Œxt ￿ E.x/￿; (15)
which is identical to a C b0xt, the conditional mean given by the predictive regression. When the
predictors are imperfect, however, their entire history enters the conditional expected return, since
the weighted sum of their past innovations in equation (12) does not then reduce to a function of
just xt. Moreover, when the predictors are imperfect, the expected return depends also on the full
history of returns in addition to the history of the predictors.
It is also easy to establish that equation (12) implies a recursive representationfor returns,
rtC1 D .1 ￿ ˇ/E.r/ C ˇrt C n
0vt ￿ .ˇ ￿ m/￿t C ￿tC1: (16)
This representation shows that in the absence of predictors (i.e., without the n0vt term), stock










w=.1 ￿ ˇ2/ is the unconditional variance of ￿t. As a result, the serial correlation in
stock returns can be positive or negative, depending on the parameter values. The knife-edge case
of zero autocorrelationobtains for ￿uw D￿ ˇ￿w=.￿u.1 ￿ ˇ2//.
2.3. Expected Return: The Role of ￿uw
A key feature of the predictive system, in addition to accomodating imperfect predictors, is
the ability to incorporate economically motivated prior beliefs about ￿uw, the correlation between
the unexpected return, ut, and the innovation in the expected return, wt. As discussed earlier, it
seems likely that ￿uw < 0. We ﬁnd that incorporating such beliefs about ￿uw plays a key role in
computing expected returns and assessing the usefulness of various predictors.
As mentioned earlier, an extreme version of imperfect predictors occurs when there are no
predictors, so that Dt includes only the return history. This special case provides a simpliﬁed
setting in which to illustrate the critical role ￿uw can play in the relation between Dt and the
conditional expected return. With no predictors, the summation on the right-hand side of equation
(12)includesonlytheﬁrstterm,sotheconditionalexpectedreturnissimplyaweightedsumof past
9forecast errors in returns (thereby giving the Wold representation). We consider here an example
with the predictive R-squared—the fraction of the variance in rtC1 explained by ￿t—equal to
0.05, ˇ equal to 0.9, and four different values of ￿uw ranging from -0.99 to 0. Panel A of Figure
1 plots the values of ￿s.D mˇs/, the coefﬁcient in equation (12) that multiplies the forecast error
￿t￿s. Not surprisingly, with ˇ D 0:9, the geometric rate of decay in the coefﬁcients makes them
relatively small by lags of around 40 periods. More interesting is the role of ￿uw in determining
m. Differencesin m across the values for ￿uw produce strikingly different behaviors for the ￿s’s.
The results in Figure 1 can be understood by noting that there are essentially two effects of
the return history on the current expected return. The ﬁrst might be termed the “level” effect.
Observing recent realizedreturns that were higherthan expectedsuggests that they were generated
from a distribution with a higher mean. If the expected return is persistent, as it is in this example
with ˇ D 0:9, then that recent history suggests that the current mean is higher as well. So the level
effect positively associates past forecast errors in returns with expected future returns. The second
effect, which might be termed the “change” effect, operates via the correlation between expected
and unexpected returns. In particular, suppose ￿uw is negative, as we suggest is reasonable. Then
observing recent realized returnsthat were higher than expected suggests that expected returns fell
in those periods. That is, part of the reason that realized returns were higher than expected is that
there were price increases associated with negative shocks to expected future returns and thus to
discount rates applied to expected future cash ﬂows. So the change effect negatively associates
past forecast errors in returns with expected future returns. Overall, the net impact of the return
history on the current return depends on the relative strengths of the level and change effects.
The level and change effects can be mapped into the return autocovariance in (17). When ￿uw
is sufﬁciently negative, then ˇ￿2
￿ < ￿￿uw, returns are negatively autocorrelated, and the change
effect prevails. Also, m < 0 in that case, so the ￿s’s in (13) are negative. When ˇ￿2
￿ > ￿￿uw,
returns are positively autocorrelated, the ￿s’s are positive, and the level effect prevails.
When ￿uw D 0, there is no change effect and only the level effect is present. For that case, the
￿s’s in Figure 1 start at a positive value for the ﬁrst lag, about 0.04, and then decay toward zero.
The level and change effects offset each other when ￿uw D￿ 0:47 (this is the knife-edge case of
zero autocorrelation in equation (17)), or when the fraction of the variance in unexpected returns
explained by expected-return shocks, ￿2
uw, is about 22%. In that case, the ￿s’s plot as a ﬂat line at
zero. This result is worth emphasizing: for ￿uw D￿ 0:47, rational investors do not update their
beliefs about expected return at all, regardless of what realized returns they observe. The change
effect dominates when ￿ D￿ 0:85, where the ￿s’s start around -0.04 at the ﬁrst lag, and it is even
stronger when ￿ D￿ 0:99, where the ￿s’s start around -0.08. Clearly, the correlation between
10expected and unexpected returns is a critical determinantof the relationbetween the return history
and the current expected return.
Since the forecast errors (￿t’s) in the above analysis are deﬁned relative to conditional expec-
tations that are updated through time based on the available return histories, part of the effects of
past return realizations are impounded in those earlier conditional expectations. To isolate the full
effect of each past period’s total return, we can subtract the unconditional mean from each return,
deﬁning ￿U
t D rt ￿ E.r/, and then rewrite the conditional expected return in equation (12) as











where, again in steady state,
!s D m.ˇ ￿ m/
s (19)
ıs D n.ˇ ￿ m/
s: (20)
It can be veriﬁed that ˇ ￿ m ￿ 0. Panel B of Figure 1 plots the values of !s in the same no-
predictor example discussed above. The patterns are qualitatively similar to those in Panel A, in
that the !s’s are again positive and declining for ￿uw D 0, ﬂat at zero for ￿uw D￿ 0:47, and
negative and increasing for ￿ D￿ 0:85 and ￿ D￿ 0:99. In this representation, though, the rates of
geometric decay differ, since they depend on m, and returns at longer lags exert a greater relative
impact as ￿uw takes larger negative values.
In practice, the true unconditional mean E.r/ must be estimated. Consider again the no-
predictor case where, in equation (18), the summation on the right-hand side is truncated at
s D t ￿ 1 and E.r/ is replaced by the sample mean, .1=t/
Pt
lD1 rl. Then, given ˇ and m (essen-
tially second-moment quantities), the estimated conditional expected return becomes a weighted


















sD0 ￿s D 1. The weights (￿s’s) areplottedin PanelC of Figure 1 for t D 208, corresponding
to the number of quarters used in our empirical analysis. When ￿uw D 0, all past returns enter
positively but recent returns are weighted more heavily. In the ￿uw D￿ 0:47 case, where the
level and change effects exactly offset each other, all of the weights equal 1=t, so the conditional
11expectedreturnis thenjust thehistoricalsampleaverage. For thelargernegative￿uw values,where
the change effect is stronger, the weights switch from negative at more recent lags to positive at
moredistantlags(as theweightsmust sumtoone). For example,whenchangesin expectedreturns
explain about 72% of the variancein unexpected returns(￿uw D￿ 0:85), the returns from the most
recent 10 years (40 quarters) contribute negatively to the estimated current expected return, while
the returns from the earlier42 years contribute positively.
An additional perspective on the role of ￿uw is provided by the time series of conditional
expected returns plotted in Figure 2. In constructing these series, we maintain the no-predictor
setting presented above, with the same parameter values as in Figure 1. The unconditional mean
return E.r/ is set equal to the sample average for our 208-quarter sample period, and then, starting
from the ﬁrst quarter in the sample, the conditional mean is updated through time using the ﬁnite-
sample Kalman ﬁlter applied to the realized returns data. As before, the level and change effects
exactly offset each other when ￿uw D￿ 0:47, so the conditional expected return in that case is
simply the ﬂat (dashed) line at the sample average for the period. The most striking feature of
the plot is that the expected return series for ￿uw D 0 (solid line) is virtually the mirror image of
the series for ￿uw D￿ 0:85 (dash-dot line). For example, when ￿uw D￿ 0:85, the conditional
expected return plots above the unconditional mean during much of the 1970’s and early 1980’s
by amounts that, quarter by quarter, correspond closely to the amounts by which the conditional
expected return plots below the unconditional mean when ￿uw D 0. Moreover, the differences
among the various seriesof conditional expectedreturns are large in economic terms, often several
percent per quarter. As before, we see that ￿uw plays a key role in estimating expected returns.
2.4. Predictive System vs. Predictive Regression
Predictive systems have interesting implications for the predictive regression,
rtC1 D a C b
0xt C etC1: (23)
This regressions’s coefﬁcients and residual variance can be computed from the parameters of the














D ˇVar.￿tjxt/ C Cov.ut;wt ￿ b
0vt/: (24)
7For example, b can be computed from the system’s parameters as b D V ￿1
xx Vx￿, where Vxx is given in the
Appendix in equation (A16), Vx￿ D .IK ￿ ˇA/￿1￿vw, and IK is a K ￿ K identity matrix.
12With imperfect predictors, Var.￿tjxt/>0, wt ¤ b0vt, and Cov.et;etC1/ is generally non-zero.8
This serial correlation in the residuals complicates the calculation of standard errors in the predic-
tive regression approach.
Ferson, Sarkissian, and Simin (2003) make a similar point when the predictor is “spurious,”
or uncorrelated with expected return. Their setting is a special case of (7)–(9) with one predictor
and a diagonal covariance matrix in (10).9 In specifying a diagonal covariance matrix for the
disturbances, they assume not only that the predictor is spurious but also that the innovations in
expected return are uncorrelated with unexpected returns (i.e., ￿uw D 0). In this special case, we
see from (24) that Cov.et;etC1/ D ˇ￿2
￿. Ferson et al. do not report this expression but do ﬁnd,
using simulations, that the positive residual serial correlation can substantially affect inference in
predictive regressions. Duffee (2006) also uses simulations to make a related point in the context
of bond predictability.
In contrast to a predictive regression, the predictive system allows us to conduct ﬁnite-sample
inferences that explicitly incorporate predictor imperfection. The predictive system also produces
more precise inferences about expected returns. To demonstrate this, we compare the explanatory
powers of the system and the regression for a broad range of parameter values. Speciﬁcally, we
compare the R2 in the regression of rtC1 on xt for the predictive regression with the R2 in the
regression of rtC1 on E.rtC1jDt/ ￿ E.￿tjDt/ for the predictive system. The ratio of these R2







since each of the R2 values in the latter ratio is equal to its corresponding value in the ﬁrst ratio
multiplied by Var.rtC1/=Var.￿t/. The parameters in equations (7) through (10) can be used to







As shown in the Appendix, we can solve analytically for the steady-state value of Var.￿tjDt/,










The ratio on the right-hand side of equation (25) is then computed as R2
1=R2
2. Note that this R2
ratio cannot exceed one because xt 2 Dt. In other words, the predictive system always produces
8If the predictors are perfect, Var.￿tjxt/ D 0 and wt D b0vt, so Cov.et;etC1/ is then zero.
9The objectives of Ferson et al. differ from ours. For example, they do not use this multiple-equation setting to
estimate expected return or to examine its dependence on lagged returns and predictors.
13a more precise estimateof ￿t than the predictive regression, simply because it uses more informa-




case. We use the same values for the true predictive R2 and ￿uw as before but we now let ˇ take
not only the value of 0:9 but also 0:97, and we do the same for A. Note that 0.97 is closer to the
quarterly sample autocorrelations of predictors such as the dividend yield. Finally, we let ￿vw,
the correlation between vt and wt, range from 0.1 to 0.9. The parameter combinations given do
not uniquely determineR2
1=R2
2, so for each combination Table II reports that ratio’s minimumand
maximumvaluesas wellas its mean,computedas theequallyweightedaverageacross valuesfrom
-1 to 1 for the partial correlation of ut and vt given wt.
Table II shows that the R2 ratio can takeessentially any value in its admissible range of .0;1/,
but some interestingpatterns emerge. The degree of imperfectionin the predictor is low when ￿vw
is high and when ￿t and xt have similar autocorrelations(ˇ ￿ A). The relativeexplanatorypower
of the predictive regression should be the highest in those cases and, indeed, when ￿vw D 0:9
and ˇ D A .D 0:9/, R2
1=R2
2 ranges from 0.81 to 1.0 and is relatively insensitive to ￿uw. With
more imperfection in the predictor, the relative performance of the predictive regression can fall
substantially. Even maintaining ￿vw D 0:9 but letting ˇ and A assume different values, 0.9 versus
0.97, results in R2
1=R2
2 dropping below 0.70, sometimes considerably so. In other words, simply
having a predictor whose persistence departs from that of the true expected return by what might
seem a rather modest degree is sufﬁcient to place the predictive regression at a distinctly greater
disadvantage in terms of explanatorypower.
Figure 3 compares the R2’s from predicting rtC1 using the predictive system, the predictive
regression, and the ARMA(1,1) model in equation (16). The four panels correspond to the values
f0;0:3;0:6;0:9g for ￿vw, the conditional correlation between ￿t and the single predictor xt.I n
all four panels, ˇ D A D 0:9, and the true predictive R2 (from the regression of rtC1 on ￿t)i s
0.05. We consider two values of ￿uv, “high” and “low”, which correspond to partial correlations
between ut and vt given wt of ￿uvjw D 0:9 and ￿uvjw D￿ 0:9, respectively.
Since all three approaches compared in Figure 3 use only information observable at time t,
they all produceR2’s smallerthan 0.05. The R2 from the predictiveregression rises from 0 to 0.04
as ￿vw rises from 0 to 0.9 across the four panels. This increase is intuitive: as ￿t and xt become
more highly correlated, the predictive regression becomes more useful in predicting returns. The
predictive regression R2 is invariant to ￿uw. In contrast, the R2 from the ARMA(1,1) model,
which summarizes the usefulness of past returns in predicting future returns, is heavily inﬂuenced
by ￿uw. When ￿uw D￿ 0:47, this R2 is zero: past returns contain no information about future
14returns because the level and change effects cancel out, as explained earlier. For ￿uw ¤￿ 0:47,
stock returns are serially correlated and the ARMA(1,1) R2 is positive; in fact, it can be higher
than the predictive regression R2. For example, when ￿vw D 0:3 and ￿uw … .￿0:74;￿0:13/, past
returns are more useful than xt in predicting rtC1. The highest R2’s are invariably achieved by
the predictive system. In all four panels of Figure 3, there exist unique values of ￿uw at which the
system is no more useful than the regression or ARMA(1,1), but for all other values of ￿uw, the
system’s R2 is higher. This is not surprising since the system uses more informationthan the other
two approaches.
In short, Table II and Figure 3 show that when the predictors are imperfect, the conditional
expected returns delivered by the predictive system are often considerablymore precise than those
from the predictive regression. The comparison of the explanatory powers of the two approaches
has thus far been conducted with parameter values taken as given. In the next section, we com-
pare the predictive system with the predictive regression in settings in which all parameters are
estimatedfrom the data, with or without economicallymotivated priors.
3. Empirical Analysis
Inthissectionweusethepredictivesystemtoconductanempiricalanalysisofreturnpredictability.
We ﬁrst discuss identiﬁcationissues and use the system to estimateexpected returns via maximum
likelihood. Then we turn to the main analysis, which takes a Bayesian approach.
3.1. Identiﬁcation and Maximum Likelihood Estimation
We have discussed how an important feature of the predictive system is its ability to incorporate
economicallymotivatedprior beliefsabout parameterssuch as ￿uw. In the absence of any priors or
parameterrestrictions, not all of the parameters in equations (7) through (10) are identiﬁed. Of the
parameters in the covariance matrix in (10), denoted by ˙, only ˙vv is identiﬁed just by the data.
Identifying the remaining elementsrequires additional information about at least one of them. We
can neverthelessobtainestimatesof conditionalexpectedreturnsusing equations(8)and (16). The
parameters in these equations are identiﬁed and can be estimated using, for example, maximum
likelihood. Recall that equation (16) follows directly from the steady-state representation of the
predictive system’s conditional expected return in equation (12). As the length of the sample
grows, estimatesof the parameters in (16) and thus (12) will converge to values that do not depend
on priorbeliefsaboutthe parametersin the predictivesystem(as longas thosepriors do not strictly
15preclude such values). Therefore, after observing a sufﬁciently long sample, prior beliefs about
￿uw, for example, will not impact forecasts of future returns. (Our actual sample is evidently not
long in that sense, as prior beliefs about ￿uw exert a substantial effect on estimates of expected
returns.) On the other hand, given the lack of full identiﬁcation of ˙, prior beliefs about ￿uw will
mattereven in large samples when making inferences about the correlation between the predictors
and the true unobservableexpected return ￿t.
Figure 4 plots the time series of expected returns obtained via maximum-likelihoodestimation
of the predictive system (equations (8) and (16)) as well as the expected-returnestimates obtained
from OLS estimation of the predictive regression. Panels A and B display results with a single
predictor, either the dividend yield or CAY. In Panel C, those variables are combined with the
bond-yield variable in the three-predictor case. First, observe that the ﬂuctuation of the expected
return estimates seems too large to be plausible. In Panel B, for example, expected returns range
from -5% to 8% per quarter, and the range is even wider in Panel C. Later on, we obtain smoother
time series of ￿t by specifying informative prior beliefs. Second, observe that although the series
of estimated expected returns exhibit marked differences across the three sets of predictors, the
differences between the predictive-regression estimates and the predictive-system estimates for a
given set of predictors are much smaller.10
3.2. Bayesian Approach
We develop a Bayesian approach for estimating the predictive system. This approach has several
advantages over the frequentist alternatives such as the maximum likelihood approach. First, the
Bayesian approach allows us to specify economically motivated prior distributions for the param-
eters of interest. Second, it produces posterior distributions that deliver ﬁnite-sample inferences
about relatively complicated functions of the underlying parameters, such as the correlations be-
tween ￿t and xt and the R2s from the regression of rtC1 on ￿t. Finally, it incorporates parameter
uncertainty as well as uncertainty about the path of the unobservable expected return ￿t.
WeobtainposteriordistributionsusingGibbs sampling, aMarkovChainMonteCarlo(MCMC)
technique(e.g., Casellaand George, 1992). In each step of the MCMC chain, we ﬁrst draw the pa-
rameters.￿;A;˛;ˇ;˙/conditionalon thecurrentdrawof f￿tg, andthenwe usetheforward ﬁlter-
ing, backward sampling algorithm developed by Carter and Kohn (1994) and Fr¨ uhwirth-Schnatter
(1994) to draw the time series of f￿tg conditional on the current draw of .￿;A;˛;ˇ;˙/. The
10We also estimate expected returns from the predictive system under diffuse priors (the discussion of prior beliefs
follows later in the text). We ﬁnd that the resulting estimates (not plotted here) behave similarly to both the OLS
estimates from the predictive regression and the maximumlikelihood estimates from the predictivesystem.
16details are in the Appendix.
We impose informative prior distributions on three quantities:
1. The correlation ￿uw between unexpected returns and innovations in expected returns,
2. The persistence ˇ of the true expected return ￿t,
3. The predictive R2 from the regression of rtC1 on ￿t.
These prior distributions are plottedin Figure 5.
The key prior distribution is the one on ￿uw. We consider three priors on ￿uw, all of which are
plotted in Panel A of Figure 5. The “noninformative” prior is ﬂat on most of the .￿1;1/ range,
with prior mass tailing off near ˙1 to avoid potentialsingularity problems. The “less informative”
prior imposes ￿uw < 0 in that 99.9% of the prior mass of ￿uw is below zero. As shown in Panel
B, this prior implies a relatively noninformativeprior on ￿2
uw, with most prior mass between 0 and
0.8. Finally, the“moreinformative”prioron ￿uw isspeciﬁedsuch thattheimpliedprioron ￿2
uw has
99.9% of its mass above 0.5, with a mean of about 0.77. Since ￿2
uw is the R2 from the regression
of unexpected returns on shocks to expected returns, it represents the fraction of market variance
that is due to news about discount rates (see equation (4)). Therefore, the more informative prior
reﬂects the belief that at least half of the variance of market returns is due to discount rate news.
This belief is motivated by the evidence of Campbell (1991), Campbell and Ammer (1993), and
others who show that aggregate marketreturns are driven mostly by discount rate news.
Campbell(1991)uses avector-autoregressiveapproachtodecomposeunexpectedstockmarket
returns into components due to cash ﬂow shocks, ￿C;tC1, and discount rate shocks, ￿E;tC1, as in
our equation (3). He considers two subperiods, 1927–1951 and 1952–1988. Since our sample
begins in 1952, we can use Campbell’s results from the 1927–1951 period as one source of prior
information. Based on quarterly data (which we use in our empirical work), Campbell estimates
in his Table 2 that ￿.￿E;tC1/>￿. ￿ C;tC1/ in 1927–1951, meaning that discount rate news is more
importantthan cash ﬂow news in explainingthe varianceof stock marketreturns.11 The sametable
also reports estimates of the variance of ￿E;tC1, ￿2
￿E, and its covariance with ￿C;tC1, ￿.￿C;￿ E/,
both as fractions of ￿2











. Given equation (4), we interpret these values as implied
estimatesof ￿uw. For the 1927–1951 period, Campbell’s results imply values of ￿uw ranging from
11Note that this result makes the condition in (5) hold trivially since ￿.￿C;tC1;￿ E;tC1/<1. Moreover, Campbell
obtains negative estimates of ￿.￿C;tC1;￿ E;tC1/ for the 1927–1951 period, which again makes the condition in (5)
hold trivially independent of ￿.￿E;tC1/=￿.￿C;tC1/. Campbell’s empirical results from a sample period that predates
our sample therefore provide further support to the prior beliefthat ￿uw < 0.
17-0.67 to -0.87 across three different speciﬁcations. In 1952–1988, the implied estimates of ￿uw
range from -0.92 to -0.94, and in the full sample, 1927–1988, they range from -0.71 to -0.86. The
implied estimates of ￿2
uw range from 0.50 to 0.74 in 1927–1988, from 0.44 to 0.76 in 1927–1951,
and from 0.84 to 0.88 in 1952–1988. The estimates of ￿2
uw implied by the evidence of Campbell
and Ammer (1993) in their Table III range from 0.86 to 0.91. All of these estimates seem to be in
line with the more informative prior on ￿uw in Figure 5.
Note that putting a prior on ￿uw presents a technical challenge. We do not impose the standard
invertedWishartprior on thecovariancematrix˙ because sucha priorwouldbeinformativeabout
all elementsof ˙, not only about ￿uw, and we see no economic reason to be informativeabout the
variance of vt or about its covariances with the other error terms. Instead, we build on Stambaugh
(1997) and form the prior on ˙ as the posterior from a hypothetical sample that contains more
information about the covariance between ut and wt than about the other covariance elements of
˙. The details are in the Appendix.
In additionto puttingaprior on ￿uw, we also imposea prior beliefthatthe conditionalexpected
return ￿t is stable and persistent. To capture the belief that ￿t is stable, we impose a prior that the
predictive R2 from the regression of rtC1 on ￿t is not very large, which is equivalentto the belief
that the total variance of ￿t is not very large. The prior on the R2, which is plotted in Panel C of
Figure 5, has a mode close to 1%, most of its mass is below 5%, and there is very little prior mass
above 10%. To capture the belief that ￿t is persistent, we impose a prior that ˇ, the slope of the
AR(1) process for ￿t, is smaller than one but not by much.12 The prior on ˇ, which is plotted in
Panel D of Figure 5, has most of its mass above 0.7 and there is virtually no prior mass below 0.5.
We do not impose a prior belief that ￿t > 0. Although such a belief is reasonable under a fully
rational view, we do not wish to preclude the possibility that some of the variation in ￿t is driven
by investor sentiment. The prior distributions on all other parameters (￿;A;˛, and most elements
of ˙) are noninformative.
3.3. Explanatory Advantage of the Predictive System
In Section 2.4., we show in a theoretical setting that a predictive system produces more precise
estimatesof expectedreturnthana predictiveregression. In this section, we quantifytheadvantage
of the predictive system empirically. The sample period is 1952 Q1 – 2003 Q4, as before.
Recall that our theoretical comparison of the explanatory powers of the predictive system and
12Ferson, Sarkissian, and Simin (2003, footnote 2) discuss several reasons to believe expected return is persistent.
18the predictive regression is based on the ratio of two R2’s in equation (25) and that, the smaller
the R2 ratio, the larger the advantage of using the predictive system. Table III shows the posterior
means and standard deviations of the R2 ratios for four different priors and four different sets of
predictors. First, observe that the posterior means of the R2 ratios are all comfortably lower than
one, ranging from 0.08 to 0.86 across the 16 cases, and from 0.46 to 0.70 when all three predictors
are used jointly. This result shows that the theoretical explanatory advantage of the predictive
system extends to our empirical setting. Second, the R2 ratios are sensitive to the prior on ￿uw.
For example, with the bond yield as the single predictor, the R2 ratio is estimatedto be 0.73 under
the diffuse prior. When we impose the prior belief that ￿uw is negative, the R2 ratio declines to
0.34 under the less informative prior and then further to 0.08 under the more informative prior. In
otherwords, underthe priorthat morethanhalf of themarketvarianceis due todiscount ratenews,
the expected return estimates from the predictive system are about 12.5 times more precise than
those from the predictive regression. For the dividend yield, we observe the opposite pattern—the
R2 ratio increases from 0.28 to 0.59 to 0.81 for the same priors. The opposite patterns result from
the opposite effects that the prior on ￿uw has on the adequacy of xt as a predictorin the two cases,
as we will see later.
The predictive system produces more precise expected return estimates because it uses more
information, not only the most recent predictor values but also their lags and the full history of
asset returns. One way to analyze this additional information is to examine the coefﬁcients ￿s
and ￿s from equation (12), which capture the inﬂuence of past unexpected returns and predictor
innovations on the estimate of expected return. Figure 6 plots the ﬁrst 30 lags of ￿s and ￿s. Both
coefﬁcientsdecayas the numberof lags increases, by construction, butthey aremostly nontrivially
different from zero at the ﬁrst 10-20 quarterly lags. Both coefﬁcients also depend on the prior for
￿uw, as expected.
Another way of comparing the predictive system with the predictive regression is to compare
their estimates of the slope coefﬁcient b from the predictive regression. Figure 7 plots the pos-
terior distributions of b computed under three scenarios. The dashed line is the posterior of b
computed from the predictive regression under no prior information. This posterior has a Studentt
distribution whose mean is equal to the maximum likelihood estimate (MLE) of b (Zellner, 1971,
pp. 65–67). The dashed line thus represents “conventional inference” on predictability. The other
two lines in Figure 7 plot the implied posteriors of b computed from the predictive system.13 The
dotted line corresponds to the prior that is noninformative about ￿uw but informative about the
13Although b does not play an explicit role in the predictive system, its value can be computed from the system’s
parameters, as shown in footnote 7. Posterior draws of b can thus be constructed from the posterior draws of the
underlying parameters. We construct the posteriors of several other quantities such as ￿s in the same manner.
19process for ￿t (i.e., ˇ and R2). In all three panels of Figure 7, the dotted line is substantially
differentfrom the dashed line, which means that imposing the prior that ￿t is stable and persistent
signiﬁcantly affects the inference about predictability. Put differently, in the standard predictive
regression approach, which does not impose such a prior, the estimates of ￿t are more variable or
less persistentor both(recallFigure 4). In addition, the dottedline is shifted towardzero compared
to the dashed line, which means that the prior belief that ￿t is stable and persistent weakens the
evidence of predictability. Finally, the solid line corresponds to the prior that is informative not
only about the process for ￿t but also about ￿uw. The prior on ￿uw clearly affects the inference
aboutpredictability. For example,considerPanelA, in whichthe singlepredictoristhe bond yield.
Whereas the traditional inference (dashed line) would conclude with almost 100% certainty that
the bond yield is a useful predictor (b > 0), the system-based inference with the more informative
prior on ￿uw (solid line) concludes no such thing because almost half of the posterior mass of b
is below zero. This prior also slightly weakens the predictive power of CAY but it strengthens the
predictive power of the dividend yield.
3.4. How Imperfect Are Predictors?
The predictive system also allows us to learn about the correlation between the expected return
￿t and one or more predictors. Since ￿t is not observed, the manner in which one learns about
such correlationsmerits some discussion. Consider, for simplicity, the case of a single predictorxt
whose autocorrelationA is equal to ˇ. The unconditional correlation between the expected return
and the predictor, ￿x￿, is then equal to ￿vw, the conditional correlation.14 By virtue of the fact that
the correlation matrix for .ut vt wt/ must be non-negative deﬁnite, it is readily veriﬁed that
￿vw D ￿uv￿uw C ￿￿; where ￿2
￿ ￿ .1 ￿ ￿2
uv/.1 ￿ ￿2
uw/: (28)
In other words, even though correlations are not transitive (two correlations don’t imply the third),
they becomenearlytransitivewhen atleastoneof themapproaches˙1. Our priorsfor ￿vw and￿uv
are noninformative. The data reveal information about ￿uv in that with only modest predictability
in returns, the value of ￿uv is close to that of ￿rv, which can be estimated from the series of rt












15When the predictive R2 is low, ￿2
ru D .1 ￿ R2/ is close to one, and equation (28) then implies that ￿uv is well
approximated by ￿rv.
20on large negative values, then the likely values of ￿￿ in (28) are small, so the prior information
about ￿uw and the sample information about ￿uv get combined to provide information about ￿vw.
Alternatively, if the data indicate that ￿uv is close to ˙1 (e.g., in Table I, ￿uv ￿￿ 0:9 when the
predictor is the dividend yield), then again ￿￿ is likely to be small, so that ￿uv and ￿uw are again
jointly informativeabout ￿vw.
Inferences about the degrees to which the various predictors analyzed here can capture the
unobservable true expected return ￿t are summarized in Figures 8 through 10. We report results
for three predictive systems, in which the predictors are the dividend yield alone (Figure 8), the
bond yield alone (Figure 9), and the dividend yield, bond yield, and CAY together (Figure 10).
PanelAof each ﬁgureplotstheposteriordistributionof the R2 fromthe regressionof ￿t on xt.
This R2 is assumed to be one in a predictive regression, but its posterior in the predictive system
has very little mass at values close to one. In all three ﬁgures, the R2s larger than 0.8 receive very
little posterior probability and the values larger than 0.9 are deemed almost impossible, regardless
oftheprior. This evidencesuggeststhatnoneof thethreesetsof predictorsarelikelytobeperfectly
correlated with ￿t.16
The R2 also depends on the prior for ￿uw in an interestingway. In PanelA of Figure 8, becom-
ing increasingly informative about ￿uw shifts the posterior of the R2 to the right, with the mode
shifting from about 0.3 under the noninformative prior to about 0.6 under the more informative
prior. This makes sense – since the dividend yield exhibits a highly negative contemporaneous
correlation with stock returns, imposing a prior that ￿t also possesses such negative correlation
makes the dividend yield more closely related to ￿t. Exactly the opposite happens in Panel A of
Figure 9, where becoming increasingly informative about ￿uw shifts the posterior of the R2 to the
left so that its mode is close to zero under the more informative prior. This makes sense as well
because the bond yield is positively correlated with stock returns (Table I). In Panel A of Figure
10, becoming increasingly informative about ￿uw shifts the posterior to the right again. The rea-
son is that the set of predictors includes the dividend yield and CAY, both of which are negatively
correlated with contemporaneousreturns.
Panel B of each ﬁgure plots the posterior of the predictive R2 from the regression of rtC1 on
￿t. Putting a more informative prior on ￿uw increases the R2 in Figures 8 and 9 and decreases it
in Figure 10, but these effects are relatively small. Since we put a fairly informative prior on the
predictive R2 (see Panel C of Figure 5), the posterior is not dramatically different from the prior
16Note that even if xt were perfectly correlatedwith ￿t in population, the posterior of their correlation would have
nontrivialmass below one in any ﬁnite sample. Since we alwaysobserve ﬁnite samples, we alwaysperceive imperfect
correlation between xt and ￿t.
21in any of the three ﬁgures.
The remaining panels of each ﬁgure plot the posteriors of the partial correlations between
each predictor and ￿t, both conditional (￿vw) and unconditional (￿x￿). (Partial correlations are
correlations that controlfor the presenceof other predictors.) These correlationsare all well below
one and they are quite sensitive to the prior on ￿uw. As we become increasingly informativeabout
￿uw, we perceive the dividend yield to be more highly correlated with ￿t (Figure 8) and the bond
yield to be less highly correlated with ￿t (Figure 9). For CAY in Figure 10, the prior does not
affect ￿vw much but it increases ￿x￿. Among the three predictors in Figure 10, the bond yield
exhibits the lowest partial correlations with ￿t under the more informative prior. For example,
almost a third of the posterior distribution for ￿x￿ is below zero and the posterior mode is only
about 0.2. The dividend yield and CAY exhibit substantiallyhigher ￿x￿’s, with posterior modes of
about 0.7, and their conditional correlations ￿vw are even slightly higher.
Overall, Figures 8 through 10 show that our predictors are imperfectly correlated with ￿t and
that the inference about this correlation is substantially affected by the prior beliefs about ￿uw.
Prior beliefs informed by economic principles strengthen the predictive power of the dividend
yield and CAY but they weaken the predictive power of the bond yield.
3.5. Estimates of Expected Return
Figure 11 plots the time series of expected returns estimated by three different approaches. The
dashed line plots the ﬁtted values from the predictive regression. These traditionalexpected return
estimates seem too volatileto be plausible, as we also observed in Figure 4. For example, in Panel
C, which includes all three predictors, expected returns range from -6% to 9% per quarter. Not
surprisingly, imposing the prior that ￿t is stable and persistent (dotted line) produces smoother
expected return estimates. Adding the more informativeprior on ￿uw (solid line) further smoothes
the expected return estimates: in Panel C, they range from -1.5% to 3.5% per quarter. The infor-
mative priors have substantialeffects on expectedreturns notonly in PanelC butalso in PanelB in
which CAY is thesingle predictor: whilethe regression-ﬁttedvaluesrangefrom -5.5% to 7.5% per
quarter, the solid line ranges from -1.5% to 2.5%. Only in Panel A, in which the dividend yield is
the single predictor, the effectof the prior is relativelymild. The reason is that the regression-ﬁtted
values in Panel A are already fairly smooth and negatively correlated with stock returns.
While eyeballing the expected return estimates seems informative, we also compute measures
summarizingtheirdifferences. TableIV comparesﬁvedifferentseriesofexpectedreturnestimates.
The ﬁrst is the series of ﬁtted values from the predictive regression, and the others are produced
22by four different approaches to estimating the predictive system. One of the latter approaches
estimatesthepredictivesystemby MLE, whiletheotherthreeimposetheprior that￿t isstableand
persistentbut differin theirprior on ￿uw (noninformative,less informative,more informative). We
compare the ﬁve series of expected return estimates in three different ways: pairwise correlations,
mean absolute differences, and average utility losses. The utility losses are computed for a mean-
variance investor allocating between the market and the T-bill who knows the variance of market
returns but must estimatethe market’s expected return. The investor’s risk aversion is such that the
optimal portfolio is fully invested in the market, on average. We compute the investor’s certainty
equivalent loss resulting from holding a portfolio that is optimal under a different approach for
estimatingexpectedreturns. For example, the 0.15% per quarteraverageutilityloss in the ﬁrst row
of PanelAis sufferedby aninvestorwhowantstoestimateexpectedreturnin thepredictivesystem
by MLE but is forced to use the ﬁtted values from the predictive regression. Finally, the three
panels consider three different sets of predictors: the dividend yield, CAY, and the two predictors
combined with the bond yield.
Panel A of Table IV shows that when the dividend yield is the single predictor, the expected
return estimates are fairly similar across the ﬁve estimation approaches, conﬁrming the evidence
from Panel A of Figure 11. No average utility loss exceeds 0.15% per quarter, no mean absolute
difference is larger than 0.55% per quarter, and all correlations exceed 84.5%. We also observe
that imposing informative priors makes the system-based estimates closer to the regression-based
estimates. For example, the utility losses fall monotonically from 0.15% to 0.03% as move from
column two to column ﬁve in the ﬁrst row of Panel A.
The differences across the ﬁve approaches are substantially larger in Panel B where we use
CAY topredictreturns. Forexample,comparethesystem-basedestimatesobtainedbyMLEversus
the more informative prior. The mean absolute differencein expected returns is 1.65% per quarter
and the average certaintyequivalentloss from using one estimatein place of the otheris 1.40% per
quarter. Both quantities are highly economically signiﬁcant. In Panel C, where we use all three
predictors, the differences across the ﬁve approaches are even larger. For the same comparison as
earlierin this paragraph, the mean absolutedifferencein expected returnsis 1.80% per quarter and
the average certainty equivalentloss is 1.49% per quarter.
In all three panels, the smallest differences are obtained for the noninformative versus the less
informative prior on ￿uw. No average utility loss exceeds 0.06% per quarter, no mean absolute
difference is larger than 0.37% per quarter, and all correlations exceed 95.4%. However, moving
from the less informativeto the more informative prior on ￿uw can produce sizeable differencesin
expected returns. For example, the mean absolute difference in Panel C is 1.46% per quarter and
23the average utility loss is 0.84% per quarter.
To sum up, when we use the dividend yield as the single predictor, the system-based expected
return estimates are close to the regression-based estimates. In all other cases, the system and the
regression generate substantially different expected returns, and the system-based estimates are
signiﬁcantly affectedby the prior on ￿uw.
3.6. Variance Decomposition of Expected Return
In the predictive regression approach, expected return ￿t is modeled as an exact linear function
of the predictors in xt. In a predictive system, however, the data provide additional information
about ￿t because the lagged values of unexpected returns and predictor innovations also enter the
expected return estimates (see Section 2.2.). In this section, we decompose the variance of ￿t to
assess the relative importance of the various sources of information in a predictive system.
First, we rewrite the AR(1) processes for xt and ￿t in equations (8) and (9), respectively, as
moving average processes with an inﬁnite number of lags:










where Er ￿ E.rt/ and Ex ￿ E.xt/. Then we project wt linearly on ut and vt:









C ￿t D  uut C  vvt C ￿t: (31)
Substituting for wt from equation (31) into equation (30), we obtain
















where K is the number of predictors and IK is a K ￿ K identity matrix. Equation (32) shows
how the lagged values of unexpected returns ut￿i and predictor innovations vt￿i affect ￿t in the
presence of the current predictor values in xt. Based on this equation, we can decompose the
variance of ￿t into the components due to xt, fusgs￿t, and fvsgs￿t. See the Appendix for details.
Table V reports the posterior means and standard deviations of the R2s from the regressions of
￿t on xt (column 1), ￿t on xt and fusgs￿t (column 2), and ￿t on xt and fus;v sgs￿t (column 3).
24We consider four sets of predictors xt: the dividend yield, bond yield, CAY, and the combination
of all three predictors. For each set of predictors, we estimate the predictive system under three
different priors. All three priors assume that ￿t is stable and persistent but they differ in their
degree of informativeness about ￿uw.
First, note that xt never accounts for more than 63% of the variance of ￿t and that it can
account for as little as 3% of this variance. In contrast, xt combined with fus;v sgs￿t can account
for as much as 95% of the varianceof ￿t, and those components account for more than 80% of the
variance in 10 of the 12 cases in Table V. The most striking effect obtains for the bond yield, for
which adding fus;v sgs￿t to xt increases the R2 from 0.03 to 0.95. It seems clear that a predictive
regression, whichuses onlyxt to predictreturns, does notuse the dataas effectivelyas a predictive
system, which also uses fus;v sgs￿t in addition to xt.
The R2’s in Table V are substantially affected by the prior on ￿uw. For example, consider the
ﬁrst columns of Panels A and B. Under the noninformative prior on ￿uw, both the dividend yield
and the bond yield explain about a third of the variance of ￿t. As we become more informative
about ￿uw, this fraction increases from 0.34 to 0.40 to 0.57 for the dividend yield, but it decreases
from 0.33 to 0.24 to 0.03 for the bond yield. These opposite patterns reﬂect the opposite signs of
the correlations between stock returns and the two predictors, as explained earlier.
The lagged unexpected returns fusgs￿t contain a signiﬁcant amount of information about ￿t
beyond that included in xt. When fusgs￿t is added to xt in estimating ￿t, the R2’s increase
by anywhere between 7% and 83%. For example, under the more informative prior on ￿uw, the
R2 increases from 0.03 to 0.86 for the bond yield, from 0.53 to 0.87 for CAY, and from 0.63 to
0.85 when fusgs￿t is added to all three predictors. The lagged predictor innovations fvsgs￿t also
contain useful information about ￿t. When fvsgs￿t is added to xt and fusgs￿t, the R2’s increase
by between1% and 41%. The smallestincreases, of 1% to5%, obtain for the dividendyield, while
the largest increases, of 9% to 41%, obtain for all three predictors combined.
To summarize, the past values of unexpected returns and predictor innovations contain use-
ful incremental information about the current expected return. This information is used by the
predictive system but not by the standard predictive regression.
4. Conclusions
Unlike a predictive regression, a predictive system accommodates imperfect predictors as well as
the prior belief that expected and unexpected returns are negatively correlated. When predictors
25are imperfect, expected returns conditional on available data depend not only on the most recent
values of those predictors but also on lagged returns and lags of the predictors. Recent lagged re-
turns receive a negative weight when prior beliefs attribute a signiﬁcant portion of the variance in
unexpected returns to changes in expected returns. The prior for the correlation between expected
and unexpected returns can also have a substantial effect on inferences about a predictor’s corre-
lation with expected return. The lags of returns and predictors often account for a large fraction
of the variation in conditional expected returns when the predictors are imperfect. We observe
economically signiﬁcant differencesacross estimates of conditional expected returns, not only for
predictive regressions versus predictive systems but across differentspeciﬁcations of priors within
predictive systems as well.
Our initial exploration of predictive systems could be extended in many directions. We are
intentionallynoninformativeabout the degree of imperfectionin a predictor, but one could instead
incorporate an informative prior belief about a predictor’s correlation with expected return. The
latter approach is likely to be preferable when inference is less the objective than is producing the
best forecastgivenone’s ownprior judgment. The predictivesystemis formulatedas a one-period-
ahead model, but it can deliver conditional expected returns for longer horizons as well. It could
be interesting to investigate whether, when predictors are imperfect, observations of long-horizon
returns can provide additional insight into the properties of expected returns, such as their persis-
tence. We assume that the conditional mean return follows an AR(1) process, but it would also
make sense to consider more complicated processes. For example, if the mean were allowed to
have not only a slow-moving persistent component but also a higher-frequency transient compo-
nent, the bond yield, which is not very persistent, might be inferred to be more highly correlated
with the conditional mean. We also assume that the return variance is constant, but one could al-
low it to be time-varying,potentiallyin a manner correlatedwith expected return(e.g., Brandt and
Kang, 2004). We consider three predictors but it would also be interesting to examine the degrees
of imperfection in various other predictors that have been proposed in the literature.17 We ana-
lyze predictabilityin U.S. stock marketreturns, but it would also be interestingto apply predictive
systems to international markets(e.g., Ferson and Harvey, 1993).
It could also be useful to expand the predictive system to incorporate cash ﬂow news. We
have argued that the innovation in the expected return should be negatively correlated with the
unexpected return, but if one could account for the portion of the latterthat is correlated with cash
ﬂow news, the remaining portion would be driven entirely by news about expected return. These
issues are beyond the scope of this paper but they merit more attention. See Cochrane (2006) and
17See, for example, Ferson and Harvey (1991), Lamont (1998), Lewellen (1999), Ang and Bekaert (2006), Santos
and Veronesi (2006), etc.
26Rytchkov (2006) for recent analyses of the interaction between return predictabilityand cash ﬂow
predictability.
One might ask whether the predictive system produces out-of-sample forecasts with lower
mean squared error (MSE) than a simpler approach such as a predictive regression or just the sam-
ple average.18 A Bayesian investor with a quadratic (MSE) loss function would prefer a forecast
that combines his priors and the available data to estimate the conditional expected return based
on the correct model. The correct model, when estimated using a ﬁnite sample, tends to produce
out-of-sample MSEs higher than those from estimates of simpler models when the true degree of
predictability is not sufﬁciently high, as discussed by Clark and West (2004, 2005) and Hjalmars-
son (2006). Thus, a simple comparison of out-of-sample MSEs would not speak directly to the
question of whether the predictive system is the right model from the investor’s perspective. That
question, one of model selection, is beyond the scope of this study but could be an interestingarea
for future research. Clark and West (2004, 2005) develop frequentist tests based on out-of-sample
statistics, and it could be interestingto pursue model selection issues for predictive systems.
18Goyal and Welch (2003, 2005) and Campbell and Thompson (2005), among others, investigate the abilities of
predictive regressions and sample averages to forecast stock returns out of sample.
27Appendix.
In parts of the Appendix, we work with a generalized version of the predictive system with
more than one asset, so that rt, xt, and ￿t are all vectors. In those parts, we maintain the usual
convention that matrices are denoted by uppercase letters, so we replace ˇ by B, the ￿’s by the
corresponding ˙’s, etc.
We restate the predictive system from equations (7) through (9) here in the multi-asset case:
rtC1 D ￿t C utC1 (A1)
xtC1 D ￿ C Axt C vtC1 (A2)
￿tC1 D ˛ C B￿t C wtC1; (A3)



























































Denote the data we observe through time t as Dt D .z1;:::;zt/, and note that our complete data

















From the above we obtain
Er D .I ￿ B/
￿1˛ (A8)
Ex D .I ￿ A/
￿1￿ (A9)
Vrr D V￿￿ C ˙uu (A10)
Vxx D AVxxA
0 C ˙vv (A11)
V￿￿ D BV￿￿B
0 C ˙ww (A12)
Vrx D V￿xA
0 C ˙uv (A13)
V￿x D BV￿xA
0 C ˙wv (A14)
V￿r D BV￿￿ C ˙wu (A15)
28and equations (A11), (A12), and (A14) can be written in explicit form as19
vec.Vxx/ D ŒI ￿ .A ˝ A/￿
￿1vec.˙vv/ (A16)
vec.V￿￿/ D ŒI ￿ .B ˝ B/￿
￿1vec.˙ww/ (A17)
vec.V￿x/ D ŒI ￿ .A ˝ B/￿
￿1vec.˙wv/: (A18)
Drawing the time series of ￿t
To draw the time series of the unobservable values of ￿t conditional on the current parameter
draws, we apply the forward ﬁltering, backward sampling (FFBS) approach, originally developed
by Carter and Kohn (1994) and Fr¨ uhwirth-Schnatter (1994). See also West and Harrison (1997,
chapter 15).
Filtering
The ﬁrst stage follows the standard methodologyof Kalman ﬁltering. Deﬁne
at D E.￿tjDt￿1/ (A19)
bt D E.￿tjDt/ (A20)
et D E.ztj￿t;Dt￿1/ (A21)
ft D E.ztjDt￿1/ (A22)
Pt D Var.￿tjDt￿1/ (A23)
Qt D Var.￿tjDt/ (A24)
Rt D Var.ztj￿t;Dt￿1/ (A25)




Conditioning on the (unknown) parameters of the model is assumed throughout but suppressed in
the notation for convenience. First note that
￿0jD0 ￿ N.b0;Q0/; (A28)
where b0 D Er and Q0 D V￿￿,
￿1jD0 ￿ N.a1;P1/; (A29)
where a1 D Er and P1 D V￿￿, and
z1jD0 ￿ N.f1;S1/; (A30)
where f1 D Ez and S1 D Vzz. Note that
G1 D Vz￿ (A31)
19The solutions employthe well-knownidentity vec.DFG/ D .G0 ˝ D/vec.F/.
29and that
z1j￿1;D0 ￿ N.e1;R1/; (A32)
where
e1 D f1 C G1P
￿1
1 .￿1 ￿ a1/ (A33)





Combining this density with equation (A29) using Bayes rule gives
￿1jD1 ￿ N.b1;Q1/; (A35)
where









1 .z1 ￿ f1/ (A36)






Continuing in this fashion, we ﬁnd that all conditional densities are normally distributed, and we
obtain all the required moments for t D 2;:::;T:
at D ˛ C Bbt￿1 (A38)
Pt D BQt￿1B



















et D ft C GtP
￿1
t .￿t ￿ at/ (A43)














t .zt ￿ ft/ (A45)




t .zt ￿ ft/ (A46)

















We wish to draw .￿0;￿ 1;:::;￿ T/ conditional on DT. The backward-samplingapproach relieson
the Markov property of the evolution of ￿t and the resulting identity,
p.￿0;￿ 1;:::;￿ TjDT/ D p.￿TjDT/p.￿T ￿1j￿T;DT￿1/￿￿￿p.￿1j￿2;D1/p.￿0j￿1;D0/: (A49)
30We ﬁrst sample ￿T from p.￿TjDT/, the normal density obtained in the last step of the ﬁltering.
Then, for t D T ￿ 1;T ￿ 2;:::;1;0, we sample ￿t from the conditional density p.￿tj￿tC1;Dt/.
(Note that the ﬁrst two subvectors of ￿t are already observed and thus need not be sampled.) To
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The mean and covariance matrix of ￿t are taken as the relevant elements of ht and Ht.
Expected returns and past values
In this section, we derive the equations (12), (18), and (21). We still work in the general case
in which rt is a vector of returns rather than a scalar. Therefore, to continue denoting matrices by
uppercase letters, we replace m by M, n by N, ￿ by ￿, ￿ by ˚, ı by ￿, ! by ˝, and ￿ by K.
Below, we express the vector of conditional expected returns, bt D E.rtC1jDt/, as a function
of past returns and predictors. Denote














31so that, from equation (A45), for t > 1,
bt D at C ŒMt Nt￿.zt ￿ ft/
D ˛ C Bbt￿1 C ŒMt Nt￿
￿
rt ￿ bt￿1
xt ￿ ￿ ￿ Axt￿1
￿
D .I ￿ B/Er C .B ￿ Mt/bt￿1 C Mtrt C Ntvt; (A55)
or
bt ￿ Er D B.bt￿1 ￿ Er/ C Mt.rt ￿ bt￿1/ C Ntvt: (A56)
For t D 1, we obtain
b1 ￿ Er D M1.r1 ￿ b0/ C N1v1;
where v1 denotes x1 ￿ Ex. Repeated substitution for the lagged values of .bt ￿ Er/ gives
bt D Er C
t X
sD1









That is, the expected return conditional on data observed through period t can be written as the
unconditional mean Er plus a linear combination of past return forecast errors, ￿s D rs ￿ bs￿1,
plus a linear combination of past innovations in the predictors. This is equation (12) in the text.
The current conditional expected return bt can be rewritten so that past forecast errors are
replaced by returns in excess of the unconditional mean Er. To do so, modify equation (A55)
slightly as
bt ￿ Er D .B ￿ Mt/.bt￿1 ￿ Er/ C Mt.rt ￿ Er/ C Ntvt (A60)
so that repeated substitution for the lagged values of .bt ￿ Er/ then yields
bt D Er C
t X
sD1







.B ￿ Mt/.B ￿ Mt￿1/￿￿￿.B ￿ MsC1/Ms for s < t




.B ￿ Mt/.B ￿ Mt￿1/￿￿￿.B ￿ MsC1/Ns for s < t
Ns for s D t
(A63)
That is, bt is then equal to the unconditional mean return Er plus linear combinations of past
returns in excess of Er and past innovations in the predictors. This is equation (18) in the text.
32If Er is replaced by the sample mean, .1=t/
Pt






















sD1 Ks D I. This is a generalized version of equation (21) in the text.
In the rest of the Appendix, we discuss the special case (implemented in the paper) in which
we predict the return on a single asset, so that rt is a scalar. This simpliﬁcation turns ￿t, ˛, and
B into scalars as well. Therefore, we now turn back to the notation from the text in which B is
replaced by ˇ and the relevant ˙’s by ￿’s.
Drawing the parameters
This section describes how we obtain the posterior draws of all parameters conditional on the
current draw of the time series of ￿t.
Prior distributions
First, we discuss the prior on .￿;A;˛;ˇ/. We require both xt and ￿t to be stationary, so that
all eigenvalues of A must lie inside the unit circle and ˇ 2 .￿1;1/. Apart from this restriction,
our prior is noninformative about A but informative about ˇ, ˇ ￿ N.0:99;0:152/ (see Figure
5). We reparameterize the model to replace the intercepts ￿ and ˛ by the unconditional means
of ￿t and xt, which we denote by E￿ and Ex, respectively. The equations (8) and (9) then read
xtC1 D Ex CA.xt ￿Ex/CvtC1 and ￿tC1 D E￿Cˇ.￿t ￿E￿/CwtC1. This reparameterization
allowsus toincreasethespeedof convergenceof our MCMC chain by puttingamildlyinformative
prior on E￿, E￿ ￿ N.N ￿;￿2
E￿/, centered at the sample mean return with a large prior standard
deviation of 1% per quarter. We use a noninformative prior for Ex, Ex ￿ N.0;￿2
ExIK/ with a
large ￿Ex. All four parameters, A, ˇ, E￿, and Ex, are independent a priori.
The prior on ˙ is informativeabout the 2￿2 submatrix ˙11 ￿ Œ￿2
u ￿uwI￿wu ￿2
w￿ but noninfor-
mative about the elements of ˙ that involve v (i.e., ˙vv;￿ vu;￿ vw). Such a prior on ˙ is obtained
as a posterior when a noninformative prior is updated with a hypothetical sample in which there
are T0 observations of .u;w/but only S0 ￿ T0 observations of v. We choose T0 equal to one
ﬁfth of the sample size, which makes the prior on ˙11 quite informative (ﬁve times less informa-
tive than the actual sample). We choose S0 D K C 3, where K is the number of predictors used
(K D 1 or 3), which makes the prior on the elements of ˙ that involve v virtually noninformative
(as informativeas a sample of only K C 3 observations).
We obtain this latter prior by changing variables from (˙vv;￿ vu;￿ vw) to the slope C and the
residual covariance matrix ˝ from the regression of vt on .ut;wt/. We put a normal-inverted-
Wishart prior on C and ˝: ˝ ￿ IW.S0 O ˝0;S0 ￿ 1/ and vec.C/j˝ ￿ N.O c0;˝˝ .X 0
0X0/￿1/,
33where O ˝0, O c0, and X 0
0X0 represent the estimates from a hypothetical sample of S0 observations.
We choose a very small value for S0, as explained above. In addition, we choose a hypothetical
sample in which the right-hand side variable is much less volatile than the residuals. Both choices
help make the prior on C and ˝ noninformative.
The prior on ˙11 is inverted Wishart, ˙11 ￿ IW.T0 O ˙11;0;T0 ￿ K ￿ 1/. The prior mean
of ￿2
u is set equal to 95% of the sample variance of market returns, and the prior mean of ￿2
w is
obtained from the total variance of ￿t under the assumption that ˇ D 0:97. These assumptions
lead to a prior for the R2 from the regression of rtC1 on ￿t that we ﬁnd plausible (see Figure 5).
To be able to put different priors on ￿uw while keeping the same prior on ￿2
u and ￿2
w, we adopt
a hyperparameter approach in which the off-diagonal element of O ˙11;0 is unknown. Speciﬁcally,
denoting the .i;j/ element of O ˙11;0 by Mij, for i D 1;2 and j D 1;2, we assume that M11
and M22 are known but M12 is an unknown hyperparameter with a uniform prior distribution




M11M22/. Under this speciﬁcation, the prior mean of ￿uw is
approximately uniformly distributed as U.￿c;c/. For all three priors on ￿uw, we specify c D
￿0:90 and we vary c as follows: 0.9 for the noninformative prior, -0.35 for the less informative




























































. Since both the prior and the likelihood are
normally distributed, the full conditional posterior distribution of Ex￿ is also normal,
Ex￿j￿ ￿ N
￿
Q Ex￿; Q Vx￿
￿
; (A66)
where Q Vx￿ D .V ￿1
x￿0CTL0
2˙￿1










Let xk ￿ .xk
2;:::;xk
T/0 denote the .T ￿ 1/ ￿ 1 vector of realizations of predictor k in periods
2;:::;T, for k D 1;:::;K. Also, let x.l/ denote the .T ￿ 1/ ￿ K vectors of realizations of all K
predictors in periods 1;:::;T ￿ 1. Similarly, let ￿ ￿ .￿2;:::;￿ T/0 and ￿.l/ ￿ .￿1;:::;￿ T ￿1/0,






















x.l/ ￿ ￿T ￿1E0
x 00 0
0 ::: 00
00 x .l/ ￿ ￿T￿1E0
x 0







where ￿T￿1 is a .T ￿ 1/ ￿ 1 vector of ones, the dimensions of z are Œ.T ￿ 1/.K C 1/￿￿ 1, and the
dimensions of Z are Œ.T ￿ 1/.K C 1/￿￿.K2 C1/. Then we can write the equations(8) and (9) as
z D Zb C errors ;
where b D .vec.A0/0 ˇ/0 and the covariance matrix of the error terms is ˙.vw/ ˝ IT￿1. The prior
distribution on b is given by
b ￿ N .b0;Vb0/ ￿ 1b2S;
where b0 and Vb0 are chosen as explained earlier and 1b2S is equal to one when xt and ￿t are





and O b D O VbZ0.˙￿1
.vw/˝IT￿1/z.
The full conditional posterior distribution of b is then given by
bj￿ ￿ N
￿
Q b; Q Vb
￿
￿ 1b2S; (A67)
where Q Vb D .V ￿1
b0 C O V ￿1
b /￿1 and Q b D Q Vb
￿
V ￿1
b0 b0 C O V ￿1
b O b
￿
. We obtain the posterior draws of b
by makingdraws fromN
￿
Q b; Q Vb
￿
and retainingonlydraws that satisfy b 2 S. The posteriordraws
of A and ˇ are constructed from the posterior draws of b from the deﬁnition b D .vec.A0/0 ˇ/0.
Drawing ˙ given .￿;A;˛;ˇ/
Recall that we change variables from ˙ D
￿
￿2




of .˙11;C;˝/, where ˙11 ￿ Œ￿2
u ￿uwI￿wu ￿2
w￿, and C and ˝ are the slope and the residual
covariance matrix from the regression of v on .u;w/.
The prior for ˙11 is conditional on the hyperparameter M12. This hyperparameter can be


















where M12 is the .1;2/ element of O ˙11;0. Although this is not a density of a well known distri-
bution, we can make posterior draws of M12 easily. We approximate this density by a piecewise





random draw z ￿ U.0;1/, we ﬁnd the points on the grid whose cumulative probability densities
are immediatelyabove and below z, and we compute the value of M12 by linear interpolation.
Conditional on M12, we have the matrix O ˙11;0 in the prior distribution for ˙11. In addition,
conditionalon.￿;A;˛;ˇ/, wehavethesampleoftheresiduals.ut;vt;wt/, t D 1;:::;T. LetY1;T
35denote the T ￿ 2 matrix of Œut wt￿, let Y2;T denote the T ￿ K matrix of vt, and let X D Œ￿T Y1;T￿.
The sample estimates from the regression of Y2;T on Y1;T are given by O C D .X 0X/￿1X 0Y2;T ,
O ˝ D .Y2;T ￿ X O C/0.Y2;T ￿ X O C/=T, and O ˙11 D Y 0
1;TY1;T=T. The posterior of ˙11 has an
inverted Wishart distribution:
˙11j￿ ￿ IW.T0 O ˙11;0 C T O ˙11;T C T0 ￿ K ￿ 1/: (A69)
In addition, let VC D .X 0
0X0 C X 0X/￿1, Q C D VC
h
.X 0
0X0/ O C0 C .X 0X/ O C
i
, Q c D vec. Q C/, and
D D O C 0
0X 0
0X0 O C0 C O C 0X 0X O C ￿ Q C 0V ￿1
C Q C. The posteriorof ˝ has an invertedWishart distribution:
˝j￿ ￿ IW.S0 O ˝0 C T O ˝ C D;T C S0 ￿ 1/; (A70)
and the conditional posterior of c D vec.C/ is normal:
cj˝;￿￿N.Q c;˝˝ VC/: (A71)
Given the posteriordraws of .˙11;C;˝/, we construct the remaining (non-˙11) elementsof ˙ as
follows: Œ￿vu ￿vw￿ D C2˙11 and ˙vv D ˝ C C2˙11C 0
2, where C D .C1 C2/0.
Our inference is based on 25,000 draws from the posterior distribution. First, we generate a
sequence of 76,000 draws. We discard the ﬁrst 1,000 draws as a “burn-in” and take every third
draw from the rest to obtain a series of 25,000 draws that exhibit little serial correlation. The
posterior draws of the relevant quantities such as ￿uw, ￿x￿, R2.￿t on xt/, R2.rtC1 on ￿t/, etc.
are constructed easily from the posterior draws of the basic parameters in the model.
The R2 ratios.
The numerator of the R2 ratio in equation (25) is computed as
R




Var.E.￿t/ C V￿xV ￿1









where Vxx, V￿￿, and Vx￿ are given in equations (A16), (A17), and (A18), respectively.
The denominator of the R2 ratio in equation (25) is computed as
R










where Qt is given in equation (A47). We replace Qt by its steady-state value, Q, which can be




1 ￿ 4￿2 ￿ ￿1
2
; (A74)





vv ￿vu/ C 2ˇ.￿uw ￿ ￿wv˙
￿1





D .1 ￿ ˇ
2/Var.ujv/C 2ˇCov.u;wjv/￿ Var.wjv/













2 ￿ Var.ujv/Var.wjv/ < 0
36The value of Q is also used in computing the steady-state values of Mt and Nt from equation
(A54), denoted by mt and nt in the scalar case:
m D .ˇQ C Cov.u;wjv//.Q C Var.ujv//
￿1 (A75)
n D .￿wv ￿ m￿uv/˙
￿1
vv : (A76)
Variance decomposition of expected return.
In equation (32), the conditional expected return ￿t depends on three time-varying variables:
1. C1 D xt, the current predictor values
2. C2 D
P1






vt￿i, an inﬁnite sum of current and lagged predictor innovations ,
plus an error term. In the variance decomposition in Table V, we consider regressions of ￿t on
various subsets of .C1;C2;C3/. Let C denote a given subset of .C1;C2;C3/. The R2 from the
regression of ￿t on C is equal to
R

















￿1IK2 ￿ .IK ￿ ˇA/
￿1 ˝ IK ￿ IK ˝ .IK ￿ ˇA/
￿1C
C .IK2 ￿ A ˝ A/
￿1￿
vec.˙vv/












IK ˝ .IK ￿ ˇA/
￿1 C .IK2 ￿ A ˝ A/
￿1￿
vec.˙vv/;
and V￿C, the vector of covariances between ￿t and C, is built from
Cov.￿t;C1
0/ D ￿vVar.C1/ C ￿uCov.C1, C2/
0 C ￿vCov.C1, C3
0/
0
Cov.￿t;C2/ D ￿uVar.C2/ C ￿vCov.C1, C2/ C ￿vCov.C2, C3/
Cov.￿t;C3
0/ D ￿vVar.C3/ C ￿vCov.C1, C3
0/ C ￿uCov.C2, C3/
0:

























Panel B.    Coefficients on lagged returns in E(r
t+1| D
t)







Panel C.    Weights on lagged returns in E(r
t+1| D
t, E(r) = sample mean)
Figure 1. The effect of lagged returns on E.rtC1jDt/ when no predictors are used. Panel A plots
￿s, the coefﬁcients on lagged forecast errors (￿t￿s D rt￿s ￿ E.rt￿sjDt￿s￿1/)i nE .rtC1jDt/. Panel B
plots !s, the coefﬁcients on lagged total returns in E.rtC1jDt/. Panel C plots ￿s, the weights on lagged
total returns in E.rtC1jDt/ when the unconditional mean return is estimated by the sample mean over the
previous 208 quarters (which is the length of the sample used in subsequent analysis). No predictors are
used in the predictive system. The steady-state values of all coefﬁcients are plotted. The different lines
correspond to different values of ￿uw, the correlation between expected and unexpected returns. The mean
reversion coefﬁcient in theAR(1) process for theconditionalexpected return￿t is setequalto ˇ D 0:9. The
predictive R2—the fraction of variation in rtC1 than can be explained by ￿t—is set equal to R2 D 0:05.




































Figure 2. The equity premium E.rtC1jDt/ from the predictive system with no predictors. This ﬁgure
plots the time series of the quarterly equity premium estimatedfor four different values of ￿uw, the correla-
tion between expected and unexpected returns. The mean reversion coefﬁcient in the AR(1) process for the
conditional expected return ￿t is set equal to ˇ D 0:9. The predictive R2—the fraction of variationin rtC1
than can be explained by ￿t—is set equal to R2 D 0:05. The parameters represent quarterly values.








































Panel B.   ρ
vw = 0.3
















Panel C.   ρ
vw = 0.6
















Panel D.   ρ
vw = 0.9
Figure3. PredictiveR2’s. Each panelplotstheR2’s fromthreeapproachesto predictingstock returnsrtC1
using information observable at time t. The approaches are: the predictive regression of rtC1 on a single
predictor xt (solid line), the ARMA(1,1) model that uses the full history of past returns but no predictor
data (dottedline), and the predictive system, which uses the full history of returns and predictor realizations
(dashedand dash-dot lines). The dashed(dash-dot)linecorresponds to a “low”(“high”)value of ￿uv, which
represents the value obtained when the partial correlationbetween ut and vt given wt equals ￿uvjw D￿ 0:9
(0.9). The conditional correlation between ￿t and xt, ￿vw, ranges from 0 in Panel A to 0.9 in Panel D. In
all four panels, ˇ D A D 0:9, and the true predictive R2 (from the regression of rtC1 on ￿t) is 0.05.






Panel A.   Predictor: Dividend Yield
Regression, fitted values
System, maximum likelihood






Panel B.   Predictor: CAY






Panel C.   Predictors: Dividend Yield, CAY, and Bond Yield
Figure 4. The equity premium: Regression vs. system with no prior information. This ﬁgure plots the
time series of the quarterly equity premium estimated in two different environments. The dashed line plots
the OLS ﬁtted values from the predictive regression of rtC1 on the given predictor(s). The dotted line plots
the maximum likelihood estimates of E.rtC1jDt/ from the predictive system. In Panel A, the estimation
uses one predictor, dividend yield. In Panel B, the single predictor is CAY. In Panel C, three predictors are
used: dividend yield, CAY, and the bond yield. The sample period is 1952Q1–2003Q4.






































Panel C. Prior for R
2








Panel D. Prior for  β
Figure 5. Prior distributions. Panel A plots three prior distributions for the correlation between expected
and unexpected returns, ￿uw. The noninformative prior (dotted line) is ﬂat between -0.9 and 0.9, with
tails fading away as ￿uw approaches ˙1. The less informative prior (dashed line) has 99.9% of its mass
below zero (￿uw < 0). The more informative prior (solid line) has 99.9% of its mass below -0.71, so that
￿2
uw > 0:5 (i.e., unexpected changes in the discount rate explain over half of the variance of unexpected
market returns). Panel B plots the corresponding implied priors on ￿2
uw. Panel C plots the prior on the
predictive R2 from the regression of returns rtC1 on expected returns ￿t. Panel D plots the prior on the
slope coefﬁcient ˇ in the AR(1) process for ￿t. All parameters correspond to quarterly data.





Panel A.    Coefficients  λ
s  (Dividend Yield)






Panel B.    Coefficients  φ













Panel C.    Coefficients  λ
s  (Bond Yield)





Panel D.    Coefficients  φ
s  (Bond Yield)








Panel E.    Coefficients  λ
s  (CAY)








Panel F.    Coefficients   φ
s  (CAY)
Figure 6. Coefﬁcients on lagged forecast errors and predictor innovations in E.rtC1jDt/. Panels A,
C, and E plot steady-state values of ￿s, the coefﬁcients on lagged forecast errors in the expression for the
conditional expected return. Panels B, D, and F plot steady-state values of ￿s, the coefﬁcients on lagged
predictor innovations. Panel headings indicate which predictors are used in the predictive system. The four
lines in each panel represent four different prior distributions on ￿uw, the correlation between expected and
unexpected returns. The solid line represents the “more informative” prior on ￿uw (￿uw < ￿0:71), the
dashed line is the “less informative” prior on ￿uw (￿uw < 0), the dotted line is the “noninformative” prior
on ￿uw; and the dash-dot line is the “diffuse” prior that is noninformativeabout all parametersin the model
(not only about ￿uw). The sample period is 1952Q1–2003Q4.






Panel A.   Slope on Bond Yield
Regression, diffuse prior
System, noninformative about ρ
uw
System, more informative about ρ
uw




Panel B.   Slope on Dividend Yield





Panel C.   Slope on CAY
Figure 7. Posterior distributions of slope coefﬁcients from predictive regressions. We estimate both the
predictive system and the predictive regression with three predictors: the bond yield, dividend yield, and
CAY. The dashed line plots the posteriors from the standard predictive regression of rtC1 on xt under the
diffuse prior. The dotted line plots the implied posteriors constructed from the results of the predictive sys-
temunder the “noninformative”prior on ￿uw. The solid lineplots the impliedposteriors fromthe predictive
system under the “more informative” prior on ￿uw (￿uw < ￿0:71). To facilitatecomparisons across panels,
all predictors are scaled to have unit variance. The sample period is 1952Q1–2003Q4.








Panel A.   R
2 from Regression of µ
t on x
t








Panel B.   R




























Panel D.    ρ
x,µ
Figure 8. Posterior distributions for one predictor: Dividend yield. The three lines in each panel
represent three different prior distributions. The solid line represents the “more informative” prior on ￿uw
(￿uw < ￿0:71), the dashed line is the “less informative” prior on ￿uw (￿uw < 0), and the dotted line is
the “noninformative” prior on ￿uw. Panel A plots the posterior of the fraction of variation in the expected
return ￿t that can be explained by the predictors xt. Panel B plots the posterior of the predictive R2. Panel
C plots the posterior of the conditional correlation ￿vw between the dividend yield and ￿t. Panel D plots
the posterior of the unconditional correlation ￿x￿ betweenthe dividend yield and ￿t. The sample period is
1952Q1–2003Q4.







Panel A.   R
2 from Regression of µ
t on x
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Panel B.   R































Panel D.    ρ
x,µ
Figure 9. Posterior distributions for one predictor: Bond yield. The three lines in each panel rep-
resent three different prior distributions. The solid line represents the “more informative” prior on ￿uw
(￿uw < ￿0:71), the dashed line is the “less informative” prior on ￿uw (￿uw < 0), and the dotted line is the
“noninformative”prior on ￿uw. Panel A plots the posteriorof thefraction of variationin the expected return
￿t that can be explained by thepredictors xt. Panel B plots the posterior of the predictiveR2. Panel C plots
the posterior of the conditional correlation ￿vw between the bond yield and ￿t. Panel D plots the posterior
oftheunconditionalcorrelation￿x￿ betweenthebondyieldand￿t. The sampleperiodis 1952Q1–2003Q4.
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Panel C.    Partial  ρ
v,w  (Bond Yield)





Panel D.    Partial  ρ
x,µ  (Bond Yield)





Panel E.    Partial  ρ
v,w  (Dividend Yield)




Panel F.    Partial   ρ
x,µ  (Dividend Yield)





Panel G.    Partial  ρ
v,w  (CAY)




Panel H.    Partial  ρ
x,µ  (CAY)
Figure 10. Posterior distributions for three predictors: Bond yield, dividend yield, and CAY. The
three lines in each panel represent three different prior distributions. The solid line represents the “more
informative” prior on ￿uw (￿uw < ￿0:71), the dashed lineis the“less informative”prior on ￿uw (￿uw < 0),
and the dotted line is the “noninformative” prior on ￿uw. Panel A plots the posterior of the fraction of
variation in the expected return ￿t that can be explained by the predictors xt. Panel B plots the posterior of
the predictive R2. Panels C, E, and G plot the posteriors of the conditional partial correlation ￿vw between
the given predictor and ￿t. Panels D, F, and H plot the posteriors of the unconditional partial correlation
￿x￿ between the given predictor and ￿t. The sample period is 1952Q1–2003Q4.







Panel A.   Predictor: Dividend Yield
Regression, fitted values
System, noninformative about ρ
uw
System, more informative about ρ
uw







Panel B.   Predictor: CAY





Panel C.   Predictors: Dividend Yield, CAY, and Bond Yield
Figure 11. The equity premium: Regression vs. system with prior information. This ﬁgure plots the
timeseries of the quarterlyequity premium estimatedin three differentenvironments. The dashed line plots
the OLS ﬁtted values from the predictive regression of rtC1 on the given predictor(s). The dotted line plots
theposteriormeansofE.rtC1jDt/fromthepredictivesystemunderthe“noninformative”prior on ￿uw. The
solid line plots the posterior means of E.rtC1jDt/ from the predictive system under the “more informative”
prior on ￿uw (￿uw < ￿0:71). In Panel A, the estimation uses one predictor, dividend yield. In Panel B, the
single predictor is CAY. In Panel C, three predictors are used: dividend yield, CAY, and bond yield. The
sample period is 1952Q1–2003Q4.
48Table I
Predictive Regressions
This table summarizes the results from predictiveregressions rt D aCb0xt￿1 C et, where xt D ￿ C Axt￿1 Cvt. rt
denotes quarterly excess stock market returns and xt￿1 denotes the predictors (listed in the column headings) lagged
by one quarter. The tablereports the estimated slope coefﬁcients O b, the correlationCorr.et;b0vt/ between unexpected
returns and shocks to expected returns, and the R2 from the predictive regression. The OLS t-statistics are given
in parentheses “( )”. The t-statistic of Corr.et;b0vt/ is computed as the t-statistic of the slope coefﬁcient from the
regression of the sample residuals O et on O bO vt. The p-values associated with all t-statistics and R2s are computed by
bootstrapping and reported in brackets “[ ]”.
Bond Yield Dividend Yield CAY Corr.et;b0vt/ ￿ 100 R2 ￿ 100










2.573 1.028 1.346 -35.635 11.777
(2.902) (1.966) (3.139) (-5.487) [0.000]
[0.003] [0.058] [0.003] [1.000]










3.489 1.345 2.129 -53.153 17.975
(1.490) (1.349) (2.534) (-6.369) [0.000]
[0.090] [0.177] [0.012] [1.000]










2.203 0.755 0.968 -18.619 8.828
(2.197) (1.101) (1.734) (-1.923) [0.053]
[0.023] [0.313] [0.118] [0.967]
49Table II
Explanatory Power of the Predictive Regression Relative to the Predictive System:
Theoretical Results
This table shows the ratios of two R-squareds, R2
1=R2
2. A ratio smaller than one indicates that the predictive system
estimates ￿t more precisely than the predictive regression does. The smaller the ratio, the larger the advantage of
using the predictive system. R2
1, computed as the R-squared from the regression of the true expected return ￿t
on a given predictor, summarizes the usefulness of the predictive regression in estimating ￿t. R2
2, computed as
1￿Var.￿tjDt/=Var.￿t/ whereDt contains allhistoricalreturnsand predictorrealizations,summarizesthe usefulness
of the predictive system in estimating￿t. The table reports the mean, minimum, and maximum of the possible values
ofR2
1=R2
2 under the modelparametersspeciﬁed. ￿uw is the correlationbetweenexpected and unexpectedreturns, ￿vw
is the correlation between the residuals of the AR(1) processes for ￿t and the predictor, ˇ and A are the ﬁrst-order
autocorrelationsof ￿t and the predictor, respectively. The values are computed under the assumption that ￿t explains
5% of the variance in realized returns.
￿uw D 0 ￿uw D￿ 0:473 ￿uw D￿ 0:85 ￿uw D￿ 0:99
￿vw Mean Min Max Mean Min Max Mean Min Max Mean Min Max
PanelA. ˇ D 0:9; A D 0:97
0.1 0.034 0.007 0.045 0.524 0.182 0.696 0.026 0.010 0.031 0.009 0.007 0.009
0.2 0.131 0.028 0.181 0.527 0.183 0.696 0.099 0.033 0.125 0.035 0.028 0.037
0.3 0.271 0.063 0.407 0.531 0.184 0.696 0.208 0.064 0.281 0.079 0.063 0.084
0.4 0.404 0.112 0.678 0.538 0.185 0.696 0.329 0.112 0.495 0.139 0.111 0.149
0.5 0.487 0.174 0.696 0.549 0.191 0.696 0.436 0.175 0.659 0.215 0.174 0.233
0.6 0.537 0.251 0.696 0.565 0.253 0.696 0.516 0.251 0.696 0.305 0.251 0.335
0.7 0.574 0.342 0.696 0.588 0.342 0.696 0.573 0.342 0.696 0.406 0.341 0.453
0.8 0.612 0.446 0.696 0.617 0.446 0.696 0.616 0.446 0.696 0.513 0.446 0.571
0.9 0.652 0.564 0.696 0.653 0.564 0.696 0.653 0.564 0.696 0.618 0.564 0.668
Panel B. ˇ D 0:9; A D 0:9
0.1 0.049 0.010 0.065 0.753 0.262 1.000 0.037 0.015 0.045 0.013 0.010 0.013
0.2 0.188 0.040 0.260 0.757 0.263 1.000 0.142 0.048 0.179 0.050 0.040 0.053
0.3 0.389 0.091 0.585 0.763 0.264 1.000 0.298 0.092 0.403 0.113 0.090 0.120
0.4 0.580 0.161 0.974 0.773 0.265 1.000 0.472 0.161 0.711 0.200 0.160 0.214
0.5 0.700 0.251 1.000 0.788 0.275 1.000 0.626 0.251 0.946 0.309 0.250 0.334
0.6 0.771 0.361 1.000 0.812 0.363 1.000 0.741 0.361 1.000 0.438 0.360 0.481
0.7 0.825 0.491 1.000 0.844 0.492 1.000 0.823 0.491 1.000 0.583 0.490 0.651
0.8 0.878 0.640 1.000 0.886 0.641 1.000 0.885 0.640 1.000 0.736 0.640 0.820
0.9 0.936 0.810 1.000 0.938 0.810 1.000 0.938 0.810 1.000 0.888 0.810 0.959
Panel C. ˇ D 0:97; A D 0:9
0.1 0.017 0.007 0.020 0.051 0.022 0.063 0.501 0.273 0.684 0.433 0.371 0.495
0.2 0.066 0.028 0.080 0.182 0.061 0.251 0.603 0.386 0.696 0.605 0.541 0.659
0.3 0.145 0.063 0.181 0.332 0.102 0.531 0.625 0.434 0.696 0.652 0.600 0.689
0.4 0.247 0.112 0.322 0.444 0.139 0.683 0.633 0.460 0.696 0.670 0.628 0.695
0.5 0.360 0.174 0.503 0.515 0.179 0.696 0.638 0.477 0.696 0.679 0.643 0.696
0.6 0.464 0.251 0.660 0.561 0.252 0.696 0.641 0.490 0.696 0.684 0.654 0.696
0.7 0.547 0.341 0.696 0.594 0.342 0.696 0.645 0.499 0.696 0.687 0.661 0.696
0.8 0.607 0.446 0.696 0.623 0.446 0.696 0.650 0.508 0.696 0.689 0.667 0.696
0.9 0.651 0.564 0.696 0.655 0.564 0.696 0.662 0.565 0.696 0.690 0.673 0.696
50Table III
Explanatory Power of the Predictive Regression Relative to the Predictive System:
Empirical Results
This tableshowsthe posteriormeansand standarddeviations (thelatterin parentheses)ofthe ratiosoftwoR-squareds,
R2
1=R2
2. A ratio smaller than one indicates that the predictive system estimates ￿t more precisely than the predictive
regression does. The smaller the ratio, the larger the advantage of using the predictive system. R2
1, computed as the
R-squared from the regression of the true expected return ￿t on the given predictors, summarizes the usefulness of
the predictiveregression in estimating￿t. R2
2, computedas 1￿Var.￿tjDt/=Var.￿t/ where Dt contains all historical
market returns and predictor realizations, summarizes the usefulness of the predictive system in estimating ￿t. The
resuts are reported for four different prior distributions on ￿uw, the correlation between expected and unexpected re-
turns. Four sets of predictors are considered: dividend yield, bond yield, CAY, and all three predictors combined. The
sample period is 1952Q1–2003Q4.
Predictors
Dividend Yield Bond Yield CAY All 3 Predictors
Diffuse 0.28 0.73 0.86 0.59
Prior (0.17) (0.23) (0.16) (0.30)
Noninformative 0.50 0.44 0.61 0.46
Prior on ￿uw (0.27) (0.25) (0.27) (0.22)
Less Informative 0.59 0.34 0.73 0.50
Prior on ￿uw (0.22) (0.20) (0.23) (0.22)
More Informative 0.81 0.08 0.64 0.70
Prior on ￿uw (0.19) (0.08) (0.22) (0.19)
51Table IV
Comparing Estimates of Expected Return.
This table compares the time series of the posterior means of E.rtC1jDt/ obtained in ﬁve differentenvironments:
(1) Predictive regression: OLS ﬁtted values
(2) Predictive system: Maximum likelihoodestimates
(3) Predictive system: Noninformativeprior about ￿uw
(4) Predictive system: Less informativeprior about ￿uw
(5) Predictive system: More informativeprior about ￿uw
The priors in (3)-(5) are informative about the persistence and volatilityof ￿t. The correlations betweenthe quarterly
series of the posterior means of E.rtC1jDt/ are reported in italics below the main diagonal of each left-panel 5 ￿ 5
matrix. Above the main diagonal of the same matrix are the mean absolute differences between the posterior means
of E.rtC1jDt/ in percent per quarter. Each right-panel 5 ￿ 5 matrix reports the average utility losses, in percent per
quarter, of a mean-variance investor who is forced to hold a suboptimal portfolio of the stock market and a risk-free
T-bill: a portfolio that is optimal under the beliefs in the given row when the true beliefs are in the given column.
(For example, the (2,5) cell of the 5 ￿ 5 matrix reports the certainty equivalent loss of an investor who has the more
informativeprior but is forced to hold the portfoliothat is optimal under the maximumlikelihood estimates.) The risk
aversion is chosen such that there is no borrowing or lending given the sample mean and variance of market returns.
The sample period is 1952Q1-2003Q4.
Correlation (%) n Mean Abs Diff (%) Average Utility Loss (%)
(1) (2) (3) (4) (5) (1) (2) (3) (4) (5)
Panel A. Predictor: Dividend Yield
(1) 0.55 0.44 0.41 0.29 0 0.15 0.09 0.07 0.03
(2) 84.55 0.48 0.45 0.47 0.15 0 0.13 0.11 0.11
(3) 90.47 87.51 0.06 0.27 0.09 0.13 0 0.00 0.03
(4) 92.42 89.36 99.78 0.22 0.07 0.11 0.00 0 0.02
(5) 97.67 90.47 95.81 97.41 0.03 0.11 0.03 0.02 0
Panel B. Predictor: CAY
(1) 0.59 1.13 1.22 1.60 0 0.16 0.57 0.65 1.13
(2) 95.15 1.23 1.32 1.65 0.16 0 0.72 0.86 1.40
(3) 86.28 87.33 0.37 0.96 0.57 0.70 0 0.06 0.39
(4) 96.88 95.75 95.43 0.63 0.64 0.83 0.06 0 0.16
(5) 89.71 88.20 59.38 80.11 1.09 1.34 0.38 0.16 0
Panel C. Predictors: Dividend Yield, CAY, Bond Yield
(1) 1.27 1.33 1.27 1.60 0 0.74 0.82 0.74 1.19
(2) 84.30 1.33 1.33 1.80 0.75 0 0.92 0.88 1.49
(3) 80.38 80.68 0.14 1.51 0.80 0.88 0 0.01 0.94
(4) 82.30 81.75 99.79 1.46 0.72 0.84 0.01 0 0.84
(5) 83.42 79.08 80.75 84.00 1.19 1.45 0.96 0.87 0
52Table V
Variance Decomposition of Expected Return.
This tablereportstheposteriormeansandstandarddeviations(thelatterinparentheses)oftheR2sfromtheregressions
ofthemarket’sexpected excessreturn￿t on itsselectedcomponents. The ﬁrstcolumnofeachpanel,labeledxt, shows
the fraction of variance of ￿t that can be explained by the set of predictors listed in the panel heading. Four sets of
predictors are considered: the dividend yield, bond yield, CAY, and the combination of all three of these predictors.
The second column of each panel, labeled xt;fusgs￿t, shows the fraction of variance of ￿t that can be explained
jointly by the predictors and by the innovations to stock market returns ut;ut￿1;ut￿2;:::. The third column, labeled
xt;fus;v sgs￿t, shows the fraction of variance of ￿t that can be explained jointly by the predictors, by the innovations
to stock market returns ut;ut￿1;ut￿2;:::, and by the innovations to the predictors vt;vt￿1;vt￿2;:::. For each set of
predictors, the predictive system is estimated under three different priors, which are described in the row labels. The
sample period is 1952Q1-2003Q4.
Components of Expected Return Components of Expected Return
xt xt, fusgs￿t xt, fus;v sgs￿t xt xt, fusgs￿t xt, fus;v sgs￿t
Panel A. Dividend Yield Panel B. Bond Yield
Noninformative 0.34 0.43 0.48 0.33 0.64 0.83
Prior on ￿uw (0.20) (0.21) (0.21) (0.21) (0.21) (0.13)
Less Informative 0.40 0.49 0.53 0.24 0.73 0.86
Prior on ￿uw (0.18) (0.18) (0.18) (0.17) (0.16) (0.11)
More Informative 0.57 0.80 0.81 0.03 0.86 0.95
Prior on ￿uw (0.15) (0.06) (0.06) (0.03) (0.05) (0.04)
Panel C. CAY Panel D. All Three Predictors
Noninformative 0.50 0.59 0.81 0.42 0.49 0.90
Prior on ￿uw (0.22) (0.22) (0.12) (0.20) (0.22) (0.07)
Less Informative 0.60 0.70 0.83 0.46 0.55 0.90
Prior on ￿uw (0.20) (0.17) (0.10) (0.20) (0.22) (0.07)
More Informative 0.53 0.87 0.92 0.63 0.85 0.94
Prior on ￿uw (0.18) (0.07) (0.05) (0.17) (0.12) (0.04)
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