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Distribucijsko omrežje sestavljajo razdelilne transformatorske postaje, transformatorske postaje, 
srednjenapetostni in nizkonapetostni vodi ter drugi elementi, ki zagotavljajo nemoteno delovanje 
sistema. V zadnjih dveh desetletjih se je pojavila potreba po vključevanju novih elementov in tehnologij 
pametnih omrežij, ki lahko na različne načine vplivajo na delovanje distribucijskega omrežja. Vplive 
razpršenih virov in novih tehnologij na omrežje je potrebno najprej testirati na simulacijskih modelih. 
Pogosto se za testiranje uporabljajo generični modeli omrežja, v zadnjih letih pa se je pojavilo več 
modelov reprezentativnih izvodov, ki zajemajo lastnosti distribucijskega omrežja znotraj neke regije. 
Za določitev prototipnih oz. reprezentativnih izvodov je potrebno pridobiti množico izvodov, ki so 
opisani z različnimi pomembnimi parametri. Pridobljene izvode se nato lahko, s pomočjo različnih 
metod razvrščanja, razvrsti v skupine, tako da imajo izvodi v isti skupini podobne lastnosti. 
 
Z željo pridobitve reprezentativnih izvodov, tipičnih za območje Slovenije, smo izvedli metodo 
razvrščanja na izvodih iz slovenskega distribucijskega omrežja. S strani elektrodistribucijskega podjetja 
nam je bilo posredovano distribucijsko omrežje v formatu, ki ga podpira aplikacija QGIS. Posamezne 
izvode je bilo mogoče v programskem okolju MATLAB predstaviti v obliki, primerni za nadaljnjo analizo. 
Iz različnih parametrov vodov in transformatorskih postaj smo oblikovali več značilk, ki dobro opisujejo 
značilnosti posameznih izvodov. Končno množico je sestavljalo 206 izvodov, ki smo jih s pomočjo 
izbranih metod razvrstili v skupine, primerno število skupin pa smo določili z izračunom različnih 
notranjih kriterijev. Po analizi rezultatov smo izbrali rešitev s šestimi skupinami, ki smo jo pridobili z 
metodo k-voditeljev++, predstavniki skupin pa bodo predstavljali osnovo za natančnejšo določitev 
referenčnega modela distribucijskega omrežja, ki bo lahko služil za oceno vpliva razpršene proizvodnje 
in tehnologij pametnih omrežij na delovanje distribucijskega omrežja. 
 





A typical distribution network consists of primary substations, secondary substations, medium-voltage 
lines, low-voltage lines and many other elements that ensure smooth operation of the system. In the 
last two decades, new elements and smart grid technologies have occurred and their impact on 
distribution system’s operation needs to be evaluated. The impact of distributed generation and smart 
grid technologies on network’s operation must first be tested using simulation models. Often, generic 
feeder models are used, but in recent years, regional representative feeder test cases have emerged. 
 
To determine representative distribution feeders, a set of distribution feeders described with different 
parameters needs to be obtained. Using different clustering methods, the obtained feeders can be 
clustered in a way that distribution feeders in the same cluster share similar properties. 
           
To determine the representative feeders that are typical for the territory of Slovenia, we have 
performed clustering on a set of feeders from Slovenian distribution network. We have obtained a set 
of distribution feeders from one of electric utilities in a format supported by QGIS, a desktop 
geographic information system application. Individual feeders were later presented in MATLAB in a 
format suitable for further analysis. Using different parameters of medium-voltage lines and 
transformer stations, we have determined several features that adequately describe feeder 
properties. The final set consisted of 206 distribution feeders that were clustered using a clustering 
method, while a suitable number of groups was determined by calculating various internal criteria. 
After the analysis, a solution with six groups, obtained by k-means++, was chosen.  Representative 
feeders will serve as a basis for a more precise determination of the reference distribution network, 
which could be used to evaluate the impact of distributed generation and new technologies on 
distribution network’s operation. 
 







Distribucijsko omrežje je topološko kompleksen sistem, ki, skupaj s prenosnim omrežjem, omogoča 
prenos električne energije od proizvajalcev do porabnikov. Sestavljajo ga razdelilne transformatorske 
postaje, transformatorske postaje, srednjenapetostni in nizkonapetostni izvodi ter drugi elementi,  
potrebni za delovanje sistema. V zadnjih dveh desetletjih se je pojavila potreba po vključevanju novih 
elementov in tehnologij v elektroenergetski sistem, kar zahteva nadgradnjo obstoječih konceptov 
načrtovanja in obratovanja sistema. Razvija se koncept pametnih omrežij, ki v učinkovito celoto 
združuje klasične (centralizirane proizvodne enote, prenosno in distribucijsko omrežje) in nove 
elemente oz. tehnologije, ki so na različnih stopnjah razvoja. Med nove tehnologije pametnih omrežij 
štejemo napredno merjenje, aktivno vključevanje odjema, virtualne elektrarne, sodobne 
kompenzacijske naprave, hranilnike električne energije in infrastrukturo za električna vozila. Vedno 
večja integracija razpršenih virov v obstoječih omrežjih povzroča težave, ki so posledica neustreznih 
napetostnih profilov in nihanj napetosti. Težave s preobremenitvijo nekaterih elementov omrežja  
lahko povzroči tudi hkratno polnjenje prevelikega števila električnih vozil. Analiza vplivov novih 
tehnologij na obstoječo infrastrukturo je ključnega pomena pri načrtovanju in obratovanju 
elektroenergetskega omrežja [1], [2]. 
 
Obratovanje omrežja z razpršenimi viri in novimi tehnologijami se sprva simulira na modelih, ki so lahko 
implementirani v različnih simulacijskih okoljih. Za natančno analizo vplivov novih tehnologij na 
delovanje točno določenega dela omrežja je potrebno ta del omrežja natančno modelirati in poznati 
dejanske obratovalne razmere. Preveri se več obratovalnih stanj in scenarijev: z njimi preverimo 
ustreznost implementacije določene tehnologije. Žal nam dejanski podatki omrežja v praksi pogosto 
niso na voljo. Prav tako je težko oceniti splošni vpliv različnih tehnologij na celotno omrežje, saj 
analiziran del omrežja morda ni reprezentativen za celotno omrežje. Iz tega razloga se vpliv novih 
tehnologij v praksi pogosto testira na generičnih modelih izvodov oz. omrežij. V zadnjih letih je bilo 
med drugim razvitih več modelov prototipnih oz. reprezentativnih izvodov, ki zajemajo lastnosti 




Prototipne oz. reprezentativne izvode se uporablja za testiranje vplivov različnih razpršenih virov in 
novih tehnologij, pridobljene rezultate pa je možno posplošiti na celoten sistem oz. na skupine izvodov, 
ki jih reprezentativni izvod predstavlja. Za iskanje reprezentativnih izvodov so pogosto uporabljene 
nekatere metode strojnega učenja, npr. razvrščanje in klasifikacija. Za izvedbo razvrščanja izvodov v 
skupine potrebujemo množico izvodov, opisanih z različnimi atributi oz. značilkami. Primeri značilk so 
med drugim celotna dolžina izvoda, dolžina nadzemnih vodov, število transformatorjev na kilometer 
dolžine, delež rezidenčnih odjemalcev in povprečna moč transformatorjev. Značilke je potrebno 
predhodno obdelati in izbrati metodo, ki je najbolj ustrezna za razvrščanje. Metode razvrščanja nam 
nato ponudijo rezultat v obliki skupin izvodov, ki imajo med seboj podobne lastnosti in so različni od 













Računalniška tehnologija nam danes omogoča shranjevanje in procesiranje velikih količin podatkov, ki 
so nam, kljub večkrat velikim fizičnim razdaljam, dostopne preko povezanih računalniških sistemov. 
Dostopnost teh velikih količin podatkov je v zadnjih dvajsetih letih spodbudila nadaljnji razvoj aplikacij 
strojnega učenja, ki so med drugim prisotne v industriji, medicini, ekonomiji, elektrotehniki, fiziki in 
biologiji. Strojno učenje se uporablja za analizo podatkov, iskanje vzorcev in zakonitosti v podatkovnih 
bazah, rudarjenje na svetovnem spletu, razpoznavanje oblik na slikah, razpoznavanje govora, 
prevajanje itd. V osnovi gre za modeliranje oz. matematični opis vzorcev in pojavov iz podatkov. 
»Učenje« je proces, pri katerem algoritem, s pomočjo preteklih podatkov in izkušenj ter z uporabo 
statističnih metod, optimira parametre matematičnega modela. Po učenju lahko model uporabimo za 
pridobivanje znanja iz podatkov, lahko pa ga uporabimo tudi za napovedovanje. Primeri aplikacij 
strojnega učenja so učenje asociacij (angl. learning associations), klasifikacija (angl. classification), 
regresija (angl. regression), razvrščanje (angl. clustering) ter spodbujevalno učenje (angl. 
reinforcement learning), ki jih tipično razvrščamo v področji nadzorovanega (angl. supervised) in 
nenadzorovanega (angl. unsupervised) učenja [4], [5]. 
 
Reševanja problema razvrščanja izvodov v razrede oz. skupine in s tem določitev referenčnega modela 
distribucijskega omrežja, se lahko lotimo s klasifikacijo, ki spada v področje nadzorovanega učenja ali 
z metodo razvrščanja, ki jo uvrščamo v področje nenadzorovanega učenja. Pomembno je razumevanje 
razlike med omenjenima metodama. Pri klasifikaciji so vhodni podatki objekti, ki so lahko predstavljeni 
kot vektorji meritev oz. točke v večdimenzionalnem prostoru, s predhodno definiranim razredom in 
skupaj tvorijo učno množico. Možni izhodi (razredi) so tako znani vnaprej, cilj učnega algoritma pa je 
na podlagi učne množice »naučiti« matematični model razreda, ki kasneje služi za razvrščanje novih 
objektov, brez predhodno definiranega razreda. Za razliko od klasifikacije gre pri nenadzorovanem 




tvorjene izključno na podlagi medsebojne podobnosti med objekti. Objekti znotraj neke skupine so si 
med seboj bolj podobni, kot so podobni tistim, ki pripadajo drugim skupinam [4], [6]. 
 
V primeru, da bi se lotili razvrščanja izvodov v skupine z metodo klasifikacije, bi morali posamezne 
skupine  predhodno definirati in oblikovati učno množico izvodov s pripadajočimi značilkami (atributi) 
ter indikatorjem, ki bi določil, h kateri skupini izvod pripada. V stroki se posamezne izvode v 
distribucijskem omrežju že razvrsti v različne skupine, ki niso enolično določene. V različne skupine se 
lahko razvrstijo izvodi, ki napajajo: 
 oddaljena ruralna naselja z rezidenčnimi odjemalci, 
 industrijske cone s pretežno industrijskimi in komercialnimi odjemalci, 
 mesta in večja naselja z mešanimi odjemalci, 
 predmestja s pretežno rezidenčnimi porabniki itd. 
 
V bazi vseh izvodov bi torej morali identificirati nekaj tipičnih predstavnikov posameznih skupin, ki bi 
jim pripisali indikator in bi kasneje služili kot učna množica za razvrščanje preostalih izvodov. Čeprav so 
približne skupine, v katere bodo na koncu razvrščeni izvodi, znane, se za klasifikacijo v našem primeru 
nismo odločili. Naša želja je bila, da se posamezne skupine skozi proces razvrščanja oblikujejo same. S 
tem omogočimo algoritmu, da na podlagi surovih podatkov sam tvori končne skupine, tudi tiste, ki jih 
pred začetkom izvajanja analize morda nismo predvideli. To nalogo opravlja aplikacija 
nenadzorovanega razvrščanja (angl. clustering), podrobneje opisana v naslednjih podpoglavjih. 
 
Pri analizi nenadzorovanega razvrščanja gre za organizacijo objektov v smiselne skupine. Objekt (tudi 
podatek) 𝒙, ki je prikazan z enačbo (1), je vektor meritev oz. točka v večdimenzionalnem prostoru, ki 
mu pravimo tudi vektor značilk (angl. feature vector). Komponente objekta so značilke (tudi atributi), 
ki jih označimo z z, 𝑑 pa predstavlja dimenzijo objekta oz. dimenzijo vektorskega prostora objektov [6].  




















Množica ali set objektov, ki jih uporabljamo pri razvrščanju, je predstavljena z matriko 𝑿, kjer so objekti 




prikazana z enačbo (2), kjer 𝑛 predstavlja število podatkov v bazi, 𝑑 pa število atributov vsakega 
podatka. 







𝑧1,1 𝑧1,2 ⋯ 𝑧1,𝑘 ⋯ 𝑧1,𝑑
𝑧2,1 𝑧2,2 ⋯ 𝑧2,𝑘 ⋯ 𝑧2,𝑑
⋮ ⋮  ⋮  ⋮
𝑧𝑖,1 𝑧𝑖,2 ⋯ 𝑧𝑖,𝑘 ⋯ 𝑧𝑖,𝑑
⋮ ⋮  ⋮  ⋮








Uporaba razvrščanja je zelo razširjena, saj se uporablja v različnih znanostih in področjih, s ciljem 
pridobiti koristne informacije iz velikih količin zbranih podatkov. Čeprav so aplikacije razvrščanja iz 
različnih področij med seboj lahko zelo različne, se razvrščanje izvede v tipičnih korakih, predstavljenih 
na sliki 1 [7]. 
 
Pregled nabora podatkov in določitev 










Slika 1: Osnovni koraki, potrebni za izvedbo razvrščanja 
Univerzalno pravilo za dobro analizo vseh oblik podatkov ne obstaja, saj različne množice podatkov 
zahtevajo različne pristope pri vseh korakih grupiranja [7]. Za lažjo predstavo smo pristope in metode, 
ki jih smo jih uporabili za razvrstitev izvodov v skupine, sprva aplicirali na setu podatkov Tetra, ki je del 
paketa Fundamental Clustering Problems Suite (FCPS) [8]. Omenjen paket vsebuje več setov podatkov, 
ki služijo za preizkušanje različnih algoritmov, uporabljenih za klasifikacijo in razvrščanje. Set Tetra 
vsebuje štiristo objektov s tremi atributi, pri čemer je že vnaprej znano, da ti objekti pripadajo štirim 











3 Izvedba razvrščanja 
Slika 1 prikazuje osnovne korake, ki so potrebni za izvedbo razvrščanja in so podrobneje predstavljeni 
v tem poglavju. Predstavljene korake smo kasneje izvedli na našem setu izvodov in s tem pridobili 
skupine izvodov, ki predstavljajo osnovo za določitev referenčnega modela distribucijskega omrežja.  
3.1 Pregled nabora podatkov in določitev množice podatkov za analizo 
Pri izvajanju metod razvrščanja in klasifikacije je ključnega pomena razumevanje pridobljenega seta 
podatkov. Prvotna množica pridobljenih podatkov lahko vsebuje tudi podatke, ki za dosego cilja niso 
potrebni in jih je potrebno zanemariti. Posledično mora izvajalec za vsak posamezni primer analizirati 
podatke, opredeliti cilj procesa in zbrati koristne informacije, ki kasneje služijo za ustrezno izbiro 
množice podatkov, na kateri se izvedejo metode [6]. 
3.2 Predhodna obdelava množice podatkov 
Teoretične smernice za izbiro ustreznih značilk za uporabo pri razvrščanju, ki bi veljale za vse specifične 
primere, ne obstajajo. V praksi je veliko primerov, ko izvajalec metode razvrščanja ne more vplivati, v 
kakšni obliki bo prejel podatke za obdelavo. Prejete podatke lahko sestavljajo objekti z mnogo 
značilkami, tudi tistimi, ki za dotični primer niso pomembne. Pomembno je, da bomo izbrali 
spremenljivke, za katere vemo, da bodo pomembne pri razločevanju objektov, zanemarili pa tiste, ki 
so za dosego našega cilja nepomembne. Izbira ustreznih značilk velikokrat vodi v izboljšanje rezultatov 
razvrščanja, saj le tako lahko dobimo skupine podatkov, ki so smiselne in uporabne za nadaljnjo analizo 
[6]. 
 
Značilke, s katerimi se srečujemo pri razvrščanju, so med seboj lahko zelo različne. Lahko predstavljajo 
razdaljo med točkami ali abstraktno stvar, kot sta udobje naslonjača ali barva omare. Za lažjo predstavo 




starosti ocenjujejo udobje in primernost cene naslonjača. Opravili bi anonimno anketo, v kateri bi 
stranke napisale svojo starost in opredelile udobje naslonjača (neudoben, manj udoben, udoben, zelo 
udoben) ter ustreznost cene (poceni, ustrezna cena, predrag). Primer objekta za dotičen primer z 
omenjenimi značilkami prikazuje enačba (3). 






Spremenljivke, imenujemo jih značilke, lahko razdelimo na naslednje tipe [9]: 
 številske (kvantitativne) spremenljivke: 
 zvezne spremenljivke (angl. continuous variable), 
 diskretne spremenljivke (angl. discrete variable), 
 Opisne (kvalitativne) spremenljivke. 
 
Zvezne spremenljivke imajo v množici možnih vrednosti katerokoli vrednost, diskretne spremenljivke 
pa imajo samo določeno končno število vrednosti. Primer zvezne spremenljivke je razdalja med 
točkami, diskretna spremenljivka pa je lahko šolska ocena. Opisne spremenljivke se razlikujejo od 
številskih po tem, da vrednosti opisujejo z besedo. 
 
Spremenljivke ločimo tudi glede na mersko lestvico [9] na: 
 nominalne spremenljivke (npr. spol), 
 ordinalne spremenljivke (npr. stopnja izobrazbe), 
 intervalne spremenljivke (npr. meritev temperature v stopinjah Celzija), 
 razmernostne spremenljivke (npr. meritev temperature v kelvinih). 
 
Pogostokrat so objekti predstavljeni z značilkami različnih tipov in velikostnih razredov. Seti podatkov, 
v katerih objekti poleg intervalnih in razmernostnih značilk vsebujejo tudi kategorične značilke 
(nominalne oz. ordinalne značilke), zahtevajo posebno obravnavo. Potrebna je prilagoditev algoritmov, 
saj lahko kategorične značilke povzročijo napačen izračun mere različnosti med objektoma, kar privede 
do napačnih rezultatov [10]. Če objekt vsebuje nominalno oz. ordinalno značilko in je že v naprej znano, 
da bo zelo močno vplivala pri razvrščanju objektov, se lahko predčasno določi skupine objektov, na 





Značilke višjih velikostnih razredov lahko v procesu razvrščanja prevladajo nad tistimi, ki pripadajo 
manjšim velikostnim razredom. V izogib prevlade določenih značilk se izvede standardizacija; od vsake 
značilke odštejemo aritmetično sredino značilke in jo delimo z njenim standardnim odklonom, kar 
prikazuje enačba (4). Aritmetično sredino označimo z 𝜇𝑘 in jo izračunamo z enačbo (5), izračun 























Med posameznima značilkama, ki opisujeta objekt, lahko obstaja določena korelacija. Visoka korelacija 
med značilkama kaže na to, da obe nosita informacijo, ki bi lahko bila napovedana oz. predstavljena le 
z eno. Uporaba obeh visokokoreliranih značilk pri razvrščanju lahko negativno vpliva na končno 
razvrstitev, saj ima informacija, ki jo nosita obe značilki, večji vpliv [11]. Pri izboru števila ustreznih 
značilk si lahko pomagamo s kovariančno matriko 𝑺 (7), kjer je 𝒛𝒌 vektor značilke oz. 𝑘-ti stolpec 
matrike 𝑿. Izračun variance in kovariance je predstavljen z (8) in (9), pri čemer 𝜇  predstavlja 
aritmetično sredino, definirano z enačbo (5), 𝑛 pa število objektov. 
 








𝑣𝑎𝑟(𝒛𝟏) 𝑐𝑜𝑣(𝒛𝟏𝒛𝟐) ⋯ 𝑐𝑜𝑣(𝒛𝟏𝒛𝒅)
𝑐𝑜𝑣(𝒛𝟐𝒛𝟏) 𝑣𝑎𝑟(𝒛𝟐) ⋯ 𝑐𝑜𝑣(𝒛𝟐𝒛𝒅)
⋮ ⋮ ⋱ ⋮





























Če kovariančno matriko izračunamo za standardizirano množico podatkov, ji pravimo tudi korelacijska 
matrika. Diagonalni elementi korelacijske matrike imajo vrednost 1, nediagonalni elementi pa 
zavzemajo vrednosti med -1 in 1. Če obstaja visoka korelacija med dvema značilkama, lahko, če je to 
smiselno, eno od značilk izločimo [11].  
3.3 Mere različnosti 
Predhodni obdelavi množice podatkov sledi dejansko razvrščanje objektov v skupine oz. grupe. Omenili 
smo že, da objekte razvrščamo v skupine glede na njihovo medsebojno podobnost – objekti znotraj 
skupine so med seboj bolj podobni, kot so podobni objektom, ki pripadajo drugim skupinam [6]. Mero 
podobnosti oz. mero različnosti med objekti je potrebno predhodno definirati, kar v nekaterih primerih 
ni enostavno. Uporaba različnih mer različnosti pri razvrščanju lahko na istem setu podatkov privede 
do različnih rezultatov. Za izbiro ustrezne mere različnosti je pomembno poznavanje samega seta 
podatkov, saj lahko le tako pridemo do smiselnih rezultatov. Mera različnosti mora pri danih objektih 
𝒙𝒏 in 𝒙𝒎, v p-dimenzionalnem prostoru, zadostiti navedenim pogojem [12]. 
 
1. 𝑑𝑛𝑚  ≥ 0 za vse objekte 𝒙𝒏 in 𝒙𝒎 v setu 
2. 𝑑𝑛𝑚 = 0 le, če 𝒙𝒏 = 𝒙𝒎 
3. 𝑑𝑛𝑚 = 𝑑𝑚𝑛 
 
Prvi pogoj določa, da je mera različnosti vedno nenegativna. Pri drugem pogoju je mera različnosti 
enaka nič samo v primeru, ko sta objekta identična, tretji pogoj pa zagotavlja, da je razdalja od 𝒙𝒏 do 
𝒙𝒎 enaka kot razdalja od 𝒙𝒎 do 𝒙𝒏. 
 
Mera različnosti postane metrika, ko, poleg prvim trem pogojem, zadostimo še pogoju trikotniške 
neenakosti (10) [12].  
 𝑑𝑚𝑛  ≤  𝑑𝑚𝑞 + 𝑑𝑞𝑛 (10) 
 
Najpogosteje uporabljena metrika v razvrščanju je Evklidska metrika, ki jo prikazuje enačba (11) in je 
poseben primer (α = 2) metrik, definiranih z enačbo (12). Uporablja se jo predvsem za razvrščanje 
objektov z zveznimi značilkami, tj. intervalnimi in razmernostnimi značilkami, ki jih je potrebno 
predhodno normalizirati oz. standardizirati. Primerna je za prepoznavanje strnjenih in ločenih skupin 





 𝑑𝑚𝑛 = √(𝒙𝒎 − 𝒙𝒏)













= ||𝒙𝒎 − 𝒙𝒏||𝛼 
(12) 
 
Poleg metrik, ki jih definira enačba (12), se v nekaterih primerih uporablja kvadrirana Mahalanobisova 
razdalja, ki jo prikazuje enačba (13). Slednja je primerna predvsem za razvrščanje objektov, pri katerih 
je med značilkami prisotna linearna odvisnost. Pri izračunu razdalje značilke različno obteži glede na 
njihovo varianco in medsebojno linearno odvisnost. V enačbi (13) sta 𝒙𝒎 in 𝒙𝒏 stolpična vektorja, 𝑺 pa 
predstavlja kovariančno matriko, definirano z (7) [6]. 
 
 𝑑𝑚𝑛 = (𝒙𝒎 − 𝒙𝒏)
𝑇𝑺−1(𝒙𝒎 − 𝒙𝒏) (13) 
 
Izračun razdalj med objekti, ki vsebujejo kategorične spremenljivke, je lahko problematičen, saj 
uporaba prej omenjenih metrik ne privede do smiselnih rezultatov [6]. Obstaja več načinov, kako 
obravnavati heterogene sete podatkov, ki pa se jim v tem magistrskem delu nismo posvetili, saj v 
našem primeru kategoričnih značilk nismo imeli. 
3.4 Izbira metode razvrščanja 
Grupiranje oz. razvrščanje podatkov delimo na hierarhično in particijsko grupiranje (angl. hierarchical 
and partitioning clustering) [7]. Algoritmi hierarhičnega grupiranja v splošnem združujejo skupine 
objektov v večje skupine, pri čemer na začetku vsak objekt predstavlja svojo skupino. Če procesa 
predčasno ne prekinemo, dobimo na koncu skupino, ki združuje vse objekte. Algoritmi, ki združujejo 
objekte, spadajo v skupino združevalnih hierarhičnih algoritmov. Poleg slednjih se uporabljajo tudi 
razdruževalni hierarhični algoritmi, pri katerih na začetku predpostavimo, da so vsi objekti v eni skupini. 
Sledi razdruževanje skupin v manjše skupine, dokler ni izpolnjen zaustavitveni pogoj, dokler ni vsak 
objekt v svoji skupini. Za razliko od hierarhičnih algoritmov, particijski algoritmi razdelijo objekte v 




Razvrščanje služi razvrstitvi objektov v uporabne skupine, kjer je uporabnost definirana s ciljem 
razvrščanja. Modeli oz. tipi skupin, ki na koncu tvorijo uporabno rešitev, so lahko zelo različni od 
primera do primera. Posamezne metode so bile razvite za določen model oz. tip skupine, zato lahko v 
nekem primeru uporaba napačne metode vodi v napačne rezultate [6]. 
3.4.1 Združevalne hierarhične metode 
V tem magistrskem delu so predstavljene združevalne hierarhične metode, ki so na realnih problemih 
najpogosteje uporabljene. Združevalni algoritmi uporabljajo povezovalno matriko 𝑫 za združevanje 
objektov in tvorjenje drevesa združevanja, ki ga imenujemo dendrogram. Elementi povezovalne 
matrike, prikazane z enačbo (14), so izračunane mere različnosti med objekti. Ko za mero različnosti 
uporabljamo evklidsko metriko oz. evklidsko razdaljo, lahko matriko 𝑫 poimenujemo matrika razdalj. 
Matriko lahko predstavimo kot zgornje trikotno matriko, saj je simetrična in za nadaljevanje procesa 
zadoščajo le elementi v zgornjem trikotniku [12], [13]. 
 







0 𝑑1,2 ⋯ 𝑑1,𝑖 ⋯ 𝑑1,𝑛
𝑑2,1 0 ⋯ 𝑑2,𝑖 ⋯ 𝑑2,𝑛
⋮ ⋮  ⋮  ⋮
𝑑𝑖,1 𝑑𝑖,2 ⋯ 0 ⋯ 𝑑𝑖,𝑛
⋮ ⋮  ⋮  ⋮








Po izračunu povezovalne matrike 𝑫𝒏𝒙𝒏 = [𝑑𝑟𝑠], se združevalni hierarhični algoritmi tipično izvedejo v 
naslednjih korakih [12]. 
1. Prični z 𝑛 skupinami, pri čemer vsaka vsebuje en objekt. 
2. V povezovalni matriki poišči objekta 𝑟 in 𝑠, ki imata najmanjšo izračunano mero 
različnosti 𝑑𝑟𝑠. 
3. Združi objekta 𝑟 in 𝑠 v novo skupino (𝑟𝑠), ter iz primerjalne matrike izbriši 
stolpca in vrstici, ki pripadajo elementoma 𝑟 ter 𝑠. Izračunaj mero različnosti 
med skupino (𝑟𝑠) in ostalimi objekti, z uporabo enega izmed kriterijev, opisanih 
v nadaljevanju, ter dodaj stolpec in vrstico v novo primerjalno matriko. 
4. Pogoja 2 in 3 se ponovita (n-1)-krat, dokler vsi objekti skupaj ne tvorijo ene 
skupine. V vsakem koraku zabeleži, kateri skupini sta se združili, in mero 





Različna izbira kriterija, uporabljenega v koraku 3, določa različne metode združevalnega hierarhičnega 
razvrščanja. Najpogosteje uporabljene metode so [13]: 
 metoda enojnega povezovanja, 
 metoda popolnega povezovanja, 
 metoda povprečnega povezovanja, 
 metoda centroidov, 
 metoda medianov in 
 Wardova metoda. 
 
3.4.1.1 Metoda enojnega povezovanja 
Metoda enojnega povezovanja med seboj povezuje skupine objektov glede na razdaljo med objektoma 
iz ločenih skupin, ki sta si najbližje. Naj 𝑟 predstavlja katerikoli objekt v skupini 𝑅, 𝑟 ∈ 𝑅, 𝑠 pa naj bo 
katerikoli objekt v skupini 𝑆, 𝑠 ∈ 𝑆. Razdalja med skupinama 𝑅 in 𝑆 se izračuna po pravilu (16) [12], 
[13]. 
 
 𝑑(𝑅)(𝑆) = min  {𝑑𝑟𝑠 |  𝑟 ∈ 𝑅 𝑖𝑛 𝑠 ∈ 𝑆}  (16) 
 
 
Slika 3: Razdalja med skupinama R in S (rdeča črta) pri metodi enojnega povezovanja 
3.4.1.2 Metoda popolnega povezovanja 
Metoda popolnega povezovanja med seboj povezuje skupine objektov glede na razdaljo med 
objektoma iz ločenih skupin, ki sta najbolj oddaljena. Naj 𝑟 predstavlja katerikoli objekt v skupini 𝑅, 
𝑟 ∈ 𝑅, 𝑠 pa naj bokateri koli objekt v skupini 𝑆, 𝑠 ∈ 𝑆. Razdalja med skupinama 𝑅 in 𝑆 se izračuna po 
pravilu (17) [12], [13]. 
 





Slika 4: Razdalja med skupinama R in S (rdeča črta) pri metodi popolnega povezovanja 
3.4.1.3 Metoda povprečnega povezovanja 
Za razliko od metod enojnega in popolnega povezovanja, ki združujeta skupine na podlagi razdalje med 
dvema objektoma, metoda povprečnega povezovanja pri izračunu razdalje vključuje vse objekte. 
Izračun razdalje prikazuje enačba (18), kjer 𝑟 ∈ 𝑅, 𝑠 ∈ 𝑆, 𝑛𝑅 in 𝑛𝑆 pa predstavljata število objektov v 
posamezni skupini. Razdalja med skupinama 𝑅 in 𝑆 je definirana kot povprečje 𝑛𝑅𝑛𝑆 razdalj med vsemi 
pari objektov  𝑟 ∈ 𝑅 in 𝑠 ∈ 𝑆 [12], [13]. 
 






Slika 5: Upoštevane razdalje med skupinama R in S (rdeče črte) pri metodi povprečnega povezovanja 
3.4.1.4 Metoda centroidov 
Naj skupina 𝑆 vsebuje 𝑛𝑆 elementov. Enačba (19) prikazuje izračun centroida skupine 𝑆, ki ga označimo 
s 𝑡𝑆. Vrstice centroida skupine 𝑆 predstavljajo povprečja posameznih značilk [12].  






Pri uporabi metode centroidov se za razdaljo med dvema skupinama 𝑆 in 𝑅 tipično uporablja 
kvadrirano Evklidsko razdaljo med njunima centroidoma, kar prikazuje enačba (20). Centroid 
novonastale skupine (𝑆𝑅) prikazuje enačba (21) [13]. 
 









  (21) 
3.4.1.5 Metoda medianov 
Skupini 𝑆 in 𝑅 združimo kot pri metodi centroidov. V primeru, ko je v skupini 𝑆 več objektov kot v 
skupini 𝑅, se lahko zgodi, da je centroid novonastale skupine bližje skupini 𝑆 kot 𝑅. Iz tega razloga 
metoda medianov z enačbo (22) izračuna točko, ki je kasneje uporabljena za izračun razdalj med 




(𝑡𝑆 + 𝑡𝑅) (22) 
 
3.4.1.6 Wardova metoda 
Wardovi metodi pravimo tudi metoda minimalne variance. Za ovrednotenje razdalje med skupinama 
se uporablja sprememba vsote kvadriranih odklonov znotraj skupin pri združevanju. Vsota kvadriranih 
odklonov (VKO) se za skupino 𝑅, s pripadajočim centroidom 𝑡𝑅 in 𝑛 objekti, izračuna po enačbi (23) 
[12], [13].  




 𝑟𝑖 ∈ 𝑅 (23) 
 
Mera različnosti med  skupinama 𝑆 in 𝑅 se izračuna kot povečanje VKO pri združitvi skupin v skupino 
(𝑆 ∪ 𝑅). Izračun mere različnosti prikazuje (24), kjer 𝑠𝑟𝑖 ∈ 𝑆𝑅, 𝑠𝑖 ∈ 𝑆 in 𝑟𝑖 ∈ 𝑅,  𝑛 pa predstavlja število 
objektov v posameznih skupinah [13]. 
 
 
𝑑𝑆𝑅 = 𝑉𝐾𝑂(𝑆 ∪ 𝑅) − 𝑉𝐾𝑂(𝑆) − 𝑉𝐾𝑂(𝑅) 















Centroid novonastale skupine (𝑆 ∪ 𝑅) se izračuna enako kot pri metodi centroidov, kar prikazuje 
enačba (21). Z nadaljnjo izpeljavo pridemo do poenostavljene enačbe za razdaljo med skupinama (25), 
enačba (26) pa prikazuje razdaljo med novonastalo skupino (𝑆 ∪ 𝑅) in skupino 𝐾. Na začetku 
razvrščanja vsak objekt tvori svojo skupino, zato je mera različnosti med skupinami izračunana kot 













𝑛𝑆 + 𝑛𝑅 + 𝑛𝐾
||𝑡𝑆𝑅 − 𝑡𝐾||
2  (26) 
 
Mera različnosti med skupinami je lahko v različnih programskih orodjih definirana tudi drugače. 
Enačba (27) prikazuje razdaljo med skupinama, uporabljeno v programskem orodju MATLAB. Dodatno 
množenje z 2 se uporablja, da so razdalje v prvem koraku med posameznimi skupinami enake Evklidski 
razdalji. 
 𝑑𝑆𝑅 = √
2𝑛𝑆𝑛𝑅
𝑛𝑆 + 𝑛𝑅
||𝑡𝑆 − 𝑡𝑅|| (27) 
 
Za lažjo predstavo o delovanju združevalnih hierarhičnih algoritmov je v nadaljevanju prikazana 
uporaba Wardove metode na enostavnem primeru.  
 
 
Slika 6: Prikaz točk v koordinatnem sistemu 
Na sliki 6 so prikazane točke 𝐴(1,2), 𝐵(2,3), 𝐶(3,6) in 𝐷(4,4). Zapišemo jih lahko z matriko po zgledu 
enačbe (2), kjer vrstice predstavljajo točke oz. objekte, stolpci pa dimenzije oz. značilke. Točke v 












Izračunamo zgornje trikotno povezovalno matriko 𝑫. Vsaka točka na začetku predstavlja svojo skupino, 
zato so razdalje med njimi izračunane kot polovične vrednosti kvadriranih evklidskih razdalj. 
 
 
 𝑫 =         










0 1 10 6,5
0 0 5 2,5
0 0 0 2,5










Iz povezovalne matrike izberemo najmanjšo vrednost, ki je v našem primeru razdalja med točkama 𝐴 


















V naslednjem koraku izračunamo razdalje med novonastalo skupino in ostalimi skupinami. Uporabimo 
lahko enačbo (24), ali pa razdaljo izračunamo neposredno z enačbo (25) oz. (26). Izračun prikazujeta 













































2 ≐ 5,67   (32) 
 
Kot je zapisano v tretjem koraku v (15), iz povezovalne matrike izbrišemo vrstici in stolpca, ki pripadajo 






 𝑫 =         








  ]  
(33) 
 
Najbližje sta sedaj točki 𝐶 in 𝐷, zato ju po enakem postopku združimo v skupino (𝐶 ∪ 𝐷) ter 





















2 = 10,25   (35) 
 
 
 𝑫 =         
  𝐴 ∪ 𝐵 𝐶 ∪ 𝐷
𝐴 ∪ 𝐵
𝐶 ∪ 𝐷
[     
0 10,25
0 0
    ] 
(36) 
 
Razdalja med skupinama 𝐴 ∪ 𝐵 in 𝐶 ∪ 𝐷  je 10,25 in se na koncu združita v skupino 𝐴 ∪ 𝐵 ∪ 𝐶 ∪ 𝐷. 
Proces združevanja pri združevalnih hierarhičnih algoritmih se pogosto prikaže z drevesom združevanja 
oz. dendrogramom. Listi dendrograma predstavljajo objekte, točke združitve pa predstavljajo nastanek 
nove skupine pri določeni meri različnosti. Dendrogram za naš primer prikazuje slika 7. 
 




3.4.2 Nehierarhične metode razvrščanja 
Hierarhične metode proces razvrščanja pričnejo z izračunom povezovalne matrike 𝑫, čemur sledi 
združevanje objektov in skupin na podlagi različno definiranih mer različnosti. Prehajanje objektov iz 
ene skupine v drugo je v procesu razvrščanja onemogočeno, zato nam ponovitev metode vedno 
prinese enak rezultat. Za razliko od hierarhičnih metod, nehierarhične metode za razvrščanje 
potrebujejo matriko objektov 𝑿 in parameter 𝑘, ki predstavlja predhodno določeno število skupin. 
Rezultat razvrščanja je odvisen od začetne particije, zato lahko ponovitev razvrščanja privede do 
različnih rezultatov. Med najpogosteje uporabljene nehierarhične metode spadata metodi k-voditeljev 
in k-voditeljev ++, predstavljeni v nadaljevanju. 
3.4.2.1 Metoda k-voditeljev 
Med glavne razloge za pogosto uporabo metode k-voditeljev spadata preprostost implementacije in 
hitrost izračunavanja. Vhod v algoritem predstavlja matrika objektov s pripadajočimi značilkami in 
informacija o želenem številu skupin, izhod pa je informacija o končni razvrstitvi posameznih objektov. 
Koraki procesa razvrščanja so v grobem naslednji [7]: 
 
1. Iz prostora določenega s podatkovno množico izberemo 𝑘 naključnih točk in jih določimo za 
središča posameznih skupin. 
2. Z uporabo izbrane razdalje posameznim objektom pripišemo njim najbližja središča in s tem 
pripadajoče skupine. 
3. Ponovno izračunamo središča in tako zmanjšamo razpršenost posameznih skupin. 
4. Ponovimo koraka 2 in 3, dokler se središča skupin ne ustalijo oz. ni dosežen zaustavitveni pogoj. 
 
Cilj algoritma je poiskati minimum kriterijske funkcije (37), kjer je 𝑡𝑖 središče 𝑖-te skupine, 𝑻 =
{𝑡1, 𝑡2, . . , 𝑡𝑘} množica središč skupin, 𝑆𝑖 število objektov v 𝑖-ti skupini, 𝒙𝒋 𝑗-ti objekt v 𝑖-ti skupini, 𝑘 pa 
predstavlja število skupin. V enačbi (37) je za izračun razdalje med objektom in središčem uporabljena 
kvadrirana evklidska razdalja. Kriterijska funkcija tako računa vsoto kvadriranih odklonov med objekti 
v skupini in središčem skupine.  
 








Uspešnost in hitrost algoritma k-voditeljev je pogostokrat odvisna od začetne izbire središč 




k lokalnemu minimumu, ki ni nujno globalen. Skozi čas je bilo za izbiro začetnih središč razvitih več 
metod, med drugim [7] tudi: 
 
 metoda naključno seme (angl. random seed) in 
 metoda naključno razčlenjevanje (angl. random partitioning). 
 
Metodi naključno seme in naključno razčlenjevanje temeljita na naključni izbiri začetnih središč ter ne 
zagotavljata optimalne particije. Naključno seme se prične z izbiro 𝑘-tih naključnih točk iz množice 
objektov in jih določi za središča skupin. Naključno razčlenjevanje vsak objekt naključno pripiše eni 
izmed 𝑘-tih skupin, nato izračuna središča teh skupin, ki tvorijo začetno množico središč. Zaradi 
naključne izbire obstaja možnost, da začetna središča pristanejo blizu skupaj, kar lahko vodi do 
neželenih rezultatov. Temu se deloma izognemo z večkratno ponovitvijo razvrščanja, ki se vsakič prične 
z drugačno množico začetnih središč, na koncu pa izberemo rešitev, ki nam najbolj ustreza. Večkratno 
ponavljanje razvrščanja s popolnoma nenadzorovano izbiro začetnih središč lahko močno poveča čas 
izvedbe razvrščanja. Iz tega razloga je bila razvita metoda k-voditeljev++, ki pogosto zagotovi hitrejšo 
izvedbo in izboljšanje rezultatov [7], [14]. 
3.4.2.2 Metoda k-voditeljev++ 
Metoda k-voditeljev++ je prilagojena izvedba metode k-voditeljev, ki je bila razvita s ciljem pospešitve 
algoritma in izboljšanja končnega rezultata razvrščanja. Koraki algoritma k-voditeljev++ so [14]: 
(a) iz matrike objektov 𝑿 naključno izberi objekt 𝒙, ki predstavlja prvo začetno središče 𝒕𝟏; 
(b) naslednje središče 𝑡𝑖 naključno izberi iz matrike 𝑿, pri čemer je vsak objekt obtežen z utežjo 
𝐷(𝑥)2
∑ 𝐷(𝑥)2𝑥∈𝑋
. 𝐷(𝑥) je najkrajša razdalja od objekta 𝒙 do njemu najbližjega že obstoječega središča; 
(c) ponovi korak (b), dokler ni izbranih 𝑘 središč;  
(d) nadaljuj s koraki od 2 do 4 algoritma k-voditeljev, ki so predstavljeni v poglavju 3.4.2.1. 
 
Iz koraka (b) je razvidno, da je obtežitev posameznega objekta proporcionalna kvadratu najkrajše 
razdalje od objekta 𝒙 do njemu najbližjega že obstoječega središča. Čeprav je izbira novega središča 
naključna, z različno obtežitvijo povečamo verjetnost izbire ustreznega središča. Verjetnost za izbiro 
ustreznih začetnih središč v nekem številu poskusov je torej večja, kot pri metodah naključno seme in 
naključno razčlenjevanje. Inicializacijo, ki jo uporablja metoda k-voditeljev++, smo 100-krat izvedli na 





Slika 8: Prikaz točk, na katerih smo prikazali izbiro začetnih središč pri metodi k-voditeljev++ 
Optimalna izbira začetnih središč iz vidika najmanjše vsote kvadriranih odklonov točk iz posameznih 
skupin do pripadajočega središča je prikazana na sliki 9. Točke so predstavljene z modrimi krogi, katerih 
velikost je proporcionalna verjetnosti za izbiro te točke v naslednji iteraciji, izbrana središča pa so 
prikazana z rdečo zvezdo. 
 
 




3.5 Določitev števila skupin 
Določitev optimalnega števila skupin je pogost problem, ki ga srečujemo pri nenadzorovanem 
razvrščanju. V realnih primerih skupine med seboj velikokrat niso jasno ločene, kar otežuje določitev 
primernega števila skupin. V literaturi najdemo različne metode in parametre, ki so nam lahko v 
pomoč, a se njihova uporabnost razlikuje od primera do primera.  
 
Združevalni hierarhični algoritmi proces razvrščanja pričnejo s skupinami 𝑛. V vsakem koraku 
razvrščanja pride do združevanja skupin na podlagi izbrane mere različnosti, proces pa se zaključi s 
skupino, ki vsebuje vse objekte. Prvo informacijo o primernem številu skupin lahko dobimo že s 
prikazom procesa z dendrogramom oz. s prikazom upadanja mere različnosti pri večanju števila skupin.  
Večji skok v meri različnosti lahko predstavlja združitev preveč oddaljenih skupin in je lahko indikator, 
da je število skupin pred to združitvijo ustrezno. Slika 10 prikazuje dendrogram in graf mere različnosti 
pri metodi popolnega povezovanja, ki smo jo izvedli na setu Tetra. Vidimo, da je najprimernejše število 
skupin enako 4, kar je v tem primeru že znano. Če končne skupine seta podatkov Tetra ne bi bile 
enolično določene, bi bilo potrebno preveriti rezultat s petimi skupinami, saj je pri zmanjšanju števila 
skupin iz 5 na 4 prav tako opazen skok v meri različnosti. Po analizi skupin bi lahko bila za nas smiselna 
rešitev s petimi skupinami. Različne metode združevalnih hierarhičnih algoritmov in različne mere 
različnosti privedejo do različnih dendrogramov, pri čemer je izbira ustreznega števila skupin v 
nekaterih primerih bolj očitna. Potrebno je poudariti, da samo prikaz dendrograma in sprememb mere 
različnosti v realnih primerih pogostokrat ne zadošča, zato sta potrebni uporaba drugih indikatorjev 





Slika 10: Dendrogram (levo) in prikaz mere različnosti v odvisnosti od števila skupin (desno) pri metodi 
popolnega povezovanja 
Uspešnost razvrščanja lahko ocenimo z izračunom notranjih kriterijev, ki nam podajo informacijo o 
tem, kako zgoščeni so objekti znotraj posameznih skupin, hkrati pa tudi, kako oddaljeni so med seboj 
objekti, ki pripadajo različnim skupinam. Kriteriji temeljijo na ideologiji analize  variance v evklidskem 
prostoru ter slonijo na izračunu razmerja med vsotami kvadriranih odklonov znotraj in med skupinami. 
Kriteriji so namenjeni odkrivanju naravnih skupin v setu podatkov, vendar je smotrno analizirati tudi 
rešitve v bližini tiste, ki jo predlaga kriterij. Delitev objektov na več skupin je lahko iz vidika kriterija 
neustrezna, za nas pa predstavlja smiselno rešitev.  
 
Kriterij R2 
Izračun kriterija 𝑅2 prikazuje enačba (38), kjer 𝑇 predstavlja vsoto kvadriranih odklonov med objekti in 
globalnim povprečjem, 𝑊𝑙 pa predstavlja vsoto kvadriranih odklonov znotraj skupine 𝑙. V enačbah (39) 
in (40), ki predstavljata izračun 𝑇 in 𝑊𝑙, je [12]: 
 ?̅? globalno povprečje, 
 𝒙𝒊 i-ti objekt v celotni množici 𝑛-tih objektov, 
 𝒙𝒎 m-ti objekt znotraj skupine 𝑙, 
 𝒙?̅? povprečje objektov v skupini 𝑙 in, 
 𝑘 število skupin. 
 




















Večja sprememba v vrednosti 𝑅2, pri povečanju števila skupin iz  (𝑘 − 1)  na 𝑘, nakazuje na primerno 
število skupin. Posledično lahko razvijemo tudi kriterij 𝑆𝑅𝑘





2  (41) 
 
Kriterij Calinski-Harabasz 
Izračun kriterija 𝐶𝐻𝑘 prikazuje enačba (42), kjer je [15]: 
 𝐵𝑘 vsota kvadriranih odklonov med skupinami, 
 𝑊𝑙 vsota kvadriranih odklonov znotraj skupine 𝑙, 
 𝒙?̅? povprečje objektov v skupini 𝑙, 
 ?̅? globalno povprečje, 
 𝑛𝑙 število objektov v skupini 𝑙, 
 𝑛 število vseh objektov in 
 𝑘 število skupin. 


















  (42) 
 
Če za razvrščanje uporabljamo hierarhične metode, izračunamo kriterij 𝐶𝐻𝑘 za vsak nivo pri 
združevanju. Uporaba particijskih algoritmov zahteva večkratno izvedbo razvrščanja, pri čemer v vsaki 
izvedbi spremenimo število skupin. Za vsako rešitev nato izračunamo kriterij 𝐶𝐻𝑘. Visoke vrednosti,  ki 
jim sledijo nižje vrednosti, nakazujejo na potencialno ustrezne rešitve. Kriterij je odvisen od števila 
elementov v podatkovni množici, zato morajo biti slednji, za primerjavo rezultatov razvrščanja, 
pridobljeni z uporabo enakega števila elementov. Na setu podatkov Tetra smo izvedli metodo k-
voditeljev, pri čemer smo povečevali število možnih skupin do vrednosti 25, kar prikazuje slika 11. Na 





Slika 11: Določitev števila skupin v setu Tetra s kriterijem Calinski-Harabasz 
Kriterij Davies-Bouldin 
Izračun kriterija 𝐷𝐵𝑘 prikazuje enačba (43), kjer je [16]: 
 𝑘 število skupin, 
 𝑑?̅? povprečna razdalja objektov 𝑖-te skupine do središča 𝑖-te skupine, 
 𝑑?̅? povprečna razdalja objektov 𝑗-te skupine do središča 𝑗-te skupine in 












Vrednost 𝐷𝐵𝑘 kriterija je pri optimalni razvrstitvi objektov v skupine najmanjša. Kriterij ni odvisen od 
števila objektov 𝑛, zato se ga lahko uporabi pri primerjavi rezultatov razvrščanja, pridobljenimi iz seta 
podatkov z različnim številom objektov. Podobno kot pri kriteriju Calinski-Harabasz smo tudi kriterij 
Davies-Bouldin uporabili za določitev optimalnega števila skupin v setu Tetra. Optimalno število skupin 





Slika 12: Določitev števila skupin v setu Tetra s kriterijem Davies-Bouldin 
3.6 Analiza in interpretacija rezultatov 
Na sliki 1 je kot zadnji pomemben korak pri uporabi razvrščanja omenjena analiza in interpretacija 
rezultatov. Načinov, s katerimi analiziramo in interpretiramo končne rezultate, je več in so odvisni od 
zadanega cilja. O strukturi samih skupin in razdalj med skupinami nam veliko povedo že vrednosti in 
spremembe nekaterih notranjih kriterijev, predstavljenih v poglavju 3.5. Preko njih lahko sklepamo o 
razpršenosti objektov znotraj skupin, in o tem, kako daleč so objekti znotraj ene skupine od objektov 
iz drugih skupin. V realnih problemih, za katere se uporablja razvrščanje, je pogosto pomembno 
preveriti vpliv posameznih značilk na končno razvrstitev, saj lahko nepomembne značilke onemogočijo 
uspešno razvrščanje. Za preverjanje se pogosto uporabljajo različne statistične metode, ki so povezane 
z analizo variance. V primeru, ko ugotovimo, da neka značilka nima velikega vpliva pri razvrščanju, jo 
lahko izločimo iz analize, ponovimo razvrščanje in zopet preverimo rezultate. Z iterativnim postopkom 
lahko pridemo do končnega seta značilk, ki nosijo veliko informacije in imajo velik vpliv na razvrstitev 
objektov. Problemi z odvečnimi značilkami se pojavljajo predvsem pri uporabi množic podatkov z 
visokim številom dimenzij [1].  
 
Poleg statistične analize nam pri oceni ustreznosti rezultatov lahko pomaga vizualizacija pridobljenih 
skupin. Problem vizualizacije se pojavi v primeru, ko so objekti predstavljeni z več kot tremi značilkami, 




zmanjševanje dimenzije. Metode za zmanjševanje dimenzije so multivariatne metode, ki omogočajo 
predstavitev podatkov v manjši razsežnosti. Razvite so bile iz več razlogov in so zelo uporabne v mnogih 
znanstvenih panogah. Med omenjene metode spada tudi metoda glavnih komponent, ki smo jo v tem 
magistrskem delu uporabili za vizualizacijo skupin [17]. 
 
Osnovna ideja metode glavnih komponent je zmanjšanje dimenzije pridobljenega seta podatkov, v 
katerem je prisotnih več medsebojno povezanih spremenljivk, pri čemer želimo, da se struktura 
podatkov čim bolj ohrani. Z metodo pridobimo nove spremenljivke, ki jih predstavimo s t. i. glavnimi 
komponentami in so linearne kombinacije originalnih merjenih spremenljivk. Glavne komponente so 
urejene od najbolj pomembne do najmanj pomembne, kjer pomembnost pomeni, da prva glavna 
komponenta pojasnjuje kar največ variance osnovnih podatkov. Glavne komponente so torej 
nekorelirane linearne kombinacije originalnih spremenljivk, ki imajo dve lastnosti [17]: 
 
(a) vsaka komponenta pojasni maksimalno količino še nepojasnjene variance opazovanih 
spremenljivk, 
(b) vsaka komponenta je nekorelirana z vsemi prejšnjimi komponentami. 
 
Glavne komponente pridobimo z izbiro lastnih vektorjev kovariančne oz. korelacijske matrike in 
pripadajočih lastnih vrednosti. Izkaže se, da je prva glavna komponenta prav lastni vektor z največjo 
lastno vrednostjo. Lastne vrednosti pri tem predstavljajo varianco posameznih glavnih komponent 
[17]. 
 
Na levem grafu na sliki 13 je prikazan podatkovni set, kjer je opazna močna linearna povezanost med 
spremenljivkama x in y. Če so spremenljivke merjene v različnih merskih enotah, jih je potrebno 
standardizirati [17]. S pomočjo ortogonalne transformacije nabor podatkov predstavimo z glavnimi 
komponentami, kar prikazuje desni graf na sliki 13. Prva glavna komponenta v tem primeru pojasni 
približno 99,5 % skupne variance, druga pa približno 0,5 %. Sklepamo lahko, da je izguba informacije 
ob uporabi samo prve glavne komponente majhna. Set podatkov pri ohranitvi samo prve komponente 







Slika 13: Podatkovni set v originalnem koordinatnem sistemu (levo) in nov podatkovni set v prostoru 
glavnih komponent (desno)  
 











4 Referenčni model distribucijskega omrežja 
Reprezentativni oz. referenčni model omrežja je teoretično omrežje, ki predstavlja približek 
dejanskemu omrežju. V praksi je bilo za različne namene razvitih več različnih referenčnih modelov 
omrežij. Nekateri so bili razviti za potrebe regulatorjev energetskih trgov, ki regulirajo podjetja za 
distribucijo električne energije, drugi pa so bili razviti za testiranje vplivov različnih tehnologij pametnih 
omrežij in razpršenih virov na delovanje omrežja. Za pridobitev slednjih so v praksi pogosto 
uporabljene metode razvrščanja oz. klasifikacije, ki se jih izvaja na pridobljenem setu distribucijskih 
izvodov [18]. 
 
V [19] so avtorji uporabili metodo k-voditeljev za razvrstitev distribucijskih izvodov v skupine, pri čemer 
so za določitev optimalnega števila skupin uporabili kriterij CCC (angl. Cubic Clustering Criterion). Cilj 
projekta je bil določiti občutljivost posameznih skupin izvodov na povečanje deleža fotonapetostnih 
sistemov. Iz originalnega seta pridobljenih značilk so izbrali šest značilk in izvode razdelili v dvanajst 
skupin. Z željo ocene vpliva novih tehnologij pametnih omrežij na delovanje distribucijskega omrežja 
so avtorji v [1] s kombinacijo Wardove metode ter diskriminantne analize prišli do statistično 
reprezentativnega seta srednjenapetostnih in nizkonapetostnih izvodov. Iz originalnega seta 
štiriintridesetih parametrov, ki so opisovali izvode, so določili šest pomembnih značilk, uporabljenih pri 
razvrščanju. V projektu ATLANTIDE [20] je bilo razvitih več referenčnih modelov italijanskih 
distribucijskih omrežij, ki bi naj v prihodnosti služili za simuliranje obratovalnih scenarijev, pri čemer so 
upoštevani porast porabe, razpršene proizvodnje ter druge nove tehnologije.  
 
V naslednjih podpoglavjih je opisana metodologija pridobitve reprezentativnih srednjenapetostnih 
distribucijskih izvodov, ki bodo v nadaljnjih raziskavah uporabljeni za bolj natančno določitev 
referenčnega modela distribucijskega omrežja.  
Referenčni model distribucijskega omrežja 
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4.1 Določitev množice izvodov in predhodna obdelava  
Osnovo za pridobitev reprezentativnih izvodov predstavljajo podatki, ki nam jih je posredovalo 
podjetje Elektro Celje, d. d. (v nadaljevanju Elektro Celje). Podatke o razdelilnih transformatorskih 
postajah, transformatorskih postajah ter vodih in stikalnih napravah smo prejeli v formatu, podprtem 
s strani aplikacije QGIS.  Aplikacija QGIS je ena od aplikacij geografskega informacijskega sistema, ki 
omogoča pregled, urejanje in analizo geoprostorskih podatkov [21]. Topologijo srednjenapetostnega 
distribucijskega omrežja Elektra Celje prikazuje slika 15, kjer modre pike predstavljajo razdelilne 
transformatorske postaje in razdelilne postaje v omrežju. Posamezni vodi napetostnih nivojev 10 in 20 
kV so predstavljeni z rjavimi črtami, zelene črte pa predstavljajo vode 1 kV. Znotraj črnega okvirja je, 
zaradi preglednosti, približan del omrežja, kjer so vidne transformatorske postaje (rdeče pike) in 
stikalni elementi (zelene pike). 
 
 
Slika 15: Srednjenapetostno omrežje Elektra Celje, narisano v programu QGIS 
Vsak element v QGIS-u ima poleg koordinat pripisane tudi parametre, potrebne za nadaljnjo analizo in 
iskanje referenčnega modela distribucijskega omrežja. Parametri posameznih elementov, ki smo jih 








RTP TP VOD STIKALNI ELEMENT 
Koordinate  Koordinate Začetni in končni koordinati 
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Naziv Naziv Naziv Naziv 
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Tabela 1: Parametri, s katerimi so opisani posamezni elementi omrežja v programu QGIS 
Analizo omrežja smo opravili v programskem okolju MATLAB. Elemente s pripadajočimi parametri  smo 
iz programa QGIS v obliki tabel izvozili v Excel. Sledila je izdelava MATLAB-skript za branje omenjenih 
podatkov in pretvorba podatkov v oblike, ki so primerne za nadaljnjo obdelavo. Potrebna je bila 
korekcija koordinat posameznih elementov, saj se koordinate vodov večkrat niso ujemale in je bila 
konstrukcija izvodov nemogoča. Prav tako koordinate transformatorskih postaj in stikalnih elementov 
ponekod niso sovpadale s koordinatami vodov. Nekateri stikalni elementi,  ključni pri prekinjanju zank 
med izvodi, niso bili vrisani, zato smo naknadno preko pridobljenih enopolnih shem omrežja v teh 
točkah vode ročno ločili. Korekcija koordinat in prekinitev zank tako omogoča avtomatizirano 
konstrukcijo izvodov v celotnem omrežju samo z uporabo koordinat in podatkov o stanjih stikalnih 
elementov. V procesu urejanja podatkov smo izločili vse vode napetosti 110 in 1 kV. Omrežje, ki je 
prikazano na sliki 16, je v tej točki sestavljalo 19 razdelilnih transformatorskih postaj in 226 izvodov. 
 




Slika 16: Srednjenapetostno omrežje Elektra Celje, predstavljeno v programskem okolju MATLAB 
Na nekaterih izvodih ni bilo transformatorskih postaj. Služili so samo povezovanju različnih delov 
omrežja oziroma povezovanju omrežja Elektra Celje z omrežji ostalih distribucij, zato smo te izvode 
izločili iz analize. Tabela 2 prikazuje imena razdelilnih transformatorskih postaj in število izvodov iz 
posamezne postaje. Končno množico izvodov, ki smo jih uporabili za razvrščanje in določanje 








RTP Brestanica 12 RTP Podlog 8 
RTP Brežice 10 RTP Ravne 10 
RTP Dravograd 9 RTP Rogaška Slatina 10 
RTP Krško 12 RTP Selce 15 
RTP Laško 8 RTP Šentjur 9 
RTP Lava 16 RTP Sevnica 9 
RTP Mokronog 6 RTP Slovenj Gradec 9 
RTP Mozirje 8 RTP Trnovlje 17 
RTP Žalec 8 RTP Velenje 22 
RTP Vuzenica 8  
Tabela 2: Število izvodov iz posameznih transformatorskih postaj 
Za potrebe kasnejše analize smo za vsak izvod potrebovali še informacijo o njegovi razvejanosti. Mejo 
med glavnim izvodom in vejami smo določili z upoštevanjem dopustnih tokovnih obremenitev 
posameznih vodov. Nadzemni in kabelski vodi so lahko obremenjeni največ do meje njihove termične 
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obremenljivosti, ki jo določa maksimalna temperatura, pri kateri lahko vodnik obratuje brez trajnih 
posledic na prevodnem vodniku in izolaciji. Tok, ki vodnik segreje do termične meje, imenujemo 
termični tok in je odvisen od atmosferskih vplivov, zgradbe vodnika ter načina vgradnje. Različne 
izolacijske materiale lahko, glede njihove termične stabilnosti, segrevamo do različnih temperatur. Na 
segrevanje so najbolj občutljivi kabli z izolacijo iz impregniranega papirja, sledijo kabli s polietilensko 
izolacijo, najbolj termično stabilni pa so kabli z izolacijo iz omreženega polietilena. Zaradi specifičnih 
okoliščin hlajenja kabla v zemlji so obremenljivosti kabelskih vodov pogostokrat zmanjšane. Za enak 
dosežen maksimalni tok mora biti presek podzemnega kabla večji od preseka nadzemnega voda.  
Zaradi tega se v praksi za zamenjavo nadzemnega voda Al/Fe 70/12 pogosto uporablja kabel s 
presekom 150 mm2, za zamenjavo nadzemnega voda Al/Fe 35/6 pa kabel s presekom 70 mm2 oziroma 
v nekaterih primerih 150 mm2 [22]. 
 
Okvirne vrednosti za dopustne tokovne obremenitve posameznih srednjenapetostnih vodov smo 
pridobili iz programskega okolja za načrtovanje distribucijskih omrežij GREDOS in tehničnih smernic, ki 
jih določa Gospodarsko Interesno Združenje (GIZ) [23]. Čeprav so vrednosti okvirne, lahko preko upada 
v dopustni obremenitvi med dvema povezanima vodoma sklepamo o meji med glavnim izvodom in 
vejo izvoda. Slika 17 prikazuje primer srednjenapetostnega izvoda, ki ima izhodiščno točko v RTP 
Mozirje. Glavni izvod prikazuje odebeljena črta, tanjše črte pa prikazujejo veje. Črn kvadrat predstavlja 
RTP Mozirje, zelene točke pa predstavljajo transformatorske postaje. 
 
Slika 17: Primer srednjenapetostnega izvoda 
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4.2 Določitev značilk 
Po urejanju podatkov in določitvi množice izvodov je sledila izbira ustreznih značilk, ki je ključnega 
pomena za uspešno razvrščanje. Pri izbiri značilk smo bili omejeni s parametri izvodov, ki so podani v 
tabeli 1. Izbrali smo značilke, ki nosijo pomembne informacije o posameznih izvodih in na koncu vodijo 
v skupine izvodov, ki smo jih lahko ustrezno opisali. Izbrane značilke in razlog za njihovo izbiro prikazuje 
tabela 3. 
 
Značilka Izračun in enota Oznaka Razlog za izbiro značilke 
Celotna dolžina voda  
 
𝑐𝑒𝑙𝑜𝑡𝑛𝑎 𝑑𝑜𝑙ž𝑖𝑛𝑎 [𝑚] 𝑧1 
 
Pričakovati je, da bodo 
podeželski izvodi daljši od 
primestnih in mestnih 
izvodov. 




∗ 100 [%] 𝑧2 
Podaja informacijo o 
razvejanosti posameznih 
izvodov. Mestni in 
industrijski izvodi so 
večinoma nerazvejani, v 
podeželskih izvodih pa je 







 [𝑀𝑉𝐴] 𝑧3 
 
Pri izvodih, ki napajajo 
industrijske in večje 
komercialne porabnike ter 
bolj poseljena naselja, je 
povprečna moč 
transformatorjev višja kot 





𝑠𝑘𝑢𝑝𝑛𝑎 𝑚𝑜č 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑜𝑟𝑗𝑒𝑣 [𝑀𝑉𝐴] 𝑧4 











V gosteje poseljenih naseljih 








∗ 100 [%] 𝑧6 
V mestih je pričakovati več 
podzemnih vodov, v 
primestnih in ruralnih 
naseljih pa pričakujemo 
večje število nadzemnih 
vodov. 
Tabela 3: Izbrane značilke 
Izbrane značilke pripadajo različnim velikostnim razredom, zato smo izvedli standardizacijo. Od vsake 
značilke smo odšteli njeno aritmetično sredino in jo delili s standardnim odklonom, kot prikazuje 
enačba (4). Odnose med značilkami smo preverili z izračunom korelacijske matrike. Slika 18 prikazuje 
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korelacijsko matriko, kjer so elementi matrike, glede na njihovo vrednost, prikazani z različnimi 
barvnimi odtenki. 
 
Slika 18: Korelacijska matrika, prikazana z različnimi barvnimi odtenki 
Diagonalni elementi korelacijske matrike imajo vrednost 1, saj predstavljajo varianco standardizirane 
značilke. Opazimo lahko visoko korelacijo med deležem vej v celotnem izvodu (𝑧2) in deležem 
nadzemnih vodov (𝑧6). Korelacijski koeficient (v nadaljevanju 𝐶𝑘) med tema značilkama znaša 0,7396. 
Korelacija med značilkama ni presenetljiva, saj so podeželski izvodi, ki jih večinoma sestavljajo 
nadzemni vodi, praviloma bolj razvejani, mestni izvodi pa so pogosto sestavljeni samo iz enega tipa 
kabla. Visoka korelacija med dvema značilkama lahko vodi v neustrezno razvrstitev izvodov v skupine, 
zato smo v nadaljevanju ocenili ustreznost razvrščanja ob uporabi obeh značilk in samo ene od značilk. 
Tudi nekatere ostale značilke kažejo manjšo medsebojno povezanost, vendar vrednosti glede na 
literaturo niso previsoke [11]. 
4.3 Izbira metode in določitev ustrezne rešitve 
V poglavju 3.4 je omenjeno, da je izbira ustrezne metode pogost problem pri aplikaciji razvrščanja. 
Odvisna je od cilja razvrščanja in od pridobljenega seta podatkov. Cilj razvrščanja je v našem primeru 
pridobitev skupin izvodov, ki imajo podobne lastnosti, hkrati pa so različni od predstavnikov ostalih 
skupin. Referenčni model distribucijskega omrežja bodo sestavljali izvodi, ki so, glede na opisne 
značilke, najbližje povprečju skupine. Pričakujemo zgoščene skupine, ki so med seboj ločene in jih lahko 
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predstavimo z enim izvodom. Glede na to, da v našem primeru ni prisotnih nominalnih in ordinalnih 
značilk, smo ocenili, da sta za izračun razdalje med objekti ustrezni evklidska razdalja oziroma 
kvadrirana evklidska razdalja. Za iskanje predstavnikov posameznih skupin z uporabo evklidske razdalje 
se pogosto uporabljata Wardova metoda, ki spada med hierarhične združevalne algoritme, in metoda 
k-voditeljev, ki spada med particijske algoritme. Obe metodi imata prednosti in slabosti, zato smo za 
razvrščanje uporabili obe ter nato primerjali rezultate. Informacijo o primernem številu skupin smo 
prejeli preko notranjih kriterijev, opisanih v poglavju 3.5. Pri Wardovi metodi smo vrednosti notranjih 
kriterijev izračunali za vsak nivo – med nivojem z eno skupino in nivojem s petindvajsetimi skupinami. 
Na drugi strani uporaba enonivojskih particijskih algoritmov zahteva ponovitev izvedbe razvrščanja za 
vsak nivo. Metodo k-voditeljev++ smo izvedli za vsak nivo, pri čemer smo spreminjali vhodni podatek 
𝑘, ki predstavlja število skupin, od ena do petindvajset. Zaradi naključne začetne izbire središč smo 
razvrščanje na vsakem nivoju ponovili 1000-krat, s čimer smo zagotovili, da rešitev doseže globalni 
optimum – rešitev z minimalno vsoto kvadriranih odklonov znotraj skupin. 
 
Slika 19: Kriterij SRk2 pri razvrščanju s šestimi značilkami 
Slika 19 prikazuje vrednosti kriterija 𝑆𝑅𝑘
2 za primer s šestimi spremenljivkami. Vsak korak predstavlja 
spremembo vrednosti kriterija 𝑅2 pri povečanju števila skupin iz 𝑘 na (𝑘 + 1). Glede na [11] nam 
kriterij 𝑆𝑅𝑘
2 odsvetuje izbor končnega števila skupin nad 6, saj želimo obdržati čim višjo vrednost 
kriterija. 




Slika 20: Kriterij Calinski-Harabasz pri razvrščanju s šestimi značilkami 
 
Slika 21: Kriterij Davies-Bouldin pri razvrščanju s šestimi značilkami 
Na sliki 20 je razvidno, da vrednost kriterija Calinski-Harabasz doseže ekstremni vrednosti pri dveh in 
štirih skupinah, nato pa začne vrednost upadati. Minimalne vrednosti kriterija Davies-Bouldin se 
pojavijo pri razvrstitvi v štiri in pet skupin. Analizirali smo rešitve s štirimi, petimi in šestimi skupinami, 
saj bi dodatna skupina izvodov lahko zajela lastnost omrežja, ki ni prišla do izraza zaradi vpliva 
koreliranih značilk.  





Slika 22: Metoda k-voditeljev ++: rešitev s štirimi skupinami, predstavljena z dvema glavnima 
komponentama (levo) in s tremi glavnimi komponentami (desno) 
 
Slika 23: Metoda k-voditeljev++: rešitev s petimi skupinami, predstavljena z dvema glavnima 
komponentama (levo) in s tremi glavnimi komponentami (desno) 
Na slikah 22 in 23 sta prikazani rešitvi razvrščanja s štirimi in petimi skupinami, z uporabo metode k-
voditeljev++. Središča skupin so označena z zvezdico. Opazimo lahko, da so tudi skupine, ki se pri obeh 
rešitvah ne razlikujejo, obarvane z različno barvo, kar je posledica naključne izbire začetnih središč ob 
vsaki izvedbi razvrščanja. Na sliki 22 so s temno modro barvo obarvani daljši in močno obremenjeni 
ruralni izvodi, ki poleg oddaljenih zaselkov napajajo tudi večja naselja oz. območja s komercialnimi ter 
industrijskimi porabniki. Svetlo zelena barva predstavlja krajše, manj obremenjene podeželske vode. 
Svetlo modra barva prikazuje manjšo skupino močno obremenjenih industrijskih izvodov, ki 
neposredno napajajo industrijske porabnike v bližini razdelilne transformatorske postaje. Preostane 
samo še skupina, obarvana z rdečo barvo, v katero so bili razvrščani mestni izvodi, primestni izvodi s 
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komercialnimi in rezidenčnimi odjemalci ter izvodi, ki napajajo industrijske porabnike. Omenjeni izvodi 
so si glede na značilke, ki jih opisujejo, zelo podobni. Velika večina teh izvodov je krajših ter v celoti 
podzemnih in nerazvejanih (že omenjena visoka korelacija med značilkama 𝑧2 in 𝑧6), hkrati pa razlike 
v povprečni moči transformatorjev in številu transformatorjev na kilometer dolžine niso tako izrazite. 
Povezave med značilkami  so predstavljene s korelacijsko matriko. Med deležem nadzemnih vodov (𝑧6) 
in številom transformatorjev na kilometer dolžine (𝑧5) obstaja negativna povezanost (𝐶𝑘 = −0.6018), 
delež nadzemnih vodov pa je koreliran s celotno dolžino izvoda (𝐶𝑘 = 0.6154). Iz omenjenih razlogov 
je razumljivo, da so notranji kriteriji pokazali optimalno rešitev pri štirih skupinah. Rešitev s petimi 
skupinami, ki jo prikazuje slika 23,  prav tako ne prinese večjega izboljšanja rezultatov, saj se samo 
oblikuje nova, manjša skupina industrijskih vodov, obarvanih s temno modro barvo. Torej smo preverili 
tudi rešitev razvrščanja s šestimi skupinami, ki jo prikazuje slika 24.  
 
 
Slika 24: Metoda k-voditeljev++: rešitev s šestimi skupinami, predstavljena z dvema glavnima 
komponentama (levo) in s tremi glavnimi komponentami (desno) 
Na sliki 24 je razvidno, da se je skupina, ki je na sliki 23 obarvana s temno zeleno barvo, v grobem 
razdelila na dve skupini. V skupino, obarvano s temno modro barvo, so sedaj razvrščeni krajši, manj 
obremenjeni in nerazvejani izvodi, v skupini, obarvani s svetlo modro barvo, pa so daljši, bolj 
obremenjeni ter delno razvejani izvodi. Zelo podobno rešitev dobimo tudi z uporabo Wardove metode, 
ki jo prikazuje slika 25. Opazimo lahko, da je bilo nekaj članov dolgih in bolj obremenjenih podeželskih 
izvodov razvrščenih v skupino krajših, manj obremenjenih podeželskih izvodov. Prav tako se je nekaj 
izvodov izmenjalo med skupinami z mestnimi (temno modra barva), primestnimi (svetlomodra barva) 
in krajšimi podeželskimi izvodi (rožnata barva). 
 




Slika 25: Wardova metoda: rešitev s šestimi skupinami, predstavljena z dvema glavnima 
komponentama (levo) in s tremi glavnimi komponentami (desno) 
Po podrobnejši analizi samih skupin izvodov in njihovih predstavnikov smo se odločili, da je bila 
najprimernejša razvrstitev izvodov v 6 skupin, ki je bila dosežena z uporabo metode k-voditeljev++. 
Dodatno smo preverili pridobljene rešitve ob izločitvi ene izmed visoko koreliranih značilk (𝑧2 in 𝑧6). 
Notranji kriteriji v tem primeru sicer predlagajo višje število skupin, saj si industrijski, mestni in 
primestni izvodi, glede na izbrano metriko, niso več tako blizu, kot v primeru razvrščanja s šestimi 
značilkami, kar pa po naših opažanjih slabo vpliva na razvrstitev nekaterih drugih izvodov. V prihodnosti 
bi bila smiselna podrobnejša analiza in ocena ustreznosti rezultatov ob izključitvi ene izmed značilk, v 
tem magistrskem delu pa smo podrobneje analizirali rešitev, pridobljeno s šestimi značilkami.  
4.4 Analiza skupin in reprezentativnih izvodov 
Na podlagi ugotovitev, predstavljenih v poglavju 4.3, smo za določitev referenčnega modela 
distribucijskega omrežja izbrali rešitev s šestimi skupinami, pridobljeno z metodo k-voditeljev++. 
Izvodi, ki sestavljajo distribucijsko omrežje Elektra Celje, so bili razdeljeni v 6 skupin s podobnimi 
lastnostmi. V tej točki bi bilo smiselno izpostaviti dejstvo, da analizirano omrežje predstavlja samo del 
celotnega distribucijskega omrežja Republike Slovenije. Zaradi manjše raznolikosti in omejitve pri izbiri 
ustreznih značilk morda kateri tip izvoda ni prišel do izraza in se je, glede na svoje lastnosti, priključil 
večji skupini. Mednje lahko štejemo tipične mestne izvode, ki večinsko napajajo rezidenčne porabnike, 
saj se preko distribucijskega omrežja Elektra Celje od večjih mest napajata samo Celje in Velenje. Izvodi 
v mestih, ki v večjem delu napajajo rezidenčne porabnike, so, v primerjavi z industrijskimi izvodi in 
izvodi, ki napajajo veliko večjih komercialnih porabnikov, v manjšini. Kljub temu smo ocenili, da končne 
skupine in njihovi predstavniki ustrezno predstavljajo dele omrežja s podobnimi lastnostmi. Končno 
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razvrstitev izvodov v skupine, ki smo jo uporabili za določitev reprezentativnih izvodov, prikazuje slika 
26, kjer so reprezentativni izvodi posameznih skupin označeni s črno zvezdo. 
 
 
Slika 26: Izbrana razvrstitev izvodov 
Tabela 4 prikazuje število izvodov v posameznih skupinah in kategorije, ki smo jim jih pripisali. 
Najštevilčnejša je skupina z manj obremenjenimi podeželskimi izvodi. To ni presenetljivo, saj velik del 
območja, ki ga napaja distribucijsko omrežje Elektra Celje, predstavljajo manjša naselja in oddaljeni 
zaselki. Drugo številčno skupino predstavljajo krajši mestni izvodi, sledijo pa dolgi podeželski vodi in 
primestni izvodi. Najmanj članov imata skupini z velikimi industrijskimi odjemalci. 
 
 Barva Število izvodov Kategorija 
1. Temno zelena 26 Dolgi in močno obremenjeni podeželski izvodi 
2. Roza 78 Manj obremenjeni podeželski izvodi 
3. Temno modra 60 Krajši mestni izvodi 
4. Svetlo modra 29 Daljši, bolj obremenjeni mestni in primestni izvodi 
5. Rdeča 6 Industrijski izvodi 
6. Svetlo zelena 7 Industrijski izvodi 
Tabela 4: Število izvodov v skupinah in pripisane kategorije 
Nekatere razlike med skupinami in njihove značilnosti lahko opazimo že v tabeli 5, ki prikazuje 
povprečja izbranih značilk za vsako skupino. Podrobnejši opisi značilk in razlogi za njihovo uporabo so 
zajeti v tabeli 3. 
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 z1 z2 z3 z4 z5 z6 
1. 56387 70 0,2406 12,3478 1,059 81 
2. 18507 66 0,2319 3,5044 1,113 78 
3. 2528 0,5 0,7118 3,1884 2,076 6 
4. 6603 27 0,6852 9,0006 2,441 10 
5. 479 0 1,4886 4,5717 6,325 0 
6. 1267 0 4,9480 6,2706 1,391 24 
Tabela 5: Povprečja posameznih značilk po skupinah 
V nadaljevanju sledi natančnejši opis skupin in njihovih predstavnikov, ki bodo na koncu predstavljali 
osnovo za natančnejšo določitev referenčnega modela distribucijskega omrežja. Porazdelitve značilk 
so predstavljene s tako imenovanimi škatlami z brki (angl. boxplot), kjer zgornji in spodnji rob 
predstavljata prvi in tretji kvartil, rdeča črta pa označuje mediano. Natančne informacije o deležu 
posameznih tipov odjemalcev nismo imeli. O tipu odjemalcev smo lahko sklepali preko naziva 
transformatorske postaje, moči transformatorja in pregleda območja, ki ga izvod napaja. 
Transformatorske postaje so pogosto poimenovane po delih naselij in vaseh, ki jih napajajo, oziroma 
po večjih komercialnih odjemalcih v bližini, kot je npr. nakupovalno središče. 
4.4.1 Dolgi in močno obremenjeni podeželski izvodi 
Skupina dolgih in močno obremenjenih podeželskih izvodov ima 26 članov. Večji del odjema na izvodih 
predstavlja veliko število manjših oddaljenih vasi in zaselkov, kjer moči transformatorjev ne presegajo 
250 kVA. Večina izvodov med drugim napaja tudi večja odmaknjena naselja oziroma območja s 
komercialnimi in industrijskimi odjemalci, kjer so moči transformatorjev večje. 
 




Slika 27: Prikaz porazdelitev posameznih značilk za skupino dolgih in močno obremenjenih 
podeželskih izvodov 
Na sliki 27 lahko vidimo, da je večina izvodov v skupini dolgih med 40 in 80 km, prisotni pa so tudi 
izvodi, ki so daljši od 100 km in krajši od 30 km. Izvodi so zelo razvejani in v veliki meri nadzemni.  
Skupna moč transformatorjev na izvodih se v večji meri giba med 10 in 15 MVA. Razdalje med 
transformatorji na izvodih so velike, saj se število transformatorjev na kilometer dolžine giba med 0,8 
in 1,4.  
 
Slika 28 prikazuje reprezentativni izvod skupine, ki je bil, glede na izbrano metriko, najbližje središču 
skupine. Nazivna napetost izvoda je 20 kV in je eden izmed sedemnajstih izvodov, ki izhajajo iz 
razdelilne transformatorske postaje Trnovlje. Dolg je približno 49 km, 73 % celotne dolžine predstavlja 
dolžina vej. Izvod napaja odjemalce preko 56 transformatorskih postaj, pri čemer ima 38 
transformatorjev moč pod 200 kVA in napajajo manjše odročne vasi ter zaselke. Poleg področij z 
manjšim odjemom se preko tega izvoda napajajo tudi malo večje vasi, kjer so inštalirani transformatorji 
nazivnih moči med 250 in 630 kVA. Približan del omrežja na sliki 28 prikazuje del omrežja, ki napaja 
občino Vojnik. Vodi iz nadzemnih preidejo v podzemne, transformatorji pa so moči 400 in 630 kVA. 
Ocenili smo, da izvod uspešno zajame topološke značilnosti skupine in strukturo odjema, ki jo imajo 
izvodi, razvrščeni v to skupino. Vrednosti značilk reprezentativnega izvoda so na sliki 27 označene z 
modro piko. 






Slika 28: Reprezentativni izvod skupine dolgih in močno obremenjenih podeželskih izvodov 
4.4.2 Manj obremenjeni podeželski vodi 
V skupino manj obremenjenih podeželskih vodov je bilo razvrščenih 78 izvodov, zato je to 
najštevilčnejša skupina. Iz slike 29 je razvidno, da je večina izvodov razvejanih, sestavljajo pa jih 
pretežno nadzemni vodi. V primerjavi z dolgimi podeželskimi izvodi so ti vodi večinoma krajši, saj ima 
večji del izvodov dolžino med 10 in 25 km, s povprečjem 18,5 km. Povprečna moč transformatorjev na 
izvodih je podobna kot v skupini daljših podeželskih izvodov, skupna moč transformatorjev na 
posameznih izvodih pa je v tej skupini manjša, pretežno je v območju med 2 in 6 MVA. Število 
transformatorjev na kilometer dolžine je v tej skupini v povprečju malo višje kot v skupini daljših 
podeželskih izvodov. Majhne vrednosti, ki se pojavijo pri celotni dolžini (𝑧1) in vsoti moči 
transformatorjev (𝑧4), so posledica zelo kratkih izvodov z zelo majhnim številom transformatorjev 
manjših moči, ki so se v skupino uvrstili zaradi podobnih vrednosti ostalih značilk. 
 




Slika 29: Prikaz porazdelitev posameznih značilk za skupino manj obremenjenih podeželskih izvodov 
Reprezentativni izvod skupine manj obremenjenih podeželskih izvodov, ki izhaja iz razdelilne 
transformatorske postaje Ravne, je prikazan na sliki 30. Gre za 19 km dolg izvod, ki ga v večji meri 
sestavljajo nadzemni vodi. Izvod napaja 23 transformatorskih postaj s skupno močjo 2,7 MVA. 17 
transformatorjev ima nazivno moč nižjo od 200 kVA. Poleg majhnih zaselkov in osamljenih objektov 
izvod napaja tudi naselji Dobrije, kjer je inštaliran transformator nazivne moči 400 kVA, ter Tolsti Vrh 
pri Ravnah na Koroškem. 
 
 
Slika 30: Reprezentativni izvod skupine manj obremenjenih podeželskih izvodov 
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4.4.3 Krajši mestni izvodi 
Skupina krajših mestnih izvodov ima 60 članov. Večinoma zajema izvode, ki napajajo rezidenčne 
predele mest in večjih naselij. Poleg transformatorskih postaj, preko katerih se napajajo rezidenčni 
porabniki, so na izvodih v manjšem številu prisotne tudi transformatorske postaje, preko katerih se 
napajajo večja komercialna bremena. Izvodi so v večji meri dolgi med 1,5 in 5 km ter imajo v povprečju 
dve transformatorski postaji na kilometer dolžine. Večinoma so izvodi nerazvejani in izvedeni s 
podzemnimi kabli. Povprečna moč transformatorjev na večini izvodov je med vrednostma 0,4 in 1,5 
MVA.  Vrednosti skupne moči transformatorjev na posameznih izvodih so približno enake kot v skupini 
s krajšimi podeželskimi izvodi, večinoma so v območju med 2 in 4 MVA, nekatere vrednosti pa 
presegajo tudi 6 MVA. 
 
 
Slika 31: Prikaz porazdelitev posameznih značilk za skupino krajših mestnih izvodov 
Reprezentativni izvod skupine s krajšimi mestnimi izvodi prikazuje slika 32. Gre za tipičen mestni izvod 
dolžine 5 km, ki napaja rezidenčne in večje komercialne porabnike v Velenje. Vrednosti značilk izvoda 
so na sliki 31 označene z modro piko. Izvod je nerazvejan in v celoti izveden s podzemnimi kabli. 
Odjemalce napaja preko štirih transformatorjev nazivne moči 400kV in treh transformatorjev nazivne 
moči 630 kV.  
 
 




Slika 32: Reprezentativni izvod skupine krajših mestnih izvodov 
4.4.4 Daljši mestni in primestni izvodi 
Za razliko od skupine s krajšimi mestnimi izvodi so bili v to skupino razvrščeni daljši mestni izvodi in 
primestni izvodi. Iz slike 33 je razvidno, da je večji del izvodov v skupini dolgih med 4 in 8 km, nekaj pa 
je daljših od 10 km in krajših od 4 km. Skupna moč transformatorjev na izvodih je v večji meri med 7 in 
11 MVA. Izvodi so bolj obremenjeni kot krajši mestni izvodi. Primestni izvodi so v prvem delu večinoma 
izvedeni s podzemnimi kabli in napajajo območja mest oz. večjih naselij, drug del izvodov pa se razteza 
na obrobja mest, kjer so izvedeni z nadzemnimi vodi. Povprečna moč transformatorjev na izvodih v 
skupini je večinoma v območju med 0.5 in 1 MVA, kar priča o tem, da so na izvodih prisotni tudi večji 
komercialni in industrijski odjemalci. Podobno kot v primeru krajših mestnih izvodov, imajo tudi tu 
izvodi od 1,5 do 3,7 transformatorjev na kilometer dolžine. 
 




Slika 33: Prikaz porazdelitev posameznih značilk za skupino daljših mestnih in primestnih izvodov 
Reprezentativni izvod skupine izhaja iz razdelilne transformatorske postaje Sevnica in je prikazan na 
sliki 34. Gre za daljši mestni izvod nazivne napetosti 20 kV in dolžine 5,7 km, ki je deloma razvejan in v 
celoti izveden s podzemnimi kabli. Skupna moč transformatorjev na izvodu je 8,4 MVA, kar je blizu 
povprečja skupine. Izvod napaja različne rezidenčne predele Sevnice ter večje komercialne in 




160 250 400 630 880 1000 
Število transformatorjev 1 3 2 6 1 2 
Tabela 6: Število in nazivne moči transformatorjev na reprezentativnem izvodu skupine daljših 
mestnih in primestnih izvodov 
 




Slika 34: Reprezentativni izvod skupine daljših mestnih in primestnih izvodov 
4.4.5 Industrijski izvodi 
Preostali sta še 5. in 6. skupina iz tabele 4, kamor so bili razvrščeni industrijski izvodi. Zaradi majhnega 
števila izvodov v obeh skupinah je prikaz porazdelitev posameznih značilk nesmiseln. Povprečna 
dolžina izvodov, razvrščenih v skupino 5 (glej tabelo 5), je 479 m in imajo praviloma več kot eno 
transformatorsko postajo. Izvodi, razvrščeni v skupino 6, so v povprečju dolgi  1267 m in imajo v veliki 
večini samo eno transformatorsko postajo. To je tudi razlog, da so bili industrijski izvodi razvrščeni v 
dve ločeni skupini, saj je med skupinama velika razlika v številu transformatorjev na kilometer dolžine 
(𝑧5). Skupini sta med seboj precej podobni in ločeno ne zajemata nobene posebne lastnosti 
distribucijskega omrežja, zato smo se odločili, da bomo za predstavnika industrijskega izvoda izbrali 
samo enega od dveh reprezentativnih izvodov obeh skupin. Predstavnika skupine industrijskih izvodov 
smo izbrali iz skupine 3 (prikazuje ga slika 35) in izhaja iz razdelilne transformatorske postaje Lava v 
Celju, napaja pa industrijskega porabnika. V prvi transformatorski postaji so trije transformatorji moči 
1 MVA, v drugi pa dva transformatorja moči 630 kVA. Skupna moč transformatorjev je torej 4,26 kVA. 
 




Slika 35: Reprezentativni izvod skupin industrijskih izvodov 
4.5 Osnova za določitev referenčnega modela distribucijskega omrežja 
V poglavju 4.4 so opisane skupine in pripadajoči reprezentativni izvodi, ki smo jih pridobili z uporabo 
izbrane metode razvrščanja. Izvodi v bližini središča skupin najbolje zajamejo posamezne lastnosti 
omrežja z vidika topologije, skupne obremenitve in tipa odjemalcev, ki se napajajo preko njih.  Pridobili 
smo 5 reprezentativnih izvodov, precej različnih glede značilnosti. Dolg in močno obremenjen 
podeželski izvod predstavlja zelo dolge izvode, ki napajajo porabnike, zelo oddaljene od razdelilnih 
transformatorskih postaj. Nekateri napajajo tudi srednje velika naselja, kjer so vodi podzemni, večino 
odjema pa predstavljajo manjše oddaljene vasi in zaselki, kjer so moči transformatorjev manjše. Manj 
obremenjeni podeželski izvod predstavlja izvode, ki napajajo manjša naselja in vasi, ki so bližje 
razdelilnim transformatorskim postajam. Zaradi manjšega števila transformatorskih postaj so manj 
obremenjeni kot dolgi podeželski izvodovi. Krajše mestne izvode predstavlja izvod s sedmimi 
transformatorskimi postajami, ki napaja rezidenčne in komercialne odjemalce. Krajši mestni izvodi so 
manj obremenjeni od daljših mestnih in primestnih izvodov, saj imajo večinoma višje število 
transformatorskih postaj in napajajo več večjih komercialnih odjemalcev. Predstavnik daljših mestnih 
izvodov ima 15 transformatorskih postaj, moč dveh transformatorjev pa je 1 MVA. Industrijski izvod na 
sliki 35 prestavlja kratke in močno obremenjene industrijske izvode. 
 
Vseh 5 reprezentativnih izvodov skupaj predstavlja osnovo za natančnejšo določitev referenčnega 
modela distribucijskega omrežja. Čeprav so pridobljeni izvodi najbližje središču skupine, lahko nekatere 
pomembne vrednosti značilk reprezentativnega izvoda odstopajo od povprečja. Tak primer predstavlja 
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predstavnik krajših podeželskih izvodov, prikazan na sliki 30. Pri slednjem od povprečja odstopata 
vrednosti skupne in povprečne moči transformatorjev. V nadaljnji raziskavi bi bilo smiselno model 
reprezentativnega izvoda prilagoditi v smislu dodajanja elementov, s čimer bi vrednosti značilk 
približali povprečju skupine. Druga možnost bi bila izbira izvodov, ki so prav tako blizu središča skupine 
in imajo skupno ter povprečno moč transformatorjev bližje povprečju, vrednosti ostalih značilk pa ne 
odstopajo preveč. 
 
V realnem distribucijskem omrežju je prisotnih veliko različnih tipov kablov in nadzemnih vodov, ki so 
bili iz različnih razlogov vgrajeni v omrežje. Mnogo jih je uporabljenih le na posameznih odsekih izvodov 
in v večji meri v omrežju niso prisotni. Slednji se pojavljajo tudi v nekaterih odsekih reprezentativnih 
izvodov. Potrebno bi bilo določiti tipe nadzemnih in podzemnih vodov, ki na podobnih izvodih v 
omrežju prevladujejo in z njimi zamenjati odseke netipičnih vodov. S tem bi pridobili preglednejši in 
bolj obvladljiv referenčni model distribucijskega omrežja. Za natančnejšo določitev referenčnega 















V magistrskem delu je predstavljena metodologija za pridobitev reprezentativnih srednjenapetostnih 
izvodov, ki predstavljajo osnovo za natančnejšo določitev referenčnega modela distribucijskega 
omrežja. Podatke o topologiji omrežja in vrednosti parametrov posameznih elementov iz omrežja smo 
pridobili v formatu, ki ga podpira aplikacija QGIS. Po uvodni obdelavi podatkov je bilo izvode mogoče 
predstaviti v ustrezni obliki v programskem okolju MATLAB, kjer smo izvajali nadaljnjo analizo. Iz 
parametrov, kot so dolžina vodov, način polaganja vodov, tip vodnikov in nazivna moč 
transformatorjev, smo oblikovali 6 značilk, ki ustrezno opisujejo pomembne lastnosti izvodov. Do 
končne rešitve smo prišli z uporabo metode k-voditeljev++, pri čemer smo ustrezno število skupin 
določili z izračunom različnih notranjih kriterijev. Pridobili smo rešitev s šestimi skupinami in izbrali pet 
reprezentativnih srednjenapetostnih izvodov. Reprezentativni izvod daljših in bolj obremenjenih 
podeželskih izvodov predstavlja skupino izvodov, ki so zelo dolgi in napajajo več oddaljenih odjemalcev. 
Poleg manjših vasi in zaselkov, kjer so moči transformatorjev majhne, pogosto napajajo tudi večja 
naselja, kjer je omrežje izvedeno pod zemljo, moči transformatorjev pa so večje. Krajši podeželski vodi 
so krajši in večinoma manj obremenjeni. Izvedeni so pretežno z nadzemnimi vodi in so zelo razvejani. 
Krajši mestni izvodi v večji meri napajajo rezidenčne in komercialne porabnike. Večinoma so 
nerazvejani in izvedeni pod zemljo. Daljši in bolj obremenjeni izvodi poleg rezidenčnih napajajo tudi 
več komercialnih in industrijskih odjemalcev. Mednje so uvrščeni tudi nekateri izvodi, ki sežejo do 
primestnih območij. Zadnjo skupino predstavljajo kratki in močno obremenjeni industrijski izvodi, ki 
neposredno napajajo industrijske odjemalce v bližini razdelilne transformatorske postaje. 
 
V nadaljnji raziskavi bo potrebno reprezentativne distribucijske izvode dodatno prilagoditi na način, da 
bodo čim bolje predstavljali svojo skupino, kar bo morda zahtevalo zamenjavo nekaterih elementov. 
Skupaj bodo predstavljali referenčni model distribucijskega omrežja, tipičen za območje Slovenije. 
Model bi se lahko uporabil za načrtovanje razvoja omrežja, ki temelji na napovedi odjema in 
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