Purpose: Implement and evaluate a 3D MRI method to measure temperature changes with high spatial and temporal resolution and large field of view. Methods: A multiecho pseudo-golden angle stack-of-stars (SOS) sequence with k-space weighted image contrast (KWIC) reconstruction was implemented to simultaneously measure multiple quantities, including temperature, initial signal magnitude M(0), transverse relaxation time (T Ã 2 ), and water/fat images. Respiration artifacts were corrected using selfnavigation. KWIC artifacts were removed using a multibaseline library. The phases of the multiple echo images were combined to improve proton resonance frequency precision. Temperature precision was tested through in vivo breast imaging (N ¼ 5 healthy volunteers) using both coronal and sagittal orientations and with focused ultrasound (FUS) heating in a pork phantom using a breast specific MR-guided FUS system. Results: Temperature measurement precision was significantly improved after echo combination when compared with the no echo combination case (spatial average of the standard deviation through time of 0.3-1.0 and 0.7-1.9 C, respectively). Temperature measurement accuracy during heating was comparable to a 3D seg-EPI sequence. M(0) and T Ã 2 values showed temperature dependence during heating in pork adipose tissue. Conclusion: A self-navigated 3D multiecho SOS sequence with dynamic KWIC reconstruction is a promising thermometry method that provides multiple temperature sensitive quantitative values.
INTRODUCTION
MR imaging provides excellent soft tissue contrast and when used to guide focused ultrasound (FUS), provides the ability to localize, plan, monitor and verify treatments (1) . FUS has been used to noninvasively treat uterine fibroids as well as breast, prostate, liver and brain cancer (2) (3) (4) (5) . As FUS can locally heat tissue very quickly, at rates greater than 1 C/s, the monitoring of treatments (6,7) requires a high spatial and temporal resolution. Also, because the energy is delivered from a large transducer aperture to a small focus, a large field of view (FOV) is required to monitor any possible energy deposition away from the focus. The FUS beam will likely travel through several different tissue types during treatment where a portion of the beam will be reflected and transmitted at each tissue interface depending on the impedance difference between the tissues. Each tissue type will also absorb a different amount of the ultrasound energy. For example, 90% of the ultrasound energy through the skull is reflected or absorbed (8) .
Monitoring of interventional treatments can be done using 2D or 3D MRI sequences where the method chosen is often governed by the trade-off between the needed temporal and spatial resolution and required FOV. Currently, clinical monitoring of MR-guided FUS (MRgFUS) treatments is limited to a single (or relatively few) 2D slices (2,3,9-13) providing a limited FOV. For example, 2D monitoring of the ultrasound focus during transcranial MRgFUS treatments is severely limited and can miss heating outside of the slices monitored, such as near the skull surface, in grating lobes, or in any points of unintended energy deposition due to beam aberration (14) .
MR temperature imaging does have some limitations, which are more apparent when using 2D imaging such as partial volume effects, which cause temperature underestimation (15) . These effects can be reduced using smaller voxels and band-limited (sinc) interpolation (15) , but these options are not readily available in 2D MRI which has slices that are thicker and interpolation cannot be used in the through slice direction. Furthermore, it can also be difficult to properly position a single 2D slice to capture the entire focus and to limit slice crosstalk, multiple 2D slices often have a gap between each slice where any temperature changes will not be measured. Respiration and motion artifacts will also introduce errors to the temperature monitoring.
3D MR thermometry can overcome many of the FOV, partial volume, and coverage gap limitations, which are inherent in 2D imaging but unfortunately, standard 3D sequences typically require too much time to acquire kspace to be clinically viable. Temporal resolution can be increased by methods involving undersampling, such as temporally constrained reconstruction (16) , model predictive filtering (17) , Kalman filtering (18) , parallel imaging (19) , or using a sequence designed for increased speed such as segmented echo-planar imaging (seg-EPI) (20, 21) .
While a 3D seg-EPI offers several advantages, it has limitations. The chemical shift artifact, field inhomogeneity, and field variation due to motion artifacts are increased due to the low bandwidth in the phase encoding direction. The chemical shift typically requires imaging with fat saturation, while the respiration artifact can be corrected to a limited extent depending on the orientation of the 3D slab (22) . Increasing the EPI factor, or number of lines collected per TR, will increase the temporal resolution while further escalating the chemical shift and respiration artifacts and decreasing the signalto-noise ratio (SNR). Seg-EPI sequences also typically have image distortions along the phase encode direction.
Non-Cartesian 3D sequences, such as stack of stars (SOS) and stack of spirals (23) , have several advantages that have been explored for use in thermometry. Projection sampling performs well with high levels of undersampling. The center of k-space is sampled every TR providing robustness to motion, as well as the ability to correct respiration artifacts through self-navigation (24) . Projection sampling can take advantage of the oversampled central region of k-space to artificially increase the temporal resolution while maintaining the high spatial resolution by using k-space weighted image contrast (KWIC) (25, 26) . Using a golden angle (GA) increment improves the ability for angular undersampling, as a GA increment guarantees an optimal projection angle distribution for an arbitrary number of projection angles, and the irrational nature of the GA also lends itself to compressed sensing (27) . It has been shown that the GA is also an optimal radial projection order when using KWIC (28) , as it allows for arbitrary temporal resolution and temporal update rate. Combining radial sampling with Cartesian slice encoding in SOS sequences allows for 3D imaging with these advantages (29) . The temporal resolution can be further increased by taking advantage of partial Fourier sampling in the slice direction (30) .
While the implementation of non-Cartesian sampling trajectories have historically had some difficulties, these issues have been largely overcome. Off-resonance artifacts produce blurring instead of uni-direcitonal shift, but a more uniform field and increased readout bandwidth can help decrease the blur (29) . Errors in the gradient timing can produce significant artifacts, but several correction methods have been successfully implemented (29, (31) (32) (33) . Finally, efficient algorithms and computer hardware can significantly reduce the computation time required to grid the non-Cartesian measurements onto a Cartesian grid (34, 35) .
Many regions of the body have significant amounts of adipose tissue near where interventional treatments are performed (e.g., breast, uterus), which can affect image quality. The strength of the chemical shift artifact and SNR are both related to the readout bandwidth. As the readout bandwidth is decreased, the SNR and chemical shift artifact will both increase. A simple method to maintain SNR while decreasing the chemical shift artifact is to increase the readout bandwidth and acquire multiple echoes (36, 37) . The individual echoes will have lower SNR; however, data from each echo can be combined to increase the overall SNR of both the magnitude and phase information (38) (39) (40) . Acquiring multiple echoes has the added benefit of allowing calculation of T Ã 2 and the initial signal magnitude, M(0), as well as separate water/fat images. T 2 has been shown to have a linear relationship with temperature in adipose tissue and has been used as a measure of temperature to monitor near field heating (40, 41) . The signal magnitude also varies with the equilibrium magnetization and T 1 , both of which change with temperature (6, 42) .
In this work, we present and evaluate a new 3D multiecho SOS sequence for use in MRI thermometry with pseudo-golden angle (PGA) sampling and KWIC temporal weighting to simultaneously provide multiple quantitative measurements [proton resonance frequency (PRF) shift temperature, M(0), and T Ã 2 ]. Unlike the GA increment, which never repeats, the PGA has the advantage that the projection angle repeats after a fixed number of increments, allowing a trajectory matching baseline subtraction for improved temperature measurement accuracy. We demonstrate that 3D multi-echo SOS with PGA simultaneously provides high spatial and temporal resolution measurements, measures and corrects respiration artifacts through self-navigation, and provides water/fat separation. The KWIC reconstruction algorithm and quantitative measurements are described in detail. Four possible methods of phase determination and baseline subtraction for calculating PRF temperature change from multi-echo PGA SOS image volumes are presented. The precision of each quantitative measurement from the sequence and KWIC reconstruction method were tested in breasts during a nonheating situation. The sequence and KWIC reconstruction were also applied during MRgFUS heating in aqueous and adipose ex vivo pork tissue.
METHODS

Sequence and Data Acquisition
A 3D multiecho SOS spoiled gradient echo sequence was modified such that the angle increment between projections was the PGA, u ¼ ð1 À 233=377Þ Ã 360 % 137:56 .
The PGA is based on the ratio of two Fibonacci numbers and will cause the k-space trajectory to repeat exactly after 377 projections. For each excitation, all echoes were acquired at the same projection angle and with a bipolar gradient readout. This was repeated for all kz phase encodings before incrementing by the PGA. Sampling the center of k-space each TR (Fig. 1a ) allowed for self-navigated respiration correction as described in the Respiration Correction section.
Image Reconstruction
The KWIC algorithm with a sliding KWIC reconstruction window was implemented to generate images with an effectively high temporal resolution (25, 26) with the PGA sampling pattern. The PGA projection increment guarantees a nearly uniform distribution of projection angles for any arbitrary number of projections. By using a sliding window, an arbitrary number of time points with arbitrary temporal resolution can be reconstructed. The optimal KWIC reconstruction window used with GA is described by Winkelmann et al (28) , where the difference in aliasing effects between uniformly distributed radial projections and GA sampling is minimized when the number of projections included in the reconstruction is equal to a Fibonacci number. The effective temporal resolution of images reconstructed using the KWIC algorithm is the time covered by the center of kspace. KWIC reconstructed images maintain the high spatial resolution data from the outer portions of kspace. The overall signal contrast and relatively low resolution of the FUS heating are contained in the central region of k-space and are updated much more frequently than the high frequency region, which changes more slowly. The properties of the sampling pattern and the KWIC reconstruction window used in this work are illustrated by the simplified examples shown in Figure 1 . The fully sampled set of projections in Figure 1a is one of several acquired, each with the same set of projections that increment by the PGA. For each time frame reconstructed, a window, such as shown in Figure 1b , is used to select the measurements for reconstruction. The window was asymmetric in time, placing the center of kspace at the end of the temporal window, thereby ensuring that the majority of the image information comes from the most recently acquired data. For the example window in Figure 1b , the last three lines pass through the center of k-space. The first outer ring adds two additional lines giving five total lines in that ring, and the next ring adds three lines giving eight, and so on in such a way that each ring contains a Fibonacci number of projections and is most uniformly distributed. Figure 1c shows the sampling pattern for 13 outermost projections and 3 central projection. Figure 1d shows 34 outermost projections with 8 central projections. In general, the number of KWIC rings and the radius of each ring is determined by the number of projections included through the center and outermost rings. The angular spacing within each ring depends on the total number of projections included in the window. Including fewer projections will not only increase the overall temporal resolution, but will increase the angular spacing of projections within each ring (example, Fig. 1c) . Thus, there is a tradeoff between the temporal resolution and undersampling artifacts, as shown in Supporting Figure S1 , which is available online. Increasing the number of projections through the center simply increases the radius of the innermost ring (example, Fig. 1d ). The required total number of projections and number of projections through the center to accurately reconstruct the image will change with the necessary image FOV, and spatial and temporal resolution to accurately represent the temperature change.
The KWIC window used to reconstruct nearly all KWIC images in this work had 13 projections in the center, and each successive ring used the next higher Fibonacci number of projections up to 377 in the outermost ring. The outer radius of each ring (as a fraction of the total radius) was determined by the ratio of the number of projections in the ring and the number in the outermost ring: (13, 21, 34, 55, 89, 144, 233, 377)/377 ¼ (0.035, 0.056, 0.09, 0.146, 0.236, 0.382, 0.618, 1). The sliding window was advanced 13 projections between each reconstructed time point. After the KWIC filter and density compensation were applied, the data were regridded using nufft (34) (available at http://web.eecs.umich.edu/ $fessler/irt/irt). Besides density compensation, each projection was equally weighted. When using a GA or PGA projection increment with KWIC, the relative distribution of k-space points remains unchanged in subsequent time frames, but the entire distribution rotates about the center, as shown in Supporting Video S1. This causes any artifacts from regridding to change spatially between reconstructed time points.
For reference, a temporal series of time images reconstructed with various sizes of the sliding KWIC window is shown in Supporting Video S1. By incrementing with a PGA that repeats every 377 projections, and advancing the sliding window by 13 projections, the k-space distribution rotation will repeat after 29 reconstructed time frames. This allows a trajectory-matched baseline library, based on the 29 rotations of the k-space distribution, to be used in temperature difference calculations. The KWIC window was applied after respiration correction and to each echo separately. All images were reconstructed offline using MATLAB (Mathworks, Natick, MA).
Respiration Correction
The respiration correction method used is the same as described in Svedin et al (22) , except the phase variation is measured using self-navigation from the center of kspace instead of separate navigator readouts. The slice Fourier transform was applied before respiration correction was performed, thus each slice was corrected separately. The phase of the center of k-space as a function of TE was unwrapped using Equation [1] .
where p n is the complex value at the center of k-space, and w n is the phase of the nth echo. This unwrapping method works as long as the phase increment between echoes is less than 2p. Respiration phase offsets were measured by linearly fitting the slope of the phase at the center of k-space from the multiple echoes as a function of TE using linear regression. Each measurement coil will measure a different inherent non-zero phase slope due to spatial variation in B0 between sensitive volumes. This inherent phase slope was removed by averaging the measured slope over multiple respiratory cycles to obtain a baseline (nonvarying) slope and subtracting the baseline from each measurement for each coil independently. The first 377 projections were arbitrarily chosen for the baseline as it would cover multiple respiratory cycles. This method also measures and corrects for weighted average B0 field drift for each coil (weighted by the coil sensitivities).
After removing the baseline phase, the remaining measured phase slope variation is primarily due to respiration motion. This measurement through the center of kspace assumes a spatially uniform off resonance from respiration. While this is not entirely true, as it has been shown that the B0 offset varies spatially (43) , using an array of coils does provide some spatial sensitivity to the off-resonance measurement. The phase of each echo was adjusted to remove the variation in phase due to respiration at their individual read time in the echo train as described in Svedin et al (22) . This method will have minimal effect on the accuracy of temperature induced phase shifts so long as the size of the temperature change region is small compared with the sensitive volume (44) .
Coil Combination
Multicoil data were combined using a slightly modified version of Roemer's equation (45) . The magnitude information was combined using the standard Roemer's equation (Eq. [24] in Roemer et al.) (45) , which is reproduced here in slightly different notation as Equation [2] , where the complex image value is used instead of the complex sensitivity for each coil
where M is the combined magnitude image data, p j and p k are the complex image data using KWIC from coils j and k, and R À1 j;k is the inverse noise covariance. This coil combination results in an optimal combination of magnitude information, although it contains no phase information. The phase information can also be optimally combined using a slightly modified version of Equation [2] by replacing the complex image value, p k , with a complex phase reference. A fully sampled set of images, f p, was reconstructed without a KWIC window using the first 377 projections, to minimize undersampling artifacts, to be used as a reference phase for the phase information coil combination. The complex data from the first echo for each coil were used as the reference phase for each echo and for each reconstructed time point, as this will preserve the phase evolution with TE. The phase information was combined using the modified Roemer's equation shown in Equation [3] ,
where f p k,ref is the fully sampled complex reference data from coil k. By combining the phase information from each coil using a reference phase, the resulting data are a phase difference from the reference phase. The magnitude and phase information were recombined through Equation [4] 
The fully sampled multiple coil images were also combined to be used later for water/fat separation.
Thermometry Calculations
PRF temperature difference calculations were made using four different methods for comparison. The first method, referred to as single echo first baseline (SE-FB), simply calculated the PRF temperature difference using each echo's phase independently and the first KWIC reconstructed time image as the reference phase for subtraction. The second method, referred to as single echo trajectory-matched baseline (SE-TB), also calculated the difference for each echo independently, but used a trajectory-matched baseline library, where the reference phase is from the image where the k-space distribution was in the same rotation as the current image. The third method, combined echo first baseline (CE-FB), calculated the temperature change using the combined echo phase, described in the next paragraph, using the first reconstructed time image as the reference phase, and the fourth method, combined echo trajectory-matched baseline (CE-TB), used the combined echo phase and a trajectory-matched baseline library determined by the rotation of the k-space distribution. The PRF temperature change, DT; from the reference time is defined as (6)
where cðTÞ is the phase of the current image cðT 0 Þ is the phase of the reference image at a known temperature g is the gyromagnetic ratio, a is the PRF change coefficient of À0.01 ppm/ C and B 0 is the magnetic field strength. The phase data from each echo were combined to improve temperature precision using a weighted linear least squares fit of the phase as a function of echo time as shown in Equation [6] ,
Where c 0 ðxÞ is the initial phase of pixel x at TE ¼ 0 ms, bðxÞ is the slope of the phase change, cðx; TE j Þ is the measured phase of the xth pixel at the jth TE, and s 2 ðcðx; TE j ÞÞ is the variance of the phase at each pixel x for the jth TE. The variance of the phase is proportional to one over the magnitude squared, [7] making the combined phase simply weighted by the magnitude squared.
The solutions for a and b in Equation [8] are derived in Appendix A. The phase information was unwrapped along the echo dimension using Equation [1] before calculating the fit. Once a and b were obtained, the optimal phase combination was calculated for the same TE as the last acquired echo using Equation where Mðx; TE j Þ is the signal magnitude from the xth pixel at the jth TE and C(x) represents the effective noise variance at the xth pixel. The offset value of C(x) can be estimated using the magnitude values and is derived in Appendix B.
The value of C(x) was estimated from the solution given in Equation [B10], and then subtracted from the square of Equation [9] , which was then linearized to give
A weighted linear least squares fit of the natural log of the magnitude is shown in Equation [ 11]
[11]
The variance of the magnitude is also proportional to one over the magnitude squared, [12] making Equation [11] also weighted by the magnitude squared.
[13]
Equation [13] has the same form as Equation [8] and has the same solutions for a and b which are derived in Appendix A by replacing c j with lnðM Variations in M(0) and T Ã 2 were measured as a percent change using two methods. First, as a difference from the first time frame and second, as a difference from the trajectory-matched baseline k-space distribution time frames.
Experiments
To demonstrate the ability of the multi-echo PGA SOS sequence to measure temperature changes, two types of experiments were performed. The first evaluated the precision of temperature measurements in in vivo breast during nonheating conditions, and the second experiment evaluated the sequence during MRgFUS heating in a pork phantom. All experiments were performed in a Siemens Prisma 3T MRI scanner (Siemens Healthcare, Erlangen, Germany) using a breast-specific MRgFUS system with an integrated eight-channel RF coil and an MRI-compatible phase array transducer (256 elements, 1 MHz frequency, 10 cm radius of curvature; Imasonic, Besançon, France and Image Guided Therapy, Pessac, France) (46) (47) (48) . All human studies were approved by the local Institutional Review Board and were performed with informed consent.
In Vivo Breast Nonheating Experiments
Five healthy female volunteers (age range: 20-51 years) were recruited for nonheating experiments. Each volunteer was positioned in the breast-specific MRgFUS device. After localization, multiecho PGA SOS images were acquired in both the coronal and sagittal orientations while the volunteer was free breathing. In each orientation, images were acquired with three different sets of imaging parameters (different TR, number of echoes, number of slices) to assess the effectiveness of each. The first image set had the following parameters (voxel size ¼ 1. The first 20 radial projections from each image set were discarded to ensure the sequence was at steady state before reconstruction. Each image set created 47 reconstructed time points. The effective temporal resolution of each image set was 2.60, 1.43, and 2.86 s, respectively. A single set of images was reconstructed without a KWIC window using the first 377 projections to minimize undersampling artifacts for use in creating a fat/ water mask. Separate water/fat images were generated from the first three echoes of the images reconstructed without the KWIC window using the 3-point Dixon method (49) .
Temperature difference calculations were made using the four methods as described above in the Thermometry Calculations section. Using a mask from the separated water/fat images the standard deviation through time of temperature in each aqueous tissue voxel was calculated for each of the four methods described above for each volunteer. The average of these aqueous tissue voxel standard deviations was calculated for each method for each volunteer for each echo time. The mean standard deviations for the last echo of each of the four methods were compared for statistical difference using a one-way analysis of variance (ANOVA) with a P-value threshold of 0.05. To determine the relative precision of the four methods, the voxel-wise difference between the standard deviation from the last echo of the SE-TB, CE-FB, CE-TB methods and that from the SE-FB method were compared. The average difference value was determined for each paired comparison to quantify the improvement over the SE-FB method and the same ANOVA statistical test as above was used.
The effect of respiration correction was quantified for the CE-TB method by subtracting the PRF precision values calculated without correction from those with correction for each aqueous voxel. The spatial average of the standard deviation from the combined echoes was also calculated as a function of the number of echoes included in the weighted linear least squares fit. M(0) and T Ã 2 were calculated using the weighted linear least squares method described above and including only the in phase echoes to minimize errors from signal changes that are not described by the exponential decay model in Equation [9] , such as the signal from a mixture of water and fat which would move in and out of phase. The percent change in M(0) and T Ã 2 were measured as described above. The standard deviation through time of M(0) and T Ã 2 differences were calculated for both of the difference calculations. 
MRgFUS Phantom Experiments
The sequence was evaluated during FUS heating conditions using a pork belly sample that contained significant amounts of both fat and aqueous tissues. The phantom was positioned in the same breast-specific MRgFUS system that was used to image the volunteers. The 3D imaging volume was prescribed in a coronal orientation with the same imaging parameters as the second set of in vivo images (TR ¼ 11; 6 echoes) and 1905 radial projections (for all sampled kz) were acquired. This resulted in 117 reconstructed time frames. The phantom was sonicated with 25 acoustic W for 40 s. The pork phantom was sonicated in two locations, one in aqueous and the other in adipose tissue. PRF temperature measurements were calculated using the four methods and M(0) and T Ã 2 differences were also calculated as described in the Thermometry Calculations section. For comparison, image sets were ; TR¼ 44 ms; TE ¼ 14 ms; EPI Factor ¼ 9; readout bandwidth ¼ 1020 Hz/pixel; 6/8 partial Fourier in slice direction). PRF temperature measurements for the seg-EPI sequence were calculated using the first time frame as the reference. The relative temporal resolution for the two sequences were 1.43 and 6.86 s/image volume for the SOS and seg-EPI sequences, respectively.
RESULTS
The central slice of the separate water/fat images generated from the SOS sequence are shown in Figure 2 for volunteer 2 in both the coronal and sagittal orientations. Images for each volunteer are shown in Supporting Figure S2 . As expected, the amount and distribution of aqueous tissue varied between volunteers. An example of the PRF temperature precision in aqueous tissue for each of the four calculation methods is shown for volunteer 2 in Figure 3 . Figure 4 shows the PRF standard deviation maps for each volunteer in both orientations using the CE-TB method. Figure 5 shows the PRF standard deviation maps with and without respiration correction for volunteer 4 using the CE-TB method. The average improvement for each volunteer is shown in Supporting Figure S3 and are comparable to the improvement observed in (22) . The average improvement across the volunteers for image set 1 was 24.4 6 6% and 62.3 6 14% for the coronal and sagittal orientations, respectively. Figure 6 displays the spatially averaged PRF standard deviation for volunteer 3 as a function of TE for image set 1 in both coronal and sagittal orientation for each of the four methods. The combined echo phase data only include the echoes up to and including the displayed TE. Figure 7 shows the spatially averaged PRF standard deviation values for each volunteer for each of the four methods at the last TE from image set 1 in both coronal and sagittal orientation. For nearly every case, there was a statistically significant difference between each of the methods. The CE-TB method had the highest spatial average precision in both coronal and sagittal orientations for all three image sets and volunteers in all but one case (Image Set 3, Coronal, Volunteer 2). It should be noted that the error bars in Figure 7 are not a true standard error, as the variation present is not solely due to noise and has spatial location dependence (e.g. distance from coils and respiration). Supporting Figure S5b shows the average improvement in the precision compared with the SE-FB. For nearly every case, there was a statistically significant difference between each of the improvements.
Examples of the exponential decay fit are shown in Figure 8 . Figure 8b shows an example of T Ã 2 measurements whether or not the offset C is accounted for, and Figure 8c gives an example of the offset C within the breast. Figure 9a shows the percent change from baseline of M(0) and T C from the KWIC reconstructed images were nearly identical (within $5%) to those obtained from fully sampled (without KWIC) images (not shown).
The FUS heating in pork results are shown in Figure  10 . When heating within aqueous tissue, the CE-TB PRF measurements from the KWIC SOS sequence were comparable with those obtained from the seg-EPI sequence (Fig. 10a) . Time lapse videos of the PRF temperature change using the SOS and seg-EPI sequences are provided in Supporting Video S2. Both T Ã 2 and M(0) showed temperature dependence in pork adipose tissue when heating with FUS (Fig. 10b) .
DISCUSSION
The multi-echo SOS acquisition and reconstruction method described in this study provides simultaneous measurements of PRF temperature change, M(0), T ranged between $0.3 C and 1.0 C between the volunteers and the coronal and sagittal orientations, and the measured PRF temperature change during MRgFUS was comparable to a 3D seg-EPI sequence.
The multiple echo acquisition provided several advantages. Self-navigated respiration correction allowed for free breathing and improved PRF precision, as seen in Figure 6 , and did not affect temperature measurement accuracy in a nonbreathing phantom as shown in Supporting Figure S7c . There was no need for fat saturation because the high readout bandwidth and radial acquisition minimized the chemical shift artifact. The phase information from each echo was combined to significantly improve the PRF temperature measurement precision as quantified in Figure 7 . For voxels with significant mixing of water and fat, phase combination would likely produce errors due to the frequency difference between water and fat. Combining the phases of only the in-phase echoes would reduce the error due to the fat mixture, but would use fewer echoes in the combination. The magnitude information from the in-phase echoes was combined to calculate M(0) and T Ã 2 , which could potentially be used as a measure of temperature change in adipose tissue as seen in Figure 10b . The SOS sequence provided comparable heating profiles to a 3D seg-EPI sequence as shown in Figure 10a . Another advantage of the SOS sequence is that it does not have the same image distortion that is present in a seg-EPI sequence as seen in Supporting Video S2. The KWIC window improves the temporal resolution while maintaining the high spatial resolution. It also causes the undersampling artifacts to vary between reconstructed time points due to the k-space distribution rotation between reconstructed time points and was the primary source of error in the SE-FB and CE-FB PRF measurements. Using the PGA increment causes the undersampling artifacts to repeat and allows for the use of a trajectory-matched baseline library, which gave significant improvement when using the SE-TB and CE-TB measurements. The PRF temperature measurements calculated from the combined echo phase and using the baseline library had statistically significant improvement in precision compared with those calculated from a single echo phase with a single baseline. Each k-space disk enclosed by a KWIC ring represents objects or object details within a specific size range. The KWIC algorithm updates central k-space (the central disk), which represents larger object detail, with a higher temporal resolution. Fine object details are updated at the same rate with the sliding window, but will have a lower temporal resolution as this information is enclosed by the outer rings of the KWIC window.
The temporal resolution of the focus will depend on the KWIC window attributes (number of inner/outer lines, update rate) and the size of the focus. The total number of lines included in the KWIC window can also be adjusted. The KWIC window used in this work had a temporal window covering 75 s for image set 1 and 41 s for image set 2. The full effect of different KWIC window parameters and focus sizes remains to be investigated, and the authors have plans to investigate with simulation and experimental studies. Lowering the total number of lines will improve the temporal resolution of each ring while sacrificing SNR to increased undersampling artifacts, Figure 1c . These artifacts could possibly be reduced through a compressed sensing or regularized reconstruction (50) . While all the images in this study were updated at a constant rate of 13 projections, the PGA allows for arbitrary temporal position of the reconstruction. The trajectory-matched baseline library can still be used with an arbitrary temporal position by an appropriate shift of the KWIC window to select a baseline image reconstructed with the same k-space distribution rotation.
The precision of the PRF, M(0), and T Ã 2 measurements depended on several factors, which include location within the breast (distance from chest wall and from imaging coils), the number of lines included in the KWIC window, and the image orientation. Voxels closer to the chest wall experienced greater respiration artifact. The respiration correction assumes a spatially uniform off resonance, which is a more accurate assumption in the coronal orientation, although tissue sufficiently far away from the chest in the sagittal images had comparable PRF precision to the coronal images, as seen in Figure 4 . The self-navigated respiration measurement is affected by any gradient timing errors, which become more problematic as readout bandwidth increases. The timing errors were measured (29) for the SOS sequence on the Siemens Prisma scanner and were found to be negligible.
Changes in M(0) and T Ã 2 with temperature need calibration and verification before reliable temperature measurements can be made through either parameter. The accuracy of T Ã 2 measurements made with this sequence and reconstruction method remains to be assessed. The precisions of M(0) and T Ã 2 were higher in adipose tissue compared with aqueous, likely due to the higher signal intensity from the shorter T 1 of adipose tissue. It has been shown that T 2 in adipose tissue will increase with temperature (40, 41) . T Ã 2 is also affected by any intravoxel dephasing. A large temperature gradient across a voxel will decrease T Ã 2 , creating an opposite dependence with temperature. Decreasing the voxel size will attenuate this problem but will also lower SNR. The only effect that the KWIC window had on M(0) and T Ã 2 measurements, when compared with values from images reconstructed without a KWIC window, was to decrease SNR due to the retrospective undersampling.
The effective noise variance C was spatially variant, as shown in Figure 8c , which indicates that the noise is not Gaussian distributed white noise after regridding the SOS sequence (51) , although the true source of the spatial variation remains to be determined. Removing the signal offset from the exponential decay has been done in previous studies, with varying explanations for the cause (52-54). T 
CONCLUSIONS
This work provides promising results for implementing a 3D method of monitoring thermal therapies using a multi-echo PGA SOS sequence. This novel sequence provides PRF temperature, M(0), and T Ã 2 (which may become useful indicators of temperature change), water/fat separation, allows for free breathing and has high spatial and temporal resolution. The sliding KWIC window with PGA acquisition increases its versatility by allowing reconstruction of images at arbitrary time points. PRF temperature precision was significantly improved by combining phases from multiple echoes and by using a trajectory-matched baseline library. The temperature measurement accuracy during FUS heating was comparable to a 3D seg-EPI sequence.
APPENDIX A
To simplify the readability of the solution, we will express the magnitude of a single pixel x at the jth echo as y j and the phase of pixel x at the jth echo as c j . The weighted linear least squares function in Equation [6] is minimized by taking the derivate of x 2 with respect to a and b and setting both equations equal to zero.
When put into matrix form, this becomes
To slightly simplify these equations, we can define the following variables
The first matrix is inverted and multiplied to both sides to obtain the following solutions to a and b
The combined phase at any TE is then simply given bŷ cðx; TEÞ ¼ a þ bTE:
The magnitude of the measured MRI signal in the presence of noise has the form:
where C represents the effective noise variance, which may be spatially variant in radial sequences, A ¼ M(0) 2 and B ¼ 2/T Ã 2 . This can be expressed with the following form:
The offset C can be estimated without using an iterative process (55) . Start by subtracting C from both sides and taking the derivative with respect to t. Defining the error function to be e ¼ y 0 À BðC À yÞ:
[B6]
The total squared error to minimize is
This error function is optimized further by weighting the squared error by the inverse of y to give more weight to samples closer to the offset C. The total error function in Equation [B8] is minimized to estimate the value of the constant C by taking the derivate of X 2 with respect to B and C, setting both equations equal to zero and solving for C, which has the following solution. where n is the total number of samples.
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