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Abstract
We establish spectral expansions of homogeneous and isotropic random
fields taking values in the 3-dimensional Euclidean space E3 and in the
space S2(E3) of symmetric rank 2 tensors over E3. The former is a model
of turbulent fluid velocity, while the latter is a model for the random
stress tensor or the random conductivity tensor. We found a link between
the theory of random fields and the theory of finite-dimensional convex
compacta.
1 Introduction
Many random fields arising in continuum physics take values in linear spaces
of tensors over the space domain E3, the 3-dimensional Euclidean space. For
example, fluid velocity fields take values in the space of rank 1 tensors. Stress,
strain, rotation, and curvature-torsion fields take values in the space of rank 2
tensors, while stiffness and compliance fields take values in the space of rank 4
tensors. Their n-point correlation functions are shift-invariant. Under rotation,
they transform according to an orthogonal representation of the orthogonal
group O(E3).
To motivate the research in this direction, consider the differential form of
Fourier’s Law of thermal conduction which says that the local heat flux density,
q (= qi), is equal to the product of thermal conductivity, k, and the negative
local temperature gradient, −∇T (= T,i):
q = −k∇T or qi = −kT,i (1)
Here we use A,B, ... for symbolic notation of a tensor, and Ai, Bij , . . . for a
subscript notation of tensors of 1st rank, 2nd rank, and so on...; a comma is
used to indicate partial differentiation. Also, we use the (Einstein) summation
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convention (i.e. summing on the twice repeated subscript). The thermal con-
ductivity, k, is often treated as a constant, though this is not always true. It
may generally vary with temperature, which would make the heat conduction
non-linear, and we do not consider it here.
In heat conduction the law of conservation of energy becomes
ρc
∂T
∂t
= −∇ · qi or ρc∂T
∂t
= −qi,i (2)
where ρ is the mass density and c is the specific heat capacity, both assumed
constant. Upon substitution of (1) into (2), we find the heat conduction (or
diffusion) equation
∂T
∂t
= K∇2T or ρc∂T
∂t
= T,ii
where K = k/ρc and ∇2 is the Laplacian. In the case of steady-state heat
conduction, we get the Laplace equation
0 = ∇2T or 0 = T,ii
In nonuniform (i.e. inhomogeneous) media, k varies with spatial location
over a spatial domain D, which is a subset of an n-dimensional Euclidean space
En (n = 1, 2 or 3). In general, we have an ensemble of inhomogeneous media
{k(ω,x);ω ∈ Ω,x ∈ D}
so that k(ω,x) is a realisation of a random field (RF) k, Ω being the space
of sample events. This is a good model if the medium is piecewise constant
(e.g. a polycrystal). However, for a conductivity field to be random and have
continuous realisations [10], from microstructural considerations, it must be
anisotropic at any given point x. That is, the thermal conductivity k must vary
with orientation, and in this case k is a second-rank tensor kij , and the Fourier
law becomes
q = −k · ∇T or qi = −kijT, j
where · denotes a scalar product. The random medium is then modelled by an
ensemble of inhomogeneous, locally anisotropic media
{kij(ω,x);ω ∈ Ω,x ∈ D}
such that, for any fixed ω and x, kij is a positive definite, real-valued matrix.
If we set kij(ω,x) = k(ω,x) δij , we recover a random medium with locally
isotropic realisations, but we note that in any random medium the heat flux
and temperature gradient are vector random fields. By virtue of the well known
mathematical analogy, all the considerations above carry over to in-plane states
of stress, and, by extension to three dimensions, to stress and strain fields as well
as their connection via the 4th rank stiffness tensor. Clearly, we need a more
explicit way of representing and generating vector and tensor random fields.
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The statistical theory of isotropic turbulence was created by Sir Geoffrey
Ingram Taylor [13] and developed further by numerous researchers. In particu-
lar, Robertson [11] proved that the correlation Rij between the ith component
ui(x) of the velocity at x and the jth component uj(x
′) at another point x′ of
the turbulent fluid is given by
Rij = Aξiξj +Bδij , (3)
where ξi = xi − x′i, and the coefficients A, B are functions of the distance ρ
between x and x′.
Lomakin [7] considered the statistical theory of isotropic stress fields. He
proved that the correlation Rijℓm between the ijth component τij(x) of the
stress tensor at x and the ℓmth component τℓm(x
′) at another point x′ of the
body under deformation is
Rijℓm = a1δijδℓm + a2(δiℓδjm + δimδjℓ)
+ a3(ξjξℓδim + ξiξmδjℓ + ξiξℓδjm + ξjξmδiℓ)
+ a4(ξiξjδℓm + ξℓξmδij) + a5ξiξjξℓξm,
(4)
where a1, . . . , a5 are functions of ρ.
In a different line of research, Yaglom [15] proved that the correlation tensor
(3) has the following spectral expansion:
Rij(ξ) =
∫ ∞
0
[
j1(λρ)
λρ
δij − j2(λρ)ξiξj
ρ2
]
dΦ1(λ)
+
∫ ∞
0
[(
j0(λρ) − j1(λρ)
λρ
)
δij + j2(λρ)
ξiξj
ρ2
]
dΦ2(λ),
(5)
where Φ1 and Φ2 are two finite measures on [0,∞) with
Φ1({0}) = Φ2({0}) (6)
and where ji(t) are spherical Bessel functions. In particular, Robertson’s func-
tions A(ρ) and B(ρ) have the form
A(ρ) =
1
ρ2
(∫ ∞
0
j2(λρ) dΦ2(λ)−
∫ ∞
0
j1(λρ) dΦ1(λ)
)
,
B(ρ) =
∫ ∞
0
j1(λρ)
λρ
dΦ1(λ) +
∫ ∞
0
(
j0(λρ)− j1(λρ)
λρ
)
dΦ2(λ).
In this paper, we prove the spectral expansion of the correlation tensor (4)
similar to that of Yaglom, and find the spectral expansions of both the turbulent
fluid velocity field u(x) and the stress field τ (x) in terms of stochastic integrals
with respect to orthogonal scattered random measures.
To achieve this goal, we first formulate our problem in mathematical lan-
guage, introduce necessary notation and give the answer in Section 2. Then, we
prove our results in Section 3 and conclude in Section 4.
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2 Preliminaries
Let u(x) be the velocity of a turbulent fluid at a point x in the space domain
E3. Assume that u(x) is a random field, i.e., a collection { u(x) : x ∈ E3 } of
E3-valued random vectors, defined on a probability space (Ω,F,P). We suppose
that the random field u(x) is second-order, i.e. E[‖u(x)‖2] < ∞, x ∈ E3, and
mean-square continuous, i.e., for any x0 ∈ E3 we have
lim
‖x−x0‖→0
E[‖u(x)− u(x0)‖2] = 0.
If one shifts the origin of the coordinate system by the vector x0 ∈ E3, the
vector u(x) does not change value. It follows that the random field u(x) is
wide-sense homogeneous, i.e., its mean value E(x) := E[u(x)] and correlation
tensor R(x,y) := E[(u(x)− E(x)) ⊗ (u(y) − E(y))] are shift-invariant: for any
x0 ∈ E3 we have
E(x0 + x) = E(x), R(x0 + x,x0 + y) = R(x,y).
Let O(E3) be the group of orthogonal linear transformations of the space
E3. Apply an arbitrary orthogonal transformation k ∈ O(E3) to the vector field
u(x). (Note that from now on k denote an orthogonal transformation rather
than the thermal conductivity tensor.) After the transformation k the point
k−1x becomes the point x. Evidently, the vector u(k−1x) is transformed by k
into ku(k−1x). It follows that for any positive integer n, for all distinct points x1,
. . . , xn ∈ E3, and for any k ∈ O(E3), the random vectors (u(x1), . . . , u(xn))⊤
and (ku(k−1x1), . . . , ku(k−1xn))⊤ are identically distributed. Calculate the ex-
pectation of the transformed field:
E[ku(k−10)] = kE[u(k−10)] = kE[u(0)].
On the other hand, E[ku(k−10)] = E[u(0)]. It follows that kE[u(0)] = E[u(0)],
k ∈ O(E3), therefore we have E(x) = 0.
Calculate the correlation function of the transformed field:
E[(ku(k−1x))⊗ (ku(k−1y))] = (k ⊗ k)E[u(k−1x)⊗ u(k−1y)].
It follows that R(kξ) = (k ⊗ k)R(ξ), where ξ = x− y.
Let τ (x) be the stress tensor of a deformable body. Assume that τ (x) is
a second-order mean-square continuous random field taking values in the space
S2(E3) of symmetric rank 2 tensors over E3. Similar arguments prove that
E(kx) = S2(k)E(x), R(kξ) = (S2(k)⊗ S2(k))R(ξ)
for all k ∈ O(E3), where S2(k) is the symmetric tensor square of the operator k.
Note that k 7→ S2(k) is an orthogonal representation of the group O(E3) in the
space L = S2(E3).
We arrive at the following definition. Let r be a positive integer, and let
k 7→ k⊗r be the orthogonal representation of the group O(E3) in the rth tensor
power (E3)⊗r of the space E3, let L be an invariant subspace of the above
representation, and let U be the restriction of the above representation to L.
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Definition 1. A random field u(x), x ∈ E3 taking values in L is called wide-
sense isotropic if
E(kx) = U(k)E(x), R(kx, ky) = (U(k)⊗ U(k))R(x,y) (7)
for all k ∈ O(E3).
In what follows, “homogeneous random field” always means “wide-sense ho-
mogeneous random field”, and “isotropic random field” always means “wide-
sense isotropic random field”.
In particular, in the case of the turbulent fluid velocity field we have r = 1
and L = E3, while in the case of the stress field we have r = 2 and L = S2(E3).
We would like to find the spectral expansion of both the correlation tensor of
the stress field and the field itself, and to find the spectral expansion of the
turbulent fluid velocity field.
Introduce the necessary notation. Let K be either the field R of real numbers
or the field C of complex numbers. Let V be a finite-dimensional vector space
over K, and let Aut V be the set of automorphisms of V . Let K be a topological
group with identity element e. A representation of the group K in V is a
continuous homomorphism U : K → Aut V . A representation is called complex
if K = C and real if K = R.
For example, let K = SU(2) be the group of matrices of the following form:
k =
(
α β
−β α
)
, α, β ∈ C, |α|2 + |β|2 = 1.
Let Vℓ be the space of homogeneous polynomials of degree 2ℓ in two complex
variables ξ and η. The map
U ℓ(k)f(ξ, η) = f(αξ − βη, βξ + αη)
is a complex representation of K.
Realise E3 as the space of Hermitian matrices with zero trace in C2. Such
a matrix has the form
A =
(
x0 x1 + x−1i
x1 − x−1i −x0
)
, x−1, x0, x1 ∈ R.
The map A 7→ k−1Ak, where k is an element of the group SU(2), is a rotation,
i.e., an element of the group K = SO(3) of orthogonal 3 × 3 matrices with
determinant 1. The matrices k and−k determine the same rotation. Conversely,
each rotation in SO(3) corresponds to a pair of matrices k and −k in SU(2).
If ℓ is a nonnegative integer, then the representation U ℓ has the property
U ℓ(k) = U ℓ(−k). Therefore, U ℓ is a complex representation of SO(3).
Put
(jf)(ξ, η) = f(−η, ξ), f ∈ Vℓ,
where f is the polynomial with coefficients which are complex conjugate to that
of f . The map j has the following properties
j(c1f1 + c2f2) = c1f1 + c2f2, j
2 = id .
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In other words, j is a real structure on Vℓ.
Any complex vector space has many real structures. The structure j has a
special property: it commutes with the representation U ℓ: jU ℓ = U ℓj. We split
Vℓ into the subsets of eigenvectors with eigenvalues +1 and −1. These are vector
spaces V +ℓ and V
−
ℓ . The space V
+
ℓ is a vector space over R. The restriction
U ℓ,+ of the representation U ℓ to V +ℓ is a real representation of K = SO(3).
Similarly for V −ℓ .
Let Ui, i = 1, 2, be the representations of a topological group K in the
spaces Vi. A linear operator A : V1 → V2 is called an intertwining operator if
AU1 = U2A. The representations U1 and U2 are called equivalent if there exists
an invertible intertwining operator A : V1 → V2.
For example, the multiplication by i is an invertible intertwining operator
between equivalent real representations U ℓ,+ and U ℓ,−. In what follows, we
denote both representations by the same symbol U ℓ, and both spaces V +ℓ and
V −ℓ by the same symbol Vℓ.
The direct sum of representations U1 and U2 is the representation U1 ⊕ U2
acting in the direct sum V1 ⊕ V2 by
(U1 ⊕ U2)(k)(x ⊕ y) = U1(k)x⊕ U2(k)y.
Similarly, the tensor product of representations U1 and U2 is the unique repres-
entation U1⊗U2 acting on the elements of the form x⊗y of the tensor product
V1 ⊗ V2 by
(U1 ⊗ U2)(k)(x ⊗ y) = U1(k)x⊗ U2(k)y.
If K is a compact group, then it is possible to give V an inner product (·, ·)
which is invariant under U , i.e.,
(U(k)x, U(k)y) = (x,y), k ∈ K, x,y ∈ V.
Choose an orthonormal basis in V . Then, for a complex representation we can
regard U as taking values in the group U(n) of unitary matrices of order n,
and we speak of a unitary representation. For a real representation, U takes
values in the group O(n) of orthogonal matrices of order n, and we speak of an
orthogonal representation.
A representation U in a space V is called reducible if there exists a proper
(not equal to {0} or V ) invariant subspace W with U(k)(x) ∈ W for all x ∈W
and all k ∈ K. Otherwise U is called irreducible.
For a compact group K, each representation is the direct sum of irreducible
representations. Moreover, the above sum is unique in the following sense. Let
Vi run over the spaces of all inequivalent irreducible representations of K, and
let mi, ni be nonnegative integers of which all but a finite number are zero. Let
miVi (resp. niVi) be the direct sum of mi (resp. ni) copies of Vi. If ⊕imiVi is
equivalent to ⊕iniVi, then mi = ni for all i.
Above, we described the representatives of all equivalence classes of irredu-
cible unitary representations of the group SU(2) and of all irreducible unitary
and orthogonal representations of the group SO(3). To describe the repres-
entatives of all equivalence classes of irreducible orthogonal representations of
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the group O(3), we note that O(3) is isomorphic to the direct product of the
groups SO(3) and Z2, and the subgroup Z2 is identical to {I,−I}, where I
is the identity matrix. Therefore, any irreducible orthogonal representation of
the group O(3) is isomorphic to the tensor product of irreducible orthogonal
representations of the groups SO(3) and Z2. In what follows, we denote by U
ℓ,1
(resp. U ℓ,−1) the irreducible orthogonal representation of the group O(3) with
U ℓ,1(−I) = id (resp. U ℓ,−1(−I) = − id), whose restriction to SO(3) is equal
to U ℓ. Note that the trivial representation of the group O(3) is U0,1, while the
representation k 7→ k is U1,−1.
For any representation U of a compact groupK in a finite-dimensional space
V , the spaces S2(V ) and ∧2(V ) of the symmetric and skew-symmetric rank 2
tensors over V are invariant subspaces of the representation U ⊗ U . Moreover,
the representation U ⊗ U is the direct sum of the corresponding restrictions:
U ⊗ U = S2(U)⊕ ∧2(U).
We introduce the basis hℓm, −ℓ 6 m 6 ℓ in Vℓ proposed by Gordienko [5].
The Wigner D-functions, i.e., the matrix entries Dℓ,±1ij (k) of the representations
U ℓ,±1 in the above basis are real-valued functions on the group O(3).
The representation U ℓ1,−1 ⊗ U ℓ2,−1 is equivalent to the direct sum of the
irreducible representations U ℓ,1, |ℓ1 − ℓ2| 6 ℓ 6 ℓ1 + ℓ2. The transition from
the uncoupled basis {hℓm : |ℓ1 − ℓ2| 6 ℓ 6 ℓ1 + ℓ2,−ℓ 6 m 6 ℓ } to the coupled
basis {hℓ1m1 ⊗ hℓ2m2 : − ℓ1 6 m1 6 ℓ1,−ℓ2 6 m2 6 ℓ2 } is performed by the
Godunov–Gordienko coefficients
hℓ1m1 ⊗ hℓ2m2 =
ℓ1+ℓ2∑
ℓ=|ℓ1−ℓ2|
ℓ∑
m=−ℓ
g
m[m1,m2]
ℓ[ℓ1,ℓ2]
hℓm, (8)
introduced in [4]. By convention, we set g
m[m1,m2]
ℓ[ℓ1,ℓ2]
= 0 if ℓ1, ℓ2, and ℓ do not
satisfy the triangle condition |ℓ1 − ℓ2| 6 ℓ 6 ℓ1 + ℓ2.
Introduce the following notation:
bℓ
′m′j
ℓmi,1 = i
ℓ−ℓ′√(2ℓ+ 1)(2ℓ′ + 1)
(
1
3
δijg
0[m,m′]
0[ℓ,ℓ′] g
0[0,0]
0[ℓ,ℓ′] −
1
5
√
6
g
0[0,0]
2[ℓ,ℓ′]
2∑
n=−2
g
n[i,j]
2[1,1]g
−n[m,m′]
2[ℓ,ℓ′]
)
,
bℓ
′m′j
ℓmi,2 = i
ℓ−ℓ′√(2ℓ+ 1)(2ℓ′ + 1)
(
1
3
δijg
0[m,m′]
0[ℓ,ℓ′] g
0[0,0]
0[ℓ,ℓ′] +
√
2
5
√
3
g
0[0,0]
2[ℓ,ℓ′]
2∑
n=−2
g
n[i,j]
2[1,1]g
−n[m,m′]
2[ℓ,ℓ′]
)
.
Let < be the lexicographic order on triples (ℓ,m, i), ℓ > 0, −ℓ 6 m 6 ℓ,
−1 6 i 6 1. Let L1 and L2 be infinite lower triangular matrices from Cholesky
factorisation of nonnegative-definite matrices bℓ
′m′j
ℓmi,1 and b
ℓ′m′j
ℓmi,2, constructed in
[2]. Finally, let Z1ℓmi and Z
2
ℓmi be the set of centred uncorrelated random meas-
ures on [0,∞) with Φ1 being the control measure for Z1ℓmi and Φ2 for Z2ℓmi.
The answers are given by the following theorems.
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Table 1: The functions Nnq(λ, ρ)
n q Nnq(λ, ρ)
1 1 − 215j0(λρ) − 421j2(λρ) − 235j4(λρ)
1 2 15j0(λρ) +
1
7j2(λρ) +
26
35j4(λρ)
1 3 − 314j2(λρ) + 27j4(λρ)
1 4 27 (j2(λρ) + j4(λρ))
1 5 −2j4(λρ)
2 1 − 445j0(λρ) + 1663j2(λρ) + 1105j4(λρ)
2 2 215j0(λρ)− 421j2(λρ)− 13105j4(λρ)
2 3 27j2(λρ)− 121j4(λρ)
2 4 − 821j2(λρ) − 121j4(λρ)
2 5 13j4(λρ)
3 1 2v1(λ)+8v2(λ)+115 j0(λρ) +
−8v1(λ)+10v2(λ)+2
21 j2(λρ) +
−v1(λ)−4v2(λ)+2
70 j4(λρ)
3 2 −v1(λ)−4v2(λ)+230 j0(λρ) +
−v1(λ)−4v2(λ)+2
21 j2(λρ) +
13(v1(λ)+4v2(λ)−2)
70 j4(λρ)
3 3 v1(λ)+4v2(λ)−214 (j2(λρ) + j4(λρ))
3 4 4v1(λ)−5v2(λ)−17 j2(λρ) +
v1(λ)+4v2(λ)−2
14 j4(λρ)
3 5 −v1(λ)−4v2(λ)+22 j4(λρ)
Theorem 1. In the case of V = R3 and U(k) = k, the homogeneous and
isotropic random field u(x) has the form
ui(r, θ, ϕ) = 2
√
π
∞∑
ℓ=0
ℓ∑
m=−ℓ
∫ ∞
0
jℓ(λr) dZ
1′
ℓmi(λ)S
m
ℓ (θ, ϕ)
+ 2
√
π
∞∑
ℓ=0
ℓ∑
m=−ℓ
∫ ∞
0
jℓ(λr) dZ
2′
ℓmi(λ)S
m
ℓ (θ, ϕ),
where
Zk
′
ℓmi(A) =
∑
(ℓ′,m′,j)6(ℓ,m,i)
Lkℓmi,ℓ′m′jZ
k
ℓ′m′j(A),
with k ∈ {1, 2} and A ∈ B([0,∞)).
Introduce the following notation.
L1ijℓm(ξ) = δijδℓm,
L2ijℓm(ξ) = δiℓδjm + δimδjl,
L3ijℓm(ξ) =
ξjξℓ
‖ξ‖2 δim +
ξiξm
‖ξ‖2 δjℓ +
ξiξℓ
‖ξ‖2 δjm +
ξjξm
‖ξ‖2 δiℓ,
L4ijℓm(ξ) =
ξiξj
‖ξ‖2 δℓm +
ξℓξm
‖ξ‖2 δij ,
L5ijℓm(ξ) =
ξiξjξℓξm
‖ξ‖4 .
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Theorem 2. In the case of V = S2(R3) and U(k) = S2(k), the expected value
of the homogeneous and isotropic random field is
Eij(x) = Cδij , C ∈ R,
while its correlation tensor has the spectral expansion
Bijℓm(ξ) =
3∑
n=1
∫ ∞
0
5∑
q=1
Nnq(λ, ρ)L
q
ijℓm(ξ) dΦn(λ), (9)
where the functions Nnq(λ, ρ) are given in Table 1, Φn(λ) are three finite meas-
ures on [0,∞) with the following restriction: the atom Φ3({0}) occupies at least
2/7 of the sum of all three atoms, while the rest is divided between Φ1({0})
and Φ2({0}) in the proportion 1 : 32 . In Table 1 v(λ) = (v1(λ), v2(λ))⊤ is a
Φ3-equivalence class of measurable functions taking values in the closed elliptic
region 4(v1(λ) − 1/2)2 + 8v22(λ) 6 1.
In particular, we recover formula (4) with
aq(ρ) = ρ
−s
3∑
n=1
∫ ∞
0
Nnq(λ, ρ) dΦn(λ),
where s = 0 for q = 1, 2, s = 2 for q = 3, 4, and s = 4 for q = 5.
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Introduce the following notation.
bu
′w′ℓm
uwij,1 = i
u−u′√(2u+ 1)(2u′ + 1)
(
2
5
g
0[w,w′]
0[u,u′] g
0[0,0]
0[u,u′]
2∑
n=−2
g
n[i,j]
2[1,1]g
n[ℓ,m]
2[1,1]
+
√
2
5
√
7
g
0[0,0]
2[u,u′]
2∑
n,q,t=−2
g
−t[n,q]
2[2,2] g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1] g
−t[w,w′]
2[u,u′]
− 4
√
2
3
√
35
g
0[0,0]
4[u,u′]
2∑
n,q=−2
4∑
t=−4
g
−t[n,q]
2[2,2] g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1] g
−t[w,w′]
4[u,u′]
)
,
bu
′w′ℓm
uwij,2 = i
u−u′√(2u+ 1)(2u′ + 1)
(
4
15
g
0[w,w′]
0[u,u′] g
0[0,0]
0[u,u′]
2∑
n=−2
g
n[i,j]
2[1,1]g
n[ℓ,m]
2[1,1]
− 4
√
2
15
√
7
g
0[0,0]
2[u,u′]
2∑
n,q,t=−2
g
−t[n,q]
2[2,2] g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1] g
−t[w,w′]
2[u,u′]
+
2
√
2
27
√
35
g
0[0,0]
4[u,u′]
2∑
n,q=−2
4∑
t=−4
g
−t[n,q]
2[2,2] g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1] g
−t[w,w′]
4[u,u′]
)
,
bu
′w′ℓm
uwij,3 (λ) = i
u−u′√(2u+ 1)(2u′ + 1)(v1(λ) + 4v2(λ) + 1
9
δijδℓmg
0[w,w′]
0[u,u′] g
0[0,0]
0[u,u′]
+
−v1(λ) − 4v2(λ) + 2
15
g
0[w,w′]
0[u,u′] g
0[0,0]
0[u,u′]
2∑
n=−2
g
n[i,j]
2[1,1]g
n[ℓ,m]
2[1,1]
+
−4v1(λ) + 2v2(λ) + 2
15
√
6
g
0[0,0]
2[u,u′]
2∑
t=−2
g
−t[w,w′]
2[u,u′] (δijg
t[ℓ,m]
2[1,1] + δℓmg
t[i,j]
2[1,1])
+
√
2[−v1(λ) − 4v2(λ) + 2]
15
√
7
g
0[0,0]
2[u,u′]
2∑
n,q,t=−2
g
−t[n,q]
2[2,2] g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1] g
−t[w,w′]
2[u,u′]
+
√
2[−v1(λ)− 4v2(λ) + 2]
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√
35
g
0[0,0]
4[u,u′]
2∑
n,q=−2
4∑
t=−4
g
−t[n,q]
2[2,2] g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1] g
−t[w,w′]
4[u,u′]
)
.
Let < be the lexicographic order on quadruples (u,w, i, j), u > 0, −u 6 w 6 u,
−1 6 i 6 1, −1 6 j 6 1. Let L1, L2 and L3(λ) be infinite lower triangular
matrices from Cholesky factorisation of nonnegative-definite matrices bu
′w′ℓm
uwij,1 ,
bu
′w′ℓm
uwij,2 and b
u′w′ℓm
uwij,3 (λ), constructed in [2]. Finally, let Z
1
uwij , Z
2
uwij , and Z
3
uwij
be the set of centred uncorrelated random measures on [0,∞) with Φn being
the control measure for Znuwij , 1 6 n 6 3.
Theorem 3. In the case of V = S2(R3) and θ(k) = S2(k), the homogeneous
10
and isotropic random field τ (x) has the form
τij(r, θ, ϕ) = Cδij + 2
√
π
∞∑
u=0
u∑
w=−u
∫ ∞
0
ju(λr) dZ
1′
uwij(λ)S
w
u (θ, ϕ)
+ 2
√
π
∞∑
u=0
u∑
w=−u
∫ ∞
0
ju(λr) dZ
2′
uwij(λ)S
w
u (θ, ϕ)
+ 2
√
π
∞∑
u=0
u∑
w=−u
∫ ∞
0
ju(λr)
∑
(u′,w′,i′,j′)6(u,w,i,j)
L3uwij,u′w′i′j′(λ)
× dZ3uwij(λ)Swu (θ, ϕ),
where
Zn
′
uwij(A) =
∑
(u′,w′,i′,j′)6(u,w,i,j)
Lnuwij,u′w′i′j′Z
k
u′w′i′j′(A), (10)
with 1 6 k 6 3 and A ∈ B([0,∞)).
3 Proofs
Proofs of Theorems 1–3 have a common part that is applicable to a general
homogeneous and isotropic random field u(x).
Let the representation U be the direct sum of ℓ0 copies of the irreducible
orthogonal representation U0,(−1)
r
, ℓ1 copies of the representation U
1,(−1)r , . . . ,
ℓr copies of the representation U
r,(−1)r . Let T i,j,nm1···mr , −i 6 n 6 i, be the vectors
of the Gordienko basis of the space where the jth copy of the representation
U i,(−1)
r
acts. The rank r tensors
T i,j,nm1···mr : 0 6 i 6 r, 1 6 j 6 ℓi,−i 6 n 6 i
constitute the uncoupled basis of the space L. In the first equation in (7), put
x = 0. We obtain E(0) = U(k)E(0), k ∈ O(3). In other words, E(x) lies in the
space where the direct sum of ℓ0 copies of the trivial representation U
0,1 acts.
This space may have positive dimension if r is even and ℓ0 > 0. In this case we
obtain
E(x) =
ℓ0∑
j=1
CjT
0,j,0
m1···mr , Cj ∈ R. (11)
Let W = L⊕ iL be the complexification of the space L. It is known (cf.[15,
Theorem 2 and Remark 1]) that equation
R(ξ) =
∫
Rˆ3
ei(p,ξ) dF (p), (12)
where Rˆ3 is the wavenumber domain, establishes a one-to-one correspondence
between correlation tensors R(ξ) of homogeneous W -valued random fields and
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measures F defined on the Borel σ-field B(Rˆ3) and taking values in the set of
Hermitian nonnegative-definite linear operators in W . The set of all Hermitian
operators in L⊕ iL is S2(L)⊕ i∧2 (L). Let J be the linear operator in the above
space acting by
J(S + i∧) = S − i ∧ .
If the random field takes values in L, then for any A ∈ B(Rˆ3) we have
F (−A) = JF (A), (13)
where −A = {−p : p ∈ A }.
Let σ be the following measure:
σ(A) = tr[F (A)], A ∈ B(Rˆ3),
where tr denote the trace of a matrix. By [1], the measure F is absolutely
continuous with respect to σ, and the density f(p) = dF (p)/dσ(p) is a measur-
able function on Rˆ3 taking values in the set of Hermitian nonnegative-definite
operators in the space W with unit trace. Thus, equation (12) may be written
as
R(ξ) =
∫
Rˆ3
ei(p,ξ)f(p) dσ(p). (14)
We calculate the expression R(kξ) by two different methods. On the one
hand, by the second equation in (7),
R(kξ) = (U(k)⊗ U(k))R(ξ)
= (U(k)⊗ U(k))
∫
Rˆ3
ei(p,ξ)f(p) dσ(p)
=
∫
Rˆ3
ei(p,ξ)(U(k)⊗ U(k))f(p) dσ(p),
because integration commutes with continuous linear operators. On the other
hand, we have ei(p,kξ) = ei(k
−1
p,ξ). Then, by (14),
R(kξ) =
∫
Rˆ3
ei(p,kξ)f(p) dσ(p)
=
∫
Rˆ3
ei(k
−1
p,ξ)f(p) dσ(p)
=
∫
Rˆ3
ei(p,ξ)f(kp) dσ(kp).
In the last display we denote k−1p again by p. Because the expansion (14) is
unique, we have, for each k ∈ O(3) and for each A ∈ B(Rˆ3),
f(kp) = (U(k)⊗ U(k))f(p), σ(kA) = σ(A). (15)
Let dΩ be the Lebesgue measure on the unit sphere S2 ⊂ Rˆ3. The measure
σ satisfying the second part of (15), has the form
dσ = (4π)−1dΩdµ(λ), (16)
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where µ is a finite measure on [0,∞).
In the first equation of (15), put k = −I. We obtain f(−p = f(p). It follow
from (15) and (13) that f takes values in the subspace S2(L). The first equation
in (15) takes the form
f(kp) = S2(U(k))f(p). (17)
Let the representation S2(U) be be the direct sum of ℓ′0 copies of the irredu-
cible orthogonal representation U0,1, ℓ′1 copies of the representation U
1,1, . . . ,
ℓ′2r copies of the representation U
2r,1. Let T i,j,nm1···m2r , −i 6 n 6 i, be the vectors
of the Gordienko basis of the space where the jth copy of the representation
U i,1 acts. The rank r tensors
T i,j,nm1···m2r : 0 6 i 6 2r, 1 6 j 6 ℓ
′
i,−i 6 n 6 i
constitute the uncoupled basis of the space S2(L).
Let (λ, θp, ϕp) be the spherical coordinates in the wavenumber domain. Let
f i,j,n(λ) be the value of the linear form f(λ, 0, 0) on the tensor T i,j,nm1···m2r . Let
f i,j(λ) ∈ R2i+1 be the vector with coordinates f i,j,n(λ), −i 6 n 6 i. The
stationary subgroup of the point (0, 0, 0) is O(3). It follows from (17) that
f i,j(0) = U i,1(k)f i,j(0), k ∈ O(3).
It follows that f i,j(0) = 0, if i > 1.
For λ > 0, the stationary subgroup of the point (λ, 0, 0) is O(2). By [6,
Claim 8.3], the restriction of the representation U i,1 to the group O(2) contains
the trivial representation of O(2) if and only if i is even. It follows that only
the functions f2i,j,0(λ) may be nonzero. By linearity, the matrix entries of
the matrix f(λ), i.e., the values of the linear functional f(λ) on the tensor
em1 ⊗ em2 ⊗ · · · ⊗ em2r , are as follows
fm1···m2r (λ) =
r∑
i=0
ℓ′
2i∑
j=1
T 2i,j,0m1···m2rf
2i,j,0(λ). (18)
In other words, for all λ > 0, the matrix f(λ) lies in the intersection C of
the convex compact set of all nonnegative-definite matrices with unit trace and
convex linear subspaces of the space of all matrices. It follows that C is a convex
compact set. The structure of the extreme points of C will be analysed for each
of the cases separately.
The value of the linear functional f(λ, θp, ϕp) on the tensor T
i,j,n
m1···m2r is
calculated by
f i,j,n(λ, θp, ϕp) = D
2i
n0(θp, ϕp)f
i,j,0(λ),
which follows from (17). Again by linearity we obtain
fm1···m2r (λ, θp, ϕp) =
r∑
i=0
ℓ′
2i∑
j=1
2i∑
n=−2i
T 2i,j,nm1···m2rD
2i
n0(θp, ϕp)f
2i,j,0(λ). (19)
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Finally, we introduce the following notation
M2i,jm1···m2r (p) =
2i∑
n=−2i
T 2i,j,nm1···m2rD
2i
n0(θp, ϕp).
3.1 Proof of Theorem 1
In Theorem 1 we have r = 1 and L = E3. The expected value of the random
field is equal to 0 because r is odd. The uncoupled basis in S2(E3) is constituted
by the tensors T 0,1,0ij = g
0[i,j]
0[1,1] and T
2,1,n
ij = g
n[i,j]
2[1,1]. Using (18) and the values of
the Godunov–Gordienko coefficients calculated in [4, 8], we obtain
fij(λ) =
[
2√
3
f0,1,0(λ)−
√
2√
3
f2,1,0(λ)
]
D1 +
[
1√
3
f0,1,0(λ) +
√
2√
3
f2,1,0(λ)
]
D2,
where D1 is the 3 × 3 matrix with nonzero entries D1−1−1 = D111 = 1/2, while
D2 has the only nonzero entry D200 = 1. In other words, the set C is the interval
with extreme points D1 and D2, while
u1(λ) =
2√
3
f0,1,0(λ)−
√
2√
3
f2,1,0(λ), u2(λ) =
1√
3
f0,1,0(λ) +
√
2√
3
f2,1,0(λ)
are affine coordinates in the one-dimensional simplex C with u1(λ) > 0, u2(λ) >
0, and u1(λ) + u2(λ) = 1. Moreover, we have f
2,1,0(0) = 0 and
u1(0) =
2√
3
f0,1,0(0), u2(0) =
1√
3
f0,1,0(0). (20)
The functions f i,j,0(λ) are expressed in terms of u1(λ) and u2(λ) as follows:
f0,1,0(λ) =
1√
3
u1(λ) +
1√
3
u2, f
2,1,0(λ) = − 1√
6
u1(λ) +
√
2√
3
u2(λ).
Substitute these values to (19). We obtain
fij(p) =
[
1√
3
M0,1ij (p)−
1√
6
M2,1ij (p)
]
u1(λ)+
[
1√
3
M0,1ij (p) +
√
2√
3
M2,1ij (p)
]
u2(λ).
or
fij(p) =
(
1
3
δijD
0
00(θp, ϕp)−
1√
6
2∑
m=−2
g
m[i,j]
2[1,1] D
2
m0(θp, ϕp)
)
u1(λ)
+
(
1
3
δijD
0
00(θp, ϕp) +
√
2√
3
2∑
m=−2
g
m[i,j]
2[1,1] D
2
m0(θp, ϕp)
)
u2(λ).
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Substitute this formula and (16) to (14). We obtain
Rij(ξ) =
1
4π
∫
Rˆ3
ei(p,ξ)
(
1
3
δijD
0
00(θp, ϕp)
− 1√
6
2∑
m=−2
g
m[i,j]
2[1,1] D
2
m0(θp, ϕp)
)
u1(λ) dΩdµ(λ)
+
1
4π
∫
Rˆ3
ei(p,ξ)
(
1
3
δijD
0
00(θp, ϕp)
+
√
2√
3
2∑
m=−2
g
m[i,j]
2[1,1] D
2
m0(θp, ϕp)
)
u2(λ) dΩdµ(λ).
The norm of the function Dℓm0(θp, ϕp) in the space L
2(S2, dΩ) is not equal
to 1, while the norm of the real-valued spherical harmonic
Smℓ (θp, ϕp) =
√
2ℓ+ 1
4π
Dℓ−m0(θp, ϕp) (21)
is equal to 1. In terms of spherical harmonics, we have
Rij(ξ) =
1√
4π
∫
Rˆ3
ei(p,ξ)
(
1
3
δijS
0
0(θp, ϕp)
− 1√
30
2∑
m=−2
g
m[i,j]
2[1,1] S
−m
2 (θp, ϕp)
)
dΩdΦ1(λ)
+
1√
4π
∫
Rˆ3
ei(p,ξ)
(
1
3
δijS
0
0(θp, ϕp)
+
√
2√
15
2∑
m=−2
g
m[i,j]
2[1,1] S
−m
2 (θp, ϕp)
)
dΩdΦ2(λ),
(22)
where we introduced notation dΦj(λ) = uj(λ) dµ(λ), j = 1, 2. It follows
from (20) that Φ1({0}) = 23µ({0}) and Φ2({0}) = 13µ({0}). In other words,
Φ1({0}) = 2Φ2({0}), which differs from (6).
This may be explained as follows. The values of M0,1(p) and M2,1ij (p) were
calculated in [8] as
M0,1ij (p) =
1√
3
δij , M
2,1
ij (p) =
√
3√
2
pipj
‖p‖2 −
1√
6
δij . (23)
Therefore we have
fij(p) =
1
2
(
δij − pipj‖p‖2
)
u1(λ) +
pipj
‖p‖2u2(λ).
In [15] Yaglom uses invariant theory to prove the formula
fij(p) =
(
δij − pipj‖p‖2
)
u1(λ) +
pipj
‖p‖2u2(λ),
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i.e., his function u1(λ) is twice less than our one, hence the difference.
To calculate the inner integral in (22), use the following plane wave expan-
sion:
ei(p,ξ) = 4π
∞∑
ℓ=0
iℓjℓ(λρ)
ℓ∑
m=−ℓ
Smℓ (θξ, ϕξ)S
m
ℓ (θp, ϕp), (24)
where (ρ, θξ, ϕξ) are the spherical coordinates in the space domain. The spectral
expansion takes the form
Rij(ξ) =
√
4π
∫ ∞
0
(
1
3
δijj0(λρ)S
0
0 (θξ, ϕξ)
+
1√
30
j2(λρ)
2∑
m=−2
g
m[i,j]
2[1,1] S
−m
2 (θξ, ϕξ)
)
dΦ1(λ)
+
√
4π
∫ ∞
0
(
1
3
δijj0(λρ)S
0
0(θξ, ϕξ)
−
√
2√
15
j2(λρ)
2∑
m=−2
g
m[i,j]
2[1,1] S
−m
2 (θξ, ϕξ)
)
dΦ2(λ).
Using (21) and (23), we obtain
Rij(ξ) =
∫ ∞
0
[(
1
3
j0(λρ)− 1
6
j2(λρ)
)
δij +
1
2
j2(λρ)
ξiξj
‖ξ‖2
]
dΦ1(λ)
+
∫ ∞
0
[(
1
3
j0(λρ) +
1
3
j2(λρ)
)
δij − j2(λρ) ξiξj‖ξ‖2
]
dΦ2(λ).
Using the formula
j1(x)
x
=
1
3
(j0(x) + j2(x)),
we see that our spectral expansion is equivalent to (5) up to a constant.
To obtain the spectral representation of the field u(x), do the following.
Replace ξ with x−y in (22), write the plane wave expansion (24) in the following
form:
ei(p,x) = 4π
∞∑
ℓ=0
iℓjℓ(λρx)
ℓ∑
m=−ℓ
Smℓ (θx, ϕx)S
m
ℓ (θp, ϕp)
e−i(p,y) = 4π
∞∑
ℓ′=0
i−ℓ
′
jℓ′(λρy)
ℓ′∑
m′=−ℓ′
Sm
′
ℓ′ (θy, ϕy)S
m′
ℓ′ (θp, ϕp),
(25)
and substitute both formulas to the modified equation (22). To simplify the
result, use the following Gaunt integral named after Gaunt [3].
∫
S2
Sm1ℓ1 (θ, ϕ)S
m2
ℓ2
(θ, ϕ)Sm3ℓ3 (θ, ϕ) dΩ =
√
(2ℓ1 + 1)(2ℓ2 + 1)
4π(2ℓ3 + 1)
g
m3[m1,m2]
ℓ3[ℓ1,ℓ2]
g
0[0,0]
ℓ3[ℓ1,ℓ2]
.
(26)
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Table 2: The uncoupled basis of the space S2(S2(R3))
Tensor Value
T
0,1,0
ijℓm g
0[i,j]
0[1,1]g
0[ℓ,m]
0[1,1]
T
0,2,0
ijℓm
1√
5
∑2
n=−2 g
n[i,j]
2[1,1]g
n[ℓ,m]
2[1,1]
T
2,1,t
ijℓm, −2 6 t 6 2 1√6 (δijg
t[ℓ,m]
2[1,1] + δℓmg
t[i,j]
2[1,1])
T
2,2,t
ijℓm, −2 6 t 6 2
∑2
n,q=−2 g
t[n,q]
2[2,2]g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1]
T
4,1,t
ijℓm, −4 6 t 6 4
∑2
n,q=−2 g
t[n,q]
4[2,2]g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1]
This formula is proved in exactly the same way as in the complex case, see, for
example, [9, Proposition 3.43].
The result takes the form
Rij(x,y) = 4π
∞∑
ℓ,ℓ′=0
ℓ∑
m=−ℓ
ℓ′∑
m=−ℓ′
bℓ
′m′j
ℓmi,1S
m
ℓ (θx, ϕx)S
m′
ℓ′ (θy, ϕy)
×
∫ ∞
0
jℓ(λrx)jℓ′(λry) dΦ1(λ)
+ 4π
∞∑
ℓ,ℓ′=0
ℓ∑
m=−ℓ
ℓ′∑
m=−ℓ′
bℓ
′m′j
ℓmi,2S
m
ℓ (θx, ϕx)S
m′
ℓ′ (θy, ϕy)
×
∫ ∞
0
jℓ(λrx)jℓ′(λry) dΦ2(λ).
Theorem 1 follows from this equation and Kahrunen’s theorem.
3.2 Proof of Theorem 2
In Theorem 2 we have r = 2 and L = S2(R3). The coupled basis of the space
S2(R3)⊗ S2(R3) contains 36 rank 4 tensors, the tensor products of all possible
pairs of the 6 Godunov–Gordienko matrices T 0,1,0ij = g
0[i,j]
0[1,1] and T
2,1,n
ij = g
n[i,j]
2[1,1],
−2 6 n 6 2. The uncoupled basis of the symmetric tensor product S2(S2(R3))
contains the 21 symmetric rank 4 tensors shown in Table 2.
By (11), the expected value of the random field τ (x) is
Eij(x) = C1T
0,1,0
ij = Cδij .
We represent the symmetric tensor fijℓm in the Voigt form as a symmetric
6× 6 matrix, where Voigt indexes are numbered in the following order: −1− 1,
00, 11, 01, −11, −10. For example, f−1−101 simplifies to f14, and so on.
Using the values of the Godunov–Gordienko coefficients calculated in [4, 8],
we prove that the only non-zero elements of the symmetric matrix fij(0) lying
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on and over its main diagonal are as follows:
f11(0) = f22(0) = f33(0) =
1
3
f0,1,0(0) +
2
3
√
5
f0,2,0(0),
f12(0) = f13(0) = f23(0) =
1
3
f0,1,0(0)− 1
3
√
5
f0,2,0(0),
f44(0) = f55(0) = f66(0) =
1
2
√
5
f0,2,0(0).
(27)
It is not difficult to prove that the above matrix is nonnegative-definite with
unit trace if and only if f0,1,0(0) and f0,2,0(0) are nonnegative real numbers
with
f0,1,0(0) +
7
2
√
5
f0,2,0(0) = 1. (28)
By (18), he only non-zero elements of the symmetric matrix fij(λ) lying on
and over its main diagonal are as follows:
f11(λ) = f33(λ) =
1
3
f1(λ) +
2
3
√
5
f2(λ) − 1
3
f3(λ)−
√
2
3
√
7
f4(λ) +
3
2
√
70
f5(λ),
f12(λ) = f23(λ) =
1
3
f1(λ)− 1
3
√
5
f2(λ) +
1
6
f3(λ)−
√
2
3
√
7
f4(λ) −
√
2√
35
f5(λ),
f13(λ) =
1
3
f1(λ)− 1
3
√
5
f2(λ)− 1
3
f3(λ) +
2
√
2
3
√
7
f4(λ) +
1
2
√
70
f5(λ),
f22(λ) =
1
3
f1(λ) +
2
3
√
5
f2(λ) +
2
3
f3(λ) +
2
√
2
3
√
7
f4(λ) +
2
√
2√
35
f5(λ),
f44(λ) = f66(λ) =
1
2
√
5
f2(λ) +
1
2
√
14
f4(λ) −
√
2√
35
f5(λ),
f55(λ) =
1
2
√
5
f2(λ)− 1√
14
f4(λ) +
1
2
√
70
f5(λ).
Here we introduce notation f i,j,0(λ) = fi+j(λ). Note that f13(λ) = f11(λ) −
2f55(λ), while f12(λ) is not a linear combination of the diagonal elements of the
matrix fij(λ). Introduce the following notation:
u1(λ) = 2f44(λ), u2(λ) = 3f55(λ), u3(λ) = 2(f11(λ)− f55(λ)),
u4(λ) = f22(λ), u5(λ) = f12(λ).
(29)
Direct calculations show that the matrix f(λ) is nonnegative-definite with unit
trace if and only if ui(λ) > 0, 1 6 i 6 4, u1(λ) + · · ·+ u4(λ) = 1 and |u5(λ)| 6√
u3(λ)u4(λ)/2. It follows from (27) and (29) that
u1(0) =
1√
5
f2(0), u2(0) =
3
2
√
5
f2(0), u3(0) + u4(0) = 1−
√
5
2
f2(0). (30)
Define
v1(λ) =
u3(λ)
u3(λ) + u4(λ)
, v2(λ) =
u5(λ)
u3(λ) + u4(λ)
, (31)
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and v1(λ) = 1/2, v2(λ) = 0 if the denominator is equal to 0. We see that the
set of extreme points of the set C contains 3 connected components: the matrix
D1 with nonzero entries D144 = D
1
66 = 1/2, the matrix D
2 with nonzero entries
D211 = D
2
33 = D
2
55 = 1/3 and D
2
13 = D
2
31 = −1/3, and the symmetric matrices
D(λ) with nonzero entries on and over the main diagonal as follows
D11(λ) = D33(λ) = D13(λ) = v1(λ)/2, D22(λ) = 1−v1(λ), D12(λ) = D23(λ) = v2(λ)
lying on the ellipse
u1(λ) = u2(λ) = 0, 4(v1(λ) − 1/2)2 + 8v22(λ) = 1.
The matrix f(λ) takes the form
f(λ) = u1(λ)D
1 + u2(λ)D
2 + (u3(λ) + u4(λ))D(λ),
where D(λ) lies in the elliptic region 4(v1(λ)− 1/2)2 + 8v22(λ) 6 1.
The functions fi(λ) are expressed in terms of ui(λ) as follows:
f1(λ) =
2
3
u3(λ) +
1
3
u4(λ) +
4
3
u5(λ),
f2(λ) =
2√
5
u1(λ) +
4
3
√
5
u2(λ) +
1
3
√
5
u3(λ) +
2
3
√
5
u4(λ)− 4
3
√
5
u5(λ),
f3(λ) = −2
3
u3(λ) +
2
3
u4(λ) +
2
3
u5(λ),
f4(λ) =
√
2√
7
u1(λ)− 4
√
2
3
√
7
u2(λ) +
√
2
3
√
7
u3(λ) +
2
√
2
3
√
7
u4(λ)− 4
√
2
3
√
7
u5(λ),
f5(λ) = −4
√
2√
35
u1(λ) +
2
√
2
3
√
35
u2(λ) +
√
2√
35
u3(λ) +
2
√
2√
35
u4(λ) − 4
√
2√
35
u5(λ).
(32)
Denote M i+jijℓm(p) =M
2i,j
ijℓm(p). By (19),
fijℓm(p) =M
1
ijℓm(p)f1(λ) + · · ·+M5ijℓm(p)f5(λ).
Using (31) and (32), we obtain
fijℓm(p) =
[
2√
5
M2ijℓm(p) +
√
2√
7
M4ijℓm(p)−
4
√
2√
35
M5ijℓm(p)
]
u1(λ)
+
[
4
3
√
5
M2ijℓm(p)−
4
√
2
3
√
7
M4ijℓm(p) +
2
√
2
3
√
35
M5ijℓm(p)
]
u2(λ)
+
[
v1(λ) + 4v2(λ) + 1
3
M1ijℓm(p) +
−v1(λ)− 4v2(λ) + 2
3
√
5
M2ijℓm(p)
+
−4v1(λ) + 2v2(λ) + 2
3
M3ijℓm(p) +
√
2(−v1(λ) − 4v2(λ) + 2)
3
√
7
M4ijℓm(p)
+
√
2(−v1(λ) − 4v2(λ) + 2)√
35
M5ijℓm(p)
]
(u3(λ) + u4(λ)).
(33)
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Substitute (33) and (16) to (14), write the result in terms of spherical har-
monics (21) and use the plane wave expansion (24). We have
Rijℓm(ξ) =
∫ ∞
0
[
2√
5
j0(λρ)M
2
ijℓm(ξ)−
√
2√
7
j2(λρ)M
4
ijℓm(ξ)
−4
√
2√
35
j4(λρ)M
5
ijℓm(ξ)
]
dΦ1(λ)
+
∫ ∞
0
[
4
3
√
5
j0(λρ)M
2
ijℓm(ξ) +
4
√
2
3
√
7
j2(λρ)M
4
ijℓm(ξ)
+
2
√
2
3
√
35
j4(λρ)M
5
ijℓm(ξ)
]
dΦ2(λ)
+
∫ ∞
0
[
v1(λ) + 4v2(λ) + 1
3
j0(λρ)M
1
ijℓm(ξ)
+
−v1(λ)− 4v2(λ) + 2
3
√
5
j0(λρ)M
2
ijℓm(ξ)
− −4v1(λ) + 2v2(λ) + 2
3
j2(λρ)M
3
ijℓm(ξ)
−
√
2(−v1(λ)− 4v2(λ) + 2)
3
√
7
j2(λρ)M
4
ijℓm(ξ)
+
√
2(−v1(λ)− 4v2(λ) + 2)√
35
j4(λρ)M
5
ijℓm(ξ)
]
dΦ3(λ),
(34)
where we introduced notation dΦj(λ) = uj(λ) dµ(λ), j = 1, 2, and dΦ3(λ) =
(u3(λ) + u4(λ)) dµ(λ). It follows from (28) that 0 6 f2(0) 6
2
√
5
7 . Then, by
(30),
2
7
6 u3(0) + u4(0) 6 1.
It follows that the atom Φ3({0}) occupies at least 2/7 of the sum of all three
atoms, while the rest is divided between Φ1({0}) and Φ2({0}) in the proportion
1 : 32 .
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In [8] we proved thatMnijℓm(p) are expressed in terms of L
n
ijℓm(p) as follows.
M1ijℓm(p) =
1
3
L1ijℓm(p),
M2ijℓm(p) = −
1
3
√
5
L1ijℓm(p) +
1
2
√
5
L2ijℓm(p),
M3ijℓm(p) = −
1
3
L1ijℓm(p) +
1
2
L4ijℓm(p),
M4ijℓm(p) =
2
√
2
3
√
7
L1ijℓm(p)−
1√
14
L2ijℓm(p) +
3
2
√
14
L3ijℓm(p)−
√
2√
7
L4ijℓm(p),
M5ijℓm(p) =
1
2
√
70
L1ijℓm(p)−
13
2
√
70
L2ijℓm(p)−
√
5
2
√
14
L3ijℓm(p)−
√
5
2
√
14
L4ijℓm(p)
+
√
35
2
√
2
L5ijℓm(p).
The second and fourth equations were proved by brutal force, using the values
of matrix entries and Godunov–Gordienko coefficients calculated in [4, 8]. Here
is the algebraic proof.
It follows from the definition of the Godunov–Gordienko coefficients that
Dℓ1m1n1(k)D
ℓ2
m2n2
(k) =
ℓ1+ℓ2∑
ℓ=|ℓ1−ℓ2|
ℓ∑
q1,q2=−ℓ
g
q1[m1,m2]
ℓ[ℓ1,ℓ2]
Dℓq1q2(k)g
q2[n1,n2]
ℓ[ℓ1,ℓ2]
. (35)
Put k = I, m1 = i, m2 = j, n1 = ℓ, n2 = m, and ℓ1 = ℓ2 = 1. We obtain
δiℓδjm =
1
3
δijδℓm +
1∑
n=−1
g
n[i,j]
1[1,1]g
n[ℓ,m]
1[1,1] +
√
5M2ijℓm(p).
Interchange ℓ and m and use the fact that g
n[ℓ,m]
1[1,1] is a skew-symmetric matrix.
Then
δimδjℓ =
1
3
δijδℓm −
1∑
n=−1
g
n[i,j]
1[1,1]g
n[ℓ,m]
1[1,1] +
√
5M2ijℓm(p).
Adding two last displays yields
L2ijℓm(p) =
2
3
L1ijℓm(p) + 2
√
5M2ijℓm(p),
which is equivalent to the second equation in (35).
It is proved in [8] that
pipj
‖p‖2 =
1
3
δij +
√
2/3
2∑
n=−2
g
n[i,j]
2[1,1]D
2
n0(p).
Rewrite this equation as
pℓpm
‖p‖2 =
1
3
δℓm +
√
2/3
2∑
q=−2
g
q[ℓ,m]
2[1,1] D
2
q0(p)
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and multiply both equations. We obtain
L5ijℓm(p) =
1
9
L1ijℓm(p) +
3
2
M3ijℓm(p) +
2
3
2∑
n,q=−2
g
n[i,j]
2[1,1]g
q[ℓ,m]
2[1,1] D
2
n0(p)D
2
q0(p).
By (35),
D2n0(p)D
2
q0(p) = g
0[n,q]
0[2,2] g
0[0,0]
0[2,2]+g
0[0,0]
2[2,2]
2∑
s=−2
g
s[n,q]
2[2,2]D
2
s0(p)+g
0[0,0]
4[2,2]
4∑
s=−4
g
s[n,q]
4[2,2]D
4
s0(p).
Using the values g
0[n,q]
0[2,2] =
√
1/5δnq, g
0[0,0]
2[2,2] =
√
2/7, and g
0[0,0]
4[2,2] =
3
√
2√
35
calculated
in [8], after simple algebraic calculations we obtain the fourth equation in (35).
Apply (21) and (35) to (34). We obtain (9).
3.3 Proof of Theorem 3
Substitute (33) and (16) to (14), write the result in terms of spherical harmonics
(21), replace ξ with x − y and use the plane wave expansion in the form (25).
To simplify the result, use the Gaunt integral (26).
4 Concluding remarks
Methods of our paper work equally good in the case of r = 0. The convex
compact set C is a one-point set, and one can deduce the classical results by
Schoenberg [12]
R(ξ) =
∫ ∞
0
sin(λ‖ξ‖)
λ‖ξ‖ dΦ(λ)
and Yadrenko [14]
T (ρ, θ, ϕ) = C + 2
√
π
∞∑
ℓ=0
ℓ∑
m=−ℓ
∫ ∞
0
jℓ(λρ) dZ
m
ℓ (λ)S
m
ℓ (θ, ϕ).
Consider a particular case of Theorems 2 and 3 when u5(λ) = 0. It means
that the random fields τ00(x) and (τ−1−1(x), τ11(x))⊤ are uncorrelated. In this
case the set C becomes a tetrahedron with four extreme points: D1, D2, D3,
and D4. The matrix D3 is equal to D(λ) when
v1(λ) = 1, v2(λ) = 0, (36)
while the matrix D4 is equal to D(λ) when
v1(λ) = v2(λ) = 0. (37)
The spectral expansion of Theorem 2 takes the form
Bijℓm(ξ) =
4∑
n=1
∫ ∞
0
5∑
q=1
Nnq(λ, ρ)L
q
ijℓm(ξ) dΦn(λ),
22
where N3q(λ, ρ) (resp. N4q(λ, ρ)) can be calculated by substituting (36) (resp.
(37)) to the last five elements of the third column of Table 1. If
4∑
n=1
Φn({0}) = Φ0 > 0,
then
Φ1({0}) = Φ0f2(0)√
5
, Φ2({0}) = 3Φ0f2(0)
2
√
5
,
Φ3({0}) = Φ0
(
1
3
− f2(0)
2
√
5
)
, Φ4({0}) = Φ0
(
2
3
− 2f2(0)√
5
)
,
with 0 6 f2(0) 6 2
√
5/7. The spectral expansion of Theorem 3 takes the form
τij(r, θ, ϕ) = Cδij + 2
√
π
4∑
n=1
∞∑
u=0
u∑
w=−u
∫ ∞
0
ju(λr) dZ
n′
uwij(λ)S
w
u (θ, ϕ),
where the measures dZn
′
uwij(λ) are determined by (10). In (10), L
n are infinite
lower triangular matrices from Cholesky factorisation of nonnegative-definite
matrices bu
′w′ℓm
uwij,n . The matrix b
u′w′ℓm
uwij,3 (resp. b
u′w′ℓm
uwij,4 ) can be calculated by
substituting (36) (resp. (37)) to the formula that determines bu
′w′ℓm
uwij,3 (λ).
We conjecture that in the general case the set of extreme points of the
convex compact set C has finitely many, say N , connected components. Each
of the components is either an one-point set or an ellipsoid. To each connected
componentDi we associate a pair (Φi,vi), where Φi is a finite measure on [0,∞),
and vi is a Φi-equivalence class of measurable functions on [0,∞) with values
in the closed convex hull of the set Di (constant if Di is a one-point set). The
number of integrals in the spectral representation is equal to N , and the ith
integral is taken with respect to the measure Φi.
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