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EDGE-COVERS IN d-INTERVAL HYPERGRAPHS
RON AHARONI, RON HOLZMAN, AND SHIRA ZERBIB
Abstract. A d-interval hypergraph has d disjoint copies of the unit
interval as its vertex set, and each edge is the union of d subintervals,
one on each copy. Extending a classical result of Gallai on the case d = 1,
Tardos and Kaiser used topological tools to bound the ratio between the
transversal number and the matching number in such hypergraphs. We
take a dual point of view, and bound the edge-covering number (namely
the minimal number of edges covering the entire vertex set) in terms of a
parameter expressing independence of systems of partitions of the d unit
intervals. The main tool we use is an extension of the KKM theorem
to products of simplices, due to Peleg. Our approach also yields a new
proof of the Tardos-Kaiser result.
1. Introduction
A d-interval hypergraph has vertex set V =
⋃d
i=1 U
i, where the U i are d
disjoint copies of the unit interval [0, 1]. It has a finite edge set E, each edge
being of the form e =
⋃d
i=1 I
i where Ii is a non-empty closed subinterval
of U i. In the case d = 1 we get the familiar interval hypergraphs. There
are other variants of d-interval hypergraphs in the literature [7, 8, 2, 3, 1],
including those where edges consist of unions of d intervals on the same copy
of [0, 1], and discrete versions where the vertex set is a finite ordered set;
these will not be discussed here.
We recall that in a hypergraph H = (V,E), a matching is a set of disjoint
edges, and ν(H) denotes the matching number – the maximal size of a
matching. A transversal (also called vertex-cover) is a set of vertices meeting
all edges, and τ(H) denotes the transversal number – the minimal size of a
transversal. We always have ν(H) ≤ τ(H).
By reversing the roles of vertices and edges (duality of hypergraphs), we
get two corresponding concepts. Namely, in a hypergraph H = (V,E), a set
of vertices is strongly independent if no two of them belong to an edge. (An
independent set is one that does not contain any edge, hence the “strongly”
in our terminology.) We write ι(H) for the strong independence number –
the maximal size of a strongly independent set (ι(H) = ∞ is allowed). A
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set of edges is an edge-cover if their union is V . We write ρ(H) for the edge-
covering number – the minimal size of an edge-cover (ρ(H) =∞ if ∪E 6= V ).
We always have ι(H) ≤ ρ(H).
It is well known that for interval hypergraphs equality holds for each of
these pairs of parameters (part (a) below is due to Gallai [6]):
Theorem 1.1. Let H = (V,E) be an interval hypergraph. Then:
(a) ν(H) = τ(H).
(b) ι(H) = ρ(H).
Proof. We briefly recall the standard constructive arguments.
(a) Let I = [a, b] be an interval in E with the leftmost right endpoint.
Then we can place I in the matching being constructed, b in the
transversal, and proceed by induction with the subhypergraph con-
sisting of those intervals in E having their left endpoint to the right
of b.
(b) We may assume that ∪E = V , otherwise ι(H) = ρ(H) = ∞. Let
I = [0, c] be an interval in E with the rightmost right endpoint
among those starting at 0. Then we can place 0 in the strongly
independent set being constructed, I in the edge-cover, and proceed
by induction with the hypergraph having as ground set [c+ ε, 1] for
small enough ε > 0, and as edges the non-empty intersections of
intervals in E with the ground set.

For d-interval hypergraphs with d ≥ 2 these equalities need not hold, but
one can bound the ratio between the corresponding pairs of parameters. In
the case of ν and τ this was a challenging problem, solved by Tardos [15]
for d = 2 and Kaiser [8] for general d:
Theorem 1.2 ([15, 8]). Let H be a d-interval hypergraph, d ≥ 2. Then
τ(H) ≤ d(d− 1)ν(H).
Both Tardos and Kaiser used topological methods. Alon [2] obtained a
slightly weaker bound by combinatorial means.
In the case of ι and ρ, bounding the ratio for d-interval hypergraphs is
easy:
Observation 1.3. Let H be a d-interval hypergraph. Then ρ(H) ≤ dι(H),
and this bound is tight.
Proof. For i = 1, . . . , d, let H i be the interval hypergraph on U i whose edges
are the intersections of the edges of H with U i. Clearly ι(H i) ≤ ι(H), and
so by Theorem 1.1(b) we have ρ(H i) ≤ ι(H), i = 1, . . . , d. Together, these
d edge-covers yield ρ(H) ≤ dι(H).
To see that this is tight, fix d and n. We construct a d-interval hypergraph
H = (V,E) with ι(H) = n and ρ(H) = dn. For each i = 1, . . . , d, we
use two systems of subintervals of U i. The first consists of J ij = [
j−1
n
, j
n
],
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j = 1, . . . , n; the second consists of Kik = [
k−1
(dn)2
, k
(dn)2
], k = 1, . . . , (dn)2. An
edge e ∈ E is determined by a choice of i ∈ {1, . . . , d}, j ∈ {1, . . . , n}, and
ki′ ∈ {1, . . . , (dn)
2} for each i′ ∈ {1, . . . , d} \ {i}. The corresponding edge is
e = J ij ∪
⋃
i′ 6=iK
i′
ki′
. Clearly, no strongly independent set can contain points
in two distinct U i, U i
′
, and it can contain at most n points in the same U i;
hence ι(H) = n. The total length of an edge e ∈ E is 1
n
+ d−1
(dn)2
= d
2n+d−1
(dn)2
,
and hence the total length of dn−1 such edges is (dn−1)(d
2n+d−1)
(dn)2
< d. Thus,
there is no edge-cover of size dn− 1, and hence ρ(H) = dn. 
There is, however, another way of looking at Theorem 1.1, which will
lead to a more interesting extension of part (b) to the case of d-interval
hypergraphs.
A system of n subintervals of [0, 1] of the form
[0, c1), (c1, c2), . . . , (cn−2, cn−1), (cn−1, 1],
where 0 ≤ c1 ≤ c2 ≤ · · · ≤ cn−2 ≤ cn−1 ≤ 1, will be called an n-partition
of [0, 1]. The subintervals will be referred to as the first, the second, ..., the
(n− 1)-th, the n-th cell of the partition. Note that the j-th cell is empty if
cj−1 = cj (with c0 = 0, cn = 1).
Theorem 1.1 can be equivalently re-stated as:
Theorem 1.4. Let H = (V,E) be an interval hypergraph, and let n be a
positive integer. Then:
(a) If every n-partition of [0, 1] has a cell that contains an edge of H,
then there exists an n-partition all of whose cells contain edges of H.
(b) If every n-partition of [0, 1] has a cell that is contained in an edge of
H, then there exists an n-partition all of whose cells are contained
in edges of H.
Now we generalize the partition concept to the setting where V =
⋃d
i=1 U
i.
A d× n-partition of V consists of d n-partitions of U1, . . . , Ud respectively.
Its total number of cells is dn. Any union of d cells, one from each U i, will
be called a d-cell. Thus, there are nd d-cells.
Part (a) of Theorem 1.4 has the following d-counterpart:
Theorem 1.5. Let H = (V,E) be a d-interval hypergraph, d ≥ 2, and let n
be a positive integer. If every d×n-partition of V has a d-cell that contains
an edge of H, then there exists a d×n-partition having at least n
d−1 disjoint
d-cells that contain edges of H.
Essentially, Theorem 1.2 was proved in [15, 8] by establishing Theorem
1.5, and then applying it with the largest n such that d(n − 1) < τ(H).
Our main result is the following d-counterpart of Theorem 1.4(b):
Theorem 1.6. Let H = (V,E) be a d-interval hypergraph, and let n be a
positive integer. Assume that every d× n-partition of V has a d-cell that is
contained in an edge of H. Then there exists a d× n-partition all of whose
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cells are contained in edges of H0, where H0 is a subhypergraph of H of size
at most (1 + ln d)n. In particular, ρ(H) ≤ (1 + ln d)n.
Moreover, for d = 2 the upper bound on the size of H0 can be improved to
n, and hence ρ(H) ≤ n for d = 2.
Although Theorem 1.5 is not new, we give here a new proof of it, which
goes along similar lines to our proof of Theorem 1.6. Both proofs are topolog-
ical, using extensions due to Peleg [12, 13] of the well-known KKM theorem
[9].
In Section 2 we recall the KKM theorem about coverings of a simplex, and
a dual variant due to Sperner [14]. Then, as a warm-up to our main proofs,
we apply them to get topological proofs of both parts of Theorem 1.4 (and
thus of Theorem 1.1). Then, in Section 3, we recall the extensions due to
Peleg of the KKM/Sperner theorems to coverings of a product of simplices.
We also recall some well-known bounds on the ratio between integer and
fractional versions of the matching and transversal numbers of hypergraphs.
Equipped with these tools, we prove Theorems 1.5 and 1.6 in Section 4. In
the final Section 5, we discuss the tightness of the bound in Theorem 1.6.
We show that ρ(H) ≤ n is best possible for d = 2, and that it does not
hold anymore for d > 2. The (1 + ln d)n upper bound for general d can be
somewhat improved, but we do not know by how much.
2. Topological proofs for interval hypergraphs
We denote by ∆n−1 the standard simplex in R
n, namely
∆n−1 = {~x = (x1, . . . , xn) |
n∑
j=1
xj = 1, xj ≥ 0, j = 1, . . . , n}.
For S ⊆ [n] = {1, . . . , n}, S 6= ∅, we denote by F (S) the face of ∆n−1
spanned by the corresponding unit vectors, i.e.,
F (S) = {~x = (x1, . . . , xn) ∈ ∆n−1 | xj = 0 for all j 6∈ S}.
Theorem 2.1 (KKM [9]). Let A1, . . . , An be subsets of ∆n−1 that are all
closed or all open. Suppose that for every ∅ 6= S ⊆ [n] we have F (S) ⊆⋃
j∈S Aj. Then
⋂n
j=1Aj 6= ∅.
We shall use the following immediate corollary of the KKM theorem:
Corollary 2.2. Let A1, . . . , An be subsets of ∆n−1 that are all closed or all
open. Suppose that
(a)
⋃n
j=1Aj = ∆n−1, and
(b) for all ~x = (x1, . . . , xn) ∈ ∆n−1 and all j ∈ [n], xj = 0⇒ ~x /∈ Aj .
Then
⋂n
j=1Aj 6= ∅.
There is a dual variant which differs from Corollary 2.2 by reversing the
conclusion of xj = 0:
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Theorem 2.3 (Sperner [14]). Let B1, . . . , Bn be subsets of ∆n−1 that are
all closed or all open. Suppose that
(a)
⋃n
j=1Bj = ∆n−1, and
(b) for all ~x = (x1, . . . , xn) ∈ ∆n−1 and all j ∈ [n], xj = 0⇒ ~x ∈ Bj.
Then
⋂n
j=1Bj 6= ∅.
It is possible to derive Theorem 2.3 from Corollary 2.2 by letting Aj =
∆n−1 \Bj .
There is a canonical bijection between n-partitions of [0, 1], as defined in
the Introduction, and points in ∆n−1. Namely, the n-partition
[0, c1), (c1, c2), . . . , (cn−2, cn−1), (cn−1, 1]
corresponds to the point ~x = (x1, x2, . . . , xn−1, xn), where xj = cj − cj−1 is
the length of the j-th cell (with c0 = 0, cn = 1). In the following, we identify
every n-partition of [0, 1] with the corresponding ~x ∈ ∆n−1, and use the
topological results above to prove Theorem 1.4.
Proof of Theorem 1.4(a) from Corollary 2.2: Given the interval hyper-
graph H = (V,E) and the positive integer n, we define Aj ⊆ ∆n−1 for
j ∈ [n] by:
~x ∈ Aj ⇔ the j-th cell of the n-partition ~x contains an edge of H
It is easy to check that the sets A1, . . . , An are open, and that the premise
of Theorem 1.4(a) renders them a covering of ∆n−1. Moreover, condition
(b) of Corollary 2.2 holds, since xj = 0 means that the j-th cell is empty.
It follows that there exists ~x ∈
⋂n
j=1Aj . Then, all cells of the n-partition
corresponding to ~x contain edges of H, as desired. 
Proof of Theorem 1.4(b) from Theorem 2.3: Given the interval hyper-
graph H = (V,E) and the positive integer n, we define Bj ⊆ ∆n−1 for
j ∈ [n] by:
~x ∈ Bj ⇔ the j-th cell of the n-partition ~x is contained in an edge of H
It is easy to check that the sets B1, . . . , Bn are closed, and that the premise
of Theorem 1.4(b) renders them a covering of ∆n−1. Moreover, condition (b)
of Theorem 2.3 holds, since an empty cell is contained in any edge. It follows
that there exists ~x ∈
⋂n
j=1Bj, meaning that all cells of the corresponding
n-partition are contained in edges of H. 
3. Tools for handling d-interval hypergraphs
We denote by Pd,n the Cartesian product of d copies of ∆n−1, i.e.,
Pd,n = ∆n−1 ×∆n−1 × · · · ×∆n−1 = (∆n−1)
d.
For i ∈ [d] and ∅ 6= S ⊆ [n] we denote by Pd,n(i, S) the polytope obtained
from Pd,n by replacing the i-th factor in the product by its face F (S), namely
Pd,n(i, S) = ∆n−1 × · · · × F (S)× · · · ×∆n−1.
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Theorem 3.1 (Peleg [12]). Let Aij, i = 1, . . . , d, j = 1, . . . , n, be closed
subsets of Pd,n. Suppose that for every i ∈ [d] and ∅ 6= S ⊆ [n] we have
Pd,n(i, S) ⊆
⋃
j∈S A
i
j. Then
⋂d
i=1
⋂n
j=1A
i
j 6= ∅.
This is a generalization of the KKM theorem to d-fold products of sim-
plices, and it likewise has the following immediate corollary:
Corollary 3.2. Let Aij, i = 1, . . . , d, j = 1, . . . , n, be closed subsets of Pd,n.
Suppose that
(a) for all i ∈ [d],
⋃n
j=1A
i
j = Pd,n, and
(b) for all ~x = (x11, . . . , x
1
n; · · · ;x
d
1, . . . , x
d
n) ∈ Pd,n, all i ∈ [d] and all
j ∈ [n], xij = 0⇒ ~x /∈ A
i
j .
Then
⋂d
i=1
⋂n
j=1A
i
j 6= ∅.
Here, too, there is a dual variant which differs from Corollary 3.2 by
reversing the conclusion of xij = 0:
Theorem 3.3 (Peleg [13]). Let Bij, i = 1, . . . , d, j = 1, . . . , n, be closed
subsets of Pd,n. Suppose that
(a) for all i ∈ [d],
⋃n
j=1B
i
j = Pd,n, and
(b) for all ~x = (x11, . . . , x
1
n; · · · ;x
d
1, . . . , x
d
n) ∈ Pd,n, all i ∈ [d] and all
j ∈ [n], xij = 0⇒ ~x ∈ B
i
j .
Then
⋂d
i=1
⋂n
j=1B
i
j 6= ∅.
We remark that, unlike the case d = 1, there seems to be no direct way to
deduce Theorem 3.3 from Corollary 3.2. Another comment is that Peleg’s
theorems hold also for products of simplices of different dimensions, but
were stated above in the special case (needed here) where the simplices have
the same dimension.
The other known results that we need concern hypergraphs H = (V,E)
on finite vertex sets, and involve fractional versions of our hypergraph in-
variants. We recall that a fractional matching is a function f : E → R+ such
that
∑
e∋v f(e) ≤ 1 for all v ∈ V . The fractional matching number ν
∗(H)
is the maximum of
∑
e∈E f(e) over all fractional matchings in H. Similarly,
a fractional transversal is a function g : V → R+ such that
∑
v∈e g(v) ≥ 1
for all e ∈ E. The fractional transversal number τ∗(H) is the minimum
of
∑
v∈V g(v) over all fractional transversals in H. By linear programming
duality we always have ν∗(H) = τ∗(H).
Analogously, a fractional strongly independent set is a function f : V →
R+ such that
∑
v∈e f(v) ≤ 1 for all e ∈ E. The fractional strong inde-
pendence number ι∗(H) is the maximum of
∑
v∈V f(v) over all fractional
strongly independent sets in H. A fractional edge-cover is a function g :
E → R+ such that
∑
e∋v g(e) ≥ 1 for all v ∈ V . The fractional edge-covering
number ρ∗(H) is the minimum of
∑
e∈E g(e) over all fractional edge-covers
in H. We always have ι∗(H) = ρ∗(H); both are defined as ∞ if ∪E 6= V .
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We further recall that a hypergraph H = (V,E) is d-partite if there exists
a partition V 1, . . . , V d of V such that |e∩V i| = 1 for every e ∈ E and i ∈ [d].
We will use the following bound on the ratio ν∗/ν:
Theorem 3.4 (Furedi [4]). Let H be a d-partite hypergraph, d ≥ 2. Then
ν(H) ≥ ν
∗(H)
d−1 .
We recall that the degree of a vertex v is the number of edges e that
contain v. We denote by ∆(H) the maximal degree in H. Similarly, the size
of an edge e is the number of vertices v contained in e. We denote by r(H)
the rank of H, i.e., the maximal size of an edge. A well-known bound on
the ratio τ/τ∗ is:
Theorem 3.5 (Lova´sz [10]). Let H be a hypergraph with ∆(H) = d ≥ 1.
Then τ(H) ≤ (1 + ln d)τ∗(H).
We will use this bound with the roles of vertices and edges reversed,
namely:
Corollary 3.6. Let H be a hypergraph with r(H) = d ≥ 1. Then ρ(H) ≤
(1 + ln d)ρ∗(H).
In the case d = 2, when H is bipartite, the situation is even better:
Theorem 3.7 (Gallai [5]). Let G be a bipartite graph. Then ρ(G) = ρ∗(G).
4. Proof of Theorems 1.5 and 1.6
Extending what we did in Section 2 in a natural way, we now identify every
d×n-partition of V =
⋃d
i=1 U
i with a point ~x = (x11, . . . , x
1
n; · · · ;x
d
1, . . . , x
d
n)
in Pd,n = (∆n−1)
d. Under this identification, xij is the length of the j-th cell
in the n-partition of U i.
We use the set [n]d to index the d-cells of a d × n-partition of V . That
is, a d-tuple ~j = (j1, . . . , jd) ∈ [n]
d will index the d-cell formed by the j1-th
cell in the n-partition of U1, ..., the jd-th cell in the n-partition of U
d. We
refer to this as the ~j-th d-cell.
Proof of Theorem 1.5: Given the d-interval hypergraphH = (V,E), d ≥ 2,
and the positive integer n, we define Y~j ⊆ Pd,n for
~j ∈ [n]d by:
~x ∈ Y~j ⇔ the
~j-th d-cell of the d× n-partition ~x contains an edge of H
The premise of the theorem says that the sets Y~j,
~j ∈ [n]d, cover Pd,n. It is
easy to verify that the sets Y~j are open. Moreover, if any of the cells in a
d-cell is empty then this d-cell cannot contain an edge of H. Therefore, for
~x ∈ Pd,n, i ∈ [d], and ~j ∈ [n]
d we have the implication xiji = 0⇒ ~x /∈ Y~j.
We now associate with every ~x ∈ Pd,n a d-dimensional n × · · · × n array
of nonnegative real numbers S(~x) = (s~j(~x))~j∈[n]d, defined by:
s~j(~x) = dist(~x, Y
c
~j
)
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where Y c~j = Pd,n \ Y~j is a closed set, and “dist” denotes Euclidean distance.
Note that for no ~x ∈ Pd,n do all the entries of S(~x) vanish, because that
would mean that ~x ∈ Y c~j for all
~j ∈ [n]d, contradicting the fact that the sets
Y~j cover Pd,n. Note also that S(~x) is continuous in ~x.
Next, given the array S(~x) we denote by σij(S(~x)), for i = 1, . . . , d, j =
1, . . . , n, the sum of the entries in the j-th layer in direction i, that is:
σij(S(~x)) =
∑
~j∈[n]d:ji=j
s~j(~x)
Then we define Aij ⊆ Pd,n for i = 1, . . . , d, j = 1, . . . , n, by:
~x ∈ Aij ⇔ σ
i
j(S(~x)) = max
j′∈[n]
σij′(S(~x))
That is, ~x ∈ Aij if the j-th layer in direction i of S(~x) has the largest sum
among the layers parallel to it.
We are going to apply Corollary 3.2 to the sets Aij . By the continuity of
S(~x), these sets are closed. For any direction i, one of the layers has the
largest sum, hence Aij, j = 1, . . . , n, cover Pd,n. Finally, let us prove the
implication xij = 0 ⇒ ~x /∈ A
i
j . Assume, for contradiction, that x
i
j = 0 and
~x ∈ Aij . As mentioned above, we deduce from x
i
j = 0 that for any
~j ∈ [n]d
with ji = j we have ~x /∈ Y~j. Thus σ
i
j(S(~x)) = 0, and we deduce from ~x ∈ A
i
j
that σij′(S(~x)) = 0 for all j
′ ∈ [n], meaning that all the entries of S(~x)
vanish. As shown above, this is impossible.
By Corollary 3.2, we find a point ~x ∈
⋂d
i=1
⋂n
j=1A
i
j . This means that in
every direction, all layer-sums of S(~x) are equal. Hence, σij(S(~x)) = a for
some fixed a, regardless of i and j. Clearly a > 0, as S(~x) cannot entirely
vanish.
We now construct an auxiliary d-partite hypergraph Γ. Its vertex set
V (Γ) is partitioned into V i = {vi1, . . . , v
i
n}, i = 1, . . . , d. We think of vertex
vij as representing the j-th cell in the i-th n-partition corresponding to the
point ~x found in the previous paragraph. The edge set E(Γ) consists of
those sets e~j = {v
1
j1
, . . . , vdjd} such that s~j(~x) > 0. That is, an edge indexed
by ~j is present in Γ if ~x ∈ Y~j, i.e., the
~j-th d-cell of ~x contains an edge of H.
The function f : E(Γ) → R+ defined by f(e~j) =
s~j(~x)
a
is a fractional
matching in Γ satisfying
∑
e∈E(Γ) f(e) = n. It follows from Theorem 3.4
that there is a matching M in Γ of size at least n
d−1 . For every e~j ∈M , the
corresponding ~j-th d-cell of ~x contains an edge of H, yielding the conclusion
of Theorem 1.5. 
Proof of Theorem 1.6: Given the d-interval hypergraph H = (V,E) and
the positive integer n, we define Z~j ⊆ Pd,n for
~j ∈ [n]d by:
~x ∈ Z~j ⇔ the
~j-th d-cell of the d×n-partition ~x is contained in an edge of H
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The premise of the theorem says that the sets Z~j ,
~j ∈ [n]d, cover Pd,n. It is
easy to check that the sets Z~j are closed.
For a fixed ε > 0, we associate with every ~x ∈ Pd,n a d-dimensional
n × · · · × n array of nonnegative real numbers T (~x, ε) = (t~j(~x, ε))~j∈[n]d,
defined by:
t~j(~x, ε) = max(1−
dist(~x,Z~j)
ε
, 0)
For no ~x ∈ Pd,n do all the entries of T (~x, ε) vanish, because that would mean
that ~x /∈ Z~j for all
~j ∈ [n]d, contradicting the fact that the sets Z~j cover
Pd,n. Note also that T (~x, ε) is continuous in ~x.
As in the previous proof, we consider for i = 1, . . . , d, j = 1, . . . , n, the
sum of the entries in the j-th layer in direction i of the array T (~x, ε), that
is:
σij(T (~x, ε)) =
∑
~j∈[n]d:ji=j
t~j(~x, ε)
Then we define Bij(ε) ⊆ Pd,n for i = 1, . . . , d, j = 1, . . . , n, by:
~x ∈ Bij(ε)⇔ σ
i
j(T (~x, ε)) = max
j′∈[n]
σij′(T (~x, ε))
We are going to apply Theorem 3.3 to the sets Bij(ε). The closedness
and covering properties are verified just as in the previous proof. To check
condition (b) of the theorem, we need the following:
Claim 4.1. Let ~x ∈ Pd,n and i ∈ [d]. Consider ~j,~k ∈ [n]
d such that ji′ = ki′
for all i′ ∈ [d] \ {i}, and xiji = 0. Then t~j(~x, ε) ≥ t~k(~x, ε).
Proof. By the definition of T (~x, ε), it suffices to show that
dist(~x,Z~j) ≤ dist(~x,Z~k).
Let ~y ∈ Z~k be closest to ~x, and let e be an edge of H that contains the
~k-th
d-cell of the d× n-partition ~y (by the definition of Z~k such an edge exists).
Consider ~z ∈ Pd,n which coincides with ~x in the i-th copy of ∆n−1, and with
~y in all other copies. Then dist(~x, ~z) ≤ dist(~x, ~y). Moreover, the ~j-th d-cell
of ~z consists of an empty cell in U i (because ziji = x
i
ji
= 0), and otherwise
coincides with the ~k-th d-cell of ~y, implying that the ~j-th d-cell of ~z is also
contained in e. This shows that ~z ∈ Z~j , and hence
dist(~x,Z~j) ≤ dist(~x, ~z) ≤ dist(~x, ~y) = dist(~x,Z~k).

Returning to the main proof, we verify the implication xij = 0 ⇒ ~x ∈
Bij(ε). Indeed, assuming x
i
j = 0, when we compare σ
i
j(T (~x, ε)) and σ
i
j′(T (~x, ε)),
we find by Claim 4.1 that each term in the former is at least as large
as the corresponding term in the latter. This implies that σij(T (~x, ε)) ≥
σij′(T (~x, ε)) for all j
′ ∈ [n], thus ~x ∈ Bij(ε).
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By Theorem 3.3, we find a point ~x(ε) ∈
⋂d
i=1
⋂n
j=1B
i
j(ε). As before, this
means that σij(T (~x(ε), ε)) = a(ε) for some fixed a(ε) > 0, regardless of i and
j.
We construct an auxiliary d-partite hypergraph Γ(ε) in a way similar
to the previous proof. The vertex set V (Γ(ε)) = V (Γ) is partitioned into
V i = {vi1, . . . , v
i
n}, i = 1, . . . , d. The edge set E(Γ(ε)) consists of those sets
e~j = {v
1
j1
, . . . , vdjd} such that t~j(~x(ε), ε) > 0. That is, an edge indexed by
~j
is present in Γ(ε) if dist(~x(ε), Z~j) < ε.
The function g : E(Γ(ε)) → R+ defined by g(e~j) =
t~j(~x(ε),ε)
a(ε) is a fractional
edge-cover in Γ(ε) satisfying
∑
e∈E(Γ(ε)) g(e) = n. It follows from Corol-
lary 3.6 that there is an edge-cover C(ε) in Γ(ε) of size at most (1 + ln d)n.
Up till now, ε > 0 was fixed. Because Pd,n is compact and the number
of possibilities for the edge-cover C(ε) is finite, we can find a sequence of
positive numbers εk → 0 such that ~x(εk) converges to some ~x ∈ Pd,n, and
C(εk) is a constant set C of at most (1+ ln d)n d-tuples that together cover
V (Γ). For any e~j ∈ C we have dist(~x(εk), Z~j) < εk for all k, implying that
~x ∈ Z~j. Thus, for any e~j ∈ C, the corresponding
~j-th d-cell of ~x is contained
in an edge of H. As the e~j ∈ C cover V (Γ), we have at most (1 + ln d)n
edges of H that together cover all cells of ~x, and hence cover V , as required.
In the special case d = 2, the hypergraphs Γ(ε) are actually bipartite
graphs, and so we may use Theorem 3.7 instead of Corollary 3.6, and get n
as an upper bound instead of (1 + ln d)n. 
5. Are the bounds tight?
The n
d−1 bound in Theorem 1.5 is obviously tight for d = 2. For large d,
it has been shown by Matousˇek [11] that the bound is tight up to a factor
of order log2 d.
Regarding Theorem 1.6, the following simple example shows that the
bound ρ(H) ≤ n for d = 2 is best possible.
Example 5.1. Let V = U1∪U2, and let n be a positive integer. Consider the
2-interval hypergraph H = (V,E) having n2 edges of the form e = I1k ∪ I
2
ℓ ,
k = 1, . . . , n, ℓ = 1, . . . , n, where Iij = [
j−1
n
, j
n
] ⊆ U i. By the pigeonhole
principle, every 2×n-partition of V has a 2-cell that is contained in an edge
of H. Clearly, ρ(H) = n. ♦
Moving to d = 3, the following example shows that ρ(H) ≤ n cannot be
guaranteed anymore.
Example 5.2. Let V = U1 ∪U2 ∪U3, and let n = 2. For i = 1, 2, 3, v = 0, 1,
and 0 ≤ ℓ < 1, we denote by Iiv,ℓ the closed subinterval of U
i that contains
its endpoint v and has length ℓ. We construct a 3-interval hypergraph
H = (V,E) in which every edge is indexed by some ~v ∈ {0, 1}3 and some
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~ℓ ∈ [0, 1)3, and is of the form:
e
~v,~ℓ
= I1v1,ℓ1 ∪ I
2
v2,ℓ2
∪ I3v3,ℓ3
We put e
~v,~ℓ
in E only for certain choices of ~v, ~ℓ, namely those satisfying:
• ℓi ∈ {
k
24 | k = 0, 1, . . . , 23}, i = 1, 2, 3
and either
• ~v ∈ {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)} and ℓ1 + ℓ2 + ℓ3 =
47
24
or
• ~v ∈ {(1, 1, 1), (0, 1, 1), (1, 0, 1), (1, 1, 0)} and ℓ1 + ℓ2 + ℓ3 = 1
We proceed to show that the premise of Theorem 1.6 is satisfied for n = 2.
Namely, that every 3× 2-partition of V has a 3-cell that is contained in an
edge of H. Let
[0, c1), (c1, 1]; [0, c2), (c2, 1]; [0, c3), (c3, 1]
be such a 3× 2-partition. First, assume that 124 ≤ c
i ≤ 2324 for i = 1, 2, 3. If
c1+c2+c3 ≤ 158 , then rounding each c
i up to the nearest number of the form
k
24 , the sum will not exceed
47
24 , and hence the 3-cell [0, c
1) ∪ [0, c2) ∪ [0, c3)
is contained in some e
~v,~ℓ
∈ E with ~v = (0, 0, 0). Similarly, if (1− c1) + (1−
c2) + (1 − c3) ≤ 78 , the 3-cell (c
1, 1] ∪ (c2, 1] ∪ (c3, 1] is contained in some
e
~v,~ℓ
∈ E with ~v = (1, 1, 1). In either case we are done, therefore we may
assume that:
15
8
< c1 + c2 + c3 <
17
8
Arguing similarly with respect to each of the other three pairs of antipodal
~v ∈ {0, 1}3, we see that we are done unless the following three constraints
hold as well:
15
8
< (1− c1) + c2 + c3 <
17
8
15
8
< c1 + (1− c2) + c3 <
17
8
15
8
< c1 + c2 + (1− c3) <
17
8
Combining each of these three constraints with the first one above yields:
|ci − (1− ci)| <
1
4
, i = 1, 2, 3
This, in turn, yields 38 < c
i < 58 , i = 1, 2, 3, contradicting c
1 + c2 + c3 > 158 .
It remains to handle cases where one or more cells in the given 3 × 2-
partition are shorter than 124 (“short” for brevity). Obviously, there is at
most one short cell in each U i. If there are short cells in all U i, then the
3-cell that they form is easily contained in an edge of H. If there are short
cells in two of the U i, we look at the 3-cell that they form together with
the shorter of the two cells in the third U i; again, it is easily contained in
an edge of H. Finally, suppose that there is a short cell in only one of the
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U i, say U1. If the short cell is [0, c1), then the 3-cell [0, c1) ∪ [0, c2) ∪ [0, c3)
is contained in e(0,0,0),( 1
24
, 23
24
, 23
24
). If the short cell is (c
1, 1] then the 3-cell
(c1, 1] ∪ [0, c2) ∪ [0, c3) is contained in e(1,0,0),( 1
24
, 23
24
, 23
24
). This completes the
verification of the premise of Theorem 1.6 for n = 2.
On the other hand, ρ(H) = 3 in this example. To see that there is no
edge-cover of size 2, assume to the contrary that e
~v,~ℓ
, e~v′,~ℓ′ ∈ E cover V .
Then necessarily ~v, ~v′ are antipodal in {0, 1}3, and therefore, of the two
sums ℓ1+ ℓ2+ ℓ3 and ℓ
′
1+ ℓ
′
2+ ℓ
′
3, one equals
47
24 and the other 1. Hence the
total length of these two 3-intervals is 7124 , insufficient to cover V . ♦
The above example suggests that for d = 3 it might be possible to improve
the bound ρ(H) ≤ (1+ ln 3)n to ρ(H) ≤ 32n. While we are currently unable
to achieve this, we can reduce the constant somewhat, and prove ρ(H) < 74n.
This follows from the respective improvement of the bound of Corollary 3.6
under the conditions relevant to our application.
To state this improvement, we recall that a function f : E → R+ is called
a perfect fractional matching (or equivalently a perfect fractional edge-cover)
in H = (V,E) if
∑
e∋v f(e) = 1 for all v ∈ V .
Proposition 5.3. Let H = (V,E) be a 3-partite hypergraph, with V =
V 1 ∪ V 2 ∪ V 3 where |V i| = n for i = 1, 2, 3. If H has a perfect fractional
matching, then ρ(H) < 74n.
Proof. Let f : E → R+ be a perfect fractional matching in H. Using only
edges in the support of f , we construct an edge-cover C in three steps:
Step 1: We find a matching M of maximal size, and place its edges in C.
Step 2: For as long as we can find an edge covering two of the yet uncov-
ered vertices, we add such edges to C.
Step 3: We cover the remaining uncovered vertices one-by-one, adding
suitable edges to C.
By Theorem 3.4, we have |M | ≥ n2 for the matching in Step 1. We also
observe that the set V0 of uncovered vertices after the completion of Step 2
satisfies |V0| < n. Indeed, the edges that intersect V0 do so in only one vertex,
and therefore contribute twice as much f -weight to V \V0 than to V0. Since
the total f -weight on every vertex is 1, this implies that 2|V0| ≤ |V \ V0|,
or |V0| ≤ n. The strict inequality comes from the fact that there is positive
contribution of f -weight to V \ V0 from edges used in the first two steps
(recall that they are in the support of f).
Now we can estimate the number of edges used as follows:
|C| = |M |+
1
2
(3n−3|M |−|V0|)+|V0| =
1
2
(3n−|M |+|V0|) <
1
2
(3n−
n
2
+n) =
7
4
n

Corollary 5.4. Under the condition of Theorem 1.6 for d = 3, we have
ρ(H) < 74n.
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An analogous improvement of the bound in Theorem 1.6, taking advan-
tage of d-partiteness, can be obtained for arbitrary d. But it only leads
to an insignificant improvement of the constant 1 + ln d for large d, hence
we do not state it explicitly. Unfortunately, we do not know if the bound
ρ(H) ≤ (1 + ln d)n is close to best possible as d grows to infinity.
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