Abstract. In this paper, for countable homogeneous Markov process, we prove strong Markov property defining by [2] are valid. So for an arbitrary countable homogeneous Markov process is a strong Markov process.
Introduction
When we study the properties of sample function of the markov process, we often need one type stronger property than Markov property, that is strong Markov property. In accordance with the definition of the markov property, the ``present" time is a fixed time t which is a constant and independent of the ω . But in a lot of problems, we need the ``present" time is a stopping time ( ) α ω which takes different values with the different ω . People think the strong Markov property is not valid for some Markov process since reference [6] gave an example that strong Markov property is not valid. But now reference [11] has pointed out the example is incorrect and proven it is a strong Markov process if it is a Markov process. The strong Markov property has various definition forms. In this paper, the definition form of the strong Markov property in [2, §3.3 ] is selected, and subsidiary conditions are deleted except the condition that ( ) α ω is a stopping time. And then, we prove the strong Markov property holds for arbitrary countable homogeneous Markov process. So for an arbitrary countable homogeneous Markov process is a strong Markov process.
The definition of strong Markov property and its proof

Definition 1. Let ( , ) ={ ( , ), 0}
X t x t t ω ω ∆ ≥ be a countable homogeneous Markov process defining on probability space , , ) P F （Ω and valuing countable state space E . ( , ) X t ω is said to have strong is the prior to α σ -algebra generated by ( , ) X t ω . For each = is the transition probability of ( , ) X t ω ; ( ) σ ⋅ is the σ -algebra generated by all sets in bracket.
Since ( ) α ω may value ∞ and x ∞ is undefined, we define { = } x j ∞ = ∅ for every j E ∈ . Another, For each F α Λ ∈ , obviously, Λ is connected with α , so we denote afterwards it as ( ) α Λ . We will prove arbitrary countable homogeneous Markov process to be the strong Markov process. to this end, we will first prove several lemmas. is an arbitrary partition of [0, ] n into a sequence of pairwise disjoint little intervals. This partition method is given a token ``(
n B .
The following lemma 1 is taken from [9, lemma 4. 
n B is equal to the sum of two adjacent little intervals of partitions method
.
n n
is the indicator function relative to Proof. (1) . By the property of construction of measurable function it follows (1). 
X t ω be a measurable Markov process defining on probability space , , ) P F （Ω and valuing measurable space ( ( ) α ω be its a stopping time, 
⋅ is the regular conditional probability [ 
where ( ) -a.e. P σ α means above formula holds for every ω except one set N P -measure 0 in ( ) σ α . (2) . Suppose first that
, by the definition of conditional probability it is obtained.
Here the fifth equality follows from the integral transformation, that is, for arbitrary integrable function ( ) ζ ω , we have
In fact, if ( )= ( ), 
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So (5) 
is a zero measurable set in ( ) σ α . Note that for fixed n , these zero measurable sets have at most finite many. Hence, the union set of all these zero measurable sets is also a zero measurable set in ( ) σ α , denoted by n M . Put
M is a zero measurable set and belongs to ( ) σ α and has nothing to do with n . So by (4) yields
∈ , by the definition of conditional probability,
> , the second term of right side of above formula is less than 3 ε except one zero measurable set of ( ) σ α . So,
Letting n → ∞ at the two sides of (6), by (7), (8) 
Proof.
above it follows lemma 3. 
Obviously, Π is a π -system. and for every 0 A A × ∈ Π , have
Which is ( ) σ α -measurable. We now verify Λ is a λ -system. Firstly, Ω×Ω ∈ Λ since Ω×Ω ∈ Π . secondly, for arbitrary , ,
. 
, since the integrands above two integrals are equal, is ( ) σ α -measurable. □
The following lemma 5 seemingly holds, but its proof is complicated. In order to understand the proof, we first understand the structure of probability space , , ) is the extension of probability measure by the joint probability distribution which is a probability measure on the semi algebra 
Here P α is the probability distribution of α , 
Here, for the convenience of expression, we assume 1 
The other cases are similarly expression. For 
⋅ is the regular conditional probability given ( is a constant on an arbitrary atom of ( ) σ α . The all atoms of ( ) σ α have the forms
is a constant, where
where C( ) ⋅ denote the cylinder set in F with the base set in bracket; C( )
By the Tulcea' theorem we know that there exists one probability measure ˆ( ) P ⋅ on ( , ) Ω F , such that, for every 0 ( )
Define mapping:
, by the theorem of integral transform and (13),
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follows by formula C( )
, by the definition of conditional probability .
It easily prove that Π is a π -system and Λ is a λ -system. So by -λ π -system method yields ( ) σ Λ ⊇ Π = F . Hence (15) holds, that is,
For every 
, by (13) and theorem of integral transformation,
Again, 
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, by definition of conditional probability.
From the definition of conditional probability and lemma 4 yield both ( ( ), ;0 |
So by Radon -Nikodym's theorem it follows the first predication of the lemma. In Particular, take 1, X t ω is a strong Markov process.
Proof. We only prove (1) is valid. First suppose that 
