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GLOBAL STABILITY OF MINKOWSKI SPACE FOR THE EINSTEIN–VLASOV
SYSTEM IN THE HARMONIC GAUGE
HANS LINDBLAD AND MARTIN TAYLOR
Abstract. Minkowski space is shown to be globally stable as a solution to the massive Einstein–Vlasov
system. The proof is based on a harmonic gauge in which the equations reduce to a system of quasilinear
wave equations for the metric, satisfying the weak null condition, coupled to a transport equation for the
Vlasov particle distribution function. Central to the proof is a collection of vector fields used to control the
particle distribution function, a function of both spacetime and momentum variables. The vector fields are
derived using a general procedure, are adapted to the geometry of the solution and reduce to the generators
of the symmetries of Minkowski space when restricted to acting on spacetime functions. Moreover, when
specialising to the case of vacuum, the proof provides a simplification of previous stability works.
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1. Introduction
1.1. The Einstein–Vlasov system. The Einstein–Vlasov system provides a statistical description of a col-
lection of collisionless particles, interacting via gravity as described by Einstein’s general theory of relativity.
A fundamental problem is to understand the long time dynamics of solutions of this system. The problem
is a great challenge even in the absence of particles, and global works on the vacuum Einstein equations all
either involve simplifying symmetry assumptions or solutions arising from small data. In the asymptotically
flat setting, small data solutions of the vacuum Einstein equations were first shown to exist globally and
disperse to Minkowski space in the monumental work of Christodoulou–Klainerman [11]. An alternative
proof of the stability of Minkowski space was later given by Lindblad–Rodnianski [35] in which a global
harmonic coordinate system was constructed, described below. For the Einstein–Vlasov system, the global
properties of small data solutions were first understood when the initial data were assumed to be spherically
symmetric, an assumption under which the equations simplify dramatically, by Rein–Rendall [39] in the
massive case, when all particles are assumed to have mass 1, and by Dafermos [12] in the massless case,
when all particles are assumed to have mass 0. Without the simplifying assumption of spherical symmetry,
small data solutions of the massless Einstein–Vlasov system were later understood by Taylor [44].
In this work the problem of the stability of Minkowski space for the Einstein–Vlasov system, without any
symmetry assumptions, is addressed in the case that all particles have mass 1 (and can easily be adapted to
the case that all particles have any fixed mass m > 0). The system takes the form,
(1.1) Ric(g)µν − 1
2
R(g)gµν = Tµν ,
(1.2) T µν(t, x) =
∫
P(t,x)
f(t, x, p)pµpν
√| det g|
p0
dp1dp2dp3,
(1.3) X(f) = 0,
where the unknown is a 3 + 1 dimensional manifold M with Lorentzian metric g, together with a particle
distribution function f : P → [0,∞), where the mass shell P is defined by
P = {(t, x, p0, p) ∈ TM | (p0, p) future directed, gµνpµpν = −1}.
Here Ric(g) and R(g) denote the Ricci and scalar curvature of g respectively. A coordinate system (t, x) for
M, with t a time function (i.e. the one form dt is timelike with respect to the metric g), defines a coordinate
system (t, x, p0, p) for the tangent bundle TM ofM conjugate to (t, x), where (t, xi, p0, pi) denotes the point
p0∂t|(t,x) + pi∂xi |(t,x) ∈ TM.
The mass shell relation in the definition of P ,
(1.4) gµνp
µpν = −1,
should be viewed as defining p0 as a function of (t, x1, x2, x3, p1, p2, p3). Here Greek indices run over 0, 1, 2, 3,
lower case latin indices run over 1, 2, 3, and often the notation t = x0 is used. The vector X is the generator
of the geodesic flow of M which, with respect to the coordinate system (t, x, p) for P , takes the form,
X = pµ∂xµ − pαpβΓiαβ∂pi .
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The volume form (
√| det g|/p0)dp1dp2dp3 in (1.2) is the induced volume form of the spacelike hypersurface
P(t,x)⊂T(t,x)M when the tangent space T(t,x)M is endowed with the metric gµν(t, x)dpµdpν induced by g
on M.
1.2. The global existence theorem.
1.2.1. The initial value problem and the global existence theorem. In the Cauchy problem for the system
(1.1)–(1.3) one prescribes an initial data set, which consists of a Riemannian 3 manifold (Σ, g) together with
a symmetric (0, 2) tensor k on Σ, and an initial particle distribution f0, satisfying the constraint equations,
divkj − (dtrk)j = T0j , R+ (trk)2 − |k|2g = 2T00,
for j = 1, 2, 3. Here div, tr, R denote the divergence, trace and scalar curvature of g respectively, and T00, T0j
denote (what will become) the 00 and 0j components of the energy momentum tensor. The topology of Σ
will here always be assumed to be that of R3. A theorem of Choquet-Bruhat [7], based on previous work by
Choquet-Bruhat [6] and Choquet-Bruhat–Geroch [9] on the vacuum Einstein equations, (see also the recent
textbook of Ringstro¨m [40]) guarantees that, for any such initial data set as above, there exists a globally
hyperbolic solution (M, g, f) of the system (1.1)–(1.3) which attains the initial data, in the sense that there
exists an imbedding ι : Σ→M under the pullback of which the induced first and second fundamental form
of g are g and k respectively, and the restriction of f to the mass shell over ι(Σ) is given by f0. As in [35],
the proof is based on the harmonic gauge (or wave gauge), i.e. a system of coordinates xµ satisfying
(1.5) gx
µ = 0,
where g denotes the geometric wave operator of the metric g.
The initial data set
(1.6)
(
R
3, e, k ≡ 0, f0 ≡ 0
)
,
where e denotes the Euclidean metric on R3, satisfies the constraint equations and gives rise to Minkowski
space, the trivial solution of the system (1.1)–(1.3). The main result of this work concerns solutions arising
from initial data sufficiently close to the trivial initial data set (1.6). The initial data will be assumed to
be asymptotically flat in the sense that Σ is diffeomorphic to R3 and there exists a global coordinate chart
(x1, x2, x3) of Σ and M ≥ 0 and 0 < γ < 1 such that
gij =
(
1 +
M
r
)
δij + o(r
−1−γ), kij = o(r
−2−γ), as r = |x| → ∞.
For such g, k, write
gij = δij + h
0
ij + h
1
ij , where h
0
ij(x) = χ(r)δijM/r,
and χ is a smooth cut off function such that 0 ≤ χ ≤ 1, χ(s) = 1 for s ≥ 3/4 and χ(s) = 0 for s ≤ 1/2.
For given γ > 0 and such an initial data set, define the initial energy,
(1.7) EN =
∑
|I|≤N
(
‖(1 + r)1/2+γ+|I|∇∇Ih1‖L2(Σ) + ‖(1 + r)1/2+γ+|I|∇Ik‖L2(Σ)
)
,
where ∇ = (∂x1 , ∂x2 , ∂x3) denotes the coordinate gradient, and the initial norms for f0,
DK =
∑
k+ℓ≤K
‖∂kx∂ℓpf0‖L∞ , VK =
∑
k+ℓ≤K
‖∂kx∂ℓpf0‖L2xL2p .
By the Sobolev inequality there exists a constant C such that DK−4 ≤ CVK for any K ≥ 0.
The main result of this work is the following.
Theorem 1.1. Let (Σ, g, k, f0) be an initial data set for the Einstein–Vlasov system (1.1)–(1.3), asymptot-
ically flat in the above sense, such that f0 is compactly supported. For any 0 < γ < 1 and N ≥ 11, there
exists ε0 > 0 such that, for all ε ≤ ε0 and all initial data satisfying
EN + VN +M ≤ ε,
there exists a unique future geodesically complete solution of (1.1)–(1.3), attaining the given data, together
with a global system of harmonic coordinates (t, x1, x2, x3), relative to which the solution asymptotically
decays to Minkowski space.
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The precise sense in which the spacetimes of Theorem 1.1 asymptotically decay to Minkowski space is
captured in the estimates (1.12), (1.13), (6.4), (6.5), (6.7), (6.8), (6.9), (6.10) below.
A similar stability result to Theorem 1.1 has been shown independently by Fajman–Joudioux–Smulevici
[16].
There have been a number of related stability works on the Einstein–Vlasov system. In addition to
those discussed earlier, there has been related work by Ringstro¨m [40] on the Einstein–Vlasov system in the
presence of a positive cosmological constant, where the analogue of the Minkowski solution is the de Sitter
spacetime. A stability result for a class of cosmological spacetimes was shown in 2 + 1 dimensions with
vanishing cosmological constant by Fajman [13]. See also the recent work of Moschidis [37] on the instability
of the anti-de Sitter spacetime for a related spherically symmetric model in the presence of a negative
cosmological constant. A much more comprehensive overview of work on the Einstein–Vlasov system can be
found in the review paper of Andre´asson [2].
There has also been work on the problem of the stability of Minkowski space for the Einstein equations
coupled to various other matter models [4], [46], [17], [20], [26], [27], [28], [41].
Small data solutions of the Vlasov–Poisson system, the non-relativistic analogue of the Einstein–Vlasov
system, were studied in [3], [21], and those of the Vlasov–Maxwell system in [18]. We note in particular works
of Smulevici [42] and Fajman–Joudioux–Smulevici [15] (following [14]) on the asymptotic properties of small
data solutions of the Vlasov–Poisson and the related Vlasov–Nordstro¨m systems respectively, where issues
related to those described in Section 1.5.2 arise and are resolved using an alternative approach. Moreover,
there are global existence results for general data for Vlasov–Poisson [38], [36] and Vlasov–Nordstro¨m [5].
1.2.2. Small data global existence for the reduced Einstein–Vlasov system. Following [35], the proof of The-
orem 1.1 is based on a harmonic gauge (1.5), relative to which the Einstein equations1 (1.1) take the form
of a system of quasilinear wave equations,
(1.8) ˜g gµν = Fµν(g)(∂g, ∂g) + T̂µν , where ˜g = g
αβ∂α∂β ,
where T̂µν := Tµν − 12gµν trg T and Fµν(u)(v, v) depends quadratically on v. The system (1.2), (1.3),
(1.8) is known as the reduced Einstein–Vlasov system. The condition that the coordinates xµ satisfy the
harmonic gauge condition (1.5) is equivalent to the metric in the coordinates xµ satisfying the wave coordinate
condition,
(1.9) gαβ∂αgβµ =
1
2
gαβ∂µgαβ , for µ = 0, 1, 2, 3
Let m = diag (−1, 1, 1, 1) denote the Minkowski metric in Cartesian coordinates and, for a solution g of
the reduced Einstein equations (1.8), write
(1.10) g = m+ h0 + h1, where h0µν(t, x) = χ
(r
t
)
χ(r)
M
r
δµν ,
and define, for given 0 < γ < 1, 0 < µ < 1− γ, the energy at time t,
(1.11) EN (t) =
∑
|I|≤N
‖w 12 ∂ZIh1(t, ·)‖2L2 , where w(t, x) =
{
(1 + |r − t|)1+2γ , r > t
1 + (1 + |r − t|)−2µ, r ≤ t.
Here I denotes a multi index and ZI denotes a combination of |I| of the vector fields,
Ωij = x
i∂xj − xj∂xi , Bi = xi∂t + t∂xi , S = t∂t + xk∂xk , and ∂α,
for i, j = 1, 2, 3 and α = 0, 1, 2, 3. Let | · | denote the norm, |x| = ((x1)2 + (x2)2 + (x3)2)1/2, and |h(t, x)| =∑3
α,β=0 |hαβ(t, x)|, |Γ(t, x)| =
∑3
α,β,γ=0
∣∣Γαβγ(t, x)∣∣, and similarly ‖h(t, ·)‖L2 =∑3α,β=0 ‖hαβ(t, ·)‖L2 etc. The
notation A . B will be used if there exists a universal constant C such that A ≤ CB.
Theorem 1.1 follows as a Corollary of the following theorem.
Theorem 1.2. For any 0 < γ < 1 and N ≥ 11, there exists ε0 > 0 such that, for any data (gµν , ∂tgµν , f)|t=0
for the reduced Einstein–Vlasov system (1.2), (1.3), (1.8) which satisfy the smallness condition
EN (0)
1
2 + VN +M < ε,
1Note that the Einstein equations (1.1) are equivalent to Ric(g)αβ = Tαβ −
1
2
gαβ trg T .
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for any ε ≤ ε0 and the wave coordinate condition (1.9), and such that f |t=0 is compactly supported, there
exists a global solution attaining the data such that
(1.12) (EN (t))
1
2 +
∑
|I|≤N
(1 + t)‖ZIT µν(t, ·)‖L2 ≤ CNε(1 + t)C
′
Nε,
for all t ≥ 0, along with the decay estimates
(1.13) |ZIh1(t, x)| ≤ C
′
Nε(1 + t)
C′Nε
(1 + t+ r)(1 + q+)γ
, |I| ≤ N − 3, q+ =
{
r − t, r > t
0, r ≤ t,
and the estimates (6.4), (6.5), (6.7), (6.8), (6.9), (6.10) stated in Section 6.
Note that the wave coordinate condition (1.9), if satisfied initially, is propagated in time by the reduced
Einstein–Vlasov system (1.2), (1.3), (1.8) (this fact is standard; see, for example, Section 4 of [34], which
requires only minor modifications for the presence of matter).
Given an initial data set (Σ, g, k, f0) as in Theorem 1.1, define initial data for the reduced equations,
gij |t=0 = gij , g00|t=0 = −a2, g0i|t=0 = 0, a(x)2 = (1− χ(r)M/r) ,
and
∂tgij |t=0 = −2akij , ∂tg00|t=0 = 2a3gijkij , ∂tg0i|t=0 = a2gjk∂jgik −
a2
2
gjk∂igjk − a∂ia.
One can show that, with this choice, (EN (0))
1/2
. EN , where EN given by (1.7) is the norm of geometric
data, and moreover (gµν , ∂tgµν)|t=0 satisfy the wave coordinate condition (1.9), see, for example, [35, 34].
It is therefore clear that Theorem 1.1 follows from Theorem 1.2 (the future causal geodesic completeness
can be shown as in [34]) and so the goal of the paper is to establish the proof of Theorem 1.2.
1.3. Estimates for the Vlasov matter. In what follows it is convenient, instead of parameterising the
mass shell P by (t, x, p), to instead parameterise it by (t, x, p̂ ), where
p̂ i = pi/p0,
for i = 1, 2, 3. Note that, by the mass shell relation (1.4), in Minkowski space (p0)2 = 1+(p1)2+(p2)2+(p3)2
and, under a mild smallness condition on g −m, |p̂ | < 1. Abusing notation slightly, we will write f(t, x, p̂ )
for the solution of the Vlasov equation (1.3).
Let {Σt} denote the level hypersurfaces of the time coordinate t, and let X(s, t, x, p̂ )i, P̂ (s, t, x, p̂ )i denote
solutions of the geodesic equations,
(1.14)
dX i
ds
(s, t, x, p̂ ) = P̂
i
(s, t, x, p̂ ),
dP̂
i
ds
(s, t, x, p̂ ) = Γ̂
i
(s,X(s, t, x, p̂ ), P̂ (s, t, x, p̂ )),
normalised so that (s,X(s, t, x, p̂ )) ∈ Σs, with
X i(t, t, x, p̂ ) = xi, P̂
i
(t, t, x, p̂ ) = p̂ i.
Here
Γ̂
µ
(t, x, p̂ ) = Γ0αβ(t, x)p̂
αp̂ β p̂ µ − Γµαβ(t, x)p̂ αp̂ β, p̂ 0 = 1,
where Γαβγ are the Christoffel symbols of the metric g with respect to a given coordinate chart (t, x
1, x2, x3).
Define X(s, t, x, p̂ )0 = s and P̂ (s, t, x, p̂ )0 = 1. The notation X(s), P̂ (s) will sometimes be used for
X(s, t, x, p̂ ), P̂ (s, t, x, p̂ ) when it is clear from the context which point (t, x, p̂ ) is meant, and the notation
X̂ (s) = (s,X(s)) will sometimes be used.
It follows that the Vlasov equation (1.3) can be rewritten as,
(1.15) f(t, x, p̂ ) = f(s,X(s, t, x, p̂ ), P̂ (s, t, x, p̂ )) = f0(X(0, t, x, p̂ ), P̂ (0, t, x, p̂ )),
for all s. The notation (y, q) will be used to denote points in the mass shell over the initial hypersurface,
P|t=0. In Theorem 1.2 it is assumed that f0 has compact support; |y| ≤ K and |q| ≤ K ′ for (y, q) ∈ supp(f0),
for some constants K, K ′. Under a relatively mild smallness assumptions on h = g−m, see Proposition 2.1,
it follows that there exists c < 1, depending only on K ′, such that solutions of the Vlasov equation satisfy
(1.16) suppf ⊂ {(t, x, p); |x| ≤ K + ct, |p | ≤ K ′ + 1, |p̂ | ≤ c}.
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The main new difficulties in the proof of Theorem 1.2, arising from the coupling to the Vlasov equation,
are resolved in the following theorem, which is appealed to in the proof of Theorem 1.2.
Theorem 1.3. For a given t ≥ 0 and N ≥ 1, suppose that g is a Lorentzian metric such that the Christoffel
symbols of g with respect to a global coordinate system (t, x1, x2, x3), for some 1/2 < a < 1, satisfy
(1.17)
∣∣ZIΓ(t′, x)∣∣ ≤ C′Nε
(1 + t′)1+a
, for |x| ≤ ct′ +K, |I| ≤
⌊
N
2
⌋
+ 2,
for all t′ ∈ [0, t]. Then there exists ε0 > 0 such that, for ε < ε0 and any solution f of the Vlasov equation
(1.3) satisfying (1.16), and metric satisfying (1.17) and |g−m| ≤ ε, the components of the energy momentum
tensor T µν(t, x) satisfy
‖ (ZIT µν) (t, ·)‖L1 ≤ DkVk +DkDk′( ∑
|J|≤|I|−1
‖(ZJΓ)(t, ·)‖L2
(1 + t)a−1/2
+
∑
|J|≤|I|+1
∫ t
0
‖(ZJΓ)(s, ·)‖L2
(1 + s)1/2+a
ds
)
,
for |I| ≤ N − 1, where k = |I| and k′ = ⌊k/2⌋+ 1, and
‖ (ZIT µν) (t, ·)‖L2 ≤ DkVk
(1 + t)3/2
+DkDk′
( ∑
|J|≤|I|−1
‖(ZJΓ)(t, ·)‖L2
(1 + t)1+a
+
∑
|J|≤|I|
1
(1 + t)3/2
∫ t
0
‖(ZJΓ)(s, ·)‖L2
(1 + s)1/2
ds
)
,
for |I| ≤ N . Here the constants Dk depend only on C′N , K, K ′ and c, and ε0 depends only on c.
Remark 1.4. The proof of Theorem 1.3 still applies when a≥1, though the theorem is only used in the proof
of Theorem 1.2 for some fixed 12 <a <1. The case of a=1 is omitted in order to avoid logarithmic factors.
The proof of an appropriate result when a> 1 is much simpler, although, when Theorem 1.3 is used in the
proof of Theorem 1.2, one could not hope for the assumptions (1.17) to hold with a>1, see Section 1.5.2.
Remark 1.5. In Section 5 a better L2 estimate in terms of t behaviour, compared with the L2 estimate of
Theorem 1.3, is shown to hold for ZIT µν , which involves one extra derivative of Γ. See Proposition 5.8. It
is important however to use the L2 estimate which does not lose a derivative in the proof of Theorem 1.2.
1.4. Overview of the global existence theorem for the reduced Einstein equations. It should be
noted from the outset that the reduced Einstein–Vlasov system (1.2), (1.3), (1.8) is a system of quasilinear
wave equations coupled to a transport equation. It is well known that the general quasilinear wave equation
does not necessarily admit global solutions for all small data [22, 23]. The null condition, an algebraic
condition on the nonlinearity of such equations, was introduced by Klainerman [24], and used independently
by Klainerman [25] and Christodoulou [10], as a sufficient condition that small data solutions exist globally
in time and are asymptotically free. However, as was noticed by Lindblad [30, 31] and Alinhac [1], there are
quasilinear equations that do not satisfy the null condition but still admit global solutions for all sufficiently
small data. In fact, the classical null condition fails to be satisfied by the vacuum Einstein equations in the
harmonic gauge ((1.8) with T ≡ 0), though it was noticed by Lindblad–Rodnianski [33] that they satisfy a
weak null condition, which they used to prove a small data global existence theorem [34], [35].
The proof of Theorem 1.2 follows the strategy adopted in [35]. The new difficulties, of course, arise from
the coupling to the Vlasov equation. A fundamental feature of the problem arises from the fact that, whilst
the slowest decay of solutions to wave equations occurs in the wave zone, where t ∼ r, the slowest decay of
solutions of the massive Vlasov equation occurs in the interior region t > r. The most direct way to exploit
this fact is to impose that f0 has compact support, in which case, as will be shown in Proposition 2.1, the
support condition (1.16) holds and f actually vanishes in the wave zone at late times.
Since they have been described at length elsewhere, the difficulties associated to the failure of (1.8) to
satisfy the classical null condition are only briefly discussed here. Suffice it to say that there is a rich
structure in the equations (1.8) which is exploited heavily (see the further discussion in the introductions
to [34, 35]). The main new features of this work are contained in the proof of Theorem 1.3. Indeed, for a
given inhomogeneous term T̂ in (1.8) which satisfies the support conditions and estimates of Theorem 1.3,
the small data global existence theorem of [35] mostly goes through unchanged. An outline is given below,
including a discussion of some observations which lead to simplifications compared with the proof in [35].
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The proof of Theorem 1.2 is based on a continuity argument. One assumes the bounds
(1.18) EN (t)
1
2 ≤ CNε(1 + t)δ,
∑
|I|≤N−1
‖ZIT µν(t, ·)‖L1 ≤ CNε,
hold for all t ∈ [0, T∗] for some time T∗ > 0 and some fixed constants CN and δ, and the main objective is
to use the Einstein equations to prove that the bounds (1.18) in fact hold with better constants, provided
the initial data are sufficiently small.
1.4.1. The contribution of the mass. The first step in the proof of Theorem 1.2 is to identify the contribution
of the mass M . Recall the decomposition of the metric (1.10) and note that the energy EN is defined in
terms of h1. Had the energy been defined with h = g−m in place of h1, it would not be finite unless M = 0,
in which case it follows from the Positive Mass Theorem [43], [45] that the constraint equations imply that
the solution is trivial. The contribution of the mass is therefore identified explicitly using the decomposition
(1.10), and the reduced Einstein equations are recast as a system of equations for h1,
(1.19) ˜g h
1
µν = Fµν(h)(∂h, ∂h) + T̂µν − ˜g h0µν .
The term ˜g h
0
µν is treated as an error term. Note that h
0 is defined so that  h0µν , which is good approxi-
mation to ˜g h
0
µν , is supported away from the wave zone t ∼ r and so only contributes in the interior region,
where h1 will be shown to have fast decay.
1.4.2. Energy inequality with weights. An important ingredient in the procedure to recover the assumption
on the energy (1.18) is the energy inequality with weights,
(1.20)
∫
Σt
|∂φ|2 wdx +
∫ t
0
∫
Στ
|∂φ|2 w ′dxdτ ≤ 8
∫
Σ0
|∂φ|2 wdx +
∫ t
0
Cε
1 + τ
∫
Στ
|∂φ|2 w dxdτ
+ 16
∫ t
0
(∫
Στ
|˜gφ|2wdx
)1/2( ∫
Στ
|∂φ|2wdx
)1/2
dτ,
which holds under mild assumptions on the metric g (see Lemma 6.29), where the weight w is as in (1.11)
and ∂µ = ∂µ− 12Lµ(∂r− ∂t), with L = ∂t+ ∂r, denotes the derivatives tangential to the outgoing Minkowski
light cones. The inequality will be applied to the system (1.19) after commuting with vector fields.
It is in the energy inequality (1.20) that the L2 estimates of Theorem 1.3 are used. The proof of Theorem
1.2, using Theorem 1.3, is given in detail in Section 7, but we briefly illustrate the use of the L2 estimates of
Theorem 1.3 here. Setting QN(t) = sup0≤s≤t
∑
|I|≤N ‖w
1
2 ∂ZIh1(s, ·)‖L2 , it follows from Theorem 1.3 that,
(1.21) ‖ZI T̂ (τ, ·)‖L2 ≤ Cε
(1 + τ)
3
2
+
Cε
(1 + τ)
QN (t),
(see Section 7 for details of how estimates for T̂
µν
follow from estimates for T µν). By the reduced Einstein
equations (1.19) and the energy inequality (1.20),
(1.22)
QN (t) . QN (0) +
∑
|I|≤N
∫ t
0
‖[ZI , ˜g]h1(s, ·)‖L2 + ‖ZI˜gh0(s, ·)‖L2 + ‖ZIFµν(s, ·)‖L2 + ‖ZI T̂ (s, ·)‖L2ds.
The first four terms on the right hand side arise already in [35] and so, combining estimates which will be
shown for these terms in Section 6 (see also the discussion below) with (1.21), the bound (1.22) implies that
QN (t) ≤ Cε(1 + t)Cε + Cε
∫ t
0
QN(τ)
1 + τ
dτ,
and so the Gro¨nwall inequality yields
QN(t) ≤ Cε(1 + t)2Cε.
In the proof of Theorem 1.2, such a bound for QN will lead to a recovery of the assumption (1.18) on EN
with better constants provided CN is chosen to be sufficiently large and ε is sufficiently small.
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1.4.3. The structure of the nonlinear terms. As discussed above, whether a given quasilinear wave equation
admits global solutions for small data or not depends on the structure of the nonlinear terms (moreover, the
main analysis of the nonlinear terms is relevant in the wave zone, where T̂
µν
vanishes at late times and so
plays no role in this discussion). A closer inspection of the nonlinearity in (1.19) reveals (see [35], [8]) that
(1.23) Fµν(h)(∂h, ∂h) = P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h),
whereQµν(∂h, ∂h) is a linear combination of null forms (satisfing |Qµν(∂h, ∂h)| . |∂h||∂h|), |Gµν(h)(∂h, ∂h)| .
|h||∂h|2 denote cubic terms and,
P (∂µh, ∂νh) =
1
2
mαα
′
mββ
′
∂µhαβ ∂νhα′β′ − 1
4
mαα
′
∂µhαα′ m
ββ′∂νhββ′ .
Clearly the failure of the semilinear terms of the system (1.19) to satisfy the classical null condition arises
in the P (∂µh, ∂νh) terms. In [33] it was observed that the semilinear terms of (1.19), after being decomposed
with respect to a null frame N = {L,L, S1, S2}, where
(1.24) L = ∂t − ∂r, L = ∂t + ∂r, S1, S2 ∈ S2, 〈Si, Sj〉 = δij ,
possess a weak null structure. It is well known that, for solutions of wave equations, derivatives tangential
to the outgoing light cones ∂ ∈ T = {L, S1, S2} decay faster and so, neglecting such ∂h derivatives of h,
∂µh ∼ Lµ∂qh, where ∂q = (∂r − ∂t)/2, Lµ = mµνLν,
and, neglecting cubic terms and quadratic terms involving at least one tangential derivative,
˜ghµν ∼ LµLνP (∂qh, ∂qh).
For vectors U, V , define (˜gh)UV = U
µV ν˜ghµν . With respect to the null frame (1.24), the Einstein
equations (1.19) become
(1.25) (˜gh)TU ∼ 0, T ∈ T , U ∈ N (˜gh)LL ∼ 4P (∂qh, ∂qh),
since T µLµ = 0 for T ∈ T . Decomposing with respect to the null frame (1.24), the term P (∂qh, ∂qh) is equal
to PN (∂qh, ∂qh), where
PN (D,E) = −
(
DLLELL +DLLELL
)
/8− (2DABEAB −DAA E BB )/4
+
(
2DALE
A
L + 2DALE
A
L −DAA ELL −DLLE AA
)
/4,
(see [34]). Except for the ∂qhLL∂qhLL term, PN (∂qh, ∂qh) only involves the non LL components of h. The
wave coordinate condition (1.9) with respect to the null frame becomes
(1.26) ∂qhLT ∼ 0, T ∈ T , δAB∂qhAB ∼ 0, A,B ∈ S = {S1, S2},
neglecting tangential derivatives and quadratic terms, see [34]. In particular the ∂qhLL∂qhLL term in
PN (∂qh, ∂qh) can be neglected. The asymptotic identity (1.26) moreover implies (see equation (6.23)) that
the leading order behaviour of PN (∂qh, ∂qh) is contained in PS(∂qh, ∂qh), where
(1.27) PS(D,E) = −D̂AB ÊAB/2, A,B ∈ S, where D̂AB = DAB − δAB /trD/2, /trD = δABDAB.
A decoupling therefore occurs in the semilinear terms of (1.19), modulo terms which are cubic or involve
at least one “good” ∂ derivative, and the right hand side of the second identity in (1.25) only depends on
components we have better control on by the first identity in (1.25).
A further failure of (1.19) to satisfy the classical null condition arises in the quasilinear terms. Expressing
the inverse of the metric gµν as
gµν = mµν +Hµν ,
the reduced wave operator takes the form
˜g = m
αβ∂α∂β +H
αβ∂α∂β ,
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which differs from the Minkowski wave operator  only by the term HLL∂2q , plus terms which involve at least
one tangential ∂ derivative. This main quasilinear term is controlled by first rewriting the wave coordinate
condition (1.9) as
(1.28) ∂µĤ
µν=W ν(h, ∂h) where Ĥµν=Hµν−mµνtrmH/2, trH= mαβHαβ ,
where |W ν(h, ∂h)| . |h||∂h| is quadratic, and using the formula
∂µF
µν = Lµ∂qF
µν − Lµ∂sFµν +Aµ∂AFµν ,
for any Fµν , to rewrite ∂µĤ
µν in terms of the null frame. This gives,
∂qH
LL = L(HLL)− ∂AHAL +WL(h, ∂h),
i.e. ∂qH
LL is equal to quadratic terms plus terms involving only tangential ∂ derivatives. Integrating ∂qH
LL
from initial data {t = 0} then gives that HLL is approximately equal to the main contribution of its
corresponding initial value, 2M/r.
1.4.4. Commutation. In order to apply the energy inequality (1.20) to improve the higher order energy
bounds (1.18), it is necessary to commute the system (1.19) with the vector fields Z. Instead of commuting
with the vector fields Z directly as in [35], notice that, for any function φ,
˜gZφ = Z
(
˜gφ
)
+ 2gαβ∂αZ
µ∂β∂µφ− Z(gαβ)∂α∂βφ = Z
(
˜gφ
)
− (LZgαβ)∂α∂βφ,
where the fact that ∂µ∂νZ
λ = 0 for each Z and µ, ν, λ = 0, 1, 2, 3 has been used. Here LZ denotes the Lie
derivative along the vector field Z (see Section 6.3 for a coordinate defintion). The procedure of commuting
the system (1.19) therefore becomes computationally much simpler if it is instead commuted with the Lie
derivatives along the vector fields, LZ . In fact, the procedure simplifies further by commuting with a modified
Lie derivative L̂, defined in the (t, x) coordinates by the formula
L̂ZKα1...αrβ1...βs = LZKα1...αrβ1...βs + r−s4 (∂γZγ)Kα1...αrβ1...βs .
The modified Lie derivative has the property that L̂Zm = 0 for each of the vector fields Z and moreover a
computation shows that, in the case that φµν is a (0, 2) tensor, the commutation property
(1.29) ˜gL̂Zφµν = LZ
(
˜gφµν
)
− (L̂ZHαβ)∂α∂βφµν ,
holds for each of the vector fields Z.
The commutation error in (1.29) can be controlled by (L̂ZHLL)∂2φµν , plus terms which involve at least
one tangential derivative of φµν ,
|(L̂ZHαβ)∂α∂βφµν | . |L̂ZHLL||∂2φ|+ |L̂ZH ||∂∂φ|.
The Lie derivative along any of the vector fields Z commutes with partial derivatives ∂ (see Proposition
6.24). This fact leads to the commutation formula,
∂µL̂ZĤµν =
(L̂Z + ∂γZγ2 )∂µĤµν ,
involving the modified Lie derivative. The term L̂ZHLL is then controlled easily by using the formula (1.28)
and repeating the argument, described in Section 1.4.3, used to control HLL itself.
When applying the commutation formula (1.29) to the reduced Einstein equations (1.19), it in particular
becomes necessary to estimate the Lie derivative of the nonlinear terms, LIZ (Fµν(h)(∂h, ∂h)). Recall the
nonlinear terms take the form (1.23). The modified Lie derivative also simplifies the process of understanding
derivatives of the nonlinear terms due to the following product rule. Let hαβ and kαβ be (0, 2) tensors and let
Sµν(∂h, ∂k) be a (0, 2) tensor which is a quadratic form in the (0, 3) tensors ∂h and ∂k with two contractions
with the Minkowski metric (in particular P (∂µh, ∂νk) or Qµν(∂h, ∂k)). Then
LZ
(
Sµν(∂h, ∂k)
)
= Sµν(∂L̂Zh, k) + Sµν(∂h, ∂L̂Zk),
and so the desirable structure of the nonlinear terms P (∂µh, ∂νh) and Qµν(∂h, ∂k) described in Section 1.4.3
is preserved after applying Lie derivatives.
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The Lie derivatives of the energy momentum tensor are controlled by Theorem 1.3 since, for any function
φ, the quantities
∑
|I|≤N |ZIφ| and
∑
|I|≤N |L̂IZφ| are comparable.
1.4.5. The Klainerman–Sobolev Inequality with weights. In order to control the derivatives of the nonlinear
terms and the error terms arising from commuting the system (1.19), described in Section 1.4.4, when
using the energy inequality (1.20), pointwise estimates for lower order derivatives of the solution are first
shown to hold. The Klainerman–Sobolev Inequality can be used to derive non-sharp bounds for |∂ZIh1| for
|I| ≤ N − 2 (see equation (6.9)) directly from the bound on the energy (1.18). These pointwise bounds can
be integrated from {t = 0} to also give pointwise bounds for |ZIh1| for |I| ≤ N − 2 which, using the fact
that |∂φ| ≤ C1+t+r
∑
|I|=1 |ZIφ| for any function φ, lead to strong pointwise estimates for all components of
∂ZIh1 for |I| ≤ N − 3. See Section 6.1 for more details.
Since, without restricting to tangential derivatives, it is only true that |∂φ| ≤ C1+|t−r|
∑
|I|=1 |ZIφ| for any
function φ, the Klainerman–Sobolev Inequality does not directly lead to good pointwise estimates for all
derivatives of h1. Some further improvement is necessary to control the terms in the energy estimate and
recover the inequality (1.18).
1.4.6. L∞–L∞ estimate for the wave equation. The pointwise decay obtained for the transverse derivative
of certain components of h1 “for free” from the wave coordinate condition is not sufficient in the wave zone
t ∼ r to close the energy estimate. The decay in this region is further improved by an L∞–L∞ estimate,
obtained by integrating the equations along the outgoing characteristics of the wave equation. In fact,
instead of using the estimate for the full wave operator ˜g, as in [35], it suffices to use the estimate for
the operator 0 =
(
mαβ − Mr χ
(
r
1+t
)
δαβ
)
∂α∂β . Moreover, using the pointwise decay obtained from the
Klainerman–Sobolev inequality and the wave coordinate condition, it can be seen that, for the purposes of
this estimate, the essential contribution of the failure of (1.8) to satisfy the classical null condition is present
in the PS(∂qh, ∂qh) terms, defined by (1.27). See Proposition 6.20 for a precise statement of this, and Lemma
6.21 for a proof of the L∞–L∞ inequality. The fact that f is supported away from the wave zone can be
shown using only the decay obtained from the Klainerman–Sobolev Inequality, and so the T̂ term in (1.19)
plays no role in Lemma 6.21. The pointwise decay of higher order Lie derivatives of h1 is similarly improved
in Section 6.4.
1.4.7. The Ho¨rmander L1–L∞ Inequality. Whilst the pointwise decay for lower order derivatives of h de-
scribed above is sufficient to recover the assumptions (1.18) in the vacuum (when T µν ≡ 0), the interior
decay is not sufficient to satisfy the assumptions of Theorem 1.3. In Proposition 6.11 the Ho¨rmander L1–L∞
inequality, Lemma 6.7, is used, together with the assumptions (1.18) on the L1 norms of ZIT µν(t, ·) and
on the energy EN (t) of h
1, in order to improve the interior decay of h1 and lower order derivatives. This
improved decay ensures that the assumptions of Theorem 1.3 are satisfied and hence the theorem can be
appealed to in order to recover the assumptions (1.18) on the L1 norms of ZIT µν , and to control the L2
norms of ZIT µν arising when the energy inequality (1.20) is used to improve the assumptions (1.18) on the
energy EN . See Section 7 for further details on the completion of the proof of Theorem 1.2.
1.5. Vector fields for the Vlasov equation. The remaining difficulty in the proof of Theorem 1.2 is in
establishing the L1 and L2 estimates of the vector fields applied to components of the energy momentum
tensor, ZIT µν(t, x), of Theorem 1.3. For simplicity, we outline here how bounds are obtained for Zρ(t, x),
for Z = Ωij , Bi, S, where ρ(t, x) is the momentum average of f , defined by
ρ(t, x) :=
∫
f(t, x, p̂ )dp̂ .
The bounds for Zρ(t, x) will follow from bounds of the form
(1.30)
∣∣(Zf)(t, x, p̂ )∣∣ ≤ C,
for a suitable collection of vector fields Z, which reduce to the Z = Ωij , Bi, S vector fields when acting on
spacetime functions, i.e. functions of (t, x) only.
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Throughout this section, and in Sections 4 and 5, it is convenient, instead of considering initial data to
be given at t = 0, to consider initial data for the Vlasov equation to be given at t = t0 for some t0 ≥ 1.2 It
follows from the form of the Vlasov equation (1.15) that
(1.31) Zf(t, x, p̂ ) = Z
(
X(t0, t, x, p̂ )
i
)
(∂xif)(t0, X(t0), P̂ (t0)) + Z
(
P̂ (t0, t, x, p̂ )
i
)
(∂p̂ if)(t0, X(t0), P̂ (t0)),
(where X(t0, t, x, p̂ ), P̂ (t0, t, x, p̂ ) are abbreviated to X(t0), P̂ (t0) respectively) for any vector Z. Since
derivatives of f |t=t0 are explicitly determined by initial data, an estimate for |Zf(t, x, p̂ )| will follow from
appropriate estimates for |Z (X(t0, t, x, p̂ )i) | and |Z(P̂ (t0, t, x, p̂ )i)|.
1.5.1. General procedure and vector fields in Minkowski space. A natural way to extend a given vector field
Z on M to a vector field on P , which by construction will have the property that Z(X(t0)i) satisfy good
bounds, is as follows. For a given vector field Z onM, let ΦZλ :M→M denote the associated one parameter
family of diffeomorphisms, so that
dΦZλ (t, x)
dλ
∣∣∣∣
λ=0
= Z|(t,x).
Under a mild assumption on g, for fixed τ any point (t, x, p̂ ) ∈ P with t > τ can be uniquely described by a
pair of points {(t, x), (τ, y)} in M, where
(1.32) y = X(τ, t, x, p̂ ),
is the point where the geodesic emanating from (t, x) with velocity p̂ intersects the hypersurface Στ (recall
that {Σt} denotes the level hypersurfaces of the function t), i.e. (t, x, p̂ ) ∈ P can be parameterised by
{(t, x), (τ, y)},
(t, x, p̂ ) = (t, x, p̂X(t, x, τ, y)).
Now the action of ΦZλ on (t, x) and (τ, y) induces an action on P at time t, given by
Φ
Z,X
λ,τ (t, x, p̂ ) :=
(
ΦZλ (t, x), p̂X
(
ΦZλ (t, x),Φ
Z
λ (τ, y)
))
.
For fixed t0 we define the vector field Z by
Z|(t,x,p̂ ) =
dΦ
Z,X
λ,τ (t, x, p̂ )
dλ
∣∣∣∣
λ=0, τ=t0
.
A computation shows that
(1.33) Z|(t,x,p̂ )
(
X(t0, t, x, p̂ )
i
)
= Zi|(t0,X(t0)) − Z0|(t0,X(t0))P̂ (t0, t, x, p̂ )i,
which results in a good bound for |Z(X(t0)i)|. In particular, if X i(t0, t, x, p̂ ) and P̂ i(t0, t, x, p̂ ) are bounded
in the support of f(t0, X(t0), P̂ (t0)), equation (1.33) guarantees that |Z(X(t0)i)| is bounded by a constant.
To see that (1.33) indeed holds, first note that the left hand side is the derivative of X
(
t0,Φ
Z,X
λ,t0 (t, x, p̂ )
)i
with respect to λ at λ = 0. Also the first term on the right hand side is the derivative of ΦZλ (t0, y)
i at λ = 0.
The equality (1.33) follows from taking the derivative with respect to λ, and setting λ = 0, of both sides of
the identity
X
(
ΦZλ (t0, y)
0,Φ
Z,X
λ,t0 (t, x, p̂ )
)i
= ΦZλ (t0, y)
i.
In Minkowski space, y has the explicit form y = x − (t − τ)p̂ and, when Z is chosen to be Ωij , Bi, S, a
straightforward computation, see Section 3, shows that the resulting vectors Z
M
take the form,
Ω
M
ij = x
i∂xj − xj∂xi + p̂ i∂p̂ j − p̂ j∂p̂ i , B
M
i = x
i∂t + t∂xi +
(
δji − p̂ ip̂ j
)
∂p̂ j , S
M
= t∂t + x
k∂xk .
By differentiating the equality
P̂
(
ΦZλ (t0, y)
0,Φ
Z,X
λ,t0 (t, x, p̂ )
)i
= p̂X
(
ΦZλ (t, x),Φ
Z
λ (t0, y)
)i
,
2In fact in Sections 4 and 5 a new translated time coordinate t˜ = t + t0 is introduced, which has the property that
{t˜ = t0} = {t = 0}. It is more convenient to use the vector fields defined with respect to t˜ than the vector fields defined with
respect to t. See Section 2.2 for details.
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with respect to λ, one can similarly obtain an estimate for Z(P̂
i
(t0)). In the simple case of Minkowski space,
p̂X has the explicit form
p̂X
(
ΦZλ (t, x),Φ
Z
λ (t0, y)
)i
=
ΦZλ (t, x)
i − ΦZλ (t0, y)i
ΦZλ (t, x)
0 − ΦZλ (t0, y)0
,
and so
Z|(t,x,p̂ )
(
P̂ (t0, t, x, p̂ )
i
)
=
Zi|(t,x) − Zi|(t0,X(t0))
t− t0 −
Z0|(t,x) − Z0|(t0,X(t0))
t− t0 p̂
i,
since dP̂ /ds = 0 in Minkowski space, which leads to a good bound for |Z(P̂ i(t0))| and, together with (1.33),
results in bounds of the form (1.30) for solutions of the Vlasov equation on Minkowski space. Such bounds
lead to bounds on Zρ(t, x) since,
Ωijρ(t, x) =
∫
Ω
M
ij f(t, x, p̂ )dp̂ , Biρ(t, x) =
∫
B
M
i f(t, x, p̂ )−4p̂ if(t, x, p̂ )dp̂ , Sρ(t, x) =
∫
S
M
f(t, x, p̂ )dp̂ .
The rotation vector fields Ω
M
ij and a form of the scaling vector field S
M
were used in [44] for small data
solutions of the massless Einstein–Vlasov system (note though that the above procedure of using Z to define
Z breaks down when the mass shell P becomes the set of null vectors, as is the case for the massless Einstein–
Vlasov system).3 The vector fields Ω
M
ij , B
M
i , S
M
were also used in the work [14] on the Vlasov–Nordstro¨m
system, where the authors notice that the rotations Ω
M
ij and the boosts B
M
i are the complete lifts of the
spacetime rotations and boosts, and hence generate symmetries of the tangent bundle.
1.5.2. Vector fields used in the proof of Theorem 1.3. In the proof of Theorem 1.2, in order to obtain good
estimates for ZIT µν(t, x), it is necessary to obtain bounds of the form (1.30), now for solutions of the Vlasov
equation on the spacetimes being constructed. The sharp interior decay rate of the Christoffel symbols in
the spacetimes which are constructed, as we plan to show in forthcoming work, is
(1.34)
∣∣Γαβγ(t, x)∣∣ ≤ Ct2 for |x| ≤ ct+K,
where 0 < c < 1 and K ≥ 0.4 On a spacetime whose Christoffel symbols decay as such, it can be shown that
the Minkowksi vector fields Z
M
of the previous section only satisfy∣∣ZMf(t, x, p̂ )∣∣ ≤ C log t,
for solutions f of the Vlasov equation. This logarithmic loss compounds at higher orders, and cannot be
used to recover the sharp bounds (1.34) in the context of Theorem 1.2.
The proof of Theorem 1.2 is therefore based on a different collection of vector fields, Z, which are adapted
to the geometry of the background spacetime and again reduce to Z = Ωij , Bi, S when acting on spacetime
functions, and satisfy a good bound of the form (1.30) when applied to solutions f of the Vlasov equation.
The vector fields can be derived using the procedure described in Section 1.5.1, which in fact did not rely
3The proof in [44] is based on a double null foliation, and an associated double null coordinate system (u, v, θ1, θ2),
of the spacetimes which are constructed, and so the language used there is slightly different. In the coordinate system
(u, v, θ1, θ2, pθ
1
, pθ
2
, pv) conjugate to the double null coordinate system for M, the vector fields ∂θA , for A = 1, 2, are used.
Defining appropriate Cartesian coordinates, one can show that ∂θA take the form of Ω
M
ij . The proof in [44] in fact reduces to
a semi global problem since the matter is shown, as part of the bootstrap argument in the proof, to be supported in a strip of
finite retarded u length. The vector (v − u)∂v is also used which, since u remains of size 1 in the support of the matter, agrees
to leading order with the vector field u∂u + v∂v which, when written with respect to an appropriate Cartersian coordinate
system, is seen to be equal to S
M
.
4 It should be noted that there are two contributions to this slow interior decay. The first arises from the failure of the
Einstein equations in the harmonic gauge to satisfy the classical null condition of [24]. Indeed, it was recently shown by Lindblad
[32] that small data solutions of the vacuum Einstein equations in the harmonic gauge satisfy this decay rate (compare with
[11] where the Ricci coefficients associated to the maximal–null foliation decay in the interior at a faster rate). The second
contribution arises from the presence of the Vlasov matter, in the form of the energy momentum tensor as a source term in the
Einstein equations. This fact can be more easily seen in a simplified setting. Indeed, if T (t, x) denotes a function which decays
at rate t−3 for |x| ≤ ct +K and vanishes for |x| ≥ ct +K – the sharp behaviour of the components of the energy momentum
tensor associated to solutions of the Vlasov equation on Minkowski space – the sharp interior behaviour of solutions of φ = T
is |∂φ(t, x)| . t−2, for |x| ≤ ct+K.
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on the background spacetime being Minkowski space. Instead of the expression (1.32), the components yi
are defined using approximations5 X2(s, t, x, p̂ ) to the true geodesics X(s, t, x, p̂ ) of the spacetimes to be
constructed. One could also use the geodesics themselves, but we choose not to in order to avoid a regularity
issue which would arise in Theorem 1.2, described below. A derivation of the vector fields obtained using
this procedure is given in Section 3, but here the failure of the Minkowski vector fields Z
M
are identified
explicitly and shown how to be appropriately corrected. The two procedures agree up to lower order terms.
Instead of the sharp interior bounds (1.34), the proof of Theorem 1.3 requires only the weaker bounds
(1.35)
∣∣ZIΓαβγ(t, x)∣∣ ≤ Ct1+a ,
for |I| ≤ ⌊N/2⌋ + 2, where 12 < a < 1. Consider first the rotation vector fields, and recall the expression
(1.31). The rotation vector fields Ωij are defined using approximations to the geodesics. The geodesics take
the form
X(s, t, x, p̂ )k = xk − (t− s)p̂ k −
∫ t
s
(s′ − s)Γ̂ k(s′, X(s′), P̂ (s′))ds′.
Using the fact that
P̂ (s, t, x, p̂ )k ∼ p̂ k ∼ x
k
t
, X(s, t, x, p̂ )k ∼ xk − (t− s)p̂ k ∼ xk − (t− s)x
k
t
= s
xk
t
,
where each of the first approximations arise by replacing P̂ (s, t, x, p̂ )k and X(s, t, x, p̂ )k by their respective
values in Minkowski space, and the second arise from the fact that x
i
t ∼ p̂ i, which holds asymptotically
along each given geodesic (see Proposition 2.2 below), the approximations to the geodesics are defined as
(1.36) X2(s, t, x, p̂ )
k = xk − (t− s)p̂ k −
∫ t
s
(s′ − s)Γ̂ k
(
s′, s′
x
t
,
x
t
)
ds′,
for t0 ≤ s ≤ t. It will be shown in Section 2 that X2(s, t, x, p̂ )k are good approximations to the geodesics
X(s, t, x, p̂ )k in the sense that,
(1.37) |X2(s, t, x, p̂ )−X(s, t, x, p̂ )| ≤ C,
for all t0 ≤ s ≤ t and k = 1, 2, 3. The idea is now to construct vector fields so that the vector fields applied
to X2 are bounded. Then one can show that (1.37) is true with X2−X replaced by Z(X2−X). See Section
3 for more details. The approximations X2 have the desirable property, which will be exploited below, that
(1.38) ∂p̂ l
(
X2(s, t, x, p̂ )
k − (xk − (t− s)p̂ k)) = 0,
vanishes (and in particular does not involve derivatives of Γ).
Applying the Minkowski rotation vector fields to the approximations X2 gives,
Ω
M
ij
(
X2(t0, t, x, p̂ )
k
)
=
(
xi − (t− t0)p̂ i
)
δkj −
(
xj − (t− t0)p̂ j
)
δki − Ω
M
ij
(∫ t
t0
(s′ − t0)Γ̂ k(s′, s′x
t
,
x
t
)ds′
)
= X2(t0, t, x, p̂ )
iδkj −X2(t0, t, x, p̂ )jδki(1.39)
+
∫ t
t0
(s′ − t0)
[
Γ̂
i
(s′, s′
x
t
,
x
t
)δkj − Γ̂
j
(s′, s′
x
t
,
x
t
)δki − Ωij
(
Γ̂
k
(
s′, s′
x
t
,
x
t
))]
ds′.
In the final equality, for (t, x, p̂ ) ∈ supp(f), the first two terms are bounded (as can be seen from (1.37) and
the fact that f |t=t0 has compact support). However on a spacetime only satisfying the bounds (1.35), the
terms on the last line in general grow in t. The vector fields Ωij are defined so that these terms are removed:
Ωij = Ω
M
ij + Ω˚
l
ij∂p̂ l ,
where if the functions Ω˚lij are defined as
Ω˚lij(t, x) =
∫ t
t0
s′ − t0
t− t0
[
Γ̂
i
(
s′, s′
x
t
,
x
t
)
δkj − Γ̂
j
(
s′, s′
x
t
,
x
t
)
δki − Ω
M
ij
(
Γ̂
k
(
s′, s′
x
t
,
x
t
)) ]
ds′,
5The notation X1 is later used to denote a cruder approximation to the geodesics.
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it follows from (1.38) and (1.39) that
(1.40) Ωij
(
X2(t0, t, x, p̂ )
k
)
= Ω
M
ij
(
X2(t0, t, x, p̂ )
k
)− (t− t0)Ω˚kij(t, x) = X2(t0, t, x, p̂ )iδkj −X2(t0, t, x, p̂ )jδki ,
and so
(1.41)
∣∣Ωij (X2(t0, t, x, p̂ )k)∣∣ ≤ C,
for (t, x, p̂ ) ∈ supp(f) and k = 1, 2, 3. It can similarly be shown, see Section 3.3, that∣∣Ωij(X(t0, t, x, p̂ )k)∣∣+ ∣∣Ωij(P̂ (t0, t, x, p̂ )k)∣∣ ≤ C,
which, by (1.31), leads to a good bound for Ωijf(t, x, p̂ ).
We remark that the identity (1.40) can be expressed
Ωij
(
X2(t0, t, x, p̂ )
k
)
= Ωk
∣∣
(t0,X2(t0,t,x,p̂ ))
which is exactly (1.33) when Z = Ωij and X is replaced by X2. One could therefore alternatively obtain the
rotation vector fields Ωij by following the procedure in Section 1.5.1 with X replaced by X2, see Section 3.
Since the functions Ω˚lij do not depend on p̂ ,
Ωij
(∫
f(t, x, p̂ )dp̂
)
=
∫ (
Ωij − Ω˚lij∂p̂ l
)
f(t, x, p̂ )dp̂ =
∫
Ωijf(t, x, p̂ )dp̂ ,
and so the good bounds for Ωijf(t, x, p̂ ) lead to good bounds for Ωijρ(t, x).
Had the true geodesics been used to define the vector fields Ωij , the functions Ω˚
l
ij would have involved
a term of the form
∫ t
t0
(s′ − t0)(t− t0)−1ΩMij
(
Γ̂
k(
s′, X(s′), P̂ (s′)
))
ds′ and so ∂p̂ k Ω˚
l
ij would involve second
order derivatives of Γ. The average
∫
Ω˚lij∂p̂ lf(t, x, p̂ )dp̂ has better decay than the term Ω˚
l
ij∂p̂ lf(t, x, p̂ )
does pointwise and so, to exploit this fact when obtaining a bound for Ωijρ(t, x), it is necessary to integrate
this term by parts
∫
Ω˚lij∂p̂ lf(t, x, p̂ )dp̂ = −
∫ (
∂p̂ lΩ˚
l
ij
)
f(t, x, p̂ )dp̂ . If the true geodesics are used to define
Ωij then, in the setting of Theorem 1.2, the fact that ∂p̂ kΩ˚
l
ij involves second order derivatives of Γ would
mean that this integration by parts cannot be used when estimating derivatives of T µν at the top order.
The approximations to the geodesics X2(s, t, x, p̂ ) are used in a similar manner in Section 4.1 to define
vector fields, Bi and S.
6
1.6. Outline of the Paper. In Section 2 the system (1.14) is used to prove the property (1.16) regarding
the support of the matter, and the maps (1.36) are shown to be good approximations to the geodesics.
Section 3 is not required for the proof of Theorem 1.2, but the discussion of the vector fields in Section 1.5
is expanded on and an outline is given of how one controls one rotation vector field applied to the solution
of the Vlasov equation. In Section 4 higher order combinations of vector fields applied to the geodesics are
estimated. In Section 5 the estimates of Section 4 are used to obtain estimates for vector fields applied to
the components of the energy momentum tensor and hence prove Theorem 1.3. In Section 6 the solution
of the reduced Einstein equations is estimated in terms of the components of the energy momentum tensor.
The results of the previous sections are combined in Section 7 to give the proof of Theorem 1.2.
1.7. Acknowledgements. We thank Alan Rendall and Igor Rodnianski for helpful discussions. H.L. is
supported in part by NSF grant DMS–1500925. M.T. acknowledges the support of a grant from the European
Research Council.
6For the boosts, Bi, it is slightly more convenient to allow the functions B˚
l
i to depend on p̂ . This dependence is in such a
way, however, so that ∂p̂ l B˚
l
i involves only one derivative of Γ
α
βγ
.
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2. The support of the matter and approximations to the geodesics
In this section the Vlasov equation on a fixed spacetime is considered. It is shown that under some
assumptions on the metric the solution is supported, for large times, away from the wave zone x ∼ t provided
f0 is compactly supported. Curves X2, which approximate the timelike geodesics X , are introduced, which
are later used to define the Z vector fields.
Recall that
(2.1)
dXµ
ds
= P̂
µ
,
dP̂
µ
ds
= Γ̂
(
s,X(s), P̂ (s)
)µ
.
where X0 = s, P̂
0
= 1 and
Γ̂(t, x, p̂ )µ = p̂ µΓ0αβ(t, x)p̂
αp̂ β − Γµαβ(t, x)p̂ αp̂ β .
Let functions Λαβ,µγ be defined so that,
(2.2) Γ(t, x) · Λ(p̂ )µ = Γ̂(t, x, p̂ )µ,
where
Γ(t, x) · Λ(p̂ )µ := Γγαβ(t, x)Λαβ,µγ (p̂ ).
2.1. Properties of the support of the matter. The results of this section will rely on the Christoffel
symbols satsifying the assumptions
(2.3) |ZIΓ| ≤ c
′′
N ′′
(1 + t)1−δ(1 + |t− r|)a+δ , for |I| ≤ N
′′,
for various small N ′′. Then if (2.4) indeed holds in supp(f), the assumption (2.3) implies that
|ZIΓ| ≤ c
′′′
N ′′
(1 + t)1+a
, for |I| ≤ N ′′, where c′′′N ′′ =
c′′N ′′K
a+δ
(1− c)a+δ ,
in supp(f). The notation (y, q) will be used for points in the mass shell over the initial hypersurface {t = 0},
so y ∈ Σ0, q ∈ P(0,y).
The following result guarantees that
(2.4) |x| ≤ ct+K, K ≥ 1 |p̂ | ≤ c < 1,
for (t, x, p̂ ) ∈ supp(f), for constants K and c < 1.
Proposition 2.1. Suppose that |y| ≤ K and |q| ≤ K ′ in the support of f0(y, q), for some K,K ′ ≥ 1, and
that for some fixed a, δ > 0
(2.5) |g −m| ≤ c′, and |Γ| ≤ c
′′
(1 + t)1−δ(1 + |t− r|)a+δ ,
where c′ = 1/(16(1 + 4K ′
2
)) and c′′ = min
(
c′
a+δ
/a, (1 + 2K/c′)−δ/δ
)
/4. Then with c = 1− c′ we have
(2.6) |P (s, 0, y, q)| ≤ K ′ + 1, |P (s, 0, y, q̂ )| ≤ c |P 0(s, 0, y, q̂ )|, |X(s, 0, y, q)| ≤ cs+K, s ≥ 0.
Proof. Let s1 be the largest number such that |P (s, 0, y, q)| ≤ 2K ′ for 0 ≤ s ≤ s1. We will show that then it
follows that |P (s, 0, y, q)| ≤ 3K ′/8, for 0 ≤ s ≤ s1, contradicting the maximality of s1. Let p = P (s, 0, y, q).
Since gαβp
αpβ = −1 it follows that ∣∣1+ |p |2− |p0|2∣∣ ≤ |g −m|(|p0|2+ |p |2) and hence
|p |2
|p0|2(1− c
′) ≤ 1 + c′ − 1|p0|2 =⇒
|p |2
|p0|2 ≤
1 + c′
1− c′ −
1
1+ 4K ′2
≤ 1 + 4c′ − 1
1+ 4K ′2
≤ (1− c′)2 = c2.
Hence
d
ds
(
s− |X |) = 1− X · P|X |P 0 ≥ 1− c,
and it follows that s − |X | ≥ (1 − c)s − K along a characteristic. Therefore |Γ| ≤ 2c′′c′−a−δs−1−a, when
s ≥ 2K/c′, and |Γ| ≤ 2c′′(1 + s)−1+δ, when s ≤ 2K/c′ along a characteristic. We have
d
ds
(1 + |P |) ≤ |Γ|(1 + |P |), and d
ds
|P − q | ≤ |Γ|(1 + |P |)
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where ∫ t
0
|Γ|ds ≤
∫ 2K/c′
0
2c′′
(1 + s)1−δ
ds+
∫ ∞
2K/c′
2c′′c′
−a−δ
s1+a
ds ≤ 2c
′′(1 + 2K/c′)δ
δ
+
2c′′c′
−a−δ
a(1 +K/c′)δ
≤ 1
4
Hence
1 + |P |
1 + |q | ≤ e
1/4 ≤ 3
2
and |P − q | ≤ 1
4
(
1 +
3
2
) ≤ 1.
It follows that |P (s, 0, y, q)| ≤ K ′ + 1 in the support of f , and (2.6) follows. 
Proposition 2.2. If |Γ(t, x)| ≤ c′′′(1 + t)−1−a for |x| ≤ ct+K then, for (t, x, p̂ ) ∈ supp(f) with t ≥ 1,∣∣∣x
t
− p̂
∣∣∣ ≤ (K + c′′′)(1 + t)−a.
Proof. Note that any (t, x, p̂ ) ∈ supp(f) can be written as (t, x, p̂ ) = (t,X(t, 0, y, q), P̂ (t, 0, y, q)) for some
(y, q) ∈ supp(f0). For (y, q) such that (0, y, q) ∈ supp(f),∣∣∣∣ dds (X(s, 0, y, q)− sP̂ (s, 0, y, q))
∣∣∣∣ = ∣∣∣sΓ̂ (s,X(s, 0, y, q), P̂ (s, 0, y, q))∣∣∣ . c′′′(1 + s)a ,
for all s ≥ 0, using the bound (2.5). The proof follows by integrating forwards from s = 0 and using the fact
that |y|+ |q| ≤ C,
(2.7)
∣∣∣X(s, 0, y, q)− sP̂ (s, 0, y, q)∣∣∣ ≤ K + c′′′(1 + s)1−a,
and dividing by s. 
2.2. Translated time coordinate. Proposition 2.1 implies that |x| ≤ ct + K for t ≥ 0 in supp(T µν) or,
equivalently, |x| ≤ ct˜ for t˜ ≥ t0, where t0 := K/c, and t˜ = t0 + t. It is convenient to use this translated time
coordinate t˜ in what follows. In particular, the vector fields of Section 4 will be defined using this variable.
The main advantage is that the spacetime vector fields Z˜ = Ω˜ij , B˜i, S˜ defined by
Ω˜ij = Ωij , B˜i = t˜∂xi + x
i∂t, S˜ = t˜∂t + x
k∂xk ,
satisfy, for any multi index I,
(2.8) t˜|I|∂I =
∑
|J|≤|I|
ΛIJ
(x
t˜
)
Z˜J if |x|/t˜ ≤ c < 1,
for some smooth functions ΛIJ . Estimates for ∂
IZ˜JT µν will then follow directly from estimates for Z˜IT µν ,
which are less cumbersome to obtain. See Section 5.4. For simplicity the ∼ will always be omitted, and
statements just made for t ≥ t0.
2.3. Approximations to geodesics. Define, for (t, x, p̂ ) ∈ supp(f) and t0 ≤ s ≤ t,
(2.9)
X i2(s, t, x, p̂ ) = x
i − (t− s)p̂ i −
∫ t
s
(s′ − s)Γ̂ i
(
s′, s′
x
t
,
x
t
)
ds′, P̂2(s, t, x, p̂ ) = p̂
i +
∫ t
s
Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′,
and set
X(s, t, x, p̂ )i := X(s, t, x, p̂ )i −X2(s, t, x, p̂ )i,
P (s, t, x, p̂ )i :=
dX
ds
(s, t, x, p̂ ) = P̂ (s, t, x, p)i − P̂2(s, t, x, p)i,
for i = 1, 2, 3. Note that
X(t, t, x, p̂ )i = P (t, t, x, p̂ )i = 0,
for i = 1, 2, 3. The geodesic equations (2.1) can be used to derive the following equations for X and P ,
dX
i
ds
= P
i
;(2.10)
dP
i
ds
= Γ̂
i
(
s,X(s, t, x, p̂ ), P̂ (s, t, x, p̂ )
)
− Γ̂ i
(
s, s
x
t
,
x
t
)
.(2.11)
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It follows from the next Proposition that the curves s 7→ X2(s, t, x, p̂ ) are good approximations to the
geodesics s 7→ X(s, t, x, p̂ ).
Proposition 2.3. Suppose t ≥ t0 is such that (t, x, p̂ ) ∈ supp(f) and |Γ(t, x)|+ t|∂Γ(t, x)| . εt−1−a. Then
(2.12) s2a−1
∣∣X(s, t, x, p̂ )i∣∣+ s2a ∣∣P (s, t, x, p̂ )i∣∣ . ε,
for all t0 ≤ s ≤ t and i = 1, 2, 3.
Proof. First note that equation (2.1) and the bounds (2.5) imply
(2.13)
∣∣∣∣∣dP̂
i
(s)
ds
∣∣∣∣∣ . εs1+a ,
for t0 ≤ s ≤ t. Proposition 2.2, integration of (2.13) from s to t and (2.7) then gives∣∣∣∣xit − X(s)is
∣∣∣∣ ≤ ∣∣∣∣xit − p̂ i
∣∣∣∣+ ∣∣∣p̂ i − P̂ (s)i∣∣∣+ ∣∣∣∣P̂ (s)i − X(s)is
∣∣∣∣ . 1sa ,
for t0 ≤ s ≤ t and i = 1, 2, 3. Hence∣∣∣Γµαβ (s, sxt )− Γµαβ (s,X(s))∣∣∣ . ‖∂Γµαβ(s, ·)‖L∞ ∣∣∣sxt −X(s)∣∣∣ . εs1+2a .
Moreover, ∣∣∣∣P̂ (s)i − xit
∣∣∣∣ ≤ ∣∣∣P̂ (s)i − p̂ i∣∣∣+ ∣∣∣∣p̂ i − xit
∣∣∣∣ . 1sa ,
for t0 ≤ s ≤ t, and so ∣∣∣Γ̂ i (s,X(s), P̂ (s))− Γ̂ i (s, sx
t
,
x
t
)∣∣∣ . ε
s1+2a
.
Integrating equation (2.11) backwards from s = t, and using the fact that P (t, t, x, p̂ )i = 0, gives∣∣P (s, t, x, p̂ )i∣∣ . ε
s2a
,
and integrating the equation (2.10) backwards from s = t and using X(t, t, x, p̂ )i = 0 gives,∣∣X(s, t, x, p̂ )i∣∣ . εs1−2a,
since a > 12 . 
Corollary 2.4. Suppose t ≥ t0 is such that (t, x, p̂ ) ∈ supp(f) and |Γ(t, x)|+ t|∂Γ(t, x)| . εt−1−a. Then∣∣X2(s, t, x, p̂ )i∣∣ . s,
for t0 ≤ s ≤ t and i = 1, 2, 3.
Proof. The proof is an immediate consequence of the first bound of (2.4), and Proposition 2.3. 
3. The vector fields
In this section the Vlasov equation on a general spacetime is considered. The procedure for using a vector
field Z onM to define a vector field Z on P , outlined in Section 1.5, is described in more detail. In the proof
of Theorem 1.3 it is computationally more convenient to use slightly different vector fields to those given by
this procedure. These vector fields are introduced in Section 3.2. In Section 3.3 estimates are obtained for
one rotation vector field applied to the geodesics. This is a special simple case of a computation which is
done more generally in Section 4. This section is independent of the rest of the paper and is included for
the purpose of exposition.
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3.1. The general procedure. Given the first approximations to the geodesics X1(s, t, x, p̂ ) = sx/t and
P̂1(s, t, x, p̂ ) = x/t we define the second approximations to the geodesic X2(s, t, x, p̂ ) and P̂2(s, t, x, p̂ ) to be
the solution of the system
d
ds
X2 = P̂ 2,
d
ds
P̂ 2 = −Γ(X1) · Λ(P̂ 1), X2(t) = x, P̂ 2(t) = p̂ .
The solution takes the explicit form (2.9). Under some mild assumptions on the metric g, for fixed τ any
point (t, x, p̂ ) ∈ P with t > τ can be described uniquely by the pair of points {(t, x), (τ, y)} in M, where
y = X2(τ, t, x, p̂ ),
is the point where the approximate geodesic X2 emanating from (t, x) with velocity p̂ intersects the hyper-
surface Στ , i.e. (t, x, p̂ ) ∈ P can be parameterised by {(t, x), (τ, y)},
(t, x, p̂ ) = (t, x, p̂X2(t, x, τ, y)).
For a given vector field Z on M, let ΦZλ : M → M denote the associated one parameter family of
diffeomorphisms, so ΦZ0 = Id and so that
dΦZλ (t, x)
dλ
= Z|ΦZ
λ
(t,x).
Now the action of ΦZλ on (t, x) and (τ, y) induces an action on P at time t, given by
Φ
Z,X2
λ,τ (t, x, p̂ ) :=
(
ΦZλ (t, x), p̂X2
(
ΦZλ (t, x),Φ
Z
λ (τ, y)
))
.
For fixed t0 we define the vector field Z by
Z|(t,x,p̂ ) =
dΦ
Z,X2
λ,τ (t, x, p̂ )
dλ
∣∣∣∣
λ=0, τ=t0
.
A computation shows that
(3.1) Z|(t,x,p̂ )
(
X2(t0, t, x, p̂ )
i
)
= Zi|(t0,X2(t0)) − Z0|(t0,X2(t0))P̂ 2(t0, t, x, p̂ )i,
which as desired is bounded independently of t > t0 + 1. To see that (3.1) indeed holds, first note that
the left hand side is the derivative of X2
(
t0,Φ
Z,X2
λ,t0 (t, x, p̂ )
)i
with respect to λ at λ = 0. Also the first term
on the right hand side is the derivative of ΦZλ (t0, y)
i at λ = 0. The equality (3.1) follows from taking the
derivative, with respect to λ at λ = 0 of both sides of the identity
X2
(
ΦZλ (t0, y)
0,Φ
Z,X2
λ,t0 (t, x, p̂ )
)i
= ΦZλ (t0, y)
i.
We have
Zf(t, x, p̂ ) =
d
dλ
f
(
ΦZλ (t, x), p̂X2
(
ΦZλ (t, x),Φ
Z
λ (t0, y)
)) ∣∣∣∣
λ=0
= Zα∂xαf(t, x, p̂ ) +
d
dλ
f (t, x, p̂ (λ))
∣∣∣∣
λ=0
,
where
p̂ (λ) = p̂X2
(
ΦZλ (t, x),Φ
Z
λ (t0, y)
)
.
Here p̂X2(t, x, t0, y) is implicitly given by
y = x− (t− t0)p̂X2 − (t− t0)Θ(t0, t, x, p̂X2),
where
Θ(t0, t, x, p̂X2)
i =
∫ t
t0
s− t0
t− t0 Γ
(
s,X1(s, t, x, p̂X2)
) · Λ(P̂1(s, t, x, p̂X2))i ds.
We have made the simplifying assumption that X1 = sx/t and P̂ 1 = x/t which are independent of p̂ so
Θ is independent of p̂
(3.2) Θ(t0, t, x)
i =
∫ t
t0
s− t0
t− t0 Γ
(
s, sx/t
) · Λ(x/t)i ds.
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and we have
p̂X2(t, x, t0, y) =
x− y
t− t0 −Θ(t0, t, x).
Then
p̂ (λ)i = p̂X2
(
ΦZλ (t, x),Φ
Z
λ (t0, y)
)i
=
ΦZλ (t, x)
i − ΦZλ (t0, y)i
ΦZλ (t, x)
0 − ΦZλ (t0, y)0
− Θ (ΦZλ (t0, y)0,ΦZλ (t, x))i .
We have
dp̂ (λ)i
dλ
∣∣∣
λ=0
=
Zi|(t,x) − Zi|(t0,X2(t0))
t− t0 −
(
p̂ i +Θ(t0, t, x)
i
)Z0|(t,x) − Z0|(t0,X2(t0))
t− t0
− Z0|(t0,X2(t0))∂t0Θ(t0, t, x)− Zµ|(t,x)∂xµΘ(t0, t, x)
The important fact is that, provided the components of Z grow at most like t, the right hand side is bounded,
independently of t > t0 + 1. For the last term in the right above this follows from having good bounds for
the vector fields Z applied to Γ in (3.2).
By differentiating the equality
P̂ 2
(
ΦZλ (t0, y)
0,Φ
Z,X2
λ,t0 (t, x, p̂ )
)i
= p̂X2
(
ΦZλ (t, x),Φ
Z
λ (t0, y)
)i
,
with respect to λ, one can similarly obtain an estimate for Z(P̂
i
2(t0)):
Z|(t,x,p̂ )
(
P̂ 2(t0, t, x, p̂ )
i
)
=
dp̂ (λ)i
dλ
∣∣∣
λ=0
− Z0|(t0,X2(t0))
dP̂ 2
ds
(t0, t, x, p̂ )
i.
For the vector fields we are considering ΦZλ is a linear transformation, a rotation, a scaling or a Lorentz
transformation, given by multiplication by a matrix Q(λ).
3.1.1. The rotation vector fields. Let us first consider the vector field Ω12 = x
1∂x2 − x2∂x1 Let Q = Q(λ) be
the one parameter subgroup of rotations by a positive angle λ in the x1 − x2 plane, i.e. x(λ) = ΦΩ12λ (t, x) =
Q(λ)x =
(
cosλx1 − sinλx2, sinλx1 + cosλx2, x3). Then Q(0) = I and Q ′(0) = E12, where the action of
E12 is defined on a general V = (V
1, V 2, V 3) by (E12V )
i = V 1δi2 − V2δi1. Then
Q−1p̂ =
x− y
t− t0 −Q
−1Θ(t0, t, Qx),
and hence
−Q ′(0)p̂ + p̂ ′(0) = Q ′(0)Θ(t0, t, x)−Θx(t0, t, x)Q ′(0)x
and
p̂ ′(0) = E12(p̂ +Θ(t0, t, x))−Θx(t0, t, x)E12x.
Then we get
Ω12f(t, x, p̂ ) = fx(t, x, p̂ )E12x+ fp̂ (t, x, p̂ )
(
E12(p̂ +Θ)−ΘxE12x
)
.
Here
Θx(t0, t, x)
ℓE12 = ΘΩ12(t0, t, x)
ℓ,
where
ΘΩ12(t0, t, x) =
∫ t
t0
s− t0
t− t0
(
(Ω12Γ)(s, sx/t) · Λ(x/t) + Γ
(
s, s
x
t
) · Ω12Λ(x
t
))
ds.
We get
Ω12 = x
1∂x2 − x2∂x1 + (p̂ 1+Θ1)∂p̂ 2 − (p̂ 2+Θ2)∂p̂ 1 −ΘℓΩ12∂p̂ ℓ .
In particular in the Minkowski case when Θ = 0
Ω
M
12 = x
1∂x2 − x2∂x1 + p̂ 1∂p̂ 2 − p̂ 2∂p̂ 1 .
3.1.2. The scaling vector field in Minkowski space. The scaling is defined by Q(λ) = (1 + λ)Id. In the
Minkowski case when Θ = 0 then p̂ (λ) = p̂ is in fact constant so
S
M
= Sµ∂xµ .
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3.1.3. The boosts vector fields in Minkowski space. Let us define the boost as the generators of the Lorentz
transformation
(
t(λ), x(λ)
)
= Q(λ)(t, x) =
(
(t + λx1)γ, (x1 + λt)γ, x2, x3
)
, where γ = 1/
√
1− λ2, and(
t0(λ), y(λ)
)
= Q(λ)(t0, y). In the Minkowski case p̂ (λ) is the solution of
p̂ (λ) =
x(λ) − y(λ)
t(λ)− t0(λ) ,
i.e.
p̂ (λ)1=
x1− y1+ λ(t − t0)
t− t0 + λ(x1− y1) , and p̂ (λ)
k=
(xk− yk)γ
t− t0 + λ(x1− y1) , k>1.
Differentiating with respect to λ at 0 and putting p̂ = p̂ (0) gives
p̂ ′(0)k = δk1 − p̂ kp̂ 1.
Hence
B
M
1 = B
µ
1 ∂xµ +
(
δk1 − p̂ kp̂ 1)∂p̂ k
3.2. The vector fields used for Theorem 1.3. In the proof of Theorem 1.3 a slightly different collection
of vector fields are used. They are computationally slightly simpler to use than the vector fields of the
previous section, though are mildly singular for t close to t0. It is therefore assumed throughout this section
that t ≥ t0 + 1, and the vector fields will only be used in the proof of Theorem 1.3 under this assumption.
The vector fields can be derived by imposing that they have the form
(3.3) Z = Zµ∂xµ + Zˇ
i∂p̂ i ,
where Zˇi are to be determined, and insisting that the relation
(3.4) Z|(t,x,p̂ )
(
X2(t0, t, x, p̂ )
i
)
= Zi|(t0,X2(t0)) − Z0|(t0,X2(t0))p̂ i,
holds, instead of the relation (3.1) which involves P̂ 2(t0, t, x, p̂ )
i instead of p̂ i and is satisfied by the vector
fields of the previous section. Equation (3.4) is in particular true for the Minkowski vector fields Z
M
.
Applying the expression (3.3) to the approximation
X2(t0, t, x, p̂ ) = x− (t− t0)p̂ − (t− t0)Θ(t0, t, x),
gives
Z
(
X2(t0, t, x, p̂ )
i
)
= Zi|(t,x) − Z0|(t,x)p̂ i − Z
(
(t− t0)Θ(t0, t, x)i
)− (t− t0)Zˇi|(t,x,p̂ ),
and so Zˇi is indeed determined if Z
(
X2(t0, t, x, p̂ )
i
)
is prescribed for each i. With this definition we obtain
(3.5) Zˇi|(t,x,p̂ ) = 1
t− t0
(
Zi|(t,x) − Zi|(t0,X2(t0)) −
(
Z0|(t,x) − Z0|(t0,X2(t0))
)
p̂ i − Z((t− t0)Θ(t0, t, x))i).
We have
P̂ 2(t0, t, x, p̂ )
i = p̂ i −Ψ(t0, t, x)i, where Ψ(t0, t, x)i =
∫ t
t0
Γ
(
s, sx/t
) · Λ(x/t)i ds.
so
Z|(t,x,p̂ )
(
P̂ 2(t0, t, x, p̂ )
i
)
= Zˇi|(t,x,p̂ ) − Zµ|(t,x,p̂ )∂xµΨ(t0, t, x)i.
which again is bounded, provided the components of Z grow at most like t.
20
3.2.1. The rotation vector fields. The rotations agree with the definition in the previous section since then
Z0 = 0:
Ω12 = x
1∂x2 − x2∂x1 + (p̂ 1+Θ1)∂p̂ 2 − (p̂ 2+Θ2)∂p̂ 1 −ΘℓΩ12∂p̂ ℓ ,
where
ΘΩ12(t0, t, x) =
∫ t
t0
s− t0
t− t0
(
(Ω12Γ)(s, sx/t) · Λ(x/t) + Γ
(
s, s
x
t
) · Ω12Λ(x
t
))
ds,
and
Θ(t0, t, x)
i =
∫ t
t0
s− t0
t− t0 Γ
(
s, sx/t
) · Λ(x/t)i ds.
3.2.2. The scaling vector field. By (3.5) we have
Sˇi|(t,x,p̂ ) = 1
t− t0
(
xi −X2(t0)i −
(
t− t0
)
p̂ i − S((t− t0)Θ(t0, t, x))i) = Θ(t0, t, x)i −ΘS(t0, t, x)i,
where
ΘS(t0, t, x)
i = tΓ(t, x) · Λ(x/t)i.
3.2.3. The boost vector fields. By (3.5) we have
Bˇi1|(t,x,p̂ ) =
1
t− t0
(
(t− t0)δi1 −
(
x1 −X2(t0)1
)
p̂ i −B1
(
(t− t0)Θ(t0, t, x)
)i)
= δi1 − (p̂ 1 +Θ(t0, t, x)1)p̂ i −ΘB1(t0, t, x)i,
where
ΘB1(t0, t, x) = x
1 Γ(t, x) · Λ(x/t)i
+
∫ t
t0
s− t0
t− t0
((
(B1 Γ)
(
s, s
x
t
)− x1
t
(S Γ)
(
s, s
x
t
)) · Λ(x
t
)
+ Γ
(
s, s
x
t
) · B1(Λ(x
t
)))
ds.
3.3. Estimates for one vector field applied to the geodesics. Since the vector fields Z in Section 3.2
are defined using the approximations to the geodesics X2, it remains to check how they behave when applied
to the true geodesics X(s, t, x, p̂ )k and P̂ (s, t, x, p̂ )k. The detailed computations, including higher order
estimates, are given in Section 4. Here the basic idea is illustrated by considering only one rotation vector
field Ωij applied to the geodesics.
Instead of considering the geodesics themselves directly, it is convenient to first consider, for fixed (t, x, p̂ ) ∈
supp(f),
(3.6) X(s, t, x, p̂ )k := X(s, t, x, p̂ )k −X2(s, t, x, p̂ )k, P (s, t, x, p̂ )k := dX
k
ds
(s, t, x, p̂ ),
where X2 is defined in equation (1.36). The geodesic equations (1.14) imply that
dP
k
ds
= Γˆk(s,X(s), P̂ (s)) − Γˆk
(
s, s
x
t
,
x
t
)
= Γ0αβ(s,X(s))P̂
k
P̂
α
P̂
β − Γ0αβ
(
s, s
x
t
) xk
t
xα
t
xβ
t
+ Γkαβ
(
s, s
x
t
) xα
t
xβ
t
− Γkαβ(s,X(s))P̂
α
P̂
β
.
(3.7)
It can be shown, and this is outlined below, that the assumptions for Γ in Theorem 1.3 imply that
(3.8)
∣∣∣Ωij (Γˆk(s,X(s), P̂ (s)) − Γˆk (s, sx
t
,
x
t
))∣∣∣ . ε
s1+2a
+
ε
s1+2a
∣∣Ωij (X(s))∣∣+ ε
s1+a
∣∣Ωij (P (s))∣∣ ,
for all t0 ≤ s ≤ t. Once this has been shown it follows from applying Ωij to the equation (3.7) and integrating
backwards from s = t, using the fact that (ΩijP )(t, t, x, p̂ ) = 0, that∣∣Ωij(P (s)k)∣∣ . ε
s2a
+
∫ t
s
ε
s˜1+2a
∣∣Ωij(X(s˜))∣∣ + ε
s˜1+a
∣∣Ωij(P (s˜))∣∣ ds˜,
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and, summing over k = 1, 2, 3, the Gro¨nwall inequality (see Lemma 4.23) gives,∣∣Ωij(P (s)k)∣∣ . ε
s2a
+
∫ t
s
ε
s˜1+2a
∣∣Ωij(X(s˜))∣∣ ds˜.
Inserting this bound into the equation (3.6) for X, after applying Ωij , integrating backwards from s = t and
using the fact that (ΩijX)(t, t, x, p̂ ) = 0 gives,∣∣Ωij(X(s)k)∣∣ . εs1−2a + ∫ t
s
∫ t
s′
ε
s˜1+2a
∣∣Ωij(X(s˜))∣∣ ds˜ds′,
since 2a > 1. For any function λ(s˜),∫ t
s
∫ t
s′
1
s˜1+2a
λ(s˜)ds˜ds′ =
∫ t
s
∫ t
s
χ{s′≤s˜}ds
′ 1
s˜1+2a
λ(s˜)ds˜ =
∫ t
s
(s˜− s)
s˜1+2a
λ(s˜)ds˜,
where χA denotes the indicator function of the set A, and so∣∣Ωij(X(s)k)∣∣ . εs1−2a + ∫ t
s
ε
s˜2a
∣∣Ωij(X(s˜))∣∣ ds˜,
and another application of the Gro¨nwall inequality gives,∣∣Ωij(X(s)k)∣∣ . εs1−2a.
Setting s = t0, the bound (1.41) then gives,∣∣Ωij(X(t0, t, x, p̂ )k)∣∣ ≤ C,
for some constant C. One similarly deduces the same bound with P̂ in place of X .
In order to see that the bound (3.8) holds for t0 ≤ s ≤ t, first write,
Γkαβ(s,X(s))P̂
α
P̂
β − Γkαβ
(
s, s
x
t
) xα
t
xβ
t
=
(
Γkαβ(s,X(s))− Γkαβ
(
s, s
x
t
)) xα
t
xβ
t
+ Γkαβ(s,X(s))
(
P̂
α − x
α
t
)
xβ
t
+ Γkαβ(s,X(s))
xα
t
(
P̂
β − x
β
t
)
.
Then note that,
Ωij
(
Γkαβ(s,X(s))− Γkαβ
(
s, s
x
t
))
= Ωij
(
X(s)l − sx
l
t
)
(∂xlΓ
k
αβ)(s,X(s))
+ Ωij
(
s
xl
t
)(
(∂xlΓ
k
αβ)(s,X(s))− (∂xlΓkαβ)
(
s, s
x
t
))
.
The bound for the first term follows from writingX(s)l−sxlt = X(s)l+X2(s)l−sx
l
t and, using the expression
(1.36) for X2 and the definition of Ω˚
l
ij ,
Ωij
(
X2(s)
l − sx
l
t
)
= xiδlj − xjδli − (t− s)
(
p̂ iδlj − p̂ jδli
)
− s
t
(
xiδlj − xjδli
)− (t− s)Ω˚lij
− Ωij
(∫ t
s
(s′ − s)Γ̂ l
(
s′, s′
x
t
,
x
t
)
ds′
)
= xiδlj − xjδli − ((t− t0)− (s− t0))
(
p̂ iδlj − p̂ jδli
)
− s
t
(
xiδlj − xjδli
)− (t− t0)Ω˚lij + (s− t0)Ω˚lij
− Ωij
(∫ t
t0
(s′ − t0 + t0)Γ̂ l
(
s′, s′
x
t
,
x
t
)
ds′ −
∫ s
t0
s′Γ̂
l
(
s′, s′
x
t
,
x
t
)
ds′ − s
∫ t
s
Γ̂
l
(
s′, s′
x
t
,
x
t
)
ds′
)
= X2(t0)
iδlj −X2(t0)jδli − s
((
xi
t
− p̂ i
)
δlj −
(
xj
t
− p̂ j
)
δli
)
+ t0
(
p̂ iδlj − p̂ jδli
)
+ (s− t0)Ω˚lij
− Ωij
(
t0
∫ t
t0
Γ̂
l
(
s′, s′
x
t
,
x
t
)
ds′ −
∫ s
t0
s′Γ̂
l
(
s′, s′
x
t
,
x
t
)
ds′ − s
∫ t
s
Γ̂
l
(
s′, s′
x
t
,
x
t
)
ds′
)
.
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Using the assumptions on Γ of Theorem 1.3, the fact that∣∣∣∣xit − p̂ i
∣∣∣∣ ≤ Cta ,
for (t, x, p̂ ) ∈ supp(f) (see Proposition 2.2) and the fact that |Ω˚lij(t, x)| ≤ Ct−a, it follows that∣∣∣∣Ωij (X2(s)l − sxlt
)∣∣∣∣ ≤ Cs1−a.
For the second term, note that,∣∣∣(∂xlΓkαβ)(s,X(s))− (∂xlΓkαβ)(s, sxt )∣∣∣ ≤ sup|z|≤cs+K ∣∣∂2Γkαβ(s, z)∣∣
∣∣∣X(s)− sx
t
∣∣∣ ≤ Cε
s3+a
∣∣∣X(s)− sx
t
∣∣∣ ,
and, as above,∣∣∣∣X(s)k − sxkt
∣∣∣∣ ≤ ∣∣X(s)k∣∣+ ∣∣∣∣X2(s)k − sxkt
∣∣∣∣ ≤ ∣∣X(s)k∣∣+ ∣∣X2(t0)k∣∣+ s ∣∣∣∣xkt − p̂ k
∣∣∣∣
+ t0
∣∣∣∣∫ t
t0
Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′
∣∣∣∣+ ∣∣∣∣∫ s
t0
s′Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′
∣∣∣∣+ s ∣∣∣∣∫ t
s
Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′
∣∣∣∣ ≤ Cs1−a.
Hence, ∣∣∣Ωij (Γkαβ(s,X(s))− Γkαβ (s, sxt ))∣∣∣ . εs1+2a + εs2+a ∣∣Ωij(X(s))∣∣ .
Similarly, using the fact that
P (s)k = P̂
k
(s)− p̂ k +
∫ t
s
Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′,
it follows that∣∣∣∣P̂ (s)k − xkt
∣∣∣∣ . ∣∣P (s)k∣∣+ ∣∣∣∣xkt − p̂ k
∣∣∣∣+ ∫ t
s
∣∣∣Γ̂ k (s′, s′x
t
,
x
t
)∣∣∣ ds′ . s−a, ∣∣∣P̂ (s)k∣∣∣ . 1,
and similarly,∣∣∣∣Ωij (P̂ (s)k − xkt
)∣∣∣∣ . ∣∣Ωij (P (s)k)∣∣+ s−a, ∣∣∣Ωij (P̂ (s)k)∣∣∣ . ∣∣Ωij (P (s)k)∣∣+ 1.
Hence,∣∣∣∣Ωij (Γkαβ(s,X(s))P̂ αP̂ β − Γkαβ (s, sxt ) xαt xβt
)∣∣∣∣ . εs1+2a + εs1+2a ∣∣Ωij (X(s))∣∣+ εs1+a ∣∣Ωij (P (s))∣∣ .
In a similar manner it follows that∣∣∣∣Ωij (Γ0αβ(s,X(s))P̂ kP̂ αP̂ β − Γ0αβ (s, sxt ) xkt xαt xβt
)∣∣∣∣ . εs1+2a + εs1+2a ∣∣Ωij (X(s))∣∣+ εs1+a ∣∣Ωij (P (s))∣∣ ,
from which (3.8) then follows.
4. Vector fields applied to geodesics
It will be assumed throughout most of this section that t ≥ t0 + 1, and |x| ≤ ct, where 0 < c < 1 (recall
the discussion in Section 2.2). Solutions of the Vlasov equation on a fixed spacetime will be considered and
the pointwise bounds
(4.1)
∣∣ZIΓαβγ(t′, x′)∣∣ . ε(t′)1+a for t0 ≤ t′ ≤ t, |x′| ≤ ct′, and |I| ≤
⌊
N
2
⌋
+ 2,
where 12 < a < 1, will often be assumed to hold. Section 4.9 is concerned with the case t0 ≤ t ≤ t0 + 1.
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Recall from Section 2 the definitions (2.9) of X2(s, t, x, p̂ )
i and P̂ 2(s, t, x, p̂ )
i, and
X(s, t, x, p̂ )i := X(s, t, x, p̂ )i −X2(s, t, x, p̂ )i,
P (s, t, x, p̂ )i :=
dX
ds
(s, t, x, p̂ ) = P̂ (s, t, x, p)i − P̂2(s, t, x, p)i.
4.1. Vector fields. Recall the vector fields which are used for the Vlasov equation on Minkowski space,
Ω
M
ij = x
i∂xj − xj∂xi + p̂ i∂p̂ j − p̂ j∂p̂ i , B
M
i = x
i∂t + t∂xi +
(
δji − p̂ ip̂ j
)
∂p̂ j , S
M
= t∂t + x
k∂xk .
Remark 4.1. Note that, in Minkowski space, the maps X(s, t, x, p̂ )i are simply given by
XM (s, t, x, p̂ )
i = xi − (t− s)p̂ i,
for i = 1, 2, 3. It is easy to see that the Minkowski vector fields satisfy,
Ω
M
ij
(
XM (s)
k
)
= XM (s)
iδkj −XM (s)jδki , B
M
i
(
XM (s)
k
)
= sδki −XM (s)ip̂ k,
S
M (
XM (s)
k
)
= XM (s)
k − sp̂ k.
Recall, for i = 1, 2, 3,
Γ̂ (t, x, p̂ )i = p̂ iΓ0αβ(t, x)p̂
αp̂ β − Γiαβ(t, x)p̂ αp̂ β ,
and define,
Θi(t, x) =
1
t− t0
∫ t
t0
(s′ − t0)Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′.
The proof of the main result uses the following collection of vector fields, schematically denoted Z
Z = Ωij , Bi, S,
for i, j = 1, 2, 3, i < j, where Ωij , Bi, S are defined as follows. First,
Ωij |(t,x,p) = xi∂xj − xj∂xi + p̂ i∂p̂ j − p̂ j∂p̂ i + Ω˚kij∂p̂ k ,
where,
Ω˚kij |(t,x,p) =
1
t− t0
[∫ t
t0
(s′ − t0)
(
Γ̂
i
(
s′, s′
x
t
,
x
t
)
δkj − Γ̂
j
(
s′, s′
x
t
,
x
t
)
δki
)
ds′
− (xi∂xj − xj∂xi)
(∫ t
t0
(s′ − t0)Γ̂ k
(
s′, s′
x
t
,
x
t
)
ds′
)]
= Θi(t, x)δkj −Θj(t, x)δki − Ωij
(
Θk(t, x)
)
,(4.2)
for 1 ≤ i < j ≤ 3. Second,
Bi|(t,x,p) = xi∂t + t∂xi +
(
δji − p̂ ip̂ j
)
∂p̂ j + B˚
k
i ∂p̂ k ,
where,
B˚ki |(t,x,p) = −
1
t− t0
[∫ t
t0
(s′ − t0)Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′p̂ k + (xi∂t + t∂xi)
(∫ t
t0
(s′ − t0)Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′
)]
= −Θi(t, x)p̂ k −Bi
(
Θk(t, x)
)− xi
t− t0Θ
k(t, x),(4.3)
for i = 1, 2, 3. Finally,
S|(t,x,p) = t∂t + xi∂xi + S˚k∂p̂ k ,
where,
S˚k|(t,x,p) = 1
t− t0
[∫ t
t0
(s′ − t0)Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′ − (t∂t + xi∂xi)
(∫ t
t0
(s′ − t0)Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′
)]
= Θk(t, x)− S (Θk(t, x))− t
t− t0Θ
k(t, x).(4.4)
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Recall that, by the bound (2.12), the maps X2(s, t, x, p̂ )
i are good approximations to the true geodesics,
X(s, t, x, p̂ )i. The vector fields Ωij , Bi, S are defined so that, when applied to X2(s, t, x, p̂ )
i, the analogue
of the bounds in Remark 4.1 hold at s = t0 as follows.
Proposition 4.2. For (t, x, p) ∈ supp(f), the vector fields Ωij, Bi, S defined above satisfy,
Ωij
(
X2(t0, t, x, p̂ )
k
)
= X2(t0, t, x, p̂ )
iδkj −X2(t0, t, x, p̂ )jδki ,
Bi
(
X2(t0, t, x, p̂ )
k
)
= t0δ
k
i −X2(t0, t, x, p̂ )ip̂ k,
S
(
X2(t0, t, x, p̂ )
k
)
= X2(t0, t, x, p̂ )
k − t0p̂ k,
for i, j, k = 1, 2, 3.
Proof. The proof is a straightforward computation. 
4.2. Repeated vector fields applied to the initial conditions for approximations to geodesics.
After applying Z
I
to the equation (2.11), after replacing X with X the expression
Z
I
(
s
xi
t
−X i2(s, t, x, p̂ )
)
,
will appear on the right hand side, and it is therefore necessary to estimate it. Using a higher order analogue
of Proposition 4.2, it suffices to control Z
I
applied to
s
xi
t
−X i2(s, t, x, p̂ ) +X i2(t0, t, x, p̂ )(4.5)
= s
(
xi
t
− p̂ i
)
+ t0p̂
i +
∫ t
s
(s′ − s)Γ̂ k
(
s′, s′
x
t
,
x
t
)
ds′ −
∫ t
t0
(s′ − t0)Γ̂ k
(
s′, s′
x
t
,
x
t
)
ds′
= s
(
xi
t
− p̂ i
)
+ t0p̂
i +
∫ s
t0
(s′ − t0)Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′ − (s− t0)
∫ t
s
Γ̂
k
(
s′, s′
x
t
,
x
t
)
ds′.
Similarly, the expression
(4.6) Z
I
(
xi
t
− P̂ i(s, t, x, p)
)
= −ZI
(
P
i
(s, t, x, p)
)
+ Z
I
(
xi
t
− P̂ i2(s, t, x, p)
)
,
will also appear, where
P̂ i2(s, t, x, p) = p̂
i +
∫ t
s
Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′
The following generalises Proposition 4.2 to higher orders.
Proposition 4.3. For any multi index I, there exist smooth functions Λ such that
Z
I (
X2(t0)
i
)
= X2(t0)
j
(
ΛiI,j (p̂ ) +
|I|∑
k=1
∑
|J1|+...+|Jk|≤|I|−k
Λ˜i,J1,...,JkI,j,i1,...,ik (p̂ , t, x)Z
J1
(
Θi1
)
. . . ZJk
(
Θik
))
+ ΛiI (p̂ ) +
|I|∑
k=1
∑
|J1|+...+|Jk|≤|I|−k
Λ˜i,J1,...,JkI,i1,...,ik (p̂ , t, x)Z
J1
(
Θi1
)
. . . ZJk
(
Θik
)
for i = 1, 2, 3, where X2(t0)
i = X2(t0, t, x, p)
i and Λ˜i,J1,...,JkI,j,i1,...,ik and Λ˜
i,J1,...,Jk
I,i1,...,ik
satisfy
Λ˜i,J1,...,JkI,j,i1,...,ik (p̂ , t, x) = Λ
i,J1,...,Jk
I,j,i1,...,ik
(
p̂ ,
x
t− t0 ,
t
t− t0
)
, Λ˜i,J1,...,JkI,i1,...,ik (p̂ , t, x) = Λ
i,J1,...,Jk
I,i1,...,ik
(
p̂ ,
x
t− t0 ,
t
t− t0
)
,
for some smooth functions Λi,J1,...,JkI,j,i1,...,ik and Λ
i,J1,...,Jk
I,i1,...,ik
.
Proof. The result is clearly true for |I| = 1 by Proposition 4.2. The result for |I| ≥ 2 then follows from a
straightforward induction argument after noting that, for any multi index Ji,
Z
(
ZJi
(
Θii
))
= ZL
(
Θi1
)
,
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where |L| = |Ji|+ 1, and also noting that
Ωij
(
t
t− t0
)
= 0, Ωij
(
xk
t− t0
)
=
xi
t− t0 δ
k
j −
xj
t− t0 δ
k
i ,
Bi
(
t
t− t0
)
=
xi
t− t0 −
xi
t− t0
t
t− t0 , Bi
(
xk
t− t0
)
=
t
t− t0 δ
k
i −
xi
t− t0
xk
t− t0 ,
S
(
t
t− t0
)
=
t
t− t0 −
(
t
t− t0
)2
, S
(
xk
t− t0
)
=
xk
t− t0 −
xk
t− t0
t
t− t0 ,
and
Ωij
(
p̂ k
)
=
(
p̂ i +Θi
)
δkj −
(
p̂ j +Θj
)
δki − Ωij
(
Θk
)
,(4.7)
Bi
(
p̂ k
)
=
(
δki − p̂ ip̂ k
)
−Θip̂ k − x
i
t− t0Θ
k −Bi
(
Θk
)
,(4.8)
S
(
p̂ k
)
= Θk − t
t− t0Θ
k − S (Θk) ,(4.9)
where the equalities (4.2), (4.3), (4.4) have been used. 
Proposition 4.4. For any multi index I, there exist functions Λ such that
Z
I
(
xi
t
− p̂ i
)
=
(
xj
t
− p̂ j
)
ΛiI,j
(x
t
, p̂
)
+
|I|∑
k=1
∑
|J1|+...+|Jk|≤|I|−k+1
Λ˜i,J1,...,JkI,i1,...,ik (p̂ , t, x)Z
J1
(
Θi1
)
. . . ZJk
(
Θik
)
,
for i = 1, 2, 3, where
Λ˜i,J1,...,JkI,i1,...,ik (p̂ , t, x) = Λ
i,J1,...,Jk
I,i1,...,ik
(
p̂ ,
x
t
,
x
t− t0 ,
t
t− t0
)
,
for some smooth functions Λi,J1,...,JkI,i1,...,ik .
Proof. Note that,
Ωij
(
xk
t
− p̂ k
)
=
(
xi
t
− p̂ i
)
δkj −
(
xj
t
− p̂ j
)
δki − Ω˚kij
Bi
(
xk
t
− p̂ k
)
= −
(
xi
t
− p̂ i
)
p̂ k − x
i
t
(
xj
t
− p̂ j
)
− B˚ki
S
(
xk
t
− p̂ k
)
=S˚k,
and so, inserting the equalities (4.2), (4.3), (4.4), the result is clearly true for |I| = 1. The result for |I| ≥ 2
follows from a straightforward induction, as in the proof of Proposition 4.3, using now also the fact that,
(4.10) Ωij
(
xk
t
)
=
xi
t
δkj −
xj
t
δki , Bi
(
xk
t
)
= δki −
xi
t
xk
t
, S
(
xk
t
)
= 0.

Proposition 4.5. For any multi index I, there exist smooth functions Λ such that
Z
I
(
p̂ i
)
= ΛiI (p̂ ) +
|I|∑
k=1
∑
|J1|+...+|Jk|≤|I|−k+1
Λ˜i,J1,...,JkI,i1,...,ik (p̂ , t, x)Z
J1
(
Θi1
)
. . . ZJk
(
Θik
)
,
for i = 1, 2, 3, where
Λ˜i,J1,...,JkI,i1,...,ik (p̂ , t, x) = Λ
i,J1,...,Jk
I,i1,...,ik
(
p̂ ,
x
t− t0 ,
t
t− t0
)
,
for some smooth functions Λi,J1,...,JkI,i1,...,ik .
Proof. The result for |I| = 1 clearly follows from the equalities (4.7), (4.8), (4.9). The proof for |I| ≥ 2
follows from a straightforward induction argument, as in the proof of Proposition 4.3. 
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4.3. Preliminary estimates for repeated vector fields applied to approximations to geodesics.
Proposition 4.6. Suppose t ≥ t0 + 1, |x| ≤ ct and the bounds (4.1) hold. Then, for |I| ≤ N ,∣∣ZIΘ(t, x)∣∣ . ∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣ + ∑
|J|≤|I|
1
t− t0
∫ t
t0
(s′ − t0)
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′,
where ZI is a product of |I| of the vector fields Ωij , Bi, S. Moreover, if |I| ≤
⌊
N
2
⌋
+ 2, then∣∣ZIΘ(t, x)∣∣ ≤ C
ta
.
Proof. Note that,
Z
(
Θi(t, x)
)
= − Z(t)
t− t0Θ
i(t, x) + Z(t)Γ̂
i
(
t, x,
x
t
)
+
1
t− t0
∫ t
t0
(s′ − t0)Z
(
Γ̂
i
(
s′, s′
x
t
,
x
t
))
ds′,
and that
Ωij
(
Γµαβ
(
s, s
x
t
))
= s
xi
t
(
∂xjΓ
µ
αβ
)(
s, s
x
t
)
− sx
j
t
(
∂xiΓ
µ
αβ
)(
s, s
x
t
)
=
(
ΩijΓ
µ
αβ
)(
s, s
x
t
)
,
Bi
(
Γµαβ
(
s, s
x
t
))
= s
(
∂xiΓ
µ
αβ
)(
s, s
x
t
)
−sx
i
t
xk
t
(
∂xkΓ
µ
αβ
)(
s, s
x
t
)
=
(
BiΓ
µ
αβ
)(
s, s
x
t
)
−x
i
t
(
SΓµαβ
)(
s, s
x
t
)
,
and
S
(
Γµαβ
(
s, s
x
t
))
= 0.
Using the equalities (4.10), the result for |I| = 1 clearly follows from the L∞ bounds (4.1) for Γµαβ . The
proof for |I| ≥ 2 is a straightforward induction. 
Proposition 4.7. Suppose t ≥ t0 + 1, |x| ≤ ct, (t, x, p̂ ) ∈ supp(f) and the bounds (4.1) hold, then, for
|I| ≤ N ,∣∣∣ZI (X2(t0)i)∣∣∣ . 1 + ∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣+ ∑
|J|≤|I|
1
t− t0
∫ t
t0
(s′ − t0)
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′(4.11) ∣∣∣∣ZI (xit − p̂ i
)∣∣∣∣ . 1ta + ∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣ + ∑
|J|≤|I|
1
t− t0
∫ t
t0
(s′ − t0)
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′(4.12)
∣∣∣ZI (p̂ i)∣∣∣ . 1 + ∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣+ ∑
|J|≤|I|
1
t− t0
∫ t
t0
(s′ − t0)
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′,(4.13)
and ∣∣∣∣ZI (∫ s
t0
(s′ − t0)Γ̂ i
(
s′, s′
x
t
,
x
t
)
ds′
)∣∣∣∣ . ∑
|J|≤|I|
∫ s
t0
(s′ − t0)
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′(4.14)
∣∣∣∣ZI (∫ t
s
Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′
)∣∣∣∣ . ∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣ + ∑
|J|≤|I|
∫ t
s
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′,(4.15)
for i = 1, 2, 3. In particular, for |I| ≤ ⌊N2 ⌋+ 2,∣∣∣ZI (X2(t0)i)∣∣∣+ ∣∣∣ZI (p̂ i)∣∣∣ ≤ C, ∣∣∣∣ZI (xit − p̂ i
)∣∣∣∣ ≤ Cta ,
for i = 1, 2, 3.
Proof. The bounds (4.11), (4.12) and (4.13) follow directly from Propositions 4.3, 4.4, 4.5 and Proposition
4.6, using also Proposition 2.2 and Corollary 2.4. The bounds (4.14) and (4.15) can be shown as in the proof
of Proposition 4.6. 
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Corollary 4.8. Suppose t ≥ t0 + 1, |x| ≤ ct, (t, x, p̂ ) ∈ supp(f) and the bounds (4.1) hold, then∣∣∣∣ZI (X i2(s, t, x, p̂ )s
)∣∣∣∣ . 1 + ∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣ + ∑
|J|≤|I|
∫ t
t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ s′
s′ + s
ds′,(4.16)
and ∣∣∣∣ZI (X i2(s, t, x, p̂ )s − xit
)∣∣∣∣ . 1sa + ∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣ + ∑
|J|≤|I|
∫ t
t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ s′
s′ + s
ds′,(4.17)
for all t0 ≤ s ≤ t, i = 1, 2, 3. In particular, for |I| ≤
⌊
N
2
⌋
+ 2,
(4.18)
∣∣∣∣ZI (X i2(s, t, x, p̂ )s − xit
)∣∣∣∣ . 1sa .
Moreover
(4.19)
∣∣∣∣ZI(xit − P̂ i2(s, t, x, p̂ ))
∣∣∣∣ . 1ta + ∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣ + ∑
|J|≤|I|
∫ t
t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ s′
s′ + s
ds′
In particular, for |I| ≤ ⌊N2 ⌋+ 2,
(4.20)
∣∣∣∣ZI (P̂ i2(s, t, x, p̂ )− xit
)∣∣∣∣ . 1sa .
Proof. After writing
X i2(s, t, x, p̂ ) = X
i
2(t0, t, x, p̂ ) +
(
X i2(s, t, x, p̂ )−X i2(t0, t, x, p̂ )
)
= X i2(t0, t, x, p̂ ) + (s− t0)p̂ i + (s− t0)
∫ t
s
Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′ +
∫ s
t0
(s′ − t0)Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′,
Proposition 4.7 implies that∣∣∣ZI (X i2(s, t, x, p̂ ))∣∣∣ ≤ Cs
[
1 +
∑
|J|≤|I|−1
t
∣∣(ZJΓ)(t, x)∣∣ + ∑
|J|≤|I|
1
t− t0
∫ t
t0
(s′ − t0)
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′]
+ Cs
∑
|J|≤|I|
∫ t
s
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′ + C ∑
|J|≤|I|
∫ s
t0
(s′ − t0)
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′.
The proof of the bound (4.16) follows after dividing by s and using the fact that∫ t
t0
s′ − t0
t− t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′ . ∫ t
s
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′ + ∫ s
t0
s′
s
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′,
and 1 . s
′
s′+s . 1 if s ≤ s′, and s
′
s .
s′
s′+s .
s′
s . The proof of (4.17) follows similarly by writing
X i2(s, t, x, p̂ )
s
− x
i
t
=
(
p̂ i − x
i
t
)
− t0
s
p̂ i +
X i2(t0, t, x, p̂ )
s
+
(s− t0)
s
∫ t
s
Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′ +
1
s
∫ s
t0
(s′ − t0)Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′,
and using the bound (4.12). The bound (4.19) similarly follows from Proposition 4.7 after writing,
xi
t
− P̂ i2(s, t, x, p̂ ) =
xi
t
− p̂ i −
∫ t
s
Γ̂
i
(
s′, s′
x
t
,
x
t
)
ds′.
The lower order estimates (4.18) and (4.20) follow from rewriting,∫ t
t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ s′
s′ + s
ds′ .
∫ t
s
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′ + ∫ s
t0
s′
s
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′,
and using the pointwise bounds (4.1) for lower order derivatives of Γ. 
28
4.4. Schematic notation and repeated vector fields applied to differences. To make long expressions
more concise, the s dependence of many quantities is surpressed throughout this section.
The proofs of Proposition 4.21 and Proposition 4.24 below follow from applying vector fields to the system
(2.10)–(2.11). It is therefore necessary to estimate vector fields applied to the difference
(4.21) Γ̂(X, P̂ )− Γ̂(X1, P̂1) = Γ(X) ·Λ(P̂ )−Γ(X1) ·Λ(P̂1) = (Γ(X)−Γ(X1)) ·Λ(P̂ )+Γ(X1) ·(Λ(P̂ )−Λ(P̂1)),
which appears on the right hand side of equation (2.11), where X1(s) = sx/t and P̂1 =
dX1
ds = x/t, and Λ is
defined in (2.2). The following result is straightforward to show.
Lemma 4.9. Given Y1, . . . , Yk, Y ∈ R3 and F : R3 → R, let Y1 · · ·Yk · (∂kF )(Y ), denote the sum of
Y j11 · · ·Y jkk · (∂j1 · · · ∂jkF )(Y ) over all components 1 ≤ ji ≤ n for i = 1, . . . , k. We have
(4.22) Z
J
(F (X)− F (X1)) =
∑
k<|J|/2, J1+···+Jk=J, 1≤|J1|≤···≤|Jk|
cJ1...Jk Z
J1
X1 · · ·ZJkX1 ·
(
(∂kF )(X)− (∂kF )(X1)
)
+
∑
k<|J|/2, J1+···+Jk=J, 1≤|J1|≤···≤|Jk|
cJ1...Jk
∑
1≤ℓ≤k
Z
J1
X · · ·ZJℓ−1X ZJℓ(X −X1) ZJℓ+1X1 · · ·ZJkX1 · (∂kF )(X),
+
∑
k≥|J|/2, J1+···+Jk=J, 1≤|J1|≤···≤|Jk|
c′J1...Jk Z
J1
X · · ·ZJkX · ((∂kF )(X)− (∂kF )(X1))
+
∑
k≥|J|/2, J1+···+Jk=J, 1≤|J1|≤···≤|Jk|
c′J1...Jk
∑
1≤ℓ≤k
Z
J1
X1 · · ·ZJℓ−1X1 ZJℓ(X −X1) ZJℓ+1X · · ·ZJkX · (∂kF )(X1)
where the sums are over all possible partitions of the multi index J into into nonempty sub indices J1 to Jk.
Proof. First one differentiates to get a sum of terms of the form
Z
I1
X · · ·ZIkX · (∂kF )(X)− ZI1X1 · · ·ZIkX1 · (∂kF )(X1),
and then one makes a different decomposition depending on the size of k. Then one proceeds by organizing
them in order so |I1| is smallest. If k < |J |/2 one writes
Z
I1
X · · ·ZIkX · (∂kF )(X)− ZI1X1 · · ·ZIkX1 · (∂kF )(X1)
= Z
I1
X · · ·ZIkX · ((∂kF )(X)− (∂kF )(X1)) + (ZI1X · · ·ZIkX − ZI1X1 · · ·ZIkX1) · (∂kF )(X1)
and replaces them one by one
Z
I1
X · · ·ZIkX = ZI1X · · ·ZIk(X −X1) + ZI1X · · ·ZIkX1
= Z
I1
X · · ·ZIk(X −X1) + ZI1X · · ·ZIk−1(X −X1)ZIkX1 + ZI1X · · ·ZIk−1X1ZIkX1 = ...
This produces the first two sums with k < |J |/2. For k ≥ |J |/2 one simply does the same thing but with X1
and X interchanged. 
Note that, for each term in the equality (4.22), |Ji| ≤ |J |/2 if i 6= k and therefore, in the applications of
Lemma 4.9 below, the factors Z
Ji
X can be estimated by the their L∞ norms using induction by previous
estimates. Given that X1 is known the expression (4.22) can be thought of as linear in the unknown X−X1.
However when we prove L2 estimates for high derivatives we also have to take into account how ZJkX1
depends on high derivatives of Γ. Either k ≤ |J |/2 is small, in which case we can use L∞ estimates for ∂kF
and ∂k+1F , or k ≥ |J |/2 is large, and as a result |Ji| ≤ |J |/2 are small for all i, and we can use L∞ estimates
for all the other factors. Applying Lemma 4.9 we get the following estimates:
Lemma 4.10. Recall the function Λ from (4.21). Suppose |ZK P̂ | ≤ C for |K| ≤ |L|/2. Then∣∣ZL(Λ(P̂ )− Λ(P̂1))∣∣ . ∑
|M|≤|L|
∣∣ZM (P̂ − P̂1)∣∣,(4.23)
∣∣ZL(Λ(P̂1))∣∣ . 1.(4.24)
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Proof. The bound (4.23) follows from an appropriate version of Lemma 4.9 after noting that |ZI(P̂ 1)| . 1 for
any I, using the form of the vector fields Z and the fact that P̂ 1(t, x) =
x
t . The term (∂
kΛ)(P̂ )− (∂kΛ)(P̂ 1)
is estimated by ∣∣∣(∂kΛ)(P̂ )− (∂kΛ)(P̂1)∣∣∣ . ∣∣∣P̂ − P̂1∣∣∣ ,
since Λ is smooth. The bound (4.24) is even simpler. 
Lemma 4.11. Suppose |ZKX | ≤ Cs for |K| ≤ |J |/2. Then
∣∣ZJ(Γ(X)− Γ(X1))∣∣ . ∑
|K|≤|J|/2
∣∣(ZKΓ)(X)∣∣∑
|M|≤|J|
|ZM (X −X1)|
s
+
∑
|M|≤|J|
∣∣(ZMΓ)(X)− (ZMΓ)(X1)∣∣
+
∑
|K|≤|J|/2
|ZK(X −X1)|
s
∑
|M|≤|J|
∣∣(ZMΓ)(X1)∣∣
and ∣∣ZJ(Γ(X1))∣∣ .∑
|M|≤|J|
∣∣(ZMΓ)(X1)∣∣
Proof. The Lemma is again a straightforward application of Lemma 4.9, noting again that
∣∣∣ZX1s ∣∣∣ . 1 for
any I since X1(s, t, x) = s
x
t . Note that
∂kΓ(t, x) = t−k
∑
|K|≤k
AK(x/t)(Z
KΓ)(t, x),
for some homogeneous functions A that are smooth when |x|/t ≤ c < 1, and hence,
sk
∣∣(∂kΓ)(X)− (∂kΓ)(X1)∣∣ . ∑
|K|≤k
∣∣(ZKΓ)(X)− (ZKΓ)(X1)∣∣+ |X −X1|
s
∑
|K|≤k
∣∣(ZMΓ)(X1)∣∣.

In the application we will estimate Γ with its L∞ norms for low derivatives:
Lemma 4.12. Suppose |ZKX | ≤ Cs for |K| ≤ |J |/2. Then
∣∣ZJ(Γ(X)− Γ(X1))∣∣ .∑
|K|≤|J|/2+1
∥∥(ZKΓ)(s, ·)∥∥
L∞
∑
|M|≤|J|
|ZM (X −X1)|
s
+
∑
|M|≤|J|
∣∣(ZMΓ)(X)− (ZMΓ)(X1)∣∣
+
∑
|K|≤|J|/2
|ZK(X −X1)|
s
∑
|M|≤|J|
∣∣(ZMΓ)(X1)∣∣,
∣∣ZJ(Γ(X1))∣∣ . ∑
|M|≤|J|
∣∣(ZMΓ)(X1)∣∣.
Instead of applying vector fields to the decomposition (4.21) we first differentiate and then apply this
decomposition if more derivatives fall on Γ but if more fall on Λ we apply the decomposition with Λ(P̂ )
interchanged with Λ(P̂1) and Γ(X) with Γ(X1):
Z
I(
Γ̂(X, P̂ )−Γ̂(X1, P̂1)
)
=
∑
J+L=I, |J|≥|I|/2,|L|≤|I|/2
Z
J
(Γ(X)−Γ(X1))·ZLΛ(P̂ )+ZJΓ(X1)·ZL(Λ(P̂ )−Λ(P̂1))
∑
J+L=I, |J|<|I|/2,|L|>|I|/2
Z
J
(Γ(X)− Γ(X1)) · ZLΛ(P̂1) + ZJΓ(X) · ZL(Λ(P̂ )− Λ(P̂1)).
Using this decomposition and the previous lemmas we obtain:
30
Proposition 4.13. Suppose |ZKX |/s+ |ZK P̂ | ≤ C for |K| ≤ |I|/2. Then
∣∣ZI(Γ̂(X, P̂ )− Γ̂(X1, P̂1))∣∣ . ∑
|K|≤|I|/2+1
∥∥(ZKΓ)(s, ·)∥∥
L∞
∑
|J|≤|I|
|ZJ(X−X1)|
s
+
∣∣ZJ(P̂−P̂1)∣∣
+
∑
|J|≤|I|
(∣∣(ZJΓ)(X)− (ZJΓ)(X1)∣∣+∑
|K|≤|I|/2
( |ZK(X −X1)|
s
+
∣∣ZK(P̂ − P̂1)∣∣)∣∣(ZJΓ)(X1)∣∣),
and ∣∣ZJ(Γ̂(X1, P1))∣∣ .∑
|M|≤|J|
∣∣(ZMΓ)(X1)∣∣.
Proof. The above decomposition and Lemma 4.10 give∣∣∣ZI(Γ(X) · Λ(P̂ )− Γ(X1) · Λ(P̂1))∣∣∣ . ∑
|J|≤|I|
∣∣ZJ(Γ(X)− Γ(X1))∣∣ + ∣∣ZJ(Γ(X1))| ∑
|L|≤|J|/2
∣∣ZL(P̂ − P̂1)∣∣
+
∑
|J|≤|I|/2
∣∣ZJ(Γ(X))|∑
|L|≤|I|
∣∣ZL(P̂ − P̂1)∣∣.
The first bound then follows from Lemma 4.12. The proof of the second bound is straightforward. 
Corollary 4.14. Suppose that |ZKX |/s+ |ZKP̂ | ≤ C, for |K| ≤ |I|/2. Then∣∣ZI(Γ̂(X, P̂ )− Γ̂(X1, P̂1))∣∣ . ∑
|K|≤|I|+1
∥∥(ZKΓ)(s, ·)∥∥
L∞
∑
|J|≤|I|
( |ZJ(X−X1)|
s
+
∣∣ZJ(P̂−P̂1)∣∣),
∣∣ZI(Γ̂(X1, P̂1))∣∣ .∑
|K|≤|I|
∥∥(ZKΓ)(s, ·)∥∥
L∞
.
Apart from controlling vector fields applied to X1 and P̂1 we also control vector fields applied to X2
and P̂2, and moreover the differences X1 − X2 and P̂1 − P̂2 decay, see (4.5) and (4.6) and the following
propositions. Furthermore because of the definition of X2 and P̂2 in terms of X1 and P̂1 the differences
X = X −X2 and P = P̂ − P̂2 are small, see Proposition 2.3. It may be tempting to write this as differences
with Γ̂ evaluated at (X2, P2). However we do not want to involve an estimate of Γ applied to X2 so instead
we will first differentiate (4.21) and use the decomposition X1−X = X1 −X2 −X to the factors that come
out when we differentiated.
4.5. Parameter derivatives of the equations and vector fields applied to their differences. The
vector fields applied to the system (2.10)–(2.11) will be estimated by integrating from the final time t and
in order to do this we need to control the final conditions for Z
I
X and Z
I
P at time t. If Z only consist of
space derivatives these vanish, but some of our vector fields also have time components. Therefore we need
to estimate higher dds derivatives of the system, which can be recast as spacetime derivatives. Recall that
X̂ (s) = (s,X(s)). We have
dX̂
ds
= P̂ ,
dP̂
ds
= Γ(X̂ ) · Λ(P̂ ).
The structure of higher order dds derivatives is very simple. Either the derivative falls on Λ(P̂ ), in which
case we can substitute the second equation for dP̂ /ds and get another factor of Γ(X̂ ), or the derivative falls
Γ(X̂ ), which produces a derivative ∂Γ. Hence we get the system
dX̂(k)
ds
= P̂ (k),
dP̂ (k)
ds
= Γ̂(k)(X̂ , P̂ ), where X̂(k) =
dkX̂
dsk
, P̂ (k) =
dkP̂
dsk
,
where
(4.25) Γ̂(k)(X̂ , P̂ ) = Γ(k)(X̂ ) · Λ(k)(P̂ ) :=
∑
k1+·+km+m=k+1,
0≤k1≤···≤km≤k
(∂k1Γ)(X̂ ) · · · (∂kmΓ)(X̂ ) · Λk1,...,km(P̂ ).
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Here the first dot product is schematic notation to be interpreted as dot products of elements Γ(k) and Λ(k)
in some larger dimensional space whose components corresponds to the terms in the sum. We now also want
to take dds derivatives of
dX̂2
ds
= P̂2,
dP̂2
ds
= Γ(X̂1) · Λ(P̂1), and dX̂1
ds
= P̂1,
dP̂1
ds
= 0.
Then
(4.26)
dX
(k)
ds
= P
(k)
,
dP
(k)
ds
= Γ̂(k)(X̂, P̂ )− Γ̂(k)(X̂1, P̂1) + Γ̂(k,2)(X̂1, P̂1), if X(k)= d
kX
dsk
, P
(k)
=
dkP
dsk
,
where
(4.27) Γ̂(k,2)(X̂ , P̂ )= Γ(k,2)(X̂ ) · Λ(k)(P̂ ) =
∑
k1+·+km+m=k+1,
0≤k1≤···≤km≤k,m≥2
(∂k1Γ)(X̂ ) · · · (∂kmΓ)(X̂ ) · Λk1,...,km(P̂ ).
Here Γ(k) satisfies the same estimates as ∂kΓ whereas Γ(k,2) is at least quadratic in Γ (note m ≥ 2 in the
summation) and hence satisfies the same estimates as ∂k−1Γ multiplied with Γ, which decays s−a faster than
another derivative. We have
Lemma 4.15. Suppose that t|ZIΓ(t, x)| . 1 for |I| ≤ (|L|+ k)/2. Then
tk|ZLΓ(k)(t, x)| .
∑
|I|≤|L|+k
|ZIΓ(t, x)|,
tk|ZLΓ(k,2)(t, x)| .
∑
|M|≤(|L|+k)/2
t|ZIΓ(t, x)|
∑
|I|≤|L|+k
|ZIΓ(t, x)|.
We can now apply the estimates from the previous section with Γ̂(k) respectively Γ̂(k,2) in place of Γ̂.
Proposition 4.16. Suppose |ZKX |/s+ |ZK P̂ | ≤ C for |K| ≤ |L|/2. Set n = |L|+ k. Then
sk
∣∣ZL(Γ̂(k)(X, P̂ )− Γ̂(k)(X1, P̂1))∣∣ . ∑
|K|≤n/2+1
∥∥(ZKΓ)(s, ·)∥∥
L∞
∑
|J|≤|L|
|ZJ(X−X1)|
s
+
∣∣ZJ(P̂−P̂1)∣∣
+
∑
|J|≤n
(∣∣(ZJΓ)(X)− (ZJΓ)(X1)∣∣+ ∑
|K|≤|L|/2
( |ZK(X −X1)|
s
+
∣∣ZK(P̂ − P̂1)∣∣)∣∣(ZJΓ)(X1)∣∣),
and
sk
∣∣ZL(Γ̂(k,2)(X1, P1))∣∣ . ∑
|K|≤n/2
s
∥∥(ZKΓ)(s, ·)∥∥2
L∞
+
∑
|K|≤n/2
s
∥∥(ZKΓ)(s, ·)∥∥
L∞
∑
|M|≤n
∣∣(ZMΓ)(X1)∣∣.
The following corollary of Proposition 4.16 is used at lower orders.
Corollary 4.17. Suppose that |ZKX |/s+ |ZKP̂ | ≤ C, for |K| ≤ |L|/2, and |ZMX1|/s + |ZMP̂1| ≤ C, for
|M | ≤ |L|. Set n = |L|+ k. Then
sk
∣∣ZL(Γ̂(k)(X, P̂ )− Γ̂(k)(X1, P̂1))∣∣ . ∑
|K|≤n+1
∥∥(ZKΓ)(s, ·)∥∥
L∞
∑
|J|≤|L|
( |ZJ(X−X1)|
s
+
∣∣ZJ(P̂−P̂1)∣∣),
sk
∣∣ZL(Γ̂(k,2)(X1, P̂1))∣∣ . ∑
|K|≤n
s
∥∥(ZKΓ)(s, ·)∥∥2
L∞
.
4.6. The final conditions. Note that, for any Y (s, t, x, p̂ ),
(4.28)
Z (Y (t, t, x, p̂ )) = Z(t)
dY
ds
(t, t, x, p̂ ) + (ZY )(t, t, x, p̂ ), where (ZY )(t, t, x, p̂ ) = Z (Y (s, t, x, p̂ )) |s=t.
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Repeated application (4.28) inductively implies that
(Z
I
Y )(t, t, x, p̂ ) = Z
I
(Y (t, t, x, p̂ )) +
∑
J1+···+Jk+1+J=I, |Ji|≥1, k≥0
CI,J1,...,Jk+1,J Z
J1
(t) · · ·ZJk+1(t)(ZJY (k+1))(t, t, x, p̂ ),(4.29)
where Y (k) = dkY/dsk and Z
Ji
(t) = ZJi(t) are constants time t or xj , for some j. Applying (4.29) to Y = X
and Y = P noting that X(t, t, x, p̂ ) = P (t, t, x, p̂ ) = 0 gives
(Z
I
P )(t, t, x, p̂ ) =
∑
J1+···+Jk+1+L=I, |Ji|≥1, k≥0
CI,J1,...,Jk+1,L Z
J1
(t) · · ·ZJk+1(t)(ZLP (k+1))(t, t, x, p̂ ),
(Z
I
X)(t, t, x, p̂ ) =
∑
J1+···+Jk+2+L=I, |Ji|≥1, k≥0
C′I,J1,...,Jk+2,L Z
J1
(t) · · ·ZJk+2(t)(ZLP (k+1))(t, t, x, p̂ ).
where for the proof of the last inequality we also used the first. Hence
|(ZIP )(t, t, x, p̂ )| .
∑
|L|+k≤|I|−1, k≥0
tk+1
∣∣(ZLP (k+1))(t, t, x, p̂ )∣∣,
|(ZIX)(t, t, x, p̂ )| .
∑
|L|+k≤|I|−2, k≥0
tk+2
∣∣(ZLP (k+1))(t, t, x, p̂ )∣∣.
and by (4.26):
Lemma 4.18. With Γ̂(k) and Γ̂(k,2) as in (4.25) and (4.27) we have
|ZIP | .
∑
|L|+k≤|I|−1, k≥0
tk+1
∣∣ZL(Γ̂(k)(X̂, P̂ )− Γ̂(k)(X̂1, P̂1))∣∣+ tk+1∣∣ZL(Γ̂(k,2)(X̂1, P̂1))∣∣, at s = t,
|ZIX| .
∑
|L|+k≤|I|−2, k≥0
tk+2
∣∣ZL(Γ̂(k)(X̂, P̂ )− Γ̂(k)(X̂1, P̂1))∣∣+ tk+2∣∣ZL(Γ̂(k,2)(X̂1, P̂1))∣∣, at s = t,
where everything is evaluated at (s, t, x, p̂ ) where s = t.
We can now apply the estimates from the previous section.
Proposition 4.19. Suppose t ≥ t0 + 1, |x| ≤ ct, (t, x, p̂ ) ∈ supp(f) and the bounds (4.1) hold. Then, for
|I| ≤ N/2 + 2, ∣∣ZI(P i(s, t, x, p̂ ))∣∣
s=t
∣∣+ t−1∣∣ZI(Xi(s, t, x, p̂ ))∣∣
s=t
∣∣ . εt−2a.
Proof. We will use induction to prove this. Assuming its true for |I| < m ≤ N/2 + 1 the assumptions of
Corollary 4.17 hold at s = t and writing X −X1 = X +X2 −X1 and P̂ − P̂1 = P + P̂2 − P̂1 and using the
estimates (4.18) and (4.20) for X2 −X1 respectively P̂2 − P̂1 respectively we get
tk+1
∣∣ZL(Γ̂(k)(X, P̂ )− Γ̂(k)(X1, P̂1))∣∣ . ε
ta
∑
|J|≤|L|
( |ZJ(X−X1)|
t
+
∣∣ZJ(P̂−P̂1)∣∣) . ε
t2a
+
ε
ta
∑
|J|≤|L|
( |ZJX|
s
+
∣∣ZJP ∣∣)
tk+1
∣∣ZL(Γ̂(k,2)(X1, P̂1))∣∣ . ε
t2a
.
Assuming that the proposition is true for |I| < m it now follows from this and previous lemma that its also
true for |I| = m. 
Proposition 4.20. Suppose t ≥ t0 + 1, |x| ≤ ct, (t, x, p̂ ) ∈ supp(f) and the bounds (4.1) hold. Then, for
|I| ≤ N ,∣∣∣ZJ (P i(s, t, x, p̂ )) |s=t∣∣∣ . ε
t2a
+
1
ta
∑
|J|≤|I|−1
(
t
∣∣(ZJΓ)(t, x)∣∣+ ∫ t
t0
s′ − t0
t− t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′),
∣∣∣ZI (X i(s, t, x, p̂ )) |s=t∣∣∣ . εt1−2a + t1−a ∑
|J|≤|I|−1
(
t
∣∣(ZJΓ)(t, x)∣∣+ ∫ t
t0
s′ − t0
t− t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′).
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Proof. We will use induction to prove this. Assuming its true for |I| < m ≤ N/2 + 1 the assumptions of
Proposition 4.16 hold at s = t
tk+1
∣∣ZL(Γ̂(k)(X,P̂ )− Γ̂(k)(X1,P̂1))∣∣. 1
ta
∑
|J|≤|L|
(
ε
|ZJ(X−X1)|
t
+ ε
∣∣ZJ(P̂ − P̂1)∣∣+ ε
ta
+
∑
|J|≤|L|+k
t
∣∣(ZJΓ)(X1)∣∣)
and
tk+1
∣∣ZL(Γ̂(k,2)(X1, P1))∣∣ . ε
t2a
+
1
ta
∑
|M|≤|L|+k
t
∣∣(ZMΓ)(X1)∣∣,
since |Z
I
X1|
t + |Z
I
P̂1| ≤ C for any multi index I, using the form of the vector fields Z. Hence writing
X −X1 = X +X2 −X1 and P̂ − P̂1 = P + P̂2 − P̂1 we get
tk+1
∣∣ZL(Γ̂(k)(X,P̂ )− Γ̂(k)(X1,P̂1))∣∣+ tk+1∣∣ZL(Γ̂(k,2)(X1, P1))∣∣
.
ε
ta
∑
|J|≤|L|
( |ZJX|
t
+
∣∣ZJP ∣∣)+ 1
ta
∑
|J|≤|L|
(
ε
|ZJ(X2−X1)|
t
+ ε
∣∣ZJ(P̂2− P̂1)∣∣+ ε
ta
+
∑
|J|≤|L|+k
t
∣∣(ZJΓ)(X1)∣∣).
Using induction for the first sum and the estimates (4.17) and (4.19) for X2 −X1 and P̂2 − P̂1 respectively,
the proposition follows. 
4.7. L∞ estimates for lower order derivatives of geodesics. The estimates in the previous sections
easily lead to pointwise bounds for lower order derivatives of X(s, t, x, p) and P (s, t, x, p).
Proposition 4.21. Suppose t ≥ t0 + 1, |x| ≤ ct, (t, x, p̂ ) ∈ supp(f) and the bounds (4.1) hold. Then, for
i = 1, 2, 3,
s2a−1
∣∣∣ZI (X(s, t, x, p))∣∣∣+ s2a ∣∣∣ZI (P (s, t, x, p))∣∣∣ ≤ Cε,
for all t0 ≤ s ≤ t, for |I| = 0, 1, . . . ,
⌊
N
2
⌋
+ 1.
Proof. The proof proceeds by induction. Clearly the result is true when |I| = 0 by Proposition 2.3. Assume
the result is true for all |I| ≤ k, for some k ≤ ⌊N2 ⌋. Then I clearly satisfies the assumptions of Corollary
4.14 and so, by the equations (2.10), (2.11) and the pointwise bounds (4.1),∣∣∣ d
ds
Z
I
(
P
i
(s)
) ∣∣∣ = ∣∣∣ZI (Γ̂ i (s,X(s), P̂ (s)) − Γ̂ i (s, sx
t
,
x
t
))∣∣∣ . ε
s1+a
∑
|J|≤|I|
( |ZJ(X−X1)|
s
+
∣∣ZJ(P̂−P̂1)∣∣),
where we recall X1(s, t, x) = s
x
t and P̂1(t, x) =
x
t . Writing X−X1 = X+X2−X1 and P̂ − P̂1 = P + P̂2− P̂1
and using the estimates (4.18) and (4.20) for X2 −X1 respectively P̂2 − P̂1 respectively, this gives,∣∣∣ d
ds
Z
I
(
P
i
(s)
) ∣∣∣ . ε
s1+2a
+
ε
s1+a
∑
|J|≤|I|
( |ZJ(X(s))|
s
+
∣∣ZJ(P (s))∣∣).
Integrating backwards from s = t and using Proposition 4.19,∣∣∣ZI (P i(s))∣∣∣ . ε
s2a
+ ε
∑
|J|≤|I|
∫ t
s
( |ZJ(X(s˜))|
s˜2+a
+
∣∣ZJ(P (s˜))∣∣
s˜1+a
)
ds˜,
and so, after summing over i = 1, 2, 3 and I, the Gro¨nwall inequality, Lemma 4.23, gives∣∣∣ZI (P (s))∣∣∣ . ε
s2a
+ ε
∑
|J|≤|I|
∫ t
s
|ZJ(X(s˜))|
s˜2+a
ds˜.
The equation (2.10) and Proposition 4.19 then give, after integrating backwards from s = t again,∣∣∣ZI (Xi(s))∣∣∣ . ε+ ε ∑
|J|≤|I|
∫ t
s
|ZJ(X(s˜))|
s˜1+a
ds˜,
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where the fact that, for any function λ(s),∫ t
s
∫ t
s′
λ(s˜)ds˜ds′ =
∫ t
s
∫ t
s
χ{s′≤s˜}ds
′λ(s˜)ds˜ =
∫ t
s
(s˜− s)λ(s˜)ds˜,
has been used (here χ{s′≤s˜} is the indicator function of the interval [s
′, s˜]). Another application of the
Gro¨nwall inequality, after summing over i = 1, 2, 3 and I, completes the proof. 
Corollary 4.8 and Proposition 4.21 immediately yield the following sharp pointwise bounds.
Proposition 4.22. Suppose t ≥ t0 + 1, |x| ≤ ct, (t, x, p̂ ) ∈ supp(f) and the bounds (4.1) hold. Then, for
i = 1, 2, 3,
s−1
∣∣ZI(X(s, t, x, p))∣∣+ ∣∣ZI(P̂ (s, t, x, p))∣∣ ≤ C,
for all t0 ≤ s ≤ t, for |I| = 0, 1, 2, . . . ,
⌊
N
2
⌋
+ 1.
The following form of the Gro¨nwall inequality was used in the proof of Proposition 4.21 above, and will
be used in the proof of Proposition 4.24 below.
Lemma 4.23. For continuous functions v, a, b : [t0, t]→ R, if
v(s) ≤
∫ t
s
a(s′)v(s′)ds′ + b(s),
for s ∈ [t0, t], then
v(s) ≤ b(s) +
∫ t
s
a(s′)b(s′)e
∫
s′
s
a(s′′)ds′′ds′.
4.8. Higher order estimates for derivatives of geodesics. The main result of this section is the fol-
lowing.
Proposition 4.24. Suppose t ≥ t0 + 1, |x| ≤ ct, (t, x, p̂ ) ∈ supp(f) and the bounds (4.1) hold. Then, for
i = 1, 2, 3,∣∣∣ZI (X(s, t, x, p̂ )i)∣∣∣ . εs1−2a + t2−a ∑
|J|≤|I|−1
∣∣(ZJΓ)(t, x)∣∣ + ∑
|J|≤|I|
∫ t
t0
(s′)1−a
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′
+
∑
|J|≤|I|
∫ t
s
s′
∣∣∣(ZJΓ)(s′, s′x
t
)
− (ZJΓ) (s′, X(s′))
∣∣∣ ds′(4.30)
and, ∣∣∣ZI (P (s, t, x, p̂ )i)∣∣∣ . εs−2a + t
sa
∑
|J|≤|I|−1
∣∣(ZJΓ)(t, x)∣∣+ ∑
|J|≤|I|
∫ t
t0
(s′)−a
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′
+
∑
|J|≤|I|
∫ t
s
∣∣∣(ZJΓ)(s′, s′x
t
)− (ZJΓ) (s′, X(s′))∣∣∣ ds′(4.31)
for all t0 ≤ s ≤ t, |I| ≤ N .
Proof. Let I be a multi index with |I| ≤ N . Using the equation (2.11) and Proposition 4.13,∣∣∣dZI(P i(s))
ds
∣∣∣ . ∑
|K|≤⌊ |I|2 ⌋+1
‖(ZKΓ)(s, ·)‖L∞
∑
|J|≤|I|
( |ZJ(X −X1)|
s
+ |ZJ(P̂ − P̂1)|
)
+
∑
|J|≤|I|
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣ ∑
|K|≤⌊ |I|2 ⌋+1
( |ZK(X −X1)|
s
+ |ZK(P̂ − P̂1)|
)
+
∑
|J|≤|I|
∣∣∣(ZJΓ)(s, sx
t
)− (ZJΓ) (s,X(s)) ∣∣∣.
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Writing,
X(s)−X1(s)
s
=
X(s)
s
+
X2(s)
s
− x
t
, P̂ (s)− P̂1(s) = P (s) + P̂ 2(s)− x
t
,
and using Corollary 4.8, Proposition 4.21 and the pointwise bounds (4.1) for Γ gives,∣∣∣dZI(P i(s))
ds
∣∣∣ . ε ∑
|J|≤|I|
( |ZJ (X(s)) |
s2+a
+
|ZJ (P (s)) |
s1+a
)
+ F|I|(s, t, x, p̂ ),
where
F|I|(s, t, x, p̂ ) =
ε
s1+2a
+
t
s1+a
∑
|J|≤|I|−1
∣∣(ZJΓ)(t, x)∣∣ + 1
sa
∑
|J|≤|I|
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣
+
1
s1+a
∑
|J|≤|I|
∫ t
t0
∣∣∣(ZJΓ)(s′, s′ x
t
)∣∣∣ s′
s′ + s
ds′ +
∑
|J|≤|I|
∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ .
Integrating backwards from s = t gives,∣∣∣ZI(P i(s))∣∣∣ . ∣∣∣ZI(P i(s))|s=t∣∣∣+ ∫ t
s
ε
∑
|J|≤|I|
( |ZJ (X(s˜)) |
s˜2+a
+
|ZJ (P (s˜)) |
s˜1+a
)
+ F|I|(s˜, t, x, p̂ )ds˜.
Summing over i = 1, 2, 3 and I, the Gro¨nwall inequality 4.23 gives∣∣∣ZI(P i(s))∣∣∣ . ∣∣∣ZI(P i(s))|s=t∣∣∣ + ∫ t
s
ε
∑
|J|≤|I|
|ZJ (X(s˜)) |
s˜2+a
+ F|I|(s˜, t, x, p̂ )ds˜.
Integrating backwards from s = t again, the equation (2.10) implies∣∣∣ZI(Xi(s))∣∣∣ . ∣∣∣ZI(Xi(s))|s=t∣∣∣+ (t− s) ∣∣∣ZI(P i(s))|s=t∣∣∣+ ∫ t
s
ε
∑
|J|≤|I|
|ZJ (X(s˜)) |
s˜1+a
+ s˜F|I|(s˜, t, x, p̂ )ds˜,
where the fact that, for any function λ(s),∫ t
s
∫ t
s˜
λ(s′)ds′ds˜ =
∫ t
s
∫ t
s
χ{s˜≤s′}ds˜λ(s
′)ds′ =
∫ t
s
(s′ − s)λ(s′)ds′,
has been used. Another application of the Gro¨nwall inequality 4.23 gives∣∣∣ZI(Xi(s))∣∣∣ . ∣∣∣ZI(Xi(s))|s=t∣∣∣+ (t− s) ∣∣∣ZI(P i(s))|s=t∣∣∣+ ∫ t
s
s˜F|I|(s˜, t, x, p̂ )ds˜.
The bound (4.30) follows from Proposition 4.20, along with the fact that,∫ t
s
1
s˜a
∫ t
t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ s′
s′ + s˜
ds′ds˜
.
∫ t
s
1
s˜a
∫ t
s˜
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′ + 1
s˜1+a
∫ s˜
t0
s′
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′ds˜,
and, for any nonnegative function λ(s),∫ t
s
1
s˜1+a
∫ s˜
t0
s′λ(s′)ds′ds˜ .
∫ t
t0
∫ t
t0
1
s˜1+a
χ{s′≤s˜}ds˜s
′λ(s′)ds′ .
∫ t
t0
(s′)1−aλ(s′)ds′,
and ∫ t
s
1
s˜a
∫ t
s˜
λ(s′)ds′ds˜ .
∫ t
s
∫ t
s
1
s˜a
χ{s˜≤s′}ds˜λ(s
′)ds′ .
∫ t
s
(s′)1−aλ(s′)ds′.
The bound (4.31) follows similarly. 
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Corollary 4.25. Suppose t ≥ t0 + 1, |x| ≤ ct, (t, x, p̂ ) ∈ supp(f) and the bounds (4.1) hold. Then, for
i = 1, 2, 3,∣∣∣ZI (X(t0, t, x, p̂ )i)∣∣∣+ ∣∣∣ZI (P (t0, t, x, p̂ )i)∣∣∣ ≤ C(1 + ∑
|J|≤|I|−1
t2−a|(ZJΓ)(t, x)|
+
∑
|J|≤|I|
∫ t
t0
(s′)1−a
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣+ s′ ∣∣∣(ZJΓ)(s′, s′x
t
)
− (ZJΓ) (s′, X(s′))
∣∣∣ ds′).
Proof. The corollary is an immediate consequence of Proposition 4.7 and Proposition 4.24. 
4.9. Spacetime derivatives and small time. Since the vector fields Z become singular at time t = t0, in
this section the spacetime ∂t and ∂xi derivatives of X(s, t, x, p̂ ) and P̂ (s, t, x, p̂ ) are estimated for t0 ≤ t ≤
t0+1. Since the results of this section are local in time they are much simpler than those in previous sections.
In particular, it is not necessary to subtract the approximations X2, P̂ 2 from X and P̂ respectively. Note
that ∂ always denotes the spacetime gradient ∂ = (∂t, ∂x1 , ∂x2 , ∂x3). When applied to functions on P the
derivatives are, as usual, taken with respect to the (t, x, p̂ ) coordinate system.
It is first necessary to estimate derivatives of the equations (1.14).
Proposition 4.26. Let I be a multi index and suppose |∂KX |/s+ |∂K P̂ | ≤ C for all |K| ≤ |I|2 . Then,∣∣∣∂I (Γ̂ (s,X(s), P̂ (s)))∣∣∣ . ∑
|K|≤⌊ |I|2 ⌋+1
‖∂KΓ(s, ·)‖L∞
∑
|J|≤|I|
(
|∂JX(s)|+ |∂J P̂ (s)|
)
+
∑
|J|≤|I|
∣∣∂JΓ(s,X(s))∣∣ .
Proof. The proof follows exactly as in Proposition 4.13 (and is actually much simpler). 
In order to use the system (1.14) to estimate ∂IX(s, t, x, p̂ ) and ∂I P̂ (s, t, x, p̂ ), it is also necessary to
estimate the final conditions (note that this is completely straightforward unless ∂I contains ∂t derivatives).
Proposition 4.27. Let I be a multi index with |I| ≥ 1 and suppose |∂JΓ(t, x)| ≤ C for all |J | ≤
⌊
|I|
2
⌋
+ 1.
Then ∣∣∣(∂I P̂ )(t, t, x, p̂ )∣∣∣ . ∑
|J|≤|I|−1
∣∣(∂JΓ)(t, x)∣∣ , ∣∣(∂IX)(t, t, x, p̂ )∣∣ . 1 + ∑
|J|≤|I|−1
∣∣(∂JΓ)(t, x)∣∣ .
Proof. Recall the notation P̂
(k)
and Γ̂
(k)
from Section 4.5. By the formula (4.29) it follows that
(∂I P̂ )(t, t, x, p̂ ) =
∑
J1+...+Jk+1+L=I
|Ji|≥1,k≥0
CIJ1...Jk+1,L∂
J1t . . . ∂Jk+1t
(
∂LP̂
(k+1)
)
(t, t, x, p̂ ),
(∂IX)(t, t, x, p̂ ) = ∂Ix+
∑
J1+...+Jk+2+L=I
|Ji|≥1,k≥0
C′IJ1...Jk+2,L∂
J1t . . . ∂Jk+2t
(
∂LP̂
(k+2)
)
(t, t, x, p̂ ),
for some constants CIJ1...Jk+1,L, C
′
IJ1...Jk+2,L
, where the proof of the second uses the first and the fact that
dX(k)
ds = P̂
(k)
. Hence, ∣∣∣(∂I P̂ )(t, t, x, p̂ )∣∣∣ . ∑
|L|+k≤|I|−1, k≥0
∣∣∣(∂LP̂ (k+1))(t, t, x, p̂ )∣∣∣,
∣∣(∂IX)(t, t, x, p̂ )∣∣ . 1 + ∑
|L|+k≤|I|−2, k≥0
∣∣∣(∂LP̂ (k+1))(t, t, x, p̂ )∣∣∣.
The proof follows by noting that∣∣∣(∂LP̂ (k+1))(t, t, x, p̂ )∣∣∣ = ∣∣∣∂L(Γ̂ (k)(s,X(s), P̂ (s)))∣∣∣
s=t
∣∣∣ . ∑
|I|≤|L|+k
∣∣(∂IΓ)(t, x)∣∣ ,
by an appropriate version of Lemma 4.15. 
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Proposition 4.28. Suppose t0 ≤ t ≤ t0 + 1, and |∂JΓ(t′, x)| ≤ C for all t0 ≤ t′ ≤ t and |x| ≤ ct′ and
|J | ≤ ⌊N2 ⌋+ 2. Then, for |I| ≤ ⌊N2 ⌋+ 2,∣∣∂IX(s, t, x, p̂ )∣∣ + ∣∣∣∂IP̂ (s, t, x, p̂ )∣∣∣ ≤ C,
for all t0 ≤ s ≤ t.
Proof. Proposition 4.26 and the equation (1.14) imply∣∣∣d∂I P̂ i
ds
(s)
∣∣∣ . 1 + ∑
|J|≤|I|
(∣∣∂JX(s)∣∣+ ∣∣∣∂J P̂ (s)∣∣∣) .
Integrating backwards from s = t, by Proposition 4.27,∣∣∣∂I P̂ i(s)∣∣∣ . 1 + ∑
|J|≤|I|
∫ t
s
(∣∣∂JX(s′)∣∣+ ∣∣∣∂J P̂ (s′)∣∣∣) ds′.
Summing over I, the Gro¨nwall inequality, Lemma 4.23, gives∣∣∣∂I P̂ i(s)∣∣∣ . 1 + ∑
|J|≤|I|
∫ t
s
∣∣∂JX(s′)∣∣ ds′.
The result follows by integrating from s = t again and repeating. 
Proposition 4.29. Suppose t0 ≤ t ≤ t0 + 1 and |∂JΓ(t′, x)| ≤ C for all t0 ≤ t′ ≤ t and |x| ≤ ct′ and
|J | ≤ ⌊N2 ⌋+ 2. Then, for |I| ≤ N ,∣∣∂IX(s, t, x, p̂ )∣∣+ ∣∣∣∂I P̂ (s, t, x, p̂ )∣∣∣ . 1 + ∑
|J|≤|I|−1
∣∣∂JΓ(t, x)∣∣+ ∑
|J|≤|I|
∫ t
s
∣∣∂JΓ(s′, X(s′))∣∣ ds′,
for all t0 ≤ s ≤ t.
Proof. Proposition 4.26, the equation (1.14) and Proposition 4.28 now imply∣∣∣d∂I P̂ i
ds
(s)
∣∣∣ . 1 + ∑
|J|≤|I|
(∣∣∂JX(s)∣∣+ ∣∣∣∂J P̂ (s)∣∣∣+ ∣∣∂JΓ(s,X(s))∣∣) ,
and so Proposition 4.27 implies∣∣∣∂IP̂ (s)∣∣∣ . 1 + ∑
|J|≤|I|−1
∣∣∂JΓ(t, x)∣∣+ ∑
|J|≤|I|
∫ t
s
(∣∣∂JX(s′)∣∣+ ∣∣∣∂J P̂ (s′)∣∣∣+ ∣∣∂JΓ(s′, X(s′))∣∣) ds′.
The proof then proceeds exactly as in Proposition 4.28. 
5. Estimates for components of the energy momentum tensor
In this section a proof of Theorem 1.3 is given. Recall the discussion in Section 2.2. In order to use the
results of Section 4 it will again be assumed throughout most of this section that t ≥ t0+1, the bounds (4.1)
hold, and pi (supp(f)) ⊂ {|x| ≤ ct}, where pi : P → M is the natural projection. It is shown how Theorem
1.3 then follows in Section 5.4.
5.1. Derivatives of components of the energy momentum tensor in terms of derivatives of f .
Recall
T µν(t, x) =
∫
f(t, x, p̂ )pµpν
√− det g
p0
dp1dp2dp3.
The main result of this section is Proposition 5.4, which uses the bounds on Z
I
X and Z
I
P̂ of Corollary
4.25 to give bounds on ZIT µν . In order to prove the bounds for ZIT µν , it is convenient to first rewrite the
above integral in terms of the p̂ i variables.
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Proposition 5.1. There exists a function Λ, smooth provided |p̂ i| ≤ c < 1 for i = 1, 2, 3, such that
det
(
∂pi
∂p̂ j
)
(t, x, p̂ ) = Λ(p̂ , h(t, x)).
Proof. Define p̂ 0 = 1 and note that, since,
gαβp
αpβ = −1,
it follows that
2gαβp
α ∂p
β
∂pj
= 0,
and hence,
∂p0
∂pj
= −gαjp
α
gβ0pβ
= −gαj p̂
α
gβ0p̂
β
.
Now, since p̂ i = p
i
p0 ,
∂p̂ i
∂pj
=
1
p0
(
δij − p̂ i
∂p0
∂pj
)
=
1
p0
(
δij + p̂
i gαj p̂
α
gβ0p̂
β
)
.
The proof follows by writing gαβ = mαβ + hαβ , noting that
gαβp
αpβ = −1⇒ gαβ p̂ αp̂ β = − 1
(p0)2
⇒ p0 =
√
− 1
gαβ p̂
αp̂ β
,
and using the fact that det(A−1) = (detA)−1 for any matrix A. 
In Minkowski space, i.e. when h = 0, it is straightforward to compute
det
(
∂pi
∂p̂ jM
)
= (p0M )
5 =
(
1 + (p1)2 + (p2)2 + (p3)2
) 5
2 ,
where p̂ jM =
pj
p0M
, and p0M is defined by the relation mαβp
αpβ = −1. It then follows that∣∣∣det( ∂pi
∂p̂ j
)
− (1 + (p1)2 + (p2)2 + (p3)2) 52 ∣∣∣ = ∣∣∣det( ∂pi
∂p̂ j
)
− det
(
∂pi
∂p̂ jM
)∣∣∣
= |Λ(p̂ , h(t, x)) − Λ(p̂ , 0)| ≤ sup |∂Λ||h(t, x)| ≤ Cε,
since |p̂ i| ≤ c < 1, and hence the change of variables (t, x, p) 7→ (t, x, p̂ ) is well defined if ε is sufficiently
small. Moreover, recalling that,
p0 =
√
− 1
gαβ p̂
αp̂ β
,
it follows that, for each µ, ν = 0, 1, 2, 3,
pµpν
√− det g
p0
det
(
∂pi
∂p̂ j
)
(t, x, p̂ ) = Λµν(p̂ , h(t, x)),
for some functions Λµν , smooth when |p̂ | ≤ c < 1, and so
(5.1) T µν(t, x) =
∫
f(t, x, p̂ )Λµν(p̂ , h(t, x))dp̂ 1dp̂ 2dp̂ 3.
For each vector field Z, recall the corresponding functions Z˚k(t, x, p̂ ) defined in Section 4.1. Note that,
for each Z, the Z˚k have the form,
Z˚k(t, x, p̂ ) = Z˚k1,l(t, x)p̂
l + Z˚k1 (t, x),
for some functions Z˚k1,l(t, x), Z˚
k
2 (t, x). Explicitly,
Ω˚kij,1,l ≡ 0, Ω˚kij,2(t, x) = Θi(t, x)δkj −Θj(t, x)δki − Ωij
(
Θk(t, x)
)
,
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B˚ki,1,l(t, x) = −Θi(t, x)δkl B˚ki,2(t, x) = −Bi
(
Θk(t, x)
)− xi
t− t0Θ
k(t, x),
and
S˚k1,l ≡ 0, S˚k2 (t, x) = Θk(t, x)− S
(
Θk(t, x)
) − t
t− t0Θ
k(t, x).
This notation will be used below.
Proposition 5.2. For µ, ν = 0, 1, 2, 3 and any multi index I, there exist functions Λ such that,
ZIT µν(t, x) =
∑
|I1|+|I2|≤|I|
∫
Z
I1
(f(t, x, p̂ ))×
|I2|∑
k=0
∑
|J1|+...+|Jk|≤|I2|, |Ji|≥1∑
|L1|+...+|Lk|≤|I2|−1, |Li|≥1
(
Z
J1
(p̂ l1) + Z
J1
(hα1β1)Λ
l1,α1β1(p̂ , h) + Z
L1
(Z˚m1,m)Λ
l1(p̂ , h)
)
×
. . .×
(
Z
Jk
(p̂ lk) + Z
Jk
(hαkβk)Λ
lk,αkβk(p̂ , h) + Z
Lk
(Z˚m1,m)Λ
lk(p̂ , h)
)
Λ(p̂ , h)dp̂ ,
where ZI is a product of |I| of the vector fields Ωij , Bi, S.
Proof. Recall that the components of the energy momentum tensor take the form (5.1). Note that
Z (Λµν(p̂ , h(t, x))) = Z(p̂ l)(∂p̂ lΛ
µν)(p̂ , h(t, x)) +
∑
αβ
(Zhαβ)(t, x)(∂hαβΛ
µν)(p̂ , h(t, x)),
and, for Z = Ωij , Bi, S.
Z
(∫
η(t, x, p̂ )dp̂
)
=
∫ (
Z − Z˚k∂p̂ k
)
η(t, x, p̂ )dp̂ =
∫
Z (η(t, x, p̂ )) + (∂p̂ k Z˚
k)(t, x)η(t, x, p̂ )dp̂ ,
for any function η(t, x, p̂ ), and
(∂p̂ k Z˚
k)(t, x) = Z˚k1,k(t, x).
Therefore, for |I| = 1 and Z = Ωij , Bi, S,
ZT µν(t, x) =
∫ (
Z (f(t, x, p̂ )) + Z˚m1,m(t, x)f(t, x, p̂ )
)
Λµν(p̂ , h(t, x))
+ f(t, x, p̂ )
(
Z(p̂ l)(∂p̂ lΛ
µν)(p̂ , h(t, x)) + (Zhαβ)(t, x)(∂hαβΛ
µν)(p̂ , h(t, x))
)
dp̂ .
The proof for |I| ≥ 1 follows from a straightforward induction argument. 
Proposition 5.3. For any multi index I, there exist constants CI,k,J,L such that,
Z
I
(f(t, x, p̂ )) =
|I|∑
k+m=1
∑
|J1|+...+|Jk|
+|L1|+...+|Lm|≤|I|,
|Ji|≥1, |Li|≥1
Z
J1(
X(t0)
i1
)
. . . Z
Jk(
X(t0)
ik
)
Z
L1(
P̂ (t0)
l1
)
. . . Z
Lm(
P̂ (t0)
lm
)
× CI,k,J,L
(
∂xi1 . . . ∂xik∂p̂ l1 . . . ∂p̂ lmf
)
(t0, X(t0), P̂ (t0)).
Proof. Using the Vlasov equation to write
f(t, x, p̂ ) = f(t0, X(t0), P̂ (t0)),
it follows that,
Z (f(t, x, p̂ )) = Z
(
X(t0)
i
)
(∂xif)(t0, X(t0), P̂ (t0)) + Z
(
X(t0)
l
)
(∂p̂ lf)(t0, X(t0), P̂ (t0)).
The proof for |I| ≥ 2 follows from a straightforward induction argument. 
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Proposition 5.4. Suppose t ≥ t0 + 1, |x| ≤ ct, and the bounds (4.1) hold. Then, for each µ, ν = 0, 1, 2, 3
and any multi index I with |I| ≤ N and ZI equal to a product of |I| of the vector fields Ωij , Bi, S,
∣∣ZIT µν(t, x)∣∣ ≤ C ∑
n1+n2≤|I|
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂ + C ∑
n1+n2≤⌊ |I|2 ⌋+1
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣×
×
( ∑
|J|≤|I|−1
t2−a|(ZJΓ)(t, x)|+
∑
|J|≤|I|
∫ t
t0
s1−a
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣+s ∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ ds)dp̂ .
Proof. Recall the schematic expression for ZIT µν of Proposition 5.2. Consider multi indices I1, I2 such that
|I1|+|I2| ≤ |I|, and suppose first that |I1| ≥
⌊ |I|
2
⌋
+1. It must then be the case that |I2| ≤
⌊ |I|
2
⌋
+1 ≤ ⌊N2 ⌋+1.
If 1 ≤ |Ji| ≤ |I2| then clearly, ∣∣ZJi (hαiβi) (t, x)∣∣ ≤ C,
and Proposition 4.7 implies that ∣∣ZJi(p̂ i)∣∣ ≤ C.
If 1 ≤ |Li| ≤ |I2| − 1 then, since
B˚ki,1,k(t, x) = −3Θi(t, x), Ω˚kij,1,k(t, x) = 0, S˚k1,k = 0,
Proposition 4.6 implies ∣∣∣ZLi (Z˚k1,k)∣∣∣ ≤ C,
for each Z˚k1,k. Let now k,m, J1, . . . , Jk, L1, . . . , Lm be such that 1 ≤ k+m ≤ |I1|, |J1|+ . . .+ |Jk|+ |L1|+ . . .+
|Lm| ≤ |I1|, |Ji| ≥ 1, |Li| ≥ 1. If k+m ≥
⌊ |I1|
2
⌋
+2 then it must be the case that |Ji| ≤
⌊ |I1|
2
⌋
+1 ≤ ⌊ |N |2 ⌋+1
for i = 1, . . . , k, and |Li| ≤
⌊ |I1|
2
⌋
+ 1 ≤ ⌊ |N |2 ⌋+ 1 for i = 1, . . . ,m. Proposition 4.22 then implies,∣∣∣ZJ1 (X(t0)i1) . . . ZJk (X(t0)ik)ZL1(P̂ (t0)l1) . . . ZLm(P̂ (t0)lm)
× (∂xi1 . . . ∂xik∂p̂ l1 . . . ∂p̂ lmf) (t0, X(t0), P̂ (t0))∣∣∣ ≤ C ∑
n1+n2≤|I1|
∣∣∣∂n1x ∂n2p̂ f(t0, X(t0), P̂ (t0))∣∣∣ .
Similarly, if k+m ≤ ⌊ |I1|2 ⌋+1, there can be at most one i such that either |Ji| ≥ ⌊ |I1|2 ⌋+2 or |Li| ≥ ⌊ |I1|2 ⌋+2,
so Proposition 4.22 and Corollary 4.25 imply
∣∣∣ZJ1 (X(t0)i1) . . . ZJk (X(t0)ik)ZL1(P̂ (t0)l1) . . . ZLm(P̂ (t0)lm)
× (∂xi1 . . . ∂xik ∂p̂ l1 . . . ∂p̂ lm f) (t0, X(t0), P̂ (t0))∣∣∣
≤ C
∑
n1+n2≤|I1|
∣∣∣∂n1x ∂n2p̂ f(t0, X(t0), P̂ (t0))∣∣∣ (1 + ∑
|J|≤|I|−1
t2−a|(ZJΓ)(t, x)|
+
∑
|J|≤|I|
∫ t
t0
(s′)1−a
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣+ s′ ∣∣∣(ZJΓ)(s′, s′x
t
)
− (ZJΓ) (s′, X(s′))
∣∣∣ ds′).
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It is then clear that∣∣∣∣∣
∫
Z
I1
(f(t, x, p̂ ))×
|I2|∑
k=0
∑
|J1|+...+|Jk|≤|I2|, |Ji|≥1
∑
|L1|+...+|Lk|≤|I2|−1, |Li|≥1(
Z
J1
(p̂ l1) + Z
J1
(hα1β1)Λ
l1,α1β1(p̂ , h) + Z
L1
(Z˚m1,m)Λ
l1(p̂ , h)
)
×
. . .×
(
Z
Jk
(p̂ lk) + Z
Jk
(hαkβk)Λ
lk,αkβk(p̂ , h) + Z
Lk
(Z˚m1,m)Λ
lk(p̂ , h)
)
Λ(p̂ , h)dp̂
∣∣∣∣∣
≤ C
∑
n1+n2≤|I|
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂ + C ∑
n1+n2≤⌊ |I|2 ⌋+1
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣×
×
( ∑
|J|≤|I|−1
t2−a|(ZJΓ)(t, x)|+
∑
|J|≤|I|
∫ t
t0
s1−a
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣+s ∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ ds)dp̂ .
Suppose now |I2| ≥
⌊ |I|
2
⌋
+ 1. It must then be the case that |I1| ≤
⌊ |I|
2
⌋
+ 1 ≤ ⌊ |N |2 ⌋ + 1. Proposition 5.3
then implies that ∣∣∣ZI1 (f(t, x, p̂ ))∣∣∣ ≤ C ∑
n1+n2≤⌊ |I|2 ⌋+1
∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ .
If |Ji| ≤ |I2| and |Li| ≤ |I2| − 1, then Proposition 4.6 and Proposition 4.7 imply,∣∣∣ZJi(p̂ k)∣∣∣+ ∣∣ZJi(hαkβk)∣∣+ ∣∣∣ZJi(Z˚k1,k)∣∣∣ ≤ C(1 + ∑
|J|≤|I2|−1
t
∣∣(ZJΓ) (t, x)∣∣+ ∑
|J|≤|I2|
∫ t
t0
∣∣∣(ZJΓ)(s′, s′x
t
)∣∣∣ ds′).
Hence,∣∣∣∣∣
∫
Z
I1
(f(t, x, p̂ ))×
|I2|∑
k=0
∑
|J1|+...+|Jk|≤|I2|, |Ji|≥1
∑
|L1|+...+|Lk|≤|I2|−1, |Li|≥1(
Z
J1
(p̂ l1) + Z
J1
(hα1β1)Λ
l1,α1β1(p̂ , h) + Z
L1
(Z˚m1,m)Λ
l1(p̂ , h)
)
×
. . .×
(
Z
Jk
(p̂ lk) + Z
Jk
(hαkβk)Λ
lk,αkβk(p̂ , h) + Z
Lk
(Z˚m1,m)Λ
lk(p̂ , h)
)
Λ(p̂ , h)dp̂
∣∣∣∣∣
≤ C
∑
n1+n2≤⌊ |I|2 ⌋+1
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ (1+ ∑
|J|≤|I2|−1
t
∣∣(ZJΓ) (t, x)∣∣+ ∑
|J|≤|I2|
∫ t
t0
∣∣∣(ZJΓ) (s′, s′x
t
)∣∣∣ ds′)dp̂ .
The proof then follows from Proposition 5.2. 
5.2. Determinants and changes of variables. In the proof of Theorem 1.3, the change of variables
(t, x, p̂ ) 7→ (t, x, y) will be used, where,
yi(t, x, p̂ ) = X(t0, t, x, p̂ )
i,
for i = 1, 2, 3, along with several other changes of variables. See the proof of Proposition 5.8 and Proposition
5.9. A first step towards controlling the determinants of these changes is contained in the following.
Lemma 5.5. Suppose t ≥ t0, |x| ≤ ct, and (t, x, p̂ ) ∈ supp(f). Then, if the assumption (4.1) holds and ε is
sufficiently small,
(5.2)
∣∣∣∣∂X i∂p̂ j (s, t, x, p̂ ) + (t− s)δij
∣∣∣∣ . εtsa ,
∣∣∣∣∣∂P̂
i
∂p̂ j
(s, t, x, p̂ )− δij
∣∣∣∣∣ . εts1+a ,
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and
(5.3)
∣∣∣∣∂X i∂xj (s, t, x, p̂ )− δij
∣∣∣∣ . εsa ,
∣∣∣∣∣∂P̂
i
∂xj
(s, t, x, p̂ )
∣∣∣∣∣ . εs1+a ,
for all t0 ≤ s ≤ t, and i, j = 1, 2, 3.
Proof. From the equations (1.14) and the estimates
s1+a
∣∣Γαβγ(s,X(s))∣∣+ s2+a ∣∣∂kΓαβγ(s,X(s))∣∣ . ε,
it follows that,∣∣∣∣ dds ∂X i∂p̂ j
∣∣∣∣ ≤
∣∣∣∣∣∂P̂
i
∂p̂ j
∣∣∣∣∣ ,
∣∣∣∣∣ dds ∂P̂
i
∂p̂ j
(s)
∣∣∣∣∣ . ε
3∑
k,l=1
(
1
s2+a
∣∣∣∣∂Xk∂p̂ l (s)
∣∣∣∣+ 1s1+a
∣∣∣∣∣∂P̂
k
∂p̂ l
(s)
∣∣∣∣∣
)
.
Integrating the second inequality backwards from s = t, and using the fact that ∂P̂
k
∂p̂ l
(t, t, x, p̂ ) = δij , gives,∣∣∣∣∣∂P̂
i
∂p̂ j
(s, t, x, p̂ )− δij
∣∣∣∣∣ . ε
3∑
k,l=1
∫ t
s
1
s˜2+a
∣∣∣∣∂Xk∂p̂ l (s˜)
∣∣∣∣+ 1s˜1+a
∣∣∣∣∣∂P̂
k
∂p̂ l
(s˜)
∣∣∣∣∣ ds˜
.
ε
sa
+ ε
3∑
k,l=1
∫ t
s
1
s˜2+a
∣∣∣∣∂Xk
∂p̂ l
(s˜)
∣∣∣∣+ 1s˜1+a
∣∣∣∣∣∂P̂
k
∂p̂ l
(s˜)− δkl
∣∣∣∣∣ ds˜.
Dividing by s1+a, integrating again backwards from s = t, and summing over i, j gives
3∑
k,l=1
∫ t
s
1
(s′)1+a
∣∣∣∣∣∂P̂
k
∂p̂ l
(s′)− δkl
∣∣∣∣∣ ds′
.
∫ t
s
1
(s′)1+a
 ε
(s′)a
+ ε
3∑
k,l=1
∫ t
s′
1
s˜2+a
∣∣∣∣∂Xk
∂p̂ l
(s˜)
∣∣∣∣+ 1s˜1+a
∣∣∣∣∣∂P̂
k
∂p̂ l
(s˜)− δkl
∣∣∣∣∣ ds˜
 ds′
.
 ε
sa
+ ε
3∑
k,l=1
∫ t
s
1
s˜2+a
∣∣∣∣∂Xk
∂p̂ l
(s˜)
∣∣∣∣+ 1s˜1+a
∣∣∣∣∣∂P̂
k
∂p̂ l
(s˜)− δkl
∣∣∣∣∣ ds˜
∫ t
s
1
(s′)1+a
ds′
.
ε
sa
+ ε
3∑
k,l=1
∫ t
s
1
s˜2+a
∣∣∣∣∂Xk∂p̂ l (s˜)
∣∣∣∣+ 1s˜1+a
∣∣∣∣∣∂P̂
k
∂p̂ l
(s˜)− δkl
∣∣∣∣∣ ds˜
Taking ε sufficiently small then gives,
3∑
k,l=1
∫ t
s
1
s˜1+a
∣∣∣∣∣∂P̂
k
∂p̂ l
(s˜)− δkl
∣∣∣∣∣ ds˜ . εsa + ε
3∑
k,l=1
∫ t
s
1
s˜2+a
∣∣∣∣∂Xk∂p̂ l (s˜)
∣∣∣∣ ds˜.
Inserting back into the above bound gives
(5.4)
∣∣∣∣∣∂P̂
i
∂p̂ j
(s, t, x, p̂ )− δij
∣∣∣∣∣ . εsa + ε
3∑
k,l=1
∫ t
s
1
s˜2+a
∣∣∣∣∂Xk
∂p̂ l
(s˜)
∣∣∣∣ ds˜.
Integrating this bound backwards from s = t, and using the fact that ∂X
i
∂p̂ j
(t, t, x, p̂ ) = 0, gives∣∣∣∣∂X i∂p̂ j (s, t, x, p̂ ) + (t− s)δij
∣∣∣∣ . εt1−a + ε 3∑
k,l=1
∫ t
s
1
s˜1+a
∣∣∣∣∂Xk∂p̂ l (s˜)
∣∣∣∣ ds˜
.
εt
sa
+ ε
3∑
k,l=1
∫ t
s
1
s˜1+a
∣∣∣∣∂Xk
∂p̂ l
(s˜) + (t− s)δkl
∣∣∣∣ ds˜,
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where the fact that, for any function λ(s),∫ t
s
∫ t
s′
λ(s˜)ds˜ds′ =
∫ t
s
∫ t
s
χ{s′≤s˜}ds
′λ(s˜)ds˜ =
∫ t
s
(s˜− s)λ(s˜)ds˜,
has been used (here χ{s′≤s˜} is the indicator function of the interval [s
′, s˜]). Again, dividing by s1+a, inte-
grating backwards from s = t, summing over i, j and taking ε small gives,
3∑
k,l=1
∫ t
s
1
s˜1+a
∣∣∣∣∂Xk
∂p̂ l
(s˜) + (t− s)δkl
∣∣∣∣ ds˜ . εts2a .
Inserting back into the above bound then gives∣∣∣∣∂X i∂p̂ j (s, t, x, p̂ ) + (t− s)δij
∣∣∣∣ . εtsa ,
and inserting this into (5.4) gives the second bound of (5.2).
In a similar manner, it is straightforward to show∣∣∣∣∣ dds ∂P̂
i
∂xj
(s)
∣∣∣∣∣ . ε
3∑
k,l=1
(
1
s2+a
∣∣∣∣∂Xk∂xl (s)
∣∣∣∣+ 1s1+a
∣∣∣∣∣∂P̂
k
∂xl
(s)
∣∣∣∣∣
)
,
and, using the final conditions ∂P̂
i
∂xj (t, t, x, p̂ ) = 0,
∂Xi
∂xj (t, t, x, p̂ ) = δ
i
j, that (5.3) holds. 
The properties of these changes are collected in the following proposition.
Proposition 5.6. For fixed t, x with t ≥ t0 + 1, |x| ≤ ct, if the assumptions (4.1) hold and ε is sufficiently
small then, for p̂ such that (t, x, p̂ ) ∈ supp(f), the change of variables p̂ 7→ y := X(t0, t, x, p̂ ) satisfies
(5.5)
∣∣∣∣∣det
(
∂p̂ i
∂yj
)∣∣∣∣∣ ≤ Ct3 .
Define
zi1(s, t, x, y) := X(s, t, x, p̂ (t, x, y))
i, zi2(σ, s, t, x, y) := σs
xi
t
+ (1− σ)X(s, t, x, p̂ (t, x, y))i,
for i = 1, 2, 3. If t ≥ t0 + 1 and t0 ≤ s ≤ t0 + 12 , then the change of variables (x, y) 7→ (x, z1(s, t, x, y))
satisfies,
(5.6)
∣∣∣∣∣det
(
∂zi1(s, t)
∂yj
)−1∣∣∣∣∣ ≤ C.
If t0 +
1
2 ≤ s ≤ t then the change of variables (x, y) 7→ (z1(s, t, x, y), y) satisfies
(5.7)
∣∣∣∣∣det
(
∂zi1(s, t)
∂xj
)−1∣∣∣∣∣ ≤ C
(
t
s
)3
.
Finally, if t0 +
1
2 ≤ s ≤ t and 0 ≤ σ ≤ 1, then the change of variables (x, y) 7→ (z2(σ, s, t, x, y), y) satisfies
(5.8)
∣∣∣∣∣det
(
∂zi2(σ, s, t)
∂xj
)−1∣∣∣∣∣ ≤ C
(
t
s
)3
.
Moreover, for t ≥ t0, the determinant of the 6 by 6 matrix κ satisfies,
(5.9) |detκ(t0, t, x, p̂ )− 1| . ε, where κ =
(
∂X
∂x
∂X
∂p̂
∂P̂
∂x
∂P̂
∂p̂
)
.
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Proof. Setting s = t0 in (5.2), it follows that
(5.10)
∣∣∣∣ ∂yi∂p̂ j + (t− t0)δij
∣∣∣∣ . εt,
and, if ε is sufficiently small, ∣∣∣∣det( ∂yi∂p̂ j
)
+ (t− t0)3
∣∣∣∣ . εt3.
Since t ≥ t0 + 1, the bound (5.5) follows.
For the remaining bounds of the proposition, it is necessary to consider p̂ i as a function of t, x, y (using
the above bound and the Inverse Function Theorem) and estimate ∂p̂
i
∂xj and
∂p̂ i
∂yj . Clearly the matrix
(
∂p̂ i
∂yj
)
is the inverse of the matrix
(
∂yi
∂p̂ j
)
, and hence it follows from (5.10) that∣∣∣∣∣∂p̂ i∂yj + δijt− t0
∣∣∣∣∣ . εt .
Also,
0 =
∂p̂ i(t, x, y(t, x, p̂ ))
∂xj
=
∂p̂ i
∂xj
(t, x, y) +
∂p̂ i
∂yk
(t, x, y)
∂yk
∂xj
,
so
∂p̂ i
∂xj
= −∂p̂
i
∂yk
∂yk
∂xj
.
Setting s = t0 in (5.3) gives ∣∣∣∣ ∂yi∂xj − δij
∣∣∣∣ . ε,
and so, since
∂p̂ i
∂xj
− δ
i
j
t− t0 = −
(
∂p̂ i
∂yk
+
δkj
t− t0
)(
∂yk
∂xj
− δkj
)
+
1
t− t0
(
∂yi
∂xj
− δij
)
−
(
∂p̂ i
∂yj
+
δij
t− t0
)
,
it follows that ∣∣∣∣∣∂p̂ i∂xj − δijt− t0
∣∣∣∣∣ . εt ,
since t ≥ t0 + 1.
Now
∂zi1
∂yj
=
∂X i(s, t, x, p̂ (t, x, y))
∂yj
=
∂X i
∂p̂ k
∂p̂ k
∂yj
,
and hence, inserting the above bounds,∣∣∣∣∂zi1∂yj − t− st− t0 δij
∣∣∣∣
=
∣∣∣∣∣
(
∂X i
∂p̂ k
+ (t− s)δik
)(
∂p̂ k
∂yj
− δ
k
j
t− t0
)
− (t− s)
(
∂p̂ i
∂yj
− δ
i
j
t− t0
)
+
1
t− t0
(
∂X i
∂p̂ j
+ (t− s)δij
)∣∣∣∣∣ . ε.
It follows that ∣∣∣∣∣det
(
∂zi1
∂yj
)
−
(
t− s
t− t0
)3∣∣∣∣∣ . ε,
and, if ε is sufficiently small, the bound (5.6) follows for t0 ≤ s ≤ t0 + 12 . Similarly,
∂zi1
∂xj
=
∂X i(s, t, x, p̂ (t, x, y))
∂xj
=
∂X i
∂xj
+
∂X i
∂p̂ k
∂p̂ k
∂xj
,
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and∣∣∣∣ ∂zi1∂xj − s− t0t− t0 δij
∣∣∣∣
=
∣∣∣∣∣∂X i∂xj − δij +
(
∂X i
∂p̂ k
+ (t− s)δik
)(
∂p̂ k
∂xj
− δ
k
j
t− t0
)
− (t− s)
(
∂p̂ i
∂xj
− δ
i
j
t− t0
)
+
1
t− t0
(
∂X i
∂p̂ j
+ (t− s)δij
) ∣∣∣∣∣
. ε,
which, if ε is suitably small, implies ∣∣∣∣∣det
(
∂zi1
∂xj
)
−
(
s− t0
t− t0
)3∣∣∣∣∣ . ε,
and the bound (5.7) follows.
Finally,
∂zi1
∂xj
=
σs
t
δij + (1− σ)
∂zi1
∂xj
,
and so ∣∣∣∣ ∂zi2∂xj −
(
σ
s
t
+ (1− σ)s− t0
t− t0
)
δij
∣∣∣∣ . ε,
from which the bound (5.8) follows.
We now prove the bound (5.9). For t0 ≤ s ≤ t denoteW (s) =
(
X(s, t, x, p̂ ), P̂ (s, t, x, p̂ )
)
and w = (x, p̂ ),
so that κ = ∂W∂w . Now
d
ds
W (s) = F
(
s,W (s)
)
, where F
(
s,W
)
=
(
P̂ ,
(
P̂
i
P̂
α
P̂
β
Γ0αβ(s,X)− P̂
α
P̂
β
Γiαβ(s,X)
))
,
With M = ∂W/∂w we have
d
ds
detM(s) = tr
(
M−1
dM
ds
(s)
)
· detM(s), where tr
(
M−1
dM
ds
)
=
∂wj
∂W i
∂F i
∂wj
=
∂F i
∂W i
.
We have
∂F i
∂W i
= 3P̂
α
P̂
β
Γ0αβ(s,X) + 2P̂
i
P̂
β
Γ0iβ(s,X)− 2P̂
β
Γiiβ(s,X),
and so, ∣∣∣∣ dds det
(
∂W
∂w
(s)
)∣∣∣∣ ≤ Cεs1+a
∣∣∣∣det(∂W∂w (s)
)∣∣∣∣ .
The bound (5.9) then follows from the Gro¨nwall inequality. 
5.3. L1 and L2 estimates of components of the energy momentum tensor. The main part of the
proof of Theorem 1.3 is contained in Propositions 5.8 and 5.9 below. The following Lemma will be used.
Lemma 5.7. Suppose pi(supp(f0)) ⊂ {|x| ≤ K}, t ≥ t0 + 1 and the assumptions (4.1) hold. Then∫
χsupp(f)(t, x, p̂ )dp̂ .
1
t3
,
where χsupp(f)(t, x, p̂ ) is the characteristic function of supp(f).
Proof. Since f solves the Vlasov equation, χsupp(f)(t, x, p̂ ) = χsupp(f)(t0, X(t0), P̂ (t0)) and∫
χsupp(f)(t0, X(t0), P̂ (t0))dp̂ ≤ C
t3
∫
χsupp(f)(t0, y, P̂ (t0, t, x, p̂ (t, x, y)))dy ≤ CK
t3
,
where the change of variables p̂ 7→ y = X(t0) and the bound (5.5) have been used. 
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Proposition 5.8. Suppose pi(supp(f)) ⊂ {|x| ≤ ct} and consider t ≥ t0 + 1. If the assumptions (4.1) hold
and ε is sufficiently small then, for any multi index I with |I| ≤ N − 1 and each µ, ν = 0, 1, 2, 3,
‖ZIT µν(t, ·)‖L2 ≤
CV|I|
t
3
2
+ CD⌊ |I|2 ⌋+1
 ∑
|J|≤|I|−1
‖(ZJΓ)(t, ·)‖L2
t1+a
+
∑
|J|≤|I|+1
1
t
3
2
∫ t
t0
‖(ZJΓ)(s, ·)‖L2
s
1
2+a
ds
 ,
‖ZIT µν(t, ·)‖L1 ≤ CV|I| + CD⌊ |I|2 ⌋+1
 ∑
|J|≤|I|−1
t
1
2−a‖(ZJΓ)(t, ·)‖L2 +
∑
|J|≤|I|+1
∫ t
t0
‖(ZJΓ)(s, ·)‖L2
s
1
2+a
ds
 ,
where ZI is a product of |I| of the vector fields Ωij , Bi, S.
Proof. Given any function F (t, x) it follows from Proposition 5.4 that
‖ZIT µν(t, ·)F (t, ·)‖L1 ≤ C
∑
n1+n2≤|I|
∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂ |F (t, x)|dx
+ C
∑
n1+n2≤⌊ |I|2 ⌋+1
∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣
( ∑
|J|≤|I|−1
t2−a|(ZJΓ)(t, x)|
+
∑
|J|≤|I|
∫ t
t0
s1−a
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣+ s ∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ ds)dp̂ |F (t, x)|dx.
Given n1 + n2 ≤ |I|, it follows from Lemma 5.7 and the bound (5.9) that∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂ |F (t, x)|dx
≤
∫ (∫
χsupp(f)(t, x, p̂ )dp̂
) 1
2
(∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣2 dp̂) 12 |F (t, x)|dx
≤ C
t
3
2
(∫ ∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣2 dp̂ dx) 12 ‖F (t, ·)‖L2 ≤ CVn1+n2
t
3
2
‖F (t, ·)‖L2 .
Similarly, for any multi index J ,∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂ t2−a ∣∣(ZJΓ)(t, x)∣∣ |F (t, x)|dx
≤
∫
|x|≤ct+K
∫
|y|≤K
∣∣∣(∂n1x ∂n2p̂ f)(t0, y, P̂ (t0, t, x, p̂ (t, x, y)))∣∣∣
∣∣∣∣∣det
(
∂p̂ i
∂yj
)∣∣∣∣∣ dyt2−a ∣∣(ZJΓ)(t, x)∣∣ |F (t, x)|dx
≤ CDn1+n2
t3
t2−a
∫
|x|≤ct+K
∣∣(ZJΓ)(t, x)∣∣ |F (t, x)|dx ≤ CDn1+n2
t1+a
‖(ZJΓ)(t, ·)‖L2‖F (t, ·)‖L2,
using the bound (5.5). Now, for the third term,∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂ ∫ t
t0
s1−a
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣ ds|F (t, x)|dx
≤ CDn1+n2
t3
∫ t
t0
s1−a
∫
|y|≤K
∫
|x|≤ct+K
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣ |F (t, x)|dxdyds
≤ CDn1+n2
t3
∫ t
t0
s1−a
(∫
|x|≤ct+K
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣2 dx) 12 ‖F (t, ·)‖L2ds
≤ CDn1+n2
t
3
2
∫ t
t0
∥∥(ZJΓ) (s, ·)∥∥
L2
s
1
2+a
ds‖F (t, ·)‖L2 ,
where the change of variables xi 7→ zi := sxit has been used, along with the fact that det
(
∂xi
∂zj
)
=
(
t
s
)3
.
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For the final term, first write,
∑
|J|≤|I|
∫ t
t0
s
∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ ds
≤
∑
|J|≤|I|
∫ t0+ 12
t0
s
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣+s ∣∣(ZJΓ) (s,X(s))∣∣ ds+∑
|J|≤|I|
∫ t
t0+
1
2
s
∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ ds.
As above,
∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂ ∫ t0+ 12
t0
s
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣ ds|F (t, x)|dx
≤ CDn1+n2
t
3
2
∫ t0+ 12
t0
∥∥(ZJΓ) (s, ·)∥∥
L2
ds‖F (t, ·)‖L2 ≤ CDn1+n2
t
3
2
∫ t
t0
∥∥(ZJΓ) (s, ·)∥∥
L2
s
1
2+a
ds‖F (t, ·)‖L2 ,
and, estimating the term with X(s, t, x, p̂ ) slightly differently,
∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ ∫ t0+ 12
t0
s
∣∣(ZJΓ) (s,X(s))∣∣ dsdp̂ |F (t, x)|dx
≤ CDn1+n2
t3
∫ t0+ 12
t0
∫
|x|≤ct+K
|F (t, x)|
∫
|y|≤K
∣∣(ZJΓ) (s,X(s))∣∣ dydxds
≤ CDn1+n2
t3
∫ t0+ 12
t0
∫
|x|≤ct+K
|F (t, x)|
(∫
|y|≤K
∣∣(ZJΓ) (s,X(s))∣∣2 dy) 12 dxds
≤ CDn1+n2
t
3
2
∫ t0+ 12
t0
∥∥(ZJΓ) (s, ·)∥∥
L2
ds‖F (t, ·)‖L2 ≤ CDn1+n2
t
3
2
∫ t
t0
∥∥(ZJΓ) (s, ·)∥∥
L2
s
1
2+a
ds‖F (t, ·)‖L2 ,
where now the change of variables yi 7→ zi1 := X(s, t, x, p̂ (t, x, y))i has been used, together with Proposition
5.6, which guarantees that
∣∣∣det( ∂yi
∂zj1
)∣∣∣ ≤ C when t0 ≤ s ≤ t0 + 12 . Note that this term was estimated
slightly differently since the change of variables xi 7→ X(s, t, x, p̂ (t, x, y))i breaks down as s→ t0, since then
X(s, t, x, p̂ (t, x, y))→ y.
Finally, write
ZJΓ
(
s, s
x
t
)
− ZJΓ (s,X(s)) =
∫ 1
0
d
dσ
(
ZJΓ
(
s, σs
x
t
+ (1− σ)X(s)
))
dσ
=
(
s
xl
t
−X(s)l
)∫ 1
0
(
∂xlZ
JΓ
)(
s, σs
x
t
+ (1− σ)X(s)
)
dσ.
Since, ∣∣∣∣sxlt −X(s)l
∣∣∣∣ ≤ ∣∣∣∣sxlt −X2(s, t, x, p̂ )l
∣∣∣∣+ ∣∣X(s, t, x, p̂ )l∣∣ ≤ Cs1−a,
by Proposition 2.3 and the bound (4.18) with I = 0, it follows that
∑
|J|≤|I|
s
∣∣∣ZJΓ(s, sx
t
)
− ZJΓ (s,X(s))
∣∣∣ ≤ C ∑
|J|≤|I|+1
s1−a
∫ 1
0
∣∣∣(ZJΓ) (s, σsx
t
+ (1 − σ)X(s)
)∣∣∣ dσ.
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Hence,∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣
×
∑
|J|≤|I|
∫ t
t0+
1
2
s
∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ dsdp̂ |F (t, x)|dx
≤ CDn1+n2
t3
∑
|J|≤|I|+1
∫
|x|≤ct+K
∫
|y|≤K
∫ t
t0+
1
2
s1−a
∫ 1
0
∣∣∣(ZJΓ) (s, σsx
t
+ (1 − σ)X(s)
)∣∣∣ dσdsdy|F (t, x)|dx
≤ CDn1+n2
t3
∑
|J|≤|I|+1
∫ t
t0+
1
2
s1−a
∫ 1
0
∫
|y|≤K
( ∫
|x|≤ct+K
∣∣∣(ZJΓ) (s, σsx
t
+ (1− σ)X(s)
)∣∣∣2dx) 12 dydσds ‖F (t, ·)‖L2
≤ CDn1+n2
t
3
2
∑
|J|≤|I|+1
∫ t
t0
∥∥(ZJΓ) (s, ·)∥∥
L2
s
1
2+a
ds‖F (t, ·)‖L2 ,
where the change of variables xi 7→ zi2 := σsx
i
t + (1 − σ)X(s)i has been used, along with the fact that∣∣∣det(∂xi
∂zj2
)∣∣∣ ≤ C ( ts)3 when 0 ≤ σ ≤ 1, t0 + 12 ≤ s ≤ t, by Proposition 5.6.
It follows that, for any F (t, x),
‖ (ZIT µν) (t, ·)F (t, ·)‖L1 ≤ CV|I|‖F (t, ·)‖L2
t
3
2
+ CD⌊ |I|2 ⌋+1‖F (t, ·)‖L2
( ∑
|J|≤|I|−1
‖(ZJΓ)(t, ·)‖L2
t1+a
+
∑
|J|≤|I|+1
1
t
3
2
∫ t
t0
‖(ZJΓ)(s, ·)‖L2
s
1
2+a
ds
)
.
The L2 estimate follows by setting F (t, x) = ZIT µν(t, x) and dividing by ‖ZIT µν(t, ·)‖L2 . The L1 estimate
follows by setting F (t, x) = sign(ZIT µν(t, x))χ{|x|≤ct+K}, and using the fact that supp(T
µν) ⊂ {|x| ≤
ct+K}, and ‖χ{|x|≤ct+K}‖L2 ≤ Ct 32 . 
Proposition 5.9. Suppose pi(supp(f)) ⊂ {|x| ≤ ct} and consider t ≥ t0 + 1. If the assumptions (4.1) hold
and ε is sufficiently small then, for any multi index I with |I| ≤ N and each µ, ν = 0, 1, 2, 3,
‖ (ZIT µν) (t, ·)‖L2 ≤ CV|I|
t
3
2
+ CD⌊ |I|2 ⌋+1
( ∑
|J|≤|I|−1
‖(ZJΓ)(t, ·)‖L2
t1+a
+
∑
|J|≤|I|
1
t
3
2
∫ t
t0
‖(ZJΓ)(s, ·)‖L2
s
1
2
ds
)
,
where ZI is a product of |I| of the vector fields Ωij , Bi, S.
Proof. The proof is very similar to that of Proposition 5.8. Recall that, for any F (t, x),
‖ (ZIT µν) (t, ·)F (t, ·)‖L1 ≤ CV|I|‖F (t, ·)‖L2
t
3
2
+ CD⌊ |I|2 ⌋+1‖F (t, ·)‖L2
( ∑
|J|≤|I|−1
‖(ZJΓ)(t, ·)‖L2
t1+a
+
∑
|J|≤|I|
1
t
3
2
∫ t
t0
‖(ZJΓ)(s, ·)‖L2
s
1
2+a
ds
)
+ C
∑
n1+n2≤⌊ |I|2 ⌋+1
∑
|J|≤|I|
∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣
×
∫ t
t0+
1
2
s
∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ dsdp̂ |F (t, x)|dx.
It is only the final term which is estimated differently. In Proposition 5.8 and extra derivative of Γ was
used to exploit the cancellation in (ZJΓ)
(
s, sxt
) − (ZJΓ) (s,X(s)). Now, at the top order, these terms are
estimated individually,∑
|J|≤|I|
∫ t
t0+
1
2
s
∣∣∣(ZJΓ)(s, sx
t
)
− (ZJΓ) (s,X(s))
∣∣∣ ds ≤ C∑
|J|≤|I|
∫ t
t0+
1
2
s
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣+s ∣∣(ZJΓ) (s,X(s))∣∣ ds.
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The first term is estimated exactly as in Proposition 5.8 (note that the s power is now slightly worse) to
give, ∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ ∫ t
t0+
1
2
s
∣∣∣(ZJΓ)(s, sx
t
)∣∣∣ dsdp̂ |F (t, x)|dx
≤ CDn1+n2
t3/2
‖F (t, ·)‖L2
∫ t
t0
‖(ZJT µν)(s, ·)‖L2
s1/2
ds.
The second term is estimated similarly,∫
|x|≤ct+K
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ ∫ t
t0+
1
2
s
∣∣(ZJΓ) (s,X(s))∣∣ dsdp̂ |F (t, x)|dx
≤ CDn1+n2
t3
∫ t
t0+
1
2
s
∫
|y|≤K
(∫
|x|≤ct+K
∣∣(ZJΓ) (s,X(s))∣∣2 dx) 12 dyds‖F (t, ·)‖L2
≤ CDn1+n2
t3/2
‖F (t, ·)‖L2
∫ t
t0
‖(ZJT µν)(s, ·)‖L2
s
1
2
ds,
where now the change of variables xi 7→ zi2 := X(s, t, x, p̂ (t, x, y))i has been used, along with the fact that
| det(∂xi/∂zj2)| ≤ C(t/s)3 for t0 + 12 ≤ s ≤ t, by Proposition 5.6.
It follows that
‖ (ZIT µν) (t, ·)F (t, ·)‖L1 ≤ CV|I|‖F (t, ·)‖L2
t
3
2
+ CD⌊ |I|2 ⌋+1‖F (t, ·)‖L2
( ∑
|J|≤|I|−1
‖(ZJΓ)(t, ·)‖L2
t1+a
+
∑
|J|≤|I|
1
t
3
2
∫ t
t0
‖(ZJΓ)(s, ·)‖L2
s
1
2
ds
)
.
The proof then follows by setting F (t, x) = ZIT µν(t, x). 
5.4. Proof of Theorem 1.3. First note that Proposition 5.8 and Proposition 5.9 can be extended to include
t0 ≤ t ≤ t0 + 1 as follows.
Proposition 5.10. Suppose pi (supp(f)) ⊂ {|x| ≤ ct} and consider t0 ≤ t ≤ t0+1. If the assumptions (4.1)
hold and ε is sufficiently small then, for any multi index I with |I| ≤ N ,
‖∂IT µν(t, ·)‖L2 + ‖∂IT µν(t, ·)‖L1 . V|I| + D⌊ |I|2 ⌋+1
( ∑
|J|≤|I|−1
‖∂JΓ(t, ·)‖L2 +
∑
|J|≤|I|
∫ t
t0
‖∂JΓ(s, ·)‖L2ds
)
.
Proof. By Proposition 4.28 and Proposition 4.29, it follows from an appropriate version of Proposition 5.4
that∣∣∂IT µν(t, x)∣∣ . ∑
n1+n2≤|I|
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂
+
∑
n1+n2≤⌊ |I|2 ⌋+1
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ ( ∑
|J|≤|I|−1
∣∣(∂JΓ)(t, x)∣∣+ ∑
|J|≤|I|
∫ t
t0
∣∣(∂JΓ)(s,X(s))∣∣ ds)dp̂
.
∑
n1+n2≤|I|
∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂
+ D⌊ |I|2 ⌋+1
( ∑
|J|≤|I|−1
∣∣(∂JΓ)(t, x)∣∣+ ∑
|J|≤|I|
∫ ∫ t
t0
∣∣(∂JΓ)(s,X(s))∣∣ dsdp̂).
For any function F (t, x),∫ ∫ ∣∣∣(∂n1x ∂n2p̂ f)(t0, X(t0), P̂ (t0))∣∣∣ dp̂ |F (t, x)|dx . Vn1+n2‖F (t, ·)‖L2 ,
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by (5.9) (as in the proof of Proposition 5.8), and∫
|F (t, x)|
∫ ∫ t
t0
∣∣(∂JΓ)(s,X(s))∣∣ dsdp̂ dx ≤ ∫ t
t0
∫ (∫ ∣∣(∂JΓ)(s,X(s))∣∣2 dx) 12 ‖F (t, ·)‖L2dp̂ ds
.
∫ t
t0
‖(∂JΓ)(s, ·)‖L2ds‖F (t, ·)‖L2 ,
where the change of variables x 7→ X(s, t, x, p̂ ) and the bound (5.3) have been used. Clearly then∫ ∣∣∂IT µν(t, x)∣∣ |F (t, x)|dx . V|I|‖F (t, ·)‖L2
+ D⌊ |I|2 ⌋+1
∫
|F (t, x)|
( ∑
|J|≤|I|−1
∣∣(∂JΓ)(t, x)∣∣ + ∑
|J|≤|I|
∫ ∫ t
t0
∣∣(∂JΓ)(s,X(s))∣∣ dsdp̂)dx
.
[
V|I| + D⌊ |I|2 ⌋+1
( ∑
|J|≤|I|−1
∥∥(∂JΓ)(t, ·)∥∥
L2
+
∑
|J|≤|I|
∫ t
t0
∥∥(∂JΓ)(s, ·)∥∥ ds)]‖F (t, ·)‖L2 .
The L2 bound then follows by setting F = ∂IT µν , and the L1 bound follows by setting F = sign(∂IT µν). 
Since, for any function F (t, x) and any multi index I, the vector fields Z satisfy∑
|J|≤|I|
|∂IF (t, x)| . |ZIF (t, x)| .
∑
|J|≤|I|
|∂IF (t, x)|, for t0 ≤ t ≤ t0 + 1, |x| ≤ ct,
it is clear that Proposition 5.8 and Proposition 5.9 in fact hold for t ≥ t0. Moreover, it is clear form (2.8)
that
‖∂IZJT µν(t, ·)‖ .
∑
|K|≤|I|+|J|
‖ZKT µν(t, ·)‖, for t ≥ t0,
where ZJ is a product of |J | of the vector fields Ωij , Bi, S, for ‖ · ‖ = ‖ · ‖L1 or ‖ · ‖L2 since supp(T µν) ⊂
{|x| ≤ ct}, and so spacetime derivatives ∂I can be included in Proposition 5.8 and Proposition 5.9.
Suppose now that the assumptions of Theorem 1.3 hold. It follows from Proposition 2.1 that the support
of f satisfies pi(supp(f)) ⊂ {|x| ≤ ct+K} and so, letting t˜ = t0+ t where t0 = Kc , it follows from Proposition
5.8, Proposition 5.9 and the above comments that the bounds of Theorem 1.3 hold with t replaced by t˜ and
the vector fields Z replaced by Z˜ for t˜ ≥ t0, where the vector fields Z˜ are as in Section 2.2. The proof of
Theorem 1.3 then follows from noting that,
Ω˜ij = Ωij , B˜i = Bi + t0∂xi , S˜ = S + t0∂t,
and so
∂IZJ =
∑
|I′|+|J′|≤|I|+|J|
CI′J′′∂
I′Z˜J
′
,
for some constants CI′J′ .
6. The Einstein equations
The main results of this section are the following results
Proposition 6.1. Suppose that N ≥ 4, ε ≤ 1. Consider a solution of the reduced Einstein equations (1.8)
for t < T∗ such that the weak decay estimates
(6.1) EN (t)
1/2 ≤ CNε(1 + t)δ,
∑
|J|≤N−1
‖ZJ T̂ (t, ·)‖L1 ≤ CNε, and M ≤ ε
hold for all t ∈ [0, T∗], for some δ such that
(6.2) 0 < 8δ < γ < 1− 8δ, M ≤ ε.
Then for some constant C′N depending only on CN the weak decay estimates
(6.3) |ZIh1(t, x)| ≤ C
′
Nε(1 + t)
2δ
(1 + t+ r)(1 + q+)γ
, |I| ≤ N − 3,
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where q = r − t, q+ = max{q, 0} and q− = max{−q, 0}, hold for all t ∈ [0, T∗].
Note that the inverse of the metric gµν can be expressed as
gµν = mµν +Hµν , and Hµν = Hµν0 +H
µν
1 , where H
µν
0 = −χ
(
r
1+t
)
M
r δ
µν .
Then mµν+Hµν0 − h1µν , where h1µν = mµαmνβh1αβ , is an approximate inverse to gµν= mµν+ h0µν+ h1µν up
to O(h2) so Hµν1 =−h1µν+O(h2). Therefore H1 will satisfy the same estimates as h1.
We have the following sharp decay estimates from the wave coordinate condition for certain tangential
components expressed in the null frame.
Proposition 6.2. Suppose the conditions of Proposition 6.1 hold. Let N = {L,L, S1, S2} be the null frame
defined by (1.24). The modified Lie derivative L̂Z defined by (6.36) satisfies
|∂q(L̂IZH1)LT |+ |∂q /tr L̂IZH1| ≤ C′′Nε(1 + t+ r)−2+2δ(1+ q+)−γ ,(6.4)
|(L̂IZH1)LT |+ | /tr L̂IZH1| ≤ C′′Nε(1+ t+ r)−1−γ+2δ(1+ q−)γ .(6.5)
for |I| ≤ N − 4, where /trH1 = H1S1S1 +H1S2S2 and T ∈ T = {L, S1, S2}, the subset that span the tangent
space of the outgoing light cones. Here the constant C′N depend only on C
′
N in (6.3) and on N .
Proposition 6.3. Suppose that N ≥ 5 and the weak decay estimates (6.3) hold for some 8δ ≤ γ ≤ 1 − 8δ,
M ≤ ε ≤ 1 and that there is a constant 0 < c < 1 such that
(6.6) supp T̂ (t, x) ⊂ {(t, x); |x| ≤ K + ct}, c < 1.
Then the following sharp decay estimates hold.
For any −1 ≤ γ′ < γ − 2δ, and |I| = k ≤ N − 5 there are constants ck such that
(6.7)
∣∣∂ZIh1∣∣ ≤ ckε(1 + t)ckε(1 + t+ r)−1(1 + q+)−1−γ′ .
In addition we have the following estimates for certain tangential components expressed in a null frame
(6.8)
∣∣∂h1TU ∣∣ ≤ c0ε(1 + t+ r)−1(1 + q+)−1−γ′ , T ∈ T , U ∈ N .
Here all constants depend only on C′N in (6.3), on N and on c, K in (6.6).
Theorem 6.4. Suppose that N ≥ 9 and the decay and support conditions (6.2)–(6.8) hold. Then there is
a εN > 0 and constants C
′′′
N , d1, . . . , dN , depending only on N , CN , c, K and a lower positive bound for
min (γ, 1− γ), such that for all t ∈ [0, T∗] and ε < εN ,
Qk(t) ≤ 8Qk(0) +MkM + C′′′N ε
∫ t
0
Qk(τ)
1 + τ
+
Qk−1(τ)
(1 + τ)1−dkε
dτ +Mk
∑
|I|≤k
∫ t
0
‖ZI T̂ (τ, ·)‖L2 dτ,
where Qk(t) := sup0≤τ≤tEk(τ)
1/2 and Q−1(0) ≡ 0, and M1, . . . ,Mk are universal constants.
In the proof of Theorem 1.2 in Section 7, Proposition 6.1 will first be appealed to for the coupled Einstein–
Vlasov system (1.2), (1.3), (1.8). As a consequence the assumptions of Proposition 2.1 will be satisfied, which
in turn will ensure that the assumptions of Proposition 6.3 and hence of Theorem 6.4 are satisfied.
6.1. Weak L∞ decay estimates. Here we assume the weak energy bounds (6.1) and prove that this implies
certain decay estimates.
6.1.1. The weak decay estimates for the metric from Klainerman–Sobolev.
Lemma 6.5. The Klainerman–Sobolev inequalities with weights
|φ(t, x)|w1/2 ≤ C
∑
|I|≤2 ‖w1/2ZIφ(t, ·)‖L2
(1+t+r)(1+|t− r|)1/2 .
For a proof see [35]. Using this we get
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Proposition 6.6. Suppose that the weak energy bounds (6.1) hold. Then
(6.9) |∂ZIh1(t, x)| ≤
{
Cε(1 + t+ r)−1(1 + |r − t|)−1−γ(1 + t)δ, r > t
Cε(1 + t+ r)−1(1 + |r − t|)−1/2(1 + t)δ, r < t , |I| ≤ N − 2.
Furthermore
(6.10) |ZIh1(t, x)| ≤
{
Cε(1 + t+ r)−1(1 + |r − t|)−γ(1 + t)δ, r > t
Cε(1 + t+ r)−1(1 + |r − t|)1/2(1 + t)δ, r < t , |I| ≤ N − 2.
The same estimates hold for H1 in place of h
1, and for h or H in place of h1 if γ is replaced by δ.
Proof. (6.10) follows from integrating (6.9) in the r − t direction from initial data, see Corollary 9.3 in
[35]. 
6.1.2. The weak decay estimates for the metric from Ho¨rmander’s L1–L∞ estimate. To get improve decay
estimates in the interior we will use Ho¨rmander’s L1–L∞ estimates for the fundamental solution of , see
[19, 29]:
Lemma 6.7. Suppose that w is a solution of u = F (i,e. the flat Minkowski wave operator) with vanishing
data u
∣∣
t=0
= ∂tu
∣∣
t=0
= 0. Then
|u(t, x)|(1 + t+ |x|) ≤ C
∑
|I|≤2
∫ t
0
∫
R3
|ZIF (s, y)|
1 + s+ |y| dy ds,
Also for the linear homoegenous solution we have from [29, 35]:
Lemma 6.8. If v is the solution of v = 0, with data v
∣∣
t=0
= v0 and ∂tv
∣∣
t=0
= v1 then for any γ > 0;
(1 + t)|v(t, x)| ≤ C sup
x
(
(1 + |x|)2+γ(|v1(x)| + |∂v0(x)|) + (1 + |x|)1+γ |v0(x)|
)
For the proof below we will also use the following version of Hardy’s inequality, see Corollary 13.3 in [35]
Lemma 6.9. For any −1 ≤ a ≤ 1 and any φ ∈ C∞0 (R3)∫ |φ|2
(1 + |t− r|)2
w dx
(1 + t+ r)1−a
.
∫
|∂φ|2 w dx
(1 + t+ r)1−a
.
In the other direction we have
Lemma 6.10. Let ∂q = (∂r − ∂t)/2 and let ∂¯µ = ∂µ − Lµ∂q be the projection of ∂µ onto the tangent space
of the outgoing light cones. Then
(6.11) |∂φ(t, x)| . |∂qφ(t, x)| + |∂¯φ(t, x)|
and
(6.12) (1 + |t− r|)|∂φ(t, x)| + (1 + t+ r)|∂φ(t, x)| .
∑
|I|=1
|ZIφ(t, x)|.
Proposition 6.11. Suppose that N ≥ 4 and the weak energy bounds (6.1) hold for a solution of Einstein–
Vlasov in wave coordinates. Then
(6.13) |ZIh1(t, x)| ≤ Cε(1 + t)
2δ
(1 + t+ r)(1 + q+)γ
, |I| ≤ N − 3.
where q = r − t, q+ = max{q, 0} and q− = max{−q, 0}. Moreover
(6.14) (1 + |q|)∣∣∂ZIh1(t, x)∣∣+ (1 + t+ r)∣∣∂ZIh1(t, x)∣∣ ≤ Cε(1 + t)2δ
(1 + t+ r)(1 + q+)γ
, |I| ≤ N − 4.
The same estimates hold for H1 in place of h
1, and h or H in place of h1 if γ is replaced by 2δ.
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Proof. First (6.14) is a consequence of (6.13) using (6.12) so it only remains to prove (6.13) for r < t. Let
h1µν = vµν + uµν + φµν where,
vµν = 0, vµν
∣∣
t=0
= h1µν
∣∣
t=0
, ∂tvµν
∣∣
t=0
= ∂th
1
µν
∣∣
t=0
.
and
uµν = −Hαβ∂α∂βhµν + Fµν(h)(∂h, ∂h)−h0µν , uµν
∣∣
t=0
= ∂tuµν
∣∣
t=0
= 0,
φµν = T̂µν , φµν
∣∣
t=0
= ∂tφµν
∣∣
t=0
= 0,
We will prove (6.13) for r < t separately for each of v, u, φ. For v and u the proof follows the proof in section
16 of [35]. The estimate for the homogeneous linear part v follows from using Lemma 6.8 with the estimate
for v0 and v1 obtained from (6.9)-(6.10) when t = 0.
Then using the L∞ bounds (6.9)-(6.10) for small number of vector fields we have
|ZIFµν(h)(∂h, ∂h)| ≤ C
∑
|J|+|K|≤|I|
|∂ZJh| |∂ZKh|+ C
∑
|J|+|K|≤|I|
|ZJh|
1 + |q| |∂Z
Kh|,
and since Hαβ = −hαβ +O(h2),∣∣ZI(Hαβ∂α∂βhµν)∣∣ ≤ C ∑
|J|+|K|≤|I|+1, |J|≤|I|
|ZJh|
1 + |q| |∂Z
Kh|.
Now ∫
|∂ZJh| |∂ZKh|(s, y) dy ≤
∑
|I|≤N
‖∂ZIh(s, ·)‖2L2 ≤ Cε2(1 + s)2δ,
since ∫
|∂ZIh0(s, y)|2 dy ≤ CM2
∫ ∞
0
r2 dr
(1 + |t+ r|)4 ≤ C
′M2.
We write h = h0 + h1 and estimate∫ |ZJh0(t, x)|2
(1 + |t− r|)2 dx ≤ CM
2
∫ ∞
0
r2 dr
(1 + |t+ r|)2(1 + |t− r|)2 ≤ C
′M2
and by Lemma 6.9 ∫ |ZJh1(t, x)|2
(1 + |t− r|)2 dx ≤ C
∫
|∂ZJh1(t, x)|2w dx ≤ Cε2(1 + t)2δ
Hence ∫ |ZJh|
1 + |q| |∂Z
Kh|(s, y) dy ≤ Cε2(1 + t)2δ
Finally
|h0µν | =
∣∣∣Mδµν
r
(∂t + ∂r)(∂t − ∂r)
(
χ( r1+t )
)∣∣∣ ≤ CMH(r < 3t/4)
(1 + t+ r)3
,
where H(r < 3t/4) = 1 when r < 3t/4 and 0 otherwise. Hence
‖h0(t, ·)‖L1 ≤M.
It now follows from Lemma 6.7 that
|uµν(t, x)|(1 + t+ |x|) ≤
∫ t
0
(ε2 +M) ds
(1 + s)1−2δ
≤ Cε(1 + s)2δ,
which proves (6.13) for r < t also for u. It remains to prove the estimate also for φ but this also follows from
Lemma 6.7:
|φµν(t, x)|(1 + t+ |x|) ≤
∫ t
0
C‖T̂ (s, ·)‖L1 ds
1 + s
≤
∫ t
0
Cε ds
(1 + s)1−δ
≤ Cε(1 + s)δ,

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6.1.3. The support and weak decay of matter. The following Sobolev inequality will be used to obtain point-
wise bounds for T̂ from the assumptions (6.1).
Lemma 6.12. If suppφ ⊂ {(t, x); |x| ≤ K + ct} for some K ≥ 0 and 0 < c < 1, then
|φ(t, x)| . (1 + t+ r)−3
∑
|I|=3
‖ZIφ(t, ·)‖L1 .
Proof. The proof proceeds by noting that, with c′ = (1 + c)/2, suppφ(t, ·) ⊂ {(t, x); |x| ≤ c′t} for t ≥
2K/(1− c). The inequality for t ≤ 2K/(1− c) follows from the standard Sobolev inequality,
|φ(t, x)| .
∑
|I|=3
|∂Iφ(t, ·)|.
The proof for t ≥ 2K/(1− c) follows from the identity (2.8). 
Lemma 6.12, together with assumption (6.6) on the support of T̂ and the weak energy bounds (6.1), gives
(6.15) |ZIT (t, x)| . ε(1 + t)−3, |I| ≤ N − 4.
6.2. The sharp decay estimates for the first order derivatives. Throughout the rest of this section
we will assume that the weak decay estimates (6.13)-(6.14) hold for some 0 < 8δ < γ < 1− 8δ, M ≤ ε ≤ 1,
along with the support condition (6.6) for T̂ . However we will not use the weak energy bounds (6.1) any
further.
6.2.1. The sharp decay estimates for first order derivative of certain components from the wave coordinate
condition. By [32, 35] the wave coordinate condition can be written
∂µĤ
µν=W ν(h, ∂h) where Ĥµν=Hµν−mµνtrmH/2, trH= mαβHαβ
and |W (h, ∂h)| . |h| |∂h|. Moreover
∂µĤ
µν
1 =W
ν(h, ∂h)− ∂µĤµν0 , where ∂µĤµν0 = 2χ ′
(
r
1+t
)
M(1+ t)−2δ0ν .
We first express the divergence in a null frame:
Lemma 6.13. Let ∂q = (∂r− ∂t)/2 and ∂s = (∂r+ ∂t)/2. Then for any tensor kµν :
∂q
(
LµUνk
µν
)
= LµUν∂qk
µν= LµUν∂sk
µν −AµUν∂Akµν + Uν ∂µkµν, U ∈ N .
Proof. The proof follows expressing the divergence in a null frame ∂µF
µ = Lµ∂qF
µ − Lµ∂sFµ+ Aµ∂AFµ,
and using that ∂q and ∂s commute with the frame, see [32]. 
Using this we get
Lemma 6.14. We have
| ∂qHLT |+ | ∂q /trH | . |∂H |+ |h| |∂h|,(6.16)
| ∂qH1LT |+ | ∂q /trH1| . |∂H1|+ |h| |∂h|+M
∣∣χ′( rt+1)∣∣(1 + t+ r)−2,(6.17)
where χ′(s), is a function supported when 1/4 ≤ s ≤ 1/2. Moreover (6.16) hold also for h in place of H.
Proof. It follows from the previous lemmas that
|∂qĤ1LU | . |∂H1|+ |h| |∂h|+M
∣∣χ′( rt+1)∣∣(1 + t+ r)−2.
Picking U = T respectively U = L gives (6.17). 
Proposition 6.15. With H1UV = H
µν
1 UµVν and /trH1 = δ
ABH1AB we have for T = {L, S1, S2}
| ∂qH1LT |+ | ∂q /trH1| . ε(1 + t+ r)−2+2δ(1+ q+)−γ ,(6.18)
|H1LT |+ | /trH1| . ε(1+ t+ r)−1−γ+2δ+ ε(1+ t)−2+2δ(1+ q−) . ε(1+ t+ r)−1−γ+2δ(1+ q−)γ .(6.19)
The same estimates hold for H in place of H1 if γ is replaced by 2δ,
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Proof. The proof follows [35, 32]. (6.19) follows from integrating (6.18) in the t − r direction from initial
data. When |t− r| > t/8 say the estimate ar estimates follow from Proposition 6.11 so we may assume that
|t− r| < t/8. It then follows from Lemma 6.14 and Proposition 6.11
|∂qH1LT |+ |∂q /trH1| . |∂H1|+ |h| |∂h| . ε(1 + t+ r)−2+2δ(1+ q+)−γ + ε2(1 + t+ r)−2+2δ(1+ q+)−1−2δ.

6.2.2. The leading order behavious of the inhomogeneous term towards null infinity. The inhomogeneous
term in Einstein’s equations can be written
Fµν = P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h),
P (h, k) =
1
2
mαα
′
mββ
′
hαβ kα′β′ − 1
4
mαα
′
hαα′ m
ββ′hββ′.
where Gµν(h)(∂h, ∂h) is cubic ∣∣Gµν(h)(∂h, ∂h)∣∣ . |h| |∂h|2.
and Qµν(∂h, ∂h) satisfy the standard null condition and hence
(6.20) |Q(∂h, ∂k)| . |∂h| |∂k|+ |∂h| |∂k|.
The main term P (∂µh, ∂νh) can be further analyzed as follows. First we note that
(6.21)
∣∣P (∂µh, ∂νk)− LµLνP (∂qh, ∂qh)∣∣ . |∂h| |∂k|+ |∂h| |∂k|.
Expressing P (h, k) = PN (h, k) in a null frame we have
(6.22) PN (h, k) = −1
8
(
hLLkLL + hLLkLL
)− 1
4
δCDδC
′D′
(
2hCC′kDD′ − hCDkC′D′
)
+
1
4
δCD
(
2hCLkDL + 2hCLkDL − hCDkLL − hLLkCD
)
.
Taking into account the wave coordinate condition this reduces in leading order to PN (∂qh, ∂qh) ∼ PS(∂qh, ∂qh),
where
PS(D,E) = −D̂AB ÊAB/2, A,B ∈ S, where D̂AB = DAB − δAB /trD/2, /trD = δABDAB.
In fact, by (6.22) we have
(6.23)∣∣PN (h, k)− PS(h, k)|∣∣ . (|h |LT + | /trh|)|k|+ |h |(|k |LT + | /tr k|), where |h|LT = |hLL|+ |hLS1 |+ |hLS2 |.
Also using (6.16) and that fact the H = −h+O(h2) we get∣∣PN (∂qh, ∂qh)− PS(∂qh, ∂qh)∣∣ . (|∂h|+ |h||∂h|)|∂h|.
Summing up we have shown
Lemma 6.16. Let
(6.24) /Pµν(∂h, ∂k) = χ
( 〈 r−t 〉
t+r
)
LµLνPS (∂qh, ∂qh),
where χ∈C∞0 satisfies χ(q)=0, when |q|≥3/4 and χ(q)=1, when |q|≤1/2. Here < q >= (1 + |q|2)1/2. Then∣∣Fµν(h)(∂h, ∂h)− /Pµν(∂h, ∂h)∣∣ . |∂h||∂h|+ |h||∂h|2, when |q| ≤ 1/2.
Using (6.14)-(6.13) and (6.10)-(6.9) we obtain
Lemma 6.17. With notation as in the previous lemma we have
∣∣Fµν(h)(∂h, ∂h)− /Pµν(∂h, ∂h)∣∣ . ε2
(1+ t+ r)3−4δ(1+ |q|)(1+ q+)4δ .
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6.2.3. The leading order of the geometric wave operator towards null infinity. Expanding in a null frame as
in the proof of Lemma 6.13 using (6.12) we get
Lemma 6.18. We have
(6.25)
∣∣kαβ∂α∂βφ∣∣ . ( |kLL|
1 + |q| +
|k|
1 + t+ r
) ∑
|K|≤1
|∂ZKφ|.
As a consequence we get
Lemma 6.19. We have∣∣(˜g −0)φ∣∣ . ε(1 + q+)−γ
(1 + t+ r)1+γ−2δ(1 + |q|)1−γ
∑
|K|≤1
|∂ZKφ|,
where the asymptotic Schwarzschild wave operator is given by
 0 =
(
mαβ +Hαβ0
)
∂α∂β , where H
αβ
0 = −Mr χ
(
r
1+t
)
δαβ .
Proof. We apply (6.25) to Hαβ1 ∂α∂βφ using (6.19) and (6.13):∣∣Hαβ1 ∂α∂βφ∣∣ . ( |H1LL|1 + |q| + |H1|1 + t+ r) ∑
|K|≤1
|∂ZKφ| . Cε
(1 + t+ r)1+γ−2δ(1 + |q|)1−γ(1 + q+)γ
∑
|K|≤1
|∂ZKφ|

In spherical coordinates this takes the form Here
(6.26)
0φ =
(
−∂2t +△x−Mr χ
(
r
1+t
)(
∂2t +△x
))
φ =
1
r
(
−∂2t +∂2r−Mr χ
(
r
1+t
)
(∂2t +∂
2
r )
)
(rφ)+
(
1−Mr χ
(
r
1+t
)) 1
r2
△ωφ
6.2.4. The leading order of the metric towards space like infinity. Following [35] we have defined h0αβ = −Hαβ0
to be a function that picks up the leading behavior of the initial data at space like infinity
(6.27) h0µν =
M
r χ
(
r
1+t
)
δµν
However it would perhaps have bene more natural to define it to be a solution of the homogeneous wave
h0 = 0 (or even better 0h
0 = 0.) with data coinciding with this function at time 0 in which case
h0µν = χ(r − t)Mr δµν which is equal to (6.27) in the exterior when r ≥ t+ 1. We therefore think of (6.27) as
an approximate solution to the homogeneous wave equation. By (6.26) we have
(6.28) 0h
0
µν =
1
r
(
− ∂2t + ∂2r − Mr χ
(
r
1+t
)
(∂2t + ∂
2
r )
)
χ
(
r
t+1
)
Mδµν =
Mδµν
(1 + t)3
(
χ′1
(
r
t+1
)
+ 1t+1χ
′
2
(
r
t+1
))
for some functions χ′i(s) that vanish when s ≥ 1/2 or s ≤ 1/4. This in particular means that in the exterior
and in the wave zone it is a solution of the wave operator 0. Moreover
(6.29) (˜g −0)h0µν = Hαβ1 ∂α∂βh0µν =
Mδµν
(1 + t+ r)3
Hαβ1 χαβ
(
r
t+1 , ω
)
for some smooth function χαβ(s, ω) supported when s ≥ 1/4. Hence∣∣(˜g −0)h0µν ∣∣ . εM(1 + t+ r)4−2δ(1 + q+)γ
Summing up we have proved that
Proposition 6.20 (Asymptotic Approximate Einstein’s equations). When |x| ≥ ct we have
∣∣ 0 h1µν − /Pµν(∂h, ∂h)∣∣ . ε2(1+ t+ r)2+γ−4δ(1+ |q|)2−γ(1+ q+)4δ .
57
6.2.5. The sharp decay estimates for first order derivatives from the wave equation. We will now derive sharp
estimates for the first order derivatives, following [29, 35] we have
Lemma 6.21. Let Dt = {(t, x);
∣∣t − |x|∣∣ ≤ c0t}, for some constant 0 < c0 < 1 and let w(q) > 0 be an
increasing positive weight w ′(q) ≥ 0. Then
(6.30) (1 + t+ |x|) |∂φUV (t, x)w(q)| . sup
0≤τ≤t
∑
|I|≤1
‖ZIφ(τ, ·)w‖L∞
+
∫ t
0
(
(1 + τ)‖ (0φ)UV (τ, ·)w‖L∞(Dτ ) +
∑
|I|≤2
(1 + τ)−1‖ZIφ(τ, ·)w‖L∞(Dτ )
)
dτ.
Proof. Since φ = −r−1(∂2t − ∂2r )(rφ) + r−2△ωφ, where △ω =
∑
Ω2ij and |ZU | ≤ C, for U ∈ {A,B,L, L},
it follows that ∣∣0φUV − UµV ν0φµν ∣∣ ≤ r−2 ∑
|J|≤1
|ZJφ|.
Using (6.26) we get
0φ =
1
r
(
4∂s∂q − 2Mr χ
(
r
1+t
)
(∂2q + ∂
2
s )
)
(rφ) +
(
1− Mr χ
(
r
1+t
)) 1
r2
△ωφ,
where ∂q = (∂r− ∂t)/2 and ∂s = (∂r+ ∂t)/2. Hence∣∣∣(4∂s − 2Mr ∂q)∂q(rφ) − r0φ∣∣∣ . r−1 ∑|J|≤2 |ZJφ|
so with s = t+ r∣∣∣(∂s − Ms ∂q)∂q(rφUV )∣∣∣ . r∣∣(0φ)UV ∣∣+ (t+ r)−1 ∑|J|≤2 |ZJφ|, |t− r| ≤ c0t
Integrating this along the flow lines of the vector field
(
∂s − Ms ∂q
)
from the boundary of D = ∪τ≥0Dτ to
any point inside D, using that w is decreasing along the flow lines, gives that for any (t, x) ∈ D
|∂q(rφUV (t, x))w| . sup
0≤τ≤t
∑
|I|≤1
‖ZIφ(τ, ·)w‖
+
∫ t
0
(
(1 + τ)‖ (0φ)UV (τ, ·)w‖L∞(Dτ ) +
∑
|I|≤2
(1 + τ)−1‖ZIφ(τ, ·)w‖L∞(Dτ )
)
dτ.
The lemma now follows from (6.11), that the estimate is trivially true for h and when |r − t| ≥ c0t. 
From Lemma 6.21 and the estimate (6.13) we get
Lemma 6.22. Let Dt = {(t, x);
∣∣t − |x|∣∣ ≤ c0t}, for some constant 0 < c0 < 1, and w(q) = (1 + q+)1+γ′ ,
where −1 ≤ γ′ < γ − 2δ. Then
(1 + t+ |x|) |∂h1UV (t, x)w(q)| . ε+
∫ t
0
(1 + τ)‖ (0h1)UV (τ, ·)w‖L∞(Dτ )dτ.
Using Lemma 6.22 and Proposition 6.20 we obtain
Proposition 6.23. If the weak energy bounds and initial bounds hold then we have for any 0 ≤ γ′ < γ − 4δ
(1 + t+ r)(1 + q+)
1+γ′
∣∣∂h1TU ∣∣ . ε,(6.31)
(1 + t+ r)(1 + q+)
1+γ′
∣∣∂h1∣∣ . ε(1 + ε ln (2 + t)) . ε(1 + t)ε.(6.32)
The same estimates hold for h in place of h1 if γ′ = 0.
Proof. We want to apply Lemma 6.22 to the decomposition in Proposition 6.20. To prove (6.31) we note
that /PTU = 0 in Dt. Moreover T̂ = 0 in Dt, for t ≥ 2K/(1− c), if we pick c0 so small that c0 ≤ 1− c′, where
c′ = (1+ c)/2. Also Lemma 6.12 implies that T̂ (t, x) is uniformly bounded for 0 ≤ t ≤ 2K/(1− c). From the
preceeding lemmas it follows that all the terms in the right hand side of (6.30) are bounded independently
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of t by a constant times ε when (U, V ) = (U, T ) and this proves (6.31). To prove (6.32) we note that the
only new term is /Pµν which is controlled by
|/P (∂h, ∂h)| ≤ |∂hTS |2 . ε2(1 + t+ r)−2(1 + q+)−2−2γ′
by the first part and multiplying by (1 + t) and integrating gives a logarithm. 
6.3. The commutators and Lie derivatives. We will use Lie derivatives which will simplify the commu-
tators very much by removing the lower order terms. It was first observed in [32] that one can get bounds
from the wave coordinate condition for Lie derivatives. Here we take it further and observe that the Lie
derivative unlike vector fields preserve the geometric null structure of not only the wave coordinate condi-
tion, but also of the nonlinear inhomogeneous terms of Einstein’s equations and the commutators with the
geometric wave operator.
6.3.1. Modified Lie derivatives applied to the equations. The Lie derivative applied to a (r, s) tensor K is
defined by
(6.33) LZKα1...αrβ1...βs = ZKα1...αrβ1...βs −∂γZα1K
γ...αr
β1...βs
−· · ·−∂γZαrKα1...γβ1...βs+∂β1ZγKα1...αrγ...βs + · · ·+∂βsZγKα1...αrβ1...γ .
Recall that Lie derivative satisfies Leibnitz rule. For the case of our vector fields ∂γZ
β are constant, which
results in the following commutation properties.
Proposition 6.24. If K is an (r,s) tensor then, with respect to the coordinate system {xµ}, the vector fields
Z = ∂xµ ,Ωij , Bi, S satisfy,
(6.34) LZ∂µ1 · · ·∂µkKα1...αrβ1...βs = ∂µ1 · · · ∂µkLZKα1...αrβ1...βs ,
and
(6.35) LZ∂µKµ...αrβ1...βs = ∂µLZK
µ...αr
β1...βs
.
Proof. From the definition (6.33),
LZ∂µ1 · · · ∂µkKα1...αrβ1...βs = Z
(
∂µ1 · · · ∂µkKα1...αrβ1...βs
)
+ ∂µ1Z
γ∂γ · · ·∂µkKα1...αrβ1...βs + . . .+ ∂µkZγ∂µ1 · · · ∂γKα1...αrβ1...βs
− ∂γZα1∂µ1 · · ·∂µkKγ...αrβ1...βs − . . .− ∂γZαr∂µ1 · · ·∂µkK
α1...γ
β1...βs
+ ∂β1Z
γ∂µ1 · · · ∂µkKα1...αrγ...βs + . . .+ ∂βsZγ∂µ1 · · · ∂µkKα1...αrβ1...γ ,
and
∂µ1 · · · ∂µkLZKα1...αrβ1...βs = ∂µ1 · · · ∂µk
[
Zγ∂γ
(
Kα1...αrβ1...βs
)
− ∂γZα1Kγ...αrβ1...βs − . . .− ∂γZαrK
α1...γ
β1...βs
+ ∂β1Z
γKα1...αrγ...βs + . . .+ ∂βsZ
γKα1...αrβ1...γ
]
.
The equality (6.34) follows directly since ∂xαZ
β is constant for each of the vector fields Z. The equality
(6.35) follows directly from (6.34). 
Since, for an (r, s) tensor K, the quantity ∂µ1 · · · ∂µkKα1...αrβ1...βs appearing in (6.34) is not a geometric object,
its Lie derivative is defined formally, in the {xµ} coordinate system, using the coordinate expression (6.33).
Alternatively, one could note that, in the {xµ} coordinate system,
∂µ1 · · · ∂µkKα1...αrβ1...βs = Dµ1 · · ·DµkKα1...αrβ1...βs ,
where D denotes the connection of the Minkowski metric, since the Christoffel symbols of D with respect
to the Cartesian coordinate system {xµ} vanish, D∂xα∂xβ = 0. One could then give a geometric proof
Proposition 6.24 using the fact that the curvature tensor of D vanishes and D2Z = 0 for each of the vector
fields Z.
Let the modified Lie derivative be defined by
(6.36) L̂ZKα1...αrβ1...βs = LZKα1...αrβ1...βs + r−s4 (∂γZγ)Kα1...αrβ1...βs .
With this definition L̂Zmαβ = 0 and L̂Zmαβ = 0 for the vector fields in our collection as the modified Lie
derivative is defined so it commutes with contractions with the the Minkowski metric. Let hαβ and kαβ be
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(0, 2) tensors and let Sµν(∂h, ∂k) be a (0, 2) tensor which is a quadratic form in the (0, 3) tensors ∂h and ∂k
with two contractions with the Minkowski metric (in particular P (∂µh, ∂νh) or Qµν(∂h, ∂k)). Then
LZ
(
Sµν(∂h, ∂k)
)
= Sµν(∂L̂Zh, k) + Sµν(∂h, ∂L̂Zk).
Moreover
LZ
(
gαβ∂α∂βhµν
)
=
(L̂Zgαβ)∂α∂βhµν + gαβ∂α∂βL̂Zhµν .
Let LIZ be a product of |I| Lie derivatives with respect to |I| vector fields Z. It follows that
˜gL̂IZhµν =
[
˜gL̂IZ − LIZ˜g
]
hµν + LIZFµν(H)(∂h, ∂h) + LIZTµν
where [
˜gL̂IZ − LIZ˜g
]
φµν = −
∑
J+K=I, |K|<|I |̂
LJZHαβ ∂α∂βL̂KZ φµν
and
LIZFµν (H)(∂h, ∂h) =
∑
J+K=I
P
(
∂µL̂JZh, ∂νL̂KZ h
)
+
∑
J+K=I
Qµν
(
∂L̂JZh, ∂L̂KZ h
)
+ LIZGµν(H)(∂h, ∂h),
where ∣∣LIZGµν(H)(∂h, ∂h)∣∣ . ∑
I1+I2+...Ik=I, k≥3
|L̂I3Z H | · · · |L̂IkZ H ||∂L̂I1Z h| |∂L̂I2Z h|,
i.e. at least one factor of |L̂IkZ H |. Finally the wave coordinate condition
∂µL̂ZĤµν =
(L̂Z + ∂γZγ2 )∂µĤµν = (L̂Z + ∂γZγ2 )W ν(H, ∂h)
It follows that
(6.37)
∣∣∂µL̂IZĤµν ∣∣ . ∑
I1+···+Ik, k≥2
∣∣L̂I2Z H∣∣ · · · ∣∣L̂IkZ H∣∣ ∣∣∂L̂I1Z H∣∣,
where
L̂IZĤµν= L̂IZHµν−mµνtrmL̂IZH/2, trL̂IZH= mαβL̂IZHαβ
We have ∑
|I|≤k
|ZIK| .
∑
|I|≤k
|L̂IZK| .
∑
|I|≤k
|ZIK|,
since the Lie derivative just adds lower order terms.
6.3.2. Estimates from the wave coordinate condition. It follows from Lemma 6.13 and (6.37) and the fact
that
∣∣L̂IkZ h∣∣ . 1 for small |Ik| that
Lemma 6.25.
|∂qL̂IZH |LT + |∂q /tr L̂IZH | . |∂L̂IZH |+
∑
|J|+|K|≤|I|
∣∣L̂JZh∣∣∣∣∂L̂KZ h∣∣(6.38)
|∂qL̂IZH1|LT + |∂q /tr L̂IZH | . |∂L̂IZH1|+
∑
|J|+|K|≤|I|
∣∣L̂JZh∣∣∣∣∂L̂KZ h∣∣+ ∣∣χ′( rt+1)∣∣ M(1 + t+ r)2 ,(6.39)
where χ′(s), is a function supported when 1/4 ≤ s ≤ 1/2. Moreover (6.38) hold also for h in place of H.
6.3.3. L∞ estimates from the wave coordinate condition. For low derivatives (6.39) leads to the following
Proposition 6.26. For |I| ≤ N − 4 we have
|∂qL̂IZH1|LT + |∂q /tr L̂IZH1| . ε(1 + t+ r)−2+2δ(1+ q+)−γ ,
|L̂IZH1|LT + | /tr L̂IZH1| . ε(1+ t+ r)−1−γ+2δ+ ε(1+ t)−2+2δ(1+ q−) . ε(1+ t+ r)−1−γ+2δ(1+ q−)γ .(6.40)
The same estimates hold for H in place of H1 if γ is replaced by 2δ.
The proof is the same as Proposition 6.15.
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6.3.4. Estimates for the inhomogeneous term. First using the fact that
∣∣L̂IkZ h∣∣ . 1 for small |Ik|∣∣LIZGµν(h)(∂h, ∂h)∣∣ . ∑
|I1|+|I2|+|I3|≤|I|,
|L̂I3Z H ||∂L̂I1Z h| |∂L̂I2Z h|,
Secondly for any term satisfying classical null condition by (6.20) we have∣∣∣ ∑
J+K=I
Qµν
(
∂L̂JZh, ∂L̂KZ h
)∣∣∣ . ∑
|J|+|K|≤|I|
|∂L̂JZh| |∂L̂KZ h|.
Moreover by (6.23), (6.21) we have with /Pµν as in (6.24)∑
J+K=I
∣∣P (∂µL̂JZh, ∂νL̂KZ h)∣∣ . ∑
|J|+|K|≤|I|
∣∣/Pµν(∂L̂JZh, ∂L̂KZ h)∣∣+∑
|J|+|K|≤|I|
(|∂qL̂JZh|LT + |∂q /tr L̂JZh|) |∂L̂KZ h|
Summing up we have the estimate∣∣LIZFµν(h)(∂h, ∂h)∣∣
.
∑
|J|+|K|≤|I|
∣∣/Pµν(∂L̂JZh, L̂KZ h)∣∣+ ∑
|J|+|K|≤|I|
|∂L̂JZh| |∂L̂KZ h|+
∑
|I1|+|I2|+|I3|≤|I|,
|L̂I3Z h||∂L̂I1Z h| |∂L̂I2Z h|,
Dividing up into low and high derivatives we get
(6.41)
∣∣LIZFµν(h)(∂h, ∂h)∣∣
.
(|∂h|SS + |∂h|+ |h| |∂h|)∑
|J|≤|I|
|∂L̂JZh|+ |∂h|
∑
|J|≤|I|
|∂L̂JZh| + |∂h|2
∑
|J|≤|I|
|L̂JZh|+
∑
|K|≤|I|/2
|∂L̂KZ h|
∑
|J|≤|I|−1
|∂L̂JZh|
.
ε(1+q+)
−1
1 + t+ r
∑
|J|≤|I|
|∂L̂JZh|+
ε(1+t)2δ(1+q+)
−2δ
(1 + t+ r)(1 + |q|)
∑
|J|≤|I|
|∂L̂JZh|+
ε2(1+t)4δ(1+q+)
−4δ
(1 + t+ r)2(1 + |q|)2
∑
|J|≤|I|
|L̂JZh|
+
∑
|K|≤|I|/2
|∂L̂KZ h|
∑
|J|≤|I|−1
|∂L̂JZh|
6.3.5. Estimates of the wave operator applied to h0. By (6.29) we have
(6.42)
∣∣LIZ (˜g −0)h0µν ∣∣ . M(1 + t+ r)3 ∑
|J|≤|I|
∣∣L̂JZH1|
and by (6.28) we have
(6.43)
∣∣LIZ 0h0µν∣∣ . M(1 + t+ r)3 χ′( rt+1)
where χ′(s) is supported in 1/4 ≤ s ≤ 1.
6.3.6. Estimates of the wave commutator term. By (6.25) we have∣∣[˜gL̂IZ − LIZ˜g]φµν ∣∣ . ∑
J+K=I, |K|<|I|
∣∣L̂JZHαβ∂α∂βL̂KZ φµν ∣∣ . ∑
|J|+|K|−1≤|I|,
1≤|K|≤|I|
( ∣∣(L̂JZH)LL∣∣
1 + |q| +
∣∣L̂JZH∣∣
1 + t+ r
) ∣∣∂L̂KZ φµν ∣∣.
Writing H = H0 + H1 this can be divided up in the commutator with 0 =  + H
αβ
0 ∂α∂β and with
˜g −0 = Hαβ1 ∂α∂β . Since H0 ∼ r−1 we have
(6.44)
∣∣[0L̂IZ −LIZ0]φµν ∣∣ . ∑
|J|≤|I|
( ∣∣(L̂JZH0)LL∣∣
1 + |q| +
∣∣L̂JZH0∣∣
1 + t+ r
) ∑
|K|≤|I|
∣∣∂L̂KZ φµν ∣∣ . M(1+|q|)−11+ t+ r ∑
|K|≤|I|
∣∣∂L̂KZ φµν ∣∣.
Similarly by (6.40) and (6.13)∑
|J|≤|I|/2+1
( ∣∣(L̂JZH1)LL∣∣
1 + |q| +
∣∣L̂JZH1∣∣
1 + t+ r
) ∑
|K|≤|I|
∣∣∂L̂KZ φµν ∣∣ . ε(1 + q+)−γ(1 + t+ r)1+γ−2δ(1 + |q|)1−γ ∑
|K|≤|I|
∣∣∂L̂KZ φµν ∣∣,
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we conclude that
(6.45)
∣∣[(˜g−0)L̂IZ − LIZ(˜g−0)]φµν ∣∣
.
ε(1 + q+)
−γ
(1+t+r)1+γ−2δ(1+|q|)1−γ
∑
|K|≤|I|
∣∣∂L̂KZ φµν ∣∣+∑
|K|≤|I|/2
∣∣∂L̂KZ φµν ∣∣ ∑
|J|≤|I|
(∣∣(L̂JZH1)LL∣∣
1 + |q| +
∣∣L̂JZH1∣∣
1 + t
)
.
6.4. The sharp L∞ decay estimates for higher order low derivatives. As in section 10 of [35] using the
methods in section 6.2 we can inductively prove sharp decay estimates also for higher order low derivatives.
As we have already proven the higher order weak decay estimates in Proposition 6.11 and the higher order
sharp decay estimates for components we control with the wave coordinate condition in Proposition 6.26 it
only remains to generalize Proposition 6.23 to higher order. In order to do that we will as before rely on the
crucial Lemma 6.21 to control transversal derivatives in terms of tangential derivatives, which we control by
Proposition 6.11, and 0 close to the light cone |t − r| < 1 − c. It therefore only remains to get control of
0L̂IZh1µν close to the light cone |t − r| < (1 − c)t, where 0 < c < 1. When |t − r| < (1 − c)t we have by
(6.28) and (6.29)
LIZgh1µν = LIZFµν − LIZ(g −0)h0µν , |t− r| < (1− c)t,
where L̂IZ(g −0)h0µν is controlled by (6.42) using Proposition 6.11:∣∣LIZ (˜g −0)h0µν∣∣ . εM(1 + t+ r)3−2δ(1 + q+)γ
and by (6.41)∣∣LIZFµν(H)(∂h, ∂h)∣∣
.
ε(1+q+)
−1
1 + t+ r
∑
|J|≤|I|
|∂L̂JZh|+
ε2(1+q+)
−4δ
(1 + t+ r)3−4δ(1 + |q|) +
ε3(1+q+)
−6δ
(1 + t+ r)3−6δ(1 + |q|)3 +
∑
|K|≤|I|/2
|∂L̂KZ h|
∑
|J|≤|I|−1
|∂L̂JZh|
It remains to estimate the difference ˜g −0 and the commutators
0L̂IZh1µν = LIZ0h1µν + [0L̂IZ − LIZ0]h1µν = LIZ˜gh1µν − LIZ(˜g −0)h1µν + [0L̂IZ − LIZ0]h1µν
By (6.44) ∣∣[0L̂IZ − LIZ0]h1µν∣∣ . ε(1+|q|)−11+ t+ r ∑
|K|≤|I|
∣∣∂L̂KZ h1µν∣∣.
and by
∣∣[(˜g−0)L̂IZ − LIZ(˜g−0)]h1µν∣∣ . ε(1 + q+)−γ(1+t+r)1+γ−2δ(1+|q|)1−γ ∑
|K|≤|I|
∣∣∂L̂KZ h1µν ∣∣.
Since LIZ(˜g − 0)h1µν −
[
(˜g− 0)L̂IZ − LIZ(˜g− 0)
]
h1µν = (˜g − 0)L̂IZh1µν , which can be stimated in
the same way we obtain
∣∣LIZ(˜g−0)h1µν ∣∣ . ε(1 + q+)−γ(1+t+r)1+γ−2δ(1+|q|)1−γ ∑
|K|≤|I|+1
∣∣∂L̂KZ h1µν ∣∣ . ε2(1 + q+)−2γ(1+t+r)2+γ−4δ(1+|q|)2−γ .
Summing up∣∣0L̂IZh1µν ∣∣ . ε(1+q+)−11 + t+ r ∑
|J|≤|I|
|∂L̂JZh|+
∑
|K|≤|I|/2
|∂L̂KZ h|
∑
|J|≤|I|−1
|∂L̂JZh|
+
ε2(1+q+)
−4δ
(1 + t+ r)3−4δ(1 + |q|) +
ε2(1 + q+)
−2γ
(1+t+r)2+γ−4δ(1+|q|)2−γ
From Lemma 6.21 and the estimate (6.13) we get
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Lemma 6.27. Let Dt = {(t, x);
∣∣t − |x|∣∣ ≤ c0t}, for some constant 0 < c0 < 1, and w(q) = (1 + q+)1+γ′ ,
where −1 ≤ γ′ < γ − 2δ. Then
(1 + t+ |x|) |∂L̂IZh1(t, x)w(q)| . ε+
∫ t
0
(1 + τ)‖0L̂IZh1(τ, ·)w‖L∞(Dτ )dτ.
Proposition 6.28. If the weak energy bounds and initial bounds hold then we have for any 0 ≤ γ′ < γ− 2δ,
and |I| = k ≤ N − 5, then there are constants ck such that
(6.46)
∣∣∂L̂IZh1∣∣ ≤ ckε(1 + t)ckε(1 + t+ r)−1(1 + q+)−1−γ′ .
The same estimates hold for h in place of h1 if γ′ = 0.
Proof. Let Nk(t) = (1 + t)
∑
|I|≤k ‖L̂IZh1(t, ·)w‖L∞(Dt). We will prove (6.46) by induction noting that its
true for k = 0 by (6.32). Then by Lemma 6.27 we have for k ≥ 1
Nk(t) . ε+
∫ t
0
ε
1 + τ
Nk(τ)dτ +
∫ t
0
1
1 + τ
Nk−1(τ)
2 dτ,
where the bounds (6.15) have been used, and by the induction hypothesis Nk(τ)
2 . ε2c2k−1, (1 + τ)
2ck−1ε so
for some ck ≥ 4ck−1
Nk(t) ≤ ck
∫ t
0
ε
1 + τ
Nk(τ)dτ + ck ε(1 + t)
2ck−1ε.
Using Gro¨nwall’s lemma with G denoting the integral we get G′(t) ≤ ε(1+ t)−1ck
(
G(t)+ ε(1+ t)2ck−1ε
)
and
multiplying with the integrating factor we get
(
G(t)(1 + t)−ckε
)′ ≤ ckε2(1 + t)2ck−1ε−ckε−1. Assuming that
ck ≥ 4ck−1 We get G(t) ≤ ckε(1 + t)ckε and hence Nk(t) ≤ c′kε(1 + t)ckε. 
6.5. The energy estimate.
6.5.1. The basic energy estimate for the wave equation. In [35] the following energy estimate was proven:
Lemma 6.29. Let φ be a solution of the wave equation ˜gφ = F , with the metric g such that for H
αβ =
gαβ −mαβ;
(1 + |q|)−1|H |LL + |∂H |LL + |∂H | ≤ Cε′(1 + t)−1,
(1 + |q|)−1 |H |+ |∂H | ≤ Cε′(1 + t)− 12 (1 + |q|)− 12 (1 + q−)−µ.
for some µ > 0. Set
w =
{
(1 + |r − t|)1+2γ , r > t
1 + (1 + |r − t|)−2µ, r ≤ t and w
′ =
{
(1 + 2γ)(1 + |r − t|)2γ , r > t
2µ(1 + |r − t|)−1−2µ, r ≤ t
Then for any 0 < γ ≤ 1, and 0 < ε′ ≤ γ/C1, we have∫
Σt
|∂φ|2 wdx+
∫ t
0
∫
Στ
|∂¯φ|2 w ′dxdτ ≤ 8
∫
Σ0
|∂φ|2 wdx +
∫ t
0
Cε
1 + τ
∫
Στ
|∂φ|2 w dxdτ
+ 16
∫ t
0
(∫
Στ
|F |2wdx
)1/2(∫
Στ
|∂φ|2wdx
)1/2
dτ
6.5.2. The lowest order energy estimate for Einstein’s equations. Let
Ek(t) =
∑
|I|≤k
∫
Σt
|∂ZIh1|2wdx and Sk(t) =
∑
|I|≤k
∫ t
0
∫
Σt
|∂ZIh1|2w′dxdτ,
By Lemma 6.29 we have
E0(t) + S0(t) ≤ 8E0(0) +
∫ t
0
ε
1 + τ
E0(τ) + ‖F (τ, ·)w1/2‖L2E0(τ)1/2 dτ,
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where F =
∣∣Fµν(h)(∂h, ∂h) + T̂µν − ˜gh0µν∣∣, where with h = hTS , T, S ∈ S, we have
|Fµν | . |/Pµν(∂h, ∂h)|+ |∂h| |∂h|+ |h| |∂h|2 .
(|∂h|+ |∂h|+ |h| |∂h|)|∂h| . ε|∂h|
(1 + t+ r)(1 + q+)
.
Writing h = h0 + h1 we see that its enough to estimate
F j =
ε|∂hj|
(1 + t+ r)(1 + q+)
for j = 0, 1. We have
‖F 1(t, ·)w1/2‖L2 . ε(1 + t)−1‖∂h1(t, ·)w1/2‖L2 = ε(1 + t)−1E0(t)1/2,
and F 0 .Mε(1 + t+ r)−3(1 + q+)
−1 so
‖F 0(t, ·)w1/2‖L2 . εM
(∫ (1 + q+)2γ−1
(1 + t+ r)6
r2dr
)1/2
.
Mε
(1 + t)2−γ
.
As far as the energy estimate one could have picked h0µν to satisfy ˜gh
0
µν = 0 one we wouldn’t have to do
anything further. However, since we didn’t do this we will estimate using (6.29) and (6.28)∣∣˜gh0µν ∣∣ ≤ ∣∣[˜g −0]h0µν ∣∣+ ∣∣[0 −]h0µν |+ ∣∣h0µν | ≤ C0|H1|M(1 + t+ r)3 + M
2χ′
(
r
t+1
)
(1 + t+ r)4
+
Mχ′
(
r
t+1
)
(1 + t+ r)3
and hence using Hardy’s inequality
‖˜gh0µν(t, ·)w1/2‖L2 ≤ CM(1 + t)−2‖∂H1(t, ·)w1/2‖L2 +M0M(1 + t)−3/2,
where M0 is a universal constant.
Hence
E0(t) ≤ 8E0(0) + C′ε
∫ t
0
E0(τ)
1 + τ
dτ
+ C′ε
∫ t
0
ME0(τ)
1/2
(1 + t)2−γ
dτ + 16M0
∫ t
0
ME0(τ)
1/2
(1 + τ)3/2
dτ + 16
∫ t
0
‖T̂ (τ, ·)‖L2E0(τ)1/2 dτ,
for some univeral constant M0.
6.6. Higher order L2 Energy estimates. For this section we have to make the following smallness as-
sumption on ε:
ck′ε ≤ δ
where ck′ are the constants in Proposition 6.28.
6.6.1. L2 estimate of the inhomogeneous term. It follows from (6.41) that with k = |I| and k′ = [k/2] + 1
we have ∣∣LIZFµν(h)(∂h, ∂h)∣∣ . F k01 + F k11 + F k02 + F k12 + F k03 + F k13 + F k04 + F k14 ,
where
F kj1 =
ε
(1 + t+ r)(1 + q+)
∑
|J|≤k
|∂L̂JZhj |, F kj2 =
ck′ε(1 + t)
ck′ε
(1 + t+ r)(1 + q+)
∑
|J|≤k−1
|∂L̂JZhj|
F kj3 =
ε2(1 + t)4δ(1 + q+)
−4δ
(1 + t+ r)2(1 + |q|)2
∑
|J|≤|I|
|L̂JZhj |, F kj4 =
ε(1 + t)2δ(1 + q+)
−2δ
(1 + t+ r)(1 + |q|)
∑
|J|≤|I|
|∂L̂JZhj |
For i = 1, 2 we have( ∫
|F k11 |2w dx
)1/2
.
ε
1 + t
Ek(t)
1/2,
( ∫
|F k12 |2 w dx
)1/2
≤ ck′ε(1 + t)
ck′ε
1 + t
Ek−1(t)
1/2.
We have
|F k01 | .
εM
(1 + t+ r)3(1 + q+)
, |F k02 | .
εM(1 + t)ck′ε
(1 + t+ r)3(1 + q+)
,
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and hence (∫
|F k01 |2w dx
)1/2
.
εM
(1 + t)2−γ
,
( ∫
|F k02 |2 w dx
)1/2
≤ ck′εM
(1 + t)2−γ−ck′ε
.
For i = 3 we will use Hardy’s inequality Lemma 6.9 but first we divide it up into two terms for j = 0, 1:
|F k03 | .
ε2M(1 + t)4δ(1 + q+)
−4δ
(1 + t+ r)3(1 + |q|)2 ,
and hence (∫
|F k03 |2 w dx
)1/2
.
ε2M
(1 + t)2−4δ
.
By Hardy’s inequality(∫
|F k13 |2 w dx
)1/2
.
∑
|J|≤|I|
ε
(1 + t)2−4δ
(∫ |L̂JZh1|2
(1 + |q|)2wdx
)1/2
.
ε
(1 + t)2−4δ
Ek(t)
1/2.
Moreover
|F k04 | .
εM(1 + t)2δ(1 + q+)
−2δ
(1 + t+ r)3(1 + |q|) ,
and hence (∫
|F k04 |2 w dx
)1/2
.
εM
(1 + t)3−2γ
.
The last term F k14 will be estimated differently in terms of the space term integral. We have∫
|F k14 |2w dx .
∫
ε2(1 + t)4δ(1 + q+)
−4δ
(1 + t+ r)2(1 + |q|)2
∑
|J|≤|I|
|∂L̂JZh1|2 wdx .
ε2
(1 + t)2−4δ
∫ ∑
|J|≤|I|
|∂L̂JZh1|2 w′dx
It follows that∫ (∫
|F k14 |2w dx
)1/2
Ek(τ)
1/2 dτ ≤ C(εSk(t))1/2( ∫ t
0
εEk(τ) dτ
(1 + τ)2−4δ
)1/2
≤ εSk(t) + C2
∫ t
0
εEk(τ) dτ
(1 + τ)2−4δ
.
Summing up using that δ ≤ 1/4 we have
(6.47)∫ t
0
∫ ∣∣LIZFµν ∣∣ ∣∣∂LIZh1∣∣w dxdτ ≤ C′∫ t
0
(εEk(τ)1/2
1 + τ
+
ck′ε(1+τ)
ck′ε
1 + τ
Ek−1(τ)
1/2+
εM
(1 + t)2−γ−ck′ε
)
Ek(τ)
1/2dτ+εSk(t)
6.6.2. Equivalence of norms. The inhomogeneous terms contain factors of ∂L̂IZh which we estimate by writing
h = h0+h
1, and estimate the L2 norm factors with h1 in terms of the energy of h1 whereas the L2 norms of
h0 can be estimated directly. The commutator terms will in addition contain factors of L̂IZH , where we can
also write H = H0+H1 and estimate the factors with H0 directly since it is explicit, and for the factors with
L̂IZH1 we first use Hardy’s inequality to estimate them in terms of ∂L̂IZH1. HoweverH1 is only approximately
equal to −h1. We have that H = −h+K(h), where K(h) = O(h2). and hence H1 = −h1+K(h)−h0−H0.
Differentiating we see that to conclude that the norms or H1 are approximately bounded by those of h
1 we
have to estimate factors of the form L̂JZh ∂L̂KZ h, with |J |+ |K| ≤ |I|, in L2 with respect to the measure w.
Again this can be estimated by writing h = h0 + h1 and estimate the factors with h1 in terms of the energy
(after possibly using Hardy’s inequality) and estimate the explicit factors with h0 directly. The conclusion
of this process is that
‖∂L̂IZK(h)(t, ·) w1/2‖L2 . ε
(
M + Ek(t)
1/2
)
, if |I| ≤ k.
Hence since h0 = −H0 it follows that∑
|I|≤k
‖∂L̂IZH1(t, ·) w1/2‖L2 . εM + Ek(t)1/2
and similarly for the space time integrals of tangential components.
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6.6.3. L2 estimate of the wave operator applied to h0. By (6.42) using Hardy’s inequality we have
‖(LIZ (˜g −0)h0)(t, ·)w1/2‖L2 . M(1 + t)2Ek(t)1/2
and by (6.43) we have
∑
|I|≤k
‖(LIZ 0h0)(t, ·)w1/2‖2L2 .M2k M2(1 + t)3 ,
for some universal constant Mk.
6.6.4. L2 estimates of the wave commutator. It remains to estimate the commutator which by (6.44) and
(6.45) is bounded by∣∣[˜gL̂IZ − LIZ˜g]h1µν ∣∣ ≤ ∣∣[0L̂IZ − LIZ0]h1µν ∣∣+ ∣∣[(˜g −0)L̂IZ − LIZ(˜g −0)]h1µν∣∣ . F k5 + F k6 + F k7
where
F k5 =
ε
1+ t
∑
|K|≤|I|
∣∣∂L̂KZ h1µν ∣∣
and
F k6 =
ε(1 + q+)
−γ
(1 + t+ r)2−2δ
∑
|J|≤|I|
∣∣L̂JZH1∣∣
1 + |q| , F
k
7 =
ε(1 + t)2δ(1 + q+)
−γ
(1 + t+ r)(1 + |q|)
∑
|J|≤|I|
∣∣(L̂JZH1)LL∣∣
1 + |q| χ(
r
t+1 ),
since
∑
|J|≤|I|, |K|≤|I|/2+1
( ∣∣(L̂JZH1)LL∣∣
1 + |q| +
∣∣L̂JZH1∣∣
1 + t
) ∣∣∂L̂KZ h1µν∣∣ . ε(1 + t)2δ(1 + q+)−γ(1 + t+ r)(1 + |q|) ∑
|J|≤|I|
( ∣∣(L̂JZH1)LL∣∣
1 + |q| +
∣∣L̂JZH1∣∣
1 + t+ r
)
.
We have (∫
|F k5 |2 w dx
)1/2
.
ε
1 + t
Ek(τ)
1/2.
By Hardy’s inequality
( ∫
|F k6 |2 w dx
)1/2
.
∑
|J|≤|I|
ε
(1 + t)2−2δ
(∫ |L̂JZh1|2
(1 + |q|)2wdx
)1/2
.
ε
(1 + t)2−2δ
Ek(τ)
1/2.
Dealing with the last term F k7 requires a slight generalization of Hardy’s inequality Corollary 13.3 in [35]:
Corollary 6.30. Let γ > 0 and µ > 0. Then for any −1 ≤ a ≤ 1 and any φ ∈ C∞0 (R3) if in addition
a < 2min (γ, µ), we have∫ |φ|2
(1 + |q|)2
(1 + |q|)−a
(1 + t+ |q|)1−a
w dx
(1 + q−)2µ
.
∫
|∂φ|2min (w′, w
(1 + t+ |q|)1−a ) dx.
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The last term F k7 will be estimated differently in terms of the space time integral. By Hardy’s inequality
and (6.39)∫
|F k7 |2w dx .
ε2
1 + τ
∑
|J|≤|I|
∫
(1 + q+)
−2γ
(1 + τ + r)1−4δ(1 + |q|)2
|(L̂JZH1)LL|2
(1 + |q|)2 w dx
.
ε2
1 + τ
∑
|J|≤|I|
∫
|∂(L̂JZH1)LL|2 min
(
w′,
w
(1 + τ + |q|)1−4δ
)
dx
.
ε2
1+τ
( ∑
|J|≤|I|
∫
|∂L̂JZH1|2w′dx+
∑
|J|+|K|≤|I|
∫ ∣∣L̂JZh∣∣2∣∣∂L̂KZ h∣∣2 w dx(1+ τ+r)1−4δ +
∫
|x|≤3τ/4
M2w′dx
(1+τ)4
)
.
ε2
1+τ
∑
|J|≤|I|
∫
|∂L̂JZH1|2w′ dx+
ε4
1+τ
∑
|J|≤|I|
∫
(1 + q+)
−4δ
(1+τ+r)3−8δ
(∣∣∂L̂JZh∣∣2+ |L̂JZh|2(1 + |q|)2 )w dx+ ε2M2(1+τ)3+2µ .
Here we again write h = h0 + h1. We have∑
|J|≤|I|
∫
(1 + q+)
−4δ
(1+τ+r)3−8δ
(∣∣∂L̂JZh0∣∣2+ |L̂JZh0|2(1 + |q|)2 )w dx . M2(1 + τ)3−2γ−4δ
and by Hardy’s inequality again∑
|J|≤|I|
∫
(1 + q+)
−4δ
(1+τ)3−8δ
(∣∣∂L̂JZh1∣∣2+ |L̂JZh1|2(1 + |q|)2 )w dx . 1(1+τ)3−8δ ∑
|J|≤|I|
∫ ∣∣∂L̂JZh1∣∣2w dx.
Hence∫
|F k7 |2w dx .
ε2
1+τ
∑
|J|≤|I|
∫
|∂L̂JZh1|2w′ dx+
ε2
(1+τ)3
( ∑
|J|≤|I|
ε2
∫ ∣∣∂L̂JZh1∣∣2w dx+M2)+ ε4M2(1+τ)4−2γ−4δ .
It follows that∫ (∫
|F k7 |2w dx
)1/2
Ek(τ)
1/2 dτ
≤ C(εSk(t))1/2(∫ t
0
ε
1 + τ
Ek(τ) dτ
)1/2
+ C
∫ t
0
ε
(
εEk(τ) +MEk(τ)
1/2)
(1 + τ)3/2
+
ε2MEk(τ)
1/2
(1+τ)2−γ−2δ
dτ
≤ εSk(t) +
∫ t
0
C′ε
1 + τ
Ek(τ) dτ +
∫ t
0
( C′ε
(1 + τ)3/2
+
C′ε2
(1+τ)2−γ−2δ
)
MEk(τ)
1/2 dτ.
Summing up we have
(6.48)
∫ t
0
∫ ∣∣[˜gL̂IZ − LIZ˜g]h1µν∣∣ ∣∣∂LIZh1∣∣w dxdτ
≤ εSk(t) +
∫ t
0
C′ε
1 + τ
Ek(τ) dτ +
∫ t
0
( C′ε
(1 + τ)3/2
+
C′ε2
(1+τ)2−γ−2δ
)
MEk(τ)
1/2 dτ.
6.6.5. Higher order Energy L2 estimates. Here we give the proof of Theorem 6.4 using the decay estimates
proven in the previous section. We will argue by induction so we assume the energy estimate is true for
k− 1 and we will prove it for k. Using the energy inequality Lemma 6.29 we get from adding up the energy
contributions from the inhomogeneous term (6.47), the commutator with the wave equation (6.48) and the
Vlasov matter
Ek(t) + Sk(t) ≤ 8Ek(0) + 32εSk(t) + 16Mk
∫ t
0
MEk(τ)
1/2
(1 + τ)3/2
dτ + C′′ε
∫ t
0
(Ek(τ)
1 + τ
+
ck′ (1+τ)
ck′ε
1 + τ
Ek−1(τ)
)
dτ
+ C′′
∫ t
0
( ε2
(1 + τ)2−γ−max{2δ,ck′ε}
+
ε
(1 + τ)3/2
)
MEk(τ)
1/2 dτ + 16
∫ t
0
(∑
|I|≤k
‖ZIT (τ, ·)‖2L2
)1/2
Ek(τ)
1/2 dτ
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for some universal constant Mk. We now choose ε so small that 32ε ≤ 1 so that Sk(t) in the right can be
absorbed in Sk(t) on the left, so that ck′ε ≤ 2δ and so that C′′ε ≤Mk we obtain
Ek(t) ≤ 8Ek(0) + 32Mk
∫ t
0
MEk(τ)
1/2
(1 + τ)3/2
dτ + C′′ε
∫ t
0
(Ek(τ)
1 + τ
+
ck′(1+τ)
ck′ε
1 + τ
Ek−1(τ)
)
dτ
+ C′′
∫ t
0
ε2MEk(τ)
1/2
(1 + τ)2−γ−2δ
dτ + 16
∫ t
0
(∑
|I|≤k
‖ZIT (τ, ·)‖2L2
)1/2
Ek(τ)
1/2 dτ.
7. The continuity argument and the proof of Theorem 1.2
The proof of Theorem 1.2 is a direct consequence of Theorem 1.3, Proposition 2.1, Proposition 6.1,
Proposition 6.3 and Theorem 6.4 as follows.
Let T∗ be the supremum of all times T1 such that a solution of the reduced Einstein–Vlasov system (1.2),
(1.3), (1.8) attaining the given data exists for all t ∈ [0, T1] and satisfies
(7.1) EN (t)
1
2 ≤ CNε(1 + t)δ,
∑
|I|≤N−1
‖ZI T̂ (t, ·)‖L1 ≤ CNε,
for all t ∈ [0, T1], where δ > 0 is such that δ < γ < 1−8δ and CN is a fixed large constant, to be determined,
depending only on N , δ and supp(f0). Recall that T̂
µν = T µν − 12 trTgµν. Clearly the set of such T1 is non
empty by the local existence theorem of Choquet-Bruhat [7] (see also the textbook of Ringstro¨m [40]) and
so T∗ > 0. Suppose T∗ <∞.
By Proposition 6.1 the pointwise bounds
(7.2) |h(t, x)| ≤ C
′
Nε(1 + t)
2δ
(1 + t+ r)(1 + q+)2δ
,
∑
|I|+|J|≤N−4
|∂IZJ∂h(t, x)| ≤ C
′
Nε(1 + t)
2δ
(1 + t+ r)(1 + |q|)(1 + q+)2δ ,
hold for some constant C′N depending only on CN and on N . In particular the assumptions of Proposition
2.1 are satisfied, and so, provided ε is sufficiently small,
supp(T̂ µν) ⊂ {(t, x) | |x| ≤ ct+K},
for some 0 < c < 1, K ≥ 0.
The assumptions of Proposition 6.3 are now satisfied and so Proposition 6.3 and Theorem 6.4 then imply
that for ε < εN we have
(7.3) Qk(t) ≤ 8Qk(0) +MkM + C′′′N ε
∫ t
0
Qk(τ)
1 + τ
+
Qk−1(τ)
(1 + τ)1−dkε
dτ +Mk
∑
|I|≤k
∫ t
0
‖ZI T̂ (τ, ·)‖L2 dτ,
for each k = 0, 1, . . . , N and for all t ∈ [0, T∗], where Q−1 ≡ 0. Here εN , C′′′N , d1, . . . , dN are constants
which depend only on C′N , on N and on c and K and a lower positive bound for min {γ, 1− γ}, whereas
M0, . . . ,MN are universal constants (which in particular do not depend on CN ).
The pointwise bounds (7.2) in particular imply that∑
|I|≤N−4
|ZIΓ(t, x)| ≤ C
′
Nε
(1 + t)1+a
,
for t ∈ [0, T∗] and |x| ≤ ct+K, with a = 2− 2δ. The assumptions of Theorem 1.3 are therefore satisfied so∑
|I|≤k
‖ZIT (t, ·)‖L2 . Vk(1 +DNε)
(1 + t)
3
2
+DND⌊ k2 ⌋+1
(
Ek−1(t)
1
2
(1 + t)1+a
+
1
(1 + t)
3
2
∫ t
0
Ek(s)
1
2
(1 + s)
1
2
ds
)
.
Vk(1 +DNε)
(1 + t)
3
2
+DND⌊ k2 ⌋+1
Qk(t)
(1 + t)
,
for all k = 0, 1, . . . , N and for all t ∈ [0, T∗], where the constant DN depends on CN .
68
Now the L1 bounds (7.1) and the Sobolev inequality, Lemma 6.12, imply that∑
|I|≤N−4
‖ZI T̂ (t, ·)‖L∞ ≤ CNε
(1 + t)3
,
and so,∑
|I|≤k
k‖ZI T̂ (t, ·)‖L2 .
(
1 +
∑
|J|≤⌊ k2 ⌋+1
‖ψZJh1(t, ·)‖L∞
) ∑
|I|≤k
‖ZIT (t, ·)‖L2
+
∑
|J|≤⌊k2 ⌋
‖ZJT (t, ·)‖L∞
∑
1≤|I|≤k
‖ψZIh1(t, ·)‖L2 ,
where ψ(t, x) is the indicator function of the set {|x| ≤ ct+K}. Since∑ ‖ZJT (t, ·)‖L∞ ≤ 2∑ ‖ZJ T̂ (t, ·)‖L∞
provided ε is sufficiently small, it therefore follows that,∑
|I|≤k
‖ZI T̂ (t, ·)‖L2 ≤ Vk(C +DNε)
(1 + t)
3
2
+DND⌊ k2 ⌋+1
Qk(t)
(1 + t)
+DNε
Qk(t)
(1 + t)
,
for k = 0, 1, . . . , N , where the constant C is independent of CN and the constant DN depends on CN .
Inserting into (7.3) and using the fact that,
QN(0) + D⌊N/2⌋+1 + VN +M < ε,
and making Mk and C
′′′
N larger if necessary gives,
(7.4) Qk(t) ≤Mkε+ C′′′N ε
∫ t
0
Qk(τ)
1 + τ
+
Qk−1(τ)
(1 + τ)1−dkε
dτ,
for k = 0, 1, . . . , N . It follows from an inductive argument that the bound (7.4) implies that
(7.5) Qk(t) ≤ (M0 +M1 + . . .+Mk)ε(1 + t)(d1+...+dk+(k+1)C′′′N )ε,
for all t ∈ [0, T∗] and k = 0, 1, . . . , N , using the following form of the Gro¨nwall inequality.
Lemma 7.1. For t>0 and continuous functions v, a, b : [0, t]→ R such that a≥0 and b is non-decreasing, if
v(s) ≤
∫ s
0
a(s′)v(s′)ds′ + b(s),
for s ∈ [0, t], then
v(s) ≤ b(s)e
∫
s
0
a(s′)ds′ .
Indeed, recall that Q−1 ≡ 0 and so, from the bound (7.4) with k = 0, it follows from the Lemma 7.1 with
a(s) = C′′′N ε(1 + s)
−1 and b(s) =M0ε that,
Q0(t) ≤M0ε(1 + t)C′′′N ε.
Now suppose (7.5) holds for some 0 ≤ k ≤ N − 1. Then, since
C′′′N ε
∫ t
0
Qk(τ)
(1 + τ)1−dk+1ε
dτ ≤ C′′′N ε2(M0 + . . .+Mk)
∫ t
0
(1 + τ)(d1+...+dk+1+(k+1)C
′′′
N )ε−1dτ
≤ C
′′′
N ε
2(M0 + . . .+Mk)(1 + t)
(d1+...+dk+1+(k+1)C
′′′
N )ε
(d1 + . . .+ dk+1 + (k + 1)C′′′N )ε
≤ (M0 + . . .+Mk)ε(1 + t)(d1+...+dk+1+(k+1)C′′′N )ε,
it follows from (7.4) and Lemma 7.1 with a(s) = C′′′N ε(1 + s)
−1 and b(s) = Mk+1ε+ (M0 + . . .+Mk)ε(1 +
s)(d1+...+dk+1+(k1)C
′′′
N )ε that
Qk+1(t) ≤
(
Mk+1ε+ (M0 + . . .+Mk)ε(1 + t)
(d1+...+dk+1+(k+1)C
′′′
N )ε
)
(1 + t)C
′′′
N ε
≤ (M0 + . . .+Mk+1)ε(1 + t)(d1+...+dk+1+(k+2)C′′′N )ε.
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Theorem 1.3 moreover implies that,∑
|I|≤N−1
‖ZI T̂ (t, ·)‖L1 . ε(C + εDN) + εDN QN−2(t)
(1 + t)
1
2−2δ
+ εDN
∫ t
0
QN (s)
(1 + t)
3
2−2δ
ds,
where the constant C is independent of CN and the constant DN depends on CN . Inserting the above bound
for QN then gives ∑
|I|≤N−1
‖ZI T̂ (t, ·)‖L1 . Cε+DNε2,
provided ε is sufficiently small, for some new C, DN as above. Now, as above,∑
|I|≤N−1
‖ZI T̂ (t, ·)‖L1 .
(
1 +
∑
|J|≤⌊N2 ⌋+1
‖ψZJh1(t, ·)‖L∞
) ∑
|I|≤N−1
‖ZIT (t, ·)‖L1
+
∑
|J|≤⌊N2 ⌋
‖ZJT (t, ·)‖L∞
∑
1≤|I|≤N−1
‖ψZIh1(t, ·)‖L1 ,
and, since, ∑
1≤|I|≤N−1
‖ψZIh1(t, ·)‖L1 ≤ ‖ψ 12 ‖L2
∑
1≤|I|≤N−1
‖ψ 12ZIh1(t, ·)‖L2 ≤ (1 + t) 32 1
1 + t
E|I|(t)
1
2 ,
where the equality (2.8) was used, it follows that∑
|I|≤N−1
‖ZI T̂ (t, ·)‖L1 ≤ (C + εC′′′N )(Cε+DNε2) +
C + εCN
(1 + t)3
(1 + t)
1
2QN(t),
and so,
(7.6)
∑
|I|≤N−1
‖ZI T̂ (t, ·)‖L1 ≤ C′ε+D′Nε2,
where D′N depends on CN and C
′ does not.
It follows from the bound (7.5) with k = N and the bound (7.6), provided the constant CN is chosen so
that CN ≥ max{2(M0+. . .+MN), 4C} and ε is chosen so that ε < min{ δ2 (d1+. . .+dN+(N+1)C′′′N )−1, CN4D′
N
},
that the bounds
EN (t)
1
2 ≤ CN
2
ε(1 + t)
δ
2 ,
∑
|I|≤N−1
‖ZI T̂ (t, ·)‖L1 ≤ CN
2
ε,
hold for all t ∈ [0, T∗]. Appealing once again to the local existence theorem, this contradicts the maximality
of T∗ and hence the solution exists and the estimates hold for all t ∈ [0,∞).
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