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We have investigated the Shannon entropy around an exceptional point (EP) in an open elliptical
microcavity as a non-Hermitian system. The Shannon entropy had an extreme value at the EP
in the parameter space. The Shannon entropies showed discontinuity across a specific line in the
parameter space, directly related to the occurrence of exchange of the Shannon entropy as well as
the mode patterns with that line as a boundary. This feature results in a nontrivial topological
structure of the Shannon entropy surfaces.
PACS numbers: 42.60.Da, 42.50.-p, 42.50.Nn, 12.20.-m, 13.40.Hq
Understanding the characteristics of open physical sys-
tems has been a very essential and fundamental issue
since there are always system-bath interactions in real
physical systems. The convenient and effective ways
to investigate this openness effect is to consider a non-
Hermitian system [1, 2]. The openness effects in a non-
Hermitian system are significantly exhibited in the vicin-
ity of a singular point called an exceptional point (EP),
where not only the complex eigenvalues but also their
eigenmodes coalesce [3, 4].
The investigations of physical effects near the EP
have been extensively conducted in various areas such
as atomic physics [5, 6], microwave cavities [7, 8], pho-
tonic crystals [9, 10], optical microcavities [11–13], ultra-
sonic acoustic cavities [14] and so on, both theoretically
and experimentally. They have not only provided useful
applications such as microcavity sensors [15–17] and en-
hancement of spontaneous emission [18–20], but also re-
vealed many intriguing concepts and phenomena related
to parity-time symmetry [21–24], chirality [25–28], phase
transition [29–31] and topological transfer of energy [32].
To the best of our knowledge, however, there have been
no attempts to address the behavior of eigenmodes near
the EP in the perspective of information theory. In this
Letter, we challenge this task by introducing the Shannon
entropy for the probability density of eigenmodes around
an EP in a dielectric microcavity.
The Shannon entropy is defined as a measure of the
average information content associated with a random
outcome [33]. Originally introduced in data communica-
tion [33] and information theory [34, 35], it is now uti-
lized in diverse research fields. The Shannon entropy
has been studied in association with the black holes [36],
confined hydrogenic-like systems [37] and the entangle-
ment [38] in physics. It was also applied to the bio-
system [39, 40], the ecological modeling [41] and informa-
tion flow in finance [42]. Moreover, the Shannon entropy
recently has also been used as an indicator for avoided
crossing in dielectric microcavities [43] as well as atomic
systems [44, 45].
To deal with the interactions in an open system, it
is convenient to introduce a non-Hermitian Hamiltonian
formulated by
H = HS + VSBG
(out)
B VBS, (1)
where HS is a Hermitian Hamiltonian for a closed sys-
tem (without interaction with a bath) associated with the
open system, G
(out)
B is an outgoing Green function in a
bath, and VSB(VBS) is the interaction from the bath (the
closed system) to the closed system (the bath) [1, 2]. It
should be noted that the domain of H is restricted to the
part of the system excluding the bath, so are its eigen-
vectors [1, 46]. The matrix elements for H are typically
given by
H =
(
1 ω
ω 2
)
, (2)
where i ∈ C(complex), ω ∈ R(real), and its eigenvalues
are
E± =
1 + 2
2
± Z (3)
with Z =
√
(1−2)
4 + ω
2. Here we assume ω to be a
real value to simplify the relation between strong and
weak interactions: there is a repulsion in the real part of
the energy eigenvalue with a crossing in the imaginary
part for 2ω > |Im(1)− Im(2)| while there is a repulsion
in the imaginary part with a crossing in the real part
for 2ω < |Im(1) − Im(2)|. The former (latter) case
corresponds to the strong (weak) interaction. Especially,
the eigenvalue is degenerate when Z = 0, corresponding
to an EP. It is well-known that the EP is a singular point
where the transition between the strong and the weak
interactions takes place [47–49].
When an integrable billiard becomes open, the off-
diagonal elements of the non-Hermitian Hamiltonian H
accounting for mode-mode interactions come only from
the openness effect or from the external interaction
(VSBG
(out)
B VBS) [1, 46]. Therefore, we consider an el-
liptical dielectric microcavity as our open system in the
present work.
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FIG. 1: (Color online) (a) The real parts of eigenvalues (∆E±) for a dielectric elliptical microcavity around an EP in the
parameter space (n, χ). They show repulsions for n ∈ (2.9777, 3.3] (strong interaction regime) whereas showing crossings
for n ∈ [2.7, 2.9777) (weak interaction regime). (b) The imaginary parts of eigenvalues around the EP. On the contrary to
the real parts, crossings occur for n ∈ (2.9777, 3.3] while repulsions for n ∈ [2.7, 2.9777). The EP is located at (nEP '
2.9777, χEP ' 0.16657). (c) The mode patterns for two interacting modes (A1,2, B,C1,2) are plotted for (n = 3.3, χ = 0.161),
(n ' nEP, χ ' χEP), and (n = 2.7, χ = 0.172), respectively. The mode patterns become the most uniform at the EP.
Figure 1 depicts the eigenvalue surfaces (∆E±) of
the two interacting modes (shown in red and blue, re-
spectively) around an EP in the parameter space s =
(n, χ) for an elliptical dielectric microcavity. We con-
sider the eigenvalue differences, ∆E± = E± − EAV with
EAV =
E++E−
2 , from their average values EAV instead
of the eigenvalue themselves E± in order to display the
EP structure clearly. Here, n is the refractive index
of the cavity medium and χ is a deformation parame-
ter associated with the major axis a = R(1 + χ) and
the minor axis b = R1+χ , respectively. The eigenval-
ues are obtained with the boundary element method
(BEM) [50] for a transverse-magnetic (TM) mode and
their values are presented in the size parameter kR with
k the complex wave number. In Fig. 1, the two modes
(red, blue) are divided by a reference line (n=2.9777),
which separates the two regimes of interactions, i.e., the
strong and and weak interactions. The EP is located at(
nEP ' 2.9777, χEP ' 0.16657
)
.
The mode patterns of two interacting modes at (n =
3.3, χ = 0.161) are labeled by A1,2, the mode pattern
at (n ' nEP, χ ' χEP) by B (EP) and those at (n =
2.7, χ = 0.172) by C1,2. These mode patterns are plotted
in Fig. 1(c), respectively. Note that the mode pattern
at B(EP) has more uniform probability than the others
(A1,2,C1,2).
We now suggest that the Shannon entropy can be de-
fined near an EP and can reveal the peculiar topology
associated with the EP. The Shannon entropy for a spe-
cific discrete probability distribution ρi at N number of
different states is defined as
S(ρi) = −
N∑
i=1
ρi log ρi, (4)
with a normalized condition
∑N
i=1 ρi = 1. Here, we
choose the mode intensity pattern inside the cavity as the
probability distribution and the N -mesh points for the
mode intensity pattern as the N spatial-coordinate states
of a fictitious particle in the corresponding billiard as our
N different states. In Fig. 2, the Shannon entropies of
probability density for the two interacting modes around
the EP in our elliptical microcavity S(ρ;n, χ) are plotted
in the parameter space. The plots in Fig. 2 reveal two
important features of Shannon entropy for EP, i.e., an
extreme value at EP and a nontrivial topological struc-
ture around it.
For the extreme value, we note that the Shannon en-
tropy is maximized at the center of interaction at the
fixed refractive index n in both weak and strong interac-
tion regimes. It is because the coherent superposition of
eigenfunctions in either weak or strong interaction regime
leads to an increase in Shannon entropy. More interest-
ingly, the dotted black arrows in Fig. 2(a) indicate that
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FIG. 2: (Color online) (a) The Shannon entropy for the in-
tensity distributions of two interacting modes in a dielectric
elliptical microcavity around an EP. The Shannon entropy is
peaked at the center of interaction either in the strong or the
weak interaction regime for a fixed refractive index n. These
peaks have an extreme value S(ρ) ' 7.8992 at the EP. (b) The
Shannon entropy ∆S(ρ) with respect to a mean is obtained in
the same way as in Fig. 1. The strurecture of ∆S(ρ) resembles
that of ∆Im(kR) in Fig. 1(b).
the trace of these maximum points has the extreme value
at the EP with a value of S(ρ) ' 7.8992.
For the nontrivial topological structure, we observe
that the two cyclic variations are required for the Shan-
non entropy values to return to the original values on the
Shannon entropy surface, just like the complex eigenval-
ues on the complex energy surfaces. To see a clear con-
nection between these two, we define ∆S1,2 ≡ S1,2−SAV
with SAV =
S1+S2
2 , similarly to ∆E± in Fig. 1. It is eas-
ily seen that the Shannon entropy surface resembles the
imaginary part of the complex energy surfaces.
In order to investigate the origin of the nontrivial
topological structure of the Shannon entropy surfaces,
let us consider the Shannon entropy for each mode as
shown in Fig. 3(a) and (b), respectively. The sur-
face discontinuity is exhibited along the line n ' nEP
in both cases. The discontinuity can be quantified by
δS(ρ) = S(ρ;n−, χ)−S(ρ;n+, χ), where n± = nEP± δn,
EP 
IB 
EP 
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FIG. 3: (Color online) (a) and (b) show the Shannon entropies
in Fig. 2 individually. The discontinuity appears along the
line n ' nEP in both cases. (c) The difference δS(ρ) of the
Shannon entropies at n− and n+. (d) The KL divergence DKL
or the relative entropy along n± for two interacting modes.
with δn = 0.0001, for example. The result is shown in
Fig. 3(c), where δS(ρ) remains almost zero for χ < χEP
whereas it increases significantly for χ > χEP along the
line n ' nEP. This line is where the two interacting
modes (red, blue) on different branches merge together,
so let us call this line the interaction branch. A schematic
diagram for the EP (branch point), the branch cut (BC)
and the interaction branch(IB) is shown on the base
planes in Fig. 3(a) and (b), respectively.
The discontinuity across the interaction branch is di-
rectly related to the exchange of the Shannon entropy as
well as the mode exchange. This observation is consistent
with our previous work [43], where the Shannon entropy
is exchanged with the repulsion in the real part of eigen-
values in the strong interaction regime. This exchange
property can be quantified by introducing the relative
entropy. The relative entropy or the Kullback-Leibler
(KL) divergence between the two probability distribu-
tions on a random variable is a measure of the distance
between them [56]. The KL divergence from Q to P ,
usually denoted by DKL
(
P ‖ Q), is defined by
DKL(P ‖ Q) = −
N∑
i=1
P (ri) log
Q(ri)
P (ri)
. (5)
The KL divergence for the two interacting modes along
the n± lines, respectively, is plotted in Fig. 3(d).
The yellow (orange) symbols represent the KL diver-
gence (D
w,(s)
KL (P ‖ Q)) in the weak (strong) interac-
tion regime at n−(n+) as the χ is varied. It is seen
that the KL divergences are almost degenerate when
χ < χEP and they become zero at the EP: ∆D
w,s
KL ≡
4|DKL(Pw ‖ Qw)−DKL(P s ‖ Qs)| ' 0 when χ < χEP
and Dw,sKL = 0 at the EP. However, the difference ∆D
w,s
KL
becomes larger across the interaction branch when χ >
χEP. These results are consistent with the fact that the
mode patterns as well as the Shannon entropies in the
weak interaction regime are not exchange whereas those
in the strong interaction regime are exchanged. The tran-
sition from mode-pattern non-exchange to mode-pattern
exchange gives rise to the intersection of the Shannon
entropy surfaces as seen in Fig. 2 and leads to the non-
trivial topological structure of the Shannon entropy in
the parameter space.
In summary, we proposed the Shannon entropy for in-
vestigating the behavior of eigenmode patterns near an
EP in a dielectric elliptical microcavity in the perspec-
tive of the information theory. Our study yielded two
interesting results. First, the Shannon entropy has the
extremal value at the EP. Second, the Shannon entropy
surfaces show a nontrivial topological structure with two
cyclic variations and this feature analyzed with the rela-
tive entropy is associated with a discontinuity across the
interaction branch in the parameter space.
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