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APPENDIX I: Fractal Characterization of the FEBEX Tracemap 
 
 
 This APPENDIX characterizes the fractal dimension of the FEBEX tracemap, as 
an alternative to build the fractured medium from a fractal model, instead of the Poisson 
model used in the thesis (for the fracture centers).  
 
Fractal dimension of the FEBEX area has been estimated by using the traces map of the 
FEBEX drift. We have implemented an algorithm of edge detection based on the 
wavelet transform [61]. This algorithm extracts the lineaments of an image through 
different scales by using the 2D multiresolution analysis, and we compute the fractal 
dimension with a Box-counting process on each image. For more details on the 
description of this technique see [21]. In our case, the fractal dimension has been 
estimated in D=1.70 (2.70 translated into 3D). Figure A-1 shows the different stages of 
the fractal dimension estimation algorithm and the final result of the estimation. 
 
Same estimation of fractal dimension has been performed separately in the five different 
zones in which geological reports divided FEBEX drift (see Figure 18). The two last 
zones, which were chosen to install the FEBEX experiment, have the highest values of 
fractal dimension, due to their higher fracture densities. This may be used for future 
generations of the fractured medium with fractal models. Figure A-2 shows the results 
of those estimations. 
 
 
a.  b.  
c.  d.  
 
Figure A-1: Algorithm to estimate the fractal dimension of the FEBEX fractured 
area: a. Original image of the traces map of FEBEX drift; b. Bidimensional MRA of 
the image; c. Modulus, phase and 95% of highest modulus values; d. Estimation of 
fractal dimension from the modulus. 
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ZONE 1 ZONE 2 ZONE 3 ZONE 4 ZONE 5 
 
D1=-1.6162 D2=-1.6800 D3=-1.4383 D4=-1.8205 D5=-1.762
Figure A-2: Fractal dimension estimation for the five different zones of the FEBEX 
drift. 
 
However, it is still an opened question whether if the fractal dimension of a curve image 
(cylindrical surface of the FEBEX drift developed in a plane) is equivalent to that of a 
planar image or not, or if it exists any relation between them that could be used to 
convert the calculated value.  
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APPENDIX II: Orientation Angles for a Planar Fracture in 3D Space 
 
 
In the simulation of the fractured medium of Chapter 4, some field data are 
referred to the Geographic North, whereas some other are referred to the FEBEX drift 
local coordinated system. Additionally, analytical solution of the intersection of a planar 
disk fracture and a cylindrical tunnel requires the use of several coordinated systems. 
This APPENDIX clarifies the notations followed for the fracture vectors and angles. 
 
A planar fracture ‘F’ in 3D is defined geographically by its direction and plunge. We 
can alternatively define the dip (direction of the maximum slope), instead of the fracture 
direction, both measured with respect to the Geographic North N
r
. In our case, N
r
 
coincides with the –X direction. On the other hand, we define the same planar fracture 
geometrically by means of its center (a 3-coordinates point in the space) and the vector 
Fn
r  normal to the plane containing that fracture. Taking the center of the fracture as the 
origin of the coordinate reference system, the 3 components of the normal vector are 
defined in terms of the angles formed with the coordinate axes. The following relations 
hold for the different angles defining a planar fracture in 3D: 
 
 ϕλ
θβ
=
−=180
 (A-1) 
where  
β Æ dip, angle formed by the projection of Fnr  in the XY plane (called Fur  in 
Figure A-3) and the –X direction (Geographic North). 
λ Æ plunge, angle formed by the projection of Fnr  in the fracture plane (called 
Fv
r  in Figure A-3) and the XY plane. 
θ Æ angle formed by the vector Fur  and the +X direction. 
ϕ Æ angle formed by the normal vector Fnr  and the +Z direction. 
 
ϕ
y
x
z
θ
nF
         cosθsinϕ
nF =  sinθsinϕ
       cosϕ
N
β
uF
vF
λ
N ≡  Geographic North
β  = (N, uF)   dip  
λ = (uF, vF)   plunge
nFE vF
 ≡ 
 
≡
 
 
Figure A-3: Angles criteria for the 3D planar fractures used in the thesis. 
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APPENDIX III: Intersection of a Circular Fracture with a Cylindrical Tunnel 
 
 
 The analytical solution of the intersection of a planar disk fracture with a 
cylindrical excavation is presented here, as it is needed to perform the 
optimization/reconstruction of the fractured network of Chapter 4.2. 
 
To define analytically the equation of a trace produced by the intersection of a circular 
fracture on a cylindrical tunnel, we have to solve the system of equations formed by the 
cylindrical tunnel equation and the circular fracture (disk) equation in 3D. Three 
different coordinated systems have been considered: 
 
o Absolute coordinated system XYZ: in which the Geographical North points 
towards the direction –X. 
 
o Tunnel relative coordinated system XtYtZt: we have identified the origin of 
this coordinated system with the previous one for simplicity, even if in the 
FEBEX project it is different. The +Xt axis forms an angle of 80º with the 
+X axis (FEBEX drift direction of N-260-E). 
 
o Fracture relative coordinated system XfYfZf: the –Xf points towards the dip 
direction within this system.  
 
Figure A-4a shows schematically these three reference systems for a given fracture. 
There could be considered an additional coordinated system XtrYtr, as a result of the 
development of the cylinder in a 2D plane, the so called ‘tracemap’, which is shown in 
Figure A-4b. The system of equations mentioned above is: 
 
 
2 2 2
2 2 2
, 2 2
, 0
t t
t t t t
f f f f
L Ly z R x
x y R z
⎧ + = − ≤ ≤⎪⎨⎪ + ≤ =⎩           (A-2) 
being 
 Rt ≡ tunnel radius, 
 Lt ≡ tunnel length and 
 Rf ≡ fracture radius. 
 
To solve the system of equations (A-2), we have to express all the equations in terms of 
the same coordinated system. Using the angles θ  and ϕ defined in APPENDIX II for 
fracture ‘f’, and being (xfc, yfc, zfc) the coordinates of the fracture center, let’s write the 
equations in terms of the tunnel coordinated system with the aid of the corresponding 
rotation matrices (see APPENDIX VIII): 
 
ROTATION FROM (X, Y, Z) TO (Xf, Yf, Zf)  
 
 
cos cos sin cos sin
, sin cos cos sin sin
sin 0 cos
f
f
f
x x
y A y A
z z
θ ϕ θ θ ϕ
θ ϕ θ θ ϕ
ϕ ϕ
⎛ ⎞ −⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟= ⋅ = −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠ ⎝ ⎠⎝ ⎠
 (A-3) 
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ROTATION FROM (Xt, Yt, Zt) TO (X, Y, Z) 
 
 
( ) ( )
( ) ( )
cos 260º 180º sin 260º 180º 0
, sin 260º 180º cos 260º 180º 0
0 0 1
t
t
t
x x
y B y B
z z
− −⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎜ ⎟⎜ ⎟ ⎜ ⎟= ⋅ = − − −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (A-4) 
 
Adding up the two rotation matrices (3.2) and (3.3), yields to 
 
ROTATION FROM (Xt, Yt, Zt) TO (Xf, Yf, Zf)  
 
 
(cos cos cos80º (cos cos sin80º
sin
cos sin sin80º ) cos sin cos80º )
(sin cos80º (sin sin 80º
, 0
cos sin80º ) cos cos80º )
( sin cos cos80º
sin s
f t t
f t t
f t t
x x x
y A B y C y C
z z z
ϕ θ ϕ θ ϕϕ θ ϕ θ
θ θ
θ θ
ϕ θ
ϕ
+ −
+ −⎛ ⎞ ⎛ ⎞ ⎛ ⎞ − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟= ⋅ ⋅ = ⋅ ⋅ =⎜ ⎟ ⎜ ⎟ ⎜ ⎟ − +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠ ⎝ ⎠⎝ ⎠ − −
−
( sin cos sin80º
cos
in sin80º ) sin sin cos80º )
ϕ θ ϕθ ϕ θ
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟− +⎜ ⎟⎜ ⎟+⎝ ⎠
 (A-5) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a.  
b.  
 
Figure A-4: a. Disk fracture intersection with a cylindrical tunnel 
in 3D and b. Trace formed in the tunnel wall developed in 2D. 
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Considering also the translation and rotation of the fracture center (origin of the fracture 
coordinated system), we can express the fracture coordinates as: 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
11 12 13
21 22 23
31 32 33
f t fc t fc t fc
f t fc t fc t fc
f t fc t fc t fc
x c x x c y y c z z
y c x x c y y c z z
z c x x c y y c z z
⎫= − + − + − ⎪⎪= − + − + − ⎬⎪= − + − + − ⎪⎭
 (A-6) 
 
Introducing (3.5) into (3.1) yields to  
 
( ) ( ) ( ) ( ) ( ) ( )2 22 2 11 12 13 21 22 23f f t fc t fc t fc t fc t fc t fcx y c x x c y y c z z c x x c y y c z z⎡ ⎤ ⎡ ⎤+ = − + − + − + − + − + − =⎣ ⎦ ⎣ ⎦    
 2 2 2 0t t t t t t t t t t t tAx By Cz Dx y Ex z Fy z Gx Hy Iz J= + + + + + + + + + ≤  (A-7) 
 
where 
 
( )
( )
( )
( ) ( ) ( )
( ) ( ) ( )
2 2
11 21
2 2
12 22
2 2
13 23
11 12 21 22
11 13 21 23
12 13 22 23
2 2
11 21 11 12 21 22 11 13 21 23
2 2
11 12 21 22 12 22 12 13 22 23
11 13
2
2
2
2
2
2
fc fc fc
fc fc fc
A c c
B c c
C c c
D c c c c
E c c c c
F c c c c
G c c x c c c c y c c c c z
H c c c c x c c y c c c c z
I c c
= +
= +
= +
= +
= +
= +
⎡ ⎤= − + + + + +⎣ ⎦
⎡ ⎤= − + + + + +⎣ ⎦
= − +( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
2 2
21 23 12 13 22 23 13 23
2 2
11 13 21 11 13 21 23 21 22 23
fc fc fc
fc fc fc fc t t fc t fc
c c x c c c c y c c z
J c x c y c z c x c c c c x c y y c z z
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪ ⎡ ⎤⎪ + + + +⎣ ⎦⎪⎪ ⎡ ⎤= + + + + + − + − + −⎣ ⎦⎩
 (A-8) 
 
So the final system of equations to be solved is 
 
 ( ) ( ) ( )
2 2 2
31 32 33
2 2 2
, 2 2
0
0
t t
t t t t
t fc t fc t fc
t t t t t t t t t t t t
L Ly z R x
c x x c y y c z z
Ax By Cz Dx y Ex z Fy z Gx Hy Iz J
⎧ + = − ≤ ≤⎪⎪ − + − + − =⎨⎪ + + + + + + + + + ≤⎪⎩
 (A-9) 
 
The solution of this system of equations yields to the analytical equation defining the 
trace, and if we solve it with equality in the third equation we get the extreme points of 
the trace. Plane circular fractures intersecting with a cylindrical wall produce complete 
or uncompleted elliptical-shaped traces. Depending on the number of solutions of (A-9) 
(which depend in fact of the size and orientation of the fracture with respect to the 
tunnel), four different general cases of intersection can be found (see Figure A-5). 
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a.
A 
B 
b.
A
B
C 
D
 
 
c. d.  
 
Figure A-5: Different types of intersections between a disk fracture and a 
cylindrical tunnel in 3D depending on the number of solutions of the 
equations system: a. Uncomplete trace (two extreme points); b. Uncompleted 
trace (four extreme points); c. Complete trace (zero extreme points); and d. 
No trace (zero extreme points). 
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APPENDIX IV: Detailed Results of the Fractured Medium Optimization 
 
 
We present in this APPENDIX a more detailed version of the results of the 
fractured medium optimization presented in Chapter 4.2. We recall that the optimization 
process was composed by 2 succesive steps (see Chapter 4.2.2). 
 
STEP 1: OPTIMIZATION WITH AVERAGES OF 3 EVALUATIONS 
 
Due to the stochastic nature of the fractured media generated with statistical 
distribution functions, a given set of values for these functions can yield to different 
fractured networks depending on the alleatory seed used to generate them. For this 
reason, on each iteration of the optimization process (a fixed set of parameters), we 
compute the objective function (OF) value as the average of the values obtained for 3 
different fractured media (different alleatory seeds). Doing so, we minimize the 
dependence of the results on the alleatory seed.  The initial values for the Pareto 
distribution set of parameters, PARETOini=(Rmin, Rmax, b)ini , and the corresponding 
search interval for each of those parameters, SINTini, have been: 
 
   PARETOini = (1, 100, 2)  
                                   SINTini = (1, 0, 1) (A-10) 
 
Figure A-6 presents the evolution of the OF in the optimization process, where only the 
enhanced values have been plotted: 368 iterations have been necessary to reach the 
optimum. Table A-1 shows the values of the optimum set of parameters found, as well 
as the OF value and the number of fractures of the optimized fractured medium. Figures 
A-7 show a comparison of the simulated fractured medium and the measured one: 
Figure A-7a plots the cumulative histograms of the trace lengths; Figure A-7b plots the 
cumulative histograms of the 3D trace chords; and Figures A-7c and d display the 
tracemaps generated on the drift wall. 
 
 
 
 
Figure A-6: Evolution of the objective function 
(OF) in the first step of the optimization process. 
0
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Table A-1: Main characteristics of the optimum fractured medium obtained in the 
first step of the optimization process. 
# of fractures Rmin Rmax b OF 
2813731 0,19851 100 3,3048 0,55917 
 
 
a.  b.  
c.   
d.  
 
e.   
          
 
f.  
Figure A-7: First step optimization: a. Cumulated distribution function of trace lengths 
on tunnel (⎯ observed; ---- fitted); b. Cumulated distribution function of chord lengths 
on tunnel (⎯ observed; ---- fitted); c. FEBEX drift observed tracemap; d. FEBEX drift 
fitted tracemap; e. Observed tracemap detail; and f. Fitted tracemap detail. 
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STEP 2: BEST REALIZATION OF 750 WITH OPTIMA PARAMETERS 
 
In the second step of the optimization we obtain the best out of 750 realizations of the 
fractured medium with the optimum parameters found in step 1, changing the alleatory 
seed. In this step, the objective function value has been ameliorated with respect to the 
first one: 
 
FO = 0.4651 = 0.0525 + 0.0493 + 0.0931 + 0.0050 + 0.1843 + 0.0810 (A-11) 
 
(decomposition of the OF in the different contribution terms is described in chapter 
4.2.2) 
 
The 35-elements long vector of the alleatory seed corresponding to the optimum 
fractured medium is also given for results reproduction purposes: 
 
Seedopt = (0.0453, 0.2314, 0.7191, 0.5697, 0.0413, 0.1733, 0.1024, 0.8156, 0.4372, 0.2802, 
0.4669, 0.6666, 0.6525, 0.2039, 0.8377, 0.6420, 0.9931, 0.4040, 0.0103, 0.7557, 0.2186, 0.3339, 
0.5347, 0.0721, 0.8249, 0.6506, 0.7555, 0.8487, 0.8015, 0.3614, 0.4406, 0.7144, 0.000, 0.000, 0.000) 
 
Similarly to step 1, Figure A-8 presents the evolution of the OF in the optimization 
process, where only the enhanced values have been plotted: the realization 554 gets the 
best result of the OF. Table A-2 shows a comparison of the characteristics of the 
optimum fractured medium and the field measurements. Figures A-9 show a 
comparison of the simulated fractured medium and the measured one: Figure A-9a plots 
the cumulative histograms of the trace lengths; Figure A-9b plots the cumulative 
histograms of the 3D trace chords; and Figures A-9c and d display the tracemaps 
generated on the drift wall. 
 
 
Table A-2: Main characteristics of the optimum fractured medium obtained in the 
second step of the optimization process and comparison with the measured values. 
 Measured Simulated 
Number of fractures - 2906474 
Number of tunnel traces 614 800 
Number of intersections with  
borehole FEBEX-95001 
155 144 
Number of intersections with  
borehole FEBEX-95002 
410 234 
Volumetric density ρ32 - 2.9816 
Areal density ρ21 1.4933  1.9182 
Areal density ρ21 in zone 1 1.1544 1.4301 
Areal density ρ21 in zone 2 2.0964 2.5298 
Areal density ρ21 in zone 3 0.7961 1.2622 
Areal density ρ21 in zone 4 2.0825 2.6892 
Areal density ρ21 in zone 5 3.0774 3.3651 
  
 
 140 
 
 
Figure A-8: Evolution of the objective function 
(OF) in the second step of the optimization process. 
 
a.  b.  
c.   
d.  
e.   f.  
Figure A-9: Second step optimization: a. Cumulated distribution function of trace 
lengths on tunnel (⎯ observed; ---- fitted); b. Cumulated distribution function of chord 
lengths on tunnel (⎯ observed; ---- fitted); c. FEBEX drift observed tracemap; d. 
FEBEX drift fitted tracemap; e. Observed tracemap detail; and f. Fitted tracemap detail.
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APPENDIX V: Pseudo-Spectral Method for the 1-D Advection-Diffusion Equation 
 
 
This APPENDIX describes an efficient numerical method to solve the 
advection-diffusion equation the  based on the Fourier transform, which was thought 
initially as a way to further use the multiscale wavelet-based algorithms for solving the 
PDE’s of the T-H-M model of Chapter 6.  
 
1-D MODEL FOR THE ADVECTIVE-DIFFUSIVE EQUATION WITH VARIABLE 
COEFFICIENTS 
 
A 1-D model solving the advection-diffusion equation with time and space 
variable coefficients (flux velocity and diffusion coefficient) has been developed. The 
same algorithm can be applied for the non-linear case (coefficients depending on the 
solution). The equation is solved by a pseudo-spectral method [88] based in the Fourier 
transform.  
 
The advection-difusion equation with variable coefficients can be written: 
 
 2
2 ),(),(),(),(),(
xd
txudtxD
xd
txdutxv
dt
txdu ⋅+⋅=  (A-12) 
 
where ( )txu ,  is the dependent variable (for instance, concentration), x  is the position 
vector, and t the time. The first term of the right hand side represents the advective 
transport, with advective velocity ( )txv , , and the second term represents the diffusive 
transport, where the diffusion coefficient is given by the tensor ( )txD , . This equation 
has been applied to a unidimensional periodic domain x = [0, L]. Thus, for an initial 
value u0 we have: 
 
 
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
=
=
⋅+⋅=
0
2
2
)0,(
),(),0(
),(),(),(),(),(
uxu
tLutu
dx
txudtxD
dx
txdutxv
dt
txdu
 (A-13) 
 
PSEUDO-SPECTRAL METHOD FOR THE RESOLUTION OF PDE’s 
 
 The pseudo-spectral method applied to the resolution of Partial Differential 
Equations (PDE’s) is based in the Fourier interpolation concept. For a given function 
u(x) ∈ R, we can define an algorithm to interpolate it in an infinite domain by the 
following steps: 
- Considering its orthogonal projection {vj} on Z, which can be considered as a 
discretization of the real line (see Figure A-10). 
 - Performing the Fourier transform ( )ξvˆ  of the discretized function {vj}: 
 ( ) ∑+∞
∞−
Δ−Δ= jxji vexv ξξˆ  (A-14) 
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   u(xj) = vj 
  (xj = j·Δx) 
 
 
Figure A-10: Discretization of a function f(x)∈R in Z. 
 
 
- Substituting in the exact inverse Fourier transform of u(x) the values of its 
transform ( )ξuˆ  by the approximated values ( )ξvˆ , which correspond to the u(x) 
transform performed uniquely in the discretization points xj: 
 
Exact value:            ( ) ( )∫ ΔΔ−= xx duexu xi
π
π ξξπ
ξ ˆ
2
1  (A-15) 
Approximated value:  ( ) ( )∫ ΔΔ−= xx dvexu xi
π
π ξξπ
ξ ˆ
2
1~  (A-16) 
 
Remark: this approximation can also be considered as an interpolation of the u(xj) 
values, because ( )ξvˆ  is a continuous function although it only contains information of 
the {xj} points. 
 
Substituting the values of ( )ξvˆ  in the previous integral expresión: 
 
 
( )
( )
( )
( )
( )
( )∑
∑
∑ ∫
∫ ∑
∞+
∞−
∞+
∞− −
−
−
∞+
∞− −
−
−
+∞
∞−
−
−Δ
⎟⎠
⎞⎜⎝
⎛ −Δ=
=⎥⎦
⎤⎢⎣
⎡Δ=
=Δ=
=⎟⎠
⎞⎜⎝
⎛Δ=
Δ
Δ
Δ
Δ
Δ
Δ
j
j
j
xxi
xxi
j
xxi
j
j
xixi
xx
x
xx
xv
evx
devx
dveexxu
x
x
j
j
x
x
j
x
x
j
π
π
π
ξπ
ξπ
π
π
π
π
π
π
ξ
ξ
ξξ
2
sin2
2
2
2
~
 (A-17) 
 
We obtain finally: 
 
 ( ) ( ) ( ) ( ) ( )xx
x
x
x
x
xSvxxSxu jj Δ=Δ
Δ=−= ∑∞+
∞−
ππ
π
csin
sin
where,~  (A-18) 
Δx 
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This function sinc(πx/Δx) provides an exact interpolator of function u(x) in the points 
{xj}. 
 
Correspondingly, an analogue expresión can be obtained for the Fourier interpolator in 
the case of a periodic finite domain of N+1 points, as the one we are loking for: 
   
 ( ) ( ) ( ) ( )
⎟⎠
⎞⎜⎝
⎛
Δ
Δ=−= ∑+
−
2
tan2
sin
where,~
2
2
x
x
x
x
xSvxxSxu N
N
N
jjN π
π
 (A-19) 
 
Once an interpolator of function u(x) has been defined, we can approximate the different 
differential operators present in the EDP’s for their resolution. To do that, it is enough 
to apply the operators to the approximated function ( )xu~ . In the advection-diffusion 
equation, those operators are: 
 
• Advective operator:       
 
 
( )( )xu
dx
duu
dx
du
xx
~~ =→=
 (A-20) 
 
Substituing ( ) ( )∑+∞
∞−
−= jj vxxSxu~  we have:  
 
 ( ) ( ) ( )( )∑∑ +∞
∞−
+∞
∞−
−=⎟⎠
⎞⎜⎝
⎛ −= jjkjjkkx vxxSdx
dvxxS
dx
dxu~  (A-21) 
   
And performing the corresponding derivative we get the final result: 
 
 
( ){ } ( )
( ) ( )
⎪⎪⎩
⎪⎪⎨
⎧
≠
⎟⎠
⎞⎜⎝
⎛ −
−
=
=
=
−
+∞
∞−
∑
jk
jk
jk
D
vDxu
jk
jkN
jjkNkx
if
2
tan2
1
if0
with
~
,
,
 (A-22) 
 
Where (DN)k,j is a Toeplitz matriz with the following structure:  
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1 1 10 ................
22 tan 2 tan 2 tan
2 2 2
.........................................................................................................
1 1...
22 tan 2 tan
2 2
N
x x x
D
x x
− −
Δ Δ Δ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
−= Δ Δ⎛ ⎞ ⎛⎜ ⎟ ⎜⎝ ⎠ ⎝
1 10 ...
22 tan 2 tan
2 2
.........................................................................................................
1 1 1................
22 tan 2 tan 2 tan
2 2 2
x x
x x x
−
Δ Δ⎞ ⎛ ⎞ ⎛ ⎞⎟ ⎜ ⎟ ⎜ ⎟⎠ ⎝ ⎠ ⎝ ⎠
− −
Δ Δ Δ⎛ ⎞ ⎛ ⎞ ⎛⎜ ⎟ ⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠ ⎝
0
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎞⎢ ⎥⎟⎢ ⎥⎠⎣ ⎦
 (A-23) 
 
 
• Diffusive operator:      
 
  ( )( )xu
dx
duu
dx
ud
xxxx
~~
2
2
2
2
=→=  (A-24) 
 
Computing the corresponding second derivative, we obtain, in an 
analogue way, the final expression for this operator: 
 
 
( ){ } ( )( )
( )( ) ( )
( )
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
≠
⎟⎠
⎞⎜⎝
⎛ Δ−
−
=−Δ
−
=
=
++
+∞
∞−
∑
jk
xjk
jk
x
D
vDxu
jk
jkN
jjkNkxx
if
2
sin2
1
if
6
1
3
with
~
2
1
2
2
,
2
,
2
π
 (A-25) 
    
Where (DN(2))k,j is also a Toeplitz matrix (remark that DN(2) ≠(DN)2): 
 
 ( )
2
2
2 2
2
1 1 1 1...................
23 6 2sin 2sin 2 tan
2 2 2
...................................................................................................................
N
x x xx
D
π⎛ ⎞− −−⎜ ⎟ Δ Δ ΔΔ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎝ ⎠ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
=
2
2
2 2 2 2
...........
1 1 1 1 1... ...
2 23 62sin 2sin 2sin 2sin
2 2 2 2
.......................................................................................................
x x x xx
π⎛ ⎞− − −−⎜ ⎟Δ Δ Δ ΔΔ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎝ ⎠⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
2
2
2 2 2
.......................
1 1 1 1..................
2 3 62sin 2sin 2sin
2 2 2
x x x x
π
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎛ ⎞− −⎢ ⎥−⎜ ⎟⎢ ⎥Δ Δ Δ Δ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎝ ⎠⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
 (A-26) 
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TIME DISCRETIZATION FOR THE ADVECTION-DIFFUSION EQUATION 
 
For the time discretization of the advection-diffusion equation we will adopt two 
different implicit schemes: the Middle Point Rule for the advective term and the 
Advanced Euler for the diffusive term. Each of those schemes leads to convergence of 
the method for the corresponding term of the equation: 
 
• Advective term: we start from the advective equation with variable 
coefficients: 
 
   ( ) ( ) ( ) ( ) ( ) ( )txutxv
dt
txdu
dx
txdutxv
dt
txdu
x ,~,
,,,, ⋅=→⋅=    (A-27) 
 
where du/dx has been substituted by the approximation computed with 
the Pseudo-spectral method explained above. The Middle Point Rule can 
be applied in the following way (by simplicity we will denote 
u(x,t)=u(t)): 
  
 ( ) ( ) ( ) ( ) ( )tutxv
t
tutu
dt
txdu
x
~,
2
11, ⋅=Δ
−−+=  (A-28) 
 
 ( ) ( ) ( ) ( )tutxvttutu x~,211 ⋅⋅Δ+−=+  (A-29) 
 
• Diffusive term: we start from the difusión equation with variable 
coefficients: 
 
 ( ) ( ) ( ) ( ) ( ) ( )txutxD
dt
txdu
dx
txudtxD
dt
txdu
xx ,~,
,,,, 2
2
⋅=→⋅=  (A-30) 
   
where d2u/dx2 has been substituted by the approximation computed by 
the Pseudo-spectral method explained above. The Advanced Euler 
scheme can be applied in the following way: 
 
 ( ) ( ) ( ) ( ) ( )tutxD
t
tutu
dt
txdu
xx
~,1, ⋅=Δ
−+=  (A-31) 
 
 ( ) ( ) ( ) ( )tutxDttutu xx~,1 ⋅⋅Δ+=+  (A-32) 
 
• Whole equation: we start with the advection-diffusion equation with 
variable coefficients: 
 
   
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )txutxDtxutxv
dt
txdu
dx
txudtxD
dx
txdutxv
dt
txdu
xxx ,~,,~,
,
,,,,, 2
2
⋅+⋅=→
→⋅+⋅=
   (A-33) 
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where du/dx y d2u/dx2 have been substituted by the approximations 
computed with the Pseudo-espectral method. The previous schemes of 
time discretization can be applied in a joint way as follows: 
 
              ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tutxDtutxv
t
tutu
t
tutu
dt
txdu
xxx
~,~,1
2
11, ⋅+⋅=Δ
−+
Δ
−−+=  (A-34)  
      ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )12121~,~,2 −−−++=⋅+⋅⋅Δ tututututxDtutxvt xxx  (A-35) 
 
   ( ) ( ) ( ) ( ) ( )( ) ( ) ( )[ ]12~,~,2
3
11 −++⋅+⋅⋅Δ=+ tutututxDtutxvttu xxx  (A-36) 
 
APPLICATION OF THE MODEL: EXAMPLES 
 
The described model has been implemented in Matlab 6.0. That implementation 
permits the resolution of the unidimensional advection and difussion equations 
separatedly, and the resolution of the complete equation. It also permits the selection of 
variable coefficients, both in time and space. In the sequel we show some simple 
examples of application of the model. In the following figures we present, not only the 
function values in different time instants, but also the initial function value, the final 
function value considering only advection and the time and/or space varying functions 
of the coefficients v(x,t) and D(x,t): 
 
- Figure A-11 shows an example of the time evolution of the advection-
diffusion equation obtained for a simple triangular-shaped function. In this 
example, we consider constant coefficiens v=1 m/s and D = 0.1 m/s2 in all 
the domain. 
 
- Figure A-12 presents an example of the advection equation, applied to a 
sinusoidal function, in which the advection coefficient varies in space 
(v=2m/s in the interval [-2,0] and v=1m/s in the rest of the domain), but 
constant in time. 
 
- Figure A-13 displays an example of the diffusion equation, applied to a 
triangular function, with diffusion coefficient varying in space (D=0.1m/s in 
the interval [-π,0) and D=0.4m/s in the interval [0,π]) and time 
(D(x,T)=4*D(x,0)). 
 
- Finally, Figure A-14 shows a real application example. In this example, the 
complete advection-diffusion equation is applied to a real function (a one-
dimensional field of some physical variable), and time and space variable 
coefficients are used. 
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a. b.
c. d.
 
Figure A-11: Time evolution of the advection-diffusion equation for a 
triangular function with constant coefficents. 
 
 
a. b.
c. d.
 
Figure A-12: Time evolution of the advection equation for a sinusoidal function 
with space dependent coefficient. 
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a. b.
c. d.
 
Figure A-13: Time evolution of the diffusion equation for a triangular function 
with time and space dependent coefficient. 
 
 
a. b.
c. d.
 
Figure A-14: Time evolution of the advection-diffusion equation for a complex 
function with time and space dependent coefficients. 
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APPENDIX VI: ‘Dual-Continuum’ Model for Fractured Rock  
(Illustrative Examples) 
 
 
A ‘dual-continuum’ hydraulic model for fractured media has been developed 
and implemented in Comsol Multiphysics 2.3 (previously called Femlab) [3] (full 
article in APPENDIX XIV) as an alternative to the single-continuum model used for 
hydraulics in the T-H-M simulations. In this model, the fractured medium is considered 
as a superposition of two continuous media (fractures and rock matrix), in which an 
exchage coefficient relates the continuum variables of both media (in this case fluid 
pressure).  
 
This model is based in equations describing the reactive-diffusive systems, such as 
mixtures of several reactive chemical components in a common fluid medium. The 
equation describing the concentration for each component i of such a system is: 
 
 ( ) iiiidl RcDt
cu =∇−∇+∂
∂  (A-37) 
where 
 ci   ⎯→  concentration of species i. 
 Di   ⎯→  diffusion coefficient of species i. 
 Ri   ⎯→  reaction rate of species i. 
 udl   ⎯→  velocity profile of species i. 
 
APPROXIMATION EQUATIONS FOR A ‘DUAL-CONTINUUM’ 
 
To apply the equations of a diffusive-reactive system to a fractured medium, we 
consider the rock matriz and the fractures as the two only species existing in the system, 
in such a way that they are present all over the domain, as two continuous media 
(contrary to the classic discrete fracture network models). Concentration for each of the 
species in this model represents the fluid pressure on each media, the velocity profile is 
equivalent to the capacity of the media, and the reaction terms are characterized by an 
‘exchange coefficient’ α between the rock matrix and the fractures. 
 
The final system of equations would be set as follows: 
 
 
( ) ( )
( ) ( )⎪⎪⎩
⎪⎪⎨
⎧
−+=∇−∇+∂
∂
−−=∇−∇+∂
∂
FMFF
F
F
FMMM
M
M
PPPK
t
PC
PPPK
t
PC
α
α
 (A-38) 
where 
 PM, PF   ⎯→  fluid pressure in matrix and fractures respectively. 
 KM, KF   ⎯→  diffusion coefficients for matrix and fractures respectively. 
 α   ⎯→  exchange coefficient between matrix and fractures. 
 CM, CF   ⎯→  capacity of matrix and fractures respectively. 
 
The exchange coefficient α is based on the model described in [5]. In this model, a 
discrete partition of the domain in different ‘blocks’ is considered, and an estimation of 
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the value of the α coefficient for each of them is made out of: the specific surface of 
each matrix block, the porosity and the diffusion coefficients KM, KF. 
 
This concept is then applied in the domain homogenization process at different scales, 
and a different exchange coefficient is assigned for each block of each partition of the 
domain within each considered scale. In such a way, the scale and space invariance 
between rock matrix and fractures can be estimated. 
 
EXAMPLES OF THE MODEL APPLICATION 
 
In the first example considered here, a time dependent exchange analysis has 
been carried out in a very simple 2D sinthetic medium with three fractures. For the 
estimation of α , the finest case for blocks partition of the domain has been used, in 
which each pixel is considered as a block. If the pixel belongs to a fracture, the 
exchange coefficient will be equal to 1 in that pixel, and if it belongs to the matrix, the 
exchange coefficient will be equal to zero. Thus, no upscaling algorithm has been 
necessary in this example. The inicial and boundary conditions are the following: 
 
                    I.C.: PM = 0,  PF = 1  (A-39) 
 B.C.:
⎪⎪⎩
⎪⎪⎨
⎧
Γ∈∀=∂
∂
Γ∈∀=∂
∂
x
n
x
n
0
0
M
F
P
P
  (Neumann no flux conditions in Γ)  (A-40) 
 
Figure A-15 displays the fluid pressure in the rock matrix at different times, starting at 
zero pressure and increasing with time at those places where the exchange coefficient is 
equal to one (presence of a fracture). At the same time, pressure propagates towards the 
interior of the matrix due to diffusion. Figure A-16 displays the fluid pressure in the 
‘fractures continuum’ at different times. In this case, the inicial pressure is equal to one 
all over the domain, and decreases almost uniformly in all the domain due to the high 
diffusion coefficient imposed for fractures (KF=104·KM here). However, slight 
differences can be appreciated at those zones in which the exchange coefficient α  is 
equal to 1, in which pressure dissipates faster. 
 
In the second example, a time dependent flow & exchange analysis of a homogenized 
3D fractured medium has been carried out. An extrait of about 19000 fractures of the 
fractured medium simulated in the thesis has been homogenized in a 3x3x3 partition of 
the domain. The inicial and boundary conditions are the following (Table A-3): 
 
Table A-3: B.C. and I.C. for the 3D example of the ‘dual-continuum’ model. 
 
 
Figure A-17a displays the steady state of a case with low exchange coefficient, in which 
the flow process is dominant. Figure A-17b displays the steady state of a case with high 
exchange coefficient, in which the exchange process is the dominant one. 
Medium B.C. (Neumann) I.C. 
A1: flux=10-14m3/s A2:no flux A3:no flux matrix 
B1: flux= -10-14m3/s B2:no flux B3:no flux 
Pm=0 Pa 
A1: flux=10-14m3/s A2:no flux A3:no flux fracture 
B1: flux=-10-14m3/s B2:no flux B3:no flux 
Pf=10 Pa A1 
B1 
B2 A2 
A3 
B3 
X Y 
Z 
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a. b.
c. d.
 
Figure A-15: Time evolution of the rock matrix fluid pressure for an example of 
the ‘dual-continuum’ model in a 2D fractured medium. 
 
 
a. b.
c. d.
 
Figure A-16: Time evolution of the fractures fluid pressure for an example of the 
‘dual-continuum’ model in a 2D fractured medium. 
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a.
Flow direction 
 
 
 
b.
Flow direction
 
 
 
 
Figure A-17: Steady state of the fractures fluid pressure for an example of the 
‘dual-continuum’ model in a 3D fractured medium. 
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APPENDIX VII: Temperature Dependence of Water Viscosity 
 
 
An Excel application with functions of water temperature dependent properties 
has been used in Chapter 6.1 for the computation of the water viscosity as a function of 
temperature in the T-H-M model. These functions are defined for the interval of 
temperature [0, 100]. Water dynamic viscosity μ values have been obtained, and a 4th 
degree polynomial has been fitted to the dataset. To assure the continuity of the 
polynomial fitting beyond the interval, artificial values have been assigned for some 
higher temperatures.  
 
Figures A-18a and b show the data and the fitting polynomial for two different 
temperature scales. Table A-4 presents the data set used for the fitting. 
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Figure A-18: Water dynamic viscosity values (x-marked points) 
and fitted polynomial (solid line) used in the models. 
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Table A-4: Excel dataset and polynomial-function fitted values of water dynamic 
viscosity for the temperature interval [0, 100]. 
Temperature 
[ºC] 
Dynamic 
viscosity 
[N·s/m2] 
Fitted 
dynamic 
viscosity 
[N·s/m2] 
 Temperature 
[ºC] 
Dynamic 
viscosity 
[N·s/m2] 
Fitted 
dynamic 
viscosity 
[N·s/m2] 
0 0.001787 0.0017191  51 0.000538 0.00052106 
1 0.0017283 0.001675  52 0.0005293 0.00051215 
2 0.0016722 0.001632  53 0.0005208 0.00050356 
3 0.0016187 0.0015901  54 0.0005125 0.00049528 
4 0.0015677 0.0015493  55 0.0005044 0.00048731 
5 0.001519 0.0015095  56 0.0004966 0.00047964 
6 0.0014726 0.0014708  57 0.0004889 0.00047224 
7 0.0014283 0.0014331  58 0.0004814 0.00046512 
8 0.001386 0.0013964  59 0.0004741 0.00045826 
9 0.0013456 0.0013606  60 0.000467 0.00045165 
10 0.001307 0.0013259  61 0.00046 0.00044528 
11 0.0012701 0.001292  62 0.0004532 0.00043915 
12 0.0012348 0.0012591  63 0.0004465 0.00043323 
13 0.0012011 0.0012271  64 0.00044 0.00042754 
14 0.0011688 0.001196  65 0.0004336 0.00042204 
15 0.001138 0.0011657  66 0.0004274 0.00041675 
16 0.0011084 0.0011363  67 0.0004213 0.00041164 
17 0.0010801 0.0011077  68 0.0004154 0.00040671 
18 0.001053 0.00108  69 0.0004096 0.00040194 
19 0.001027 0.0010531  70 0.000404 0.00039734 
20 0.001002 0.0010269  71 0.0003985 0.0003929 
21 0.000978 0.0010015  72 0.0003932 0.00038859 
22 0.0009549 0.00097685  73 0.000388 0.00038443 
23 0.0009326 0.00095294  74 0.000383 0.00038039 
24 0.0009112 0.00092974  75 0.0003781 0.00037648 
25 0.0008906 0.00090725  76 0.0003732 0.00037269 
26 0.0008707 0.00088545  77 0.0003685 0.000369 
27 0.0008516 0.00086432  78 0.0003639 0.00036541 
28 0.0008331 0.00084385  79 0.0003594 0.00036192 
29 0.0008153 0.00082401  80 0.000355 0.00035851 
30 0.000798 0.00080481  81 0.0003507 0.00035519 
31 0.0007813 0.00078621  82 0.0003464 0.00035194 
32 0.0007651 0.00076821  83 0.0003422 0.00034876 
33 0.0007495 0.00075079  84 0.0003381 0.00034564 
34 0.0007343 0.00073393  85 0.0003341 0.00034258 
35 0.0007197 0.00071763  86 0.0003301 0.00033957 
36 0.0007055 0.00070187  87 0.0003262 0.00033661 
37 0.0006917 0.00068664  88 0.0003224 0.00033369 
38 0.0006784 0.00067191  89 0.0003187 0.00033081 
39 0.0006655 0.00065768  90 0.000315 0.00032795 
40 0.000653 0.00064394  91 0.0003114 0.00032512 
41 0.0006409 0.00063067  92 0.0003079 0.00032232 
42 0.0006291 0.00061785  93 0.0003044 0.00031953 
43 0.0006178 0.00060549  94 0.000301 0.00031676 
44 0.0006067 0.00059355  95 0.0002977 0.00031399 
45 0.000596 0.00058203  96 0.0002944 0.00031123 
46 0.0005856 0.00057092  97 0.0002912 0.00030847 
47 0.0005755 0.00056021  98 0.0002881 0.00030571 
48 0.0005657 0.00054988  99 0.000285 0.00030294 
49 0.0005562 0.00053992  100 0.000282 0.00030016 
50 0.000547 0.00053032  
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APPENDIX VIII: Matricial Form of the 2nd and 4th rank tensor equations 
 
 
In this APPENDIX we will explain how to get the reduced system of equations     
(35-37) of Chapter 5.2.5 out from the governing laws and the constitutive equations and 
we will convert it into the pseudo-matricial form used in Comsol Multiphysics 2.3 – 
Coefficient Form, in order to be able to clearly identify each coefficient involved in the 
system of equations. 
 
For this derivation we will use the Kelvin notation for 2nd rank and 4th rank tensors. For 
example, equation (31) can be written differently: 
 
- Euler notation: TTPBeT Tsklijklijklijklij βδσ −−= , (i, j, k, l = 1, 2, 3) 
- Kelvin notation: TTPBeT TsKIKIKIKI βδσ −−= , (I, K = 1, 2, … 6)  
 
 
Table A-5: Kelvin notation for the 2nd rank stress tensor. 
σ ij σ 11 σ 22 σ 33 σ 23 σ 13 σ 12 
σ I σ 1 σ 2 σ 3 σ 4 σ 5 σ 6 
 
 
Table A-6: Kelvin notation for the 2nd rank strain tensor. 
ε ij ε 11 ε 22 ε 33 2ε 23 2ε 13 2ε 12 
ε I ε 1 ε 2 ε 3 ε 4 ε 5 ε 6 
 
 
Table A-7: Kelvin notation for the 4th rank stiffness tensor (only the first row showed 
as an example). 
Tijkl t1111 t1122 t1133 t1123 t1113 t1112 
TIJ t11 t12 t13 t14 t15 t16 
 
 
Table A-8: Kelvin notation for the 2nd rank Biot coefficient tensor. 
Bij b11 b22 b33 b23 b13 b12 
BI b1 b2 b3 b4 b5 b6 
 
 
Table A-9: Kelvin notation for the 2nd rank intrinsic permeability tensor. 
kij k11 k22 k33 k23 k13 k12 k32 k31 k21 
kI k1 k2 k3 k4 k5 k6 k7 k8 k9 
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• Let us start with the set of equations (35) (three equations), which came from the 
combination of the momentum balance of the equivalent medium, (24), and the 
equivalent medium stress and strains equations, (31) and (32). Equation (31) can be 
expressed in matrix form considering the inherent symmetries of tensors, as follows: 
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b
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 (A-41) 
 
where the shear stresses σij (i≠j) are denoted, in general, as τij. We keep, though, the 
notation of σij for the shake of simplicity. 
The momentum balance equations for the equivalent medium, i.e. equations (24), are: 
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Substituting equation (A-41) into (A-42) yields, in Kelvin notation, to: 
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Now we have to introduce the equation (32), defining the deformations in terms of 
equivalent medium displacements: 
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Finally, regrouping terms for u1, u2 and u3, knowing that 0
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x
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z  
and writing the equation in matrix form we get: 
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• Now we develop equation (36), coming from the combination of the mass 
balance for fluid (22), the Darcy’s law (23) and the fluid production state equation (29): 
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Considering here that ρw is constant in space, we have in Kelvin notation: 
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• And finally, we develop equation (37), which came from the combination of the 
heat energy balance, (26), and the Darcy’s law, (23): 
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where we have assumed a fully isotropic tensor (KT)ij (as it depends on fracture and 
matrix volumetric fractions, it is space dependent and has to stay inside the space partial 
derivative). Again, we have assumed also independency of ρw in space, and applying 
that 0
1
=∂
∂
x
z , 0
2
=∂
∂
x
z , and 1
3
=∂
∂
x
z . The final form of equation (37), in Kelvin notation, 
is: 
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APPENDIX IX: Upscaling the Basic Fractured Block Flux Density by the Method 
of Vectorial Surface Flux 
 
 
The Vectorial Surface Flux (VSF) method is presented in this APPENDIX as an 
alternative to the Volume Averaged Flux (VAF) method used in Chapter 5.3.2.1 of the 
thesis. For a vector flux density q at the scale of an individual fractured block, the VSF 
is defined as follows: 
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where ds is the length differential element in 2D and the surface differential element in 
3D, and  ΣΓF is the sum of the external surfaces of the block. 
 
Applying this equation to the domain defined in Figure 32 yields to: 
  
 
( )
( )
2
*
2
*
0
2 4 4 2
2 4 4 2 2
0 0 0 0
1 0 0 0 0
2 20 0 0 0
M M F
M F
M F
M F
M M
l b al l b a a l a
l ll l b a a l b b
K K
a aK Kl lb bK K
+ −⋅ ⋅ + ⋅ ⋅ − ⋅ + ⋅ ⋅ ⋅= = ⋅ + ⋅ =⋅ + ⋅ ⋅ − + ⋅ ⋅ + +
⎡ ⎤⎛ ⎞⎛ ⎞⎛ ⎞⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟= − ⋅ + ⋅ ⋅⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟+ +⎜ ⎟⎢ ⎥⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
q q q
q q q
j
P
P
 (A-51) 
calling 
2
a
l b
η = +  we can write: 
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On the other hand, the global gradient j* over the block would be, similarly: 
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and by direct substitution of (A-55) into (A-52) we can identify terms with those of eq. 
(60): 
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Note that terms K11* and K22* correspond to some kind of arithmetic mean of FK
P  and 
KM weighted by η and (1-η) respectively. These weighting factors are in fact the 
‘specific external surfaces’ of fracture and matrix with respect to the block, given by η 
= SF/Sblock  and (1-η) = SM/Sblock respectively. On the other hand, term K33* is a 
harmonic mean of FK
⊥  and KM weighted by the same factors mentioned above. 
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APPENDIX X: Solid rotations and their matrix representation in 2D and 3D 
 
 
Solid rotations are used in Chapter 4.2 for the optimization of the fractured 
medium, where computing the exact analytical solution of the intersection of a planar 
disk fracture with a cylindrical excavation (developed in detail in APPENDIX III) 
becomes necessary to calculate the cumulative histograms of trace length and 3D trace 
chord.  
 
ROTATION MATRIX IN 2D 
 
We aim to write the rotation matrix in 2D in terms of the vector components of 
the unitary normal vector to a fracture plane defined within an elementary rock block. 
There are two coordinated systems to consider: (X1*, X2*) is the fracture relative 
coordinated axis, also know here as the (hydraulically speaking) principal axes; and the 
absolute coordinated system (X1, X2). 
 
In general, an anticlockwise rotation θ  from the (X1*, X2*) coordinated system to the 
(X1, X2) one (see Figure A-19) is defined by the rotation matrix: 
 
 
cos sin
sin cos
A
θ θ
θ θ
⎛ ⎞= ⎜ ⎟−⎝ ⎠  (A-58) 
 
with the following properties: 
 
                  i)  AAIAA TT ⋅==⋅   (A-59) 
 
                  ii)  xAxxAx T ⋅=→⋅= **   (A-60) 
 
 
X1*
X2* 
X2 
X1
θ
 
 
Figure A-19: Anticlockwise rotation of θ 
degrees in 2D. 
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The Darcy’s Law in the principal axes (X1*, X2*)  is: 
 
 *** JKq ⋅=  (A-61) 
 
 
 
and knowing that 
 
 JAJqAq TT ⋅=⋅= ** ;  (A-62) 
 
we have in the absolute axes (X1, X2): 
 
 JAKAqJAKqA TTTT ⋅⋅⋅=→⋅⋅=⋅ **  (A-63) 
 
The rotation matrix A  can be expressed in terms of the unitary normal vector 
components (see Figure A-20): 
 
 →⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛= θ
θ
cos
sin
2
1
n
n
nr ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= 21
12
nn
nn
A  (A-64) 
 
 
X1*
X2*
X2 
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n
 
Figure A-20: Relation between the 
anticlockwise rotation of θ degrees and the 
fracture normal vector in 2D. 
 
 
ROTATION MATRIX IN 3D 
 
We aim to write the rotation matrix in 3D in terms of the vector components of 
the unitary normal vector to a fracture plane defined within an elementary rock block. 
As in the 2D case, there are two coordinated systems to consider: (X1*, X2*, X3*)  is the 
fracture relative coordinated axis; and the absolute coordinated system (X1, X2, X3). 
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In this case, we define a composed rotation which corresponds to a right-handed 
rotation of θ degrees (dip) around the X3* axis followed by a right-handed rotation of ϕ 
degrees (plunge) around the X2* axis (see Figure A-21). The rotation described is 
defined by the following composed matrix: 
 
 
cos sin 0 cos 0 sin
sin cos 0 0 1 0
0 0 1 sin 0 cos
A A Aθ ϕ
θ θ ϕ ϕ
θ θ
ϕ ϕ
= ⋅ =
−⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟= − =⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
                                   
cos cos sin cos sin
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sin 0 cos
θ ϕ θ θ ϕ
θ ϕ θ θ ϕ
ϕ ϕ
−⎛ ⎞⎜ ⎟= −⎜ ⎟⎜ ⎟⎝ ⎠    (A-65) 
 
with the following properties: 
 
                  i)  AAIAA TT ⋅==⋅   (A-66) 
 
                  ii)  xAxxAx T ⋅=→⋅= **   (A-67) 
 
X1*
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θ
X3
X2
X1
ϕ
X3*= n 
1st
2nd 
 
 
Figure A-21: Anticlockwise rotation of θ degrees over the X3 axis 
followed by a clockwise rotation of ϕ degrees over the X2 axis in 3D. 
 
The Darcy’s Law in the principal axes (X1*, X2*, X3*)  the same as (A6.13.2), but with 
3D vectors and matrices, and applying properties i) and ii) in a similar way that in the 
2D case, we get the Darcy’s Law in the absolute axes (X1, X2, X3): 
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 JAKAqJAKqA TTTT ⋅⋅⋅=→⋅⋅=⋅ **  (A-68) 
 
Note the similarity with equation (A-63). The rotation matrix A  can also be expressed 
in terms of the unitary normal vector components (see Figure A-22). To do it we use the 
following geometrical relations: 
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   so the rotation matrix yields to: 
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Figure A-22: Relation between the anticlockwise rotation of θ 
degrees over the X3 axis followed by a clockwise rotation of ϕ 
degrees over the X2 axis and the fracture normal vector in 3D. 
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APPENDIX XI: Full Results of the Fractured Medium T-H-M Upscaling 
 
 
This APPENDIX presents the values of the full set of homogenized or upscaled 
coefficients for the one-block homogenization of Chapter 5.3.4.2. 
 
ONE BLOCK HOMOGENIZATION 
 
Equivalent 2nd rank intrinsic permeability tensor 
 
kij =  1.0e-017 * 
  
    0.1092    0.0043   -0.0017 
    0.0034    0.1112    0.0015 
   -0.0009    0.0013    0.1099 
 
eigenvectors = 
  
   -0.7735    0.6269   -0.4242 
    0.5495    0.7708    0.2163 
   -0.3157    0.1133    0.8794 
  
eigenvalues =  1.0e-017 * 
  
    0.1055         0             0 
         0        0.1142         0 
         0             0        0.1107 
  
Equivalent 4th rank stiffness tensor 
 
Tijkl =  1.0e+009 * 
  
    3.1096    2.4461    2.2865   -0.0167    0.0212   -0.1338 
    2.4461    3.5982    2.4194    0.2142   -0.0146   -0.1589 
    2.2865    2.4194    5.3933    0.3643   -0.1679    0.0514 
   -0.0167    0.2142    0.3643    0.8816   -0.0777   -0.0161 
    0.0212   -0.0146   -0.1679   -0.0777    0.5725   -0.0660 
   -0.1338   -0.1589    0.0514   -0.0161   -0.0660    0.8336 
  
eigenvectors = 
  
    0.7553    0.4310    0.4937 
   -0.6546    0.5328    0.5363 
   -0.0318   -0.7283    0.6846 
  
eigenvalues =  1.0e+009 * 
  
    0.8933         0             0 
         0        2.2700         0 
         0             0        8.9378 
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Equivalent 2nd rank Biot coefficients tensor 
  
Bij = 
  
    0.9401   -0.0186   -0.0022 
   -0.0186    0.9411    0.0163 
   -0.0022    0.0163    0.9271 
  
eigenvectors = 
  
   -0.3839    0.7094   -0.5911 
   -0.6374    0.2596    0.7255 
    0.6681    0.6553    0.3525 
 
eigenvalues = 
  
    0.9129         0             0 
         0        0.9313         0 
         0             0        0.9642 
  
Equivalent Biot modulus 
 
G =  4.1877e+010 
  
2nd rank geometric tensor 
 
Fij = 
  
   12.8851    1.7267    0.4056 
    1.7267    7.4709   -1.5788 
    0.4056   -1.5788    3.3025 
  
2nd rank complementary??? tensor 
 
Bij_prime =  1.0e-009 * 
  
    0.1844    0.0247    0.0058 
    0.0247    0.1069   -0.0226 
    0.0058   -0.0226    0.0473 
 
4th rank geometric tensor  
 
Fijkl = 
  
    8.4255    3.3614    1.0981   -0.6930    0.4323    0.7664 
    3.3614    3.3866    0.7229   -0.3898    0.0256    0.7374 
    1.0981    0.7229    1.4815   -0.4960   -0.0523    0.2229 
   -0.6930   -0.3898   -0.4960    0.7229    0.2229    0.0256 
    0.4323    0.0256   -0.0523    0.2229    1.0981   -0.6930 
 169 
    0.7664    0.7374    0.2229    0.0256   -0.6930    3.3614 
 4th rank geometric tensor 
 
Gijkl = 
  
   12.8851         0             0             0         0.2028    0.8634 
         0         7.4709         0        -0.7894         0        0.8634 
         0              0         3.3025   -0.7894    0.2028         0 
         0        -0.7894   -0.7894     2.6934    0.4317    0.1014 
    0.2028          0         0.2028    0.4317    4.0469   -0.3947 
    0.8634     0.8634         0         0.1014   -0.3947    5.0890 
 
Fractures equivalent 4th rank compliance tensor  
 
Cijkl_prime =  1.0e-009 * 
  
    0.7587   -0.4329   -0.1414    0.0892   -0.0267    0.0248 
   -0.4329    0.6329   -0.0931   -0.0628   -0.0033    0.0286 
   -0.1414   -0.0931    0.2818   -0.0491    0.0357   -0.0287 
    0.0892   -0.0628   -0.0491    0.2923    0.0331    0.0112 
   -0.0267   -0.0033    0.0357    0.0331    0.4377    0.0328 
    0.0248    0.0286   -0.0287    0.0112    0.0328    0.2953 
  
Matrix equivalent 4th rank compliance tensor  
 
Mijkl_prime =  1.0e-010 * 
  
    0.2000   -0.0600   -0.0600         0         0         0 
   -0.0600    0.2000   -0.0600         0         0         0 
   -0.0600   -0.0600    0.2000         0         0         0 
         0             0              0        0.1300     0         0 
         0             0              0             0    0.1300     0 
         0             0              0             0         0    0.1300 
  
Fractured medium equivalent 4th rank compliance tensor 
  
Tijkl_prime =  1.0e-009 * 
  
    0.7787   -0.4389   -0.1474    0.0892   -0.0267    0.0248 
   -0.4389    0.6529   -0.0991   -0.0628   -0.0033    0.0286 
   -0.1474   -0.0991    0.3018   -0.0491    0.0357   -0.0287 
    0.0892   -0.0628   -0.0491    0.3053    0.0331    0.0112 
   -0.0267   -0.0033    0.0357    0.0331    0.4507    0.0328 
    0.0248    0.0286   -0.0287    0.0112    0.0328    0.3083 
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APPENDIX XII: Comsol Multiphysics® Report of the T-H-M Simulations 
 
 
 We present in this APPENDIX the report automatically generated by the 
COMSOL Multiphysics® software, in order to give all the necessary details to 
reproduce the T-H-M models developed in the Chapter 6 of the thesis.  
 
Application modes and modules used in this model: 
• Geom1 (3D)  
o PDE, Coefficient Form  
o PDE, Coefficient Form  
o PDE, Coefficient Form 
 
1. MODEL PROPERTIES 
Property Value 
Model name  THM3DwithExcavations 
Author  Israel Cañamón Valera 
Company U.P.M., E.T.S.I.Minas  
Department  D.M.A.M.I. 
Reference  - 
Saved date Aug 4, 2006 9:48:23 AM 
Creation date Aug 23, 2005 11:11:25 AM
FEMLAB version FEMLAB 3.1.0.157 
 
2. CONSTANTS 
Name Expression Value 
thetam 0.008 0.008 
thetaf 1 1 
row0 1000 1000 
ros 2350 2350 
g 9.81 9.81 
betaTgranite 3*7e-6 2.1e-5 
betaTw 4.421e-4 4.421e-4 
Cw 4180 4180 
Cs 850 850 
KTw 0.58 0.58 
KTgranite 2.1 2.1 
sin80 sin(80*pi/180) 0.984808 
cos80 cos(80*pi/180) 0.173648 
sin15 sin(15*pi/180) 0.258819 
cos15 cos(15*pi/180) 0.965926 
R 1.14 1.14 
T0 13 13 
e 2.7182818284 2.718282 
muw0 1e-3 0.001 
nuw0 1e-6 1e-6 
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3. GEOMETRY 
Number of geometries: 1 
Point Mode     Edge Mode 
 
Boundary Mode    Subdomain Mode 
 
 
4. GEOM1 
Space dimensions: 3D 
 
4.1. Scalar Expressions 
Name Expression 
FBXinst (FBXr2=-35)*(FBXx<=15.30) 
FBXaux (FBXr2<=1.75^2)*(FBXx>=-41.162366)*(FBXx<=-35) 
FBXtest (FBXr2<=R^2)*((FBXx>=18)*(FBXx<=35)) 
FBXheat (FBXr2<=R^2)*((FBXx>=22.325)*(FBXx<=26.865)+ 
(FBXx>=27.885)*(FBXx<=32.425)) 
MAINtun ((y-48)^2+z^2<=1.75^2)*(x>=-35)*(x<=35) 
LABtun (((sin15*(x+35)+cos15*(y-48))^2+z^2)<=1.75^2)*((cos15*(x+35)-sin15*(y-
48))>=0)*((cos15*(x+35)-sin15*(y-48))<=70/cos15) 
FBXr2 ((sin80*x+cos80*y)^2+z^2) 
FBXx (cos80*x-sin80*y) 
H P/(row*g)+zp 
Hx Px/(row*g) 
Hy Py/(row*g) 
Hz Pz/(row*g)+1 
q1 -(k1*Hx+k6*Hy+k5*Hz) 
q2 -(k6*Hx+k2*Hy+k4*Hz) 
q3 -(k5*Hx+k4*Hy+k3*Hz) 
q q1^2+q2^2+q3^2 
E11 ux 
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E22 vy 
E33 wz 
E23 0.5*(vz+wy) 
E13 0.5*(uz+wx) 
E12 0.5*(uy+vx) 
s11 t11*E11+t12*E22+t13*E33+t14*E23+t15*E13+t16*E12 
s22 t12*E11+t22*E22+t23*E33+t24*E23+t25*E13+t26*E12 
s33 t13*E11+t23*E22+t33*E33+t34*E23+t35*E13+t36*E12 
s23 t14*E11+t24*E22+t34*E33+t44*E23+t45*E13+t46*E12 
s13 t15*E11+t25*E22+t35*E33+t45*E23+t55*E13+t56*E12 
s12 t16*E11+t26*E22+t36*E33+t46*E23+t56*E13+t66*E12 
Von_Mises (s11^2+s22^2+s33^2- 
s11*s22-s22*s33-s11*s33+3*s23^2+3*s13^2+3*s12^2)^0.5 
fif heter*coeffinterp(4,x,y,z) + (1-heter)*2e-5 
fim 1-fif 
roeq (fim*thetam+fif*thetaf)*row+(fim*(1-thetam)+fif*(1-thetaf))*ros 
thetaeq fim*thetam+fif*thetaf 
KTeq (fim*thetam+fif*thetaf)*KTw+(fim*(1-thetam)+fif*(1-thetaf))*KTs 
roCeq (fim*thetam+fif*thetaf)*row*Cw+(fim*(1-thetam)+fif*(1-thetaf))*ros*Cs 
G (heter*coeffinterp(3,x,y,z) + (1-heter)*3e9)*GFactor 
k1 (heter*coeffinterp(411,x,y,z) + (1-heter)*1e-11*nuw0/g)*kiFactor 
k2 (heter*coeffinterp(422,x,y,z) + (1-heter)*1e-11*nuw0/g)*kiFactor 
k3 (heter*coeffinterp(433,x,y,z) + (1-heter)*1e-11*nuw0/g)*kiFactor 
k4 (heter*coeffinterp(423,x,y,z) + (1-heter)*0)*kiFactor 
k5 (heter*coeffinterp(413,x,y,z) + (1-heter)*0)*kiFactor 
k6 (heter*coeffinterp(412,x,y,z) + (1-heter)*0)*kiFactor 
k7 (heter*coeffinterp(432,x,y,z) + (1-heter)*0)*kiFactor 
k8 (heter*coeffinterp(431,x,y,z) + (1-heter)*0)*kiFactor 
k9 (heter*coeffinterp(421,x,y,z) + (1-heter)*0)*kiFactor 
b1 (heter*coeffinterp(811,x,y,z) + (1-heter)*0.2)*biFactor 
b2 (heter*coeffinterp(822,x,y,z) + (1-heter)*0.2)*biFactor 
b3 (heter*coeffinterp(833,x,y,z) + (1-heter)*0.2)*biFactor 
b4 (heter*coeffinterp(823,x,y,z) + (1-heter)*0)*biFactor 
b5 (heter*coeffinterp(813,x,y,z) + (1-heter)*0)*biFactor 
b6 (heter*coeffinterp(812,x,y,z) + (1-heter)*0)*biFactor 
t11 (heter*coeffinterp(1111,x,y,z) + (1-heter)*4e9)*TijFactor 
t12 (heter*coeffinterp(1122,x,y,z) + (1-heter)*2e9*0)*TijFactor 
t13 (heter*coeffinterp(1133,x,y,z) + (1-heter)*2e9*0)*TijFactor 
t14 (heter*coeffinterp(1123,x,y,z) + (1-heter)*0)*TijFactor 
t15 (heter*coeffinterp(1113,x,y,z) + (1-heter)*0)*TijFactor 
t16 (heter*coeffinterp(1112,x,y,z) + (1-heter)*0)*TijFactor 
t22 (heter*coeffinterp(2222,x,y,z) + (1-heter)*4e9)*TijFactor 
t23 (heter*coeffinterp(2233,x,y,z) + (1-heter)*2e9*0)*TijFactor 
t24 (heter*coeffinterp(2223,x,y,z) + (1-heter)*0)*TijFactor 
t25 (heter*coeffinterp(2213,x,y,z) + (1-heter)*0)*TijFactor 
t26 (heter*coeffinterp(2212,x,y,z) + (1-heter)*0)*TijFactor 
t33 (heter*coeffinterp(3333,x,y,z) + (1-heter)*4e9)*TijFactor 
t34 (heter*coeffinterp(3323,x,y,z) + (1-heter)*0)*TijFactor 
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t35 (heter*coeffinterp(3313,x,y,z) + (1-heter)*0)*TijFactor 
t36 (heter*coeffinterp(3312,x,y,z) + (1-heter)*0)*TijFactor 
t44 (heter*coeffinterp(2323,x,y,z) + (1-heter)*1e9*0)*TijFactor 
t45 (heter*coeffinterp(2313,x,y,z) + (1-heter)*0)*TijFactor 
t46 (heter*coeffinterp(2312,x,y,z) + (1-heter)*0)*TijFactor 
t55 (heter*coeffinterp(1313,x,y,z) + (1-heter)*1e9*0)*TijFactor 
t56 (heter*coeffinterp(1312,x,y,z) + (1-heter)*0)*TijFactor 
t66 (heter*coeffinterp(1212,x,y,z) + (1-heter)*1e9*0)*TijFactor 
TijFactor (1) 
GFactor (1) 
kiFactor (1-0.99*(FBXtest)) 
biFactor (1) 
KTs KTgranite*(1- 0.6*(FBXtest)) 
betaTs betaTgranite*(1+ 4*(FBXtest)) 
heter 1 
muw muw0+ (0.0007-4.4658e-5*T+5.6591e- 
7*T^2-3.3185e-9*T^3+7.0620e-12*T^4) 
row row0*(1-tempdependentrowmuw*betaTw*(T-5)) 
HboundB1 3*0.7e6/(row*g)+zp 
HboundB2 0.7e6/(row*g)+zp 
zp z+1700 
 
4.2. Mesh 
 
4.2.1. Extended mesh 
Number of degrees of freedom 37945 
 
4.2.2. Base mesh 
Number of edge elements 800 
Number of boundary elements 2620 
Number of elements 11209 
Minimum element quality 0.0282
 
4.3. Application Mode: PDE, Coefficient Form 
Application mode type: PDE, Coefficient Form 
Application mode name: T (thermal model) 
 
4.3.1. Application Mode Properties 
Property Value 
Default element type Lagrange - Quadratic
Wave extension Off 
Weak constraints Off 
 
4.3.2. Variables 
Dependent variables: T, T_t2 
Independent variables: x, y, z 
Shape functions: shlag(1,'T'), shlag(2,'T') 
Interior boundaries not active 
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4.3.3. Settings 
 
Point Settings   Edge Settings 
Point 1-40 Edge 1-61 
weak term (weak) 0 weak term (weak) 0 
dweak term (dweak) 0 dweak term (dweak) 0 
constr term (constr) '0' constr term (constr) '0' 
weakconstr 1 weakconstr 1 
Shape functions (wcshape) [] Shape functions (wcshape) [] 
Initial value (wcinit) {0;0} Integration order (wcgporder) 2 
  Initial value (wcinit) {0;0}
 
Boundary Settings 
Boundary 6-13, 15-19 1-4, 14, 25 
Type Neumann boundary condition Dirichlet boundary condition 
weak term (weak) 0 0 
dweak term (dweak) 0 0 
constr term (constr) 0 0 
(q) 0 0 
(h) 1 1 
(g) 0 0 
(r) 0 13 
weakconstr 1 1 
Shape functions (wcshape) [] [] 
Integration order (wcgporder) 2 2 
Initial value (wcinit) {0;0} {0;0} 
 
Subdomain Settings 
Subdomain 1, 3 
Shape functions (shape) shlag(1,'T') shlag(1,'P') shlag(2,'u') shlag(2,'v') shlag(2,'w') 
Integration order (gporder) 2 
Constraint order (cporder) 1 
weak term (weak) 0 
dweak term (dweak) 0 
constr term (constr) (T-(13+Ttimefunction*(87-65*FBXr2/R^2)))*(FBXheat) 
Diffusion coefficient (c) KTeq 
Absorption coefficient (a) 0 
Source term (f) 0 
Mass coefficient (da) roCeq 
Conservative flux convection coeff. 
(al) 
{{0;0;0}} 
Convection coefficient (be) {{'-(row*Cw/muw)*(k1*Px+k6*Py+k5*Pz)-(row^2)*g*Cw*k5';'-
(row*Cw/muw)*(k9*Px+k2*Py+k4*Pz)-(row^2)*g*Cw*k4';'-
(row*Cw/muw)*(k8*Px+k7*Py+k3*Pz)-(row^2)*g*Cw*k3'}} 
Conservative flux source term (ga) {{0;0;0}} 
weakconstr 1 
Subdomain initial value 1, 3 
T T0 
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4.4. Application Mode: PDE, Coefficient Form 
Application mode type: PDE, Coefficient Form 
Application mode name: H (hydraulic model) 
 
4.4.1. Application Mode Properties 
Property Value 
Default element type Lagrange - Quadratic
Wave extension Off 
Weak constraints Off 
 
4.4.2. Variables 
Dependent variables: P, P_t2 
Independent variables: x, y, z 
Shape functions: shlag(1,'P'), shlag(2,'P') 
Interior boundaries not active 
 
4.4.3. Settings 
 
Point Settings   Edge Settings 
Point 1-40 Edge 1-61 
weak term (weak) 0 weak term (weak) 0 
dweak term (dweak) 0 dweak term (dweak) 0 
constr term (constr) '0' constr term (constr) '0' 
weakconstr 1 weakconstr 1 
Shape functions (wcshape) [] Shape functions (wcshape) [] 
Initial value (wcinit) {0;0} Integration order (wcgporder) 2 
  Initial value (wcinit) {0;0}
 
Boundary Settings 
Boundary 1, 25 3-4 2 14 6-13, 15-19 
Type Neumann 
boundary 
condition 
Dirichlet boundary 
condition 
Dirichlet 
boundary 
condition 
Dirichlet 
boundary 
condition 
Dirichlet boundary 
condition 
weak term (weak) 0 0 0 0 0 
dweak term (dweak) 0 0 0 0 0 
constr term (constr) 0 0 0 0 0 
(q) 0 0 0 0 0 
(h) 1 1 1 1 1 
(g) 0 0 0 0 0 
(r) 0 ((-HboundB1*(y-100) 
+HboundB2*(y+100))
/200-zp)*row*g 
(HboundB1-
zp)*row*g 
(HboundB2-
zp)*row*g 
((-HboundB1*(y-100) 
+HboundB2*(y+100)) 
/200-zp)*row*g*(1-
Htimefunction) 
weakconstr 1 1 1 1 1 
Shape functions 
(wcshape) 
[] [] [] [] [] 
Integration order 
(wcgporder) 
2 2 2 2 2 
Initial value (wcinit) {0;0} {0;0} {0;0} {0;0} {0;0} 
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Subdomain Settings 
Subdomain 1, 3 
Shape functions (shape) shlag(1,'T') shlag(1,'P') shlag(2,'u') shlag(2,'v') shlag(2,'w') 
Integration order (gporder) 2 
Constraint order (cporder) 1 
weak term (weak) 0 
dweak term (dweak) u_test*(b1*ux_time+b6*uy_time+b5*uz_time)+ 
v_test*(b6*vx_time+b2*vy_time+b4*vz_time)+ 
w_test*(b5*wx_time+b4*wy_time+b3*wz_time) 
constr term (constr) 0 
Diffusion coefficient (c) {{'k1/muw','k6/muw','k5/muw'; 
'k9/muw','k2/muw','k4/muw'; 
'k8/muw','k7/muw','k3/muw'}} 
Absorption coefficient (a) 0 
Source term (f) (thetaeq*betaTw)*T_time 
Mass coefficient (da) 1/G 
Conservative flux convection coeff. (al) {{0;0;0}} 
Convection coefficient (be) {{0;0;0}} 
Conservative flux source term (ga) {{'-row*g*k5/muw';'-row*g*k4/muw';'-row*g*k3/muw'}} 
weakconstr 1 
Subdomain initial value 1, 3 
P ((-HboundB1*(y-100)+HboundB2*(y+100))/200-zp)*row*g 
 
4.5. Application Mode: PDE, Coefficient Form 
Application mode type: PDE, Coefficient Form 
Application mode name: M (mechanic model) 
 
4.5.1. Application Mode Properties 
Property Value 
Default element type Lagrange - Quadratic
Wave extension Off 
Weak constraints Off 
 
4.5.2. Variables 
Dependent variables: u, v, w, u_t2, v_t2, w_t2 
Independent variables: x, y, z 
Shape functions: shlag(2,'u'), shlag(2,'v'), shlag(2,'w') 
Interior boundaries not active 
 
4.5.3. Settings 
Point Settings     Edge Settings 
Point 1-40 Edge 1-61 
weak term (weak) {0;0;0} weak term (weak) {0;0;0} 
dweak term (dweak) {0;0;0} dweak term (dweak) {0;0;0} 
constr term (constr) {'0';'0';'0'} constr term (constr) {'0';'0';'0'} 
weakconstr 1 weakconstr 1 
Shape functions (wcshape) [] Shape functions (wcshape) [] 
Initial value (wcinit) {0;0;0;0;0;0} Integration order (wcgporder) 2 
  Initial value (wcinit) {0;0;0;0;0;0} 
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Boundary Settings 
Boundary 6-13, 15-19 4 1, 25 2, 14 3 
Type Neumann 
boundary 
condition 
Neumann boundary 
condition 
Dirichlet 
boundary 
condition 
Dirichlet 
boundary 
condition 
Dirichlet 
boundary 
condition 
weak term (weak) {0;0;0} {0;0;0} {0;0;0} {0;0;0} {0;0;0} 
dweak term (dweak) {0;0;0} {0;0;0} {0;0;0} {0;0;0} {0;0;0} 
constr term (constr) {'0';'0';'0'} {'0';'0';'0'} {'0';'0';'0'} {'0';'0';'0'} {'0';'0';'0'} 
(q) {0,0,0;0,0,0; 
0,0,0} 
{0,0,0;0,0,0;0,0,0} {0,0,0;0,0,0; 
0,0,0} 
{0,0,0;0,0,0; 
0,0,0} 
{0,0,0;0,0,0; 
0,0,0} 
(h) {1,0,0;0,1,0; 
0,0,1} 
{1,0,0;0,1,0;0,0,1} {1,0,0;0,0,0; 
0,0,0} 
{0,0,0;0,1,0; 
0,0,0} 
{1,0,0;0,1,0; 
0,0,1} 
(g) {0;0;0} {0;0;'(400-35)*roeq*g* 
Mtimefunction'} 
{0;0;0} {0;0;0} {0;0;0} 
(r) {0;0;0} {0;0;0} {0;0;0} {0;0;0} {0;0;0} 
weakconstr 1 1 1 1 1 
Shape functions 
(wcshape) 
[] [] [] [] [] 
Integration order 
(wcgporder) 
2 2 2 2 2 
Initial value (wcinit) {0;0;0;0;0;0} {0;0;0;0;0;0} {0;0;0;0;0;0} {0;0;0;0;0;0} {0;0;0;0;0;0}
 
Subdomain Settings 
Subdomain 1, 3 
Shape functions (shape) shlag(1,'T') shlag(1,'P') shlag(2,'u') shlag(2,'v') shlag(2,'w') 
Integration order (gporder) 2 2 2 
Constraint order (cporder) 1 1 1 
weak term (weak) {0;0;0} 
dweak term (dweak) {0;0;0} 
constr term (constr) {'0';'0';'0'} 
Diffusion coefficient (c) {{'-t11';'-t16';'-t66';'-t15';'-t56';'-t55'},{'-t16','-t12','-t14';'-t66','-
t26','-t46';'-t56','-t25','-t45'},{'-t15','-t14','-t13';'-t56','-t46','-
t36';'-t55','-t45','-t35'};{'-t16','-t66','-t56';'-t12','-t26','-t25';'-
t14','-t46','-t45'},{'-t66';'-t26';'-t22';'-t46';'-t24';'-t44'},{'-t56','-
t46','-t36';'-t25','-t24','-t23';'-t45','-t44','-t34'};{'-t15','-t56','-
t55';'-t14','-t46','-t45';'-t13','-t36','-t35'},{'-t56','-t25','-t45';'-
t46','-t24','-t44';'-t36','-t23','-t34'},{'-t55';'-t45';'-t44';'-t35';'-
t34';'-t33'}} 
Absorption coefficient (a) {0,0,0;0,0,0;0,0,0} 
Source term (f) {'(b1*Px+b6*Py+b5*Pz)+(betaTs*(t11+t12+t13)*Tx+betaTs*
(t16+t26+t36)*Ty+betaTs*(t15+t25+t35)*Tz)';'(b6*Px+b2*Py
+b4*Pz)+(betaTs*(t16+t26+t36)*Tx+betaTs*(t12+t22+t23)*T
y+betaTs*(t14+t24+t34)*Tz)';'roeq*g+(b5*Px+b4*Py+b3*Pz)
+(betaTs*(t15+t25+t35)*Tx+betaTs*(t14+t24+t34)*Ty+betaT
s*(t13+t23+t33)*Tz)'} 
Mass coefficient (da) {0,0,0;0,0,0;0,0,0} 
Conservative flux convection coeff. (al) {{0;0;0},{0;0;0},{0;0;0};{0;0;0},{0;0;0},{0;0;0};{0;0;0}, 
{0;0;0},{0;0;0}} 
Convection coefficient (be) {{0;0;0},{0;0;0},{0;0;0};{0;0;0},{0;0;0},{0;0;0};{0;0;0}, 
{0;0;0},{0;0;0}} 
Conservative flux source term (ga) {{0;0;0};{0;0;0};{0;0;0}} 
weakconstr 1 
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Subdomain initial value 1, 3 
u 0 
v 0 
w 0 
 
5. SOLVER SETTINGS 
Solve using a script: off 
Auto select solver on 
Solver Time dependent 
Solution form weak 
Symmetric off 
Adaption off 
 
5.1. Direct (UMFPACK) 
Solver type: Linear system solver 
Parameter Value 
Pivot threshold 0.1 
Memory allocation factor 0.7 
 
5.2. Time Stepping 
Parameter Value 
Times Linspace(0,1e8,100)
Relative tolerance 0.01 
Absolute tolerance 0.0010 
Times to store in output Tsteps 
Time steps taken by solver Free 
Manual tuning of step size Off 
Initial time step 0.0010 
Maximum time step 1.0 
Maximum BDF order 5 
Singular mass matrix Maybe 
Consistent initialization of DAE systems 2 
Error estimation strategy 0 
Allow complex numbers Off 
 
5.3. Advanced 
Parameter Value 
Constraint handling method Eliminate
Null-space function Auto 
Assembly block size 5000 
Use Hermitian transpose On 
Use complex functions with real input Off 
Type of scaling Auto 
Manual scaling   
Row equilibration On 
Manual control of reassembly Off 
Load constant On 
Constraint constant On 
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Mass constant On 
Jacobian constant On 
Constraint Jacobian constant On 
 
6. POSTPROCESSING 
(see Chapter 6 of the thesis) 
 
7. VARIABLES 
 
7.1. Subdomain 
Name Description Expression 
absTx_T |grad(T)| sqrt(Tx^2+Ty^2+Tz^2) 
absPx_H |grad(P)| sqrt(Px^2+Py^2+Pz^2) 
absux_M |grad(u)| sqrt(ux^2+uy^2+uz^2) 
absvx_M |grad(v)| sqrt(vx^2+vy^2+vz^2) 
abswx_M |grad(w)| sqrt(wx^2+wy^2+wz^2)
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APPENDIX XIII: Full article of the reference [22] (Preprint) 
 
 
This APPENDIX contains a fac-simil of the article labelled in the list of 
references as [22], which corresponds to the time series analysis performed in the 
Chapter 3 of the thesis. The complete reference of this article is again given here: 
 
Cañamón, I., Elorza, F.J., Mangin, A., Martín, P.L. & Rodríguez, R. Wavelets 
and Statistical Techniques for Data Analysis in a Mock-Up High-Level Waste Storage 
Experiment. International Journal on Wavelets, Multiresolution & Image Processing 
2(4): pp. 351-370. December 2004. 
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APPENDIX XIV: Full article of the reference [3] (Preprint) 
 
 
This APPENDIX contains a fac-simil of the article labelled in the list of 
references as [3], which corresponds to the dual-continuum model described in 
APPENDIX VI as an alternative for the hydraulic part of the T-H-M model of the 
Chapter 6 of the thesis. The complete reference of this article is again given here: 
 
Ababou, R, Cañamón, I., Elorza, F.J. Thermo-Hydro-Mechanical Simulation of 
a 3D Fractured Porous Rock: Preliminary Study of Coupled Matrix-Fracture 
Hydraulics. Proceedings of the COMSOL Multiphysics Conference 2005, pp. 193-198. 
Ed. J. M: Petit and J. Daluz. France. November 2005. 
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Abstract We present a problem involving the 
modeling of coupled flow and elastic strain in a 3D 
fractured porous rock, which requires prior 
homogenization (upscaling) of the fractured medium 
into an equivalent darcian anisotropic continuum. The 
governing equations form a system of PDE’s (Partial 
Differential Equations) and, depending on the case 
being considered, this system may involve two 
different types of “couplings” (in a real system, both 
couplings (1) and (2) generally take place):  
1) Hydraulic coupling in a single (no exchange) 
or in a dual matrix-fracture continuum (exchange); 
2) Thermo-Hydro-Mechanical interactions 
between fluid flow, pressure, elastic stress, strain, and 
temperature (after Ababou et al. 1994 [1]).  
We present here a preliminary model and 
simulation results with FEMLAB®, for the hydraulic 
problem with anisotropic heterogeneous coefficients. 
The model is based on data collected at an 
instrumented granitic site (FEBEX project) for 
studying a hypothetical nuclear waste repository at the 
Grimsel Test Site in the Swiss Alps.  
 
Keywords: FEMLAB. Numerics. Porous 
fractured media. Coupled PDE systems. Darcy’s law. 
Permeability upscaling. Dual continuum. Fluid 
exchange. Biot. Hydro-mechanics. Poro-elasticity. 
 
1 Introduction 
This article presents a preliminary study of 
fractured rock, including fracture network 
reconstruction and numerical flow simulations, as a 
first step towards a fully coupled Thermo-Hydro-
Mechanical (T-H-M) analysis of a fractured granite 
formation located at the Grimsel Test Site (GTS, 
Switzerland), where the FEBEX experiment is 
located. FEBEX is an experiment to test the T-H-M 
behavior of a crystalline high-level waste repository.  
The aim of the preliminary simulations presented 
below is to reproduce the hydraulic behavior of the 
fractured medium using either single or dual 
continuum approaches to the fractured porous rock. 
The macroscale continuum equations and coefficients 
are obtained by upscaling from the local Darcy 
equation (matrix) and Poiseuille-type equation 
(fractures) up to block scale, where each 
homogenized block contains ideally many fractures. 
But, to obtain the upscaled equations requires 
knowledge of the morphology of the 3D fracture 
network. The overall procedure can be summarized as 
follows.  
 First, the 3D network is obtained by a statistical 
reconstruction method (or inversion method) 
based on various fracture statistics and on 
detailed observations of fracture traces on tunnel 
drifts and boreholes.   
 Secondly, the domain of interest is partitioned 
into sub-domains, in which the fractured rock is 
represented as a set of single-fractured ‘blocks’. 
The tensorial upscaled coefficients are computed 
at the scale of the sub-domains based on 
superposition approximations.  
 Thirdly, the corresponding system of continuum 
PDE’s are solved numerically for initial-
boundary conditions, with a numerical mesh 
finer than block scale, using (here) 3D finite 
element PDE solvers in FEMLAB® [3].  
In this preliminary paper, only the hydraulic 
upscaling will be applied. A set of 3D numerical 
experiments with either single or dual continuum 
equations will be presented. For this reason, the 
upscaling of hydraulic coefficients is briefly 
presented. The hydraulic simulations are performed 
using the FEMLAB® multiphysics software. 
Although the full THM model is not implemented 
here, the principles of coupled hydro-mechanics are 
still briefly explained. The THM model yields a 
tensorial non-orthotropic (rank 4) PDE system to be 
solved with FEMLAB® multiphysics. 
 
2 Characterization of the 3D fractured 
medium (network) 
2.1 Experimental site: geology, fracture data 
GEOLOGY, TUNNEL, BOREHOLES. 
The GTS is located in the southern part of the 
Central Aar Massif, around 400m below the surface. 
The rocks in this area are mostly granitic, and are 
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intruded by lamprophyres and aplites. The FEBEX 
experiment is located in the northern part of the GTS 
Laboratory tunnel, where a marked water discharge 
was encountered. Two exploratory boreholes where 
made: FEBEX-95001 and -95002.  
 
FRACTURE NETWORK STRUCTURE (DATA)  
A general lithologic and structural cartography of 
the gallery was developed (Figure 1), where five 
different zones were distinguished along the main axis 
of the gallery: 
 
Figure 1: Map of traces on the wall of the FEBEX 
gallery, divided into five different zones [8]. 
For example, the 2nd tunnel zone (x=14.0-25.5 m) 
has high fracture density: there are some breccified 
zones (breccias) with more than 10 fractures/m; the 
granite is highly altered in this zone, and water flow is 
approximately 70 l/day overall. A pole plot of the 
fracture orientations and their partition into 5 sets 
(families) was established according to the GTS 
geologic studies [6, 9]. The distribution of fractures 
along the two exploratory boreholes is available [not 
show here for lack of space]. 
2.3. Statistical network generation : inverse 
problem, optimization, reconstruction 
A synthetic fractured medium was generated from 
the field data, i.e., reconstructed statistically based on 
field data. First, the following fracture parameters and 
statistics were defined (and if possible pre evaluated) 
by using the above-described geologic information: 
- Fracture positions.  Homogeneous Poisson 
process for the (x,y,z) coordinates of fracture centers.  
- Fracture orientations.  Four different families of 
fractures were defined according to both 
morphological (stereonet) and genetic criteria. 
Uniform distributions for the direction and the plunge 
were used. Figure 2 shows the pole diagram.  
- Fracture densities. One of the densities used in 
the calibration process is the density ρ21 of tunnel 
traces (trace length / intersecting plane area).    
- Fracture aperture. Data on fracture aperture are 
only qualitative. Distinguishing ‘filled’, ‘open’ and 
‘wet’ fractures, leads to assigning a priori apertures of 
1E-8m, 1E-5m and 1E-2m respectively. 
- Fracture size. A power law distribution was used 
for fracture diameters or radii. The parameters of this 
distribution (RMIN, RMAX, b exponent) were optimized 
so that the synthetic network fits the geologic data. 
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Figure 2: Fracture orientation data coming from 
boreholes FEBEX-95001 and FEBEX-95002 : pole 
diagram with 5 families.  
 
OPTIMIZATION/RECONSTRUCTION ALGORITHM 
An optimization procedure, based on simulated 
annealing, was used to adjust fracture size 
distribution so as to minimize (via an appropriate 
error norm criterion) the discrepancy between the 
frequency histograms of observed and simulated 
tunnel traces. The criterion also takes into account the 
observed vs. simulated discrepancy of the number of 
fracture intersections with the exploratory boreholes 
and the tunnel. The main features of the fracture 
system where imposed in order to preserve the 
model’s geometric and hydraulic consistency given 
other sources of information (major geologic 
structures, observed tunnel seepages, etc). Here, we 
only show a preliminary example of the optimally 
reconstructed 3D fracture network. The optimization 
algorithm will be detailed in another paper.  
Figure 3 shows the reconstructed 3D fracture 
network, which has N = 18 272 disc fractures. The 
3D generation domain consists of a block of 
70mx100mx70m (a volume of 490 000 m3) centered 
on the FEBEX gallery. The  negative X axis points 
towards the Geographic North (South-North axis).   
Figure 3: Reconstructed fractured network. 
 
 
XY
Z
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3 Hydraulic model for fractured porous 
media: upscaling, equations 
3.1. Single and dual continuum flow equations 
SINGLE MEDIUM : MATRIX-FRACTURE CONTINUUM 
FLOW EQUATION.  
The governing equation for the upscaled single 
continuum is of the same form as the classical Darcy 
equation for incompressible single phase flow (where 
the upscaled permeability must be considered a 2nd 
rank tensor, as will be seen):  
⎟⎠
⎞⎜⎝
⎛ ∇∇=∂
∂
P
t
P
.Kμθ
1.C  
DUAL CONTINUUM MATRIX-FRACTURE FLOW SYSTEM.  
The governing equations for the upscaled dual 
continuum model are a coupled system of two 
equations (generalizing the “dual porosity” model 
initially developed by [2]):  
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where : 
Pm  is pressure in the “matrix” medium [Pa] 
Pf  is pressure in the « fractures » medium [Pa] 
Kmm=KM is the equivalent upscaled permeability 
tensor of the “matrix” medium [m2] 
Kff=KF is the equivalent upscaled permeability 
tensor of the “fractures” medium [m2] 
 μ is the dynamic viscosity of the fluid [Pa.s] (μ is 
the ratio of a stress τ / grad V)  
α is the exchange coefficient between “matrix” 
and “fractures” [Dimensionless]  
φm is the volumetric fraction of the “matrix” 
medium per unit volume of space [m3/m3] 
φf is the volumetric fraction of the “fractures” 
medium per unit volume of space [m3/m3] 
θm is the intrinsic porosity of the matrix [m3/m3] 
θf is the intrinsic porosity of the “fractures” 
medium [m3/m3] 
Cm is the specific elastic storage coefficient of the 
“matrix” continuum [Pa-1]  
Cf is the specific elastic storage coefficient of the 
“fractures” continuum [Pa-1]   
 
Note that we have distinguished here volume 
fractions from porosities, and we have introduced a 
“fracture porosity” θf, even though θf = 1 usually for a 
clean rock joint. However we also consider the case of 
deposit-filled fractures, faults, disturbed zones, and 
other geologic bodies such as lamprophyres: in all 
such cases we may specify θf < 1.   
The pressures “P” [Pa] in the matrix and fractures 
are phase-averaged over the upscaled unit volume or 
block. The intrinsic permeabilities “K” [m2] are the 
equivalent upscaled permeabilities for each 
continuum, defined over the same scales as pressure. 
They are taken here to be positive second rank tensors 
(as will be seen).  
The coefficients “C” [Pa-1] are specific storage 
coefficients, or “capacities”. They express the 
capacity to store or drain a m3 of fluid per m3 of 
medium due to a unit variation of pressure. Since the 
medium is saturated (single phase flow) this capacity 
is due solely to compressibility effects. Thus, it is 
assumed that the fluid and the two continuous media 
(matrix, fractures) all react like elastic isotropic 
continua to changes of pressure. It is possible to 
rewrite the above equations using a new set of elastic 
capacities “c” [s]:  
 mmCθμφmmc = ; ff Cθμφ ffc =   
where lower case capacities “c” are in units of time 
[s], while upper case capacities “C” are in inverse 
pressure units [Pa-1]. The system can now be 
expressed in terms of (cm,cf) as follows: 
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PURE EXCHANGE DUAL CONTINUUM EQUATIONS.   
To obtain a pure exchange process with negligible 
pressure gradient terms, let us assume that the matrix 
is only weakly conductive compared to the fracture 
network, that is: KM << KF or, perhaps more 
accurately: φm KM << φf KF. This allows us to neglect 
the pressure gradient terms ("transport" terms) in the 
matrix flow equation (∂Pm/∂t) above. In addition, we 
assume that, since the fracture medium permeability 
is comparatively high, the pressure gradient in the 
"fracture continuum" is negligible in each upscaling 
domain. This allows us to neglect the pressure 
gradient terms in the “fractures” medium (equation 
∂Pf/∂t). If we also neglect, for simplicity, the spatial 
fluctuations of (φ, θ, C) in each medium, we can 
show that the pressure difference is governed by a 
purely kinetic equation (“pure exchange”) :  
P
t
P ~
C
~
μ
α−=∂
∂  where 
2
~ fm PPP
−= .  
This equation was used by Kfoury, Ababou et al 
(2004) to analyze the second upscaling problem, 
where the local α (at the scale of unit cell) is 
randomly heterogeneous, and the upscaling of α is 
sought on a larger scale comprising many unit cells. 
 
3.2. Single medium hydraulic upscaling 
In this section, we develop the macroscale Darcy 
flux equations at the scale of a homogenization sub-
domain, possibly containing many fractures or 
‘fracture blocks’ (as explained in the following). The 
upscaling approach being used will only be outlined 
here. It is essentially based on a flux superposition 
principle similar to that used in the thermo-hydro-
mechanical upscaling equations developed in [1] and 
[9] for the case of a fractured rock with impervious 
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porous matrix. The fact that matrix permeability is 
no longer neglected here, constitutes a generalization 
of the above-cited works. 
The region of interest is partitioned into sub-
domains, in which the flow equation must be 
homogenized. Most importantly, in each sub-domain, 
the 3D medium is idealized as an assembly of blocks, 
each block being constituted of the porous matrix 
traversed by a single planar fracture. Let us now 
express some intermediate steps and give the final 
result. 
First, we express as follows the microscale 
tensorial conductivities characterizing the local head 
loss law within each medium (single fracture and its 
surrounding matrix) composing a “block”: 
Isotropic porous matrix (M):  
IK M
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M K
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K
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Anisotropic fracture, or fault, or coarse medium (F): 
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where:  ||
FK  is conductivity parallel to fracture, 
e.g. Poiseuille law (for a ‘real’ fracture) 
⊥
FK  is conductivity transverse to 
fracture, e.g. quasi-infinite (real fracture)  
 
Secondly, the exact equivalent conductivity for the 
single-fracture block of Figure 4 is calculated, 
according to the ‘low order’ upscaling approach 
evoked earlier. The result is: 
 
 ( ) ( ) HjiAjiijij KnnKnn ⋅+⋅−=Ω δKˆ  
where KA is the arithmetic mean of (KF , KM ), and KH 
is their harmonic mean. Both are weighted by the 
corresponding volumetric fractions of ‘F’ and ‘M’ at 
block scale [ϕ  and (1-ϕ) respectively]. Also, ni is the 
ith-component of the unit vector normal to fracture. 
Finally, we define the geometry of individual 
fracture blocks. One approach is to let each block be a 
prismatic volume having same cross-section as the 
corresponding planar fracture. Thus, if the fracture is 
a disc, the block is a circular cylinder; if the fracture is 
rectangular, the block is a parallelepipedic box. The 
heights (bk) of the blocks (k=1,2…) can be chosen 
constant (bk =b) within the homogenization domain, 
such that the cumulated volume of all blocks (Vk) 
equals the volume of the domain (VΨ):  
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Figure 4: Basic building block of a fractured porous 
medium, showing Boundary Conditions with 
imposed piecewise linear hydraulic head H (total 
pressure P). 
 
Finally, a flux superposition approach is applied 
over all the individual blocks. Several alternative 
approaches are considered, including: (i) volume-
weighted average of block-scale Darcy flux density 
vector q [m/s]; and (ii) direct sum of block-scale 
fluxes Q [m3/s]. The latter approach just adds up the 
individual block contributions to the global flux: 
  
∑=
k
kQQ
   
which requires a prior estimate of the individual 
block flux Qk. But only the flux density qk is known, 
since the earlier block-upscaling step yields a block-
scale Darcy equation in terms of flux density. 
Therefore, to obtain the block flux Qk requires a prior 
estimate of the effective cross-sectional flux area of 
the block. Dividing the flux Qk by the total cross-
sectional area (AT) of the homogenization domain, 
yields finally Darcy’s law in terms of Darcy velocity 
(flux density). This yields finally the equivalent 
conductivity tensor : 
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This Kij tensor gives the mean response of the 
fractured porous medium to a given global gradient. 
 
3.3. Dual medium model : exchange 
coefficient (and permeabilities) 
The upscaling approach developed for a single 
matrix/fracture medium, can also be used for 
upscaling, separately, the matrix and fracture system 
permeabilities in the dual medium equations:  
UPSCALED PERMEABILITY OF THE 1RST MEDIUM – THE 
POROUS MATRIX. Assuming the porous matrix 
composing the intact rock to be homogeneous and 
isotropic, the upscaled matrix permeability tensor is 
simply the local scalar permeability, that is:  
  
δMM KK =ˆ  
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UPSCALED PERMEABILITY OF THE 2ND MEDIUM – THE 
FRACTURE SYSTEM.  To upscale separately the fracture 
network, constituting the 2nd medium, we may re-use 
the previous matrix-fracture upscaling, simply by 
inserting KM=0 there. The result is a fracture 
permeability tensor of the form: 
( ) ( ) ( ) ( )( ) ( )[ ]∑ ⋅−ΑΑ= k FkkjkiijT
k
ijF KnnK
||ˆ ϕδ  
UPSCALED MATRIX/FRACTURE EXCHANGE – THE 
SCALAR EXCHANGE COEFFICIENT α.  The exchange 
coefficient needs to be evaluated at subdomain scale 
(homogenization scale). The upscaled α proposed in 
this paper is an extension from the original Warren-
Root formula [10]. More recent studies [5] confirm, to 
some degree, the Warren-Root intuition, at least for a 
regular or periodic array of fractured blocks. 
Following in part [5], we propose to evaluate the 
dimensionless α coefficient at sub-domain scale as:  
 ( ) 22 λπα
K=  ; ( ) MFM KKKK ≈⎥⎦⎤⎢⎣⎡ +=
−
−−
1
11
2
1  
and the characteristic length scale λ is the effective 
interspacing distance between fracture planes. We 
evaluate it from the specific area density ρ32 defined 
in the FRACMAN code [4], following also [1]:  
32
1ρλ ≈ . 
4  Implementation of coupled hydraulics:  
    the FEMLAB® model 
The domain of investigation is a fractured rock 
block of 70mx100mx70m that contains the FEBEX 
tunnel. The X-axis points to the North, and the 
FEBEX tunnel has an orientation of N-270-E. The 
origin of the domain is located at the center of the 
fractured block, and coincides with the center of the 
tunnel. A regional flow parallel to +X is considered.  
Three measurement points, or probes, are defined 
for output purposes: (i) the lamprophyre dyke sample 
point; (ii) the tunnel sample line (right wall of tunnel); 
(iii) the flow sample line (along X-axis). Figure 5 and 
Table 1 show the main features of the domain and the 
mesh used in FEMLAB’s 3D finite element model. 
 
Figure 5: The 70mx100mx70m region of interest 
showing the model’s measuring points (probes). 
# of 
elements 
# of 
nodes 
# of boundary 
elements 
# of edge 
elements 
8315 24798 1294 110 
Table 1: The 3D Finite Element Mesh.  
 
5  Flow simulation results and discussion 
Several flow experiments have been modeled. 
Each of them focuses on a different aspect of the 
hydraulic model. The experiments are divided in: 
 Pure exchange experiments: The initial-
boundary conditions are such that there is no net 
flow at the scale of the domain. Only matrix-
fracture exchange takes place, controlled by 
coefficient α estimated from the synthetic 
fractured network (see final equation of section 
3.3). Two different ‘pure exchange’ experiments 
were carried out: (I.1) homogeneous α;  (I.2) 
heterogeneous α on a 3x3x3 partition.  
 Flow-through experiments: In this set of 
experiments, the boundary conditions are such 
that there exists a mean flux, and a non zero 
pressure gradient, across the entire domain 
(‘flow-through’ experiments). Several numerical 
experiments were conducted, some coinciding 
with the full dual medium model, others reducing 
to the single medium without exchange (all with 
partitions of 3x3x3):              . 
(II.1) Single medium / no exchange; 
(II.2.1) Dual medium / low flow regime; 
(II.2.2) Dual medium, negligible exchange; 
(II.2.3) Dual medium with both flow+exchange. 
Figure 6a. shows the spatial distribution of the 
estimated α for the fractured medium. It is 
represented as spheres of radius proportional to α, 
one for each of the subdomains in the 3x3x3 partition. 
Figure 6b. shows ellipsoids of Keq for each partition. 
This value of Keq has been computed for a matrix 
conductivity KM=0, and is the one used for the dual 
medium model, whereas in the single medium mode 
we compute Keq using a value for KM=1e-12m2. In all 
the experiments, the final simulation time was 
sufficiently large to reach steady state. In most cases, 
this final time was around T=1E+11 s ≈ 3000years. In 
this paper we only show the results of the experiment 
(II.2.1).  
a. Exchange coefficient 
α. 
b. Equivalent hydraulic 
conductivity Keq. 
Figure 6: 3D distribution of the model parameters 
represented in the centers of the partition blocks. 
Right wall 
sample line 
 Flow direction 
sample line 
Lamprophyre 
sample point 
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EXPERIMENT II.2.1: DUAL-MEDIUM HYDRAULICS WITH 
LOW FLOW REGIME  
In this experiment the pressure Pf(t) in the fracture 
medium decreases quickly during the early stages of 
the experiment. However, steady state flow is reached 
later than in the single medium experiment.  This is 
because the upscaled permeability of the single 
medium combines matrix and fracture, whereas it 
only considers the ‘fracture’ medium permeability in 
this experiment.  
The evolution can be divided in two stages: in the 
first stage (early times) we get similar results than 
those found for the pure exchange experiment (I.2) 
(Figure 7), and in the second stage (late times) we 
obtain the same behavior as that observed for the 
single medium ‘flow-through’ experiment (II.1) 
(Figure 8).  
In this case, after the exchange equilibrium is 
reached, both fracture and matrix media behave 
exactly the same in the flow transitory. This means 
that, in the latest stages, this model behaves 
completely equivalent to the single medium model. 
 
 
Figure 7: Distribution of Pf at time T=1e+6s   
(≈12 days) at measuring points (probes), for the 
dual medium ‘flow-through’ experiment with low 
flow regime. 
 
Figure 8: Distribution of Pf at time T=1e+11s 
(≈3000 years) at measuring points (probes) for the 
dual medium ‘flow-through’ experiment with low 
flow regime. 
 
6.  Conclusions and future work 
We presented here a preliminary model and 
simulation results with FEMLAB®, for the hydraulic 
problem with anisotropic heterogeneous coefficients. 
The model is based on data collected at an 
instrumented granitic site (FEBEX project) for 
studying a hypothetical nuclear waste repository at 
the Grimsel Test Site in the Swiss Alps. This 
approach allows us to quantify the influence of a 3D 
fracture network on the hydraulics of fractured rocks. 
In this paper, thermo-hydro-mechanical (T-H-M) 
coupling is not implemented. However, the aim of 
this work in the future is to fully implement hydro-
mechanical coupling (and thermal stresses as well). 
This will be done, in a first step, by considering the 
fractured rock as a single equivalent poro-elastic 
continuum. The reader is referred to the T-H-M 
upscaling theory developed in [1] and also reported in 
[9], for an impervious matrix. This theory will be 
extended to the case of a permeable porous matrix 
(Km≠0).  
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APPENDIX XV: Full article of the reference [23] (Preprint) 
 
 
This APPENDIX contains a fac-simil of the article labelled in the list of 
references as [23], which corresponds to the simulation of the three-dimensional 
fractured network described in Chapter 4 of the thesis. The complete reference of this 
article is again given here: 
 
Cañamón, I., Elorza, F. J., Ababou, R. 3D Fracture Networks: Optimal 
Identification and Reconstruction. Accepted for publication in the proceedings of the 
XIth IAMG Annual Congress. Belgium. September 2006. 
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ABSTRACT : In this paper we generate a 3D fractured medium that reproduces the non-uniform map of 
fracture traces left on the wall of a cylindrical gallery. A specific algorithm calculating the analytic intersection 
of the fractures with the gallery has been developed, and appropriate statistical measures to compare both real 
and simulated media have been defined. In addition, other geological data such as orientations and fracture 
densities have been used, and size distribution parameters have been determined in the optimization procedure to 
best fit the tracemap in a real case study. Satisfactory concordance between measured and generated fractured 
media maps of traces is reached. 
KEYWORDS : 3D fractured medium, Montecarlo, cylindrical wall tracemap, inverse problem, 
reconstruction, non-uniform tracemap. 
1. Introduction 
Works on fractured media reconstruction generally take trace data from flat or pseudo-flat 
walls coming from the vertical parts of arc galleries (Gillespie 1993, La Pointe 2002), but 
there are a lot of cylindrical galleries whose tracemaps cannot be used by considering there 
walls as flat. We could approximate the cylinders as a set of elongated planes parallel to the 
axis of the gallery, but then long traces get cut through the several planes, so that tracelength 
is underestimated and reconstruction cannot be realistic in 3D. 
In this paper we describe a methodology to use the traces left on cylindrical galleries without 
plane approximations. To do that, analytical solution of the intersection in 3D of a disk-
shaped fracture with a cylinder has been obtained. Then, some statistics have been defined to 
characterize the tracemap to be reproduced. Finally, a Montecarlo optimization procedure 
based on a variation of Simulated Annealing (Metropolis 1953, Goffe 1994) has been used to 
find the parameters of the fracture size distribution that best fits the tracemap. Additionally, a 
specific algorithm to reproduce the non-homogeneous trace density along the tracemap has 
been defined. 
The granitic medium reconstructed in this paper is located at the Grimsel Test Site 
(Switzerland) in the southern part of the Central Aar Massif, around 400m below the surface. 
The cylindrical gallery from which fracture trace data have been collected corresponds to the 
FEBEX experiment, and has been excavated in the northern part of the Laboratory tunnel of 
the GTS.  
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2.  Fractured network data 
Different discontinuity systems have been described within the Central Aar Masif: ductile 
systems (S1, S2 and S3), brittle systems  (S4/K4, K2/L=lamprophyre direction, K1, K3 and 
S5) and tensile systems (ZK1 and ZK2). For a detailed description of the fracture systems 
present in the GTS see (Steck 1968, Keusen et al. 1989). According to this classification, 
genetically and morphologically similar fractured systems have been grouped and four 
fracture families have been identified. The statistical orientation distributions of these families 
have been obtained with the data coming from two exploratory boreholes near the FEBEX 
gallery (Pardillo et al. 1997) (see Figure 1). 
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Fig. 1. Pole diagram of the fractures intersecting boreholes FEBEX-95001 and FEBEX-95002 and 
regrouping into four fracture families. 
 
The general cartography of fracture traces in the FEBEX gallery (Pardillo et al 1997) is 
presented in Figure 2, where the most important lithologic and structural features can be 
distinguished. Five different zones with different structural characteristics and trace density 
can be distinguished along the main axis of the gallery (see Figure 2).  
Tracemap of the FEBEX gallery has been digitalized and two types of measures have been 
obtained for identification purposes:  
- Linear density 21ρ : defined as the ratio between total trace length and the wall surface. It has 
been calculated for the five different zones. 
- Histograms: of the trace length and the 3D trace chord in the whole gallery, the last obtained 
by rebuilding the cylindrical gallery from the tracemaps and getting the 3D coordinates of the 
traces. 
 
 
 
Fig. 2. Development of the cylindrical tracemap in the FEBEX gallery with the five different zones of 
fracture intersection density. Zone 4 includes a lamprophyre dyke highly transmissive.  
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3. Methodology for the reconstruction of the fractured medium 
The exact analytical solution of the intersection of a disk fracture with a cylindrical tunnel 
comes out from solving the following system of equations: 
 
 
 22,
222 t
t
t
ttt
LxLRzy ≤≤−=+         (1) 
 
disksiiii NizRzy ,...,2,10,
222 =∀=≤+       (2) 
 
where the first equation represents the cylinder and the second one the fracture disks, both of 
them in their respective local coordinated systems. Rt is the tunnel radius, Lt is the tunnel 
length, Ri is the i-th fracture disk radius, and Ndisks is the number of fracture disks.  The 
solution of this system of equations yields to the analytical equation defining the trace. We 
obtain the extremes of the trace by solving the second equation as equality. 
From all the fracture traces appearing in the FEBEX gallery tracemap, seventeen features 
have a complete or near-complete trace. These fractures are big, and some of them are 
opened, and therefore relevant for creating preferential pathways for the fluid flux through the 
rock. It is important to take into account this features for reconstruction purposes, in order to 
preserve some geometric and hydraulic consistency in the model. According to previous 
geological studies, these features are large regional fractures, so a radius R=100, sufficiently 
large for the fractures to traverse the whole domain, has been assigned to them. To obtain 
their direction and plunge from the fracture traces, the following geometric relations have 
been used: 
 
⎟⎠
⎞⎜⎝
⎛+=
m
Darctan2
πθ           (3) 
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D         (4) 
 
where D is the diameter of the FEBEX gallery, m is the arc distance between the intersections 
of the trace with a horizontal plane passing through the gallery axis, and l is the arc distance 
between the intersections of the trace with a vertical plane passing through the gallery axis. 
A homogeneous Poisson process is used to define the coordinates ( )fcfcfc zyx ,,  of each 
fracture center. Accordingly, these three coordinates are uniformly distributed random 
variables within the bounds of the rectangular box domain. However, the non-uniform pattern 
of the traces in the gallery wall showed in Figure 2 has also been reproduced, so that the 
distribution of centres in the proximities of the gallery must also be non-uniform. Basically, 
fracture density 21ρ  is recalculated during the generation of fractures, until it reaches the 
experimental density on each zone of the FEBEX gallery. Each fracture lying in a zone where 
the maximum 21ρ  has already been reached will then be moved towards another different 
zone.  
A Montecarlo algorithm has been implemented to reconstruct the synthetic fractured medium. 
An optimization procedure based on simulated annealing has been used to adjust fracture size 
distribution so as to minimize the discrepancy between the statistical characteristics of the 
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synthetic fractured medium and those of the real fractured medium, according to the geologic 
data available. In this work, the power law or ‘Pareto’ distribution has been used to 
characterize the size of the fracture network, and only the Rmin and b parameters have been 
optimized (Rmax has been set to 100m). 
4.  Results and discussion 
The optimization procedure yields to the determination of the parameters of the power law 
size distribution that best fit the geologic data: Rmin=0.1985m, Rmax=100m (fixed), and 
b=3,3048. Table 1 lists the main characteristics of the fractured network in terms of number 
of fractures and intersections with the different measured objects and with the corresponding 
simulated objects. Figure 3 shows the tracemap of the FEBEX gallery resulting from the 
optimized fractured medium, and Figures 4 and 5 present two 3D views of the fractured 
medium within the generation domain, which consists of a block of 70x200x70m3 centered in 
the FEBEX gallery. The simulated 3D fracture network has N = 2906474 disc fractures.  
 
Fracture density 21ρ   # 
traces 
# 
intersect. 
FBX-01 
# 
intersect. 
FBX-02 zone1 zone2 zone3 zone4 zone5 global 
Measured  614 155 410 1.493 1.154 2.096 0.796 2.083 3.077 
Generated  800 144 234 1.498 1.201 2.012 0.824 2.084 3.084 
Tab. 1. Number of intersections with the gallery and the exploratory boreholes and fracture density 
in the five gallery zones of the real and simulated fractured media. 
 
Fig. 3. Development of the cylindrical tracemap obtained as intersection of the 3D simulated fractured 
medium with the FEBEX gallery. 
Figure 4: Disks of the simulated fractured 
medium. 
Figure 5: Simulated fractured medium inside 
the domain. 
A good agreement has been obtained between the observed features, i.e. number of traces in 
tunnel and boreholes, fracture density and tracemap, and the ones produced by the simulated 
fractured medium. The non-uniformity of the tracemap has been also coherently reproduced. 
      International Association of Mathematical Geology                    
XIth International Congress,  
Université de Liège - Belgium 
 216 
Although satisfactory results have been obtained, here are some comments for future work: 
- The non-homogeneous fractured network simulated near the gallery could be assumed 
to be the same in the overall domain, so the statistical functions producing the 
fractured medium would be extended everywhere. To do that, non-homogeneous 
Poisson processes should be used (Stoyan et al. 1987), and some kind of density 
measure must be defined for every point in the 3D space. The reduced second moment 
function (Hanisch & Stoyan 1983) of the tracemap could be used for this purpose.  
- The objective function has a stochastic nature, because it depends on the generation of 
a fractured medium obtained with statistical distributions. This means that, for the 
same set of parameters Rmin, Rmax, and b, we can obtain different values of the 
objective function for each realization. Therefore, an average of the objective 
functions of several realizations should be used to obtain a more reliable value given a 
set of parameters. The number of realizations to use in that average has to be 
determined according to the confidence interval needed in the objective function. 
- For a hydrological validation of the fractured medium, hydraulic and transport tests 
available in the site should be used, with hydraulically conditioned fractured networks. 
5. Conclusions 
We have developed a methodology to simulate a 3D fractured network that fits optimally a 
cylindrical tunnel tracemap. The optimization procedure searches for the best parameters of 
the size distribution to minimize the discrepancies between measured and simulated trace 
length and 3D trace chord histograms and number of intersections with the tunnel and two 
exploratory boreholes. A good agreement between both fractured mediums has been found in 
the results. This methodology provides a good starting point for the use of cylindrical 
tracemaps to simulate geological 3D fractured networks, and completes the classical use of 
flat wall tracemaps that is more extensively developed in the literature.   
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