0 Φ(|f (e iθ )|) dθ. We study the existence and regularity of extremal functions for these functionals, as well as the weak semicontinuity properties of the functionals. We also state a number of open problems.
Introduction

nf(n)ḡ(n),
wheref(n) denotes the nth Taylor coefficient of f . It is useful for purposes of intuition to note that π f 2 D is the area of the image f (D), counting multiplicities. To place D in a larger picture, it should be noted that D contains unbounded functions (any univalent map to an unbounded region of finite area will be in D), and that not every function from the disc algebra lies in D. This last fact is easiest proved by choosing a summable lacunary sequence of Taylor coefficients for which (0.2) fails be to be finite. Finally, D ⊂ BMOA. One of the easier ways to prove this is to note that from (0. which is C. Fefferman's sufficient (and, if we havef(k) ≥ 0 for all k ≥ 0, then also necessary) condition for a holomorphic function f on D to be a member of BMOA (see, e.g., [21] or [4] ).
In this paper we shall be concerned with functionals Λ Φ on B defined by
for f ∈ B and Φ : [0, ∞) → R having various (semi)continuity properties, where T is the unit circle with normalized Lebesgue measure, so that T Φ(|f |) is short for Given an estimate of Beurling [3] which we shall discuss later, the cases α = 1 are not difficult to handle. Chang and Marshall's original proof [7] of the boundedness for α = 1 used arguments based on ideas from the proof an inequality of J. Moser [17] . A shorter potential-theoretic proof which uses Moser's inequality directly has since been found by Marshall [15] . On the other hand, Essén [10] has found a significantly more general and stronger inequality. Among other things he shows that Λ Φ1 (f ) remains uniformly bounded in f if the condition f D ≤ 1 is weakened to the condition that the area of the range f (D), not counting multiplicities, does not exceed π (recall that π f 2 D was the area, counting multiplicities). We shall show that the Chang-Marshall inequality is so sharp that we cannot replace Φ 1 (t) = e t 2 by φ(t)e t 2 for any non-negative φ tending to infinity. More precisely, we have the following result. for a ∈ D\{0}, where the branch of the logarithm is chosen so that B a (a) is real. The denominator was chosen so that B a D = 1. Chang and Marshall's original proof [7] of their inequality proceeded by first proving it for the Beurling functions, and then comparing general functions to them. Up to a normalizing factor, the B a are the kernel functions for D.
Theorem 1. Suppose Φ(t) = φ(t)e
The final result which we need about the Dirichlet space is Beurling's estimate, which we have already mentioned. Let (0.5) E M (f ) = |{z ∈ T : |f (z)| ≥ M}|.
Note that these level functions fit into our general setting, since From (0.6) it is not hard to show that if p is any polynomial and C any finite constant, then
for every f ∈ D and every finite r (see, e.g., [7] , where this observation is attributed to J. Garnett). Furthermore, as mentioned before, it is well known (and the knowledge of this fact preceded the Chang-Marshall inequality) that one can use Beurling's estimate to show that Λ Φα is bounded for α < 1, by using the expression Definition. A function f is extremal for a functional F defined on a set of functions S provided f ∈ S and F (f ) ≥ F (g) for all g ∈ S. In particular, a function f is extremal for Λ Φ if f ∈ B and Λ Φ (f ) ≥ Λ Φ (g) for all g ∈ B.
In the first section of this paper we give results concerning existence of extremal functions f ∈ B for the functional Λ Φ for certain classes of functions Φ: [0, ∞) → R, using weak semicontinuity methods. Theorem 1 will follow from a result given in that section. Some of our results are general propositions concerning convergence in measure on a finite measure space, and are related to the direct methods in the calculus of variations. In the second section we discuss the generalization of the results of the first section from the holomorphic Dirichlet space to various harmonic Dirichlet spaces. In particular, we use the Chang-Marshall inequality to obtain an analogous inequality which is maximally sharp in the sense of Theorem 1 for the complex-valued harmonic Dirichlet space. We also discuss the generalization to non-radially-symmetric functionals.
In the third section we discuss the regularity of the extremal functions. In particular we demonstrate a more general version of the following result. Note that one can actually drop the requirement of harmonicity of f here and consider all functions f on D which lie in the Sobolev space C(D) ∩ W 1 2 (D), and have Dirichlet integrals not exceeding 1 and whose boundary values (defined via the operator coming from the trace theorem) have mean zero. For, given such an f , assuming it is not harmonic, by a generalization of the Dirichlet principle there will be a harmonic g whose Dirichlet integral will be strictly smaller, but whose boundary values will be the same, and by our strict monotonicity condition we will be able to increase the functional by renormalizing g, so that f cannot be non-harmonic. Thus the extremals are automatically harmonic.
Theorem 2. Suppose
In the fifth and final section we give the proofs of the more difficult theorems from the first, second and third sections in cases where we have judged it expedient not to give them immediately.
Finally, we mention the following open problem which we feel is quite interesting, but which we shall not discuss beyond this section except for a brief mention in §3. More information can be found in [18] .
Open Problem 1. Let U be a domain in the complex plane with finite area, containing the origin. Let F be the collection of Φ : [0, ∞) → R such that Φ(e t ) is convex and non-decreasing in t; we will then have Φ(|z|) subharmonic on U . For Φ ∈ F, let h(z) be the least harmonic majorant for Φ(|z|) on U, and set Γ Φ (U) = h(0).
(i) Is there a simply connected domainŨ (independent of Φ) such that Area(Ũ ) ≤ Area(U ) and Γ Φ (Ũ) ≥ Γ Φ (U) for every Φ ∈ F? (ii) Can, moreover,Ũ be taken to be starlike?
In the notation of this problem, Essén's result [10] mentioned above says that if Area(U ) ≤ π and Φ 1 (t) = e t 2 then Γ Φ1 (U ) ≤ C for some absolute constant C.
Whenever U is simply connected and Φ ∈ F, then Γ Φ (U) = Λ Φ (F ), where F is a Riemann map from D onto U with F (0) = 0. To prove this we first note that if Γ Φ (U ) < ∞ and h is the least harmonic majorant for Φ(| · |) on U then, as in [10, Proof of Cor. 1], we have
for every 0 ≤ r < 1. Taking the limit as r ↑ 1 we conclude that Λ Φ (F ) ≤ Γ Φ (U ). Assuming Λ Φ (F ) < ∞, the converse inequality then follows from the fact that F lies in the Nevanlinna subclass N + (since F is univalent), so that, as in [11, p. 515 ],
and then, as usual, if u r is the least harmonic majorant of Φ(|F |) on the disc {|z| < r}, where 0 ≤ r < 1, we will have sup 0≤r<1 u r (0) = Λ Φ (F ) < ∞, since u r (0) is equal to the integral on the left hand side of (0.11), and, letting r ↑ 1, Harnack's principle implies that the u r converge to a harmonic majorant for Φ(|F |) on D, whose value at zero will be precisely Λ Φ (F ) (cf. [12, Ch. I, Sec. 6]). A similar result of Burkholder and Baernstein can be found in [5] . Thus, if (i) were to hold, then Essén's result would be a consequence of the Chang-Marshall inequality (indeed, of the special case where the Chang-Marshall inequality is only shown for univalent functions.) It would also follow that to obtain the supremum of Λ Φ over B, where Φ ∈ F, it would suffice to test univalent (and starlike if (ii) also has an affirmative answer) functions. Furthermore, if such a Λ Φ achieved its maximum on B, then it would achieve it on the univalent (respectively, starlike) functions, if the answer to (i) or, respectively, to (ii), were affirmative.
We also remark that a positive answer to Problem 1(i) would, together with the fact due to Andreev and Matheson [1] that the L p (T) norms for finite p are weak continuous on D so that Λ Φ for Φ(t) = t p has an extremal function because of the weak compactness of B, would imply a positive answer to a problem of Sakai [20] as to whether there exist extremal domains U with Area U = π for the functional Γ Φ where Φ(t) = t p . (See Sakai [20, Thm. 5 .10] for a positive solution of the analogous problem in all dimensions other than 2.)
We note that circular rearrangement does increase the Γ Φ . This follows from [2, Thm. 5], though one can also prove it directly by modifying the proof of [2, Thm. 7] . Marcus [14] has studied a radial rearrangement method which does not increase area, while it does increase some capacities and transforms domains containing the origin into starshaped ones. Unfortunately, there exist very simple counterexamples where this rearrangement method decreases some of the Γ Φ . Recently, however, the second author has conjectured that Marcus' rearrangement does not decrease the Γ Φ if it is applied to a circularly symmetric domain. Were this conjecture just, an affirmative answer to Problem 1 would follow by combining Marcus' radial rearrangement with circular symmetrization. See [18] for the counterexamples mentioned above and for further information on the problem.
Existence of extremal functions
The main tools for results in this section are the weak compactness of B and the fact that weak convergence in B implies convergence in measure on T. Indeed, as shown in [1] , weak convergence in B implies convergence in L p (T), for 0 < p < ∞, which in turn implies convergence in measure. If we can show that a functional is weak upper semicontinuous on B then we will be able to immediately conclude that it achieves its maximum there. The authors would like to encourage the reader to review the work of Andreev and Matheson [1] (and perhaps also that of Cima and Matheson [8] ) to make clearer the exact nature of the present work.
The outstanding open problem in this area is the following.
Open Problem 2. Does the Chang-Marshall functional Λ Φ1 , where
have an extremal function?
It is known that restricted to the closed convex hull of the Beurling functions it attains its maximum [8] , and it was conjectured by Andreev and Matheson [1] that it attains its maximum on B at the identity function. This last conjecture is supported by the second author's numerical verification of the inequality Λ Φ1 (p) ≤ e (since e is the value of Λ Φ1 at the identity function) for over 40 million pseudorandomly chosen polynomials p of degree 6. However, the general methods of the present paper cannot be used to give the existence of an extremal function for Λ Φ1 , because all the methods herein listed are based on upper semicontinuity, and Λ Φ1 fails to be upper semicontinuous at zero (see [8, end of proof of Thm. 1], or the proof of Theorem 1 given below). Thus the problem remains open. We note that Carleson and Chang [6] have shown that extremal functions do exist in the closely related inequality of Moser [17] (see also [16] for another proof of this non-trivial result).
Finally, we remark that it has been very recently shown [19, Thm. 5 ] that there exists a perturbationΦ of Φ 1 such that ΛΦ has no extremals over B even though Φ is a non-negative non-decreasing convex infinitely differentiable function with Φ(t) ≤ e t 2 and lim t→∞ e −t
2Φ
(t) = 1. However, this does not provide any evidence against Problem 2 since an analogous result has also been shown in [19, Thm. 4] to hold with regard to the Moser inequality, despite the fact that an extremal is known to exist in the latter. Moreover, it is not very difficult to show that there exists an infinitely differentiable function Ψ which agrees with Φ 1 outside of some bounded interval [0, T ] such that Λ Ψ has an extremal over B (see [19, Thm. 5] ).
As noted above, weak convergence in B implies convergence in measure on T. Thus, we first give some results on convergence in measure, which immediately specialize to give results concerning weak semicontinuity on the unit ball of the Dirichlet space, or indeed semicontinuity on any separable topological space of functions on a finite measure space whose topology is at least as fine as convergence in measure. (To avoid confusion, we should note that we say that a topology τ is at least as fine as a topology τ if all τ -open sets are also τ -open.)
Let (I, µ) be a finite measure space. As before, but now in a more general setting, write
The following result is a direct consequence of Fatou's lemma. 
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We then obtain the following simple theorem. 
, and thus Λ Ψ−Φ is τ -lower semicontinuous on B. But Λ Φ = Λ Ψ − Λ Ψ−Φ , and Λ Ψ is τ -upper semicontinuous, so Λ Φ must be τ -upper semicontinuous as well.
Thus if we take I = T and B = B with the weak topology, then under the conditions of the theorem, Λ Φ is weak upper semicontinuous on B, and hence it will attain its maximum there. Proof. Let Φ(t) be the indicator function of [M, ∞) so that E M = Λ Φ , and let Ψ(t) ≡ 1. Then Φ is upper semicontinuous, while clearly Ψ is lower semicontinuous and Λ Ψ is upper semicontinuous, so that our result follows from the trivial inequality Φ ≤ Ψ together with Theorem 4.
We do not know any specific functions f ∈ B that maximize the E M (f ) if M > 1, but the above result implies they exist.
Open Problem 3. Find functions that maximize the E
The extremals are not expected to be unique, not even up to a multiplicative constant of modulus one. If M ≤ 1, then, e.g., any univalent map f whose range has area at most π and includes the disc {z : |z| < M} will maximize E M (f ) (with the maximum E M (f ) = 1), and there are many such f if M < 1.
Open Problem 4.
Determine the extremal functions for other simple choices of Φ, such as Φ(t) = t 2n .
This last choice does lead to the existence of extremal functions (since the L p (T) norms for finite p are weak continuous on D by [1] ), and, by Theorem 2, the extremal functions will in fact have to lie in C ∞ (D). It is easy to see that the identity function is extremal for Φ(t) = t 2 , and the first author has shown it to be extremal for t p whenever 0 < p ≤ 4. (Professor Makoto Sakai has kindly informed the authors that he had heard of Professors N. Suita and S. Kobayashi independently proving almost the very same fact.) However, it is not known what the extremal functions for Φ(t) = t 2n look like for n > 2. As Andreev and Matheson [1] note, for n sufficiently large the identity function will not be extremal, since B contains unbounded functions. In fact, the following result holds. 
as ε > 0 tends to 0+. Hence for ε > 0 sufficiently small, we will have
with f w (0) = 0. By the remarks following Problem 1, because of the univalence of the f w we will have
for sufficiently small ε > 0.
Perhaps some insight could be gained into Problem 4 by numerical solutions to the necessary condition for extremality given in §3.
Finally, we have the following criterion for upper semicontinuity in the case of a function Φ which is sufficiently strongly dominated by a function Ψ with Λ Ψ bounded. As usual, write y + = max(y, 0).
Theorem 5. Let {f n } be a sequence of measurable, almost everywhere finite functions on I, converging in measure to an almost everywhere finite function f . Let Φ be a finite-valued upper semicontinuous function on [0, ∞), and let Ψ be a nonnegative Borel-measurable function on
The proof of this result will be given in §5. Theorem 5 immediately yields the following corollary.
Corollary 2. If |Φ(t)| = o(Ψ(t))
where Φ is continuous and Λ Ψ is bounded on some set B of functions on a finite measure space I, then Λ Φ is sequentially continuous with respect to the topology of convergence in measure on this set.
Our Theorem 1 on the impossibility of sharpening the Chang-Marshall inequality is a simple corollary of this, and we prove it as follows.
Proof of Theorem 1. Suppose lim t→∞ φ(t) = ∞ and suppose Λ Φ is bounded on the collection B = {B a : a ∈ D} of the Beurling functions. Then e For completeness, however, we give here a different proof of this lack of weak continuity at zero on B ∪ {0} by using the sharpness of Beurling's estimate. For, if E M = E M (B a ) with M and a related by (0.8), then we may apply (0.7) to see that
for an absolute constant c > 0. Now, by Beurling's estimate (0.6) we have E M → 0 as M → ∞ (or, equivalently, as |a| → 1−), so that lim inf |a|→1− T e |Ba| 1−, and of course T e 0 = 1. Therefore, the Chang-Marshall functional restricted to B ∪ {0} fails to be upper semicontinuous at zero, and so lim t→∞ φ(t) = ∞ is impossible. In particular, it is not upper semicontinuous at 0 ∈ B.
Cima and Matheson [8] have shown by an ad hoc method that the ChangMarshall functional Λ Φ1 is weak continuous on B\{0}. This fact implies that to show the existence of an extremal function for Λ Φ1 it would suffice, for example, to show that if f n → 0 weakly in B then lim sup n→∞ Λ Φ1 (f n ) ≤ e = Λ Φ1 (z), where z denotes the identity function.
For 0 ≤ r < 1, let
The following result then generalizes Cima and Matheson's result concerning weak continuity away from zero. We shall give the proof in §5. The proof is not very difficult and does not depend on the ChangMarshall inequality. It is quite similar to the proof of (0.9) attributed to J. Garnett in [7] . We note in passing that S(r) is not weakly closed, its weak closure being all of B.
and that we have
Remark. If we take S(r, R) = {f ∈ D : r < f D ≤ R}, then we can scale the above result to see that if Φ is finite-valued and upper semicontinuous with
weak upper semicontinuous on S(r, R).
The following result, which is more general than the result of Cima and Matheson mentioned above, follows immediately from Theorem 6, as B\{0} = S(0). 
B\{0}.
Remark. The result clearly applies to Φ 1 (t) = e t 2 . Thus the difficult part of the Chang-Marshall inequality (just as of the problem of determining whether it has an extremal function) is to handle sequences converging weakly to zero. Finally we have the following result which we give so as not to leave the reader completely in the dark about the question of norm continuity. While we had defined the Λ Φ only on B, we can define them on D as well. In particular, this result shows that the Chang-Marshall functionals Λ Φα are norm continuous on all of D for every α < ∞. Proof. Possibly replacing α by something larger, we may assume that Φ
There are two cases to be considered. If f ≡ 0, then choose δ > 0 such that αδ < 1. For n sufficiently large we will have f n 
(We have, of course, used the fact that if f n → f in norm, then it also converges weakly.)
On the other hand if
Fix ε > 0 to be chosen later, supposing for now only that ε < M. For n large enough we will have M −ε < f 2 D ≤ M+ε. Let r = M−ε and R = M +ε. Then for sufficiently large n we have f n ∈ S(r, R). Note that R 2 − r 2 → 0 as ε → 0, so we may choose 
2. Generalizations of the existence and semicontinuity theorems 2.1. Other Dirichlet spaces. We introduce two families of spaces sharing many of the properties of the holomorphic Dirichlet space D. Our first family consists of the complex M -supported Dirichlet spaces.
andf(k) is the kth Fourier coefficient of the boundary values of f on T. By the Cauchy-Riemann equations, we see that if f is holomorphic on D then |∇f (x, y)| 2 = 2|f (x + iy)| 2 , so that (2.1) agrees with (0.1). In fact, we easily see that for f ∈ D M we have
and just as for the holomorphic case we may define an inner product and obtain a Hilbert space. Note also that our requirement that M ⊆ Z * implies that every f ∈ D M has mean zero on T. The particularly interesting cases are the complex harmonic Dirichlet space d 
where
, and where
As before, f 2 D is defined by (2.1). We can easily verify that for f ∈ D M,N we have Then, we can write f n = g n +h n and f = g +h, where g and h as well as the g n and h n are all found in B, with g n → g and h n → h weakly in B. This follows from (2.2) and (2.3), together with (0.2). Then, g n → g and h n → h in measure on T by the properties of weak convergence in B, and it follows that f n → f in measure on T. Thus the general measure-theoretic results of the previous section work just as well for B M and B M,N as for B.
However there is a problem when we come to the theorems which deal specifically with the Dirichlet space, i.e., those which employ the Beurling estimate or the Chang-Marshall inequality. Thus, we now take some time to discuss the analogues of these results in b. Note that any boundedness results we prove on b immediately give results on B M and B M,N , since, clearly, B M ⊆ b for every M ⊆ Z * , and
+ . Chang and Marshall [7] note that their inequality remains valid in the real harmonic Dirichlet space. (Note, however, that our notation is somewhat different from theirs. While we have chosen to define our D M and D M,N spaces so that the norms on their intersections coincide, Chang and Marshall choose a norm on d R such that the critical exponent for their inequality remains 1.) In our notation we have the following easy harmonic analogues of Beurling's and Chang-Marshall's results. Note that the critical exponent has now become 1/2 instead of 1. In §5 we show that both results follow from the Beurling and Chang-Marshall results for the holomorphic Dirichlet space D.
Conversely, if we assume that M ≥ √ π and that M and a are related by (0.8), and if we put
for some absolute constant c > 0.
Note. Of course it is easy to verify using (2.3) and (0.2) that
Re B a D = 1. Note also that the constant c may be different from the one in (0.6). Finally, note that (0.9) remains true in our new case. The proof is the same as Garnett's proof of the original (0.9), given in [7] , but using (2.4) in place of (0.6). Remark. Chang and Marshall [7] noticed that Λ Φ 1/2 is bounded on b R . Of course b R ⊂ b.
We thus see that the critical exponent for Chang-Marshall type results on b and b R is 1/2, and that Λ Φ 1/2 remains bounded. This leads to the following questions.
Open Problem
By an easy adaptation of Beurling's proof of (0.6), it can be shown that if
To prove this, it suffices to show that if β is strictly less than the right hand side of this, then we have
for f ∈ B M and K finite, where C is a constant possibly depending on β and M . For, given this, it follows from the analogue of (0.10) that Λ Φγ is bounded on B M for every γ < β. But it is not difficult to adapt the proof of Beurling's estimate in [3, pp. 34-37] to yield (2.7). To do this, one first notes that by Chebyshev's inequality,
/e, as in the last sentence of Beurling's proof, and considers at first only K sufficiently large that log
This can be done, as these inequalities must hold for r/R sufficiently close to 1 since we have chosen β to be strictly lower than the right hand side of (2.6) and since 1 − (r/R) 2 → 1 as K → ∞. For such large K one can then easily adapt Beurling's proof to obtain (2.7) with C = e. For smaller K one can use the trivial estimate E K (f ) ≤ 1, which may possibly force one to increase the constant C. for every r, and arguing much as above we can in fact obtain (2.7) with β = 1/2 and C = e, which is an improvement on the constant in (2.4) .
We may now easily translate all the theorems and corollaries of the previous section from B to B M and B M,N . The only thing that needs to be done is to scale the exponents to reflect the fact that the Chang-Marshall critical exponent need no longer be 1. A representative example of this is given by the following generalization of Theorem 6.
For 0 ≤ r < 1, let All the other results of §1 can be analogously translated.
Removing the radial symmetry.
Finally we would like to note that all the results of §1, together with the generalizations mentioned in §2.1, can be routinely generalized to deal with functionals of the form
where Φ : C → R and the conditions on the growth of Φ(t) as t → ∞ are replaced by conditions on the growth of Φ(w) as |w| → ∞ uniformly in arg w. In fact, the results of §1 which concerned functions on an arbitrary finite measure space I (and not specifically the functions from D) can be easily generalized to allow the functions to take values in R n and to consider the functionals
where Φ : R n → R.
Regularity of extremal functions and a necessary condition for extremality
The following necessary condition for extremality is of some interest on its own, and is needed in the proof of our result on the regularity of extremal functions. It is proved in §5.
Theorem 10. Write Ψ(t) = Φ( √ t). Assume that Ψ is differentiable on (0, ∞), with |Ψ (t)| ≤ ce
Ct for some finite constants c and C, and every t > 0. Suppose f ∈ B is an extremal function for Λ Φ . Write
Then if S Ψ (f ) vanishes, it follows that f Ψ (|f | 2 ) vanishes almost everywhere on T. Assuming that S Ψ (f ) does not vanish, we have f ∈ H
2 and
on T, where z stands for the identity function on T, and P 0 is the orthogonal projection from
Remarks. The functional Λ Φ makes sense on B since the hypotheses guarantee that |Ψ(t)| ≤ cC −1 (e Ct − 1) + |Ψ(0)|, which, together with (0.9), guarantees the finiteness of Λ Φ (f ) for every f ∈ B (indeed, for every f ∈ D). Similarly, the right hand side of (3.1) and the integral defining S Ψ (f ) make sense because of (0.9) and our assumption on the size of |Ψ |.
Also, we note that the identity function always satisfies (3.1) even though it may not be extremal. (For example, it will not be extremal if Φ(t) = t 2n and n is sufficiently large.)
The interested reader may, of course, translate the conditions on Ψ into conditions on Φ, but they are perhaps more naturally stated for Ψ . This will be even more true in the next theorem.
If Ψ (or, equivalently, Φ ) does not vanish on (0, ∞), and S Ψ (f ) = 0, then the vanishing of f Ψ (|f | 2 ) on T implies that f ≡ 0, and (3.1) trivially continues to hold. The criterion (3.1) was shown by Andreev and Matheson (see [1, Cor. 3 and remarks following it]) in the special cases of the Chang-Marshall functions Φ α (t) = e αt 2 and of the functions Φ(t) = t 2n , under the auxiliary assumption that f ∈ H 1 . Our result above shows that this assumption will automatically be satisfied whenever f is extremal and Φ does not vanish on (0, ∞).
Note that for any Φ the functions f of the form f (z) = az n where n|a| 2 = 1 (in particular this includes the identity function) provide solutions to (3.1). However, in general they may not be the only solutions. For instance, if Φ(t) = t 2n where 2n > 4, then an extremal exists as noted before, and clearly the hypotheses of Theorem 10 are satisfied. But we have seen that the extremal in that case is not the identity function. Nor can it be of the form f (z) = az n with n|a| 2 = 1, since for any such function we have Λ Φ (f ) ≤ Λ Φ (z), where z indicates the identity function.
If one could prove that for all α < 1 sufficiently close to 1 all solutions f of (3.1) are of the form f (z) = az n with n|a| 2 = 1, then it would follow that sup g∈B Λ Φα (g) ≤ e α for α < 1 sufficiently close to 1, and so by a limiting argument we would conclude that Λ Φ1 (g) ≤ e = Λ Φ1 (z), which would give an affirmative answer to Problem 2.
Numerical solutions to (3.1) might lead to a better understanding of the extremal functions for Λ Φ .
Open Problem 6. Investigate numerical algorithms for solving pseudodifferential equations on T of the form
where f is the boundary value of an analytic function and ψ a sufficiently nice real-valued function.
The following question is related to Problem 1.
Open Problem 7.
If Φ(e t ) is convex in t and Φ (x) > 0 for every x > 0, then does it follow from (3.1) that f is automatically univalent? If so, then must it also be starlike?
Finally, as a corollary to Theorem 10, we obtain our result on the regularity of extremal functions. The proof is also given in §5.
Theorem 11. Write Ψ(t) = Φ( √ t). Fix an integer n ≥ 0. Suppose that Ψ is n times differentiable on (0, ∞). If n > 0 then assume further that Ψ (n) is Lipschitz on bounded subintervals of [0, ∞), and, if n = 0, then assume that Ψ is differentiable on (0, ∞). Also assume that 0 < |Ψ (t)| ≤ ce
Ct for some finite constants c and C, and for every t > 0. Finally assume that f ∈ B is an extremal function for Λ Φ . Then f is n times continuously differentiable on T. Furthermore, f (n) is absolutely continuous on T, and in fact
Remarks. The Zygmund class Λ * is the set of functions g on T such that for every θ ∈ [0, 2π) we have F (e i(θ+h) ) + F (e i(θ−h) ) − 2F (e iθ ) = O(h). Of course if Λ Φ has no extremal functions, then the content of the theorem as stated is null. Note, however, that as the proof will show, the conclusion of Theorem 11 holds not only for extremal functions f , but indeed for any functions f satisfying the conclusion of Theorem 10 with S Ψ (f ) = 0.
Theorem 2, which we stated in the Introduction, follows from Theorem 11.
Generalizations of results from Section 3
Let Φ : R k → R where k = 2 or k = 1. When convenient, we shall make the identification C = R 2 . We consider the functionals 
Assuming that Q Φ (f ) does not vanish, we have
Remarks. The proof of the last sentence of the theorem is an easily justified differentiation of the function r → Λ Φ (rf ) at r = 1. In the case of B = B M , one proves the rest of the theorem by using exactly the same variational methods as in the proof of Theorem 10. The only conceivable difficulty is where the proof asserts the boundedness of P 0 by means of the M. Riesz theorem. However, the proof only used the L 2 case of the M. Riesz theorem, and it is still trivially true that P M is bounded from L 2 to L 2 M . It should also be noted that at the point at which we had previously asserted that if f is extremal then so is −if , one must modify the remark to note that if f is extremal for Λ Φ(·) then −if is extremal for Λ Φ(i(·)) .
In the case of B = B M,N , we simply need to use two slightly different variations, namely
for m ∈ M , and
for n ∈ N , where C m (e iθ ) = cos mθ and S m (e iθ ) = sin mθ. The rest of the proof adapts.
The careful reader will note that Theorem 12 is not a complete generalization of Theorem 10. First of all, Theorem 10 had a discussion of what happens when S Ψ (f ) vanishes. We cannot reproduce this, because the proof of it was based on analyticity. Secondly, Theorem 10, when translated into the language of Theorem 12, did not require the first partials of Φ to exist at zero. We may explain this as follows. The proof of Theorem 10 which was adapted to yield Theorem 12 still goes through if we only assume that, first of all, Φ ,j (z) exists on R k \E for some set E such that |{e iθ : f (e iθ ) ∈ E}| = 0, and that, secondly, Φ is Lipschitz on compact subsets of some ε-neighbourhood of the image of f . In the holomorphic case of Theorem 12 we simply took E = {0} and noted that if |f | ∈ E on a set of positive measure, then f ≡ 0 and the results are trivial.
Definition. We say that Φ : R k → R satisfies our strict smooth monotonicity condition if Φ is Lipschitz on compact subsets of R k and has
for every z = 0 for which this derivative is defined.
The primary purpose of this definition is the remark that if Φ satisfies our strict smooth monotonicity condition, and Q Φ (f ) vanishes, then f must vanish a.e. on T. We now obtain the following regularity result. Theorem 3 follows immediately from it. Remark. In the last sentence we allow derivatives with respect to polar coordinates, and in particular one sided derivatives with respect to r. The last sentence is a consequence of the fact that the (n + 1)st derivative of f lies in L 2 (T), which allows us to split f as the sum of an analytic and an antianalytic function, each of which has (n + 1)st derivative in L 2 (T), and hence each is the nth antiderivative of a function in the disc algebra or in the anti-analytic disc algebra, and the nth antiderivatives of functions from the disc algebra satisfy the last sentence of the theorem. Indeed, this sort of splitting of f into analytic and antianalytic parts whenever we need to obtain an absolute continuity result allows us to modify the proof of Theorem 11 to obtain Theorem 13.
Finally we would like to make note of one more generalization. For simplicity of notation we only consider the case of functionals on B, but everything easily adapts to B M and B M,N . Let L be a closed subset of C l for some l ∈ Z + , and set
Note that B L is weakly compact since f →f(j) is weak continuous on D by (0.3). Then, assuming we have the conditions of Theorem 12 satisfied with B L in place of B, the proof of Theorem 10 can be seen to imply that if f is extremal with f D = 1 and Q Φ (f) = 0, then
This is so because the proof of Theorem 10 proceeds by varying the Taylor coefficients of f , and in our new case we simply leavef (1), . . . ,f(l) fixed and vary onlyf (j) for j > l.
Assume now that Φ satisfies our strict smooth monotonicity condition (4.2). Then f ≡ 0 if Q Φ (f) = 0. Also, as noted in the remarks following Theorem 12, if f D < 1 and f is extremal, then Q Φ (f ) = 0, so that f ≡ 0. Of course the case where f vanishes is trivial from the point of view of regularity questions. Thus if f ≡ 0 is extremal, then (4.4) is valid, so that there is an analytic polynomial p with p(0) = 0 and degree at most l such that
Now the proof of Theorem 13 can be modified to use this expression in place of (4.1) since p is entire and thus has all the desired regularity properties. We then obtain the following result. This is of particular interest in conjunction with Corollary 3 which implies that, since B L is weakly compact, extremal functions will exist over B L provided 0 / ∈ L and |Φ(t)| = O(e αt 2 ) for every α > 1. In particular we obtain the following result when we let L = {z ∈ C : |z| ≥ δ}. Remarks. Recall that by Theorem 1, the functional Λ Φ will not be bounded on B if n > 0 and α = 1, and that for n = 0 and α = 1 it is bounded (Chang-Marshall inequality) but it is not known whether it achieves its maximum there.
Proofs of more difficult results from Sections 1, 2 and 3
Proofs of the more difficult results from Section 1.
Proof of Theorem 5. Dropping to a subsequence, we may assume that we have almost everywhere convergence. For, every subsequence of {f n } has an almost everywhere convergent subsubsequence, and it suffices to show that for every subsequence f n k along which Λ Φ (f n k ) converges the limit is no greater than Λ Φ (f ). Now fix ε > 0. Let M be a uniform upper bound for Λ Ψ on {f n } ∪ {f}. Since Φ + (t) = o(Ψ(t)) and Ψ is nonnegative, we may choose a number T such that Φ(t) ≤ (ε/4M )Ψ(t) whenever t ≥ T . Furthermore, we may ensure that our choice of T is such that
since f is almost everywhere finite. Let U (z) = z if |z| < T and U (z) = 0 if |z| ≥ T . Then U • f n → U • f almost everywhere outside the set {x : |f (x)| = T }. By (5.1) this latter set has measure zero, so we have convergence almost everywhere. Since Φ is upper semicontinuous, we also have
almost everywhere. Now the |U • f n | are uniformly bounded by T , so that the Φ(|U • f n |) are uniformly bounded by some constant K independent of n since Φ is bounded on the compact interval [0, T ], being upper semicontinuous and finite. Then using the fact that we have a finite measure space, and applying Fatou's lemma to the non-negative functions K − Φ(|U • f n |), we find that
where the last inequality follows from (5.3).
But by the definition of U we have
where in the last two inequalities we have used the choices of T and M , respectively. Furthermore, by (5.2) and the fact that f n converges in measure to f , it follows that lim sup n→∞ |Φ(0)|µ{x :
In much the same way we find that
Then, putting (5.4), (5.5) and (5.6) together, we find that
≤ε.
Since ε > 0 was arbitrary, the proof is complete.
While reading the following proof, the reader may wish to bear in mind that we have promised that it would not depend on the Chang-Marshall inequality.
Proof of Theorem 6. Recall that we defined Φ α (t) = e αt 2 . By our hypotheses, for
, since we may choose a β ∈ (1/(1 − r 2 ), α) and we will have Φ + (t) = O(Φ β (t)). Now let f n → f weakly in S(r). We must show that
, by (0.2) we may choose a natural number K sufficiently large that
shows that the weak convergence of f n to f implies (in fact, is equivalent to) the convergence off n (k) →f(k) for every natural k. Then
since f n D ≤ 1. Now, sincef n (k) →f(k) for every k, it follows that the right hand side of the above inequality converges to 1 −
, where the last inequality is a consequence of (5.7). The claim is thus proved. Now choose γ such that lim sup
For n sufficiently large we then have g n ∈ B(
Scaling the fact that Φ η is bounded on B if η < 1 (and also if η = 1, but that would require the Chang-Marshall inequality which we have promised to avoid), we find that Φ β is bounded on B( √ γ) if βγ < 1. Since γ < 1 − r 2 , we may choose α such that αγ < 1 and α(1 − r 2 ) > 1. We claim that Λ Φα is bounded on the f n corresponding to those g n which lie in B( √ γ). Assume for now that this is proved.
Then, since Λ Φα is finite on D by (0.9), and since g n ∈ B( √ γ) for sufficiently large n, and finally since α > 1/(1 − r 2 ) so that Φ + (t) = o(e αt 2 ), it follows from
To prove our claim, note that for every z ∈ T we have |f n (z)| = |g n (z) + h(z)| ≤ |g n (z)| + |h(z)|, and h is bounded on T, being a polynomial. Since αγ < 1, we may choose β > α such that we still have βγ < 1. Then, since h is bounded, there exists a finite number
on T. But we have already noted that Λ Φ β is bounded on B( √ γ) when βγ < 1, and so we see that Λ Φα must be bounded on those f n with g n ∈ B( √ γ). This completes the proof.
Proofs of the Beurling and Chang-Marshall results for the complex harmonic Dirichlet space.
Proof of Theorems 7 and 8. We begin by proving the first statement of both theorems. We may suppose f D = 1. Otherwise, renormalize it, which will everywhere increase |f |. We may also suppose α = 1/2 in Theorem 8. Since f ∈ d, we may write f = g +h, where g and h are holomorphic functions from D. 
For ω ∈ S c , we similarly have
Now g and h satisfy the Beurling estimate and the Chang-Marshall inequality. Scaling the Beurling estimate we get
and
since the Dirichlet norms of g and h are √ A and √ B, respectively. Splitting T into S and S c , we see that we will obtain (2.4) if we can choose λ > 0 so that 
, and where C = sup F ∈B Λ Φ1 (F ) is the constant in the ChangMarshall inequality. Adding the two expressions, we would be able to conclude that Λ Φ 1/2 (f ) ≤ 2C, and the proof of the first part of Theorem 8 would be complete.
Thus to complete the proofs of the first parts of the theorems, it suffices to show that we may choose λ > 0 satisfying both (5.8) and (5.9) . This is an elementary consequence of the facts that A + B = 1 and 0 ≤ A, B ≤ 1. If B = 0 then it is trivially easy to find such a λ. Thus, assume B > 0. Choose λ > 0 such that B(1 + λ) 2 = 2. Then (5.9) is trivial. Now,
since B(1 + λ 2 ) = 2, so that (5.8) is equivalent to the inequality
But this is equivalent to the inequality
which is certainly true for every λ ∈ R. Thus the proof of the first parts of the theorems is complete. Now note that by rescaling, (2.5) is equivalent to the inequality
Note also that it follows directly from the definition of B a that if a and M are related by (0.8), then | Im B a | ≤ π/M , since the absolute value of the imaginary part of the chosen branch of log(1 −āz) cannot exceed π.
where the last inequality follows from (0.7) and where we have renamed the constant appearing there to c in order to avoid confusion with the c appearing in (5.10). But e
Letting c = e −2π c , we see that (5.11) implies (5.10). This completes the proof of Theorem 7.
Just as in the proof of Theorem 1, we now see that it follows that Λ Φ 1/2 is not upper semicontinuous at zero on {0}∪{ √ 2 Re B a : a ∈ D}, and hence by Theorem 5 we cannot have Λ Φ bounded on the √ 2 Re B a if Φ(t)/Φ 1/2 (t) → ∞ as t → ∞. This completes the proof of Theorem 8.
Proofs of the results from Section 3.
We shall use the following trivial and very classical lemma to analyze the case where S Ψ (f ) = 0. We writeH p (T) = {f : f ∈ H p (T)} for the antianalytic Hardy spaces.
Lemma 2.
(see Koosis [13, p. 87 
Proof. Without loss of generality consider the case V ∈ H p (T). By [13, p . 87] we can continue V analytically to all of C by setting V (z) = f(1/z) for |z| > 1. Then V will be a bounded entire function, hence constant.
The careful reader will note that at several points in the following proof we would be able to assert that various functions lie in L p for every p < ∞, but we only write down that they lie in L 2 or L 1 . We do this in order to make it clearer how to generalize the proof to yield Theorem 12.
Proof of Theorem 10. We proceed by a simple variational argument. Let f be extremal. Write f (z) = ∞ n=1 a n z n . 
as long as this derivative exists. We shall prove this derivative exists, and compute its form. First note that (5.13)
Now we have f (z) finite for almost every z ∈ T. Furthermore, we may assume that |f (z)| = 0 for almost every z. For if f vanishes on a set of positive measure then, being a function in D ⊂ H 1 , it would have to vanish identically and the theorem would follow trivially. Moreover, if we restrict
For, Ψ is differentiable except possibly at zero, the derivative is bounded in a neighbourhood of zero (since |Ψ (t)| ≤ ce Ct ) and, if z is fixed, then |f (z) + λz n | 2 can vanish for at most finitely many (in fact, for at most two) values of λ. Thus if
, we will have (5.14)
by (5.13) and the fact that |z| = 1 on T. Of course, as long as 0 < |f (z)| < ∞ (which happens for almost every z ∈ T), if we let λ → 0 then this will converge to
where we have used the fact that F (0) = f 2 D = 1. We wish to conclude that
and to this end we will dominate ∆ λ by an L 1 (T) function not depending on λ.
, as can be easily verified. Thus, making simple estimates in (5.14) and using the assumption that |Ψ (y)| ≤ ce Cy , we obtain, for −1/(2 √ n) ≤ λ ≤ 1/(2 √ n) and almost every z ∈ T,
for some finite constant K depending only on c and C. But by (0.9), the right hand side of the last expression is integrable on T. Applying Lebesgue's dominated convergence theorem we find that (5.16) holds, so that (5.12) makes sense and we have
by (5.15) . But if f is extremal, then so is −if , since |f| = | − if | and the Dirichlet norms are also the same. Applying (5.17) to −if then yields the same expression but with Im(z n f ) and Im a n in place of Re(z n f ) and Re a n , respectively. Multiplying the new expression by i, adding to (5.17), and dividing everything by two, we find that
for every positive integer n. Assume first that S Ψ (f ) does not vanish. Then (5.18) would immediately yield (3.1) if we knew that zf had boundary values whose positive Fourier coefficients were {na n }. This would follow if we knew that f ∈ H 1 , but unfortunately we do not a priori know this, and so we must proceed more carefully.
Let
By (0.9) and the hypothesis that
But we see from (5.18) that the nth positive Fourier coefficient of G is S Ψ (f )na n , which is also the nth Taylor coefficient of S Ψ (f )zf . Now P 0 (G) extends to a holomorphic function with Taylor coefficients equal to its positive Fourier coefficients, and the positive Fourier coefficients of P 0 (G) must of course match those of G and these match the Taylor coefficients of S Ψ (f )zf . It follows that S Ψ (f )zf = P 0 (G), which is precisely the equation
is the boundary value of an antianalytic function, call ith. By (0.9) and the inequality Ψ (y) ≤ ce Cy ,h lies inH 2 (T). Therefore, |f | 2 Ψ (|f | 2 ) =h ·f is also the boundary value of an antianalytic function fromH 1 (T), sincef is antianalytic and f ∈ D ⊂ H 2 . Applying Lemma 2, we see that |f | 2 Ψ (|f | 2 ) is almost everywhere constant on T. But since 0 = S Ψ (f ) equals the integral of this constant about T, it follows that in fact |f | 2 Ψ (|f | 2 ) = 0 almost everywhere on T, so that fΨ (|f| 2 ) = 0 almost everywhere on T as desired.
The only remaining thing to do is to consider the case where f D < 1. In this case, for λ sufficiently small we still have f +λz n ∈ B, so that we may use a simpler variation. Much as before, but with the calculations being somewhat simpler, we find that the condition dΛ Φ (f + λz n ) dλ λ=0 = 0 makes sense, and applied to f and −if leads to the condition (5.19)
for every positive integer n. As before, this implies that f Ψ (|f | 2 ) is the boundary value of an antianalytic function, sayh, which as before will have to be inH 2 . Therefore, |f | 2 Ψ (|f | 2 ) is the boundary value ofh ·f ∈H 1 , so that its integral about T must equalh(0)f(0) = 0. But its integral about T is just S Ψ (f ). Thus, S Ψ (f ) vanishes and we may complete our argument in the same way as was done in the case of f D = 1, above, but using (5.19) in place of (5.18).
We now recall the following well-known result which is crucial to the proof of our regularity theorem, though in fact we only use the easy case p = 2 in our work. dθ . We also need the following simple result, which we list here for ease of reference and to establish a convention which we will use in our proof of Theorem 11. Given this, we proceed to the proof of our regularity theorem. The main tool in the proof will be a qualitative analysis of condition (3.1). The careful reader will note that at some points in the proof we take some care to conclude that certain quantities are in L 2 , and only use the fact that other quantities are in L 2 , whereas it may be slightly simpler to replace all the L 2 conditions by the condition p<∞ L p , and to use the full M. Riesz theorem. This would allow us not to bother with keeping track of the degrees of the arguments of the polynomial p k+1 . However, we choose to argue in L 2 because the M. Riesz theorem is trivial for the L 2 case and generalizes to L 2 M for arbitrary M ⊆ Z, so that it will be possible to adapt our proof to obtain Theorem 13.
Proof of Theorem 11. First note that for every k ≤ n the function Ψ (k) is bounded on the intervals [0, A] for every finite A. This follows by (n − k) integrations of the function Ψ (n) , which is Lipschitz there. We may also assume that S Ψ (f ) = 0. For if it does equal zero, then f Ψ (|f | 2 ) vanishes on T. But Ψ can only vanish at zero, so we see that f ≡ 0 in this case, and the theorem is trivial then.
We note that (3.1) can be written in the form The main thing to do now is to prove that our hypotheses in effect allow us to commute ∆ with P 0 the right number of times. We shall proceed iteratively. For the convenience of the reader, however, we first outline the idea of the proof in a less formal way in the case where Φ ∈ C ∞ [0, ∞). In that case we must show that f ∈ C ∞ (T). By Theorem 10 and Lemma 3 we have ∆f = zf ∈ H 2 and f is absolute continuous on T. Moreover, for some polynomial p k+1 in 2(k + 1) + (k + 1) variables, such that f (k) and f (k) are not raised to any power greater than one nor are they multiplied together on the right side of (5.26) (i.e., fixing all arguments other than the (2k + 1)st and (2k + 2)nd in p k+1 we obtain something of degree one), and where we have used the convention of Lemma 4 at points z of T where Ψ (k+1) (|f (z)| 2 ) is undefined. This convention may be necessary if k = n and n > 0, since then we only know that Ψ (k+1) exists almost everywhere, and the set of points z of T at which Ψ (k+1) (|f | 2 (z)) is undefined may well have positive measure, since after all |f | is free to be constant (as long as this constant is not zero) on a subset of T with positive measure, even if f itself is not everywhere constant in D.
Since we know that f is absolutely continuous on T, it must be bounded there. As noted at the beginning of the proof, the hypotheses of the theorem imply that Ψ (j) is bounded everywhere on [0, f
