Conventional imaging methods could not distinguish processes within the ventral and dorsal streams. The application of Fourier time series analysis was helpful to segregate changes in the ventral and dorsal streams of the visual system in male and female mice. The present study measured the accumulation of [ 18 F]fluorodeoxyglucose ([ 18 F]FDG) in the mouse brain using small animal positron emission tomography and magnetic resonance imaging (PET/MRI) during light stimulation with blue and yellow filters, compared to during conditions of darkness. Fourier analysis was performed using mean standardized uptake values (SUV) of [ 18 F]FDG for each stimulus condition to derive spectral density estimates for each condition. In male mice, luminance opponency occurred by S-peak changes in the sub-cortical retino-geniculate pathways in the dorsal stream supplied by ganglionic arteries in the left visual cortex, while chromatic opponency involved C-peak changes in the cortico-subcortical pathways in the ventral stream perfused by cortical arteries in the left visual cortex. In female mice, there was resonance phenomenon at C-peak in the ventral stream perfused by the cortical arteries in the right visual cortex during luminance processing. Conversely, chromatic opponency caused by S-peak changes in the subcortical retino-geniculate pathways in the dorsal stream supplied by the ganglionic arteries in the right visual cortex. In conclusion, Fourier time series analysis uncovered distinct mechanisms of color processing in the ventral stream in males, while in female mice color processing was in the dorsal stream. It demonstrated that computation of colour processing as a conscious experience could have a wide range of applications in neuroscience, artificial intelligence and quantum mechanics.
Introduction
Color processing as a conscious experience could serve as a model for unraveling mechanisms of color memory information processing. In a recent study, we applied conventional functional positron emission tomography and magnetic resonance imaging (f PET/MRI) technique to demonstrate gender-related cerebral metabolic changes during color processing in a mouse model [1] . However, the conventional methods have poor image resolution and could not be used to segregate the processes taking place in various parts of the visual system. The visual system originates from the primary visual cortex and is organized into a ventral occipitotemporal stream for representation of the 'what' system, while the dorsal occipitoparietal stream demonstrates the 'where' [2, 3] . The ventral stream is implicated in hierarchical processing of object representations that culminate in object recognition regardless of changes in the surrounding environment. On the other hand, the dorsal stream is involved in hierarchical processing which leads to the computation of complex motion in three-dimensional space. It has been suggested that there is integration of both dorsal and ventral stream information [4] . Color is a complex multidimensional stimulus implicated in object recognition as well as in complex computations of location in three-dimensional space. Therefore, elucidating the mechanism of color processing in the ventral and dorsal streams could have a wide range of applications. One useful approach to study the two streams would be to segregate the arterial network of the blood flow supply system in the visual cortex. The visual pathways and extrastriate cortex 'color centers' [5] obtain blood supply from the territories of the posterior (PCA) and middle (MCA) cerebral arteries [6] . It has been established that color processing takes place within cortico-subcortical circuits working through the basal ganglia via the ventromedial occipital region to the posterior inferior temporal (PIT) cortex, the latter is located along the anterior third of the calcarine sulcus [7] . A reversed pathway of subcortico-cortical circuit may also be possible. The vascular supply to the visual system as in other regions of the brain comes from the principal arteries of the circle of Willis that give rise to two different systems of secondary vessels called the ganglionic and cortical systems. The cortical and ganglionic systems are independent of each other and do not communicate at any point in their peripheral distribution. There is, between the parts supplied by the two systems, a borderline of diminished nutritive activity [6] . The ganglionic system perfuse mainly the dorsal stream from the subcortical region to the cortical region, while the cortical system perfuse the ventral stream from the cortical region to the subcortical region.
Color is a brain memory computational process of at least three primary qualities of hue, saturation (chroma) and lightness (value). The two main memory processes associated with color vision are simultaneous color contrast and color constancy [8] [9] [10] [11] [12] [13] [14] [15] . Simultaneous color contrast is the phenomenon that surrounding colors profoundly influence the perceived color [10] . Others have suggested that the conditions for simultaneous color contrast imply having a chromatic contrast detector subserving one area of the chromatic space excite a chromatic detector of opposite type and/or inhibit a chromatic detector of the same type in neighboring areas of chromatic space [9] . According to a recent claim, the mechanism for simultaneous color contrast may involve wavelength-differencing [15] .
Color processing has been studied using mean cerebral blood flow velocity (mCBFV) measurements indexed using transcranial Doppler and demonstrated selective response to colors of different wavelengths in humans [16] . Furthermore, Fourier time-series analysis has been applied to mCBFV to demonstrate changes related to color processing [17] [18] [19] and facial processing [20] . Blood flow and metabolism, therefore, have been considered virtually equivalent, indirect indices of brain function [21] . However, uncoupling of regional cerebral blood flow (rCBF) and cerebral metabolic rate of oxygen (CMRO 2 ) was found during neuronal activation induced by somatosensory stimulation [22] . Overall, rCBF has been found to correlate to mCBFV [23] . The rationale for application of Fourier analysis [24, 25] to characterize the periodicity of biological systems [25] and in particular the cerebrovascular system [26] has been studied. Positron emission tomography (PET) images rendered in units of standardized uptake values (SUV) of [ 18 F]FDG in response to stimuli can be subjected to similar Fourier time series analysis.
Therefore, the application of Fourier analysis could separate the frequency peaks from the 'dorsal stream' supplied by the ganglionic branches, from those of the 'ventral stream' that obtain perfusion from the cortical branches of the brain arteries. We presume that the vessels of the cortical arterial system are not so strictly "terminal" as those of the ganglionic system, and perfuse areas that could be mapped to retinotopic structures in the mouse visual cortex [27] . We postulate that, following the cortical arterial supply system there could be a cortico-subcortical top-bottom feed-back mechanism through cortico-subcortical circuits [28] for color processing, and the reverse subcortico-cortical bottom-up feed-forward mechanism [28] through subcortico-cortical circuits perfused by ganglionic arteries.
Color is a memory process and could be characterized by known models of the synaptic and cellular events that may be associated with memory formation. We postulated and tested that the Fourier time-series analysis of the frequency-domain of SUV mean values as a surrogate marker of cerebral metabolism may uncover the underlying memory mechanisms explained by the phenomena of long-term potentiation (LTP) [29] and long-term depression (LTD) [30] .
To further elucidate the mechanism implicated in processing of light stimulus, certain presumptions and several definitions of concepts were made in the present work related to the physical characteristics of light stimulus. The light stimulus has a dual wave and particle nature which is characterized by physical properties of amplitude, phase difference, wavelength, frequency and resonance phenomenon. Therefore, the mechanisms implemented in the processing of light stimuli must include mechanistic strategies for dealing with these physical properties. Five mechanistic strategies in response to the physical properties of light could include: (a) Changes in peak amplitude; (b) Phase difference; (c) Wavelength-differencing; (d) Frequency-differencing; and (e) Resonance.
Our hypothesis is that there are major gender differences in the processing mechanisms for color. In male mice, the computational processes for color opponency within the cortico-subcortical circuits in the ventral stream implicates input into memory formation in the subcortical memory processing centers from a top-down feed-back approach, while, in female mice, the subcortico-cortical circuits in the dorsal stream involves output memory retrieval from the subcortical memory centers in a bottom-up feed-forward manner. The major aim of the present work is to demonstrate after stationarity test [31] and smoothing [32] , the methodology for the application of Fourier spectral density analysisto determine overall and specific effects of visual stimulations in the dorsal and ventral streams of the visual cortex in male and female mice, respectively.
Materials and Methods

Animals
All procedures were in compliance with the 'Principles of laboratory animal care' (National Institutes of Health (NIH) publication no. 85e23, revised 1985) and were approved by the Institutional Animal Care and Use Committee in the state of Saxony, Germany as recommended by the responsible local animal ethics review board (Regierungspräsidium Leipzig, TVV08/13, Leipzig, Germany). The experimental setup ( Figure 1A -F) using a custom-made photostimulation device Chromatoscope in a mouse model ( Figure 1A ,B) followed by small animal PET/MRI ( Figure 1C ) has been described in detail elsewhere [1] . The studies were performed in isoflurane-anaesthetized animals. Male (n = 5) and female (n = 5) mice (CD-1, 10-12 weeks, 22-28 g) were housed under a 12 h: 12 h light:dark cycle (lights on at 7:00 am) at 24 • C in a vented temperature-controlled animal cabinet (HPP108, MEMMERT GmbH & Co. KG; Germany) ( Figure 1D ), with unlimited supply of food and water. The heart rate, respiration and anesthetic airflow were monitored ( Figure 1E,F) . PET studies were conducted on the same animals repeatedly on consecutive days without randomization to keep the daytime of measurement (e.g., the glucose/insulin levels) constant. There was no significant change in the weight of the animals over the several days of study in male and female mice. The weights in male mice were (day 1 = 34.5 ± 2.8 g; day 2 = 34.4 ± 2.4 g; day 3 = 33.7 ± 2.3 g; day 4 = 34.7 ± 2.3 g; day 5 = 34.3 ± 2.5 g; day 6 = 34.6 ± 2.5 g; day 7 = 34.1 ± 2.6 g). Those in females were (day 1 = 25.6 ± 1.7 g; day 2 = 25.4 ± 1.3 g; day 3 = 25.5 ± 1.5 g; day 4 = 25.6 ± 1.2 g; day 5 = 26.4 ± 1.4 g; day 6 = 26.2 ± 1.4 g; day 7 = 26.5 ± 1.3 g). The radiotracer ([ 18 F]FDG) was injected i.p. with the following doses in males (day 1 = 12.05 ± 1.23 MBq; day 2 = 12 ± 0.9 MBq; day 3 = 11.7 ± 1.2 MBq; day 4 = 10.6 ± 0.5 MBq; day 5 = 12.1 ± 1.7 MBq; day 6 = 10.8 ± 1.2 MBq; day 7 = 11.9 ± 1 MBq) and females (day 1 = 12.7 ± 1.23 MBq; day 2 = 12.7 ± 1.3 MBq; day 3 = 12.6 ± 0.9 MBq; day 4 = 13.9 ± 0.7 MBq; day 5 = 11.4 ± 0.9 MBq; day 6 = 12.3 ± 1.2 MBq; day 7 = 12 ± 1.4 MBq). The doses did not vary significantly over time. The blood sugar levels of male (10.1 ± 1.5 mmol/L) and female (7.8 ± 1.8 mmol/L) mice were similar. All animals were euthanized under anesthesia by cervical dislocation at the end of the study. 
Light Stimulation Studies
The experimental setup for the f PET/MRI study was displayed in Figure 1 (A-F) . The mice were placed in prone position on a special heated mouse pad with head affixed to a mouth piece ( Figure 1A ). The eyes were positioned and fixed for 20 min light stimulation through the double barrel of the light source Chromatoscope ( Figure 1B ) [1] . Subsequently, a whole body PET scan was started for a duration of 20 min using a preclincal scanner ( Figure 1C ). The animals were housed in an animal cabinet controlled day-light regimen with free access to food and water ( Figure 1D ). The respiration and anesthetic gas flow were monitored ( Figure 1E,F) .
The stimulation device is a custom-made double barrel tunnel placed around both eyes and the nose ridge to separate both visual fields, and has been described in detail elsewhere [1] . Both eyes were open at all times. At the end is a white screen illuminated by a remote light source. There is a groove before the screen that allows insertion of filters into the right and left visual fields respectively. The stimulation procedure has been described previously [1] .
Color Vision Testing in Mice Using PET/MRI
The mouse retina contains two types of cones. Their pigments have spectral absorptions λmax of 360 nm (UV) and 510 nm, respectively [33] . The Wratten gelatine filter (#47), which has been used in the current study, has a passband for deep blue and UV. One may expect that primarily the deep blue signal reaches the retina, because the UV signal may not pass beyond the anterior of the eye. For color stimulation, the following Wratten filters (Kodak Photographic Filters) were used: deep blue (#47B, 452.7 nm) and deep yellow (#12, 510.7 nm). The mice were handled as described previously [1] . During stimulation the anesthetized animal had both eyes open and fixed while peering through the double barrel optic which has been coupled to a light source behind the white screen. To accomplish monocular deprivation for the short stimulation (20 min) one eye was covered with 5% dexpanthenol (Bepanthen, Bayer, Germany) to excite the contralateral eye only. Immediately before the stimulation, the animals obtained an injection of 12 ± 
Acquisition and Analysis of PET and MRI Data
Each PET image was corrected for random coincidences, dead time, scatter and attenuation. List-mode data were acquired and reconstructed as described previously [1] . Volume of interest (VOI) of various brain regions (right and left hemispheres, whole cortex, visual cortex) were defined on MRI-derived images by two observers using the software ROVER (ABX advanced biochemical compounds, Radeberg, Germany, v.2.1.15) [1, 6] . First, a cylindrical VOI containing the whole cortex (Ctx) was drawn and center placed at the midline in coronal view of the PET/MR image (Figure 2A,B) . This extends from the ventromedial occipital region through the posterior inferior temporal cortex. Two smaller VOIs were drawn from the center to the right border (visCtxR) and to the left border (visCtxL) of the Ctx region. Regional [ 18 F]FDG uptake was calculated as standardized uptake value (SUV) [33] which comprises the ratio of the tissue activity concentration (kBq/g) and the injected radiotracer amount divided by the body weight. It was investigated at four mid-frame time points: 29.5, 34.5, 39.5 and 44.5 min, after the [ 18 F]FDG administration. SUV was calculated for males (group A) and females (group B) for all color stimulation conditions mentioned above and for right (visCtxR) and left visual cortex (visCtxL).
Statistical Analysis
Results were given as mean ± SD and plots represented as Mean/SE/1.96*SE where applicable. Stimulus effects were assessed by paired t-test statistics of stimulus condition compared to dark condition, and one-way analysis of variance (ANOVA); the alpha level was at 0.05. Multivariate Analysis of Variance (MANOVA) with repeated measures was applied. The latter was followed by planned t-tests to examine specific differences. The alpha level was at 0.05.
Stationarity Assumption
To examine the stationarity assumption of the time series, we applied the Augmented Dickey-Fuller (ADF) test using the software package STATA (Stata Corp LLC, College Station, TX, USA). Unit roots can cause unpredictable results in the data of a time series analysis. The ADF test is the unit root test for stationarity [31] . The ADF is applied because it can handle more complex models that the Dickey-Fuller test, and it is more powerful. However, it has a relatively high Type I error rate (i.e incorrect rejection true null hypothesis). After inspection of the dataset we chose the appropriate regression model, with constant. The ADF adds lagged differences to these models. In general, the ADF test is similar to the Dickey-Fuller test, using the model:
where α is a constant, β the coefficient on a time trend and p the lag order of the autoregressive process. Imposing the constraints α = 0 and β = 0 corresponds to modeling a random walk and using the constraint β = 0 corresponds to modeling a random walk with a drift. We chose a lag length so that the residuals were not correlated. By including the lags of the order p the ADF formulation allows for higher-order autoregressive processes. This means that the lag length p has to be determined when applying the test. We used the t-statistic associated with the Ordinary least squares estimate of γ. The level of significance was set at 0.05. The null hypothesis of the Augmented Dickey-Fuller t-test is:
H 0: γ = 0 (i.e., the data needs to be differenced to make it stationary); H 1 : γ < 0 (i.e., the data is stationary and does not need to be differenced).
The Dickey-Fuller t-test statistic (DF T ) was compared with the tabulated critical value [31] . If the DF T statistic is more negative than the table value, reject the null hypothesis of a unit root. The DF T statistic suggest that the time series data were strongly stationary without transformation.
Fourier Analysis
The spectrum analysis was applied to examine the cyclical patterns of data of the mean ± SD SUV values. The rationale for exploration of the cyclical components is that it may correlate to the frequency of neuronal discharges in a given region of the brain during the observed phenomenon. It is hoped that we could uncover just a few recurring cycles of different lengths in the time series of metabolic activity that may reveal the seemly random noise of neuronal activity. The Fourier transform algorithm was applied using standard software (Time series and forecasting module, Statistica for Windows, StatSoft, OK, USA). All other analyses were performed using the software packages Statistica for Windows (StatSoft, OK, USA) and SPSS Version 20.0, (IBM SPSS Statistics for Windows, IBM Corp., Armonk, NY, USA). The spectrum analysis was applied to the SUV values provided in Table 1 , to obtain spectral density coefficients given in Table 2 , in male and female mice respectively. Fourier Spectral Density obtained during Dark condition and stimulation with white light, blue and yellow color in male and female mice, respectively.
The purpose of the Fourier analysis is to decompose the original time series into underlying sine and cosine functions of different frequencies, so as to identify the important frequency region. The wavelength of a sine or cosine function expressed as the number of cycles per unit time (frequency) is denoted as v. The period T of a sine or cosine function is defined by the length of time required for one full cycle. Thus, the period T is the reciprocal of frequency, or T = 1/v. One approach used is to restate the matter as a linear multiple regression model where the dependent variable is the observed time series, and the independent variables are the sine functions of all possible (discrete) frequencies. Thus the multiple regression model could be expressed as:
The notation lambda (λ) is the frequency expressed in radians per unit time, given by = 2 × π × ν, where π = 3.1416. The cosine parameters a k and sine parameters b k are regression coefficients that indicate the degree of correlation with the data. There are q different sine and cosine functions; of which there are n/2 + 1 cosine functions and n/2 − 1 sine functions. This would mean that there would be many different sinusoidal waves as there are data points that would be able to completely replicate the series from the underlying functions. If the number of data points in the series is odd, then the last data point is ignored; and there must be at least two data points of high peak and low trough for a sinusoidal function to be identified. In other words, the standard and most efficient Fourier algorithm requires that the length of the input series is equal to a power of 2 [24] . If this is not the case, additional computations have to be performed. Fourier analysis will identify the correlation of sine and cosine functions of different frequencies within the observed data. If a large correlation is identified it could be said that there is strong periodicity of the respective frequency in the data. The Fourier series states that any periodic function (or signal) can be expressed as a summation of orthogonal pair of matrices with one fundamental frequency and infinite number of harmonics. In other words, the sine and cosine functions are mutually independent (or orthogonal), thus the squared coefficients of each frequency may be summed to obtain the periodogram:
where P k is the periodogram value at frequency v k and n is the overall length of the series. However, the periodogram values are subject to substantial random fluctuation that could yield many chaotic periodogram spikes. Hence, in practice, the plots utilized are the frequencies with the greatest spectral densities; that is, the frequency regions consisting of many adjacent frequencies that contribute most to the overall periodic behavior of the series. This is accomplished by smoothing the periodogram values via a weighted moving average transformation. The Hamming window is most often applied for this purpose. The Hamming window is a modified Hanning window that belongs to the family of windows dependent upon the parameter α, with α normally being an integer [32] . As α becomes larger, the windows become smoother and the transform reflects this smoothness in decreased sidelobe level and faster falloff of the side lobes, but with an increased width of the main lobe. A perfect cancellation of the first side lobe (at θ = 2. 
The coefficients of the Hamming windows are nearly the set which achieve minimum side lobe levels. The approximation of the coefficients to two decimal places substantially lowers the level of side lobes to nearly equiripple condition. In the equiripple sense, the weights were optimally chosen as α = 0.53836 and α = 0.46164 [32, 33] . All weight functions will assign the greatest weight to the observation being smoothed in the center of the window and increasingly smaller weights to values that are further away from the center. A 'white noise' input series will result in periodogram values that follow an exponential distribution.
Cross spectrum analysis was implemented to determine the relationship between the two times series in the left and right visual cortex during blue light stimulation to the right and left eye, in male and female mice, respectively. The cross correlation function (CCF) was calculated as the correlation of the time series for the pairs: left visual cortex through the right eye (RvisCtxL) with right visual cortex through the right eye (RvisCtxR); and left eye in the right visual cortex (LvisCtxR) with left eye in the left visual cortex (LvisCtxL), shifted by a particular number of observations, in male and female mice, respectively. The cross amplitude values were computed as the square root of the sum of the squared cross-density and quad-density values. It was interpreted as a measure of the covariance between the respective frequency components in the two series. The phase spectrum estimates show the extent to which each frequency component of one series leads the other. The gain was interpreted as the standard least squares regression coefficient for the respective frequencies. The squared coherency was interpreted as the squared correlation coefficient of the two time series in the given context.
Software Procedure for Data Analysis
To obtain the required time series, the 20 data points for each stimulus condition were analyzed for males and females, respectively. The analysis begins in Fourier Analysis dialog window, by choosing spectral density estimates and the Hamming window, then Plot to display cyclical patterns in male and female mice, respectively. The spectral density estimates, derived from single series Fourier analysis were plotted, and the frequency regions with the highest estimates were marked as peaks. The spectral density estimates between two minima including the peak (as maxima) were analyzed to examine the effects of stimuli on cortical and subcortical sites. The spectral density peaks were identified as cortical (C-peak) and subcortical (S-peaks) whose peaks occurred at regular frequency intervals of 0.2 and 0.4, respectively. For evaluation of stimulus responses, the area under the curve derived for a particular stimulus was compared to that derived from another stimulus. Further statistical analysis was carried out using the five data points from trough-to-peak-to-trough for the C-peak and S-peak, respectively, as shown in Table 2 . Figure 2A ,B show the f PET/MRI images ( Figure 2A ) and volumes of interest (VOI) in mouse cerebral vasculature by X-ray micro-computerized tomography (micro-CT) ( Figure 2B ). In male mice, Figure 2A (black circle) shows a tracer distribution in the left visual cortex (visCtxL) that is shaped like a Canadian 'duckpin' with a short small head at the top dorsal cortical region, a narrow neck (open arrow), and a long fat base into a wide area of spread in the central ventral subcortical region during Blue light stimulation. In male mice, the "upright Canadian duckpin" tracer spread may suggest a small focal brain area of 'arousal' at the head placed within the dorsal cortical region of the left visual cortex and at the base a secondary wide area of spread in the subcortical region. On the other side, in the right visual cortex (visCtxR) there is intense concentration of tracer and no peculiar organization of the tracer distribution. In female mice, Figure 2B (white circle) shows an "inverted Canadian duckpin" tracer distribution in the right visual cortex (visCtxR) with a small area of "arousal" at the head placed within the subcortical region in the right visual cortex and at the base in the dorsal tempero-occipital cortical region. The contralateral left visual cortex (visCtxL) does not show any remarkable tracer distribution. Figure 2C ,D shows the MRI images in male ( Figure 2C ) and female ( Figure 2D ) mice used for anatomic orientation. Figure 2E , shows the VOI setup in mouse brain on micro-CT image [34] in coronal view. The figure illustrates the VOIs used for data analysis in relation to the brain vessel system, red: Ctx, black: visCtxL and green: visCtxR. Visual observation due to low image resolution could not clearly delineate vascular territories and borders of cortical and subcortical distribution. Hence, more reliable methods are needed. Figure 2F , shows the schematic diagram of the arterial tree of the Circle of Willis and the relationship to the region of interest (ROI) to the cortical and ganglionic branches of the middle cerebral artery in the mouse brain. The left side of the Circle of Willis shows the 'male model' of radiotracer distribution, while the right side shows the 'female model'.
Results
Analysis of fPET/MRI Images
Analysis of Mean SUV Data
We analyzed the mean ± SD SUV data obtained in direct measurements in male (Table 1 top panel) and female mice (Table 1 bottom 
Analysis of Spectral Density Data
The spectral density data obtained from the time series analysis SUV values (Table 1) are provided for male and female ( Table 2) . A MANOVA with repeated measures was performed with a 7 × 2 × 2 × 2 design: seven levels of Stimulations (Dark, Light R, Light L, Blue R, Blue L, Yellow R, Yellow L), two levels of Visual Cortex (visCtxR, visCtxL), two levels of Peaks (C-peak, S-peak) and two levels of Gender (male, female). There was a main effect of Stimulations, F(6,102) = 8.65, MS = 0.094, p < 0.0000001. There was a Stimulations x Gender interaction, F(6,102) = 7.68, MS = 0.083, p < 0.000001. There was a Stimulations x Visual Cortex x Gender interaction, F(6,102) = 3.4, MS = 0.00098, p < 0.01. There was a Stimulations x Visual Cortex x Peaks interaction, F(6,102) = 3.4, MS = 0.00075, p < 0.01. Fourier spectral density analysis demonstrated the overall effects. Further analysis was undertaken to show specific effects of spatial opponency, luminance opponency and chromatic opponency during visual stimulations in the visual cortex in the dorsal (cortical C-peak) and ventral (subcortical S-peak) streams, respectively. Detection of these effects would dramatically improve the temporal and spatial resolutions of conventional PET/MRI imaging.
Analysis of Spectral Density Data in Male Mice
In male mice, Table 3 (top panel) demonstrates spatial, luminance and chromatic opponency determined by Fourier spectral density coefficients (mean ± SD) values in paired t-test results in the right visual cortex through the left eye (LvisCtxR) and left visual cortex through the right eye (RvisCtxL), and percentage changes from the Dark condition (∆%Dark). Figure 3A -H shows the spectral density plots of Fourier coefficients. In male mice, under the Dark condition, while there was no significant difference in amplitudes between C-peak and S-peak in the right visual cortex (visCtxR) (Figure 3A) , in the left visual cortex (visCtxL) (Figure 3B ), the S-peak was significantly higher than the C-peak, which demonstrated spatial opponency, (p < 0.05). During White light stimulation through the left eye in the right visual cortex (LvisCtxR) (Figure 3C ), the C-peak was attenuated by −66.7%, (p < 0.05), with no significant change in S-peak, but resulted in significant presence of spatial opponency, (p < 0.05). During stimulation with White light through the right eye in the left visual cortex (RvisCtxL) (Figure 3D) , there was accentuation of S-peak by 210%, (p < 0.05), which in comparison to Dark condition induced luminance opponency, (p < 0.05), in the subcortical region in the ventral stream. Luminance opponency was present in the cortico-subcortical circuit of combined contrast using C-peak and S-peak, (p < 0.05). During stimulation with Blue light through the left eye in the right visual cortex (LvisCtxR) (Figure 3E) , there was attenuation of C-peak by −21%, (p < 0.05), but no significant change in S-peak. However, during stimulation with Blue light through the right eye in the left visual cortex (RvisCtxL) (Figure 3F) , there was no significant change in C-peak, but the S-peak was remarkable attenuated by −92.7%, (p < 0.05). During stimulation with Yellow light through the left eye in the right visual cortex (LvisCtxR) (Figure 3G ), the C-peak was attenuated by −21%, (p < 0.05), and S-peak was also attenuated by −9.8%, (p < 0.05). However, during stimulation with Yellow light through the right eye in the left visual cortex (RvisCtxL) (Figure 3H ), the C-peak did not change significantly, but there was a marked attenuation of the S-peak by −87%, (p < 0.05). In other words, during stimulation with the Blue/Yellow pairs, there was marked attenuation of C-peaks and S-peaks across brain regions but not the C-peaks in the left visual cortex through the right eye (RvisCtxL), which resulted in significant differences between Blue versus Yellow for chromatic opponency, (p < 0.05) in the cortical region in the dorsal stream. The chromatic opponency was present in the cortico-subcortical circuit of combined C-peak and S-peak Blue/Yellow contrast, (p < 0.01). Spatial opponency was not elicited during stimulation with Blue and Yellow colors.
Overall, in male mice, luminance opponency was implemented in the subcortical region of the left visual cortex in the ventral stream, while chromatic opponency was present in the cortical region of the left visual cortex in the dorsal stream.
Cross spectrum analysis with Blue light stimulation demonstrated consistent findings in both male and female. Cross spectrum analysis in male mice is displayed in Figure 4A ,B and Figure 5A -D. Figure 4A shows the CCF for Blue light stimulation for the pair LvisCtxR vs. LvisCtxL. In Figure 4A for the pair LvisCtxR vs. LvisctxL, CCF shows strong positive correlation at −5, 0, +5 lags, and strong negative correlation at +1 lag. This activation pattern was associated with regions not specifically implicated in Blue light stimulation in male mice. On the other hand, regions implicated in Blue light stimulation as demonstrated in Figure 4B for the pair RvisctxL vs. RvisCtxR, showed that the CCF was negatively correlated at −3 lag. Further analysis of the effects of Blue light stimulation was demonstrated in Figure 5(A-D) , and shows the cross amplitude ( Figure 5A ), phase spectrum ( Figure 5B ), gain ( Figure 5C ) and coherency ( Figure 5D ) for the RvisCtxL vs. RvisCtxR pairs. Figure 5A , shows that the cross amplitude was highest in the lower frequency range from 0.1 to 0.3, and diminished by about one-third in the higher frequency from 0.35 to 0.5. Figure 5B , demonstrates that the phase spectrum was least in the lower frequency range from 0.1 to 0.3, and increased in the higher frequency range of 0.35 to 0.5. Figure 5C , shows that the gain reduced across the lower and higher frequency range from 1.0 × 10 −1 to 5.0 × 10 −1 , which may suggest that both time series constitute predominantly of similar component waveforms with no amplification. Figure 5D shows that the coherency was very high in the very narrow frequency range from 0.2 to 0.25, exceeding by three times the coherency in the higher frequency range from 0.35 to 0.5. In other words, in male mice, the cross spectrum analysis suggests that Blue light stimulation caused specific changes of 'spectral narrowing' in the lower frequency range. 
Analysis of Spectral Density Data in Female Mice
In female mice, Table 3 (bottom panel) demonstrates spatial, luminance and chromatic opponency determined by Fourier spectral density coefficients (mean ± SD) values in paired t-test results in the right visual cortex through the left eye (LvisCtxR) and left visual cortex through the right eye (RvisCtxL), and percent changes from Dark condition (∆% Dark). In female mice, under Dark condition, there was significant difference in amplitudes in the right visual cortex (visCtxR) (Figure 3I ), the S-peak was significantly higher than the C-peak, which demonstrated spatial opponency, (p < 0.05). On the other hand, in the left visual cortex (visCtxL) (Figure 3J ), the C-peak and S-peak were not significantly different. During White light stimulation in the right visual cortex through the left eye (LvisCtxR) (Figure 3K ), there was marked broad-spectrum accentuation of C-peak by 3020% with a wide range of standard deviation (SD) and was not significantly different from Dark condition. There was a wide range of spectral densities below the area of the curve (Figure 3K ), which in turn indicates a broad spectrum of constituent frequencies activated by the broad spectra of White light photonic frequencies from low to very high with no selective response. In the contralateral left visual cortex through the right eye (RvisCtxL), both C-peak and S-peak were not significantly different from Dark condition. During stimulation with Blue light through the left eye in the right visual cortex (LvisCtxR) in female mice ( Figure 3M ), there was significant accentuation of C-peak by 220%, (p < 0.05), and attenuation of S-peak by −90.5%, (p < 0.05), suggestive of a selective response to the high-frequency Blue light. In the contralateral left visual cortex through the right eye (RvisCtxL) (Figure 3N ), the changes were not significantly higher than for the Dark condition, but with a tendency for attenuation of C-peak and accentuation of S-peak which created a condition for spatial opponency, (p < 0.05). During stimulation with Yellow light through the left eye in the right visual cortex (LvisCtxR) (Figure 3O ), the C-peak and S-peak were not significantly different from that in the Dark condition. During stimulation with Yellow light through the right eye in the left visual cortex (RvisCtxL) (Figure 3P ), there was no significant change in C-peak, but a significant attenuation of S-peak by −75%, (p < 0.05). The chromatic opponency of Blue/Yellow pairs was present in the subcortical region (S-peak) in the ventral stream in the right visual cortex, (p < 0.05). The chromatic opponency was implemented in the cortico-subcortical circuit of combined C-peak and S-peak Blue/Yellow contrast, (p < 0.01). Overall, in female mice, the response to Blue light stimulation was frequency-modulated which induced resonance phenomenon [35] in the cortical region in the dorsal stream of the right visual cortex, while in the subcortical region in the ventral stream in the right visual cortex, chromatic opponency was implemented.
Cross spectrum analysis in female mice is displayed in Figure 4C ,D and Figure 5E -H. Figure 4C shows the CCF for Blue light stimulation for the pair RvisCtxL vs. RvisCtxR. In Figure 4C for the pair RvisCtxL vs. RvisCtxR, CCF shows strong positive correlation at −5, 0, +5 lags, and strong negative correlation at −4, −1, +1, +4, +6 lags. This activation pattern was associated with regions not directly implicated in Blue light stimulation in female mice. On the other hand, regions directly implicated in Blue light stimulation as demonstrated in Figure 4D for the pair LvisCtxR vs. LvisCtxL, showed that the CCF was strongly positively correlated at −5 and 0 lags, and strongly negatively correlated at +2 lag, distinct from that seen in male mice.
Further analysis of the effects of Blue light stimulation was demonstrated in Figure 5 (E-H), and shows the cross amplitude ( Figure 5E ), phase spectrum ( Figure 5F ), gain ( Figure 5G ) and coherency ( Figure 5H ) for the pairs LvisCtxR vs. LvisCtxL. Figure 5E , shows that the cross amplitude was highest in the lower frequency range from 0.1 to 0.3, and diminished by twice in the higher frequency range from 0.35 to 0.45, compared to the relatively much lower levels in male mice. Figure 5F , demonstrates that the phase spectrum was least in the lower frequency range of 0.1 to 0.2 and highest in the higher frequency range of 0.35 to 0.5. Figure 5G , shows that the gain for the pair LvisCtxR from LvisCtxL was significantly amplified compared to the pair LvisCtxL from LvisCtxR, across the lower and higher frequencies from 1.0 × 10 −1 to 5.0 × 10 −1 . This may suggest that both time series constitute different component waveforms with amplification of LvisCtxR. Figure 5H , shows the coherency was highest with 'spectral broadening' in the lower frequency range from 0.1 to 0.3. In the higher frequency range from 0.35 to 0.5, the coherency increased to the two-third level of that in the lower frequency range. In other words, in contrast to the male pattern, in female mice, coherency increased with 'spectral broadening' across the lower and higher frequency range.
Discussion
Gender Differences in Mechanisms for Color Processing
There were novel gender differences in white light and color processing. The frequency-related resonance phenomenon [35] while present in female mice was absent in male mice, that is, female mice had preference for processing the frequency of particles of light, while male mice has the preference of processing the wavelength of light. In other words, male mice differentiated color light stimulus by wavelength-differencing, while female mice implemented frequency-differencing [18, 19] . The gender differential processing of light as a wave and as a particle to our knowledge has not be firmly established [17] [18] [19] , and requires further studies, because of the potential implications for understanding the differences in processing in the visual sensory system. We postulate that, there are two separate male ( Figure 6A ) and female ( Figure 6B ) models for white light and color processing in the mouse brain, shown in the schematic diagram (Figure 6 A,B) . Figure 6A shows the male mouse model, comprising a wavelength-differencing system that receive inputs from retinal S-cones on activation of the visual pathway from the retina, through the dorsal lateral geniculate nucleus of the thalamus (LGN) to the primary visual cortex (V1) traversing the associative visual areas (V2, V3) and areas like the fusiform gyrus and lingual gyrus with others collectively referred to as visual area 4 (V4), to the angular gyrus implicated in the higher order processing of colors along the ventral stream [36] through posterior (PIT), central (CIT) and anterior inferior temporal (AIT) cortex in the left hemisphere of the brain. The color processing is accomplished between two color spaces by wavelength-sensitive cortical neurons with axons in the cortical-subcortical circuits. The inferior temporal (IT) contains regions that are relatively more responsive to color (seen in Figure 6A as an area checkered with colors in PIT). The ventral pathway is thought to represent stable attributes of objects (object quality) [36, 37] . The processing of luminance takes place within the retino-subcortical circuits by light-sensitive subcortical neurons. Female mice demonstrate a frequency-differencing system by neurons in the subcortical region that differentiate high frequency color, such as blue from low frequency color such as yellow. Figure 6B , shows the schematic model in female mice, which demonstrates retino-subcortico-cortical circuits that receive inputs from the retinal S-cones on activation of the visual pathway from the retina to specialized frequency-selective neurons in the dorsal lateral geniculate nucleus of the thalamus (LGN), with axons ascending within the dorsal stream to the primary visual cortex (V1) and middle temporal (MT) area in the right hemisphere of the brain, involved primarily in the detection of motion. Conventionally, it is presumed that, the dorsal stream was implicated in encoding dynamic spatiotemporal relationships among visual objects (object action) [36, 37] .
Fourier Analysis to Differentiate Cortical and Ganglionic Vessels
The primary questions were to resolve the origins of C-peak and S-peak, their anatomic correlates and functional significance. The C-peak and S-peak occurred at multiples of the first harmonic or the fundamental frequency, at the second and third harmonics, respectively. It has been demonstrated that, in the vascular system, the first five harmonics contain 90% percent of the pulsatile energy of the system [38] . These frequencies could be converted to cycles per second (Hz), assuming that the fundamental frequency of cardiac oscillation was the mean heart rate. The fundamental frequency f of the first harmonic was determined by the mean heart rate per second of CD-1 mice = 515 ± 30 bpm/60 s = 8.6 Hz [38] . Thus, the distance of the reflection site for fundamental frequency could be presumed to emanate from a site at D 1 = =1/4 λ or c/4f, or 1.91m/s/(4 × 8.6 Hz) = 0.055 m/s or 5.5 cm; where c = 1.91 ± 0.44 m/s, is the wave propagation velocity [39] . These distances are not physical measurements but approximate the actual arterial lengths. Taking into account vascular tortuosity, the estimated distance (5.5 cm) approximates that from the terminal vessels in the brain, to an imaginary site of summed reflections from the aorto-iliac junction of the mice. The C-peak occurred at the second harmonic, such that, the estimated arterial length given by D 2 = 1/8 λ or c/8 × 2f, or 1.91 m/s/(8 × (2 × 8.6 Hz or 17.2 Hz)) = 0.0139 m or 1.4 cm, approximates the visible arterial length from the main stem of the major cortical arteries around the cerebral convexity to the end occipito-temporal junction as shown in mouse brain [34] . The cortical frequency of 17 Hz is within the beta rhythm range (~14-18 Hz) said to be implicated in cortical areas of higher visual hierarchy in top-down feed-back processing [40] in the visual system. Thus it is implied that beta rhythms could predominate in cortico-subcortical patterns of activation in male mice. The S-peak occurred at the third harmonic, such that the estimated arterial length given by D 3 /= 1/16 λ or c/16 × 3f, or 1.91 m/s /(16 × (3 × 8.6 Hz or 25.8 Hz)) = 0.0046 m or 0.46 cm or 4.6 mm, which approximates the visible arterial length from the main stem of the major cortical arteries to the distal arterioles of the ganglionic branches [34] . The 25 Hz is the frequency of the rhythm of gamma waves [40] . The ratio of the length of the ganglionic branches to the cortical branches is 1:3 in mice. The same ratio has been found in human subjects [20] . This may suggest that the cerebral vaso-architecture was optimized in mammals to facilitate harmonic oscillations within the cortico-subcortical networks.
Conclusions
The findings suggest that during color stimulation there was enhancement of the cortical C-peak in the lower frequency range which correlates with 17 Hz beta-band synchronization in the left visual cortex in male mice. Conversely, in female mice, there was 'spectral broadening' and accentuation of subcortical S-peak in the higher frequency range which correlates with 25 Hz gamma-band synchronization [40] in the right visual cortex. These present findings agree with recordings of neuronal cortical beta-band and subcortical gamma-band synchronization in neuronal computation [40] , consistent with the input function from gamma aminobutyric acid (GABA) modulation of color-opponent bipolar cells in the retina [41, 42] . Furthermore, the present work demonstrated that Fourier time-series analysis is a computational approach that could be implemented in the visual system for light and color processing. Fourier analysis of mean SUV of [ 18 F]FDG [43] have improved the use of f PET/MRI to index the coupling of rCBF, CMRO 2 and neuronal activity with a wide range of applications in several areas of cognitive neuroscience [44] .
Of particular interest is the hypothesis suggesting that the main gender differential in color memory mechanisms is input into memory formation processes in male mice, but output retrieval of memory in female mice. This may suggest that color processing could be of immense use in diagnosis of brain degenerative diseases and depression, and further extend the possibilities of development and testing of new memory drug targets within the hippocampus [45] . The findings could also apply to methodologies of artificial intelligence and human-computer interface, as well as understanding the relationships of quantum mechanics and human perception of conscious experience. The very important principle of cerebal asymmetry implying gender complimentarity was demonstrated in humans for color [18, 19] , facial [20] and general intelliegence [46] processing, and now has been upheld in the present study for color processing in the mice model [1] . To explain these findings, a light hypothesis for cerebral asymmetry was postulated, which posits that, the phenotypic neuroadaptation to the environmental physical constraints of light wave/particle duality, led to phenotypic evolution and genetic variation of X-Y gene pairs that determined cerebral asymmetry for brain functions in both males and females. The evolutionary trend is towards optimization of perception of the 'whole' environment by functional coupling of the genes for complementarity of both hemispheres within self, and between genders [18, 19] .
