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Abstract. The targets of this article are threefold. The first one is to give a survey on the
recent developments of function spaces with mixed norms, including mixed Lebesgue
spaces, iterated weak Lebesgue spaces, weak mixed-norm Lebesgue spaces and mixed
Morrey spaces as well as anisotropic mixed-norm Hardy spaces. The second one is
to provide a detailed proof for a useful inequality about mixed Lebesgue norms and
the Hardy–Littlewood maximal operator and also to improve some known results on
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1 Introduction
In 1961, the mixed Lebesgue space L~p(Rn), with ~p∈ (0,∞]n , as a natural generalization
of the classical Lebesgue space Lp(Rn) via replacing the constant exponent p by an expo-
nent vector ~p, was investigated by Benedek and Panzone [8]. Indeed, the origin of these
mixed Lebesgue spaces can be traced back to the interesting article of Ho¨rmander [41]
on the estimates for translation invariant operators, in 1960. Later on, in 1965, Galmarino
and Panzone [32] extended the mixed Lebesgue space L~p(Rn) to the mixed Lebesgue
space LP(Rn) with the exponent P being a sequence, namely, an ∞-tuple. Since the early
1960s, lots of nice work have been done in the study of the boundedness of operators
on mixed norm spaces; see, for instance, Benedek et al. [7], Lizorkin [60], Adams and
Bagby [1], Schmeisser [70], Rubio de Francia et al. [69] and Fernandez [30] as well as
Stefanov and Torres [72]. Recently, the Plancherel–Polya inequality on mixed Lebesgue
spaces L~p(Rn) and the wavelet characterization of L~p(Rn) were studied by Torres and
Ward [79]; the smoothing properties of bilinear operators and Leibniz-type rules inmixed
Lebesgue spaces L~p(Rn)were considered by Hart et al. [38]; the boundedness of the mul-
tilinear strong maximal operator from the product of mixed Lebesgue spaces to mixed
Lebesgue spaces was obtained by Liu et al. [57]. In addition, more recently, Co´rdoba and
Latorre Crespo in [23] revisited some classical conjectures in harmonic analysis in the set-
ting of mixed norm spaces. To be exact, they established the sharp boundedness for the
restriction of the Fourier transform to compact hypersurfaces of revolution and studied
an extension of the disc multiplier in the mixed norm setting. For more progresses about
the mixed Lebesgue space, we refer the reader to [3, 18, 19, 24, 40, 45, 61, 71].
On another hand, motivated by the aforementionedwork of Benedek and Panzone [8]
on mixed Lebesgue spaces L~p(Rn), numerous other function spaces with mixed norms
were introduced and studied. For instance, Besov spaces, Sobolev spaces and Bessel po-
tential spaces with mixed norms were investigated by Besov et al. [10, 11] in the 1970s;
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inhomogeneous Triebel–Lizorkin spaces with mixed norms were also studied by Besov
et al. in [12]; parabolic function spaces with mixed norms were considered by Gopala
Rao [36]. Particularly, in 1977, Fernandez [29] first introduced the Lorentz spaces with
mixed norms. Later, an interpolation result on these Lorentz spaces with mixed norms
was obtained by Milman [65]. Moreover, Lorentz–Marcinkiewicz spaces with mixed
norms and Orlicz spaces with mixed norms were considered by Milman in [63] and [64],
respectively; Banach function spaces with mixed norms were studied by Blozinski [13];
anisotropic mixed-norm Hardy spaces were introduced by Clenathous et al. in [21];
mixed Lebesgue spaces with variable exponents were considered by Ho [40]; Morrey
spaces with mixed norms were investigated by Nogayama [67, 68]. Indeed, the func-
tion spaces with mixed norms have attracted considerable attention and have rapidly
been developed. For more progresses about various function spaces with mixed norms
and their applications in the boundedness of different operators, we refer the reader
to [18, 20, 22, 33, 34, 38, 39, 47–50].
In the last two decades, due to the wider usefulness of function spaces with mixed
norms within the context of partial differential equations, there has been a renewed inter-
est in the study of them. More precisely, since the function spaces with mixed norms have
finer structures than the corresponding classical function spaces, they naturally arise in
the studies on the solutions of partial differential equations used to model physical pro-
cesses involving in both space and time variables, such as the heat or the wave equations
(particularly, the very useful Strichartz estimates); see, for instance, [3, 52–54, 78]. This is
also based on the fact that, while treating some linear or nonlinear equations, functions
with different orders of integrability in different variables give more precise information
on the parameters involved in the estimates and further induce a better regularity (of
traces) of solutions; see, for instance, [25, 35, 80]. Another recent interest in developing
the theory of function spaces with mixed norms comes from bilinear estimates and their
vector-valued extensions which have proved useful in partial differential equations in-
volving functions in n dimension space variable x and one dimension time variable t;
see, for instance, [5,6,31,38,79]. In particular, in order to obtain the smoothing properties
of bilinear operators and Leibniz-type rules in mixed Lebesgue spaces, Hart et al. [38] in-
troduced the mixed-norm Hardy space Hp,q(Rn+1) with p, q∈ (0,∞) via the Littlewood–
Paley g-function. As was mentioned in their article [38, p. 8586], the space Hp,q(Rn+1)
plays an important role in overcoming the difficulty caused by full derivatives both in
the space variable x and the time variable t in the mixed Lebesgue spaces. For more pro-
gresses about the applications of function spaces with mixed norms in partial differential
equations, we refer the reader to [16, 54, 55, 62].
The purposes of this article are threefold. The first one is to give a survey on the recent
developments of function spaces with mixed norms, including mixed Lebesgue spaces,
iterated weak Lebesgue spaces, weak mixed-norm Lebesgue spaces and mixed Morrey
spaces as well as anisotropic mixed-norm Hardy spaces. To be precise, the main results
that we review include: the interpolation theorems, the dual inequality of Stein type, the
Fefferman–Stein vector-valued inequality as well as the boundedness of fractional inte-
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gral operators and geometric inequalities on these three kinds of (weak) Lebesgue spaces
with mixed norms, the boundedness of maximal operators, Caldero´n–Zygmund opera-
tors and fractional integral operators on mixed Morrey spacesMp
~q (R
n), a necessary and
sufficient condition for the boundedness of the commutators of fractional integral oper-
ators onMp
~q (R
n), various real-variable characterizations of the anisotropic mixed-norm
Hardy spaces H
~p
~a (R
n), with ~a∈ [1,∞)n and ~p∈ (0,∞)n, and their dual spaces as well as
applications to the boundedness of Caldero´n–Zygmund operators. The second purpose
is to provide a detailed proof for an extended inequality on the central Hardy–Littlewood
maximal operator on mixed Lebesgue norms stated by Bagby in [4] but without giving
a proof and also improve some known results on the maximal function characterizations
of H
~p
~a (R
n) given in [21, Theorem 3.1] and the boundedness of Caldero´n–Zygmund op-
erators in [42, Theorems 6.8 and 6.9]. The last purpose is to correct some errors and seal
some gaps existing in the proof of the Lusin area function characterizations of H
~p
~a (R
n),
namely, the proof of the sufficiency of [42, Theorem 4.1].
The organization of this survey is as follows.
In Section 2, we first recall the notions of the mixed Lebesgue space L~p(Rn) with
~p∈ (0,∞]n, the iterated weak Lebesgue space
Lq2,∞(Lq1,∞)(Rn×Rm) with q1, q2∈ (0,∞),
theweakmixed-normLebesgue space L~q,∞(R2n)with~q∈(0,∞]2 and their basic properties
which include the completeness, the correspondingHo¨lder inequalities and interpolation
theorems. Then we present an extended very useful inequality about mixed Lebesgue
norms and the central Hardy–Littlewood maximal operator, which was stated by Bagby
in [4] but without giving a proof. We provide a detailed proof of this important inequal-
ity in Subsection 2.2 below. Finally, we give a survey on applications of these Lebesgue
spaceswithmixed norms, which include the dual inequality of Stein type and Fefferman–
Stein vector-valued inequality on mixed Lebesgue spaces L~p(Rn) proved by Nogayama
in [67] as well as the boundedness of fractional integral operators and geometric inequali-
ties on iteratedweak Lebesgue spaces Lq2,∞(Lq1,∞)(R2n) andweakmixed-norm Lebesgue
spaces L~q,∞(R2n) obtained by Chen and Sun in [18].
The aim of Section 3 is the summarization of mixed Morrey spaces Mp
~q (R
n), with
~q∈ (0,∞]n and p∈ (0,∞], and their applications to the boundedness of operators. To this
end, we first recall the notion and some examples of mixed Morrey spacesMp
~q (R
n) from
Nogayama [67] and then we further show some basic properties about these spaces, in-
cluding the completeness as well as the embedding theorem, obtained in the same afore-
mentioned article. Moreover, the behaviors of the Hardy–Littlewood maximal operator,
the iterated maximal operator, Caldero´n–Zygmund operators and fractional integral op-
erators on mixed Morrey spaces Mp
~q (R
n) are discussed. At the end of Section 3, we
review a necessary and sufficient condition for the boundedness of commutators of frac-
tional integral operators Iα with α∈ (0,n) onMp~q (Rn) established by Nogayama in [68].
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In Section 4, via recalling the notions of anisotropic quasi-homogeneous norms in
[9, 26] (see also [75]) and anisotropic non-tangential grand maximal functions in [21],
we first give the definition of anisotropic mixed-norm Hardy spaces H
~p
~a (R
n) appearing
in [21] (see also [42]), where ~a ∈ [1,∞)n and ~p ∈ (0,∞)n, and present some basic facts
about them. Then various real-variable characterizations of the spaces H
~p
~a (R
n), respec-
tively, in terms of various maximal functions, atoms, finite atoms and the Lusin area
function as well as the Littlewood–Paley g-function or the Littlewood–Paley g∗λ-function,
established in [21, 42], are displayed. Furthermore, as the applications of these various
real-variable characterizations, the dual spaces of H
~p
~a (R
n), a criterion on the bounded-
ness of sublinear operators from H
~p
~a (R
n) into a quasi-Banach space and the boundedness
of anisotropic convolutional δ-type and non-convolutional β-order Caldero´n–Zygmund
operators from H
~p
~a (R
n) to itself [or to L~p(Rn)], obtained in [42], are presented. Some
errors and gaps existing in the proof of the sufficiency of [42, Theorem 4.1] are also cor-
rected and sealed in Subsection 4.2.1. In addition, by providing a new proof, we improve
the maximal function characterizations of H
~p
~a (R
n) given in [21, Theorem 3.1]. The re-
vised versions of [42, Theorems 6.8 and 6.9] on the boundedness of anisotropic β-order
Caldero´n–Zygmund operators from H
~p
~a (R
n) to itself [or to L~p(Rn)] are also obtained.
Finally, we make some conventions on notation. We always let N := {1,2,.. .}, Z+ :=
{0}∪N and~0n be the origin of Rn. For any multi-index α :=(α1,. . .,αn)∈ (Z+)n=:Zn+, let
|α| :=α1+···+αn and
∂α :=
(
∂
∂x1
)α1
···
(
∂
∂xn
)αn
.
We denote by C a positive constantwhich is independent of the main parameters, but may
vary from line to line. The notation f . g means f ≤Cg and, if f . g. f , we then write
f ∼ g. We also use the following convention: If f ≤Cg and g= h or g≤ h, we then write
f . g∼h or f . g.h, rather than f . g=h or f . g≤h. For any p∈ [1,∞], we denote by p′
its conjugate index, namely, 1/p+1/p′=1. Moreover, if ~p :=(p1,. . .,pn)∈ [1,∞]n , we denote
by ~p′ :=(p′1,. . .,p
′
n) its conjugate index, namely, for any i∈{1,.. . ,n},
1
pi
+
1
p′i
=1.
In addition, for any set E⊂Rn, we denote by E∁ the set Rn\E, by 1E its characteristic
function and |E| its n-dimensional Lebesgue measure. For any ℓ∈R, we denote by ⌊ℓ⌋ the
largest integer not greater than ℓ. In what follows, the symbol C∞(Rn) denotes the set of all
infinitely differentiable functions on Rn.
2 (Weak) Lebesgue spaces with mixed norms
The aims of this section are twofold. The first one is devoted to summarizing three kinds
of (weak) Lebesgue spaces with mixed norms, which include the mixed Lebesgue space
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L~p(Rn) with ~p ∈ (0,∞]n, the iterated weak Lebesgue space Lq2,∞(Lq1,∞)(Rn×Rm) with
q1, q2 ∈ (0,∞) and the weak mixed-norm Lebesgue space L~q,∞(R2n) with ~q∈ (0,∞]2 (see
Subsection 2.1 below), then we further review some properties of these spaces as well
as their applications to the dual inequality of Stein type, the Fefferman–Stein vector-
valued inequality, the boundedness of fractional integrals and geometric inequalities (see
Subsection 2.3 below). The second one is to recall an extended inequality about mixed
Lebesgue norms and the central Hardy–Littlewoodmaximal operator, and further to pro-
vide a detailed proof for it (see Subsection 2.2 below).
2.1 (Weak) Lebesgue spaces with mixed norms
In this subsection, we first recall the definitions of three kinds of (weak) Lebesgue spaces
with mixed norms and then display some basic properties of them, including the com-
pleteness, the corresponding Ho¨lder inequalities (see Subsection 2.1.1 below) as well as
interpolation theorems (see Subsection 2.1.2 below). To this end, we first present the no-
tion of mixed Lebesgue spaces L~p(Rn) with ~p∈ (0,∞]n, which was originally introduced
in [8].
Definition 2.1. Let ~p :=(p1,. . .,pn)∈(0,∞]n. The mixed Lebesgue space L~p(Rn) is defined to
be the set of all measurable functions f such that their quasi-norms
‖ f‖L~p(Rn) :=
{∫
R
···
[∫
R
| f (x1,. . .,xn)|p1 dx1
] p2
p1 ··· dxn
} 1
pn
<∞
with the usual modifications made when pi=∞ for some i∈{1,.. . ,n}.
Remark 2.1. Obviously, when ~p := (
n times︷ ︸︸ ︷
p,. . . ,p) with some p∈ (0,∞], the space L~p(Rn) co-
incides with the classical Lebesgue space Lp(Rn) and, in this case, they have the same
quasi-norms.
If ~p∈ [1,∞]n, Benedek and Panzone proved that the mixed Lebesgue space L~p(Rn) is
complete in [8, p. 304, Theorem 1.b)], which is stated as follows.
Theorem 2.1. Let ~p∈ [1,∞]n, then (L~p(Rn),‖·‖L~p(Rn)) becomes a Banach space.
Moreover, it was also shown by Benedek and Panzone in [8, p. 304, Theorem 1.a)] that
the dual space of L~p(Rn) with any given ~p∈ [1,∞) is L~p′(Rn) as follows.
Theorem 2.2. Let ~p∈ [1,∞)n and ~p′ denote the conjugate exponent of ~p, namely, for any i ∈
{1,.. . ,n}, 1/pi+1/p′i = 1. Then the dual space of L~p(Rn), denoted by (L~p(Rn))∗, is L~p
′
(Rn)
in the following sense: J is a continuous linear functional on L~p(Rn) if and only if there exists a
uniquely h∈L~p′(Rn) such that, for any f ∈L~p(Rn),
J( f )=
∫
Rn
f (x)h(x)dx
and ‖J‖(L~p(Rn))∗=‖h‖L~p′ (Rn).
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Now, we recall the notions of iterated weak Lebesgue spaces and weak mixed-norm
Lebesgue spaces given in [18, Definition 1.1].
Definition 2.2. Let~p:=(p1,p2)∈(0,∞]2. The iterated weak Lebesgue space Lp2,∞(Lp1,∞)(Rn×
Rm) with n, m∈N is defined to be the set of all measurable functions f such that
‖ f‖Lp2,∞(Lp1,∞)(Rn×Rm) := sup
β∈(0,∞)
β
∣∣∣∣∣
{
y∈Rm : sup
α∈(0,∞)
α|{x∈Rn : | f (x,y)|>α}|1/p1>β
}∣∣∣∣∣
1/p2
<∞
and the weak mixed-norm Lebesgue space L~p,∞(Rn) is defined to be the set of all measurable
functions g such that
‖g‖L~p,∞(Rn) := sup
α∈(0,∞)
α
∥∥∥1{x∈Rn: |g(x)|>α}∥∥∥
L~p(Rn)
<∞.
The completeness of iterated weak Lebesgue spaces and weak mixed-norm Lebesgue
spaces was proved in [18, Theorem 2.10] as follows.
Theorem 2.3. Let ~p := (p1,p2) ∈ (0,∞]2. Then the weak spaces Lp2,∞(Lp1,∞)(Rn×Rm) and
L~p,∞(Rn) are both complete.
The iterated weak Lebesgue space and the weak mixed-norm Lebesgue space are two
different spaces and one of them can not cover each other, which was obtained in [18,
Theorem 2.2].
Theorem 2.4. Let ~p :=(p1,p2)∈ (0,∞)2. Then, for any x∈Rn and y∈Rm, one has
(i) Lp2,∞(Lp1,∞)(Rn×Rm)*L~p,∞(Rn×Rm).
(ii) L~p,∞(Rn×Rm)*Lp2,∞(Lp1,∞)(Rn×Rm).
(iii) Lp2,∞(Lp1,∞)(Rn×Rm)*Lp1,∞(Lp2,∞)(Rm×Rn) .
(iv) Lp1,∞(Lp2,∞)(Rm×Rn)*Lp2,∞(Lp1,∞)(Rn×Rm).
(v) L~p(Rn×Rm)(L~p,∞(Rn×Rm)⋂Lp2,∞(Lp1,∞)(Rn×Rm).
For any given ~p :=(p1,p2)∈ (0,∞)2, the space Lp2,∞(Lp1)(Rn×Rm) is defined to be the
set of all measurable functions f such that
‖ f‖Lp2,∞(Lp1 )(Rn×Rm) := sup
α∈(0,∞)
α
∣∣∣{y∈Rm : ‖ f (·,y)‖Lp1 (Rn)>α}∣∣∣1/p2<∞
and the space Lp2(Lp1,∞)(Rn×Rm) is defined to be the set of all measurable functions g
such that
‖g‖Lp2 (Lp1,∞)(Rn×Rm) :=
∥∥∥∥∥ supα∈(0,∞)α|{x∈Rn : |g(x,·)|>α}|1/p1
∥∥∥∥∥
Lp2(Rm)
<∞.
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The relations among these three mixed norms of Lp2,∞(Lp1)(Rn×Rm), Lp2(Lp1,∞)(Rn×
Rm) and L~p,∞(Rn×Rm) are as follows, which is just [18, Theorem 2.4].
Theorem 2.5. Let ~p :=(p1,p2)∈ (0,∞)2. Then
(i) Lp2(Lp1,∞)(Rn×Rm)⊂ L~p,∞(Rn×Rm) and, for any measurable function f defined on
Rn×Rm,
‖ f‖L~p,∞(Rn×Rm)≤‖ f‖Lp2 (Lp1,∞)(Rn×Rm).
(ii) Lp2,∞(Lp1)(Rn×Rm)*L~p,∞(Rn×Rm) and L~p,∞(Rn×Rm)*Lp2,∞(Lp1)(Rn×Rm).
2.1.1 Ho¨lder inequalities
It is known that the Ho¨lder inequality holds true for classical Lebesgue spaces and weak
Lebesgue spaces. We now discuss the Ho¨lder inequality on the above three kinds of
(weak) Lebesgue spaces. First, for mixed Lebesgue spaces L~p(Rn), we have the following
conclusion, which was obtained by Benedek and Panzone in [8, (1)].
Theorem 2.6. Let ~p∈ [1,∞]n. Then, for any measurable function f and g, one has
‖ f g‖L1(Rn)≤‖ f‖L~p(Rn)‖g‖L~p′ (Rn),
where ~p′ denotes the conjugate vector of ~p, namely, for any i∈{1,.. . ,n}, 1/pi+1/p′i=1.
Let ~p :=(p1,. . .,pn)∈ (0,∞]n, ~q :=(q1,. . .,qn)∈ (0,∞]n and~r :=(r1,. . .,rn)∈ (0,∞]n satisfy
that, for any i∈{1,.. . ,n},
1
ri
=
1
pi
+
1
qi
.
Then, via the inequality in Theorem 2.6, we find that, for any measurable functions f and
g,
‖ f g‖L~r(Rn)≤‖ f‖L~p(Rn)‖g‖L~q(Rn). (2.1)
Recall that, applying the Ho¨lder inequality for classical weak Lebesgue spaces, the
corresponding extended inequality (2.1) for iterated weak Lebesgue spaces was shown
by Chen and Sun in [18, Theorem 2.16].
Theorem 2.7. Let ~p := (p1,p2), ~q := (q1,q2) and ~r := (r1,r2) satisfy that, for any i ∈ {1,2},
pi, qi, ri∈ (0,∞] and
1
ri
=
1
pi
+
1
qi
.
Then there exists a positive constant C, depending on ~p, ~q and~r, such that, for any measurable
functions f and g defined on Rn×Rm,
‖ f g‖Lr2,∞(Lr1,∞)(Rn×Rm)≤C‖ f‖Lp2,∞(Lp1,∞)(Rn×Rm)‖g‖Lq2,∞(Lq1,∞)(Rn×Rm),
where C := ∏2i=1(pi/ri)
1/pi(qi/ri)
1/qi if pi, qi 6= ∞ for any i ∈ {1,2} and C := 1 if pi = ∞ or
qi=∞ for some i∈{1,2}.
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However, for weak mixed-norm Lebesgue spaces, the correspondingHo¨lder inequal-
ity usually does not hold true. Particularly, we state a result in [18, Theorem 2.17] as
follows.
Theorem 2.8. Let ~p := (p1,p2), ~q := (q1,q2) and ~r := (r1,r2) satisfy that, for any i ∈ {1,2},
pi, qi, ri∈ (0,∞] and
1
ri
=
1
pi
+
1
qi
.
Then there exists a positive constant C, depending on ~p, ~q and~r, such that, for any measurable
functions f and g defined on Rn,
‖ f g‖L~r,∞(Rn)≤C‖ f‖L~p,∞(Rn)‖g‖L~q,∞(Rn)
holds true if and only if p1q2= p2q1. Moreover, when this condition holds true, then
C :=

max
{
1,21/r1−1/r2
} p1/p22 q1/q22
r
1/r2
2
when p1, p2, q1, q2∈ (0,∞),
max
{
1,21/r1−1
} pr1/p11 qr1/q11
r1
when p2=q2=∞, p1, q1∈ (0,∞),
p
1/p2
2 q
1/q2
2
r
1/r2
2
when p1=q1=∞, p2, q2∈ (0,∞),
1 when ~p=(∞,∞) or~q=(∞,∞).
2.1.2 Interpolations
Interpolation theorem has proved an important and useful tool in many applications due
to the fact that it is applicable to allow one to pass from hypotheses for certain exponents
p (for instance p= 2 and p=∞) to conclusions involving a range of p [for instance p∈
(2,∞)]. In this subsection, we mainly review some interpolation results about the above
(weak) Lebesgue spaces with mixed norms.
Let the symbol V(Rn) denote the set of all simple functions on Rn. Note that V(Rn)⊂
L~p(Rn) and V(Rn) is dense in L~p(Rn) for any given ~p∈ [1,∞)n (see [8, p. 313]). We first
display the Riesz–Thorin interpolation theorem on mixed Lebesgue spaces, which was
established by Benedek and Panzone in [8, p. 316, Theorem 2].
Theorem 2.9. Let θ∈ (0,1), ~p :=(p1,. . .,pn), ~q :=(q1,. . .,qn), ~p(j) :=(p(j)1 ,. . .,q(j)n ) and ~q(j) :=
(q
(j)
1 ,. . .,q
(j)
n ) for any j∈{1,2} satisfy that, for any i∈{1,.. . ,n} and j∈{1,2}, pi, qi, p(j)i , q(j)i ∈
[1,∞],
1
pi
=
θ
p
(1)
i
+
1−θ
p
(2)
i
and
1
qi
=
θ
q
(1)
i
+
1−θ
q
(2)
i
.
Let T be a linear operator, defined on V(Rn), satisfy that there exist two positive constants M1
and M2 such that, for any j∈{1,2} and f ∈V(Rn),
‖T( f )‖
L~p
(j)
(Rn)
≤Mj‖ f‖L~q(j)(Rn) .
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Then, for any f ∈V(Rn),
‖T( f )‖L~p(Rn)≤M1−θ1 Mθ2‖ f‖L~q(Rn) .
Furthermore, if ~q∈ [1,∞)n, the linear operator T can be uniquely extended to the space L~q(Rn).
Remark 2.2. We point out that Theorem 2.9 plays a curial role in the proof of Theorem
2.12 below.
For weak mixed-norm Lebesgue spaces, Chen and Sun obtained the following inter-
polation theorem in [18, Theorem 2.21].
Theorem 2.10. Let ~p := (p1,p2), ~q := (q1,q2) and~r := (r1,r2) satisfy that, for any i ∈ {1,2},
pi, qi, ri∈ (0,∞) and
1
ri
=
θ
pi
+
1−θ
qi
with constant θ∈ (0,1). Then, for any measurable function f defined on Rn×Rm, one has
‖ f‖L~r,∞(Rn×Rm)≤‖ f‖θL~p,∞(Rn×Rm)‖ f‖1−θL~q,∞(Rn×Rm)
and
‖ f‖L~r(Rn×Rm)≤
(
r1
r1−p1 +
r1
q1−r1
)1/r1
‖ f‖θLp2 (Lp1,∞)(Rn×Rm)‖ f‖1−θLq2 (Lq1,∞)(Rn×Rm).
However, if 1/p1+1/p2 = 1/q1+1/q2, then, for any multiple index ~r ∈ (0,∞)2, L~p,∞(Rn×
Rm)∩L~q,∞(Rn×Rm)*L~r(Rn×Rm).
Moreover, in [18, Theorem 2.22], Chen and Sun provided the following interpolation
theorem for iterated weak Lebesgue spaces.
Theorem 2.11. Let~r :=(r1,r2)∈ (0,∞)2 and p1, q1, p2,1, p2,2, q2,1, q2,2∈ (0,∞) satisfy that
1
r1
=
θ
p1
+
1−θ
q1
and
1
r2
=
θξ
p2,1
+
(1−θ)ξ
p2,2
+
θ(1−ξ)
q2,1
+
(1−θ)(1−ξ)
q2,2
,
where the constants θ, ξ ∈ (0,1). Then there exists a positive constant C such that, for any
measurable function f defined on Rn×Rm,
‖ f‖L~r(Rn×Rm)≤C‖ f‖ξθLp2,1,∞(Lp1,∞)(Rn×Rm)‖ f‖
ξ(1−θ)
Lp2,2,∞(Lq1,∞)(Rn×Rm)
×‖ f‖(1−ξ)θ
Lq2,1 ,∞(Lp1,∞)(Rn×Rm)‖ f‖
(1−ξ)(1−θ)
Lq2,2,∞(Lq1,∞)(Rn×Rm).
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2.2 An extended inequality on the central Hardy–Littlewood maximal opera-
tor
In this subsection, we first recall an extended inequality about mixed Lebesgue norms
and the central Hardy–Littlewood maximal operator, which was stated by Bagby [4]
without giving a proof. For its importance and also the convenience of the reader, we
provide a detailed proof for it in this subsection.
To begin with, we state this inequality as follows. In what follows, the symbol L1loc(E)
denotes the collection of all locally integrable functions on set E.
Theorem 2.12. Let m∈Z+ and f ∈L1loc(Rn×Rm). For any s∈Rn and t∈Rm, define
f ∗(s,t) := sup
r∈(0,∞)
1
|B(s,r)|
∫
B(s,r)
| f (y,t)|dy,
here and thereafter, for any s∈Rn and r∈(0,∞), B(s,r) :={z∈Rn : |z−s|<r}. If m∈N, then,
for any given ~pm :=(p1,. . .,pm)∈ (1,∞)m and any s∈Rn, define
TL~pm (Rm)( f )(s) :=
{∫
R
···
[∫
R
| f (s,t1 . . . ,tm)|p1 dt1
] p2
p1 ··· dtm
} 1
pm
,
where, if m≡0, then let R0 :=∅ and TL~pm (Rm)( f )(s) := | f (s)| for any s∈Rn. Thus, for any given
q∈ (1,∞), there exists a positive constant C, depending on q, such that∫
Rn
[
TL~pm (Rm)( f
∗)(s)
]q
ds≤C
∫
Rn
[
TL~pm (Rm)( f )(s)
]q
ds. (2.2)
Remark 2.3. We should point out that Theorem 2.12 plays a key role in the proofs of both
the boundedness of the Hardy–Littlewood maximal operator on mixed Lebesgue spaces
(see [42, Lemma 3.5] or [67, Theorem 1.2]) and Fefferman–Stein vector-valued inequality
on mixed Lebesgue spaces (see [51, p. 679] or [67, Theorem 1.7]), which are known to be
fundamental tools in developing a real-variable theory of related function spaces.
Recall that the centered Hardy–Littlewood maximal function f ∗ of f ∈L1loc(Rn) is defined
by setting, for any x∈Rn,
f ∗(x) := sup
r∈(0,∞)
1
|B(x,r)|
∫
B(x,r)
| f (y)|dy. (2.3)
The succeeding two conclusions are just, respectively, [8, p. 304, Theorem 2] and [27,
Lemma 1], which are used later to show Theorem 2.12.
Theorem 2.13. Let ~p∈ [1,∞]n and f be a measurable function on Rn. Then
‖ f‖L~p(Rn)= sup
g∈U
~p′
∣∣∣∣∫
Rn
f (x)g(x)dx
∣∣∣∣ ,
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where ~p′ denotes the conjugate vector of ~p, namely, for any i∈{1,.. . ,n}, 1/pi+1/p′i=1 and U~p′
the unit sphere of L~p
′
(Rn).
Theorem 2.14. For any r∈ (1,∞), there exists a positive constant C, depending only on r, such
that, for any positive real-valued functions f and φ on Rn,∫
Rn
[ f ∗(x)]rφ(x)dx≤C
∫
Rn
[ f (x)]rφ∗(x)dx,
where f ∗ and φ∗ respectively denote the centered Hardy–Littlewood maximal functions of f and
φ as in (2.3).
Via Theorems 2.13 and 2.14, we now show Theorem 2.12.
Proof of Theorem 2.12. We prove this theorem by induction. Let m∈Z+ and f ∈ L1loc(Rn×
Rm). We perform induction on m. If m :=0, then f ∈ L1loc(Rn) and the desired inequality
(2.2) becomes, for any given q∈ (1,∞),∫
Rn
| f ∗(s)|q ds.
∫
Rn
| f (s)|q ds.
This is just the well-known boundedness of the centered Hardy–Littlewoodmaximal op-
erator on Lq(Rn) with any given q∈ (1,∞) (see, for instance, [73, p. 13, Theorem 1.(c)]).
Now assume (2.2) holds true for m := k with some fixed k∈N, namely, for any given
~pk :=(p1,. . .,pk)∈ (1,∞)k and q∈ (1,∞),∫
Rn
[
TL~pk (Rk)( f
∗)(s)
]q
ds.
∫
Rn
[
TL~pk (Rk)( f )(s)
]q
ds. (2.4)
To complete the proof of Theorem 2.12, it suffices to show that, for m := k+1, (2.2) also
holds true. To this end, we only need to prove, for any given ~pk ∈ (1,∞)k, r∈ (1,∞] and
q∈ (1,∞),
∫
Rn
{
TL~pk (Rk)
([∫
R
| f ∗(s,y)|r dy
]1/r)}q
ds
.
∫
Rn
{
TL~pk (Rk)
([∫
R
| f (s,y)|r dy
]1/r)}q
ds (2.5)
with the usual modifications made when r=∞. Indeed, for any given r∈(1,∞), any s∈Rn
and t˜∈Rk, let
Jr( f )(s, t˜) :=
[∫
R
∣∣ f (s,y, t˜)∣∣r dy]1/r
and J∞( f )(s, t˜) := esssupy∈R
∣∣ f (s,y, t˜)∣∣. Then we can rewrite (2.5) simply as∫
Rn
[
TL~pk (Rk)(Jr ( f
∗))(s)
]q
ds.
∫
Rn
[
TL~pk(Rk) (Jr( f ))(s)
]q
ds. (2.6)
CONTENTS 13
We now prove (2.6) by three steps.
Step 1. In this step, we show that (2.6) holds true for r=∞. To do this, first notice that,
for any s∈Rn, t˜∈Rk and almost every y∈R,∣∣ f (s,y, t˜)∣∣≤ J∞( f )(s, t˜).
Thus, for any s∈Rn, t˜∈Rk and almost every y∈R, we have
f ∗(s,y, t˜)≤ [J∞( f )]∗ (s, t˜)
and hence
J∞( f
∗)(s, t˜)≤ [J∞( f )]∗ (s, t˜).
From this and (2.4), it follows that, for any given ~pk∈ (1,∞)k and q∈ (1,∞),∫
Rn
[
TL~pk (Rk)(J∞ ( f
∗))(s)
]q
ds≤
∫
Rn
[
TL~pk(Rk)
(
[J∞( f )]
∗)(s)]q ds
.
∫
Rn
[
TL~pk(Rk) (J∞( f ))(s)
]q
ds,
which implies that (2.6) holds true for r=∞.
Step 2. In this step, we prove that (2.6) holds true for any given r∈(1,min{q,p1,. . .,pk}).
Indeed, note that, for any s∈Rn,
TL~pk(Rk)(Jr ( f
∗))(s)=TL~pk (Rk)
({∫
R
[ f ∗(s,y)]r dy
}1/r)
=
[
TL~pk/r(Rk)
(∫
R
[ f ∗(s,y)]r dy
)]1/r
,
where ~pk/r :=(p1/r,. . . ,pk/r)∈(1,∞)k. Therefore, for any given q∈(1,∞), by the fact that
r∈ (1,min{q,p1,. . .,pk}) and Theorem 2.13, we have∫
Rn
[
TL~pk(Rk) (Jr ( f
∗))(s)
]q
ds=
∫
Rn
[
TL~pk/r(Rk)
(∫
R
[ f ∗(s,y)]r dy
)]q/r
ds
=
∥∥∥∥∥
∥∥∥∥∫
R
[ f ∗(·,y,·)]r dy
∥∥∥∥
L~pk/r(Rk)
∥∥∥∥∥
q/r
Lq/r(Rn)
=sup
φ
∣∣∣∣∫
Rn
∫
Rk
{∫
R
[
f ∗(s,y, t˜)
]r
dy
}
φ(s, t˜)dt˜ds
∣∣∣∣q/r , (2.7)
where the supremum is taken over all φ belonging to{
ζ∈L(q/r)′(L(~pk/r)′)(Rn+k) :
∫
Rn
[
T
L(~pk/r)
′
(Rk)
(ζ)(s)
] q
q−r
ds=1
}
.
14 CONTENTS
This, together with the Tonelli theorem and Theorem 2.14, implies that∣∣∣∣∫
Rn
∫
Rk
{∫
R
[
f ∗(s,y, t˜)
]r
dy
}
φ(s, t˜)dt˜ds
∣∣∣∣
≤
∫
Rk
∫
R
∫
Rn
[
f ∗(s,y, t˜)
]r ∣∣φ(s, t˜)∣∣dsdydt˜.∫
Rk
∫
R
∫
Rn
∣∣ f (s,y, t˜)∣∣rφ∗(s, t˜)dsdydt˜.
From this, the Tonelli theorem again, the fact that r∈ (1,min{q,p1,. . .,pk}), Theorem 2.6
and the Ho¨lder inequality, it follows that∣∣∣∣∫
Rn
∫
Rk
{∫
R
[
f ∗(s,y, t˜)
]r
dy
}
φ(s, t˜)dt˜ds
∣∣∣∣
.
∫
Rn
∫
Rk
[∫
R
∣∣ f (s,y, t˜)∣∣r dy]φ∗(s, t˜)dt˜ds
.
∫
Rn
TL~pk/r(Rk)
(∫
R
| f (s,y)|r dy
)
T
L(~pk/r)
′
(Rk)
(φ∗)(s)ds
.
{∫
Rn
[
TL~pk/r(Rk)
(∫
R
| f (s,y)|r dy
)]q/r
ds
}r/q
×
{∫
Rn
[
T
L(~pk/r)
′
(Rk)
(φ∗)(s)
]q/(q−r)
ds
}1−r/q
,
which, combined with (2.4) and the fact that
∫
Rn
[
T
L(~pk/r)
′
(Rk)
(φ)(s)
] q
q−r
ds=1, further im-
plies that ∣∣∣∣∫
Rn
∫
Rk
{∫
R
[
f ∗(s,y, t˜)
]r
dy
}
φ(s, t˜)dt˜ds
∣∣∣∣
.
{∫
Rn
[
TL~pk/r(Rk)
(∫
R
| f (s,y)|r dy
)]q/r
ds
}r/q
×
{∫
Rn
[
T
L(~pk/r)
′
(Rk)
(φ)(s)
]q/(q−r)
ds
}1−r/q
.
{∫
Rn
[
TL~pk/r(Rk)
(∫
R
| f (s,y)|r dy
)]q/r
ds
}r/q
∼
{∫
Rn
[
TL~pk (Rk)(Jr( f ))(s)
]q
ds
}r/q
.
By this and (2.7), we conclude that (2.6) holds true for any given r∈ (1,min{q,p1,. . .,pk}).
Step 3. In this step, based on the obtained results in Steps 1 and 2 above, we complete
the proof of (2.6) via an interpolation procedure. To this end, recall that Theorem 2.9, the
Riesz–Thorin interpolation theorem on mixed Lebesgue spaces, has been established by
CONTENTS 15
Benedek and Panzone in [8, p. 316, Theorem 2]. However, this interpolation theorem is
only applicable to linear operators and, obviously, the Hardy–Littlewood maximal op-
erator as in (2.3) is only sublinear. Thus, for any i∈Z, we define a linear operator Γ by
setting, for any f ∈L1loc(Rn×R×Rk), s∈Rn, y∈R and t˜∈Rk,
(Γ( f ))i (s,y, t˜) :=
1
|B(s,2i)|
∫
B(s,2i)
f (z,y, t˜)dz,
where, for any s∈Rn and i∈Z, B(s,2i) :={z∈Rn : |z−s|<2i}, and let
I∞ [{Γ( f )}](s,y, t˜) :=sup
i∈Z
∣∣(Γ f )i (s,y, t˜)∣∣.
Then it is easy to see that, for any s∈Rn, y∈R and t˜∈Rk,
I∞ [{Γ( f )}](s,y, t˜)≤ f ∗(s,y, t˜). (2.8)
In addition, notice that, for any r∈ (0,∞), there exists some ir∈Z such that r∈ [2ir−1,2ir).
Therefore, for any r∈ (0,∞), s∈Rn, y∈R and t˜∈Rk,
1
|B(s,r)|
∫
B(s,r)
∣∣ f (z,y, t˜)∣∣dz≤ 1
rnυn
∫
B(s,2ir)
∣∣ f (z,y, t˜)∣∣dz≤ 1
2(ir−1)nυn
∫
B(s,2ir)
∣∣ f (z,y, t˜)∣∣dz
=2n I∞ [{Γ( f )}](s,y, t˜),
here and thereafter, υn denotes the Lebesgue measure of the unit ball on R
n, namely,
υn := |B(~0n,1)| with B(~0n,1) :={y∈Rn : |y|<1}. Thus, for any s∈Rn, y∈R and t˜∈Rk,
f ∗(s,y, t˜)≤2n I∞ [{Γ( f )}] (s,y, t˜),
which, together with (2.8), further implies that
I∞ [{Γ( f )}](s,y, t˜)∼ f ∗(s,y, t˜).
Thus, (2.6) is equivalent to, for any given ~pk∈ (1,∞)k, r∈ (1,∞] and q∈ (1,∞),∫
Rn
[
TL~pk(Rk) (Jr (I∞ [{Γ( f )}]))(s)
]q
ds.
∫
Rn
[
TL~pk (Rk) (Jr( f ))(s)
]q
ds. (2.9)
For any given ~pk∈ (1,∞)k, r∈ (1,∞] and q∈ (1,∞), let
‖Γ(| f |)‖~Qr(~pk,q) :=
∫
Rn
[
TL~pk (Rk) (Jr (I∞ [{Γ( f )}]))(s)
]q
ds
and
‖ f‖~Vr(~pk,q) :=
∫
Rn
[
TL~pk(Rk)(Jr( f ))(s)
]q
ds
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Then (2.9) becomes, for any given ~pk∈ (1,∞)k, r∈ (1,∞] and q∈ (1,∞),
‖Γ(| f |)‖~Qr(~pk,q).‖ f‖~Vr(~pk,q) .
On another hand, by the conclusions of Steps 1 and 2, we know that, for any given
~pk∈ (1,∞)k and q∈ (1,∞),
‖Γ(| f |)‖~Q∞(~pk,q).‖ f‖~V∞(~pk,q)
and, for any given r∈ (1,min{q,p1,. . .,pk}),
‖Γ(| f |)‖~Qr(~pk,q).‖ f‖~Vr(~pk,q) ,
which, combined with Theorem 2.9, further implies that, for any given r∈ (1,∞],
‖Γ(| f |)‖~Qr(~pk,q).‖ f‖~Vr(~pk,q) .
This implies that (2.9) holds true and hence finishes the proof of Theorem 2.12.
2.3 Applications
This subsection is devoted to a survey of some applications which include the dual in-
equality of Stein type, the Fefferman–Stein vector-valued inequality on mixed Lebesgue
spaces L~p(Rn) proved by Nogayama in [67] as well as the boundedness of fractional inte-
grals and geometric inequalities on iterated weak Lebesgue spaces Lq2,∞(Lq1,∞)(R2n) and
weak mixed-norm Lebesgue spaces L~q,∞(R2n) obtained by Chen and Sun in [18]. For this
purpose, we first present the notion of iterated maximal operators.
For any k∈{1,.. . ,n}, themaximal function Mk( f ) of any f∈L1loc(Rn) for the kth variable
is defined by setting, for any x :=(x1,. . .,xn)∈Rn,
Mk( f )(x) := sup
I∈Ixk
1
|I|
∫
I
| f (x1,. . .,xk−1,yk,xk+1,. . .,xn)|dyk , (2.10)
where, for any k∈{1,.. . ,n}, Ixk denotes the set of all intervals in Rxk containing xk. More-
over, for any given t∈ (0,∞), the iterated maximal function Mt( f ) of any f ∈ L1loc(Rn) is
defined by setting, for any x∈Rn,
Mt( f )(x) :=
[
Mn ···
(
M1(| f |t)
)
(x)
]1/t
. (2.11)
Now we state a result given in [67, Theorem 1.6] about the dual inequality of Stein
type on mixed Lebesgue spaces, which extends the corresponding result of Fefferman
and Stein [27, Lemma 1]. To this end, we first recall the following notion ofMuckenhoupt
weights.
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Definition 2.3. Let p∈ (1,∞). The weight class Ap(Rn) is defined to be the set of all non-
negative locally integrable functions ω on Rn such that
[ω]Ap(Rn) := sup
Q∈Rn
1
|Q|p
∫
Q
ω(x)dx
(∫
Q
[ω(y)]−p
′/p dy
)p/p′
<∞,
where the supremum is taken over all closed cubes Q⊂Rn and 1/p+1/p′=1.
When p=1, the weight class A1(R
n) is defined to be the set of all non-negative locally
integrable functions ω on Rn such that
[ω]A1(Rn) := sup
Q∈Rn
1
|Q|
∫
Q
ω(x)dx
(
esssup
y∈Q
[ω(y)]−1
)
<∞,
where the supremum is taken over all closed cubes Q⊂Rn. Moreover, for any E⊂Rn, let
ω(E) :=
∫
Eω(x)dx.
Theorem 2.15. Let ~p :=(p1,. . .,pn)∈ [1,∞)n, t∈(0,min{p1,. . .,pn}) and, for any j∈{1,.. . ,n},
(ωj)
t∈Apj(R). Then there exists a positive constant C such that, for any measurable function f ,∥∥∥∥∥∥Mt( f )·
n⊗
j=1
(ωj)
1
pj
∥∥∥∥∥∥
L~p(Rn)
≤C
∥∥∥∥∥∥ f ·
n⊗
j=1
[
Mj(ωj)
] 1
pj
∥∥∥∥∥∥
L~p(Rn)
,
where, for any x= (x1,. . .,xn)∈Rn, (⊗nj=1ωj)(x) := ∏nj=1ωj(xj) and Mj as well as Mt are,
respectively, as in (2.10) and (2.11).
Moreover, the following Fefferman–Stein vector-valued inequality of iterated maxi-
mal operators Mt on mixed Lebesgue spaces was also shown by Nogayama in [67, The-
orem 1.7] (see also [51, p. 679]).
Theorem 2.16. Let ~p∈ (0,∞)n, u∈ (0,∞] and t∈ (0,min{p1,. . .,pn,u}). Then there exists a
positive constant C such that, for any sequence { f j}j∈N of measurable functions,∥∥∥∥∥∥
(
∑
j∈N
[
Mt( f j)
]u) 1u ∥∥∥∥∥∥
L~p(Rn)
≤C
∥∥∥∥∥∥
(
∑
j∈N
∣∣ f j∣∣u
) 1
u
∥∥∥∥∥∥
L~p(Rn)
,
where Mt is as in (2.11).
To present some applications of iterated weak Lebesgue spaces and weak mixed-
norm Lebesgue spaces, we recall the following conclusions given in [18, Theorem 3.1],
which imply some boundedness of non-negative measurable functions from L∞(R2n) to
L~q,∞(R2n) or to Lq2,∞(Lq1,∞)(R2n).
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Theorem 2.17. Let ~q := (q1,q2)∈ (0,∞]2. Then there exists a positive constant C, depending
only on ~q and n, such that, for any non-negative measurable function F on R2n,
‖F‖L~q,∞(R2n)≤C sup
x,y∈Rn
{
F(x,y)(|x+y|+|x−y|)n/q1+n/q2
}
and
‖F‖Lq2,∞(Lq1,∞)(R2n)≤C sup
x,y∈Rn
{
F(x,y)(|x+y|+|x−y|)n/q1+n/q2
}
.
Next we state the following conclusions of [18, Theorem 3.2], which further induce
two geometric inequalities as Theorem 2.19 below.
Theorem 2.18. Let ~q :=(q1,q2)∈ (0,∞)2. Then there exists a constant C, depending only on ~q
and n, such that, for any non-negative measurable function F on R2n,
‖F‖Lq2,∞(Lq1 )(R2n)≤C sup
x,y∈Rn
{
F(x,y)(|x+y|+|x−y|)n/q1+n/q2
}
.
Moreover, on the endpoint cases, for any given q1∈ (0,∞], there exists a positive constant C,
depending only on q1 and n, such that, for any non-negative measurable function F on R
2n,
‖F‖Lq1,∞(L∞)(R2n)≤C sup
x,y∈Rn
{F(x,y)(|x+y|+|x−y|)n/q1}
and
‖F‖L∞(Lq1,∞)(R2n)≤C sup
x,y∈Rn
{F(x,y)(|x+y|+|x−y|)n/q1}.
As a consequence of Theorem 2.18, the following geometric inequalities were ob-
tained by Chen and Sun in [18, Corollary 3.3].
Theorem 2.19. Let~p:=(p1,p2)∈(0,∞]2. Then there exists a positive constant C, depending only
on ~p and n, such that, for any non-negative function f ∈ Lp1,∞(Rn) and non-negative function
g∈Lp2,∞(Rn),
‖ f‖Lp1,∞(Rn)‖g‖Lp2,∞(Rn)≤C sup
x,y∈Rn
{
f (x)g(y)|x+y|n/p1+n/p2
}
.
Moreover, there exists a positive constant C such that, for any non-negative function f ∈Lp1(Rn)
and non-negative function g∈Lp2(Rn),
‖ f‖Lp1 (Rn)‖g‖Lp2 (Rn)≤C sup
x,y∈Rn
{
f (x)g(y)|x−y|n/p1+n/p2
}
. (2.12)
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Remark 2.4. Notice that, if f≡g≡1E with somemeasurable set E∈Rn, then (2.12) becomes
|E|≤C sup
x,y∈E
|x−y|n ,
which means the “volume” of the set E, namely, |E|, can be controlled by its “diameter”
supx,y∈E |x−y|.
Let γ∈ (0,∞) and f be a measurable function defined on R2n. The linear operators Lγ
and Tγ are defined, respectively, by setting, for any x, y∈Rn,
Lγ f (x,y) :=
f (x,y)
|x−y|γ
and
Tγ f (x,y) :=
f (x,y)
(|x+y|+|x−y|)γ .
Recall that, in [18, Theorem 3.7], the boundedness of Tγ and T
−1
γ on iterated weak
Lebesgue spaces and weak mixed-norm Lebesgue spaces was shown as follows.
Theorem 2.20. Let γ∈ (0,∞), ~p :=(p1,p2) and~q :=(q1,q2).
(i) If 0<q1≤ p1≤∞ and 0<q2≤ p2≤∞ satisfy the homogeneity condition
1
q1
+
1
q2
=
1
p1
+
1
p2
+
γ
n
, (2.13)
then there exists a positive constant C, depending only on ~p, ~q and n, such that, for any
non-negative measurable function f on R2n,
‖Tγ f‖Lq2,∞(Lq1,∞)(R2n)≤C‖ f‖Lp2,∞(Lp1,∞)(R2n).
(ii) If 0< p1≤q1≤∞ and 0< p2≤q2≤∞ satisfy the homogeneity condition
1
p1
+
1
p2
=
1
q1
+
1
q2
+
γ
n
, (2.14)
then there exists a positive constant C, depending only on ~p, ~q and n, such that, for any
non-negative measurable function f on R2n,∥∥∥T−1γ f∥∥∥
Lq2,∞(Lq1,∞)(R2n)
≤C‖ f‖Lp2,∞(Lp1,∞)(R2n).
(iii) If 0< q1≤ p1≤∞ and 0< q2≤ p2≤∞ satisfy p1q2= p2q1 and the homogeneity condition
(2.13), then there exists a positive constant C, depending only on ~p, ~q and n, such that, for
any non-negative measurable function f on R2n,
‖Tγ f‖L~q,∞(R2n)≤C‖ f‖L~p,∞(R2n).
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(iv) If 0< p1≤ q1≤∞ and 0< p2≤ q2≤∞ satisfy p1q2= p2q1 and the homogeneity condition
(2.14), then there exists a positive constant C, depending only on ~p, ~q and n, such that, for
any non-negative measurable function f on R2n,∥∥∥T−1γ f∥∥∥
L~q,∞(R2n)
≤C‖ f‖L~p,∞(R2n).
Via Theorems 2.5 and 2.20, Chen and Sun [18, Theorem 3.12] also obtained the follow-
ing inequalities.
Theorem 2.21. Let γ∈(0,∞). If 0<r<p1≤∞ and p2∈(0,∞] satisfy the homogeneity condition
1
r =
1
p1
+ γn , then there exists a positive constant C, depending only on p1, p2, r and n, such that,
for any non-negative measurable function f on R2n,
‖Lγ f‖Lp2 (Lr,∞)(R2n)≤C‖ f‖Lp2 (Lp1,∞)(R2n)
and
‖Lγ f‖Lp2,∞(Lr,∞)(R2n)≤C‖ f‖Lp2,∞(Lp1,∞)(R2n).
If 0< p1< r≤∞ and p2 ∈ (0,∞] satisfy the homogeneity condition 1p1 = 1r+
γ
n , then there ex-
ists a positive constant C, depending only on p1, p2, r and n, such that, for any non-negative
measurable function f on R2n,∥∥∥L−1γ f∥∥∥
Lp2 (Lr,∞)(R2n)
≥C‖ f‖Lp2 (Lp1,∞)(R2n)
and ∥∥∥L−1γ f∥∥∥
Lp2,∞(Lr,∞)(R2n)
≥C‖ f‖Lp2,∞(Lp1,∞)(R2n).
In addition, it was shown, via Theorem 2.20, by Chen and Sun in [18, Corollary 3.8]
that the Hardy–Littlewood–Sobolev inequality and its reverse version hold true as fol-
lows.
Theorem 2.22. Let ~p :=(p1,p2)∈(1,∞)2 with 1p1 + 1p2 >1. Then there exists a positive constant
C, depending only on ~p and n, such that, for any non-negative functions f ∈ Lp1(Rn) and g∈
Lp2(Rn), ∫
Rn
∫
Rn
f (x)g(x)|x−y|−n(2−1/p1−1/p2)dxdy≤C‖ f‖Lp1 (Rn)‖g‖Lp2 (Rn).
If ~p∈ (0,1)2, then there exists a positive constant C, depending only on ~p and n, such that, for
any non-negative functions f ∈Lp1(Rn) and g∈Lp2(Rn),∫
Rn
∫
Rn
f (x)g(x)|x−y|n(1/p1+1/p2−2)dxdy≥C‖ f‖Lp1 (Rn)‖g‖Lp2 (Rn).
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3 Mixed Morrey spacesMp
~q (R
n)
In this section, we first recall the notion of mixed Morrey spacesMp
~q (R
n), with~q∈(0,∞]n
and p ∈ (0,∞], and then discuss some basic properties of them (see Subsection 3.1 be-
low) as well as the boundedness of maximal operators on Mp
~q (R
n) (see Subsection 3.2
below). Finally, we review the boundedness of Caldero´n–Zygmund operators and frac-
tional integral operators on Mp
~q (R
n) as well as a necessary and sufficient condition for
the boundedness of the commutators of fractional integral operators on Mp
~q (R
n) (see
Subsection 3.3 below).
3.1 Definition and some basic properties
In this subsection, we present the definition and some examples of mixed Morrey spaces
and then recall some basic properties about these spaces. To this end, we begin with
recalling the notion of mixed Morrey spaces given in [67, Definition 1.3].
Definition 3.1. Let~q :=(q1,. . .,qn)∈ (0,∞]n and p∈ (0,∞] satisfy
n
∑
j=1
1
qj
≥ n
p
.
Themixed Morrey spaceMp
~q (R
n) is defined to be the set of all measurable functions f such
that their quasi-norms
‖ f‖Mp
~q (R
n) :=sup
{
|Q|
1
p− 1n (∑nj=1 1qj )‖ f 1Q‖L~q(Rn) : Q is a cube in Rn
}
<∞.
Remark 3.1. Obviously, when ~q :=(
n times︷ ︸︸ ︷
q,. . .,q) with some q∈ (0,∞], then the mixed Morrey
spaceMp
~q (R
n) coincides with the classical Morrey spaceMpq (Rn) of [66] and, in this case,
they have the same quasi-norms. In addition, when~q :=(q1,. . .,qn)∈(0,∞]n and p∈(0,∞]
satisfy
n
∑
j=1
1
qj
=
n
p
,
thenMp
~q (R
n)= L~q(Rn) with equivalent quasi-norms (see [67, Section 3]).
We review the following completeness of mixed Morrey spacesMp
~q (R
n), which was
proved by Nogayama [67, Remark 3.1].
Theorem 3.1. Let ~q∈ [1,∞]n and p∈ [1,∞]. Then the mixed Morrey space Mp
~q (R
n) becomes a
Banach space.
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Next we borrow two examples given in [67, Examples 3.3 and 3.5] as follows to show
some simple elements inMp
~q (R
n).
Example 3.1. Let ~q :=(q1,. . .,qn)∈ (0,∞]n, p∈ (0,∞] and q+ :=max{q1,. . .,qn} satisfy q+∈
(0,p). Then, for any x∈Rn\{~0n}, let f (x) := |x|−
n
p ; then
f ∈Mp
~q (R
n).
Example 3.2. Let ~q := (q1,. . .,qn)∈ (0,∞]n, ~p := (p1,. . .,pn)∈ (0,∞]n and p∈ (0,∞] satisfy
that, for any j∈{1,.. . ,n}, qj∈ (0,pj) if pj∈ (0,∞), and qj∈ (0,∞] if pj=∞ as well as
n
∑
j=1
1
pj
=
n
p
.
Then, for any x :=(x1,. . .,xn)∈Rn\{~0n}, let f (x) :=∏nj=1
∣∣xj∣∣− 1pj ; then
f ∈Mp
~q (R
n).
We now state the embedding properties of mixed Morrey spaces given in [67, Propo-
sition 3.2] as follows.
Theorem 3.2. Let~q :=(q1,. . .,qn)∈(0,∞]n ,~r :=(r1,. . .,rn)∈(0,∞]n and p∈(0,∞) satisfy that,
for any j∈{1,.. . ,n}, qj∈ (0,rj] and
n
∑
j=1
1
rj
≥ n
p
.
Then
Mp
~r (R
n)⊂Mp
~q (R
n)
and the embedding is continuous.
Remark 3.2. Let~q :=(q1,. . .,qn)∈(0,∞]n and p∈ [max{q1,. . .,qn},∞). Then, from Theorem
3.2, it follows that,
Mp
max{q1,...,qn}(R
n)⊂Mp
~q (R
n)⊂Mp
min{q1,...,qn}(R
n).
3.2 Some maximal inequalities onMp
~q
(Rn)
The aim of this subsection is the summarization of conclusions on the boundedness of
several maximal operators onmixedMorrey spaces. We first present the following notion
of the uncentered Hardy–Littlewood maximal operator.
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The uncentered Hardy–Littlewood maximal function MHL( f ) of f ∈L1loc(Rn) is defined by
setting, for any x∈Rn,
MHL( f )(x) :=sup
x∈Q
1
|Q|
∫
Q
| f (y)|dy, (3.1)
where the supremum is taken over all cubes Q⊂Rn containing x.
Then we display the boundedness of the iterated maximal operator Mt on mixed
Morrey spacesMp
~q (R
n) established in [67, Theorem 1.4] as follows.
Theorem 3.3. Let~q :=(q1,. . .,qn)∈ (0,∞)n and p∈ (0,∞) satisfy
n
∑
j=1
1
qj
≥ n
p
and
n−1
n
p<max{q1,. . .,qn}.
If t∈(0,min{q1,. . .,qn,p}), then there exists a positive constant C such that, for any f∈Mp~q (Rn),
‖Mt( f )‖Mp
~q (R
n)≤C‖ f‖Mp
~q (R
n),
where Mt is as in (2.11).
Remark 3.3. Observe that, in [67, Theorem 1.4], ~q :=(q1,. . .,qn)∈ (0,∞]n. However, it was
pointed out to us by Professor FerencWeisz that, when some qi1∈(0,∞) and qi2 :=∞ with
i1, i2∈{1,.. . ,n} and i1<i2, [67, Theorem 1.4] is not correct. Indeed, Professor FerencWeisz
showed that [67, Lemma 4.8], which was used in the proof of [67, Theorem 1.4], does not
hold true if n :=2, p1∈ (1,∞) and p2 :=∞. Thus, in Theorem 3.3, the range of~q should be
(0,∞)n.
As a consequence of Theorem 3.3, Nogayama [67, Corollary 1.5] also obtained the
following boundedness of the iterated maximal operatorMt on classical Morrey spaces.
Corollary 3.4. Let
0<
n−1
n
p<q≤ p<∞.
If t∈ (0,q), then there exists a positive constant C such that, for any f ∈Mpq (Rn),
‖Mt( f )‖Mpq (Rn)≤C‖ f‖Mpq (Rn),
whereMt is as in (2.11).
Moreover, Nogayama in [67, Theorems 1.8 and 1.9] established the following two suc-
ceeding Fefferman–Stein vector-valued inequalities of the uncentered Hardy–Littlewood
maximal operator MHL and the iterated maximal operatorMt on mixed Morrey spaces.
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Theorem 3.5. Let~q :=(q1,. . .,qn)∈ (1,∞)n, u∈ (1,∞] and p∈ (1,∞] satisfy
n
p
≤
n
∑
j=1
1
qj
.
Then there exists a positive constant C such that, for any sequence { f j}j∈N of measurable func-
tions, ∥∥∥∥∥∥
{
∑
j∈N
[
MHL
(
f j
)]u} 1u ∥∥∥∥∥∥Mp
~q (R
n)
≤C
∥∥∥∥∥∥
(
∑
j∈N
∣∣ f j∣∣u
) 1
u
∥∥∥∥∥∥Mp
~q (R
n)
,
where MHL is as in (3.1).
Theorem 3.6. Let~q :=(q1,. . .,qn)∈ (0,∞)n, u∈ (0,∞] and p∈ (0,∞) satisfy
n
∑
j=1
1
qj
≥ n
p
and
n−1
n
p<max{q1,. . .,qn}.
If t∈ (0,min{q1,. . .qn,u}), then there exists a positive constant C such that, for any { f j}j∈N ⊂
Mp
~q (R
n), ∥∥∥∥∥∥
{
∑
j∈N
[Mt( f j)]
u
} 1
u
∥∥∥∥∥∥Mp
~q (R
n)
≤C
∥∥∥∥∥∥
(
∑
j∈N
∣∣ f j∣∣u
) 1
u
∥∥∥∥∥∥Mp
~q (R
n)
,
where Mt is as in (2.11).
Remark 3.4. Observe that, in [67, Theorem 1.9], ~q :=(q1,. . .,qn)∈ (0,∞]n. However, simi-
larly to Remark 3.3, when some qi1∈(0,∞) and qi2 :=∞ with i1, i2∈{1,.. . ,n} and i1<i2, [67,
Theorem 1.9] is not correct, which was also pointed out to us by Professor Ferenc Weisz.
Therefore, in Theorem 3.6, the range of~q should also be (0,∞)n.
As a corollary of Theorem 3.6, the following Fefferman–Stein vector-valued inequal-
ity of the iterated maximal operatorMt on classical Morrey spaces was obtained by No-
gayama in [67, Theorem 1.10].
Corollary 3.7. Let u∈ (0,∞] and
0<
n−1
n
p<q≤ p<∞.
If t∈ (0,min{q,u}), then there exists a positive constant C such that, for any { f j}j∈N ⊂
Mpq (Rn), ∥∥∥∥∥∥
(
∑
j∈N
[Mt( f j)]
u
) 1
u
∥∥∥∥∥∥Mpq (Rn)≤C
∥∥∥∥∥∥
(
∑
j∈N
∣∣ f j∣∣u
) 1
u
∥∥∥∥∥∥Mpq (Rn) .
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3.3 Boundedness of operators onMp
~q
(Rn)
In this subsection, we discuss the boundedness of Caldero´n–Zygmund operators T and
fractional integral operators Iα on mixed Morrey spacesMp~q (Rn). Then we review a nec-
essary and sufficient condition for the boundedness of commutators of fractional integral
operators Iα on Mp~q (Rn). To this end, we first recall the following notion of Caldero´n–
Zygmund operators (see, for instance, [67]).
Definition 3.2. A linear operator T is called a Caldero´n–Zygmund operator if its kernel
k : {(x,y)∈Rn×Rn : x 6=y}→C
satisfies that
(i) there exists a positive constant C such that, for any x, y∈Rn with x 6=y,
|k(x,y)|≤ C|x−y|n ;
(ii) there exist positive constants C and ε such that, for any x, y ∈Rn with |x−y| ≥
2|x−z| 6=0,
|k(x,y)−k(z,y)|+|k(y,x)−k(y,z)|≤C |x−z|
ε
|x−y|n+ε ;
(iii) if f ∈L∞(Rn) with compact support, then, for any x /∈ supp( f ),
T f (x) :=
∫
Rn
k(x,y) f (y)dy.
It was shown in [67, Theorem 1.12] that the Caldero´n–Zygmund operator is bounded
on mixed Morrey spacesMp
~q (R
n) as follows.
Theorem 3.8. Let~q :=(q1,. . .,qn)∈ (1,∞)n, p∈ (1,∞) satisfy
n
∑
j=1
1
qj
≥ n
p
and T be a Caldero´n–Zygmund operator defined onMp
min{q1,...,qn}(R
n). Then there exists a posi-
tive constant C such that, for any f ∈Mp
~q (R
n),
‖T f‖Mp
~q (R
n)≤C‖ f‖Mp
~q (R
n).
Remark 3.5. We should point out that the statement of Theorem 3.8 contains the follow-
ing fact that
Mp
~q (R
n)⊂Mp
min{q1,...,qn}(R
n).
Indeed, this embedding follows from Remark 3.2.
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Next we present the notion of fractional integral operators in [67] as follows.
Definition 3.3. Let α ∈ (0,n). The fractional integral operator Iα of order α is defined by
setting, for any f ∈L1loc(Rn) and x∈Rn,
Iα( f )(x) :=
∫
Rn
f (y)
|x−y|n−α dy.
Now we state the following result about the boundedness of fractional integral oper-
ators on mixed Morrey spaces, which was shown by Nogayama in [67, Theorem 1.11].
Theorem 3.9. Let α∈(0,n),~q :=(q1,. . .,qn)∈(1,∞)n,~s :=(s1,. . .,sn)∈(1,∞)n and p, r∈(1,∞).
Assume that
n
∑
j=1
1
qj
≥ n
p
,
n
∑
j=1
1
sj
≥ n
r
,
1
r
=
1
p
− α
n
and, for any j ∈ {1,.. . ,n}, q jp =
s j
r . Then there exists a positive constant C such that, for any
f ∈Mp
~q (R
n),
‖Iα( f )‖Mr
~s(R
n)≤C‖ f‖Mp
~q (R
n).
We next introduce the notion of the commutators of fractional integral operators in
[68] as follows.
Definition 3.4. Let α∈ (0,n), b∈L1loc(Rn) and Iα be a fractional integral operator of order
α. The commutator [b, Iα] of Iα is defined by setting, for any f ∈L1loc(Rn) and x∈Rn,
[b, Iα]( f )(x) :=b(x)Iα( f )(x)− Iα(b f )(x).
Via Theorem 3.9 and a sharp maximal inequality onmixedMorrey spaces, Nogayama
[68, Theorem 1.2] gave a necessary and sufficient condition for the boundedness of the
commutators of fractional integral operators on mixed Morrey spaces. To present this
result, we first recall the notion of BMO(Rn).
Definition 3.5. The space BMO(Rn) is defined to be the set of all f ∈ L1loc(Rn) such that
their quasi-norms
‖ f‖BMO(Rn) :=sup
Q
1
|Q|
∫
Q
| f (x)− fQ|dx<∞,
where the supremum is taken over all cubes Q in Rn and
fQ :=
1
|Q|
∫
Q
f (y)dy.
Theorem 3.10. Let α∈ (0,n), ~q :=(q1,. . .,qn)∈ (1,∞)n,~s :=(s1,. . .,sn)∈ (1,∞)n, p∈ (1,n/α)
and r∈ (1,∞). Assume that
n
∑
j=1
1
qj
≥ n
p
,
n
∑
j=1
1
sj
≥ n
r
,
1
r
=
1
p
− α
n
and, for any j∈{1,.. . ,n}, q jp =
s j
r . Then the following statements are mutually equivalent:
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(i) b∈BMO(Rn);
(ii) [b, Iα] is bounded fromMp~q (Rn) toMr~s(Rn);
(iii) [b, Iα] is bounded fromMp~q (Rn) toMr~s(Rn);
(iv) [b, Iα] is bounded fromMp~q (Rn) toMr1(Rn).
Here,Mp
~q (R
n) denotes the closure of C∞c (R
n) in the norm ofMp
~q (R
n).
4 Anisotropic mixed-norm Hardy spaces H
~p
~a (R
n)
In this section, we first present the definition of anisotropic mixed-norm Hardy spaces
and some basic facts of them (see Subsection 4.1 below). Then, various real-variable
characterizations of these Hardy spaces, respectively, in terms of the maximal functions,
atoms, finite atoms and Lusin area functions as well as Littlewood–Paley g-functions or
g∗λ-functions, are displayed (see Subsection 4.2.1 below). As the applications of these
various real-variable characterizations, the dual spaces of H
~p
~a (R
n) (see Subsection 4.3 be-
low), and the boundedness of anisotropic Caldero´n–Zygmund operators (see Subsection
4.4 below) are presented. Some errors and gaps existing in the proof of [42, Theorem 4.1]
are also corrected and sealed (see Subsection 4.2.1 below). In addition, by providing a
new proof, we improve the maximal function characterizations of H
~p
~a (R
n) given in [21,
Theorem 3.1] (see Subsection 4.2.2 below). The revised versions of the boundedness of
anisotropic Caldero´n–Zygmund operators are obtained (see Subsection 4.4 below).
4.1 Definitions and basic properties
This subsection is devoted to recalling the notion of anisotropic quasi-homogeneous
norms and anisotropic mixed-norm Hardy spaces as well as some basic properties of
them. We begin with stating the notion of anisotropic quasi-homogeneous norms given
in [9, 26] (see also [75]) as follows. For any b :=(b1,. . .,bn)∈Rn, x :=(x1,. . .,xn)∈Rn and
t∈ [0,∞), let tbx :=(tb1x1,. . .,tbnxn).
Definition 4.1. Let ~a := (a1,. . .,an)∈ [1,∞)n. The anisotropic quasi-homogeneous norm |·|~a,
associated with~a, is a non-negative measurable function on Rn defined by setting |~0n|~a :=
0 and, for any x∈Rn\{~0n}, |x|~a := t0, where t0 is the unique positive number such that
|t−~a0 x|=1, namely,
x21
t2a10
+···+ x
2
n
t2an0
=1.
We also present the following notions of the anisotropic bracket and the homogeneous
dimension (see, for instance, [75]).
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Definition 4.2. Let ~a := (a1,. . .,an)∈ [1,∞)n. The anisotropic bracket, associated with ~a, is
defined by setting, for any x∈Rn,
〈x〉~a := |(1,x)|(1,~a) .
Furthermore, the homogeneous dimension ν is defined by setting
ν := |~a| := a1+···+an.
For any ~a∈ [1,∞)n, r∈ (0,∞) and x∈Rn, we define the anisotropic ball B~a(x,r), with
center x and radius r, by setting
B~a(x,r) :={y∈Rn : |y−x|~a< r} .
Then B~a(x,r)=x+r
~aB~a(~0n,1) and |B~a(x,r)|=υnrν, where υn := |B(~0n,1)|. In what follows,
we always let B0 :={y∈Rn : |y|<1}=B~a(~0n,1) (see [42, Lemma 2.4(ii)]) and B be the set
of all anisotropic balls, namely,
B :={B~a(x,r) : x∈Rn, r∈ (0,∞)} . (4.1)
For any B∈B centered at x∈Rn with radius r∈ (0,∞) and δ∈ (0,∞), let
B(δ) :=B
(δ)
~a (x,r) :=B~a(x,δr). (4.2)
In addition, for any x∈Rn and r∈(0,∞), the anisotropic cube Q~a(x,r) is defined by setting
Q~a(x,r) :=x+r
~a(−1,1)n, whose Lebesguemeasure |Q~a(x,r)| equals 2nrν. Denote byQ the
set of all anisotropic cubes, namely,
Q :={Q~a(x,r) : x∈Rn, r∈ (0,∞)} . (4.3)
On another hand, recall that a Schwartz function is a C∞(Rn) function ϕ satisfying, for
any N∈Z+ and multi-index α∈Zn+,
‖ϕ‖N,α := sup
x∈Rn
{
(1+|x|)N |∂α ϕ(x)|
}
<∞.
Denote by S(Rn) the set of all Schwartz functions, equipped with the topology deter-
mined by {‖·‖N,α}N∈Z+,α∈Zn+ , and S ′(Rn) the dual space of S(Rn), equipped with the
weak-∗ topology. For any N∈Z+, let
SN(Rn) :=
{
ϕ∈S(Rn) : ‖ϕ‖SN(Rn) := sup
x∈Rn
[
〈x〉N
~a sup
|α|≤N
|∂α ϕ(x)|
]
≤1
}
.
In what follows, for any ϕ∈S(Rn) and t∈ (0,∞), let ϕt(·) := t−ν ϕ(t−~a·).
To introduce the mixed-norm Hardy spaces, we first recall the following notions of
radial maximal functions, non-tangential maximal functions and non-tangential grand
maximal functions (see, for instance, [21]).
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Definition 4.3. Let ϕ ∈ S(Rn) and f ∈ S ′(Rn). The radial maximal function M0ϕ( f ) of f
associated to ϕ is defined by setting, for any x∈Rn,
M0ϕ( f )(x) := sup
t∈(0,∞)
|ϕt∗ f (x)| ,
and the non-tangential maximal function Mϕ( f ) of f associated to ϕ is defined by setting,
for any x∈Rn,
Mϕ( f )(x) := sup
y∈B~a(x,t),t∈(0,∞)
|ϕt∗ f (y)| .
Moreover, for any given N ∈N, the non-tangential grand maximal function MN( f ) of f
associated to ϕ is defined by setting, for any x∈Rn,
MN( f )(x) := sup
ϕ∈SN(Rn)
Mϕ( f )(x).
In what follows, for any ~p :=(p1,. . .,pn)∈ (0,∞)n, we always let
p− :=min{p1,. . .,pn}, p+ :=max{p1,. . .,pn} and p∈ (0,min{1,p−}). (4.4)
Similarly, for any~a :=(a1,. . .,an)∈ [1,∞)n, let
a− :=min{a1,. . .,an} and a+ :=max{a1,. . .,an}. (4.5)
We nowpresent the notion of anisotropicmixed-normHardy spaces as follows, which
was first introduced by Cleanthous et al. [21, Definition 3.3].
Definition 4.4. Let~a∈ [1,∞)n, ~p∈ (0,∞)n, N~p :=⌊ν a+a− ( 1min{1,p−}+1)+ν+2a+⌋+1 and
N∈N∩[N~p,∞), (4.6)
where a−, a+ are as in (4.5) and p− as in (4.4). The anisotropic mixed-norm Hardy space
H
~p
~a (R
n) is defined by setting
H
~p
~a (R
n) :=
{
f ∈S ′(Rn) : MN( f )∈L~p(Rn)
}
and, for any f ∈H~p
~a (R
n), let ‖ f‖
H
~p
~a (R
n)
:=‖MN( f )‖L~p(Rn).
Remark 4.1. (i) Observe that the quasi-norm of H
~p
~a (R
n) in Definition 4.4 depends on
N. However, by Theorem 4.10 below, we know that the space H
~p
~a (R
n) is indepen-
dent of the choice of N as long as N same as in Theorem 4.10.
(ii) Recall that Ho [40] introduced the mixed Lebesgue spaces with variable exponents.
Then, based on those spaces, the corresponding variable mixed-normHardy spaces
may also be worth studying.
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The following completeness of H
~p
~a (R
n) is a consequence of Proposition 4.2 and [44,
Proposition 3.7] with A therein being as
A :=

2a1 0 ··· 0
0 2a2 ··· 0
...
...
...
0 0 ··· 2an
. (4.7)
Theorem 4.1. Let ~p and N be as in Definition 4.4. Then H
~p
~a (R
n) is complete.
The following proposition established in [21, Theorem 6.1] shows the relation be-
tween the mixed Lebesgue spaces L~p(Rn) and anisotropic mixed-norm Hardy spaces
H
~p
~a (R
n).
Proposition 4.1. Let ~p∈ (1,∞)n. Then H~p
~a (R
n)= L~p(Rn) with equivalent norms.
4.2 Real-variable characterizations of H
~p
~a (R
n)
The goals of this subsection are twofold. The first one is in Subsection 4.2.1 below to
display various real-variable characterizations of anisotropic mixed-norm Hardy spaces
H
~p
~a (R
n), respectively, in terms of the maximal functions, atoms, finite atoms, Lusin area
functions as well as Littlewood–Paley g-functions or g∗λ-functions, and also correct some
errors or seal some gaps existing in the proof of [42, Theorem 4.1]. The second one is in
Subsection 4.2.2 below to provide a new proof of the maximal function characterizations
of H
~p
~a (R
n), which allows the exponent N to have a weaker restriction than [21, Theorem
3.4] which is re-stated in Theorem 4.2 below.
4.2.1 Various real-variable characterizations of H
~p
~a (R
n)
To begin with, we first recall the following maximal function characterizations of H
~p
~a (R
n)
established by Cleanthous et al. [21, Theorem 3.4].
Theorem 4.2. Let~a∈ [1,∞)n, ~p∈ (0,∞)n and N be as in (4.6). Then, for any given ϕ∈S(Rn)
with
∫
Rn
ϕ(x)dx 6=0, the following statements are mutually equivalent:
(i) f ∈H~p
~a (R
n);
(ii) f ∈S ′(Rn) and Mϕ( f )∈L~p(Rn);
(iii) f ∈S ′(Rn) and M0ϕ( f )∈L~p(Rn).
Moreover, there exist two positive constants C1 and C2, independent of f , such that
‖ f‖
H
~p
~a (R
n)
≤C1
∥∥∥M0φ( f )∥∥∥
L~p(Rn)
≤C1
∥∥Mϕ( f )∥∥L~p(Rn)≤C2‖ f‖H~p
~a (R
n)
.
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To complete the real-variable theory of the Hardy spaces H
~p
~a (R
n), Huang et al. [42,
Theorem 3.16] established the atomic characterizations of H
~p
~a (R
n). To state this atomic
characterizations, we first introduce the notions of anisotropic mixed-norm (~p,r,s)-atoms
and anisotropicmixed-norm atomic Hardy spaces as follows, which are, respectively, [42,
Definitions 3.1 and 3.2]. In what follows, for any q∈ (0,∞], denote by Lq(Rn) the space of
all measurable functions f such that
‖ f‖Lq(Rn) :=
{∫
Rn
| f (x)|q dx
}1/q
<∞
with the usual modification made when q=∞.
Definition 4.5. Let~a∈ [1,∞)n, ~p :=(p1,. . .,pn)∈ (0,∞)n, r∈ (1,∞] and
s∈
[⌊
ν
a−
(
1
p−
−1
)⌋
,∞
)
∩Z+, (4.8)
where a− is as in (4.5) and p− as in (4.4). An anisotropic mixed-norm (~p,r,s)-atom a is a
measurable function on Rn satisfying
(i) suppa :={x∈Rn : a(x) 6=0}⊂B, where B∈B withB as in (4.1);
(ii) ‖a‖Lr(Rn)≤ |B|
1/r
‖1B‖L~p(Rn)
;
(iii)
∫
Rn
a(x)xαdx=0 for any α∈Zn+ with |α|≤ s.
In what follows, we always call an anisotropic mixed-norm (~p,r,s)-atom simply by a
(~p,r,s)-atom.
Definition 4.6. Let ~a∈ [1,∞)n, ~p∈ (0,∞)n, r∈ (1,∞] and s be as in (4.8). The anisotropic
mixed-norm atomic Hardy space H
~p,r,s
~a (R
n) is defined to be the set of all f ∈S ′(Rn) satis-
fying that there exist {λi}i∈N ⊂ C and a sequence {ai}i∈N of (~p,r,s)-atoms supported,
respectively, in {Bi}i∈N⊂B such that
f = ∑
i∈N
λiai in S ′(Rn).
Moreover, for any f ∈H~p,r,s
~a (R
n), let
‖ f‖
H
~p,r,s
~a (R
n)
:= inf
∥∥∥∥∥∥
{
∑
i∈N
[
|λi|1Bi
‖1Bi‖L~p(Rn)
]p}1/p∥∥∥∥∥∥
L~p(Rn)
,
where p is as in (4.4) and the infimum is taken over all decompositions of f as above
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Remark 4.2. Recall that, in [42, Definition 3.2], p :=min{1,p−} with p− as in (4.4). How-
ever, in Definition 4.6 above, we correct the range of p to be (0,min{1,p−}) due to the
fact that Lemma 4.3 below holds true only for ~p∈ (1,∞)n.
It is well known that the Caldero´n–Zygmund decomposition is a key tool in the real-
variable theory of function spaces. The idea behind this decomposition is that it is often
useful to split a function or distribution into its “good” and “bad” part, and then use
different techniques to analysis each part. Recall that Huang et al. [42, Lemma 3.12]
obtained the following adapted Caldero´n–Zygmunddecomposition, which plays a curial
role in the proof of atomic characterizations ofH
~p
~a (R
n). Indeed, as has been demonstrated
in the proof of the atomic decomposition for classical Hardy spaces, we need to use this
lemma to break down functions or distributions into atoms.
Let Φ be some fixed C∞(Rn) function satisfying suppΦ⊂B(~0n,1) and
∫
Rn
Φ(x)dx 6=0.
For any f ∈S ′(Rn) and x∈Rn, we always let
M0( f )(x) :=M
0
Φ( f )(x), (4.9)
where M0Φ( f ) is as in Definition 4.3 with φ replaced by Φ. In what follows, for any given
s∈Z+, the symbol Ps(Rn) denotes the linear space of all polynomials on Rn with degree
not greater than s.
Lemma 4.1. Let ~a∈ [1,∞)n, ~p∈ (0,∞)n, s∈Z+ and N be as in (4.6). For any σ∈ (0,∞) and
f ∈H~p
~a (R
n), let
O :={x∈Rn : MN( f )(x)>σ},
where MN is as in Definition 4.3. Then the following statements hold true:
(i) There exists a sequence {B∗k}k∈N ⊂B with B as in (4.1), which has finite intersection
property, such that
O= ⋃
k∈N
B∗k .
(ii) There exist two distributions g and b such that f = g+b in S ′(Rn).
(iii) For the distribution g as in (ii) and any x∈Rn,
M0(g)(x).MN( f )(x)1O∁(x)+ ∑
k∈N
σr
ν+(s+1)a−
k
(rk+|x−xk|~a)ν+(s+1)a−
,
where a− and M0 are as in (4.5), respectively, (4.9), and the implicit positive constant is
independent of f and g. Moreover, for any k∈N, xk denotes the center of B∗k and there
exists a constant A∗∈ (1,∞), independent of k, such that A∗−1 is small enough and A∗rk
equals the radius of B∗k .
(iv) If f ∈ L1loc(Rn), then the distribution g as in (ii) belongs to L∞(Rn) and ‖g‖L∞(Rn). σ
with the implicit positive constant independent of f and g.
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(v) If s is as in (4.8) and b as in (ii), then b=∑k∈Nbk in S ′(Rn), where, for any k∈N, bk :=
( f−ck)ηk, {ηk}k∈N is a partition of unity with respect to {B∗k}k∈N, namely, for any k∈N,
ηk∈C∞c (Rn), suppηk⊂B∗k , 0≤ηk≤1 and
1O= ∑
k∈N
ηk,
and ck∈Ps(Rn) is a polynomial such that, for any q∈Ps(Rn),
〈 f−ck,qηk〉=0.
Moreover, for any k∈N and x∈Rn,
M0(bk)(x).MN( f )(x)1B∗k (x)+
σr
ν+(s+1)a−
k
|x−xk|ν+(s+1)a−~a
1(B∗k )∁
(x),
where a− and M0 are as in (4.5), respectively, (4.9), and the implicit positive constant is
independent of f and k.
Now we state the atomic characterizations of H
~p
~a (R
n) as follows, which was estab-
lished by Huang et al. in [42, Theorem 3.16].
Theorem 4.3. Let~a∈ [1,∞)n, ~p∈ (0,∞)n, r∈ (max{p+,1},∞] with p+ as in (4.4), N be as in
(4.6) and s as in (4.8). Then
H
~p
~a (R
n)=H
~p,r,s
~a (R
n)
with equivalent quasi-norms.
Combining Proposition 4.1 and Theorem 4.3, the following result given in [42, Corol-
lary 3.18] was obtained.
Corollary 4.4. Let~a and s be as in Theorem 4.3, ~p∈ (1,∞)n and r∈ (p+,∞] with p+ as in
(4.4). Then
L~p(Rn)=H
~p,r,s
~a (R
n)
with equivalent quasi-norms.
Moreover, the finite atomic characterizations of H
~p
~a (R
n) was also shown by Huang
et al. in [42, Theorem 5.9] as follows. To state this theorem, we first recall the following
anisotropic mixed-norm finite atomic Hardy space given in [42, Definition 5.1].
Definition 4.7. Let ~a∈ [1,∞)n, ~p∈ (0,∞)n, r∈ (1,∞] and s be as in (4.8). The anisotropic
mixed-norm finite atomic Hardy space H
~p,r,s
~a,fin (R
n) is defined to be the set of all f ∈S ′(Rn)
satisfying that there exist I ∈N, {λi}i∈[1,I]∩N ⊂C and a finite sequence {ai}i∈[1,I]∩N of
(~p,r,s)-atoms supported, respectively, in {Bi}i∈[1,I]∩N⊂B such that
f =
I
∑
i=1
λiai in S ′(Rn).
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Moreover, for any f ∈H~p,r,s
~a,fin (R
n), let
‖ f‖
H
~p,r,s
~a,fin (R
n)
:= inf
∥∥∥∥∥∥
{
I
∑
i=1
[
|λi|1Bi
‖1Bi‖L~p(Rn)
]p}1/p∥∥∥∥∥∥
L~p(Rn)
,
where p is as in (4.4) and the infimum is taken over all decompositions of f as above.
Remark 4.3. Similarly to Remark 4.2, in Definition 4.7 above, we correct the range of p to
be (0,min{1,p−}) due to the fact that Lemma 4.3 below holds true only for ~p∈ (1,∞)n.
Theorem 4.5. Let~a∈ [1,∞)n, ~p∈ (0,∞)n and s be as in (4.8).
(i) If r∈(max{p+,1},∞) with p+ as in (4.4), then ‖·‖H~p,r,s
~a,fin (R
n)
and ‖·‖
H
~p
~a (R
n)
are equivalent
quasi-norms on H
~p,r,s
~a,fin (R
n);
(ii) ‖·‖
H
~p,∞,s
~a,fin (R
n)
and ‖·‖
H
~p
~a (R
n)
are equivalent quasi-norms on H
~p,∞,s
~a,fin (R
n)∩C(Rn), here and
thereafter, C(Rn) denotes the set of all continuous functions on Rn.
To establish the Littlewood–Paley function characterizations of H
~p
~a (R
n). Huang et
al. [42, Lemma 4.13] first established the anisotropic Caldero´n reproducing formula as
follows. Indeed, it is known that the Caldero´n reproducing formulae are bridges to con-
nect the theory of function spaces and the boundedness of operators. In what follows,
for any φ∈S(Rn), φ̂ denotes its Fourier transform, namely, for any ξ∈Rn,
φ̂(ξ) :=
∫
Rn
φ(x)e−2piıx·ξdx,
where ı :=
√−1.
Lemma 4.2. Let~a∈ [1,∞)n and s∈Z+. For any ϕ∈C∞c (Rn) satisfying suppϕ⊂B0,∫
Rn
xγ ϕ(x)dx=0 for any γ∈Zn+ with |γ|≤ s,
|ϕ̂(ξ)|≥C for any ξ∈{x∈Rn : 2−(1+a+)≤|x|≤1}, where C∈ (0,∞) is a constant, there exists
a ψ∈S(Rn) such that
(i) supp ψ̂ is compact and away from the origin;
(ii) for any ξ∈Rn\{~0n}, ∑k∈Z ψ̂(2k~aξ)ϕ̂(2k~aξ)=1.
Moreover, for any f∈L2(Rn), f=∑k∈Z f ∗ψk∗ϕk in L2(Rn). The same holds true in S ′(Rn)
for any f ∈S ′0(Rn).
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Let~a∈ [1,∞)n. Assume that φ∈S(Rn) satisfies the same assumptions as ϕ in Lemma
4.2 with s as in (4.8). Then, for any λ∈ (0,∞) and f ∈S ′(Rn), the anisotropic Lusin area
function S( f ), the anisotropic Littlewood–Paley g-function g( f ) and the anisotropic Littlewood–
Paley g∗λ-function g
∗
λ( f ) are defined, respectively, by setting, for any x∈Rn,
S( f )(x) :=
[
∑
k∈Z
2−kν
∫
B~a(x,2k)
| f ∗φk(y)|2 dy
]1/2
,
g( f )(x) :=
[
∑
k∈Z
| f ∗φk(x)|2
]1/2
and
g∗λ( f )(x) :=
{
∑
k∈Z
2−kν
∫
Rn
[
2k
2k+|x−y|~a
]λν
| f ∗φk(y)|2 dy
}1/2
,
where, for any k∈Z, φk(·) :=2−kνφ(2−k~a·).
Recall that f ∈S ′(Rn) is said to vanish weakly at infinity if, for any φ∈S(Rn), f ∗φk→0
in S ′(Rn) as k→∞. In what follows, we always let S ′0(Rn) be the set of all f ∈S ′(Rn)
vanishing weakly at infinity.
As an application of the atomic characterizations ofH
~p
~a (R
n), Huang et al. in [42, Theo-
rems 4.1 through 4.3] obtained the following Littlewood–Paley function characterizations
of H
~p
~a (R
n) with the help of Lemma 4.2.
Theorem 4.6. Let~a∈ [1,∞)n, ~p∈ (0,∞)n and N be as in (4.6). Then f ∈H~p
~a (R
n) if and only if
f ∈S ′0(Rn) and S( f )∈ L~p(Rn). Moreover, there exists a positive constant C such that, for any
f ∈H~p
~a (R
n),
C−1‖S( f )‖L~p(Rn)≤‖ f‖H~p
~a (R
n)
≤C‖S( f )‖L~p(Rn).
Theorem 4.7. Let~a, ~p and N be as in Theorem 4.6. Then f ∈H~p
~a (R
n) if and only if f ∈S ′0(Rn)
and g( f )∈L~p(Rn). Moreover, there exists a positive constant C such that, for any f ∈H~p
~a (R
n),
C−1‖g( f )‖L~p (Rn)≤‖ f‖H~p
~a (R
n)
≤C‖g( f )‖L~p(Rn).
Theorem 4.8. Let~a, ~p and N be as in Theorem 4.6 and λ∈ (1+ 2
min{p−,2} ,∞), where p− is as in
(4.4). Then f ∈H~p
~a (R
n) if and only if f ∈S ′0(Rn) and g∗λ( f )∈ L~p(Rn). Moreover, there exists a
positive constant C such that, for any f ∈H~p
~a (R
n),
C−1‖g∗λ( f )‖L~p(Rn)≤‖ f‖H~p
~a (R
n)
≤C‖g∗λ( f )‖L~p(Rn) .
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We point out that, in the proof of Theorem 4.6, namely, in the proof of [42, Theorem
4.1], we first need to show that the L~p(Rn) quasi-norms of the anisotropic Lusin area func-
tion S( f ) are independent of the choices of ϕ and ψ as in Lemma 4.2. For this purpose,
we denote by Sϕ( f ) and Sψ( f ) the anisotropic Lusin area functions defined, respectively,
by ϕ and ψ.
Theorem 4.9. Let ~p∈ (0,∞)n, ϕ and ψ be as in Lemma 4.2 with s as in (4.8). Then there exists
a positive constant C such that, for any f ∈S ′(Rn),
C−1‖Sϕ( f )‖L~p(Rn)≤‖Sψ( f )‖L~p(Rn)≤C‖Sϕ( f )‖L~p(Rn).
To prove Theorem 4.9, we first recall the notion of the anisotropic Hardy–Littlewood
maximal operator as follows.
Definition 4.8. The anisotropic Hardy–Littlewood maximal function M~aHL( f ) of f ∈ L1loc(Rn)
is defined by setting, for any x∈Rn,
M~aHL( f )(x) := sup
x∈Q∈Q
1
|Q|
∫
Q
| f (y)| dy, (4.10)
whereQ is as in (4.3).
The following boundedness of the anisotropic Hardy–Littlewood maximal operator
M~aHL on mixed Lebesgue spaces L
~p(Rn) is just [42, Lemma 3.5].
Lemma 4.3. Let ~p∈ (1,∞)n. Then there exists a positive constant C, depending on ~p, such that,
for any f ∈L~p(Rn), ∥∥∥M~aHL( f )∥∥∥
L~p(Rn)
≤C‖ f‖L~p(Rn), (4.11)
where M~aHL is as in (4.10).
Remark 4.4. Observe that, in [42, Lemma 3.5], ~p ∈ (1,∞]n. However, Professor Ferenc
Weisz pointed out to us that, when n := 2 and ~p :=(p1,∞) with p1 ∈ (1,∞), [42, Lemma
3.5] is not correct. To show this, we find the following counterexample.
Let ~a := (1,1), I := {(x1,x2) ∈ (0,∞)2 : x1 ≥ x2}, δ := 1− 1p1 and, for any (x1,x2) ∈ I,
f (x1,x2) :=
xδ2
x1
; otherwise, f ≡0. Then, for any x2∈Rn, we have∫
R2
| f (x1,x2)|p1 dx1= xδp12
∫ ∞
x2
dx1
x
p1
1
=
1
p1−1 .
Thus,
‖ f‖L(p1,∞)(R2)=
(
1
p1−1
)1/p1
. (4.12)
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On another hand, for any (x1,x2)∈ I, let Q :=[x1,2x1]×[0,x1]. Obviously, (x1,x2)∈Q⊂ I.
Therefore, for any (x1,x2)∈ I,
M~aHL( f )(x1,x2)≥
1
|Q|
∫
Q
| f (t1,t2)|dt1dt2= 1
x21
∫ x1
0
tδ2dt2
∫ 2x2
x1
1
t1
dt1∼ xδ−11 ,
which further implies that∫
R2
∣∣∣M~aHL( f )(x1,x2)∣∣∣p1 dx1≥∫
I
∣∣∣M~aHL( f )(x1,x2)∣∣∣p1 dx1&∫ ∞
x2
x
(δ−1)p1
1 dx1∼
∫ ∞
x2
x−11 dx1∼∞.
From this and (4.12), it follows that, in this case, (4.11) does not hold true.
Thus, in Lemma 4.3, we restrict the range of ~p to be (1,∞)n. Moreover, due to the fact
that Lemma 4.3 does not hold true for some pi1∈(1,∞) and pi2=∞ with i1<i2, which was
used in the proof of [42, Lemma 3.15], the range of exponent p˜− in [42], namely, p in this
survey, should be corrected to be (0,min{1,p−}). In addition, we point out that if n :=2
and ~p :=(∞,p2)with p2∈(1,∞), then (4.11) still holds true; its proof is similar to the proof
of [42, Lemma 3.5].
To show Theorem 4.9, the following three succeeding technical lemmas are also nec-
essary. Lemmas 4.4 and 4.5 are just, respectively, [42, Lemma 3.7] and a consequence
of [15, Lemma 5.4] with A therein as in (4.7).
Lemma 4.4. Let ~p∈(1,∞)n and u∈(1,∞]. Then there exists a positive constant C such that, for
any sequence { fk}k∈N⊂ L1loc(Rn),∥∥∥∥∥∥
{
∑
k∈N
[
M~aHL( fk)
]u}1/u∥∥∥∥∥∥
L~p(Rn)
≤C
∥∥∥∥∥∥
(
∑
k∈N
| fk|u
)1/u∥∥∥∥∥∥
L~p(Rn)
with the usual modification made when u=∞, where M~aHL is as in (4.10).
Lemma 4.5. Let a− and s be, respectively, as in (4.5) and (4.8) and ϕ, φ∈S(Rn) satisfy that, for
any α∈Zn+ with |α|≤ s,
∫
Rn
ϕ(x)xαdx= 0 and
∫
Rn
φ(x)xαdx= 0. Then there exists a positive
constant C such that, for any k, ℓ∈Z and x∈Rn,
|ϕk∗ψℓ(x)|≤C2−(s+1)|k−ℓ|a− 2
(k∨ℓ)(s+1)νa−
[2(k∨ℓ)+|x|~a](s+1)νa−+ν
,
here and thereafter, for any k, ℓ∈Z, k∨ℓ :=max{k,ℓ}.
The following lemma plays a key role in the proof of Theorem 4.9.
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Lemma 4.6. Let s be as in (4.8) and r∈ ( ν
ν+(s+1)a−
,1]. Then there exists a positive constant C
such that, for any k, ℓ∈Z, {cQ~a}Q~a∈Q⊂ [0,∞) with Q as in (4.3), and x∈Rn,
∑
l(Q~a)=2k−1
|Q~a| 2
(k∨ℓ)(s+1)a−[
2(k∨ℓ)+|x−zQ~a |~a
](s+1)a−+ν cQ~a
≤C2−[k−(k∨ℓ)](1/r−1)ν
M~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x)

1/r
,
where l(Q~a) denotes the side-length of Q~a and zQ~a∈Q~a.
Proof. We show this lemma by the following two cases.
Case I) ℓ≥k. In this case, applying the well-known inequality that, for any {λi}i∈N⊂C
and θ∈ [0,1],
(
∑
i∈N
|λi|
)θ
≤ ∑
i∈N
|λi|θ , (4.13)
and the Tonelli theorem, we conclude that, for any x∈Rn, ∑
l(Q~a)=2k−1
|Q~a| 2
ℓ(s+1)a−[
2ℓ+|x−zQ~a |~a
](s+1)a−+ν cQ~a

r
. ∑
l(Q~a)=2k−1
∫
Q~a
|Q~a|r−1
[
1
2ℓ+|x−zQ~a |~a
]νr[ 2ℓ
2ℓ+|x−zQ~a |~a
](s+1)ra−(
cQ~a
)r
dy
.
∫
Rn
[
1
|B~a(x,2k)|
]1−r[ 1
2ℓ+|x−y|~a
]νr[ 2ℓ
2ℓ+|x−y|~a
](s+1)ra−
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
∼ I1+I2, (4.14)
where, for any x∈Rn,
I1 :=
∫
|x−y|~a≤2ℓ
[
1
|B~a(x,2k)|
]1−r[ 1
2ℓ+|x−y|~a
]νr[ 2ℓ
2ℓ+|x−y|~a
](s+1)ra−
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
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and
I2 := ∑
j∈N
∫
2j+ℓ−1<|x−y|~a≤2j+ℓ
[
1
|B~a(x,2k)|
]1−r[ 1
2ℓ+|x−y|~a
]νr[ 2ℓ
2ℓ+|x−y|~a
](s+1)ra−
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy.
For I1, we have
I1.
∫
|x−y|~a≤2ℓ
[
1
|B~a(x,2k)|
]1−r( 1
2ℓ
)νr
∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
∼ 1|B~a(x,2ℓ)|
∫
|x−y|~a≤2ℓ
[ |B~a(x,2ℓ)|
|B~a(x,2k)|
]1−r
∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
.2(ℓ−k)(1−r)νM~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x). (4.15)
For I2, from the fact that 2
j+ℓ−1< |x−y|~a≤2j+ℓ, it follows that, for any x∈Rn,
I2. ∑
j∈N
∫
2j+ℓ−1<|x−y|~a≤2j+ℓ
[
1
|B~a(x,2k)|
]1−r( 1
2j+ℓ
)νr( 1
2j
)(s+1)ra−
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy.
Thus,
I2. ∑
j∈N
2−j(s+1)ra−
1
|B~a(x,2j+ℓ)|
∫
2j+ℓ−1<|x−y|~a≤2j+ℓ
[ |B~a(x,2j+ℓ)|
|B~a(x,2k)|
]1−r
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
. ∑
j∈N
2−j[(s+1)ra−−(1−r)ν]2(ℓ−k)(1−r)νM~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x),
which, together with (4.14), (4.15) and the fact that r> ν
ν+(s+1)a−
, further implies that ∑
l(Q~a)=2k−1
|Q~a| 2
ℓ(s+1)a−[
2ℓ+|x−zQ~a |~a
](s+1)a−+ν cQ~a

r
.2(ℓ−k)(1−r)νM~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x). (4.16)
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Case II) ℓ< k. In this case, by (4.13) and the Tonelli theorem again, we conclude that,
for any x∈Rn, ∑
l(Q~a)=2k−1
|Q~a| 2
k(s+1)a−[
2k+|x−zQ~a |~a
](s+1)a−+ν cQ~a

r
. ∑
l(Q~a)=2k−1
∫
Q~a
|Q~a|r−1
[
1
2k+|x−zQ~a |~a
]νr[ 2k
2k+|x−zQ~a |~a
](s+1)ra−(
cQ~a
)r
dy
.
∫
Rn
[
1
|B~a(x,2k)|
]1−r[ 1
2k+|x−y|~a
]νr[ 2k
2k+|x−y|~a
](s+1)ra−
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
∼ I3+I4, (4.17)
where, for any x∈Rn,
I3 :=
∫
|x−y|~a≤2k
[
1
|B~a(x,2k)|
]1−r[ 1
2k+|x−y|~a
]νr[ 2k
2k+|x−y|~a
](s+1)ra−
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
and
I4 := ∑
j∈N
∫
2k+j−1<|x−y|~a≤2k+j
[
1
|B~a(x,2k)|
]1−r[ 1
2k+|x−y|~a
]νr[ 2k
2k+|x−y|~a
](s+1)ra−
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy.
For I3, we have
I3.
∫
|x−y|~a≤2k
[
1
|B~a(x,2k)|
]1−r( 1
2k
)νr
∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
∼ 1|B~a(x,2k)|
∫
|x−y|~a≤2k
∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
.M~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x). (4.18)
For I4, from the facts that 2
j+k−1< |x−y|~a≤2j+k and r> νν+(s+1)a− , it follows that, for any
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x∈Rn,
I4. ∑
j∈N
∫
2j+k−1<|x−y|~a≤2j+k
[
1
|B~a(x,2k)|
]1−r( 1
2j+k
)νr( 1
2j
)(s+1)ra−
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
∼ ∑
j∈N
2−j(s+1)ra−
1
|B~a(x,2j+k)|
∫
2j+k−1<|x−y|~a≤2j+k
[ |B~a(x,2j+k)|
|B~a(x,2k)|
]1−r
× ∑
l(Q~a)=2k−1
[
(cQ~a)
r1Q~a(y)
]
dy
. ∑
j∈N
2−j[(s+1)ra−−(1−r)ν]M~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x)
.M~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x). (4.19)
From (4.17), (4.18) and (4.19), we deduce that, for any x∈Rn, ∑
l(Q~a)=2k−1
|Q~a| 2
k(s+1)a−[
2k+|x−zQ~a |~a
](s+1)a−+ν cQ~a

r
.M~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x).
Combining this and (4.16), we further conclude that, for any given r∈ ( ν
ν+(s+1)a− ,1],
any k, ℓ∈Z and x∈Rn,
∑
l(Q~a)=2k−1
|Q~a| 2
(k∨ℓ)(s+1)a−[
2(k∨ℓ)+|x−zQ~a |~a
](s+1)a−+ν cQ~a
.2−[k−(k∨ℓ)](1/r−1)ν
M~aHL
 ∑
l(Q~a)=2k−1
[
cQ~a
]r
1Q~a
(x)

1/r
.
This finishes the proof of Lemma 4.6.
Now we prove Theorem 4.9.
Proof of Theorem 4.9. By symmetry, to finish the proof of this theorem, we only need to
show that, for any f ∈S ′(Rn),
‖Sϕ( f )‖L~p(Rn).‖Sψ( f )‖L~p(Rn). (4.20)
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To this end, for any k∈Z and z∈Rn, let
mψk( f )(z) :=
[
2−kν
∫
B~a(z,2k)
| f ∗ψk(y)|2 dy
]1/2
and, for any ℓ∈Z, x∈Rn and y∈B~a(x,2ℓ),
Eϕℓ( f )(y) := f ∗ϕℓ(y).
Then, from Lemma 4.2 and the Lebesgue dominated convergence theorem, it follows
that, for any ℓ∈Z, x∈Rn and y∈B~a(x,2ℓ),
Eϕℓ( f )(y)= ∑
k∈Z
f ∗ψk∗ϕk∗ϕℓ(y)= ∑
k∈Z
∫
Rn
f ∗ψk(z)ϕk∗ϕℓ(y−z)dz
= ∑
k∈Z
∑
l(Q~a)=2k−1
∫
Q~a
f ∗ψk(z)ϕk∗ϕℓ(y−z)dz (4.21)
in S ′(Rn), where, for any Q~a∈Q with Q as in (4.3), l(Q~a) denotes the side-length of Q~a.
On another hand, by Lemma 4.5, we know that, for any k, ℓ∈Z, z∈Q~a, x∈Rn and
y∈B~a(x,2ℓ),
|ϕk∗ϕℓ(y−z)|.2−(s+1)|k−ℓ|a− 2
(k∨ℓ)(s+1)a−[
2(k∨ℓ)+|y−z|~a
](s+1)a−+ν ,
where s is as in (4.8). From this and the fact that y∈B~a(x,2ℓ), we further deduce that there
exists zQ~a∈Q~a such that, for any k, ℓ∈Z and z∈Q~a,
|ϕk∗ϕℓ(y−z)|.2−(s+1)|k−ℓ|a− 2
(k∨ℓ)(s+1)a−[
2(k∨ℓ)+|x−zQ~a |~a
](s+1)a−+ν . (4.22)
In addition, observe that, for any z∈Q~a, Q~a⊂B~a(z,2k) and |Q~a|∼|B~a(z,2k)| and, therefore,
via the Ho¨lder inequality, we have
∣∣∣∣ 1|Q~a|
∫
Q~a
f ∗ψk(y)dy
∣∣∣∣.[ 1|B~a(z,2k)|
∫
B~a(z,2k)
| f ∗ψk(y)|2 dy
]1/2
∼mψk( f )(z),
which further implies that∣∣∣∣ 1|Q~a|
∫
Q~a
f ∗ψk(y)dy
∣∣∣∣. infz∈Q~amψk( f )(z).
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By this, (4.21), (4.22) and Lemma 4.6, we find that, for any given r ∈ ( ν
ν+(s+1)a−
,1], any
ℓ∈Z, x∈Rn and y∈B~a(x,2ℓ),
∣∣Eϕℓ( f )(y)∣∣. ∑
k∈Z
2−(s+1)|k−ℓ|a− ∑
l(Q~a)=2k−1
|Q~a| 2
(k∨ℓ)(s+1)a−[
2(k∨ℓ)+|x−zQ~a |~a
](s+1)a−+ν infz∈Q~amψk( f )(z)
. ∑
k∈Z
2−(s+1)|k−ℓ|a−2−[k−(k∨ℓ)](1/r−1)ν
×
M~aHL
 ∑
l(Q~a)=2k−1
inf
z∈Q~a
[
mψk( f )(z)
]r
1Q~a
(x)

1/r
. (4.23)
Due to the fact that s is as in (4.8), we can choose r such that
r∈
(
ν
ν+(s+1)a−
,min{1,p−}
)
with p− as in (4.4). Then, from (4.23), we deduce that, for any x∈Rn,
[Sϕ( f )(x)]
2= ∑
ℓ∈Z
2−ℓν
∫
B~a(x,2ℓ)
∣∣Eϕℓ( f )(y)∣∣2 dy
. ∑
ℓ∈Z
[
∑
k∈Z
2−(s+1)|k−ℓ|a−2−[k−(k∨ℓ)](1/r−1)ν
×
M~aHL
 ∑
l(Q~a)=2k−1
inf
z∈Q~a
[
mψk( f )(z)
]r
1Q~a
(x)

1/r

2
,
which, together with the Ho¨lder inequality and the fact that r> ν
ν+(s+1)a− , implies that
[Sϕ( f )(x)]
2. ∑
ℓ∈Z
∑
k∈Z
2−(s+1)|k−ℓ|a−2−[k−(k∨ℓ)](1/r−1)ν
×
M~aHL
 ∑
l(Q~a)=2k−1
inf
z∈Q~a
[
mψk( f )(z)
]r
1Q~a
(x)

2/r
. ∑
k∈Z
M~aHL
 ∑
l(Q~a)=2k−1
inf
z∈Q~a
[
mψk( f )(z)
]r
1Q~a
(x)

2/r
. ∑
k∈Z
{
M~aHL
([
mψk( f )
]r)
(x)
}2/r
.
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Therefore, by the fact that r< p− and Lemma 4.4, we find that
∥∥Sϕ( f )∥∥L~p(Rn).
∥∥∥∥∥∥
(
∑
k∈Z
{
M~aHL
([
mψk( f )
]r)}2/r)r/2∥∥∥∥∥∥
1/r
L~p/r(Rn)
.
∥∥∥∥∥∥
(
∑
k∈Z
[
mψk( f )
]2)1/2∥∥∥∥∥∥
L~p(Rn)
∼∥∥Sψ( f )∥∥L~p(Rn) ,
which implies (4.20) holds true and hence completes the proof of Theorem 4.9.
We point out that, in the proof of the sufficiency of [42, Theorem 4.1], there exist some
errors and gaps. Therefore we give a revised proof as follows.
To show the sufficiency of Theorem 4.6, the following lemma is necessary.
Lemma 4.7. Let~a∈ [1,∞)n, ~p∈(0,∞)n, β∈(0,∞), ε∈(0,∞), κ∈(0,∞) and r∈ [1,∞]∩(p+ ,∞]
with p+ as in (4.4). Assume that {λi}i∈N ⊂C, {Bi}i∈N ⊂B and {mε,κi }i∈N ⊂ Lr(Rn) satisfy
that, for any ε∈ (0,∞), κ∈ (0,∞) and i∈N, suppmε,κi ⊂B(β)i with B(β)i as in (4.2),∥∥mε,κi ∥∥Lr(Rn)≤ |Bi|1/r‖1Bi‖L~p(Rn) (4.24)
and ∥∥∥∥∥∥
{
∑
i∈N
[
|λi|1Bi
‖1Bi‖L~p(Rn)
]p}1/p∥∥∥∥∥∥
L~p(Rn)
<∞.
Then, for any κ∈ (0,∞),∥∥∥∥∥∥liminfε→0+
[
∑
i∈N
∣∣λimε,κi ∣∣p
]1/p∥∥∥∥∥∥
L~p(Rn)
≤C
∥∥∥∥∥∥
{
∑
i∈N
[
|λi|1Bi
‖1Bi‖L~p(Rn)
]p}1/p∥∥∥∥∥∥
L~p(Rn)
, (4.25)
where p is as in (4.4) and C is a positive constant independent of λi, Bi, m
ε,κ
i , ε and κ.
Proof. By Theorem 2.13, we find that there exists some g∈L(~p/p)′(Rn)with ‖g‖
L(~p/p)
′
(Rn)
=
1 such that, for any κ∈ (0,∞),∥∥∥∥∥∥liminfε→0+
[
∑
i∈N
∣∣λimε,κi ∣∣p
]1/p∥∥∥∥∥∥
p
L~p(Rn)
=
∥∥∥∥∥liminfε→0+ ∑i∈N
∣∣λimε,κi ∣∣p
∥∥∥∥∥
L~p/p(Rn)
.
∫
Rn
liminf
ε→0+ ∑i∈N
∣∣λimε,κi (x)∣∣p |g(x)| dx.
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From this, the Fatou lemma, the Tonelli theorem, the Ho¨lder inequality and (4.24), we
deduce that, for any κ∈ (0,∞) and r∈ [1,∞]∩(p+ ,∞],∫
Rn
liminf
ε→0+ ∑i∈N
∣∣λimε,κi (x)∣∣p |g(x)| dx≤ liminf
ε→0+ ∑i∈N
|λi|p
∥∥mε,κi ∥∥pLr(Rn)‖g‖L(r/p)′ (B(β)i )
≤ ∑
i∈N
|λi|p|Bi|p/r
‖1Bi‖
p
L~p(Rn)
‖g‖
L(r/p)
′
(B
(β)
i )
. ∑
i∈N
|λi|p|B(β)i |
‖1Bi‖
p
L~p(Rn)
inf
z∈B(β)i
[
M~aHL
(
|g|(r/p)′
)
(z)
]1/(r/p)′
.
∫
Rn
∑
i∈N
|λi|p1B(β)i (x)
‖1Bi‖
p
L~p(Rn)
[
M~aHL
(
|g|(r/p)′
)
(x)
]1/(r/p)′
dx,
which, together with Theorem 2.6, [42, Remark 3.8], Lemma 4.3 and the fact that r ∈
(p+,∞], further implies that∫
Rn
liminf
ε→0+ ∑i∈N
∣∣λimε,κi (x)∣∣p |g(x)| dx
.
∥∥∥∥∥∥∑i∈N |λi|
p1Bi
‖1Bi‖
p
L~p(Rn)
∥∥∥∥∥∥
L~p/p(Rn)
∥∥∥∥[M~aHL(|g|(r/p)′)]1/(r/p)′∥∥∥∥
L(~p/p)
′
(Rn)
.
∥∥∥∥∥∥
{
∑
i∈N
[
|λi|1Bi
‖1Bi‖L~p(Rn)
]p}1/p∥∥∥∥∥∥
p
L~p(Rn)
‖g‖
L(~p/p)
′
(Rn)
. (4.26)
By this and the fact that ‖g‖
L(~p/p)
′
(Rn)
=1, we know that (4.25) holds true. This finishes the
proof of Lemma 4.7.
Remark 4.5. Let ~p := (p1,. . .,pn)∈ (0,∞)n. Notice that, if p :=min{1,p−} with p− as in
(4.4), then there may exist some pi0 such that pi0/p= 1 and hence (pi0/p)
′=∞. By this
and the fact that Lemma 4.3 holds true only for ~p∈ (1,∞)n, we know that (4.26) does not
hold true in this case. Thus, we need to restrict the range of p to be (0,min{1,p−}).
To prove the sufficiency of Theorem 4.6, we also need the following lemma, which is
just [42, Lemma 4.9].
Lemma 4.8. Let~a∈ [1,∞)n. Then there exists a set
Q :=
{
Qkα⊂Rn : k∈Z,α∈Ek
}
of open subsets, where Ek is some index set, such that
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(i) for any k∈Z, ∣∣Rn\⋃αQkα∣∣=0 and, when α 6=β, Qkα∩Qkβ =∅;
(ii) for any α, β, k, ℓ with ℓ≥ k, either Qkα∩Qℓβ =∅ or Qℓα⊂Qkβ;
(iii) for any (ℓ,β) and k<ℓ, there exists a unique α such that Qℓβ⊂Qkα;
(iv) there exist some w∈Z\Z+ and u∈N such that, for any Qkα with k∈Z and α∈Ek, there
exists xQkα ∈Qkα such that, for any x∈Qkα,
xQkα+2
(wk−u)~aB0⊂Qkα⊂ x+2(wk+u)~aB0,
where B0 denotes the unit ball of R
n.
In what follows, we call Q := {Qkα}k∈Z,α∈Ek from Lemma 4.8 dyadic cubes and k the
level, denoted by ℓ(Qkα), of the dyadic cube Q
k
α for any k∈Z and α∈Ek.
We now prove the sufficiency of Theorem 4.6.
Proof of the sufficiency of Theorem 4.6. Let f ∈ S ′0(Rn) and S( f ) ∈ L~p(Rn) with ~p∈ (0,∞)n.
Then, from Theorem 4.9, it follows that Sψ( f )∈L~p(Rn). Thus, we only need to prove that
f ∈H~p
~a (R
n) and
‖ f‖
H
~p
~a (R
n)
.‖Sψ( f )‖L~p(Rn). (4.27)
To this end, for any k∈Z, let Ωk :={x∈Rn : Sψ( f )(x)>2k} and
Qk :=
{
Q∈Q : |Q∩Ωk|> |Q|2 and |Q∩Ωk+1|≤
|Q|
2
}
.
It is easy to see that, for any Q∈Q, there exists a unique k∈Z such that Q∈Qk. For any
given k∈Z, denote by {Qki }i the collection of all maximal dyadic cubes inQk, namely, there
exists no Q∈Qk such that Qki $Q for any i.
For any Q∈Q, let
Q̂ :=
{
(y,t)∈Rn+1+ : y∈Q and t∼2wℓ(Q)+u
}
, (4.28)
here and thereafter, Rn+1+ :=R
n×(0,∞) and t∼2wℓ(Q)+u always means
2wℓ(Q)+u+1≤ t<2w[ℓ(Q)−1]+u+1, (4.29)
where w and u are as in Lemma 4.8(iv) and ℓ(Q) denotes the level of Q. Clearly, {Q̂}Q∈Q
are mutually disjoint and
R
n+1
+ =
⋃
k∈Z
⋃
i
Bk,i, (4.30)
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where, for any k∈Z and i, Bk,i :=⋃Q⊂Qki ,Q∈Qk Q̂. Then, by Lemma 4.8(ii), we easily know
that {Bk,i}k∈Z,i are mutually disjoint.
Let ψ and ϕ be as in Lemma 4.2. Then ϕ has the vanishing moments up to order s as
in (4.8). By Lemma 4.2, the properties of tempered distributions (see [37, Theorem 2.3.20]
or [76, Theorem 3.13]), we find that, for any f ∈S ′0(Rn) with Sψ( f )∈L~p(Rn), and for any
x∈Rn,
f (x)= ∑
k∈Z
f ∗ψk∗ϕk(x)=
∫
R
n+1
+
f ∗ψt(y)ϕt(x−y)dydm(t) (4.31)
in S ′(Rn), where m denotes the integer counting measure on Rn, namely, for any set E⊂R,
m(E) is the number of integers contained in E. For any k∈Z, i and x∈Rn, let
hki (x) :=
∫
Bk,i
f ∗ψt(y)ϕt(x−y)dydm(t).
Next we show that
∑
k∈Z
∑
i
hki converges in S ′(Rn). (4.32)
To this end, we first claim that
(i) for any given r∈ (1,∞), any k∈Z, i and x∈Rn,
hki (x)= ∑
Q⊂Qki ,Q∈Qk
∫
Q̂
f ∗ψt(y)ϕt(x−y)dydm(t)=: ∑
Q⊂Qki ,Q∈Qk
eQ(x)
converges in Lr(Rn) and hence in S ′(Rn);
(ii) for any k∈Z, i, hki is a multiple of a (~p,r,s)-atom.
Indeed, using [59, (3.23)] with the dilation A as in (4.7), we conclude that, for any
x∈Rn, Sϕ
 ∑
Q⊂Qki ,Q∈Qk
eQ
(x)
2. ∑
Q⊂Qki ,Q∈Qk
[
M~aHL(cQ1Q)(x)
]2
, (4.33)
where, for any Q⊂Qki and Q∈Qk,
cQ :=
[∫
Q̂
|ψt∗ f (y)|2dydm(t)
tν
]1/2
.
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We now show the above two assertions and we first show assertion (i). To this end,
for any k∈Z, Q∈Qk and x∈Q, by Lemma 4.8(iv), we find that
M~aHL(1Ωk)(x)&
1
2[wℓ(Q)+u]ν
∫
xQ+2[wℓ(Q)+u]~aB0
1Ωk(z)dz&2
−2uν |Ωk∩Q|
|Q| &2
−2uν−1,
which implies that ⋃
Q⊂Qki ,Q∈Qk
Q⊂ Ω̂k :=
{
x∈Rn : M~aHL(1Ωk)(x)&2−2uν−1
}
.
In addition, for any k∈Z, Q∈Qk and x∈Q, by Q⊂ Ω̂k, we know that
M~aHL
(
1Q∩(Ω̂k\Ωk+1)
)
(x)≥ 1|Q|
∫
Q
1Q∩(Ω̂k\Ωk+1)(z)dz≥
|Q|−|Q|/2
|Q| ≥
1Q(x)
2
.
From this, [15, Theorem 3.2] with the dilation A as in (4.7), (4.33), [42, Lemma 3.7] and
an argument similar to that used in the proof of [59, (3.26)], it follows that, for any given
r∈ (1,∞), any k∈Z and i,∥∥∥∥∥∥ ∑Q⊂Qki ,Q∈QkeQ
∥∥∥∥∥∥
Lr(Rn)
.
∥∥∥∥∥∥∥
 ∑
Q⊂Qki ,Q∈Qk
(cQ)
21Q∩(Ω̂k\Ωk+1)
1/2
∥∥∥∥∥∥∥
Lr(Rn)
. (4.34)
On another hand, for any k∈Z, Q∈Qk, x∈Q and (y,t)∈ Q̂, by [42, Lemmas 4.9(iv)
and 2.5(ii)] and (4.29), we easily know that
x−y∈2[wℓ(Q)+u]~aB0+2[wℓ(Q)+u]~aB0⊂2[wℓ(Q)+u+1]~aB0⊂ t~aB0,
here and thereafter, B0 :=B~a(~0n,1). From this and the disjointness of {Q̂}Q⊂Qki , we deduce
that, for any k∈Z, i and x∈Rn,
∑
Q⊂Qki ,Q∈Qk
(cQ)
21Q∩(Ω̂k\Ωk+1)(x)= ∑
Q⊂Qki ,Q∈Qk
∫
Q̂
|ψt∗ f (y)|2dydm(t)
tν
1Q∩(Ω̂k\Ωk+1)(x)
.
[
Sψ( f )(x)
]2
1Qki∩(Ω̂k\Ωk+1)(x). (4.35)
Combining this and Lemma 4.8(iv), we further conclude that, for any given r∈(1,∞), any
k∈Z and i, ∥∥∥∥∥∥∥
 ∑
Q⊂Qki ,Q∈Qk
(cQ)
21Q∩(Ω̂k\Ωk+1)

1/2
∥∥∥∥∥∥∥
r
Lr(Rn)
≤
∫
Rn
[
Sψ( f )(x)
]r
1Qki∩(Ω̂k\Ωk+1)(x)dx
.2kr
∣∣∣Qki ∣∣∣.2kr ∣∣∣2(wk+u)~aB0∣∣∣.2kr2(wk+u)ν<∞. (4.36)
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For any N ∈N, let Qk,N := {Q ∈Qk : |ℓ(Q)|> N}. Then, replacing ∑Q⊂Qki ,Q∈Qk eQ by
∑Q⊂Qki ,Q∈Qk,N eQ in (4.34), we obtain, for any N∈N, k∈Z and i,∥∥∥∥∥∥ ∑Q⊂Qki ,Q∈Qk,NeQ
∥∥∥∥∥∥
r
Lr(Rn)
.
∥∥∥∥∥∥∥
 ∑
Q⊂Qki ,Q∈Qk,N
(cQ)
21Q∩(Ω̂k\Ωk+1)
1/2
∥∥∥∥∥∥∥
r
Lr(Rn)
.
From this, (4.36) and the Lebesgue dominated convergence theorem, we deduce that, for
any given r∈ (1,∞), any k∈Z and i,∥∥∥∥∥∥ ∑Q⊂Qki ,Q∈Qk,NeQ
∥∥∥∥∥∥
Lr(Rn)
→0
as N→∞, and hence∥∥∥∥∥∥
∫
∪
Q⊂Qk
i
,Q∈Qk,N
Q̂
f ∗ψt(y)ϕt(x−y)dydm(t)
∥∥∥∥∥∥
Lr(Rn)
→0
as N→∞. Thus, hki = ∑Q⊂Qki ,Q∈Qk eQ in L
r(Rn). This finishes the proof of assertion (i)
above. By this, (4.34), the estimation of (4.36) and Lemma 4.8(iv), we know that∥∥∥hki ∥∥∥
Lr(Rn)
.
{∫
Rn
[
Sψ( f )(x)
]r
1Qki∩(Ω̂k\Ωk+1)(x)dx
}1/r
.2k
∣∣∣Qki ∣∣∣1/r≤ C˜12k ∣∣∣Bki ∣∣∣1/r , (4.37)
where C˜1 is a positive constant independent of f , k and i and, for any k∈Z and i,
Bki := xQki
+2(w[ℓ(Q
k
i )−1]+u+3)~aB0.
We now show assertion (ii). To this end, observe that, for any x∈ supphki with k∈Z,
hki (x) 6= 0 implies that there exists a Q⊂Qki and Q∈Qk such that eQ(x) 6= 0. Then there
exists (y,t)∈ Q̂ such that t−~a(x−y)∈ B0. By this, Lemma 4.8(iv), (4.29) and [42, Lemma
2.5(ii)], we have
x∈y+t~aB0⊂ xQ+2(wℓ(Q)+u)~aB0+2(w[ℓ(Q)−1]+u+1)~aB0⊂ xQ+2(w[ℓ(Q)−1]+u+2)~aB0.
Thus,
suppeQ⊂ xQ+2(w[ℓ(Q)−1]+u+2)~aB0.
From this, the fact that hki = ∑Q⊂Qki ,Q∈Qk eQ, (ii) and (iv) of Lemma 4.8 and [42, Lemma
2.5(ii)], we further deduce that, for any k∈Z and i,
supphki ⊂
⋃
Q⊂Qki ,Q∈Qk
(
xQ+2
(w[ℓ(Q)−1]+u+2)~aB0
)
⊂ xQki +2
w[ℓ(Qki )+u]~aB0+2
(w[ℓ(Qki )−1]+u+2)~aB0⊂Bki . (4.38)
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Recall that ϕ has the vanishing moments up to order s≥⌊ νa− ( 1p−−1)⌋ and so does eQ.
For any k∈Z, i, γ∈Zn+ with |γ|≤ s and x∈Rn, let g(x) := xγ1Bki (x). Clearly, g∈ L
r′(Rn)
with r∈ (1,∞) and 1/r+1/r′= 1. Thus, by (4.38) and the facts that (Lr′(Rn))∗= Lr(Rn)
and
suppeQ⊂ xQ+2(w[ℓ(Q)−1]+u+2)~aB0,
we conclude that, for any k, i and γ as above,∫
Rn
hki (x)x
γdx= 〈hki ,g〉= ∑
Q⊂Qki ,Q∈Qk
〈eQ,g〉= ∑
Q⊂Qki ,Q∈Qk
∫
Rn
eQ(x)x
γdx=0,
namely, hki has the vanishing moments up to order s, which, combined with (4.37) and
(4.38), implies that hki is a multiple of a (~p,r,s)-atom supported in B
k
i . This finishes the
proof of assertion (ii) above.
Now we prove (4.32). For any k∈Z and i, let
λki := C˜12
k
∥∥∥1Bki ∥∥∥L~p(Rn) and aki :=(λki )−1hki , (4.39)
where C˜1 is as in (4.37). Then it is easy to see that, for any k∈Z and i, aki is a (~p,r,s)-atom.
Notice that i∈N or there exists a D∈N such that i∈{1,.. . ,D}. When i∈N, by (4.39), to
prove (4.32), it suffices to show that
lim
l→∞
∥∥∥∥∥ ∑
l≤|k|≤m
∑
l≤i≤m
λki a
k
i
∥∥∥∥∥
H
~p
~a (R
n)
=0. (4.40)
Assuming that (4.40) holds true for themoment, then, for any φ∈S(Rn), let φ˜(·):=φ(−·).
Obviously, for any l, m∈N,∣∣∣∣∣
〈
∑
l≤|k|≤m
∑
l≤i≤m
λki a
k
i ,φ
〉∣∣∣∣∣=
∣∣∣∣∣
(
∑
l≤|k|≤m
∑
l≤i≤m
λki a
k
i
)
∗φ˜(~0n)
∣∣∣∣∣.
Combining this, the proof of [42, Lemma 4.8] with f , φ and k therein replaced, respec-
tively, by ∑l≤|k|≤m∑l≤i≤mλki a
k
i , φ˜ and 0, and (4.40), we further conclude that
lim
l→∞
∣∣∣∣∣
〈
∑
l≤|k|≤m
∑
l≤i≤m
λki a
k
i ,φ
〉∣∣∣∣∣. liml→∞
∥∥∥∥∥MN
(
∑
l≤|k|≤m
∑
l≤i≤m
λki a
k
i
)∥∥∥∥∥
L~p(Rn)
∼ lim
l→∞
∥∥∥∥∥ ∑
l≤|k|≤m
∑
l≤i≤m
λki a
k
i
∥∥∥∥∥
H
~p
~a (R
n)
→0,
CONTENTS 51
where N is as in (4.6). From this and the completeness of S ′(Rn), we deduce that (4.32)
holds true. Therefore, to show (4.32), it remains to prove (4.40). To do this, for any k∈Z
and i∈N, by the fact that |Qki ∩Ωk|≥ |Q
k
i |
2 , we find that, for any x∈Rn,
M~aHL
(
1Qki∩Ωk
)
(x)&
1
|Qki |
∫
Qki
1Qki∩Ωk(y)dy∼
|Qki ∩Ωk|
|Qki |
&
1
2
,
which, together with [42, (2.5) and Lemma 3.5], implies that∥∥∥1Qki ∥∥∥L~p(Rn)=∥∥∥1Qki ∥∥∥2/p−L2~p/p−(Rn).∥∥∥M~aHL(1Qki ∩Ωk)∥∥∥2/p−L2~p/p−(Rn)
.
∥∥∥1Qki ∩Ωk∥∥∥2/p−L2~p/p− (Rn)∼∥∥∥1Qki ∩Ωk∥∥∥L~p(Rn) . (4.41)
From the fact that, for any l, m∈N, ∑l≤|k|≤m∑l≤i≤mλki aki ∈H~p,r,s~a (Rn), Theorem 4.3, the
mutual disjointness of {Qki }k∈Z,i∈N and [42, Lemma 5.9(iv)], it follows that∥∥∥∥∥ ∑
l≤|k|≤m
∑
l≤i≤m
λki a
k
i
∥∥∥∥∥
H
~p
~a (R
n)
.
∥∥∥∥∥∥∥
 ∑
l≤|k|≤m
∑
l≤i≤m
[
λki 1Bki
‖1Bki ‖L~p(Rn)
]p
1/p
∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥
[
∑
l≤|k|≤m
∑
l≤i≤m
(
2k1Bki
)p]1/p∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥
[
∑
l≤|k|≤m
∑
l≤i≤m
(
2k1Qki
)p]1/p∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥ ∑
l≤|k|≤m
∑
l≤i≤m
(
2k1Qki
)p∥∥∥∥∥
1/p
L~p/p(Rn)
,
which, combined with (4.41), implies that∥∥∥∥∥ ∑
l≤|k|≤m
∑
l≤i≤m
λki a
k
i
∥∥∥∥∥
H
~p
~a (R
n)
∼
∥∥∥∥∥ ∑
l≤|k|≤m
∑
l≤i≤m
(
2k1Qki ∩Ωk
)p∥∥∥∥∥
1/p
L~p/p(Rn)
.
∥∥∥∥∥∥
[
∑
l≤|k|≤m
(
2k1Ωk
)p]1/p∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥
[
∑
l≤|k|≤m
(
2k1Ωk\Ωk+1
)p]1/p∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥Sψ( f )
(
∑
l≤|k|≤m
1Ωk\Ωk+1
)1/p∥∥∥∥∥∥
L~p(Rn)
→0
as l→∞. This further implies that (4.40) holds true and so does (4.32) in the case i∈N.
When i∈{1,.. . ,D}, to prove (4.32), it suffices to show that
lim
l→∞
∥∥∥∥∥ ∑
l≤|k|≤m
D
∑
i=1
λki a
k
i
∥∥∥∥∥
H
~p
~a (R
n)
=0. (4.42)
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Applying a similar argument to that used in the proof of (4.40) above, we know that (4.42)
also holds true. Thus,
∑
k∈Z
∑
i
hki = ∑
k∈Z
∑
i
λki a
k
i converges in S ′(Rn).
Now, for any x∈Rn, let
η(x) := ∑
k∈Z
∑
i
hki (x)= ∑
k∈Z
∑
i
∫
Bk,i
f ∗ψt(y)ϕt(x−y)dydm(t) in S ′(Rn),
here and thereafter, for any k ∈Z and i, Bk,i is as in (4.30). To finish the proof of the
sufficiency of Theorem 4.6, we next show that
f =η in S ′(Rn). (4.43)
Indeed, by assertion (i) above, (4.28) and (4.29), we know that, for any given r∈ (1,∞),
any k∈Z, i and x∈Rn,
hki (x)= lim
N→∞
∫ ∞
0
∫
Rn
f ∗ψt(y)ϕt(x−y)1∪
Q⊂Qk
i
,Q∈Qk
|ℓ(Q)|≤N
Q̂(y,t)dydm(t)
= lim
N→∞
∫ β(N)
α(N)
∫
Rn
f ∗ψt(y)ϕt(x−y)1Bk,i(y,t)dydm(t) (4.44)
converges in Lr(Rn) and hence in S ′(Rn), where, for any N ∈N, α(N) := 2wN+u+1 and
β(N) := 2−w(N+1)+u+1 with w and u as in Lemma 4.8(iv). For the convenience of the
notation, we rewrite η as, for any x∈Rn,
η(x)= ∑
j∈N
∫
R(j)
f ∗ψt(y)ϕt(x−y)dydm(t),
where {R(j)}j∈N is any rearrangement of {Bk,i}k∈Z,i. For any M∈N and x∈Rn, let
ηM(x) := f (x)−
M
∑
j=1
∫
R(j)
f ∗ψt(y)ϕt(x−y)dydm(t).
Then, using (4.30), (4.31) and (4.44), we have, for any M∈N and x∈Rn,
ηM(x)= lim
N→∞
∫ β(N)
α(N)
∫
Rn
f ∗ψt(y)ϕt(x−y)1∪∞j=1R(j)(y,t)dydm(t)
− lim
N→∞
∫ β(N)
α(N)
∫
Rn
f ∗ψt(y)ϕt(x−y)1∪Mj=1R(j)(y,t)dydm(t)
= lim
N→∞
∫ β(N)
α(N)
∫
Rn
f ∗ψt(y)ϕt(x−y)1∪∞j=M+1R(j)(y,t)dydm(t) (4.45)
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converges in S ′(Rn).
Note that H
~p
~a (R
n) is continuously embedded into S ′(Rn) (see [44, Lemma 3.6]). Thus,
to prove (4.43), it suffices to show that ‖ηM‖H~p
~a (R
n)
→0 as M→∞. To do this, we borrow
some ideas from the proof of the atomic characterizations of H
~p
~a (R
n) (see [42, Theorem
3.16]). Indeed, for any ε∈ (0,∞), M∈N and x∈Rn, let
ηε,κM (x) :=
∫ κ/ε
ε
∫
Rn
f ∗ψt(y)ϕt(x−y)1∪∞j=M+1R(j)(y,t)dydm(t),
where κ is any given positive constant. Therefore, by the Lebesgue dominated conver-
gence theorem, for any given κ∈ (0,∞), any ε∈ (0,∞), j∈N and x∈Rn, we have
ηε,κM (x)=
∞
∑
j=M+1
∫ κ/ε
ε
∫
Rn
f ∗ψt(y)ϕt(x−y)1R(j)(y,t)dydm(t)=:
∞
∑
j=M+1
hε,κj (x)
in S ′(Rn).
In addition, for any given κ∈ (0,∞), any ε∈ (0,∞) and Q∈Q, let
Q̂ε,κ :=
{
(y,t)∈Rn×(ε,κ/ε) : y∈Q and t∼2wℓ(Q)+u
}
,
where w and u are as in Lemma 4.8(iv) and ℓ(Q) denotes the level of Q. Obviously, for
any given κ∈ (0,∞) and any ε∈ (0,∞), {Q̂ε,κ}Q∈Q are mutually disjoint and
R
n×(ε,κ/ε)= ⋃
k∈Z
⋃
i
Bε,κk,i ,
where, for any k ∈Z and i, Bε,κk,i :=
⋃
Q⊂Qki ,Q∈Qk Q̂ε,κ. Then, by Lemma 4.8(ii), we easily
know that, for any given κ∈ (0,∞) and any ε∈ (0,∞), {Bε,κk,i }k∈Z,i are mutually disjoint.
Now we claim that, for any given κ∈ (0,∞), any ε∈ (0,∞) and x∈Rn,Sϕ
 ∑
Q⊂Qki ,Q∈Qk
eε,κQ
(x)
2. ∑
Q⊂Qki ,Q∈Qk
[
M~aHL(c
ε,κ
Q 1Q)(x)
]2
, (4.46)
where, for any Q⊂Qki , Q∈Qk and x∈Rn,
eε,κQ (x) :=
∫
Q̂ε,κ
f ∗ψt(y)ϕt(x−y)dydm(t)
and
cε,κQ :=
[∫
Q̂ε,κ
|ψt∗ f (y)|2dydm(t)
tν
]1/2
.
Assuming this inequality holds true for themoment, then, for any given κ∈(0,∞) and any
ε∈(0,∞), by some arguments similar to these used in the proofs of the above assertions (i)
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and (ii) with Q̂ and (4.33) therein replaced, respectively, by Q̂ε,κ and (4.46), we conclude
that, for any j∈N and x∈Rn,
hε,κj (x)= ∑
Q⊂Qki ,Q∈Qk
eε,κQ (x)
converges in S ′(Rn) and, for any given r ∈ (1,∞), hε,κj is a multiple of a (~p,r,s)-atom,
namely, there exist {λj}j∈N ⊂C and a sequence of (~p,r,s)-atoms, {aε,κj }j∈N, supported,
respectively, in {Bj}j∈N⊂B such that, for any j∈N, hε,κj =λjaε,κj , where, for any j∈N, λj
and Bj are independent of ε and κ. Thus, for any given κ∈ (0,∞), any ε∈ (0,∞), M∈N
and x∈Rn,
ηε,κM (x)=
∞
∑
j=M+1
λja
ε,κ
j (x) in S ′(Rn) (4.47)
and ∥∥∥∥∥∥
{
∞
∑
j=M+1
[ |λj|1Bj
‖1Bj‖L~p(Rn)
]p}1/p∥∥∥∥∥∥
L~p(Rn)
<∞. (4.48)
For any f ∈ S ′(Rn), let M0( f ) be as in (4.9). Then, by the fact that, for any given
κ∈ (0,∞) and any ε∈ (0,∞), {aε,κj }j∈N is a sequence of (~p,r,s)-atoms and [42, (3.41)], we
know that, for any j∈N and x∈Rn,
M0(a
ε,κ
j )(x).M
~a
HL(a
ε,κ
j )(x)1B(2)j
(x)+
1
‖1Bj‖L~p(Rn)
[
M~aHL(1Bj)(x)
] ν+(s+1)a−
ν
, (4.49)
where, for any j∈N, B(2)j is as in (4.2) with δ :=2. Let r∈ (max{p+,1},∞). Then, by [42,
(3.38)] and Lemma 4.3, we find that, for any given κ∈ (0,∞) and any ε∈ (0,∞),∥∥∥∥M0(aε,κj )1B(2)j
∥∥∥∥
Lr(Rn)
.
∥∥∥∥M~aHL(aε,κj )1B(2)j
∥∥∥∥
Lr(Rn)
.
|Bj|1/r
‖1Bj‖L~p(Rn)
,
which, combined with Lemma 4.7, further implies that∥∥∥∥∥∥liminfε→0+
{
∞
∑
j=M+1
[∣∣λj∣∣M0(aε,κj )1B(2)j
]p}1/p∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥
{
∞
∑
j=M+1
[ |λi|1Bj
‖1Bj‖L~p(Rn)
]p}1/p∥∥∥∥∥∥
L~p(Rn)
. (4.50)
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Let ε :=α(N) and
κ :=2−w+2(u+1)
with N∈N, w and u as in Lemma 4.8(iv). Then, by (4.45), we know that
M0(ηM)=M0
(
lim
N→∞
η
α(N),κ
M
)
= sup
t∈(0,∞)
∣∣∣∣ limN→∞Φt∗ηα(N),κM
∣∣∣∣≤ liminfN→∞ supt∈(0,∞)
∣∣∣Φt∗ηα(N),κM ∣∣∣
= liminf
N→∞
M0(η
α(N),κ
M ),
where Φ is as in (4.9). From this, Theorem 4.2, (4.47) and (4.49), we deduce that
‖ηM‖H~p
~a (R
n)
≤
∥∥∥∥liminfN→∞ M0(ηα(N),κM )
∥∥∥∥
L~p(Rn)
≤
∥∥∥∥∥liminfN→∞ ∞∑
j=M+1
|λj|M0(aα(N),κj )
∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥liminfN→∞ ∞∑
j=M+1
|λj|M0(aα(N),κj )1B(2)j
∥∥∥∥∥
L~p(Rn)
+
∥∥∥∥∥∥
∞
∑
j=M+1
|λj|
‖1
B
(2)
j
‖L~p(Rn)
[
M~aHL(1Bj)
] ν+(s+1)a−
ν
∥∥∥∥∥∥
L~p(Rn)
,
which, together with (4.50), Lemma 4.4 and (4.48), further implies that
‖ηM‖H~p
~a (R
n)
.
∥∥∥∥∥∥liminfN→∞
{
∞
∑
j=M+1
[∣∣λj∣∣M~aHL(aα(N),κj )1B(2)j
]p}1/p∥∥∥∥∥∥
L~p(Rn)
+
∥∥∥∥∥∥
∞
∑
j=M+1
{
|λj|
‖1Bj‖L~p(Rn)
[
MHL(1Bj)
] ν+(s+1)a−
ν
} ν
ν+(s+1)a−
∥∥∥∥∥∥
ν+(s+1)a−
ν
L
ν+(s+1)a−
ν ~p(Rn)
.
∥∥∥∥∥∥
{
∞
∑
j=M+1
[ |λj|1Bj
‖1Bj‖L~p(Rn)
]p}1/p∥∥∥∥∥∥
L~p(Rn)
→0
as M→∞. This implies that (4.43) holds true. Therefore,
f = ∑
k∈Z
∑
i
λki a
k
i in S ′(Rn).
By this, Theorem 4.3, the mutual disjointness of {Qki }k∈Z,i and [42, Lemma 5.9(iv)], we
56 CONTENTS
conclude that
‖ f‖
H
~p
~a (R
n)
.
∥∥∥∥∥∥∥
∑
k∈Z
∑
i
[
λki 1Bki
‖1Bki ‖L~p(Rn)
]p
1/p
∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥
[
∑
k∈Z
∑
i
(
2k1Bki
)p]1/p∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥
[
∑
k∈Z
∑
i
(
2k1Qki
)p]1/p∥∥∥∥∥∥
L~p(Rn)
,
which, combined with (4.41), further implies that
‖ f‖
H
~p
~a (R
n)
∼
∥∥∥∥∥∑
k∈Z
∑
i
(
2k1Qki
)p∥∥∥∥∥
1/p
L~p/p(Rn)
∼
∥∥∥∥∥∑
k∈Z
∑
i
(
2k1Qki ∩Ωk
)p∥∥∥∥∥
1/p
L~p/p(Rn)
.
∥∥∥∥∥∥
[
∑
k∈Z
(
2k1Ωk
)p]1/p∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥
[
∑
k∈Z
(
2k1Ωk\Ωk+1
)p]1/p∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥Sψ( f )
[
∑
k∈Z
1Ωk\Ωk+1
]1/p∥∥∥∥∥∥
L~p(Rn)
∼∥∥Sψ( f )∥∥L~p(Rn) .
Thus, f ∈ H~p
~a (R
n) and hence (4.27) holds true, which then completes the proof of the
sufficiency of Theorem 4.6.
To finish the whole proof, it remains to prove (4.46). Indeed, for any given κ∈ (0,∞),
any ε∈ (0,∞) and x∈Rn, we haveSϕ
 ∑
Q⊂Qki ,Q∈Qk
eε,κQ
(x)
2=∫
Γ(x)
∣∣∣∣∣∣ϕt∗
 ∑
Q⊂Qki ,Q∈Qk
eε,κQ
(y)
∣∣∣∣∣∣
2
dydm(t)
tν
≤ ∑
P∈Q,P̂∩Γ(x) 6=∅
∫
P̂
 ∑
Q⊂Qki ,Q∈Qk
∣∣∣ϕt∗eε,κQ (y)∣∣∣
2 dydm(t)
tν
,
where, for any x∈Rn,
Γ(x) :={(y,t)∈Rn+1+ : |y−x|~a< t}
and, for any P∈Q, P̂ is as in (4.28).
Let x∈ suppeε,κQ . Note that suppϕ⊂B0. Then there exists (y,t)∈ Q̂ε,κ such that t−~a(x−
y)∈B0. From this, Lemma 4.8(iv), (4.29) and [42, Lemma 2.5(ii)], it follows that
x∈y+t~aB0⊂ xQ+2(wℓ(Q)+u)~aB0+2(w[ℓ(Q)−1]+u+1)~aB0⊂ xQ+2(w[ℓ(Q)−1]+u+2)~aB0.
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Thus,
suppeε,κQ ⊂ xQ+2(w[ℓ(Q)−1]+u+2)~aB0=:RQ.
Moreover, by the fact that suppϕ⊂B0, Lemma 4.8(iv), (4.29) and [42, Lemma 2.5(ii)], we
know that, for any (y,t)∈ P̂,
suppϕt(y−·)⊂y+t~aB0⊂ xP+2(wℓ(P)+u)~aB0+2(w[ℓ(P)−1]+u+1)~aB0
⊂ xP+2(w[ℓ(P)−1]+u+2)~aB0=:RP.
For any x∈Rn and (y,t)∈ P̂ with P̂∩Γ(x) 6=∅, we will show below that, for any given
κ∈ (0,∞) and any ε∈ (0,∞), when RQ∩RP=∅, ϕt∗eε,κQ (y)≡0, otherwise,∣∣∣ϕt∗eε,κQ (y)∣∣∣. cε,κQ M~aHL(1Q)(x)2(s+1)w|ℓ(P)−ℓ(Q)|a−. (4.51)
Assuming that this holds true for the moment, then, via the Cauchy–Schwarz inequality,
we have
 ∑
Q⊂Qki ,Q∈Qk
∣∣∣ϕt∗eε,κQ (y)∣∣∣
2.
 ∑
Q⊂Qk
i
,Q∈Qk
RQ∩RP 6=∅
cε,κQ M
~a
HL(1Q)(x)2
(s+1)w|ℓ(P)−ℓ(Q)|a−

2
. ∑
Q⊂Qk
i
,Q∈Qk
RQ∩RP 6=∅
(cε,κQ )
2
[
M~aHL(1Q)(x)
]2
2(s+1)w|ℓ(P)−ℓ(Q)|a−
× ∑
Q⊂Qk
i
,Q∈Qk
RQ∩RP 6=∅
2(s+1)w|ℓ(P)−ℓ(Q)|a−.
In addition, from [15, (4.18)] with A as in (4.7), we deduce that, for any P∈Q,
∑
Q⊂Qk
i
,Q∈Qk
RQ∩RP 6=∅
2(s+1)w|ℓ(P)−ℓ(Q)|a−.1
and, for any Q⊂Qki and Q∈Qk,
∑
P∈Q,RQ∩RP 6=∅
2(s+1)w|ℓ(P)−ℓ(Q)|a−.1.
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Therefore, for any given κ∈ (0,∞), any ε∈ (0,∞) and x∈Rn, we haveSϕ
 ∑
Q⊂Qki ,Q∈Qk
eε,κQ
(x)
2
. ∑
P∈Q
P̂∩Γ(x) 6=∅
∫
P̂
∑
Q⊂Qk
i
,Q∈Qk
RQ∩RP 6=∅
(cε,κQ )
2
[
M~aHL(1Q)(x)
]2
2(s+1)w|ℓ(P)−ℓ(Q)|a−
dydm(t)
tν
. ∑
Q⊂Qki ,Q∈Qk
(cε,κQ )
2
[
M~aHL(1Q)(x)
]2 ∑
P∈Q,RQ∩RP 6=∅
2(s+1)w|ℓ(P)−ℓ(Q)|a−

. ∑
Q⊂Qki ,Q∈Qk
[
M~aHL(c
ε,κ
Q 1Q)(x)
]2
,
which implies (4.46).
To finish the whole proof, we still need to show (4.51). To this end, observe that, when
RQ∩RP=∅, from Lemma 4.8(iv), it follows that, for any (y,t)∈ P̂,
y∈P⊂ xP+2[wℓ(P)+u]~aB0⊂RP,
which implies that, for any z∈RQ,
|y−z|~a≥2w[ℓ(P)−1]+u+2> t.
Thus, for any given κ∈ (0,∞), any ε∈ (0,∞) and (y,t)∈ P̂,
ϕt∗eε,κQ (y)=
∫
RQ
ϕt(y−z)eε,κQ (z)dz=0.
Now we deal with the non-trivial case RQ∩RP 6=∅ by considering the following two
subcases.
Case I) ℓ(P)≤ ℓ(Q). In this case, for any (y,t)∈ P̂ and z∈RQ, we have
z′ := t−~az∈ t−~axQ+t−~a2(w[ℓ(Q)−1]+u+2)~aB0⊂ t−~axQ+2(w[ℓ(Q)−ℓ(P)−1]+1)~aB0=:RQP.
By this, Lemma 4.15 and the facts that −w> 0 and w[ℓ(Q)−ℓ(P)]≤ 0, we find that, for
any z′∈RQP, ∣∣∣z′−t−~axQ∣∣∣= ∣∣∣2(−w+1)~a[2(w−1)~a(z′−t−~axQ)]∣∣∣
≤2(−w+1)a+
∣∣∣2(w−1)~a(z′−t−~axQ)∣∣∣.2[ℓ(Q)−ℓ(P)]wa−. (4.52)
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On another hand, from the Ho¨lder inequality, it follows that, for any given κ∈ (0,∞),
any ε∈ (0,∞) and x∈Rn,∣∣∣eε,κQ (x)∣∣∣2≤ (cε,κQ )2∫
Q̂ε,κ
|ϕτ(x−y)|2τνdydm(τ). (cε,κQ )2 ∑
τ∼2wℓ(Q)+u
|Q|τ−ν. (cε,κQ )2,
which, together with the vanishing moments of eε,κQ and (4.52), further implies that, for
any given κ∈ (0,∞), any ε∈ (0,∞) and (y,t)∈ P̂,∣∣∣eε,κQ ∗ϕt(y)∣∣∣= ∣∣∣∣∫
Rn
eε,κQ (z)ϕt(y−z)dz
∣∣∣∣= ∣∣∣∣∫
Rn
eε,κQ (t
~az)ϕ(t−~ay−z)dz
∣∣∣∣
=
∣∣∣∣∣
∫
RQP
eε,κQ (t
~az)
[
ϕ(t−~ay−z)− ∑
|α|≤s
∂α ϕ(t−~ay−t−~axQ)
α!
(t−~axQ−z)α
]
dz
∣∣∣∣∣
.
∫
RQP
∣∣∣eε,κQ (t~az)∣∣∣∣∣∣t−~axQ−z∣∣∣s+1 dz. cε,κQ 2[ℓ(Q)−ℓ(P)](s+1)wa−2[ℓ(Q)−ℓ(P)]wν. (4.53)
Note that ℓ(P)≤ ℓ(Q) and RQ∩RP 6=∅. Thus,
RQ := xQ+2
(w[ℓ(Q)−1]+u+2)~aB0⊂ xP+2(w[ℓ(P)−1]+u+4)~aB0=:R′P. (4.54)
Moreover, for any x∈Rn such that P̂∩Γ(x) 6=∅, we know that there exists (y0,t0)∈P̂∩Γ(x)
such that |x−y0|~a< t0<2w[ℓ(P)−1]+u+1; thus, from Lemma 4.8(iv) and [42, Lemma 2.5(ii)],
we deduce that
x∈y0+2(w[ℓ(P)−1]+u+1)~aB0⊂ xP+2[wℓ(P)+u]~aB0+2(w[ℓ(P)−1]+u+1)~aB0
⊂ xP+2(w[ℓ(P)−1]+u+2)~aB0=RP⊂R′P.
By this, (4.54) and [15, Lemma 2.7], we conclude that, for any x∈Rn such that P̂∩Γ(x) 6=∅,
2[ℓ(Q)−ℓ(P)]wν∼ |RQ||R′P|
∼ |RQ∩R
′
P|
|R′P|
.M~aHL(1RQ )(x).M
~a
HL(1Q)(x),
which, combined with (4.53), implies (4.51) holds true in this case.
Case II) ℓ(P)>ℓ(Q). In this case, for any (y,t)∈ P̂ and z∈RP, it is easy to see that
z′ :=2[−wℓ(Q)−u]~az∈2[−wℓ(Q)−u]~axP+2(w[ℓ(P)−ℓ(Q)−1]+2)~aB0=:RPQ.
From this, Lemma 4.15 and the facts that −w> 0 and w[ℓ(P)−ℓ(Q)]> 0, it follows that,
for any z′∈RPQ,∣∣∣z′−2[−wℓ(Q)−u]~axP∣∣∣= ∣∣∣2(−w+2)~a[2(w−2)~a(z′−2[−wℓ(Q)−u]~axP)]∣∣∣
≤2(−w+2)a+
∣∣∣2(w−2)~a(z′−2[−wℓ(Q)−u]~axP)∣∣∣.2[ℓ(P)−ℓ(Q)]wa−. (4.55)
60 CONTENTS
Let e˜ε,κQ (·) := eε,κQ (2[wℓ(Q)+u]~a·). For any α∈Zn+, using the Ho¨lder inequality, we find that,
for any given κ∈ (0,∞), any ε∈ (0,∞) and z∈Rn,∣∣∣∂α e˜ε,κQ (z)∣∣∣2= ∣∣∣∣∫
Q̂ε,κ
f ∗ψτ(y)∂α ϕτ(2[wℓ(Q)+u]~az−y)dydm(τ)
∣∣∣∣2
≤ (cε,κQ )2
∫
Q̂ε,κ
∣∣∣∂α ϕτ(2[wℓ(Q)+u]~az−y)∣∣∣2τνdydm(τ)
. (cε,κQ )
2 ∑
τ∼2wℓ(Q)+u
|Q|τ−ν. (cε,κQ )2.
By this, the vanishing moments of ϕ and (4.55), we know that, for any given κ∈ (0,∞),
any ε∈ (0,∞) and (y,t)∈ P̂,∣∣∣eε,κQ ∗ϕt(y)∣∣∣= ∣∣∣∣2[wℓ(Q)+u]ν∫
Rn
eε,κQ (2
[wℓ(Q)+u]~az)ϕt(y−2[wℓ(Q)+u]~az)dz
∣∣∣∣
=
∣∣∣∣2[wℓ(Q)+u]ν∫
Rn
e˜ε,κQ (z)ϕt(y−2[wℓ(Q)+u]~az)dz
∣∣∣∣
=
∣∣∣∣∣∣2[wℓ(Q)+u]ν
∫
RPQ
e˜ε,κQ (z)− ∑
|α|≤s
∂α e˜ε,κQ (2
[−wℓ(Q)−u]~axP)
α!
(
z−2[−wℓ(Q)−u]~axP
)α
×ϕt(y−2[wℓ(Q)+u]~az)dz
∣∣∣∣∣
=2[wℓ(Q)+u]νcε,κQ
∫
RPQ
∣∣∣z−2[−wℓ(Q)−u]~axP∣∣∣s+1∣∣∣ϕt(y−2[wℓ(Q)+u]~az)∣∣∣ dz
. cε,κQ 2
[ℓ(P)−ℓ(Q)](s+1)wa−. (4.56)
Note that ℓ(P)>ℓ(Q) and RQ∩RP 6=∅. Thus,
RP := xP+2
(w[ℓ(P)−1]+u+2)~aB0⊂ xQ+2(w[ℓ(Q)−1]+u+4)~aB0=:R′Q. (4.57)
Moreover, for any x∈Rn such that P̂∩Γ(x) 6=∅, we know that there exists (y1,t1)∈P̂∩Γ(x)
such that |x−y1|~a< t1< 2w[ℓ(P)−1]+u+1. Thus, by Lemma 4.8(iv) and [42, Lemma 2.5(ii)],
we find that, for any x∈Rn such that P̂∩Γ(x) 6=∅,
x∈y1+2(w[ℓ(P)−1]+u+1)~aB0⊂ xP+2[wℓ(P)+u]~aB0+2(w[ℓ(P)−1]+u+1)~aB0
⊂ xP+2(w[ℓ(P)−1]+u+2)~aB0=RP.
By this, (4.57) and [15, Lemma 2.7], we conclude that, for any x∈Rn such that P̂∩Γ(x) 6=∅,
1∼ |RP||RP| ∼
|R′Q∩RP|
|RP| .M
~a
HL(1R′Q )(x).M
~a
HL(1Q)(x),
which, together with (4.56), implies (4.51) also holds true in this case. This finishes the
proof of (4.46) and hence of the sufficiency of Theorem 4.6.
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Using Theorem 4.7, in [42, Proposition 4.5], Huang et al. further established the re-
lation between H
~p
~a (R
n) and H
p
A(R
n) as follows, where H
p
A(R
n) denotes the anisotropic
Hardy space introduced by Bownik in [14, p. 17, Definition 3.11].
Proposition 4.2. Let~a :=(a1,. . .,an)∈ [1,∞)n, ~p :=(
n times︷ ︸︸ ︷
p,. . .,p) with p∈ (0,∞) and A be as in
(4.7). Then H
~p
~a (R
n) and the anisotropic Hardy space H
p
A(R
n) coincide with equivalent
quasi-norms.
4.2.2 A new proof for maximal function characterizations of H
~p
~a (R
n)
This subsection is devoted to providing a new proof of maximal function characteriza-
tions of H
~p
~a (R
n), which improves Theorem 4.2. We first state the main results of this
subsection as follows.
Theorem 4.10. Let ~p∈ (0,∞)n, N∈N∩[⌊ 1p− ⌋+2ν+3,∞) and ϕ be as in Theorem 4.2. Then
the following statements are mutually equivalent:
(i) f ∈H~p
~a (R
n);
(ii) f ∈S ′(Rn) and Mϕ( f )∈L~p(Rn);
(iii) f ∈S ′(Rn) and M0ϕ( f )∈L~p(Rn).
Moreover, there exist two positive constants C3 and C4, independent of f , such that
‖ f‖
H
~p
~a (R
n)
≤C3
∥∥∥M0ϕ( f )∥∥∥
L~p(Rn)
≤C3
∥∥Mϕ( f )∥∥L~p(Rn)≤C4‖ f‖H~p
~a (R
n)
.
Remark 4.6. Note that, in Theorem 4.2, the exponent N belongs to
N∩
[⌊
ν
a+
a−
(
1
min{1,p−}+1
)
+ν+2a+
⌋
+1,∞
)
,
which is a proper subset of
N∩
[⌊
1
p−
⌋
+2ν+3,∞
)
.
In this sense, Theorem 4.10 improves Theorem 4.2.
To show Theorem 4.10, we need several technical lemmas. We begin with introducing
some notation as follows. In what follows, for any x∈Rn, let
ρ~a(x) := ∑
j∈Z
2νj12(j+1)~aB0\2j~aB0(x) when x 6=~0n, or else ρ~a(~0n) :=0.
We first recall the following notions of some maximal functions, which are used later
to prove Theorem 4.10.
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Definition 4.9. Let K∈Z, L∈ [0,∞) and N∈N. For any ϕ∈S(Rn), the maximal functions
M
0(K,L)
ϕ ( f ), M
(K,L)
ϕ ( f ) and T
N(K,L)
ϕ ( f ) of f ∈S ′(Rn) are defined, respectively, by setting,
for any x∈Rn,
M
0(K,L)
ϕ ( f )(x) := sup
k∈Z,k≤K
|( f ∗ϕk)(x)|
[
max
{
1,ρ~a
(
2−~aKx
)}]−L[
1+2−ν(k+K)
]−L
,
M
(K,L)
ϕ ( f )(x) := sup
k∈Z,k≤K
sup
y∈B~a(x,2k)
|( f ∗ϕk)(y)|
[
max
{
1,ρ~a
(
2−~aKy
)}]−L[
1+2−ν(k+K)
]−L
and
T
N(K,L)
ϕ ( f )(x) := sup
k∈Z,k≤K
sup
y∈Rn
|( f ∗ϕk)(y)|
[max{1,ρ~a(2−~ak(x−y))}]N
[1+2−ν(k+K)]−L
[max{1,ρ~a(2−~aKy)}]L
,
here and thereafter, for any ϕ ∈ S(Rn) and k ∈Z, let ϕk(·) := 2−kν ϕ(2−k~a·). Moreover,
the maximal functions M
0(K,L)
N ( f ) and M
(K,L)
N ( f ) of f ∈S ′(Rn) are defined, respectively, by
setting, for any x∈Rn,
M
0(K,L)
N ( f )(x) := sup
ϕ∈SN(Rn)
M
0(K,L)
ϕ ( f )(x)
and
M
(K,L)
N ( f )(x) := sup
ϕ∈SN(Rn)
M
(K,L)
ϕ ( f )(x).
The following Lemmas 4.9 and 4.10 are just [2, Lemma 2.3] with A as in (4.7) and [42,
Remark 2.8(iii)], respectively.
Lemma 4.9. There exists a positive constant C such that, for any K∈Z, L∈ [0,∞), λ∈ (0,∞),
N∈N∩[ 1λ ,∞), ϕ∈S(Rn), f ∈S ′(Rn) and x∈Rn,[
T
N(K,L)
ϕ ( f )(x)
]λ≤CM~aHL([M(K,L)ϕ ( f )]λ)(x),
where T
N(K,L)
ϕ and M
(K,L)
ϕ are as in Definition 4.1 and M
~a
HL denotes the anisotropic Hardy–
Littlewood maximal operator as in (4.10).
Lemma 4.10. Let ~p∈ [1,∞)n. Then, for any r∈ (0,∞) and f ∈L~p(Rn),
‖| f |r‖L~p(Rn)=‖ f‖rLr~p(Rn).
In addition, for any µ∈C, θ∈[0,min{1,p−}] with p− as in (4.4) and f , g∈L~p(Rn), ‖µ f‖L~p(Rn)=
|µ|‖ f‖L~p (Rn) and
‖ f+g‖θ
L~p (Rn)
≤‖ f‖θ
L~p(Rn)
+‖g‖θ
L~p(Rn)
.
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Applying the monotone convergence theorem (see [74, p. 62, Corollary 1.9]) and [8,
p. 304, Theorem 2], we have the following monotone convergence property of L~p(Rn)
and we omit the details.
Lemma 4.11. Let ~p∈ [1,∞)n and {gi}i∈N⊂ L~p(Rn) be any sequence of non-negative functions
satisfying that gi, as i→∞, increases pointwisely almost everywhere to some g∈L~p(Rn). Then
‖g−gi‖L~p(Rn)→0 as i→∞.
By Lemmas 4.3, 4.9 and 4.10, we easily obtain the following conclusion; the details are
omitted.
Lemma 4.12. Let ~p∈ (0,∞)n. Then there exists a positive constant C such that, for any K∈Z,
L∈ [0,∞), N∈N∩( 1p− ,∞), ϕ∈S(Rn) and f ∈S ′(Rn),∥∥∥TN(K,L)ϕ ( f )∥∥∥
L~p(Rn)
≤C
∥∥∥M(K,L)ϕ ( f )∥∥∥
L~p(Rn)
,
where T
N(K,L)
ϕ and M
(K,L)
ϕ are as in Definition 4.1.
To prove Theorem 4.10, we also need the following three technical lemmas, which
are just [14, p. 45, Lemma 7.5, p. 46, Lemma 7.6 and p. 11, Lemma 3.2] with A as in (4.7),
respectively. In what follows, for any t∈R, we denote by ⌈t⌉ the least integer not less than
t.
Lemma 4.13. Let ϕ∈S(Rn) and ∫
Rn
ϕ(x)dx 6= 0. Then, for any given N∈N and L∈ [0,∞),
there exist an I=N+2(ν+1)+L⌈ νa− ⌉ and a positive constant C, depending on N and L, such
that, for any K∈Z+, f ∈S ′(Rn) and x∈Rn,
M
0(K,L)
I ( f )(x)≤CTN(K,L)ϕ ( f )(x),
where M
0(K,L)
I and T
N(K,L)
ϕ are as in Definition 4.1.
Lemma 4.14. Let ϕ be as in Lemma 4.13. Then, for any given λ∈(0,∞) and K∈Z+, there exist
L∈ (0,∞) and a positive constant C, depending on K and λ, such that, for any f ∈S ′(Rn) and
x∈Rn,
M
(K,L)
ϕ ( f )(x)≤C [max{1,ρ~a(x)}]−λ , (4.58)
where M
(K,L)
ϕ is as in Definition 4.1.
Lemma 4.15. There exists a positive constant C such that, for any x∈Rn,
C−1[ρ~a(x)]a−/ν≤|x|≤C[ρ~a(x)]a+/ν when ρ~a(x)∈ [1,∞),
and
C−1[ρ~a(x)]a+/ν≤|x|≤C[ρ~a(x)]a−/ν when ρ~a(x)∈ [0,1).
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We now prove Theorem 4.10.
Proof of Theorem 4.10. Clearly, (i) implies (ii) and (ii) implies (iii). Therefore, to prove this
theorem, it suffices to show that (ii) implies (i) and that (iii) implies (ii).
We first prove that (ii) implies (i). To this end, from Lemma 4.13 with N∈N∩( 1p− ,∞)
and L :=0, it follows that, for any I∈N∩[⌊ 1p− ⌋+2ν+3,∞), K∈Z+, f ∈S ′(Rn) and x∈Rn,
M
0(K,0)
I ( f )(x).T
N(K,0)
ϕ ( f )(x).
This, combined with Lemma 4.12, implies that, for any K∈Z+ and f ∈S ′(Rn),∥∥∥M0(K,0)I ( f )∥∥∥L~p(Rn).∥∥∥M(K,0)ϕ ( f )∥∥∥L~p(Rn) . (4.59)
Letting K→∞ in (4.59) and using Lemma 4.11, we easily know that∥∥M0I ( f )∥∥L~p(Rn).∥∥Mϕ( f )∥∥L~p(Rn) .
By this and [14, p. 17, Proposition 3.10] with A as in (4.7), we further conclude that, if (ii)
holds true, then (i) also holds true.
Now we show that (iii) implies (ii). To this end, let M0ϕ( f )∈ L~p(Rn). By Lemma 4.14
with λ∈(a+/p−,∞) and K∈Z+, we know that there exists some L∈(0,∞) such that (4.58)
holds true. Therefore, for any K∈Z+, M(K,L)ϕ ( f )∈L~p(Rn). Indeed, when λ∈(a+/p−,∞),
from Lemma 4.10 with θ := p, and Lemma 4.15, we deduce that∥∥∥M(K,L)ϕ ( f )∥∥∥p
L~p(Rn)
≤
∥∥∥M(K,L)ϕ ( f )12~aB0∥∥∥pL~p(Rn)+ ∑
k∈N
∥∥∥M(K,L)ϕ ( f )12(k+1)~aB0\2k~aB0∥∥∥pL~p(Rn)
.
∥∥12~aB0∥∥pL~p(Rn)+ ∑
k∈N
2−νλkp
∥∥∥12(k+1)~aB0\2k~aB0∥∥∥pL~p(Rn)
.
∥∥∥1B(~0n,1)∥∥∥pL~p(Rn)+ ∑
k∈N
2−νλkp
∥∥∥1B(~0n,2ka+)∥∥∥pL~p(Rn)
. ∑
k∈Z+
2−νλkp2νka+ p/p−<∞,
where, for any r∈ (0,∞), B(~0n,r) :={y∈Rn : |y|< r}. Thus, M(K,L)ϕ ( f )∈L~p(Rn).
In addition, by Lemmas 4.13 and 4.12, we conclude that, for any given L∈(0,∞), there
exist some I∈N and a positive constant C5 such that, for any K∈Z+ and f ∈S ′(Rn),∥∥∥M0(K,L)I ( f )∥∥∥L~p(Rn)≤C5∥∥∥M(K,L)ϕ ( f )∥∥∥L~p(Rn) .
For any fixed K∈Z+, let
GK :=
{
x∈Rn : M0(K,L)I ( f )(x)≤C6M(K,L)ϕ ( f )(x)
}
,
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where C6 :=2C5. Then ∥∥∥M(K,L)ϕ ( f )∥∥∥
L~p(Rn)
.
∥∥∥M(K,L)ϕ ( f )∥∥∥
L~p(GK)
, (4.60)
due to the fact that∥∥∥M(K,L)ϕ ( f )∥∥∥
L~p(G∁K)
≤C−16
∥∥∥M0(K,L)I ( f )∥∥∥L~p(G∁K)≤C5/C6
∥∥∥M(K,L)ϕ ( f )∥∥∥
L~p(Rn)
.
For any given L∈ (0,∞), repeating the proof of [58, (4.17)] with p therein replaced by
p− and A as in (4.7), we find that, for any r∈ (0,p−), K∈Z+, f ∈S ′(Rn) and x∈GK,[
M
(K,L)
ϕ ( f )(x)
]r
.M~aHL
([
M
0(K,L)
ϕ ( f )
]r)
(x).
From this, (4.60) and Lemmas 4.10 and 4.3, we further deduce that, for any K∈Z+
and f ∈S ′(Rn),∥∥∥M(K,L)ϕ ( f )∥∥∥r
L~p(Rn)
.
∥∥∥M(K,L)ϕ ( f )∥∥∥r
L~p(GK)
∼
∥∥∥[M(K,L)ϕ ( f )]r∥∥∥
L~p/r(GK)
.
∥∥∥M~aHL([M0(K,L)ϕ ( f )]r)∥∥∥
L~p/r(Rn)
.
∥∥∥[M0(K,L)ϕ ( f )]r∥∥∥
L~p/r(Rn)
∼
∥∥∥M0(K,L)ϕ ( f )∥∥∥r
L~p(Rn)
. (4.61)
Letting K→∞ in (4.61), by Lemma 4.11, we have∥∥Mϕ( f )∥∥L~p(Rn).∥∥∥M0ϕ( f )∥∥∥L~p(Rn) .
This shows that (iii) implies (ii) and hence finishes the proof of Theorem 4.10.
4.3 Dual spaces of H
~p
~a
(Rn)
In this subsection, we mainly discuss the dual spaces of H
~p
~a (R
n). Indeed, the dual spaces
of H
~p
~a (R
n) were asked by Cleanthous et al. in [21] and part of them were obtained by
Huang et al. in [43]. To present this, we first introduce the notion of the anisotropic
mixed-norm Campanato space L~a
~p,q,s(R
n) given in [43].
Definition 4.10. Let~a∈[1,∞)n, ~p∈(0,∞]n, q∈[1,∞] and s∈Z+. The anisotropic mixed-norm
Campanato space L~a
~p,q,s(R
n) is defined to be the set of all measurable functions g such that,
when q∈ [1,∞),
‖g‖L~a
~p,q,s(R
n) := sup
B∈B
inf
P∈Ps(Rn)
|B|
‖1B‖L~p(Rn)
[
1
|B|
∫
B
|g(x)−P(x)|q dx
]1/q
<∞
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and
‖g‖L~a
~p,∞,s(R
n) := sup
B∈B
inf
P∈Ps(Rn)
|B|
‖1B‖L~p(Rn)
‖g−P‖L∞(B)<∞,
whereB is as in (4.1).
Remark 4.7. (i) Obviously, ‖·‖L~a
~p,q,s(R
n) is a seminorm and Ps(R
n)⊂L~a
~p,q,s(R
n). Indeed,
‖g‖L~a
~p,q,s(R
n)=0 if and only if g∈Ps(Rn).
Thus, if we identify g1 with g2 when g1−g2 ∈Ps(Rn), then L~a~p,q,s(Rn) becomes a
Banach space. In what follows, we always identify g∈L~a
~p,q,s(R
n) with {g+P : P∈
Ps(Rn)}.
(ii) When ~a := (
n times︷ ︸︸ ︷
1,.. . ,1) and ~p := (
n times︷ ︸︸ ︷
p,. . .,p) with some p∈ (0,1], for any B∈B, we have
‖1B‖L~p(Rn)= |B|1/p. Then the space L~a~p,q,s(Rn) is just the classical Campanato space
L 1
p−1,q,s(R
n) introduced by Campanato in [17], which includes the classical space
BMO(Rn), introduced by John and Nirenberg in [46], as a special case.
Via Theorems 4.3 and 4.5, the following duality theorem was established in [43, The-
orem 3.10].
Theorem 4.11. Let ~p ∈ (0,1]n and ~a, r and s be as in Definition 4.5. Then the dual space of
H
~p
~a (R
n), denoted by (H
~p
~a (R
n))∗, is L~a
~p,r′,s(R
n) with 1/r+1/r′=1 in the following sense:
(i) Suppose that g∈L~a
~p,r′,s(R
n). Then the linear functional
Lg : f 7−→ Lg( f ) :=
∫
Rn
f (x)g(x)dx, (4.62)
initially defined for any f ∈H~p,r,s
~a,fin (R
n), has a bounded extension to H
~p
~a (R
n).
(ii) Conversely, any continuous linear functional on H
~p
~a (R
n) arises as in (4.62) with a unique
g∈L~a
~p,r′,s(R
n).
Moreover, ‖g‖L~a
~p,r′ ,s(R
n)∼
∥∥Lg∥∥(H~p
~a (R
n))∗ , where the positive equivalence constants are indepen-
dent of g.
Remark 4.8. (i) When~a:=(
n times︷ ︸︸ ︷
1,.. .,1) and ~p:=(
n times︷ ︸︸ ︷
p,. . .,p)with some p∈(0,1], the two spaces
H
~p
~a (R
n) and L~a
~p,r′,s(R
n) become, respectively, the classical Hardy space Hp(Rn) and
the classical Campanato space L 1
p−1,r′,s(R
n). In this case, Theorem 4.2 was obtained
by Taibleson and Weiss [77], which includes the famous duality result, obtained by
Fefferman and Stein in [28], (H1(Rn))∗=BMO(Rn), as a special case.
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(ii) Note that, when ~a := (
n times︷ ︸︸ ︷
1,.. .,1), the space H
~p
~a (R
n) is just the isotropic mixed-norm
Hardy space. We point out that, even in this case, Theorem 4.11 is also new.
(iii) When ~p∈ (1,∞)n, by Proposition 4.1, we know that H~p
~a (R
n)= L~p(Rn) with equiva-
lent norms. This, togetherwith Theorem 2.2, further implies that, for any~p∈(1,∞)n,
L~p
′
(Rn) is the dual space of H
~p
~a (R
n). However, when ~p :=(p1,. . .,pn)∈ (0,∞)n with
pi0 ∈ (0,1] and pj0 ∈ (1,∞) for some i0, j0∈{1,.. . ,n}, the dual space of H~p~a (Rn) is still
unknown so far.
4.4 Applications to boundedness of sublinear operators
This subsection is devoted to displaying some applications of Hardy spaces H
~p
~a (R
n),
which were obtained in [42]. More precisely, in this subsection, we first recall a crite-
rion on the boundedness of sublinear operators from H
~p
~a (R
n) into a quasi-Banach space.
Then, applying this criterion, the boundedness of anisotropic convolutional δ-type and
non-convolutional β-order Caldero´n–Zygmund operators from H
~p
~a (R
n) to itself [or to
L~p(Rn)] was obtained. In addition, we improve [42, Theorems 6.8 and 6.9].
Recall that a complete vector space is called a quasi-Banach space B if its quasi-norm
‖·‖B satisfies
(i) ‖ψ‖B=0 if and only if ψ is the zero element of B;
(ii) there exists a positive constant K∈ [1,∞) such that, for any ψ, φ∈B,
‖ψ+φ‖B≤K(‖ψ‖B+‖φ‖B).
Note that, when K= 1, a quasi-Banach space B is just a Banach space. In addition, for
any given γ∈ (0,1], a γ-quasi-Banach space Bγ is a quasi-Banach space equipped with a
quasi-norm ‖·‖Bγ satisfying that there exists a constant C∈ [1,∞) such that, for any κ∈N
and {ψi}κi=1⊂Bγ, ∥∥∥∥∥ κ∑
i=1
ψi
∥∥∥∥∥
γ
Bγ
≤C
κ
∑
i=1
‖ψi‖γBγ
holds true (see [42, 56, 81–83]).
Let Bγ be a γ-quasi-Banach space with γ∈ (0,1] and Y a linear space. An operator T
from Y to Bγ is said to be Bγ-sublinear if there exists a positive constant C such that, for
any κ∈N, {µi}κi=1⊂C and {ψi}κi=1⊂Y ,∥∥∥∥∥T
(
κ
∑
i=1
µiψi
)∥∥∥∥∥
γ
Bγ
≤C
κ
∑
i=1
|µi|γ‖T(ψi)‖γBγ
68 CONTENTS
and, for any ψ, φ∈Y , ‖T(ψ)−T(φ)‖Bγ ≤C‖T(ψ−φ)‖Bγ (see [42, 56, 81–83]). Obviously,
for any γ∈ (0,1], the linearity of T implies its Bγ-sublinearity.
We first state the following criterion on the boundedness of sublinear operators from
H
~p
~a (R
n) into a quasi-Banach space Bγ, which was proved by Huang et al. in [42, Theorem
6.2] via Theorem 4.5.
Theorem 4.12. Assume that~a∈ [1,∞)n, ~p∈ (0,∞)n, r∈ (max{p+,1},∞] with p+ as in (4.4),
γ∈(0,1], s is as in (4.8) and Bγ a γ-quasi-Banach space. If either of the following two statements
holds true:
(i) r∈ (max{p+,1},∞) and T : H~p,r,s~a,fin (Rn)→Bγ is a Bγ-sublinear operator satisfying that
there exists a positive constant C such that, for any f ∈H~p,r,s
~a,fin (R
n),
‖T( f )‖Bγ ≤C‖ f‖H~p,r,s
~a,fin (R
n)
;
(ii) T : H
~p,∞,s
~a,fin (R
n)∩C(Rn)→Bγ is a Bγ-sublinear operator satisfying that there exists a
positive constant C such that, for any f ∈H~p,∞,s
~a,fin (R
n)∩C(Rn),
‖T( f )‖Bγ ≤C‖ f‖H~p,∞,s
~a,fin (R
n)
,
then T uniquely extends to a bounded Bγ-sublinear operator from H~p~a (Rn) into Bγ. Moreover,
there exists a positive constant C such that, for any f ∈H~p
~a (R
n),
‖T( f )‖Bγ ≤C‖ f‖H~p
~a (R
n)
.
Using Theorem 4.12, the following useful conclusion was also shown in [42, Corollary
6.3].
Corollary 4.13. Let ~p∈ (0,1]n and~a, r, γ, s and Bγ be as in Theorem 4.12. If either of the
following two statements holds true:
(i) r∈ (1,∞) and T is a Bγ-sublinear operator from H~p,r,s~a,fin (Rn) to Bγ satisfying
sup
{
‖T(a)‖Bγ : a is any (~p,r,s)-atom
}
<∞;
(ii) T is a Bγ-sublinear operator defined on all continuous (~p,∞,s)-atoms satisfying
sup
{
‖T(a)‖Bγ : a is any continuous (~p,∞,s)-atom
}
<∞,
then T uniquely extends to a bounded Bγ-sublinear operator from H~p~a (Rn) into Bγ.
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We now recall a class of anisotropic convolutional δ-type Caldero´n–Zygmund opera-
tors and anisotropic non-convolutional β-order Caldero´n–Zygmund operators in [42] as
follows. In what follows, for any E⊂Rn×Rn and m∈Z+, denote by Cm(E) the set of all
functions on E whose derivatives with order not greater than m are continuous.
Definition 4.11. For any δ∈(0,a+], a linear operator T is called an anisotropic convolutional
δ-type Caldero´n–Zygmund operator if T is bounded on L2(Rn) with kernel k∈S ′(Rn) co-
inciding with a locally integrable function on Rn\{~0n} and satisfying that there exists a
positive constant C such that, for any x, y∈Rn with |x|~a>2|y|~a 6=0,
|k(x−y)−k(x)| ≤C |y|
δ
~a
|x|ν+δ
~a
and, for any f ∈L2(Rn) and x∈Rn, T( f )(x) :=p.v. k∗ f (x).
Definition 4.12. Let~a∈[1,∞)n. For any given β∈(0,∞)\N, a linear operator T is called an
anisotropic non-convolutional β-order Caldero´n–Zygmund operator if T is bounded on L2(Rn)
and its kernel
K : Ω :={(x,y)∈Rn×Rn : x 6=y}→C
satisfies that K∈C⌊β⌋(Ω) and there exists a positive constant C such that, for any α∈Zn+
with |α|=⌊β⌋ and x, y, z∈Rn with |x−y|~a>2|y−z|~a 6=0,
|[∂αK(x,·)](y)−[∂αK(x,·)](z)|≤C |y−z|
βa+
~a
|x−y|ν+βa+
~a
min
{
|y−z|−⌊β⌋a+
~a , |y−z|
−⌊β⌋a−
~a
}
and, for any f ∈L2(Rn) with compact support, and x /∈ supp f ,
T( f )(x)=
∫
supp f
K(x,y) f (y)dy.
For any l∈N, an operator T is said to have the vanishing moments up to order l if, for
any a ∈ L2(Rn) with compact support and satisfying that, for any γ ∈Zn+ with |γ| ≤ l,∫
Rn
xγa(x)dx=0, then ∫
Rn
xγT(a)(x)dx=0.
In [42, Theorems 6.4 and 6.5], Huang et al. established the following boundedness of
anisotropic convolutional δ-type Caldero´n–Zygmund operators from H
~p
~a (R
n) to itself or
to L~p(Rn).
Theorem 4.14. Let~a∈ [1,∞)n, ~p∈ (0,∞)n, δ∈ (0,a+] and p− ∈ ( νν+δ ,∞) with p− as in (4.4).
Let T be an anisotropic convolutional δ-type Caldero´n–Zygmund operator. Then there exists a
positive constant C such that, for any f ∈H~p
~a (R
n),
‖T( f )‖
H
~p
~a (R
n)
≤C‖ f‖
H
~p
~a (R
n)
.
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Theorem 4.15. Let~a, ~p, δ, p− and T be as in Theorem 4.14. Then there exists a positive constant
C such that, for any f ∈H~p
~a (R
n),
‖T( f )‖L~p(Rn)≤C‖ f‖H~p
~a (R
n)
.
Moreover, the following boundedness of anisotropic β-order Caldero´n–Zygmund op-
erators T from H
~p
~a (R
n) to itself or to L~p(Rn)was also established in [42, Theorems 6.8 and
6.9].
Theorem 4.16. Let~a∈ [1,∞)n, ~p∈ (0,2)n, β∈ (0,∞)\N,
p−∈
(
ν
ν+βa−
,
ν
ν+⌊β⌋a−
]
with p− as in (4.4) and a− as in (4.5), and T be an anisotropic β-order Caldero´n–Zygmund
operator having the vanishing moments up to order ⌊β⌋. Then there exists a positive constant C
such that, for any f ∈H~p
~a (R
n),
‖T( f )‖
H
~p
~a (R
n)
≤C‖ f‖
H
~p
~a (R
n)
.
Theorem 4.17. Let ~a, ~p, β and p− be the same as in Theorem 4.16 and T an anisotropic β-
order Caldero´n–Zygmund operator. Then there exists a positive constant C such that, for any
f ∈H~p
~a (R
n),
‖T( f )‖L~p(Rn)≤C‖ f‖H~p
~a (R
n)
.
Finally, we point out that, in Definition 4.12, the range of β∈ (0,∞)\N can be revised
as β∈ (0,∞), and then we can improve the restriction of β in Theorems 4.16 and 4.17 into
β∈ (0,∞). To be precise, we have the following improved versions of Definition 4.12 and
Theorems 4.16 and 4.17.
Definition 4.13. Let~a∈ [1,∞)n. For any given β∈ (0,∞), a linear operator T is called an
anisotropic non-convolutional β-order Caldero´n–Zygmund operator if T is bounded on L2(Rn)
and its kernel
K : Ω :={(x,y)∈Rn×Rn : x 6=y}→C
satisfies thatK∈C⌈β⌉−1(Ω) and there exists a positive constant C such that, for any α∈Zn+
with |α|=⌈β⌉−1 and x, y, z∈Rn with |x−y|~a>2|y−z|~a 6=0,
|[∂αK(x,·)](y)−[∂αK(x,·)](z)|
≤C |y−z|
βa+
~a
|x−y|ν+βa+
~a
min
{
|y−z|−(⌈β⌉−1)a+
~a , |y−z|
−(⌈β⌉−1)a−
~a
}
and, for any f ∈L2(Rn) with compact support, and x /∈ supp f ,
T( f )(x)=
∫
supp f
K(x,y) f (y)dy.
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Theorem 4.18. Let~a∈ [1,∞)n, ~p∈ (0,2)n, β∈ (0,∞),
p−∈
(
ν
ν+βa−
,
ν
ν+(⌈β⌉−1)a−
]
with p− as in (4.4) and a− as in (4.5), and T be an anisotropic β-order Caldero´n–Zygmund
operator having the vanishing moments up to order ⌈β⌉−1. Then there exists a positive constant
C such that, for any f ∈H~p
~a (R
n),
‖T( f )‖
H
~p
~a (R
n)
≤C‖ f‖
H
~p
~a (R
n)
.
Theorem 4.19. Let ~a, ~p, β and p− be the same as in Theorem 4.18 and T an anisotropic β-
order Caldero´n–Zygmund operator. Then there exists a positive constant C such that, for any
f ∈H~p
~a (R
n),
‖T( f )‖L~p(Rn)≤C‖ f‖H~p
~a (R
n)
.
To prove Theorems 4.18 and 4.19, we only need to replace ⌊β⌋ by ⌈β⌉−1 in the proofs
of [42, Theorems 6.8 and 6.9], respectively. Thus, the details are omitted.
At the end of this section, we point out that all the results about the mixed-norm
Hardy space H
~p
~a (R
n) associated to a vector ~a ∈ [1,∞)n can be extended to a more gen-
eral anisotropic setting, namely, the mixed-norm Hardy space H
~p
A(R
n) associated to an
expansive matrix A. We refer the reader to [44] for the details.
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