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Electromagnetic radiation of all frequencies is – apart from our visual perception – of over-
whelming importance for both scientific and technological achievements of the modern
world. In science, light is frequently used as a probe for the investigation of the funda-
mental properties of matter. For instance, experiments on the linear interaction between light
and atoms revolutionized physics by paving the way to Quantum Mechanics. Especially, the
laser realized by T. H. Maiman in 1960 [1] nowadays serves as reliable and powerful tool for
investigating light-matter interactions. It made new fields of optics accessible, for example
nonlinear optics in which electromagnetic fields can interact with each other via excitations
of a medium leading.
Without precise control over electromagnetic waves by controlling their electric-field com-
ponent, technologies we use on an every-day basis like telecommunication, optical data stor-
age, and such “simple” things as microwave ovens would simply not be possible. Nowadays,
data is primarily transmitted via optical fibers guiding the light with small losses and supe-
rior bandwidth – even this year’s Nobel prize has been awarded to C. K. Kao, the pioneer in
optical communication through fibers. Most of these modern technologies rely on classical
electromagnetism. Its theoretical and experimental foundations have been established much
earlier, by J. C. Maxwell in 1864 and by H. Hertz in 1888, respectively [2]. In this context,
it is noteworthy that H. Hertz performed his groundbreaking experiments at the Technische
Hochschule in Karlsruhe – just a few hundred meters away from the laboratories where our
optical experiments are carried out. Although, this work was done more than 120 years ago,
classical electromagnetism still provides many interesting and highly competitive fields of
research.
One of the most recent examples for such a research field is the development of metamateri-
als. These are composite materials, whose fundamental building blocks (“photonic atoms”)
are arranged with a period much smaller than the corresponding wavelength of the light. This
allows for describing the metamaterial’s optical properties by effective material parameters:
the refractive index n, impedance Z, permittivity ǫ and the permeability µ. By a proper
design of the photonic atoms and their relative arrangement, these effective parameters can
be tailored in a desired way. Especially intriguing is the possibility of a permeability dif-
ferent from one at elevated frequencies, that is, frequencies in the GHz-regime and above
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(1GHz = 109Hz) since such materials are simply not provided by nature. In addition,
astonishing optical properties have been proposed and demonstrated for materials with de-
signed values of the permittivity and the permeability as, for example, a negative refractive
index n [3]. Generally speaking, metamaterials promise precise control over electromagnetic
waves via their electric- and their magnetic-field components.
A permeability different from unity requires magnetic dipoles oscillating with a sufficiently
large oscillator strength. In this context, in 1999, J. B. Pendry et al. [4] introduced the split-
ring resonator (SRR) as a functional element with a magnetic dipole moment at elevated
frequencies. In essence, the SRR is a tiny metallic ring with a small gap. An incident light
field can induce a circulating ring current that generates an out-of-plane magnetic dipole
moment. In analogy to electric circuit theory, the SRR can be described as LC-circuit with
a coil of one winding and a capacitor formed by the gap. For the proper frequency, the
LC-circuit is driven in resonance for which the magnetic dipole moment becomes maximal.
Densely packed SRRs lead to an overall magnetic response, which in turn can be described
by a permeability different from one. Hence, SRRs can be considered as the prototypical
fundamental building blocks for most metamaterials with a magnetic response.
V. Veselago discussed in Ref. [3] the properties of an at the time fictitious material exhibiting
simultaneously a negative permittivity and a negative permeability as early as 1968. How-
ever, the stimulus for starting intensive research on metamaterials was a publication by J. B.
Pendry [5]. Here, he proposed that a flat slab of a material with ǫ = µ = −1 (and hence
n = −1) works as a perfect lens allowing for images with perfect resolution. A dream
seemed to come true: deep sub-wavelength resolution would have a tremendous impact on,
for instance, optical microscopy or optical lithography. In general, both suffer from Abbe’s
resolution limit [6].
The concept of transformation optics and especially electromagnetic cloaking introduced by
U. Leonhardt and J. B. Pendry et al. [7,8] was another stimulus for intensive research activi-
ties in the field of metamaterials [9–13]. In transformation optics, a spatial distribution of the
permittivity ǫ(r) and the permeability µ(r) is tailored such that light travels along a desired
path.
The ultimate goal in the research on metamaterials is realizing the corresponding phenomena
at optical frequencies [14, 15]. On this way, many challenges have to be faced. Since in the
GHz- and THz-regime metals behave like almost perfect conductors, electromagnetic waves
induce surface excitations in metallic objects. In contrast, in the optical domain, the wave
penetrates substantially into the metallic nanoparticle. As a consequence, the entire electron
gas – the so-called plasma of the metallic nanoparticle participates in the excitations induced
by electromagnetic radiation. The optical properties of metallic nanoparticles that are con-
nected to these excitations are investigated in another current field of research: plasmonics.
Additionally, the above mentioned miniaturization of the fundamental building blocks for a
response in the optical domain requires using state-of-the-art fabrication technologies and
still remains challenging. Thus, bringing the metamaterial response from the microwave and
THz-regime to the optical domain, merges the metamaterial concept with plasmonics and
state-of-the-art fabrication technologies.
Clearly, the best starting point for understanding the optical properties of metamaterials and
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the underlying physics is to investigate their individual building blocks. This is exactly what
we do in this work by measuring both the absolute extinction-cross-section spectra of isolated
split-ring resonators and the electron-energy-loss spectra that allow for mapping plasmonic
modes with deep sub-wavelength spatial resolution. We even go one step further by investi-
gating the interaction in pairs of split-ring resonators.
Light is confined by resonant metallic objects to length scales well-below the operating wave-
length – even in the optical spectral range. This confinement together with the intrinsic
nonlinearity of metals promises an extremely interesting playground for nonlinear optics of
metallic nanoparticles. This idea was partly picked up in the above mentioned publication of
Pendry and coworkers [4], who pointed out that SRRs may possess extraordinary nonlinear
optical properties due to the high electric field in the gap of the loop. Indeed, first experi-
ments on SRR arrays [16–18] confirmed this promise. In this thesis, we report on subsequent
experiments on complementary SRRs (CSRRs) exhibiting the same symmetry but different
electromagnetic near fields.
Before we move on to the outline of this thesis, we dedicate the last sentences of the Introduc-
tion to an astonishingly actual aspect of H. Hertz’ experiments: his experimental apparatus
consisted of a transmitter generating radio waves and a receiver which essentially was a
macroscopic metallic loop with a tiny split – a very early split-ring resonator that enabled
the detection of the radio waves via their electromagnetic fields. Nowadays, we use the same
design miniaturized down to the nanometer scale to couple to the magnetic component of the
light field and utilize this coupling to manipulate the properties of light through its magnetic
field component – a possibility not provided by nature in the optical spectral range.
Outline of this thesis
This work comprises two main parts: (i) the nonlinear optical properties of metamaterial
arrays and (ii) optical and electron-energy-loss spectroscopy on individual photonic atoms.
Thus, in chapter 2, we review the basic principles of linear and nonlinear optics, as well
as the interaction of fast electrons with photonic systems that is capitalized on in electron-
energy-loss spectroscopy. Chapter 3 is dedicated to the metamaterial concept with focus on
the introduction of the split-ring resonator as the photonic atom with a magnetic dipole mo-
ment. Additionally, we try to stimulate the reader’s enthusiasm for metamaterials by a short
review of some astonishing optical phenomena metamaterials allow for. The experimental
methods used for fabrication and characterization of metamaterial arrays and individual pho-
tonic atoms are reported in chapter 4 and 5. In chapter 6, we discuss the nonlinear optical
properties, that is, the second- and third-harmonic generation (SHG and THG, respectively)
of complementary split-ring resonators in direct comparison to split-ring resonators under
normal incidence. The absolute SHG conversion efficiencies are directly compared to numer-
ical calculations based on a microscopic theory of the second-order nonlinearity of metals.
We address the linear optical properties of individual split-ring resonators and the coupling
mechanism in pairs of split-ring resonators in chapter 7. Also for these experiments, the ex-
perimental results are directly compared to microscopic numerical calculations. Chapter 8 is
devoted to our work on electron-energy-loss spectroscopy of individual split-ring resonators.
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We achieve a mapping of the occurring plasmonic modes on the nanometer scale. Finally,
we conclude and give a short outlook in chapter 9.
Chapter 2
Basic principles of optics
The optical properties of metamaterials rely on linear and nonlinear interactions of elec-
tromagnetic waves with matter. In general, these interactions are described by Maxwell’s
equations and the dispersion properties of the constituting materials. Thus, in this chapter,
we introduce Maxwell’s equations describing the basic properties of electromagnetic fields
first. Then, we present the linear and nonlinear interaction of electromagnetic waves with
optical media. Here, our focus lies on the interaction with metals and metallic particles.
Finally, we consider the interaction of charged particles with matter.
2.1 Linear optics
2.1.1 Maxwell’s equations
The properties of classical electromagnetic fields in media are completely described by the
macroscopic Maxwell equations. In SI-units, they read [2]
∇ ·D(r, t) = ρ(r, t), (2.1a)
∇ ·B(r, t) = 0, (2.1b)
∇×E(r, t) = −∂B(r, t)
∂t
, (2.1c)
∇×H(r, t) = j(r, t) + ∂D(r, t)
∂t
, (2.1d)
with the dielectric displacementD(r, t), the electric field E(r, t), the magnetic field H(r, t),
the magnetic induction B(r, t), the external charge density ρ(r, t), and the external current
density j(r, t).
The external charge density and the external current density are connected through the charge
conservation law, also known as continuity equation
∇ · j(r, t) + ∂ρ(r, t)
∂t
= 0. (2.2)
Here, we use the term “external” since all “internal” charge separations and currents induced
by the electromagnetic fields lead to a macroscopic electric polarizationP and a macroscopic
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magnetization M . These two physical quantities influence the wave propagation in media
and connect the dielectric displacement and the magnetic induction with the electric and
magnetic field, respectively via the material equations
D(r, t) = ǫ0E(r, t) + P (r, t), (2.3a)
B(r, t) = µ0H(r, t) +M(r, t). (2.3b)
Here, we introduced the permittivity of free space ǫ0 = 1c20µ0
= 8.85 × 10−12 F/m with
the vacuum speed of light c0 = 299792458m/s and the permeability of free space µ0 =
1.27× 10−6Tm/A.
In linear optics, the polarization and the magnetization are connected to the external fields E
and H via the electric and magnetic susceptibilities χe(r− r′, t− t′) and χm(r− r′, t− t′),
respectively, leading to (in the dipole limit) [2]











µ0χm(r − r′, t− t′)H(r′, t′)dt′d3r′. (2.4b)
In general, both susceptibilities are second rank tensors. Since most materials are isotropic,
the susceptibilities become scalar implying that the induced electric and magnetic dipoles
are aligned parallel or antiparallel to the corresponding external fields. Furthermore, most
materials provide a local response. Consequently, we can omit the integration over d3r′.
Accordingly, in linear optics, we rewrite Eqs. (2.3a) and (2.3b) in frequency domain (see
section 2.1.3) as
D(r, ω) = ǫ0[1 + χe(ω)]E(r, ω) = ǫ0ǫ(ω)E(r, ω), (2.5a)
B(r, ω) = µ0[1 + χm(ω)]H(r, ω) = µ0µ(ω)H(r, ω). (2.5b)
Here, we introduced the effective material parameters permittivity ǫ and permeability µ that
describe the linear interaction of the electromagnetic fields with isotropic and homogeneous
materials. By using these parameters, we avoid treating every single charge and the corre-
sponding currents in the considered matter. In section 2.1.6, we give a simple microscopic
model of dielectrics from which we will derive the effective material parameters. This model
is based on an arrangement of simplified atoms consisting of a negatively charged electron
and its corresponding atomic core being positively charged.
Equations (2.3a) - (2.5b) describe how an applied electric field E interacts with the medium
such that it induces electric dipoles or orients the already existent electric dipoles in the
medium. As a consequence, the dielectric displacement D is being modified. The magnetic
field H induces or orients magnetic dipoles that lead to modification of the magnetic induc-
tion B. In general, also the possibility exists that an applied electric field leads to magnetic
dipole moments and an applied magnetic field leads to electric dipole moments. Formally,
this leads to cross-coupling terms in Eqs. (2.5a) and (2.5b). We refrain from a deeper treat-
ment since this effect is barely existent in naturally occurring materials which are of interest
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here. Nevertheless, it occurs in natural, so-called optically active materials and artificial
metamaterials [19].
2.1.2 Wave equation
Maxwell’s equations (2.1a) - (2.1d) can be rewritten such that we obtain the inhomogeneous






















The terms on the right hand side of both wave equations act as source terms. We can distin-
guish between two types of source terms of Eq. (2.6a): (i) the external source current density
j and (ii) ∂
∂t
P and ∇×M as polarization and magnetization current density, respectively.
The latter describe the interaction of electromagnetic radiation with matter.
For homogeneous and isotropic media for which ǫ , µ = const. without external currents and





This means that the source terms of Eq. (2.6a) can be accounted for by the material parame-




[E0exp (ik · r − iωt) + cc.] , (2.8)
representing plane waves oscillating in time with frequency ω and propagating in the di-
rection of the wave vector k, cc. denotes the complex conjugate. Inserting the plane wave







From the dispersion relation, we obtain the refractive index
n = ±√ǫµ. (2.10)
The decision which sign of the refractive index we have to choose, can be easily deduced
from the continuity conditions for the fields at interfaces (see section 2.1.4) when both per-
mittivity and permeability are real numbers. If one or both are complex numbers, we can use
a lengthy formula to deduce the sign of n for given complex values of ǫ and µ from Ref. [21].
Since natural materials do not exhibit a magnetic response in the optical domain (µ = 1), we
do not have to worry about the sign of the refractive index: for natural materials, we always
choose the positive branch of Eq. (2.10) – this is different for metamaterials (see chapter 3).
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2.1.3 Fourier transformation
Sometimes it is advantageous – for example for the solution of differential equations – to
switch from the time domain to the frequency domain by applying the Fourier transforma-
tion to the electromagnetic fields. The Fourier transformation of a (scalar) function f(t)















The Fourier transformation is analogous for vectorial functions like the electric field.
In optics, Fourier transformations are widely used for the mathematical treatment since we
often deal with monochromatic plane waves and these Fourier transformations are equiva-
lent to a representation of time dependent electromagnetic fields as a linear combination of
monochromatic plane waves. Thus, we can write the electric field of one frequency compo-
nent as
E(r, t) = E(r, ω) exp(iωt). (2.13)




E(r, ω) = 0, (2.14)
where we used the definition of the speed of light in media c2 = 1
µ0µǫ0ǫ
.
We also perform the Fourier transformation when transforming a function f(r) in real space










exp(−ik · r)f(r)d3r. (2.15)
2.1.4 Transmittance, reflectance and absorption
We consider a plane wave incident onto an interface formed by two half spaces with µ1 = 1,
ǫ1, n1 and µ2 = 1, ǫ2 and n2, respectively (see Fig. 2.1). The general case with µ1, ǫ1, n1, µ2,
ǫ2 and n2 will be considered in section 3.5. One part of the wave is reflected and the other is







where both angles are defined in Fig. 2.1. For calculating the relative intensities that are
transmitted and reflected, we decompose the incoming wave into an s- and a p-polarized






















n ,1 e1 n ,2 e2 n ,1 e1 n ,2 e2
x
zy
Figure 2.1: Reflection and transmittance of incident p- and s-polarized light at an interface of two half spaces
of different permittivities.
part as illustrated in Fig. 2.11. These two contributions correspond to electric field vectors
orthogonal (s-polarized) and parallel (p-polarized) with respect to the plane of incidence,
which is defined by the wave vector ki of the incident wave and the normal vector of the
interface. We aim for coefficients that relate the incident electric fields to the reflected and
transmitted electric fields – the so-called Fresnel equations. The Fresnel equations result
from the continuity relations at the interface for the E- and D-field components [2] when
crossing an interface.:
(i) The tangential component of E and the normal component of D are continuous.
(ii) The normal component of E and the tangential component of D are discontinuous.
Additionally, the transverse components of the wave vector (here, kx- and ky-components)
are conserved when the wave crosses the interface.
The transmittance and reflectance coefficients, t and r, respectively relate the incident and


















The transmittance T and reflectance R are obtained by relating the corresponding inten-
sities. Formally, the intensity I is defined as time average of the Poynting vector 〈S〉 =
1
2







1Here, the term “polarization” occurs for the second time. In the preceding section 2.1.1, polarization refers
to the spatial average over all occurring electric dipole moments. In the context of plane waves it is a common
term for the direction of the electric field vector with respect to a reference direction.
2In the following, we will name the time average of the Poynting vector 〈S〉 just Poynting vector S.
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Thus, we obtain T = n2 cos θt
n1 cos θi
|t|2 and R = |r|2.
For dispersive, that is, lossy media the refractive index becomes complex which in turn leads
to a decrease in the amplitude – the wave amplitude decays and its energy is absorbed in
the medium. The amount of energy absorbed is clearly a function of the propagation length
within the lossy material. The proper quantity to describe the absorption is the so-called
extinction constant γ that is defined by
I(z) = I0 exp(−γz). (2.19)
Here, the propagation direction is the z-direction, and I0 is the intensity at a given point in






2.1.5 Interaction of a plane wave with a single scatterer
In the following section, we give a short introduction to the concept of cross-sections of sin-
gle scatterers. This concept is illustrated for the special case when the scatterer is a dipole.
When discussing the optical properties of single isolated scatterers, we have to keep in
mind that we can not describe its optical properties by the usual material parameters ǫ and
n or with quantities like transmittance, reflectance, and absorption. Instead, we introduce
the physical quantities scattering, absorption, and extinction cross-section, Cscat, Cabs, and
Cext = Cscat + Cabs, respectively. The interpretation of these quantities becomes more fa-
miliar when considering the case of geometrical optics where the extinction cross-section is
just the area of the shadow of an opaque object illuminated by a plane wave. Here, the first
important property becomes evident: the extinction cross-section has the dimensions of an
area.
In general, we discuss a situation as sketched in Fig. 2.2: an incident plane wave impinges
onto a scatterer. Via its electric field Ei, the plane wave induces a dipole moment (or higher
order multipoles) that reradiates parts of the incoming power (accounted for by the scattering
cross-section) and parts are absorbed (accounted for by the absorption cross-section). The
energy the plane wave is carrying is given by its intensity. In the far field, that is, at the
position of the detector, the scattered field Es and the incident field Ei superimpose to the
total field Etot
Etot = E i +Es. (2.21)
The expression for the magnetic field is analogous. Without restrictions to generality, we
assume that the incident wave is x-polarized: Ei = Eiux, where ux is the unit vector in
x-direction. In the far field, the scattered wave is a spherical wave represented by its electric
field vector at position r
Es =
exp(ikr)
−ikr X(θ, ϕ)Ei. (2.22)
Here, we use the so-called vector-scattering amplitude X(θ, ϕ) which defines both the scat-
tering strength and the angular distribution of the scattered far field. The absolute value of









Figure 2.2: Geometry of the scattering problem: an incident electromagnetic wave (E i, H i, and k0 = k0uz)
interacts with a particle. One part of the radiation is scattered and the rest is absorbed. The scattered field
(Es, Hs, and ks = k0ur) is radiated, in general, into all directions. In the far field, the scattered field is
superimposed with the incident field to give the total field (Etot, Htot, and k0). The dashed circle illustrates a
closed surface around the scatterer.
the wave vector is given by k. The power of the scattered wave is the power that leaves a
closed surface around the scatterer, indicated as dashed circle around the scatterer in Fig. 2.2.











Re (Es ×H∗s ) · urdΩ. (2.24)







where Ω is the solid angle. The scattering cross-section is defined as the quotient of the power
reradiated by the scatterer into the far field and the intensity Ii =
|Ei|2
2ωµ0µ
k of the incident plane







Optical Theorem The extinction cross-section is usually calculated using the Optical The-
orem [23]. We explicitly derive the Optical Theorem in appendix A.
In general, the extinction cross-section is given by the fraction of the extinguished power
and the incident intensity. The extinguished power is the sum of the absorbed power and the




Stot · urdΩ, (2.27)
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i )]. Thus, we obtain




(−Stot · ur + Ss · ur) dΩ. (2.28)




Re [ux ·X(θ = 0)] . (2.29)




Re [ux ·X(θ = 0)] . (2.30)
We learn from the Optical Theorem that the extinction cross-section is solely determined by
the scattering in the forward direction although the principal equation (2.28) for calculating
the extinguished power requires an integration over the entire solid angle.
For completeness, we note that the absorption cross-section is given by
Cabs = Cext − Cscat. (2.31)
2.1.6 Linear optical properties of dielectrics in the Lorentz model
The classical response of atoms to electromagnetic waves can be described in a driven oscil-
lator model – the so-called Lorentz model [6, 24]. Here, the atom is modeled as an electron
which is bound to the atom core. Applying an oscillating electric field leads to an oscillation
of the electron around its rest position.
Damped harmonic oscillator
In linear optics, that is, for small incident electric field strengths, the atom can be described










0x(t) = −eE0 exp(−iωt), (2.32)
whereme is the electron mass, Γ describes the damping (it accounts for both radiation damp-
ing and non-radiative damping due to, for instance, the generation of heat), e is the electron
charge and E(t) is the applied electric field. We assume the incident plane wave to be po-
larized in x-direction: E(r, t) = uxE0 exp[i(k · r − ωt)]. Since the atom is much smaller
than the wavelength of the plane wave, the electric field is constant across the atom. This
allows us to neglect the position dependence of the electric field. The steady state solution
of Eq. (2.32) reads x(t) = a exp(−iωt) leading to the electric dipole moment of a harmonic
oscillator
p(t) = −ex(t) = e
2E0/me
ω20 − ω2 − iΓω
exp(−iωt). (2.33)
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Thus, the electric dipole moment is proportional to the electric field. The corresponding
proportionality factor α(ω) is called polarizability. It reads
α(ω) =
e2/me
ω20 − ω2 − iΓω
. (2.34)











= 377Ω is the vacuum impedance, k the wave vector, and n is the unit
vector pointing into the direction of interest. ux denotes the orientation of the electric dipole
moment. We note that according to Eq. (2.35), no energy is radiated into the far field by an
oscillating electric dipole along the direction of the corresponding dipole moment vector.
This classical electric dipole model leads to a contradiction. In order to clarify this contra-
diction, we assume that the dissipation Γ of the electronic oscillation is entirely given by
radiation damping, thus, Γ = Γrad. In general, the damping Γ can be written as a sum of
a radiative and a non-radiative contribution, Γrad and Γnonrad, respectively. This leads to
Γ = Γrad + Γnonrad. If the radiation damping approaches zero (Γrad → 0), we expect the
dipole not to radiate. In fact, in resonance the electron displacement diverges. Thus, the
dipole moment diverges as well leading to a diverging radiated electric field [see Eq. (2.35)].
That in turn contradicts the assumption that no energy is lost due to radiation. In electrody-
namics, this contradiction can be partially resolved by introducing a reaction force leading
to the so-called Abraham-Lorentz formula [20]. This reaction force accounts for the interac-
tion of the dipole with its own radiation. Unfortunately, this contradiction needs a quantum
mechanical treatment to be completely resolved [25]. Here, the limitations of classical elec-
trodynamics become evident.
Dipole scattering
In the following, we discuss a single scatterer that can be described by the Lorentz model.
For simplicity, we assume all losses of the dipole to be due to scattering. Clearly, for this
case the extinction cross-section equals the scattering cross-section and the absorption cross-
section vanishes. The far field distribution of the dipole is given by Eq. (2.35) where p = αEi
is the electric dipole moment with the scalar polarizability α. For the spherical wave defined














which is depicted in Fig. 2.3. Note that Eq. (2.37) does not fulfill the Optical Theorem for
the reasons given above.
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Figure 2.3: Scattering cross-section of an Lorentz oscillator described by Eq. (2.37). It nicely resembles a
Lorentzian form. For modeling the dipole, we took ω0 = 2π × 400× 1012 s−1, and Γ = ω010 .
Permittivity from the Lorentz model
In Eq. (2.34), we obtained a microscopic polarizability of one isolated atom. Here, we sketch
how the macroscopic permittivity ǫ of Eq. (2.5a) of a material composed of many (of these
isolated) atoms is related to the microscopic polarizability α.
We consider a plane wave interacting with many atoms, each of which reradiates spherical
waves of the form of Eq. (2.22). These reradiated spherical waves superimpose to a plane
wave. Thus, we can define the macroscopic electric dipole moment as the spatial average
over many microscopic dipole moments leading to3






Here, 〈...〉 denotes the spatial average, the index ν counts the atoms located at position rν
having the polarizability αν(ω). If we consider only atoms of the same type with polariz-
ability α(ω), arranged with a constant density n0, we obtain
P (ω) = n0α(ω)E(ω) = ǫ0χ(ω)E(ω), (2.39)
where χ(ω) = n0α(ω)
ǫ0
is the electric susceptibility.
2.1.7 Linear optical properties of metals
In the following section, we describe the linear optical properties of metals within the so-
called Drude model [6,26], which – like the Lorentz model for dielectrics – gives an intuitive
understanding of the microscopic processes leading to the typical metallic response when
interacting with light. In this discussion, we include surface modes on metal-dielectric inter-
faces – so-called surface plasmon polaritons and collective oscillations of the free-electron
gas being confined to a small volume – the so-called particle plasmons.
3We neglect all modifications due to interaction between the atoms. This approximation holds true for
diluted gases but breaks down when the atoms are densely packed such that the electronic wave functions
overlap and form electronic bands. Nevertheless, even for this case we can define a new polarizability of
the same form [see Eq. (2.34)] leading to a qualitatively good description of the linear optical properties of
nonmetallic solids. This new polarizability has nothing to do with the polarizability of the constituting single
atoms.
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Linear optical properties of free-electron gases – the Drude model
In metals, the electrons of the conduction band can move almost freely through the crystal.
Thus, the free electrons (approximately one per atom of the crystal) form a free-electron gas.
The response of the free-electron gas to an applied electric field can be described similarly
to the Lorentz model but with vanishing restoring force. Hence, the resonance frequency
vanishes as well. Also the other electrons that are bound to the atoms contribute to the
permittivity of the metal but in most frequency regions the response of the free-electron gas
dominates.
The formal transition from the Lorentz model to the Drude model, that is, removing the







x(t) = −eE(ω) exp(−iωt). (2.40)









, with n being the number density
of free electrons. In order to account for the influence of the atomic cores, we introduce an
empirical offset ǫ∞, leading to




In Fig. 2.4, experimentally determined values from Ref. [27] of the real part and imaginary
part of the permittivity of gold are plotted over frequency in comparison to the permittivity























Figure 2.4: Imaginary (gray) and real (black) part of the permittivity of gold for two spectral regions: (a)
150-400THz and (b) 350-800THz. The crosses correspond to experimentally determined values of ǫ from
Ref. [27] and the solid line to a fit of the experimental data to the Drude formula (2.42) (the crosses are
obtained by interpolating the actually measured data with a cubic spline).
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γ = 2π × 19× 1012 s−1, and ǫ∞ = 11. The Drude model resembles the experimental values
for frequencies below 550THz (corresponding to wavelengths above 600 nm) very well.
The deviations for frequencies above 550THz (below 600 nm-wavelengths ) are due to the
excitation of electrons associated with lower lying bands into the conduction band – so-called
interband transitions [28]4. These excitations can be modeled by a sum of Lorentz oscillators
[see Eq. (2.39)]. The corresponding susceptibility is just added to the Drude permittivity
giving









where we account for several Lorentz oscillators by the sum.
Since we are mainly interested in the spectral region in which interband transitions do not
play a major role, we stick to Eq. (2.41) for the description of the permittivity of metals.
Surface plasmon polaritons
Interfaces of dielectric and metallic half spaces are known to support waves that travel along
these interfaces – so-called surface plasmon polaritons (SPPs). In this section we sketch how
to obtain the dispersion relation of SPPs.
In general, SPPs are eigenmodes of the system consisting of the two half spaces: the upper
half space with ǫ+ = 1 being a dielectric (for simplicity, we choose vacuum) and the lower




ǫ(r, ω)E(r, ω) = 0, (2.44)
with ǫ(r, ω) = ǫ(ω) if z < 0 and ǫ(r, ω) = 1 if z > 0. Surface plasmon polaritons are modes
traveling along the surface of the metal. Thus, the only transverse electric field component is
normal to the surface and they are evanescent in the z-direction. For an SPP traveling along







which is the dispersion relation for SPPs [20]. It is plotted in Fig. 2.5. For the z-component














4In gold, electrons from the 5d-band (valence band) are excited into the 6s-band (conduction band). The
required energy is 2.38 eV (corresponding to 575THz-frequency and 522 nm-wavelength, respectively).














Figure 2.5: The solid lines represent the dispersion relation for a surface plasmon polariton traveling along a
metal-vacuum interface. The dashed line is the light line, that is, the free-space dispersion of electromagnetic
waves. The dotted line corresponds to the dispersion of the bulk plasmon.
Since we are aiming for waves that travel along the x-direction, we search for real values
of kx5. Additionally, SPPs are confined in the xy-plane. Thus, in both half spaces, the z-
component of the wave vector must be imaginary, that is, no energy is transported away
from the surface. Both conditions (kx is real and kz is imaginary) are only fulfilled if [see
Eqs. (2.45), (2.46), and (2.47)]
ǫ(ω) + 1 < 0 and
ǫ(ω) < 0.
In a broad spectral range, these conditions are only met if one half space is metallic and the
other one is dielectric.
For a Drude metal with ǫ∞ = 1, ωpl = 2π × 2086 × 1012 s−1, and γ = 0, we obtain
the SPP dispersion relation shown in Fig. 2.5 as solid line. The dashed line is the free-space
dispersion ω = ck of electromagnetic waves and the dotted horizontal line corresponds to the
bulk plasmon which is the collective longitudinal oscillation of the conduction band electrons
relative to the atomic cores. The physical origin of the large deviation of the dispersion
relations of the free-space electromagnetic wave and the bulk plasmon and the dispersion
relation of the SPP lies in the strong coupling between the electromagnetic field of the photon
and the induced charges of the metal. The effect is also called anti-crossing.
The dispersion relation of the SPP consists of two branches. The lower one approaches a
horizontal line for ω = ωpl/
√
2. It is below the free space dispersion (represented by the
dashed line) for all frequencies, that is, SPPs do not couple to propagating modes. Vice versa
electromagnetic waves from free-space can not excite SPPs due to the wave vector mismatch.
Thus, tricks have to be applied for exciting SPPs by plane electromagnetic waves:
(i) SPPs can be launched by using an attenuated total internal reflection geometry in the
so-called Otto [30] and Kretschmann configurations [31].
5We restrict this discussion to real values of ǫ(ω). Thus, the wave vector becomes either imaginary or real.
For complex values of ǫ(ω), the wave vector becomes complex as well, leading to damped propagation. We
refer to Ref. [29].
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(ii) A grating is fabricated on the metal surface. This grating transfers quasi momentum
via a reciprocal lattice vector to the photon in order to correct for the momentum
mismatch between SPPs and photons [32].
Additionally, SPPs can be efficiently excited by electrons passing through the metal [33].
Here, we do not have to deal with the momentum mismatch between photons and SPPs.
Figure 2.5 also illustrates that the frequency of the SPP’s lower branch is limited whereas
the wave vector kx = 2π/λ is not limited. Thus, the wavelength can approach – in principle
– arbitrarily small values. In real metals, however, these modes are damped and will die
out after a very short propagation length due to the large number of oscillations within the
propagation length [29].
The upper branch of the dispersion relation of SPPs lies above the light line. Thus, these
excitations radiate, i.e., in this region (ω > ωpl), the metal behaves like an ordinary dielectric.
Similar to SPPs being electromagnetic excitations confined to the two-dimensional (2D)
metal surface, there are also eigenmodes of metallic wires [20] corresponding to excitation
that are confined in one dimension.
Particle plasmons
In this section, we will shortly sketch the properties of so-called particle plasmons, collective
excitations of the free-electron gas being confined to a volume of – in principle – arbitrary
shape. These shapes include spheres, ellipsoids [34], cubes [35], shells [36, 37], and the
fundamental building blocks of metamaterials like split-ring resonators [38, 39].
First, we consider the so-called quasi-static regime, that is, particle plasmons that are con-





Figure 2.6: Illustration of a particle plasmon excited by an oscillating external electric field.
In a first approximation, the metallic particle can be viewed as an antenna in which the inci-
dent electric field E0 induces a dipole moment. The dipole moment leads to a restoring force
that in turn leads to a current. The entire system starts to oscillate and behaves analogous
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where R is the radius of the sphere, ǫm denotes the permittivity of the surrounding medium
and ǫ the permittivity of the material the sphere consists of. The corresponding dipole mo-
ment is given by p = ǫmαE0. For real valued ǫ, the polarizability has a maximum where the
absolute value of the denominator |ǫ + 2ǫm| becomes minimal. This is the condition for the
existence of particle plasmons.
Within the quasi-static approximation, we can also deal with ellipsoidal particles with the
principal axes a, b, and c. In this formalism, the principal axes of the ellipsoids are repre-
sented by the normalized geometry parameters Li, with i = 1, 2, and 3, and
∑
i Li = 1.






















Here, we assumed that the principal axes of the ellipsoidal particle are aligned along the unit




ǫm + (ǫ− ǫm)Li
Vellipsoid. (2.50)
From Eq. (2.50), we learn that the resonance frequency depends on the exact geometry of the
ellipsoid, i.e., onLi. For instance, when we assume incident x-polarized light (E0,y = E0,z =
0) on an ellipsoidal metallic particle, the resonance frequency is increased when increasing
Ly and Lz. In contrast, the resonance frequency is decreased when Lx is increased (the sum
Lx + Ly + Lz is always one).
We now aim for a general expression for the optical properties of particles of spherical shape.
This can be done analytically within the so-called Mie theory [40]. However, for particles of
arbitrary shape rigorous numerical calculations are required.
The Mie formalism requires a lengthy calculation that is not presented here but can be found
in Ref. [23]. There, Maxwell’s equations are solved in spherical coordinates for an incident
plane wave and a sphere of radius R with permittivity ǫ embedded in a surrounding medium
with permittivity ǫm.
Instead of the polarizability, we use scattering, absorption, and extinction cross-sections that
provide an adequate description of the optical properties of a sphere of arbitrary size. In this
context, also possible multipole excitations are taken into account. The Mie theory gives the






(2L+ 1)Re(aL + bL). (2.51)






(2L+ 1)(|aL|2 + |bL|2). (2.52)
The absorption cross-section results from Eq. (2.31). In Eqs. (2.51) and (2.52), L denotes
the order of the multipole expansion (L = 1: electric and magnetic dipole moment, L = 2:
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Figure 2.7: Extinction- (solid curves) and scattering-cross-section (dashed curves) spectra for gold sphere of
different radii (5, 10, 15, 20, and 50 nm). The surrounding medium is air (n=1). For R < 20 nm, the scattering
cross-section almost vanishes. Thus, absorption dominates the response of small spherical gold particles. When
calculating the extinction and scattering cross-section, we took the experimental values for the permittivity of
gold from Ref. [27]. The cross-section spectra are calculated numerically based on Appendix A of Ref. [23].














respectively. Here, m = n/nm is the quotient of the complex index of refraction of the
sphere’s material and the index of refraction of the surrounding material. The so-called size
parameter is given by x = kR (k is the free-space wave vector) and finally ψL and ηL denote
the Riccati-Bessel cylindrical functions [41].
Figure 2.7 illustrates the extinction- and scattering-cross-section spectra for gold spheres of
different radii. We observe a resonance for all radii at around 0.51 µm-wavelength. The
maximum of the absolute value for the extinction cross-section equals 18 nm2 for spheres
of 5 nm radius corresponding to Cext, max ≈ (1/4)πR2. For spheres of 50 nm radius we
obtain 3000 nm2 corresponding to Cext, max ≈ 4πR2. Furthermore, the spectra show that
for small spheres the scattering cross-section almost vanishes. Hence, for small particles
absorption dominates the response. The limit of small particles is equivalent to the dipole






(Re(ǫ) + 2ǫm)2 + Im(ǫ)2
. (2.54)
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We note, in the limit of small particles, the scattering cross-section vanishes as we see in
Fig. 2.7. This changes for larger particles: scattering becomes more and more important due
to the growing electric dipole moment.
2.2 Nonlinear optics
With the advent of the laser [1], a new field of optics became accessible in which electromag-
netic fields can interact with each other via excitations of a medium. This is fundamentally
different from the field of linear optics: here, we always assume that fields can be linearly
superimposed. The interaction of two, three or more waves leads to interesting phenomena
like the generation of new frequencies [42]. These phenomena can often be formally de-









e : EE + ǫ0χ
(3)




with the nonlinear susceptibilities χ(2),(3),...e being tensors of third, fourth, ... rank. They are
complex quantities relating the complex amplitudes of the electric fields with the nonlinear
polarization P NL. The colon denotes the product of χ
(2),(3),...
e with the electric fields and the
linear susceptibility χ(1)e accounts for the linear interaction of the fields with the medium.
The series in Eq. (2.55) has to converge. Thus, we must have
χ(1)e E ≫ χ(2)e : EE ≫ χ(3)e : EEE. (2.56)
This regime is often referred to as the regime of perturbative nonlinear optics [44]. As
already indicated in Eq. (2.55), the polarization can be split into a linear and a nonlinear
contribution, P L and P NL, respectively. Putting the sum of linear and nonlinear polarization
into Maxwell’s equations (2.1a) - (2.1d) leads to a source term in the wave equation (2.6a).
Now, the nonlinear wave equation reads [44]







2.2.1 Second-order nonlinear optical effects
In this section, we terminate the series in Eq. (2.55) after the second order. The resulting non-
linear polarization leads to the second-order nonlinear effects of optical rectification (OR),
second-harmonic generation (SHG), sum-frequency generation (SFG), and difference fre-
quency generation (DFG).
In the following, we discuss the interaction of two electric fields oscillating with frequencies
ωn and ωm, respectively. We assume the simple case in which the second-order nonlinearity
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χ(2) is a scalar quantity6. The termination of the nonlinear polarization after the second order
leads to
P (2)(ωn + ωm) = ǫ0
∑
n,m
χ(2)(ωn + ωm, ωn, ωm)E(ωn)E(ωm). (2.58)
If the two frequencies happen to be the same (ωn = ωm = ω), we obtain two contribu-
tions to the nonlinear polarization: (i) P (2)(2ω) oscillating with twice the fundamental fre-
quency leading to SHG, (ii) P (2)(0) leading to a dc-contribution, the so-called optical rec-
tification. If the two frequencies are different, we obtain DFG with the nonlinear source
term P (2)(|ωn − ωm|) oscillating at |ωn − ωm| and SFG with the nonlinear source term
P (2)(ωn + ωm) oscillating at ωn + ωm.
Symmetry considerations As we are used to in physics, also the second-order nonlinear
effects are subject to symmetry of the underlying physical system. The symmetry of the
second-order nonlinear susceptibility χ(2)ijk represents the symmetry of the crystal for which
it describes the nonlinear effects. Especially important for this thesis is the impact of inver-
sion symmetry on χ(2)ijk. If a system is inversion symmetric every physical vectorial quantity
changes its sign if the operation r → −r (here, r denotes a position in real space) is ex-
ecuted. This means that both the second-order nonlinear polarization P (2) and the electric
field E have to change signs – this leads to a contradiction in Eq. (2.58). This contradiction
can only be resolved by setting χ(2)ijk = 0. Thus, there are no second-order nonlinear opti-
cal effects in systems with inversion symmetry. Consequently, the leading order is the third
order.
2.2.2 Third-order nonlinear optical effects
We restrict the discussion of third-order nonlinear optical effects to third harmonic generation
(THG). The others like four wave mixing, the optical Kerr effect or two-photon absorption
[44] although being very interesting are not discussed here.
In general, the THG nonlinear susceptibility χ(3)ijkl(3ω, ω, ω, ω) has 81 entries. Again, we
consider only the simplest case for which the THG nonlinear susceptibility becomes a scalar.
Thus, we obtain as THG nonlinear polarization
P (3)(3ω, ω, ω, ω) = ǫ0χ
(3)(3ω, ω, ω, ω)E(ω)E(ω)E(ω). (2.59)
This is the source of an electromagnetic wave oscillating at 3ω. In contrast to the second-
order nonlinear susceptibility, the third-order nonlinear susceptibility does not vanish for
inversion symmetric systems.
2.2.3 Damped anharmonic oscillator
As the Lorentz model allows for a qualitative understanding of linear optical properties of
dielectrics, we try to expand this model such that it also describes the nonlinear optical
6In general, it is a complex third rank tensor with 27 entries. These entries are subject to the symmetry of
the crystalline structure and – in the low-frequency limit – subject to Kleinman’s symmetry [44].
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properties. For this purpose, we add a second-order nonlinearity in the restoring force leading














Here, the restoring force is a quadratic function of the displacement requiring a potential
which is a cubic function of the displacement. Thus, the system is not centrosymmetric and
allows for second-order nonlinearities.
For calculating the second-order nonlinear susceptibility, we assume two incident plane
waves E(t) = 1
2
[E1 exp(−iω1t) + E2 exp(−iω2t) + cc.]. The equation of motion (2.60)
is usually solved by a perturbation ansatz [44,45] which is only valid if ω20x(t) ≫ ax(t)2. In
order to distinguish between the different orders of perturbation, we introduce an expansion






x(t) + ω20x(t) + ax(t)
2 = −λ e
me
E(t). (2.61)
This equation of motion is solved by the ansatz x(t) = λx(1)(t) + λ2x(2)(t) + λ3x(3)(t) + ....
Thus, we obtain terms proportional to λ, λ2,... . Each term of the ansatz must satisfy the
equation in order that the ansatz is a solution to Eq. (2.60). This leads to a set of equations
sorted by powers of the expansion parameter λ







(1)(t) = − e
me
E(t), (2.62)







(2)(t) + ax(1)(t)2 = 0, (2.63)
... .




x(1)(ω1) exp(−iω1t) + x(1)(ω2) exp(−iω2t) + cc.
]
, with x(1)(ωj) = − e/meD(ωj) .
Here, D(ωj) is defined like for the harmonic oscillator D(ωj) = ω20 − ω2j − iωjΓ. This
solution leads to a quadratic inhomogeneity in Eq. (2.63). The resulting χ2-processes are: (i)
second harmonic generation (2ω1 and 2ω2) (ii) sum frequency generation [(ω1 + ω2)], (iii)
difference frequency generation [(ω1 − ω2)], and (iv) optical rectification (0).
Here, we are mainly interested in SHG. Consequently, we consider only the component












2 exp(−i2ω1t) = 0. (2.64)
The steady state solution is again of the type
x(2)(t) = x(2)(2ω1) exp(−i2ω1t), (2.65)








Similarly to the procedure in the preceding section, the microscopic nonlinear electric dipole
moment is deduced from the microscopic nonlinear displacement. After performing the
spatial average, we obtain the macroscopic nonlinear polarization describing SHG







This leads via P (2)(2ω1, ω1, ω1) = ǫ0χ(2)(2ω1, ω1, ω1)E(ω1)2 to the SHG susceptibility






2.2.4 Metals in the hydro-dynamic approach
For the description of the nonlinear optical properties of metals, we extend the Drude model
and describe the free-electron gas as a fluid. This treatment intrinsically leads to nonlinear
effects of arbitrary order similar to nonlinearities in hydro-dynamics [46]. The approach is
based on the work of the groups of J. V. Moloney and S. W. Koch in Tucson and Marburg,
respectively [47].
The nonlinear optical properties of metals can be described by assuming the free-electron
gas to behave like a fluid. To do so, we have to leave the single electron picture in which
each electron is described by its trajectory and velocity. We rather describe the optical prop-
erties of the free-electron gas by a number density ne(r, t) and a velocity field v(r, t). The
positively charged background formed by the ions of the metal is accounted for by a time-
independent number density n0. For the charge density ρ and the current density j(r, t), we
find
ρ(r, t) = e[n0 − ne(r, t)] (2.69)
and
j(r, t) = −ene(r, t)v(r, t) = [ρ(r, t)− en0]v(r, t), (2.70)
respectively. An applied electromagnetic field leads to a Lorentz force density that changes
the velocity field of the electron fluid.
Similarly to the previous section 2.2.3, we search for a source term that generates the non-
linear effects. Here, the source is the current density field j(r, t) induced by the external
electric field. Precisely, on the right-hand side of Eq. (2.6a), we have the derivative of the
current density with respect to time. Thus, we search for an expression of ∂
∂t
j(r, t). For this


















+ (v · ∇)
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jdt.





+ v · ∇
)
is also known as convective derivative [46]. It considers the ex-
plicit time dependence ∂
∂t
of the current density field and by the scalar operator v · ∇, it
accounts for the spatial variation of the quantity considered (here, the current density field)
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[(ρ− en0)E + j ×B] . (2.72)






E − γj − e
me










Here, γj is a phenomenological term describing the losses. The first two terms in Eq. (2.73)
describe the linear response of the metal to an applied electric field. The last two terms
describe nonlinearities to arbitrary order. In this model, all material properties of the metal
are described by ρ and j. Thus, we have D = ǫ0E and B = µ0H .
Perturbative nonlinear optics of the hydro-dynamic model














Here, the summation index l denotes the order of nonlinearity. When we separate the differ-
ent orders, we have to keep in mind that the product of two quantities of the order l and k is
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of the order l + k. Combining these expanded fields and Eq. (2.73) with Eq. (2.57) gives the
well-known equations, which we also get from the linear Drude model of metals

















E(1) − γj(1). (2.79)
The second-order nonlinear fields read






































E(1) + j(1) ×B(1)
]
(2.83)
as the second-order nonlinear source term. The other terms describe the linear interaction of
the generated nonlinear field with the metal.
The second-order nonlinearity source term, Eq. (2.83), has three different contributions that
stem from either the metal volume or the surface of the metal, or both: (i) the term ∇ ·
E(1)E(1) has only nonzero contributions on the surface of the metal. (ii) In contrast, the only












has contributions from both the metal volume and the surface. This
term originates from using a continuum formulation of the free-electron gas instead of the
usual single-electron picture.
Within the numerical treatment of the groups of J. V. Moloney and S. W. Koch, it is possible
to find out which contribution dominates by a switch-on switch-off analysis of the afore-
mentioned terms (see section 6.1).
2.3 The electromagnetic local density of states
In this section, we briefly introduce a new quantity – the electromagnetic local density of
states (LDOS). We start the explanation by means of Fermi’s Golden Rule describing the
spontaneous decay rate of an excited two-level atom [20]. Then, we rewrite the LDOS in
terms of the eigenmodes of the system.
The spontaneous decay rate γ of a two-level atom is related to the electromagnetic LDOS
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ρp: the more electromagnetic states are available in the vicinity of the atom, the higher is
the decay rate. In particular, this becomes evident in Photonic Crystals where no states are
present in the photonic band gap. Thus, the spontaneous decay rate of an atom vanishes [48].






|〈f |ĤI |i〉|2δ(ωi − ωf), (2.84)
where ~ is the reduced Planck’s constant, |f〉 denotes the ground state of the atom, |i〉 the
excited state of the atom, and δ(ωi − ωf) is Dirac’s delta function. ĤI is the interaction
Hamiltonian describing the interaction of an electric field E with an electric dipole moment
p in the electric dipole approximation. Thus, ĤI is just the product of the operator describing
the electric dipole moment p̂ and the operator describing the electric field Ê. Explicitly, the
interaction Hamiltonian reads
ĤI = −p̂ · Ê. (2.85)





The LDOS can be expanded in the eigenmodes of the system under consideration leading
to [20]
ρp(r0, ω0) = 3
∑
k
[up · (nkn∗k) · up] δ(ωk − ω0), (2.87)
with up being the unit vector in the direction of the dipole moment and nk denoting the
electromagnetic eigenmodes or normal modes of the system the two-level atom is placed
in. The eigenmodes at the position r0 are characterized by their wave vector k and their




nk(r0, ωk) = 0. (2.88)
This equation can be solved by an approach based on dyadic Green’s functions Ḡ(r, r′, ω)
which is defined by
∇×∇× Ḡ(r, r′, ω)− ω
2
c2
Ḡ(r, r′, ω) = Īδ(r − r′), (2.89)
where Ī denotes the unit dyad. The dyadic Green’s function is expanded in the eigenmodes
with vectorial expansion parameters Ak leading to Ḡ =
∑
k Akuk. Using that the eigen-
modes form a complete set of equations, we obtain for the dyadic Green’s function [22]



















[δ(ω − ωk)− δ(ω + ωk)] , (2.91)












′, ωk)nk(r, ωk)δ(ω − ωk). (2.92)












We can interpret the dependence of the decay rate on its environment: the excited atom is
modeled by a dipole moment inducing an electric field distribution to its environment that
in turn acts back on the dipole. This back action does not only influence the decay rate that
is connected to the width of the resonance by the energy-time uncertainty relation but it can
also shift the energy of the resonance.
2.4 Electron-energy-loss spectroscopy on photonic systems
In this section, we discuss the theoretical foundations of electron-energy-loss-spectroscopy
(EELS) experiments where a fast electron passes through a photonic system which can be,
for example, a plasmonic particle or a metamaterial. It turns out that the measured quantity,
namely the energy-loss probability is related to the electromagnetic LDOS.
When passing through the system, each electron with velocity v can excite one mode of the
system that is associated with the frequency ω. The energy of the excitation ~ω is deliv-
ered from the kinetic energy of the electron. Thus, after passing through the system, the
kinetic energy of the electron is altered. At the end, we measure the change in energy of
each electron leading to a electron-energy-loss spectrum [49]. The measured quantity is the
probability, that the electron excites a mode with energy ~ω.
For the theoretical treatment of the interaction of an electron with a photonic system, we
make the following assumptions:
(i) The energy loss of the electron is caused by the induced electromagnetic fields rep-
resented by Eind exerting a force F on the electron. This is similar to the previous
section where a dipole induces electric fields in its environment and these fields act
back on the dipole. Here, the induced electric fields act back on the electron causing
the energy loss [50–53].
(ii) We consider only single scattering processes.
(iii) In the experiment, we use a scanning-transmission-electron microscope, that focuses
the electron beam down to areas of a few Ångströms in diameter. Thus, we model the
current generated by the electron as a Dirac delta function.
(iv) The kinetic energy of the electron is much larger than the energy of the excited mode.
Indeed, the initial kinetic energy is usually 100 keV and the expected energy loss is
on the order of 1 eV, that is, the energy of a plasmonic excitation leading to a relative
energy loss of 1× 10−5. In other words, the velocity of the electron is constant.
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The presented approach goes back to R. H. Ritchie [50] and was adopted by the work of
J. G. de Abajo and M. Kociak [53] who connected the electron-energy-loss probability to the
optical properties of the investigated system. We start from the Lorentz force experienced by
the electron. It reads
F = −eE ind. (2.94)
We neglected the magnetic part of the Lorentz force because it does not contribute to the
energy loss. Equation (2.94) leads directly to the energy W the electron loses when passing




F · dr. (2.95)
The integration boundaries represent the trajectory of the considered electron. Inserting the
force from Eq. (2.94) and substituting dr = dr
dt




−ev ·E ind(re, t)dt. (2.96)
Since we assume single scattering processes, the considered electron loses the energy quan-
tum ~ω once and then it is analyzed by the detector. Equation (2.96) gives the energy loss
an electron experiences on average. To obtain the loss probability density, we express W as
an integral of a loss probability density Γ(ω) over the entire frequency space, where each





In this picture, W can be interpreted as the expectation value of the energy loss of the elec-
trons. Comparing with Eq. (2.96), we recognize that we have to switch to Fourier space, that








e−iωtv ·E ind(re(t), ω)
]
. (2.98)
Now, we model the fast moving electron by a current density
j(r, t) = evδ [r − re(t)] . (2.99)
Here, re(t) is the trajectory, v is the velocity and e the elementary charge of the fast moving
electron. For an electron moving in the z- direction (along uz), we obtain
j(R, z, t) = evuzδ (R−R0) δ[z − z(t)]
= euzδ (R−R0) δ(z/v − t). (2.100)
Here, R is a position vector in the plane perpendicular to the z-direction and R0 the actual
position of the electron in the xy-plane. The current density in the frequency domain reads
j(r, ω) = euze
iωz/vδ (R−R0) . (2.101)
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The interaction of the electron with the surrounding medium leads via the induced electric
field to the energy loss of the electron. Thus, we have to find the induced electric field
Eind(re, ω) of Eq. (2.98). By the geometrical constraints and the current, we can compute a
particular solution of the electric field with the help of dyadic Green’s functions Ḡ(r, r′, ω)
(see Refs. [20, 53]), namely,
Eind(r, ω) = iωµ0
∫
V
dr′3Ḡ(r, r′, ω)j(r′, ω). (2.102)















The integral describes the Fourier transform of the dyadic Green’s function with respect to
z and z′. Equations (2.103) and Eq. (2.90) allow us to calculate the energy-loss probability
from numerical simulations providing the eigenmodes of the system.






uz · Ḡ(R0, q,R0,−q, ω) · uz
]
. (2.104)
Here, q = ω/v is the wave number of the electron and Ḡ(R0, q,R0,−q, ω) is the Fourier
transformed dyadic Green’s function. When inserting Eq. (2.93) into Eq. (2.104), we obtain




ρ(R0, q, ω). (2.105)
The energy-loss-probability density Γ of electrons passing through photonic systems de-
pends on the LDOS ρ and hence on the eigenmodes of the system [see Eqs. (2.90) and
(2.93)]. The exact interpretation of the relation between the LDOS and the energy-loss-
probability density is currently under controversial discussion [53, 54].
2.5 Gaussian beams
In optical experiments, we often use Gaussian beams that can be described within the so-
called paraxial approximation [20], that is, the divergence angle of the beam is small. Here,
the transverse intensity profile of a Gaussian beam of an overall power P in cylindrical











where w(z) denotes the beam radius – the length scale on which the intensity drops to 1/e2
of the maximum value. Clearly, the beam axis is located at ρ = 0. Figures 2.8(a) and (b)
















Figure 2.8: (a) Relative intensity (that is, I(ρ, z)/I(ρ = 0, z = 0) = I/I0) of a Gaussian beam along the beam
axis, i.e., at ρ = 0. (b) Relative intensity as a function of the radial coordinate ρ in the focus, i.e., at z = 0.
illustrate the intensity distribution of a Gaussian beam along the beam axis and in the focus
















where we introduced the Rayleigh length zR =
πw20
λ
, which measures the divergence of the
beam. Precisely, it is the distance from the focus for which w(z) =
√
2w0. Alternatively,
the divergence of the beam is given by the divergence angle θ ≈ λ/(πw0) as illustrated in
Fig. 2.9(a). Here, we can also define a numerical aperture of the Gaussian beam (in vacuum)
NAB = sin θ. (2.108)
The electric field amplitude of a Gaussian beam reads [55]


















Here, we introduced the curvature radius of the wave fronts R(z) = z [1 + (zR/z)2] and the
Gouy phaseϕG = arctan (z/zR) which is sketched in Fig. 2.9. The impact of the Gouy phase
is illustrated in Fig. 2.10 (a) and (b) where the phase fronts of a Gaussian beam (dashed red
lines) are compared to the phase fronts of a plane wave (dashed blue lines). The Gouy phase
becomes visible through the relative shift of the phase fronts. We note that the curvature
radius becomes infinite in the focus (at z = 0), i.e, in the focus the wavefronts are equivalent
to those of a plane wave. In contrast, in the far field region, that is, for z ≫ zR, the curvature
radius becomes z, i.e, the wavefronts are equivalent to those of a spherical wave originating
from z = 0.



















Figure 2.9: The width w(z) (a) and the Gouy phase ϕ(z) of the Gaussian beam along the beam axis. θ is the




































Figure 2.10: Illustration of the Gouy phase of a Gaussian beam. (a) depicts the peak electric field of a Gaussian
beam along the optical axis, (b) the electric field of a plane wave with the same wavelength. The dashed lines
correspond to the wave fronts of a Gaussian beam (red) and a plane wave (blue).
Chapter 3
The metamaterial concept
Photonic metamaterials are artificial composite materials with outstanding optical properties
which rely on the fundamental building blocks metamaterials consist of. In contrast to natu-
ral materials, the fundamental building blocks of photonic metamaterials are not real atoms
but artificial atoms, that is, artificial metallic nanostructures, which we also call photonic
atoms. Since the overall size of each photonic atom is smaller than the relevant wavelength
of the light, we can describe the metamaterial’s optical properties by the effective mate-
rial parameters permittivity ǫ, permeability µ, refractive index n, and impedance Z. They
are obtained analogously to the usual homogenization procedure leading to the macroscopic
Maxwell equations (see chapter 2.1 and Ref. [2]).
In this manner, photonic metamaterials pave the way for tailoring the optical properties to
obtain exceptional dispersion relations. In particular, we point out that metamaterials allow
for adjusting the permeability at optical frequencies corresponding to magnetic dipoles os-
cillating at optical frequencies – a property that does not occur in natural materials. Thus,
materials for which the permeability is different from one can show astonishing optical ef-
fects not known from ordinary materials. For instance, when both ǫ and µ are simultaneously
negative, the refractive index is negative as well1. The negative refractive index has a number
of physical implications including refraction to the “wrong” side of the surface normal, op-
posing wave and Poynting vector, reverse Cerenkov radiation2 [3], and extraordinary imaging
properties of planar lenses made of negative index materials [5, 58].
In this chapter, we address how to obtain effective material parameters from composite mate-
rials consisting of electric and magnetic atoms by the effective-medium theory. Here, electric
and magnetic atoms provide the electric and magnetic response, respectively. By properly
designing electric and magnetic atoms, we can tailor the corresponding material parameters,
ǫ and µ. Since nature provides materials with a large range of possible values of ǫ, we focus
on tailoring µ by magnetic atoms. Finally, we present some of the fascinating effects offered
by metamaterials.
1There are also alternative ways to achieve a negative refractive index, for example in media with strong
dispersion in ǫ and µ [56], or in bi-anisotropic [19] and chiral media [57].
2These effects may also occur in common optical media as a result of strong dispersion.
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by εm, αe, and αm.
homogeneous system characterized 
by ε, µ, n, and Z.
ε, µ, n, and Z
Figure 3.1: (a) An inhomogeneous metamaterial consisting of magnetic (blue) and electric (red) artificial atoms
generating a magnetizability αm and an electric polarizability αe, respectively. The permittivity of the host
material is ǫm. (b) Equivalently, the optical properties of the metamaterial can be described by the effective
medium parameters ǫ, µ, n, and Z resulting from an averaging procedure of the electric and magnetic dipole
moments.
3.1 Effective-medium theory
In this section, we discuss a composite material as illustrated in Fig. 3.1 consisting of peri-
odically arranged electric and magnetic atoms causing the electric and magnetic response,
respectively. We assume that these photonic atoms are arranged with a lattice constant a
which is small enough that the dipole approximation can be applied, i.e., ka ≪ 1, where
k is the absolute value of the wave vector of the light. For simplicity, the spacing between
the photonic atoms is large enough that there is no electromagnetic interaction between them
allowing us to assume that the optical properties of the atoms are not altered by the presence
of their neighbors. Figure 3.1 (a) shows an inhomogeneous metamaterial as a periodic ar-
rangement of electric (red) and magnetic (blue) atoms generating the electric and magnetic
response, respectively. The response is described by an electric polarizability αe and a mag-
netizability αm. If the lattice constant is much smaller than the relevant wavelength of the
light, the inhomogeneous system may be formally replaced by a homogeneous (effective)






For a number density of n0 identical electric atoms per unit volume, the polarization becomes
(see section 2.1.6)
P = n0αeE = ǫ0χeE. (3.1)
From this relation, we find for the permittivity




The magnetization caused by a number density of n0 magnetic atoms per unit volume is
treated in an analogous way
M = n0αmH = µ0χmH. (3.3)
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And thus,




Here, χm is the magnetic susceptibility. We note that the effective-medium theory allows
to describe inhomogeneous materials by material parameters ǫ, µ, n, and Z giving a more
intuitive understanding of the macroscopic optical properties, like transmittance, reflectance,
absorption or refraction. For more general effective-medium theories, we refer to Ref. [34]
and references therein.
3.2 Diluted metal
In this section, we discuss how diluted metals allow for tailoring the electric response. The
permittivity of a metal is given by Eq. (2.41). Here, the only contribution which depends on




, where n is the density of elec-
trons in the free-electron gas (see section 2.1.7). The density can be changed by diluting the
metal, i.e., by introducing dielectric inclusions. Most commonly used are metallic cylinders
in air [59, 60] or stripes on glass substrates [39, 61, 62].










a2e2neff ln(a/r) is the new effective mass of the electrons and neff = nπr
2
a2
is the effective electron density. The effective mass of the electrons is altered by the self
inductance of the wires. Thus, we can shift the effective plasma frequency from the ultra-
violet spectral region to spectral regions of much larger wavelengths. This provides a tool
for obtaining a large range of negative values of the permittivity.
We note that metallic cylinders or stripes can only be described as diluted metals if the
electric field is oriented along the stripes. For the perpendicular polarization, we obtain
plasmonic resonances in the corresponding spectral range [63, 64].
3.3 Split-ring resonator as magnetic atom
In this section, we will introduce the split-ring resonator (SRR), which is the prototypical
magnetic atom. Its name goes back to Hardy and Whitehead [65]. Basically, an SRR is a
metallic ring with one slit. In its original form (first applied to change the permeability at el-
evated frequencies), it is a horse-shoe-shaped metallic structure [4]. An external electromag-
netic wave can excite a resonantly oscillating ring current leading to an oscillating magnetic
dipole moment. Its resonance frequency strongly depends on the dimensions of the SRR but
saturates for frequencies approaching the plasma frequency of the metal used [66, 67].
First, we describe the optical properties of SRRs by viewing them as metallic structures
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supporting plasmonic resonances similar to those in metallic spheres and ellipsoids (see sec-
tion 2.1.7). One of these resonances – the so-called magnetic resonance – leads to the oscil-
lating ring current generating the desired magnetic dipole moment. In an intuitive model, we
treat the SRR as a coil with one winding connected to a plate capacitor forming a resonant
LC-circuit. Since, to excite the magnetic resonance, we need the proper orientation of mag-
netic and electric field of the exciting plane wave with respect to the SRR, we also discuss
different excitation geometries. Finally, we present some modifications to the original SRR
design.
3.3.1 Split-ring resonator in the plasmonic picture
As known from basic electrodynamics, straight metallic antennae support different eigen-
modes [2]. The eigenmodes, three of which are illustrated by their current distributions in
Fig. 3.2(a), result from the boundary conditions given by the geometrical dimensions of the
antenna. When we bend the outer parts of the antenna upwards, we obtain an SRR. Its eigen-
modes are obtained analogously from the antenna’s eigenmodes as depicted in Fig. 3.2(b).
The fundamental mode or resonance shown in the first row of Fig. 3.2(b) leads to an oscil-
lating ring current generating a magnetic dipole moment. Thus, we call this mode magnetic
mode. As shown in Fig. 3.3, the corresponding magnetic dipole moment is aligned normal
to the plane of the SRR. Consequently, it will not lead to a modification of the permeabil-
ity µ if the incident magnetic field is perpendicular to the generated magnetic dipole mo-
ment (see section 3.3.3). In addition to the magnetic dipole moment, the magnetic mode
exhibits an electric dipole moment pointing perpendicular to the side wires of the SRR,
sketched as red arrow in Fig. 3.3(a). This electric dipole moment allows for coupling to the
magnetic mode by an external electric field – materials exhibiting this property are called
bi-anisotropic [19]. For the higher-order modes [second and third row of Fig. 3.2(b)], the
magnetic dipole moment vanishes or is significantly smaller than for the fundamental mode;
the electric dipole moment dominates. Thus, we call these modes: (i) vertical-electric and
(ii) horizontal-electric resonance. The terms “vertical” and “horizontal” correspond to the
orientation of the electric field needed to excite the respective resonance by a plane wave
under normal incidence [the SRR is oriented as sketched in Fig. 3.2(b)].
In the following, we briefly note the qualitative dependence of the spectral position of the
magnetic resonance with respect to the SRR’s physical dimensions given in Fig. 3.3(b): the
total width is lx, the total height ly, the thickness t, the width of the side wires w, and the
height of the bottom wire h. Altering one of these dimensions leads to the following ob-
servations (see the discussion about the polarizability of an ellipsoidal metallic particle in
section 2.1.7):
(i) Scaling down lx leads to a blue shift (shift to shorter wavelengths) of the magnetic
resonance.
(ii) In contrast, scaling down ly leads to a red shift (shift to longer wavelengths) of the
magnetic resonance.









Figure 3.2: (a) Eigenmodes of a straight antenna. The black arrows illustrate the direction of the eigenmode’s
currents and the arcs their sinusoidal current distributions. (b) When bending the ends of the antenna upwards,
we obtain an SRR. Its eigenmodes can be directly deduced from the eigenmodes of the antenna. The red arrows
relate the modes of the SRR to the electric-field direction with which the corresponding mode can be excited















Figure 3.3: (a) Electric (red) and magnetic (blue) dipole moment (p and m, respectively) generated by a sepa-
ration of charges and the resulting ring current j in an SRR. (b) Dimensions of an SRR and (c) the equivalent
RLC-circuit.
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(iii) In the same manner, scaling down t, w, or h leads to a red shift of the magnetic reso-
nance.
Out of these geometrical parameters, the thickness is the one that is the easiest to adjust
experimentally (usually the thickness is 25 nm and can easily be doubled to blue-shift the
magnetic resonance) since the lateral dimensions of the SRR can be kept constant (this is an
fabrication issue, see chapter 4). When altering the width of the side wires and the height
of the bottom wire, we note that the magnetic dipole moment is reduced for increased w or
h [68]. Usually, SRRs are fabricated on a substrate with a refractive index n > 1 leading to
a red shift of the spectral position of all resonances (with respect to SRRs in vacuum).
3.3.2 Split-ring resonator as RLC-circuit
The SRR driven by an incident plane wave mimics a driven RLC-circuit as sketched in
Fig. 3.3(c) [69]. This equivalent electric circuit consists of a coil with inductance L and
a capacitor with capacitance C. In this simple model, the capacitor is formed by the two
side wires and the coil is formed by the entire SRR. Thus, the coil consists of a loop with
one winding. The damping of the oscillation is accounted for by the resistance R. In the
equivalent circuit model, the voltage source takes over the role of the incident plane wave.














where ωp is the peak position of the resonance and ∆ω is the full-width-at-half-maximum
(FWHM) of the resonance.
To calculate inductance and capacitance of the SRR, we use textbook formulae. Thus, we
assume the coil to be infinitely long leading to L = (No. of windings) µ0 arealength and for the
capacity, we assume infinitely large rectangular plates leading to C = ǫ0ǫ areadistance . In order
to obtain a uniform current distribution, the thickness must be much smaller than the lateral

















For estimating the geometric dimensions of an SRR with an LC-resonance at a frequency of
ω = 2π×200×1012 s−1 (≈ 1.5 µm-wavelength), we consider the following SRR-geometry:
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the total width is given by lx = l, the total height by ly = lx = l, the width of the side wires
by w, the height of the bottom wire by h = w, and the thickness by t. The required geomet-
rical dimension calculated from Eq. (3.9) are: l = 200 nm and w = 50 nm. As result of the
RLC-model, we note that we need SRRs of a few hundred nanometers in size to achieve are
resonance wavelength in the range of 1.5 µm.
At the LC-resonance, SRRs exhibit a magnetic dipole moment which is given by the prod-
uct of the current I and the area of the loop. An external magnetic field pointing along the
magnetic dipole moment can couple to the magnetic dipole moment and excite the mag-
netic (LC-) resonance. Here, we show that for this excitation geometry (magnetic field is
perpendicular to the plane of the SRR) an array of SRRs in the effective-medium limit can
be a material for which µ 6= 1 is possible. We restrict the discussion to the quasistatic
limit, that is, we do not worry about retardations and assume that Faraday’s induction law
is valid. Along these lines, for a time-harmonic driving field, the voltage which drives the
RLC-circuit is [19]






Here, φ(t) is the magnetic flux and H(t) = H0 exp(−iωt) + cc. is the magnetic field of the
incident plane wave. The current induced in the SRR reads






ω − ω2H0 exp(−iωt) + cc.
=
tω2
ω2LC − iγω − ω2
H0 exp(−iωt) + cc. . (3.11)
Here, we substituted ωLC =
√
1/(LC) and γ = R/L. Many SRRs arranged in an array then
exhibit an overall magnetization
M(t) = µ0fI(t)l
2 + cc. = µ0fl
2t
ω2
ω2LC − iγω − ω2
H0 exp(−iωt) + cc., (3.12)
with f being the filling fraction. Equations (3.3), (3.4), and (3.12) lead to the effective per-
meability of a magnetic metamaterial made of densely packed SRRs
µ = 1 + fl2t
ω2
ω2LC − iγω − ω2
. (3.13)
We note that arrays of SRRs provide the opportunity to tailor the permeability. It can become
even negative above the resonance frequency.
In a more sophisticated approach of Ref. [70] to calculate L and C of an SRR, the current
distribution is not assumed to be laterally uniform over the SRR (still it is uniform perpen-
dicular to the SRR). Consequently, the charges are not localized at the very end of the SRR
but the charges are distributed over the side wires. Additionally, the SRR is not placed in
vacuum but on a substrate which is modeled as a half space with refractive index n. In this
approach, the inductance becomes
L ≈ µ0
2π
{l1 [arsinh(2l1/w)− 1] + l2 [φ(w/(2l2))− φ(l1/l2)]} , (3.14)
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where l1 = lx − w, l2 = ly − h/2, and
φ(x) = 0.054
[
x(1 + x2)(19 + x2)−
√
1 + x2(1.3 + x2)(19 + x2)
]
+(0.96 + 0.73x2)arsinh(x−1).
The capacitance is given by












The oscillation of the SRR is damped by two mechanisms: (i) Ohmic losses and (ii) radiation
losses. The first contribution to the damping can be attributed to Ohm’s lawROhm = σ/(tw),
where σ is the conductivity and (tw) is the cross section of the SRR. The second contribution
is due to the radiation of energy – so-called radiation damping. In the approach of Ref. [70],















The entire resistance is then given by R = Rrad +ROhm.
When considering an individual SRR, the proper quantity to describe its optical properties
is the extinction cross-section (see section 2.1.5). Here, we discuss the excitation of the
magnetic resonance in an SRR by an external electric field, that is, the electric field is ori-
ented orthogonal to the capacitor plates. From section 2.1.5, we know that the extinction
cross-section is defined as the ratio of the extinguished power and the incident intensity. In
the RLC-model, the extinguished power is – in the current excitation geometry – given by
P = U2/R = d2 〈E2〉 /(Rrad + ROhm), with U being the electric potential between the two
capacitor plates, d is the distance between the two plates of the capacitor and 〈E2〉 denotes
the cycle average of the squared electric field. The incident intensity is 〈E2〉 /Z0, where Z0






In this section, we discuss different excitation geometries, i.e., the orientation of the wave
vector and the corresponding electric and magnetic field vector to excite the magnetic reso-
nance of an SRR. We already addressed in the previous section that the magnetic mode of the
SRR exhibits both an electric and a magnetic dipole moment. Thus, the magnetic resonance
can be excited with an external magnetic field and an external electric field. Again, materials
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Figure 3.4: Different excitation geometries: (a) front view of an SRR; k is perpendicular to the plane of the
SRR. The magnetic resonance can only be excited when the electric field is oriented perpendicular to the side
wires (left EBk-configuration, indicated by the dashed box). (b) Side view and (c) top view; k lies in the plane
of the SRR. The magnetic resonance can only be excited for those configurations for which the magnetic field
is oriented perpendicular to the plane of the SRR (right EBk-configurations, indicated by the dashed boxes).
exhibiting this property are called bi-anisotropic [19].
The most common excitation geometry [38, 68, 71, 72] is the one sketched in Fig. 3.4(a).
Here, the SRRs can be fabricated on a substrate by a 2D fabrication technique like electron-
beam lithography (see section 4.1). The wave vector is oriented perpendicular to the plane of
the SRR. In this configuration, the magnetic resonance can only be excited when the electric
field is perpendicular to the side wires of the SRR. Again, we note that the corresponding
magnetic dipole moment is oriented perpendicular to the incident magnetic field. Conse-
quently, the permeability is unity.
The next configuration is sketched in Fig. 3.4(b): the incident light propagates along the bot-
tom wire of the SRR. Here, the magnetic resonance can only be excited when the magnetic
field is oriented perpendicular to the plane of the SRR. This configuration is often realized
for so-called cut-wire, plate and wire pairs [63, 64, 73] representing slight modifications to
the SRR design (see section 3.3.4).
In the third configuration [Fig. 3.4(c)], the light propagates along the side wires of the SRR.
Similar to the previous configuration, the magnetic resonance can only be excited, when the
magnetic field is oriented perpendicular to the plane of the SRR. In the optical regime, this
configuration has been realized in Ref. [39].
In the latter two configurations, the magnetic field of the incident wave is oriented along
the magnetic dipole moment. Thus, for these configurations the description of the optical
properties requires a permeability different from one. Additionally, we note that retardation
in the driving fields plays an important role, i.e., parts of the SRR are driven by the exciting
field with a different phase than other parts. When tilting the SRRs of the first configura-
tion [Fig. 3.4(a)], we can achieve electric and magnetic field components similar to the other
two configurations [Fig. 3.4(b) and (c)] [71, 72]. Again, retardation in the driving field is
important.
42 Chapter 3. The metamaterial concept
(a) (b) (c) (d) (e)
Figure 3.5: Different modifications of SRRs. (a) The original horse-shoe shaped SRR. (b) U-shaped SRR with
one slit. (c) , (d), and (e) SRRs with two, three, and four slits, respectively, in order to increase the resonance
frequency with respect to the SRR with one slit.
3.3.4 Modifications of the split-ring resonator
The SRR is used in different modifications, some of which are shown in Figs. 3.5(a) - (e).
In Figs. 3.5(b) - (e), the number of slits, i.e., the number of capacitors is increased. In the
RLC-model this leads to a decrease of the total capacitance [the different capacitors are con-






]. With Eq. (3.6), we find that for decreased Ctot
the resonance frequency is increased.
The SRR with two slits in the configuration as shown in Fig. 3.6 is called cut-wire pair [73].
It can be seen as two metallic particles (= the cut wires) in close vicinity to each other. They
are close enough to interact via their electromagnetic near fields. Then, the coupled system
exhibits two eigenmodes: (i) a high-energy symmetric mode and (ii) a low-energy antisym-
metric mode. The symmetric mode exhibits the well-known electric dipole moment whereas
the antisymmetric mode also exhibits a magnetic dipole moment. The antisymmetric current
distribution can be seen as part of the oscillating ring current generating a magnetic dipole
moment. When scaling up both cut wires of the cut-wire pair along their short axes such
that both axes have the same length, we obtain a magnetic response which is independent of
the exciting polarization (we obtain plate pairs [73]). Further scaling up one axis to infinity
leads to wire pairs with a high filling fraction when arranged periodically. Consequently,
wire pairs possess relatively large values of µ [63, 64].
3.4 A photonic negative-index metamaterial
For a negative index of refraction, we need both negative ǫ and negative µ in an overlapping
spectral range 3. In the preceding two sections, we showed how permittivity and permeability
can be tailored: from the diluted metal, we can obtain a negative ǫ and with magnetic atoms,
we can achieve a negative µ. Combining both might lead to a negative-index metamaterial.
Historically, the first negative-index metamaterial was composed of a periodic arrangement
of SRRs as magnetic atoms and metallic wires acting as diluted metal [60]. The size of
the unit cell was 5mm and the refractive index was negative around a frequency of 10GHz
(≈ 3 cm-wavelength).
In 2005, the diluted metal consisting of stripes has been combined with plate pairs as de-
3The refractive index might become negative even if the real part of ǫ or µ are positive [21]. In this case,
the drawback is that the negative refractive index is connected to higher losses [56].
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Figure 3.6: The formation of the symmetric and the antisymmetric mode in cut-wire pairs. We start from a
single cut wire that acts as an antenna. If we bring another cut wire close to the first one they couple and two
modes evolve: a symmetric and an antisymmetric mode (the corresponding currents are visualized by the white
arrows). The antisymmetric mode exhibits a magnetic dipole moment that allows for an effective permeability
µ 6= 1. The required polarization and propagation direction of the incident plane wave is sketched on the
left-hand side.
picted in Fig. 3.7. The combination results in the so-called fishnet structure that exhibits a
negative refractive index in the telecommunication spectral range [39]. In Ref. [39], the
period is 800 nm and the negative refractive index is observed at about 150THz-frequency
(≈ 2 µm-wavelength). In the fishnet structure, the frequency dependence of the permeabil-
ity resembles a Lorentz oscillator and the permittivity looks like the permittivity of a Drude
metal [74]. Thus, the resonance frequency of the magnetic Lorentz oscillator and the plasma
frequency of the diluted metal are good quantities to describe the optical properties of the
fishnet. Both parameters can be adjusted by designing the dimensions of the plate pairs and
the wires, respectively leading to the desired refractive index. The occurrence of a negative
refractive index of the fishnet design has been proven experimentally by measuring the phase
velocity [61] and also by measuring the angle of the refracted light [75].
Hitherto, the fishnet structure is the design with the lowest losses accompanying the nega-
tive refractive index in the telecommunication spectral range [62]. These low losses allow
for transferring the negative refractive index to the visible range by further miniaturizing the
design [76]. Even stacking several layers of the fishnet design does not destroy the negative
refractive index allowing for a first step towards the realization of three-dimensional (3D)
negative index metamaterials [75, 77].
Additionally, the fishnet structure shows other remarkable optical properties that are not di-
rectly connected to the negative refractive index: (i) the group velocity of the light becomes
negative due to strong dispersion [61]. Here, the appearance of the negative group velocity
coincides with the negative phase velocity. (ii) The unit cells of the fishnet couple laterally
with each other leading to the formation of magnetization waves traveling along the surface
of the fishnet [78].
The fishnet can be fabricated by 2D fabrication techniques like electron-beam lithogra-
phy [61], focused-ion-beam milling [75], interference lithography [39], and nano-imprint
lithography [79]. The latter two fabrication techniques even imply the possibility of fabrica-
tion on the cm2-scale.





m < 0 e < 0 n < 0
Figure 3.7: Fishnet structure providing a negative refractive index as a combination of plate pairs (with µ < 0)
and a diluted metal (with ǫ < 0). The required excitation geometry is sketched on the left-hand side. Adapted
from Ref. [74].
3.5 Optical phenomena in metamaterials
This section is dedicated to some of the astonishing optical phenomena metamaterials allow
for that are not accessible in naturally occurring materials. The most intriguing aspect surely
is the possibility to tailor permittivity and permeability independently from each other.
3.5.1 Magnetic Brewster angle
The polarization state of light reflected at a surface strongly depends on the reflectance an-
gle; for the Brewster angle the reflected light is linearly polarized, even if the incoming light
is unpolarized. In other words: for the Brewster angle, one linear polarization is completely
transmitted; in usual materials (µ = 1), it is the p-polarization as depicted in Fig. 3.8(a).
The origin of the electric Brewster angle lies in the far-field radiation pattern of oscillating
electric dipoles: there is no power radiated along the dipole axis [see Eq. (2.35)]. Thus, there
is no reflection when the direction of the reflected wave vector is aligned along the electric
dipole moment [22]. The (common) electric Brewster angle occurs only for p-polarized in-
cident light.
Clearly, the occurrence of the electric Brewster angle is formally described by the Fres-
nel equations (2.17a) - (2.17b). For the new class of materials, metamaterials with a mag-
netic response, we additionally need the permeability to describe their optical properties. In



















We show in Fig. 3.8(a) [(b)] the resulting reflectance as a function of the angle of incidence
for a system consisting of two half spaces with different permittivities (permeabilities) but
the same permeabilities (permittivities). In each case, we observe the electric (magnetic)
Brewster angle for which the reflection of p-(s-)polarized light is completely suppressed.
For a permeability different from one, oscillating magnetic dipoles are required that are
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Figure 3.8: (a) Usual reflectance from an interface separating two half spaces with the same permeabilities
(µ1 = µ2 = 1) but different permittivities (ǫ1 = 1 and ǫ2 = 12). (b) Same as (a) but ǫ1 = ǫ2 = 1, µ1 = 1
and µ2 = 12. In each case, we observe an angle (black arrow) for which the reflection of one polarization is
completely suppressed – the so-called Brewster angle.
driven by the magnetic field H . The radiation field of an oscillating magnetic dipole with
dipole moment m can be derived from the radiation field of an oscillating electric dipole
with dipole moment p given by Eq. (2.35) by the following substitution [20]
[E,H, µ0µ, ǫ0ǫ,p] 7−→ [H ,−E, ǫ0ǫ, µ0µ, µm] . (3.19)
Thus, similar to electric dipoles, there is no radiation of energy from magnetic dipoles along
the magnetic dipole moment vector m. In analogy to the electric dipole moment, this ex-
plains the existence of the magnetic Brewster angle for materials with µ 6= 1. In contrast to
the electric Brewster angle, the magnetic Brewster angle occurs only for s-polarized incident
light since the magnetic dipoles are driven only by magnetic field, which is perpendicular to
the electric field. In the general case, that is, ǫ 6= 1 and µ 6= 1, we find a Brewster angle for
s- and p-polarized light.
3.5.2 Magnetic surface waves
In this section, we discuss surface waves that propagate along the interface between vacuum
and a metamaterial described by the effective material parameters ǫ(ω) and µ(ω).
From section 2.1.7, we know that the dispersion relation of surface plasmon polaritons, i.e.,
surface waves, for which the only transverse electric field component is perpendicular to the
surface (here, the xy-plane), is given by Eq. (2.45). The generalization to metamaterials with
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Figure 3.9: Refraction of (a) p-polarized and (b) s-polarized light at an interface separating two half spaces
with ǫ = µ = 1 and ǫ = µ = −1, respectively.
which leads to an exponential increase or an exponential decay of the wave into the ±z-
direction (normal to the interface); here, the boundary conditions require the wave to decay
into the ±z-direction.
In contrast to ordinary materials, for which only such surface waves exist that can be excited
by p-polarized light, metamaterials with µ(ω) 6= 1 support surface waves with the electric
field vector lying in the plane of the surface. Thus, in metamaterials with µ(ω) 6= 1 also
surface waves can be excited by s-polarized light. For these surface waves, the dispersion







3.5.3 Negative refractive index
In this section, we sketch two effects that occur in media with a refractive index of n = −1
resulting from ǫ = µ = −1.
Negative refraction The situation discussed, is sketched in Fig. 3.9(a) [(b)]: an incident
s- (p-) polarized light beam impinges under an angle θi at an interface separating two half
spaces with ǫ1 = 1, µ1 = 1 and ǫ2 = −1, µ2 = −1.




of the material is different from the vacuum impedance Z0 ≈ 377Ω. Since in our case, the
ratio µ
ǫ
is unity on both sides of the interface, there is no reflected wave. Along the lines
of section 2.1.4, we find that for s- (p-) polarized light, the electric (magnetic) field changes
its sign and the magnetic (electric) field is mirrored at the plane of the interface. From the
relative orientation of the fields, we can calculate (i) the wave vector via k = ωE × B
and (ii) the Poynting vector S = 1
2
Re (E ×H∗) in the medium. We find that the light is
refracted to the “wrong” side of the interface normal corresponding to Snell’s law with a
negative refractive index. Additionally, wave and Poynting vector are aligned antiparallel
to each other, leading to a phenomenon called backward waves [29], i.e., the phase velocity
points into the opposite direction of the energy transport.
Perfect lens phenomenon We can utilize a negative refractive index material as a planar
lens as shown in Fig. 3.10 [3]. In Ref, [5], it has been shown that this kind of lens, in princi-





Figure 3.10: Imaging by a slab of thickness d with n = −1. The solid and dashed lines depict rays that are
emitted by the object. The image is generated at a distance from the object of twice the thickness of the slab
leading to a vanishing optical path length. The red line shows the behavior of the evanescent modes.
ple, allows for imaging without limitations regarding the resolution – even sub-wavelength
objects can be resolved. Such objects emit light consisting of propagating (the wave vector
is real) and evanescent modes (the wave vector is imaginary). The evanescent modes do not
contribute to the far fields. Thus, they can not be used for imaging by conventional lenses
leading to an information loss: the image is blurred.
In the region of n = −1 (shaded region in Fig. 3.10), we observe a phenomenon that can be
interpreted as exponential growth of modes which are evanescent in the region where n = 1
(sketched as red lines in Fig. 3.10). We find that at the position of the image, the magnitude
of the evanescent modes is the same as at the position of the object. Thus, no information
is lost and the image resembles the object perfectly. The underlying mechanism is the fol-
lowing: the fields (the propagating and evanescent modes) interacting with the surface of
the lens generate surface waves like those discussed in section 3.5.2. As already pointed out,
also growing modes are covered by Eq. (3.21) and here, the boundary conditions (with the
object in close proximity to the slab) require growing modes into the propagation direction.
It is important to note that the Kramers-Kronig relations require losses for a refractive index
different from one [82–84]. Thus, if Re(n) = −1, we must have Im(n) > 0. The losses can
be very small, but even for small losses the resolution of the image decreases rapidly [58].
3.5.4 Transformation optics
The principles of transformation optics [7, 8] can be explained by geometrical optics: we
assume that the wavelength of the light is much smaller than the objects it interacts with. In
this approximation, electromagnetic waves are treated as rays traveling from a point A to a
point B. Between these two points, we assume a spatial refractive index distribution n(r).
The path the light travels is given by Fermat’s principle, which states that the light always
travels along the shortest optical path between A and B [55]4. Fermat’s principle can be
4In general, light travels along the path, for which the travel time becomes an extremum or a saddle point.
Usually, it is a minimum.
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n(r)ds is the optical path length, ds is the differential element of length along the
path, and δ denotes the variation. Knowing this, we can envision a spatial refractive index
distribution that bends light in a desired way.
The spatial distribution of the refractive index can be translated to a transformation of space:
in an arbitrary coordinate system, Fermat’s principle states that light always travels along
geodesics. For example, when we transform the space such that a point (e.g. the origin) is
transformed onto the surface of a sphere around that point, light can not enter the inner of the
sphere. Thus, we can not see an object that might be placed within the sphere – the object is
cloaked [7, 8]. This is the basic idea of the electromagnetic cloaking of objects, i.e., making
them invisible for electromagnetic radiation of a specific spectral range.
Chapter 4
Experimental methods I: fabrication
In this chapter, we describe different lithography techniques, which are used for the fabrica-
tion of metallic nanostructures. With this, our focus lies on electron-beam lithography since
all nanostructures investigated in this thesis have been fabricated by this technique. It is a
versatile fabrication technique, whose resolution is superior to, for instance, optical lithog-
raphy. Additionally, we describe three alternative fabrication techniques in this chapter:
focused-ion-beam, laser-interference, and nano-imprint lithography.
4.1 Electron-beam lithography
In electron-beam lithography, we employ the superior resolution capabilities of a focused
electron beam. Impinging onto a thin (≈ 200 nm) electron-beam-resist layer, the electrons
modify the resist. In our case, the resist is a polymer, precisely, polymethyl methacrylate
(PMMA)1. For the positive tone resist PMMA, the exposed parts can be selectively dis-
solved in a chemical – the so-called developer. What remains is used as a template for post-
processing, that is, we evaporate thin layers of material and subsequently perform the lift-off.
In this section, we also address our sample-preparation and post-processing technology. The
entire process (preparation, lithography and post-processing) is sketched in Fig. 4.1. Except
for details, sample preparation and the post-processing procedure are very similar for the
other fabrication techniques presented in sections 4.2 - 4.4.
4.1.1 Sample preparation
The substrate used is either polished Suprasil2 or a semiconductor. Clearly, the substrates
have to be polished since their surface roughness must be well below the desired feature
size. Additionally, for optical experiments, we need substrates that are transparent in the
relevant spectral range. Furthermore, since we have to avoid charging during the exposure
with electrons, we need conductive substrates. Thus, if the substrate itself, like Suprasil,
1PMMA 950K A4 (4%-solution in anisole), MicroChem Corp., Newton (USA)
2Suprasil is a high-purity quartz glass. A slab of 2mm-thickness has more than 90% transmittance between
0.2 µm and 2.5 µm wavelengths [86].
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Figure 4.1: Sketch of the entire electron-beam lithography process as explained in detail in the main text: we
start with a clean, conductive ITO-covered glass substrate that is spin-coated with the electron-beam sensitive
resist PMMA. The focused electron beam modifies the resist making it soluble in the developer, that is, the
exposed parts of the PMMA are etched away. After the development, we evaporate layers of dielectrics and/or
metals. The lift-off procedure removes the PMMA and the desired nanostructure remains. Adapted from
Ref. [85].
is not conductive, we evaporate a 5 nm-thin layer of indium tin oxide (ITO) which is both
conductive and transparent in the optical spectral range [87]: it allows for electron-beam
lithography and it does not disturb our optical measurements.
Cleaning the substrates We clean the substrate two-fold to assure that we always start the
lithography process with a very clean substrate. This makes the entire process reproducible.
The first step is the chemical etching of all organic residues off the substrates in a 1 : 1-
mixture of sulfuric acid (H2SO4) and hydrogen peroxide (H2O2) at a temperature of 120◦C
for thirty minutes. This mixture is also known as Piranha solution. After taking the substrate
out of the Piranha solution, it is rinsed in distilled water and subsequently blown dry with
nitrogen. Before going to the second cleaning step, we check if the substrates are specular
with no residues. The clean substrates (no residues) can be used right away for lithography,
the others are cleaned by mechanically polishing them with acetone soaked lens-cleaning
papers until no residues are left.
Covering with indium tin oxide In the next step, we evaporate a 5 nm-thin ITO-layer in
an electron-beam evaporation chamber in an oxygen atmosphere with a partial pressure of




























































Figure 4.2: (a) Sketch of an SEM consisting of the column and the sample chamber. The trajectory of the
electron beam is visualized by the shaded areas. For lithography purposes the SEM is equipped with a digital
pattern generator connected to a computer as shown in (b). The desired design is defined via the design software
e LINE.
pO2 = 1.2×10−5mbar. After evaporation, the ITO-layer looks grayish and not transparent at
all. Thus, an annealing procedure is required which is performed at a temperature of 400◦C
for six hours under ambient air pressure. To avoid cracks in the substrate or the ITO-layer, we
apply a temperature ramp of 5◦Cmin−1 for both heating and cooling. After annealing, the
ITO-layer is transparent and conductive. This step is only required for insulating substrates.
Spin-coating and developing the electron-beam resist The resist is spin-coated on the
substrate by two subsequent spin steps: (i) three seconds at 300 rpm to disperse the resist
over the substrate and (ii) 90 seconds at 4000 rpm resulting in a final PMMA-layer thickness
of about 200 nm. Finally, the resist is baked at 165◦C for 45 minutes under ambient pressure
to remove the PMMA solvent.
For PMMA, the exposed regions are selectively etched by the developer [1 : 3-mixture
of MIBK (methyl isobutyl ketone) and IPA (isopropyl alcohol)]. We develop the exposed
PMMA under ambient conditions for three to ten seconds (depending on the actual structure
design).
4.1.2 Lithography
Experimental setup The electron-beam lithography is carried out by a commercial scan-
ning-electron microscope (SEM) that is specially equipped and only used for electron-beam
lithography. We use RAITH e LINE3 that similar to ordinary SEMs consists of two main
components as sketched in Fig. 4.2(a): the column where the electron beam is generated, ac-
celerated, shaped and focused onto the sample and the sample chamber containing the stage
with the sample and the detectors delivering the information for imaging.
3Raith GmbH, Dortmund (Germany)
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The column is a Zeiss GEMINI4 column: the electron beam is generated at the very top – in
the so-called electron gun. It consists of an electron source, which is a field-emission source
made of a heated ZrO/W-tip supplying high and stable currents. Both attributes are crucial
for high-resolution electron-beam lithography. After generation, the electrons are acceler-
ated by an adjustable acceleration voltage between cathode and anode. An arrangement of
magnetostatic and electrostatic lenses and an aperture focus the electron beam on the sample
surface.
The electron beam is scanned over the sample surface by the deflection unit. When the elec-
tron impinges onto the sample, it generates secondary electrons that are collected by two
types of detectors: one detector is placed off the beam axis as shown in Fig. 4.2(a) – the so-
called SE2-detector. The other detector is placed inside the column [not shown in Fig. 4.2(a)]
– the so-called In-Lens detector. The detector signal is proportional to the number of elec-
trons hitting the detector. Together with the position information of the electron beam on the
surface from the deflection unit, we obtain an image of the sample surface. The image res-
olution can be below one nanometer [88]. For the SEM used here, the manufacturer claims
1.7 nm resolution at an acceleration voltage of 15 kV.
In electron microscopes used for lithography, the deflection unit can be controlled externally
by the so-called digital pattern generator as depicted in Fig. 4.2(b). The electron beam is
deflected such that it traces the desired design. Additionally, an amperemeter is added (not
shown) that measures the electron-beam current. Furthermore, the lithography SEM used is
equipped with an interferometer-controlled stage allowing for movements with a precision
of 2 nm, a position repeatability below 40 nm, and a total travel range of 100mm× 100mm
(usually, SEM stages provide much less precision, position repeatability, and travel range).
For designing the structure, we use a computer aided design software (e LINE software tool),
which is provided with RAITH e LINE. The structure is defined by geometrical shapes com-
posed of areas, that is, polygons or disks, and lines. The designed structure is discretized,
i.e., divided into square sections of 1.6 nm edge length (the so-called step size) and then sent
to the digital pattern generator.
When exposing area design elements [see left-hand side of Fig. 4.3(a)], the electron beam
meanders over the designed area, leading to well-defined rectangles with sharp corners [see
left-hand side of Fig. 4.3(b)]. In contrast, for line design elements [see right-hand side of
Fig. 4.3(a)], the electron beam moves once along the designed line, that is, the dose is
deposited only along this line. Thus, the width of the exposed area completely relies on
the proximity effect (see below) causing roundish corners [shown on the right-hand side of
Fig. 4.3(b)]. The exposure doses for lines and areas are defined by a relative dose factor and
by the line and area dwell times, respectively. The relative dose factor depends on the design
itself and on the deposited dose in the vicinity of the object. For example, structures that are
densely packed in a periodic lattice require less relative doses than those which are strongly
diluted – this effect is called proximity effect. The proximity effect has a major impact on
the quality of the structure. Thus, for each structure the relative dose has to be adjusted indi-
vidually in order to precompensate the proximity effect.
4Carl Zeiss SMT AG, Oberkochen (Germany)
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The dwell times depend on the resist sensitivity, the step size, and the current of the elec-
tron beam. The resist sensitivity depends on the acceleration voltage (we use 30 kV) and the
resist. For the area design elements, we use 400 µCcm−2 and for the line design elements
6000 pC cm−1 as resist sensitivity for PMMA at 30 kV acceleration voltage. The step size
is set to 1.6 nm. Before every exposure, we measure the current, which is usually about
40 pA, 90 pA, and 4000 pA for different aperture sizes, namely 10 µm, 20 µm and 120 µm,
respectively. The lithography is performed at a working distance of about 12mm with a
magnification of 1000×. With these column settings, the electron beam can be deflected
such that it can scan areas (the so-called write fields) of 100 µm× 100 µm in size.
Resolution The resolution of electron-beam lithography is mainly limited by three effects:
(i) The size and shape of the electron beam on the resist surface: the size has to be as
small as allowed by hardware restrictions and the shape should be as close to circu-
lar as possible. Both are manually adjusted through the user by a procedure called
contamination-spot-burning. Here, we direct the beam on a position of the resist sur-
face for several seconds. This leads to a spatially confined contamination on the resist
surface visible as a bright spot in the SEM image. The electromagnetic lenses are
adjusted such that the spot is circular and as small as possible.
(ii) Proximity effect [89]: inside the resist and the substrate the electron beam is scat-
tered and generates secondary electrons which also expose regions of the resist that
are not struck by the electron beam in the first place. The extent of the proximity ef-
fect depends on the acceleration voltage, the resist, and the substrate material used.
The acceleration voltage of 30 kV has proven to minimize the proximity effect for the
acceleration voltages available.
(iii) Intrinsic resolution of the resist: for the resist PMMA used, the supplier claims a
resolution of smaller than 100 nm. This is pessimistic: in this work, we have fabricated
structures with feature sizes well below 20 nm and in Ref. [90], feature sizes of 5 nm
in PMMA have been reported.
4.1.3 Post-processing: from the template to the final nanostructure
In general, the polymer templates fabricated by electron-beam lithography do not show ex-
traordinary optical properties. Consequently, for the final metamaterials, we cover the poly-
mer template on the substrate with metal (or a metal-dielectric composite) and subsequently
remove the layer in the so-called lift-off procedure.
We deposit the metal layer by electron-beam evaporation. Similar to the deposition of ITO,
an accelerated electron beam heats the material (here a metal like gold or silver) such that
it starts evaporating. The entire process takes place under vacuum conditions, at a pressure
of about 5 × 10−7mbar. The layer thicknesses for metamaterial fabrication usually vary
between about 20 nm and 200 nm.





Figure 4.3: (a) Two split-ring resonators as designed in the e LINE-software tool. Left: the design elements
are areas. Right: the design elements are lines. (b) The corresponding scanning-electron micrographs of the
resulting structures made of 25 nm thick gold. For those structures designed with area design elements, the
corners are sharper than for the line elements.
After metal deposition, we remove the polymer template in a hot (60 ◦C) acetone bath. When
the metal layer shrivels (this happens after about two minutes), we apply ultrasonic vibra-
tions for about 30 s to completely remove the parts of the metal layer that are connected to
the template. This is a critical step since the ultrasonic bath has enough power to remove the
entire metal layer off the substrate or even to break the substrate itself.
4.1.4 Fabrication of complementary split-ring resonators
For fabricating SRRs, the design is illustrated in Fig. 4.4(a) – it consists of three rectangular
area design elements. After the development (the development time is eight seconds), the
template consists of SRR-shaped holes in a PMMA layer. The evaporation of gold and the
subsequent lift-off lead to gold SRRs on the substrate.
The fabrication of complementary SRRs (CSRRs) turns out to be more difficult. Comple-
mentary SRRs can be thought of as SRRs for which the metal in the sample plane is replaced
by air and vice versa (see section 6.1). Here, the template consists of PMMA SRRs on the
substrate. Two problems occur: (i) the PMMA SRRs detach from the substrate during devel-
opment and (ii) the lift-off does not work properly caused due to some PMMA SRRs being
enclosed by the gold such that the PMMA can not be dissolved in the hot acetone bath and
remain on the substrate. We could overcome these difficulties by reducing the development
time to three seconds. Additionally, we embed a stepwise dose gradient in the design file
as illustrated in Fig. 4.4. The dose gradient starts at the unit cell boundaries with a relative
dose of 0.6 and goes up to 0.8 in five equidistant steps. A drawback of this design is the long
exposure time: since the dose gradient is realized by many rectangular area design elements,
the overall exposure time goes up to six hours for a single 100 µm × 100 µm-write field.
We have tried different realizations of the dose gradient, but the one illustrated in Fig. 4.4(b)
leads to the best results.







Figure 4.4: Designed dose deposition for the fabrication of (a) SRRs and (b) CSRRs. For the fabrication of
CSRRs, we apply a dose gradient. The insets show the corresponding unit cells of the design.
The write-field area is set to 100 µm × 100 µm, the acceleration voltage to 30 kV, and the
aperture size to 20 µm. The current from the electron beam is about 90 pA.
4.1.5 Fabrication of isolated split-ring resonators
Investigating isolated SRRs and pairs of SRRs by means of the spatial modulation tech-
nique presented in section 5.3 requires on the one hand the structure itself and on the other
hand large (about 20 µm × 20 µm in size) gold rectangles – so-called knife-edges for both
locating the isolated structure and measuring the dimensions of the Gaussian beam (see sec-
tion 5.3.5). The isolated structures, that is, SRRs and pairs of SRRs (see sections 7.1 and
7.2) are designed in the same way as the periodic SRR arrays. Here, the reduced proximity
effect leads to a higher relative dose being about 2.2. Also for the isolated structures, the
write-field area is set to 100 µm×100 µm, the acceleration voltage is 30 kV, and the aperture
size is 10 µm. The typical current of the electron beam is about 36 pA
For exposing the knife-edges, we choose the same write-field area and acceleration voltage
as for the isolated structures. In order to speed up the exposure process, we choose the
120 µm-aperture leading to a current of 4000 pA and we adapt the step size to 19 nm. A
relative area dose of 1.2 is sufficient for decent knife-edges.
4.1.6 Fabrication of split-ring resonators on ultra thin substrates
Our EELS experiments (see chapter 8) require substrates which are transparent for fast elec-
trons. Therefore, the substrate has to be as thin as possible. Here, we use Si3N4-membranes5
that are only 30 nm thin, which is sufficient for meaningful EELS experiments.
The membranes are usually fabricated by covering a silicon wafer with a thin Si3N4-layer.
Subsequently, the wafer is etched from the rear side with potassium hydroxide (KOH) in a
specific region. The Si3N4-layer acts as a stopper of the etching process. What remains is a
window made of a 30 nm-thin layer Si3N4 of a specific size (in our case 100 µm× 100 µm or
5SiRN-MFA3-TEM-200-0.1-30, Silson Ltd., Northampton (UK)
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50 µm×50 µm) carried by a silicon frame of – in our case – 200 µm thickness. The frames are
octagonal with a maximum corner-to-corner distance of 3.05mm to fit into the standardized
sample holders of transmission-electron microscopes (TEMs). The window is placed in the
middle of the octagon. We can use the membranes for electron-beam lithography. However,
we have to keep in mind that they are very fragile.
There are several steps in the fabrication process, which we have to modify for using Si3N4-
membranes as substrates:
• The membranes are sufficiently conductive. Thus, we do not need to evaporate ITO.
Nevertheless, we have fabricated photonic atoms on membranes with and without a
5 nm-thin ITO-layer.
• For spin-coating the resist, the substrates are usually fixed by a vacuum chuck. Clearly,
this kind of chuck can not be used for the thin membranes: it would rupture the mem-
brane. Consequently, we use a home-made chuck that mechanically fixes the silicon
frame. The spin-coating parameters are the same as for the other substrates.
• Before starting the exposure, we have to locate the membrane. This is done by moving
the electron beam into the vicinity of the membrane. Subsequently, an image is taken
by scanning the electron beam once (in order to minimize the deposited dose) over the
sample to locate the membrane.
• The relative dose is approximately three times higher than for the SRR arrays on usual
substrates due to the reduced proximity effect by the absence of back-scattered elec-
trons.
• The lift-off is done in a cold acetone bath for three hours. The ultrasonic bath can not
be used.
4.2 Focused-ion-beam lithography
Focused-ion-beam milling allows for removing material in very confined areas – the typical
feature size is smaller than 100 nm [91]. The apparatus used is very similar to an SEM,
but here, instead of the electron beam an ion beam (usually Ga+-ions) is accelerated and
focused onto the surface of the sample. Since the Ga+-ions are much heavier and larger
than electrons, they do not penetrate the sample but remove atoms from the surface. After
losing their kinetic energy, Ga+-ions remain in the crystal matrix, forming local impurities.
Additionally, parts of the removed material redeposit at the surface of the sample.
Focused-ion-beam lithography exploits the high spatial control of focused-ion-beam milling
for patterning layers of material directly. The electronics used is the same as in electron-beam
lithography. Along these lines, several photonic metamaterials have been fabricated [68,75].
Unfortunately, when patterning metals like gold [68] or silver [75], the optical quality suffers
from Ga+-ions that penetrate the metal lattice and serve as additional scattering centers for
the conduction electrons leading to higher damping and increased losses. In contrast to
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electron-beam lithography, no post-processing like evaporation of metal layers and lift-off is
required.
4.3 Laser-interference lithography
In laser-interference lithography, two or more laser beams interfere leading to a standing
wave pattern [92]. The intensity variation takes place in a photo sensitive material, the
so-called photo resist, which is chemically altered in the regions of high intensity. After
exposure, the photo resist is developed and forms a template for post-processing.
For a one-dimensionally (1D) periodic intensity variation (resulting in stripes in the photo
resist), two interfering beams are required, whereas three interfering beams lead to a peri-
odic 2D intensity pattern. Both single and multiple application of two-beam interference
have been used for the fabrication of planar metamaterial arrays [39, 64, 93]. In Ref. [64],
also three-beam interference lithography has been applied for the fabrication of metamaterial
slabs.
By the interference of four or more beams also 3D intensity variations can be realized lead-
ing to a 3D structured template; with appropriate post-processing techniques, this might be
a possibility for realizing 3D metamaterials.
The major drawback of this technique is the limited design freedom of the unit cell. This
drawback can partially be overcome by a huge effort either in the fabrication procedure (a
combination of several exposures, reactive ion etching and shadow evaporation) or by apply-
ing multiple-beam exposures, that, however, are very sensitive to mechanical vibrations. The
major advantage is the possibility to fabricate metamaterials at low costs and on a cm2-scale.
4.4 Nano-imprint lithography
Nano-imprint lithography is a technique in which an imprint resist is mechanically deformed
[94]. It has been used for fabricating the fishnet structure in Ref. [79].
As in electron-beam and laser-interference lithography, the patterned resist serves as template
for post-processing. For the deformation of the resist, a patterned stamp – also called mold –
is required. Thus, first of all, the mold has to be fabricated, which is done by electron-beam
or optical lithography. The mold is pressed into the resist causing a deformation of the resist.
Before removing the mold, the resist has to be mechanically stable which can be achieved in
two ways:
(i) When the pressure of the mold is applied onto the resist, the resist is heated up above
its glass transition temperature. The pattern of the mold is transferred to the resist.
By cooling down, the resist becomes mechanically stable and the mold can be pulled
out [94].
(ii) The resist is liquid in the first place but after exposing with ultraviolet light, it solidifies
and the mold can be removed [95].
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After removing the mold, resist remains on the substrate that has to be removed by reactive-
ion etching. Like interference lithography, nano-imprint lithography allows for patterning
areas of macroscopic scale. For this purpose, sophisticated machines are required that assure




In this chapter, we introduce the experimental methods (including the corresponding anal-
ysis of the raw data) we use for investigating the linear and nonlinear optical properties of
metamaterial arrays and isolated photonic atoms.
We start with the description of the setups we employ for the linear and nonlinear optical
characterization of metamaterial arrays. Then, we present the spatial modulation technique
we use for the linear optical characterization of isolated photonic atoms. Finally, we describe
the EELS apparatus.
5.1 Linear optical characterization of metamaterial arrays
For the characterization of the linear optical properties of metamaterial arrays, we use a
commercial Fourier-transform-infrared spectrometer (FTIR) with a tungsten halogen light
source1 attached to an optical microscope2. The optical microscope serves to localize the
small samples and allows for measuring transmittance and reflectance spectra in the range
of 0.4 µm to 5 µm wavelength. Clearly, for covering such a spectral range different detectors
and optical components are required. Thus, the spectral range of the FTIR is split into two
parts:
(i) 0.4 µm-1.2 µm: quartz beam splitter and silicon diode detector
(ii) 0.9 µm-5 µm: calcium-fluoride beam splitter and liquid-nitrogen cooled indium-anti-
monide diode detector
For both spectral regions, we use a thallium bromo-iodide polarizer to obtain linearly polar-
ized light.
The incident light is focused on the sample by a reflective Cassegrain lens (magnification:
36×, NA = 0.5). The light is collected by an identical Cassegrain lens and imaged onto
1Bruker Equinox 55, Bruker Optik GmbH (Germany)
2Bruker Hyperion 1000, Bruker Optik GmbH (Germany)
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Figure 5.1: Home-built setup for measuring SHG and THG intensities from metamaterial arrays.
a plane where we can place apertures of different sizes that allow for selectively measuring
transmittance and reflectance spectra of small areas (from 8 µm to 100 µm in diameter) of the
sample.
The sample is placed perpendicular to the optical axis. However, due to the Cassegrain optics
the incident light impinges under angles between 15 degrees to 30 degrees onto the sample.
Thus, spectra under strict normal incidence can not be measured easily. Nevertheless, for
most samples assuming normal incidence leads to a good agreement with numerical results.
5.2 Nonlinear optical characterization of metamaterial ar-
rays
For the nonlinear optical characterization of metamaterial arrays, we use the setup, sketched
in Fig 5.1. The light source is a commercial optical parametric oscillator (OPO)3, which is
adjusted such that it emits pulses at a center wavelength of 1.5 µm with a pulse duration of
170 fs. The repetition rate is 81MHz and the emitted power is set to 90mW, which is equiv-
alent to 6.8× 1017 photons per second at 0.826 eV energy.
The OPO is pumped by a titanium sapphire (Ti:Sa) laser4 emitting pulses at a center wave-
length of 0.81 µm with a pulse duration of 120 fs. The repetition rate is 81MHz and the
emitted power is 2.1W. The Ti:Sa in turn is pumped by a diode-pumped continuous-
wave frequency-doubled solid state (Nd:Vanadate) laser5 emitting 11W power at 0.532 µm-
wavelength.
The power impinging from the OPO onto the sample is adjusted by a combination of a half-
wave plate and a polarizer as depicted in Fig 5.1. Its polarization can be adjusted by a second
half-wave plate. The linearly polarized pulses from the OPO are focused onto the sample by
a boro-silicate lens (f = 100mm) resulting in a focus radius of w0 = 30 µm and a Rayleigh
3OPAL, SpectraPhysics Inc. (USA), now: Newport Inc.
4Tsunami, SpectraPhysics Inc. (USA), now: Newport Inc.
5VerdiV18, Coherent (USA)
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length of zR = 1800 µm (see section 2.5) as measured by a knife-edge technique [96]. We
estimate the peak intensity in the focus to be 4 × 107Wcm−2 and the peak electric field
strength to be 2× 107Vm−1.
The light emitted by the sample into the forward direction is collected by a second identi-
cal lens and imaged onto the entrance slit of a 0.25m grating spectrometer6 connected to
a liquid-nitrogen cooled silicon charge-coupled-device (CCD) camera7. The grating spec-
trometer serves as a dispersive filter for discriminating the fundamental wavelength from the
SHG and THG wavelengths.
We estimate that for SHG (THG) the number of photons is roughly a factor of 3 (8) higher
than the integral number of counts given by the CCD camera due to the quantum efficiency
of the CCD camera and losses in the optical path.
5.3 Linear optical characterization of isolated photonic at-
oms by means of a spatial modulation technique
The linear optical properties of isolated metallic nanostructures can be measured by various
techniques, like
(i) Attenuated-total-internal-reflection spectroscopy [97]: a beam undergoes total internal
reflection at an interface between a high- and a low-refractive-index medium. If the
angle of incidence is larger than the so-called critical angle (see section 2.1.4), no light
is transmitted through this interface. However, non-radiating evanescent fields leak
into the low-index medium. These non-radiating fields can become radiative when
they interact, for instance, with metallic nanoparticles. Thus, the measured intensity
is proportional to the scattering cross-section. Unfortunately, this technique does not
provide information about the absorption cross-section and it provides only qualitative
information about the scattering cross-section.
(ii) Dark-field spectroscopy [98]: dark-field imaging is a well-established technique in
(light and electron) microscopy to enhance the contrast of microscope images. Here,
the incoming light is sent through an aperture, for instance a ring, and focused onto
the sample. The transmitted or reflected light is then sent through the inverse aperture,
for instance a circular hole. Thus, the image is essentially black when no scattering
on the sample occurs. The light scattered, for example, by a metallic nanoparticle is
detected and analyzed. By this technique, similar to attenuated-total-internal-reflection
spectroscopy, we gather only qualitative information about the scattering cross-section.
(iii) Transmission of strongly focused laser beams: a laser beam is strongly focused by a
solid immersion lens such that the extinction cross-section covers a considerable part
of the focus area. This technique has been applied for measuring the optical properties
6Chromex 250i, Chromex Inc., Albuquerque (USA), now: Bruker Optik GmbH
7LN CCD-1340/400-EHR, Princeton Instruments, Trenton (USA)
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Figure 5.2: Illustration of the modulation spectroscopy technique: A small particle, here an SRR, is placed
in the focal plane of a Gaussian beam. The isointensity contours of the Gaussian beam are visualized by the
red lobes. Either the SRR or the Gaussian beam is spatially modulated. The modulation leads to a modulated
signal that is analyzed by a lock-in technique.
of single molecules [99], single quantum dots, and single gold spheres being several
nanometers in diameter [100].
Unfortunately, both attenuated-total-internal-reflection and dark-field spectroscopy do not
provide quantitative information about the scattering strength. Nevertheless, they are fast and
efficient in measuring the resonance position and the resonance width of nanoparticles. The
method described in Ref. [99] is not suitable for spectroscopy on our photonic atoms: due
to the high numerical aperture, the illumination in the focus will vary substantially over the
area covered by the photonic atom and also the exciting fields are not necessarily transverse.
Spatial modulation spectroscopy In this work, we apply a spatial modulation technique
[101, 102] to obtain quantitative information about the absolute extinction cross-section of
isolated photonic atoms. We focus a laser beam onto a sample which is then periodically
modulated in and out of the focus (alternatively, we modulate the focus over the sample)
as sketched in Fig. 5.2. The modulation results in a modulated transmitted intensity that is
analyzed by a lock-in technique. The data from the lock-in amplifier together with quantita-
tive experimental knowledge of the width w0 of the Gaussian focus (see section 2.5) and the
spatial modulation amplitude then allow to infer the absolute extinction cross-section and its
spectral dependence Cext(λ) directly from an experiment. Modulation techniques are known
for being very sensitive and for very effectively increasing the signal-to-noise ratio. For in-
stance, the so-called frequency modulation technique has been utilized as a sensitive tool for
investigating optical properties of molecules and atoms [103].
The spatial modulation technique has been presented for the first time in Ref. [101] by Ar-
bouet et al.. In this work, the authors have used a continuous-wave laser allowing for mea-
suring the absolute extinction cross-section at a fixed wavelength (0.532 µm). In Ref. [102],
the same group has extended the setup by using a supercontinuum light source allowing for
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spectroscopy on isolated nanoparticles.
5.3.1 A small particle in a Gaussian focus
In this section, we derive the relation between the relative transmitted power (∆T/T ), that
is, the quantity supplied by the lock-in amplifier, and the extinction cross-section [104,105].
Thus, we first address the question, how a small particle in a Gaussian focus alters the trans-
mitted power. We provide all details of the calculations in appendix B.1.
A Gaussian beam is defined by the quantities given in section 2.5: the widthw0, the Rayleigh
length zR, the Gouy phase ϕG(z), and the wave front curvature R(z). To express the power
P0 of the Gaussian beam by these quantities, we additionally need to know the electric field
in the far-field region, that is, at z ≫ zR. We assume that the divergence of the beam is very
small, i.e, the numerical aperture of the beam NAB is much smaller than one (NAB ≪ 1).
In this case, we find for the Gouy phase ϕG ≈ π/2, for the width w(z) ≈ w0zR z, for the cur-
vature radius of the wave fronts R(z) ≈ z, and for the opening angle θ = ρ/z (remember,
ρ =
√
x2 + y2, where x and y denote Cartesian coordinates). The electric field in the far
field then reads


















In the far field, the Gaussian beam resembles a spherical wave very well, as we already
discussed in section 2.5. Thus, we switch to spherical coordinates with r, θ, ϕ and assume
z ≈ r and θ2/2 ≪ 1 from NAB ≪ 1. For the far-field distribution, we obtain









exp (ikr) . (5.2)
Here, r =
√
x2 + y2 + z2 is the radial coordinate and uxz determines the direction of the
electric far field; we assume that the beam is x-polarized in the focus and consequently in
the far field the polarization is given by uxz = cos θux + sin θuz. For the detection of the
transmitted power, we use a combination of an objective lens and a diode detector. The
numerical aperture NAD of this combination is assumed to be larger than the numerical
aperture of the beam NAB but still smaller than one, in short NAB ≪ NAD ≪ 1. For the
experiment, this means that the beam should not completely fill the entrance aperture of the

















where we used H i =
ur×Ei
µ0c
and sin θ ≈ θ. Additionally, we assume that the electric field
decays very fast along θ allowing for increasing the upper boundary of the integral to infinity.
64 Chapter 5. Experimental methods II: characterization
In analogy to the treatment of the interaction of a plane wave with a small particle in sec-








Re [(Ei +Es)× (H i +Hs)∗] · ur, (5.4)
where Es is given by Eq. (2.22). For the signal drop being the power extinguished from the
beam, we find







Re (Ei ×H∗s +Es ×H∗i +Es ×H∗s) · ur. (5.5)
In the following, we neglect the term Es ×H∗s since we assume the scattered field Es to be















Re [X(θ, ϕ) · uxz] . (5.6)
For dipole scattering, the radiated power varies little with the angle. Thus, we can evalu-
ate the vector-scattering amplitude in forward direction and assume that it is constant, i.e.,


















πNA2BRe [X(θ = 0) · ux] . (5.7)






Re [X(θ = 0) · ux] . (5.8)
Similar to the extinction cross-section in the Optical Theorem (see section 2.1.5), the signal
drop is directly proportional to the real part of the projected vector-scattering amplitude.
Precisely, the Optical Theorem reads Cext = 4πk2Re [X(θ = 0) · ux]. Thus, we can write the







Equation (5.9) allows for deducing the absolute value of the extinction cross-section from the
measured quantity, which is the relative signal drop caused by a small particle in the focal
spot of a Gaussian beam.
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5.3.2 A small particle outside a Gaussian focus
We learned in the previous section that the extinction cross-section can be calculated from
the relative signal drop caused by a small scatterer. We have to keep in mind that this signal
drop can only be obtained when the scatterer is moved from the focal spot to a position far
away from the focal spot where no field is present. In our spatial modulation technique, we
sinusoidally move the particle along one axis (equivalently, we move the beam). The signal
is then analyzed by a lock-in technique, that is, we record the signal all the time and essen-
tially Fourier transform the recorded signal. Additionally, we perform a 2D scan in the focal
plane and measure at each pixel the signal from the lock-in amplifier. Thus, in the following,
we calculate the signal drop when the particle is located within the focal plane but not in the
focus, that is, at ρ = R and z = 0. Again, we provide all details in appendix B.2.
With the particle somewhere in the focal plane, there are two mechanisms leading to a mod-
ification of the extinguished power given by Eq. (5.7):
(i) The electric field strength exciting the particle is modified according to Eq. (5.2). The










(ii) The detected power results from the far-field interference of the scattered and the in-
cident wave. Clearly, the interference is affected by a phase difference ∆φ between
scattered and incident wave. Thus, the interference pattern strongly depends on the
position of the small particle. The phase difference reads ∆φ = kR sin θ cosϕ ≈


















where J0(x) = 1π
∫ π
0
cos (x cosϕ) dϕ is the Bessel function of the first kind and zeroth
order [41] and α = θ
NAB










In summary, we find for the modified extinguished power









As a consistency check, we find that the prefactor becomes 1 for R = 0. Essentially,
Eq. (5.13) shows that the off-axis signal drop is proportional to the lateral (Gaussian) in-
tensity profile.
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5.3.3 Connection to the experiment
In the experiment, the detected modulated power is converted by the combination of the
detector system (diode detector and objective lens) and the low-noise current pre-amplifier
into a modulated voltage U [x, y(t)], here, x and y denote the position of the scatterer in
the focal plane. We modulate the sample (or equivalently the beam) along the y-axis. The
modulation is harmonic around a central position y, the frequency is ν, and the amplitude a0.
Thus, we obtain for the detected voltage U [x, y + a0 cos(2πνt)], where t denotes the time.
In the following, we use ω = 2πν.
In this section, we discuss how to deduce the extinction cross-section from the experimental
data [104, 105]. We know from Eq. (5.13), that the signal drop is Gaussian when moving
the particle in the focal plane. Thus, also the voltage U(x, y) from the detector system is
Gaussian




−2/w20(x2 + [y + a0 cos(ωt)]2)
] }
, (5.14)
where U0 is the detector signal generated by the undisturbed Gaussian beam [see Eq. (5.3)],
σ = ∆U/U0 = ∆P/P0 ≪ 1 is related through Eq. (5.9) to the extinction cross-section.
Here, we already introduced the spatial modulation a0 cos(ωt) along the y-axis.
In order to enhance the sensitivity and to reduce the noise, we use a lock-in amplifier, that
essentially yields the Fourier transformation of the input voltageU [x, y(t)]. Additionally, we
have to take into account that the output voltage of the lock-in amplifier is not the amplitude
of the modulated input voltage, but its root-mean-square divided by the sensitivity USens
of the lock-in amplifier and multiplied by 10V. We account for this modification by the
prefactor F = 10V√
2USens
. Thus, the output voltage of the lock-in amplifier reads











U [x, y + a0 cos(β)] cos(β)dβ. (5.15)
The lock-in-amplifier output voltage ULI(x, y) is depicted in Fig. 5.3(a). The chosen pa-
rameters correspond to our experimental parameters used with the Gaussian focus located at
x, y = 0. A maximum and a minimum appear symmetric to the y = 0-axis. At x = y = 0,
the lock-in signal is zero since the small particle does not lead to a power modulation at the
modulation frequency but at twice the modulation frequency. Thus, if we change the lock-in
frequency from ω to 2ω, we obtain a maximum at the origin.
In the following, we discuss how we deduce the extinction cross-section from the experimen-
tal data, which are numerically reproduced in Fig. 5.3(a). With the Fourier transformation of




−∞ exp(−iky)U(x, y)dy and the Bessel
function of the first kind and first order J1(x) = −i/π
∫ π
0
exp(ix cosϕ) cos(ϕ)dϕ [41], we
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Figure 5.3: (a) Lock-in signal plotted as a function of the small particle’s position. The dotted circle corresponds
to the beam waist of the Gaussian focus. (b) Correction factor ξ plotted over the relative modulation amplitude.
can rewrite Eq. (5.15)



















In combination with the Fourier transform Ũ(x, k) of Eq. (5.14), Eq. (5.16) allows for an
analytical relation between the output voltage of the lock-in amplifier and the signal drop.
Ũ(x, k) explicitly reads





















With Eqs. (5.16) and (5.17) and with σ = ∆U/U0, we obtain
















Here, we define the modification factor κ(y, a0/w0).
Equation (5.18) connects the signal from the lock-in amplifier with the signal drop. Thus, it
allows us to deduce the extinction cross-section from the experimental data (that is, the rela-
tive differential signal RDS(x, y) = ULI(x,y)
U0F
) if we know the exact location of the small par-
ticle with respect to the Gaussian beam. Thus, in the experiment, we perform a 2D scan over
the sample in order to find the maximum of the relative differential signalmax2D [RDS(x, y)],
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Here, ξ(a0/w0) = maxy [κ(y, a0/w0)] is the factor correcting for the application of the lock-
in technique in combination with the Gaussian intensity profile and the sinusoidal modula-
tion. It also accounts for using the maximum of the RDS(x, y) to determine the extinction
cross-section instead of any other point in the 2D scan.
The correction factor ξ(a0/w0) is plotted in Fig. 5.3(b) as a function of the relative modu-
lation amplitude a0/w0. For a0/w0 ≪ 1, the correction factor ξ(a0/w0) increases linearly,
approaching a maximum of ξ ≈ 0.58 for a0/w0 ≈ 0.9 and decreases thereafter. We ob-
serve a maximum in the RDS for a given extinction cross-section, since for larger and larger
modulation amplitudes, the time the small particle is located in the Gaussian focus becomes
shorter and shorter with respect to the period of the modulation. Thus, for both zero and
infinite modulation amplitude, we expect zero output voltage from the lock-in amplifier.
To summarize: in order to obtain the extinction-cross-section spectrum, for each wavelength
(i) we determine the correction factor ξ(a0/w0) by measuring the width w0 of the Gaussian
beam in the focus (the modulation amplitude a0 is usually fixed) and (ii) we determine the
maximum of the 2D map of the measured RDS data [illustrated in Fig. 5.3(a)]. In detail,
finding the maximum is done by fitting the measured data to Eq. (5.18).
Finally, we point out that the spatial modulation technique allows for measuring extinction-
cross-section spectra Cext(λ), if we know the radius of the Gaussian beam waist w0 and the
spatial modulation amplitude a0. Furthermore, we have to ensure that the small particle is
always located in the focal plane.
5.3.4 Experimental setup
The experimental modulation setup is shown in Fig. 5.4. As light source, we use a photonic-
crystal-fiber based super continuum laser8 with an overall output power of 2W, which is
distributed in the wavelength range from 0.45 µm to 2.2 µm. The output facette of the laser
fiber is imaged onto the entrance slit of a monochromator9. In order not to destroy the en-
trance slit, we lower the beam power by a factor of five by means of using a reflection from a
tilted glass surface. The monochromator is set to a resolution of about 1 nm-wavelength at a
center wavelength of 1.5 µm. The exit of the monochromator is connected to a single-mode
fiber10 serving as spatial filter. Thus, the light from the fiber resembles a TEM00-mode [55].
After the fiber, the power is usually about 100 nW. The light from the single-mode fiber is
collimated by a plano-convex lens (f = 25mm). We choose a specific linear polarization
by a polarizer. Subsequently, the light beam is reflected by a piezo-electric mirror11 through
8Femtopower 1060 Supercontinuum Source SC 450, Fianium Ltd., Southampton (UK)
9SpectraPro-2150i, Acton Research Corp., Acton (USA)
101060-XP Single-Mode Fiber, Nufern Corp., East Granby (USA)
11S-224 High-Speed Miniature Piezo Tilt Mirror, Physik Instrumente (PI) GmbH & Co. KG, Karlsruhe /
Palmbach (Germany)
























Figure 5.4: Scheme of the experimental modulation setup.
an objective lens12 which focuses the beam onto the sample surface. The position of the
sample is computer controlled by a 3D piezo-stage13. The light is collected by an identical
objective lens and imaged onto a detector. The detector is either a room-temperature germa-
nium diode14 or a room-temperature indium gallium arsenide diode15 for the spectral range
between 1.0 µm and 1.6 µm wavelengths. The detector is connected to a low-noise current
pre-amplifier16 whose amplification is set to 100 nA/V and 10 µA/V for 120Hz and 4000Hz
modulation frequency in order to circumvent the low-pass filter of the amplifier.
The tilt angle of the piezo-electric mirror is controlled by a function generator17 that applies
a modulation voltage of 15V which is superimposed on the offset voltage of 50V. The slight
tilt of the beam alters the position of the focus on the sample surface [55] by 1.5 µm resulting
in a modulated detected signal (in an earlier version of the experimental setup, we have mod-
ulated the sample by a piezoelectric transducer [105]). The modulated signal is analyzed by
a lock-in amplifier18. The lock-in integration time is set to 100ms and 30ms for 120Hz and
4000Hz, respectively. These times have been chosen after several test experiments. With
the position information from the piezo-stage, we obtain a 2D map of the position-resolved
RDS. It turned out that a settling time at each pixel of about 2.5×integration time is sufficient
for obtaining reproducible results. The 2D map is then further analyzed as discussed in the
previous sections.
12Zeiss Achroplan LD 20× KO, NA = 0.4, Carl Zeiss MicroImaging GmbH, Jena (Germany)
13P-563.3CD PIMarsTM Nanopositioning Stage, Physik Instrumente (PI) GmbH & Co. KG, Karlsruhe /
Palmbach (Germany)
14J16-5SP-R03M, Teledyne Judson Technologies LLC, Montgomeryville (USA)
15J22-5l-R02M, Teledyne Judson Technologies LLC, Montgomeryville (USA)
16SR570 Low-Noise Current Pre-Amplifier, Stanford Research Systems Inc., Sunnyvale (USA)
1733120A 15MHz Function/Arbitrary Waveform Generator, Hewlett-Packard Co., Palo Alto (USA)
18SR830 DSP Lock-In Amplifier, Stanford Research Systems Inc., Sunnyvale (USA)






































Figure 5.5: (a) Measured spatial intensity distribution of the Gaussian beam for a wavelength of λ = 1.2 µm
at z = z0. The dots are deduced from measured intensities, whereas the solid line is the Gaussian fit [see
Eq. (2.106)] to the data. (b) Width (w0) of the Gaussian beam for different wavelengths measured in two
directions. There is a difference between the width measure in x-(blue) and y-(red) direction. For analyzing
the data, we use the mean value (black). The dots stem from measurements like the one shown in (a). Note
that each red and blue dot in (b) displays two measured focus widths. The black solid curve is a linear fit to the
measured data we use for calculating the extinction cross-section from the measured RDS.
The width w0 of a Gaussian beam for 1.2 µm-wavelength measured by the knife-edge tech-
nique is depicted in Fig. 5.5(a): the dots are derived from measured intensities. The black
solid curve is a Gaussian fit to the measured data. Clearly, the width of the Gaussian beam
is a function of the wavelength. For larger wavelengths, we expect larger widths for the
same numerical aperture. This behavior is also found in our experiment as illustrated in
Fig. 5.5(b): we measure different widths in the x- and the y-direction (blue and red curve,
respectively). For the analysis discussed in section 5.3.3 we take a linear fit (black solid
curve) to the mean values (black dots). Examples of resulting sets of raw data are shown
in Fig. 5.6. As expected from Refs. [101, 102] and our analysis presented in section 5.3.3,
we find a maximum and a minimum in the differential transmittance signal. For these data,
the modulation amplitude has been fixed at a0 = 3 µm. The 2D scan on the right-hand side
is measured at resonance of an SRR (see section 7.1) whereas the 2D scan on the left-hand
side is measured in the tail of the resonance giving an impression of the occurring noise in
the data.
5.3.5 Sample design
In order to locate the photonic atom [size: ≈ (100× 100) nm2 = 104 nm2] on the Suprasil
substrate [size: ≈ (1× 1) cm2 = 1014 nm2], we have developed a special sample design, see
Fig. 5.7(a). It does not only allow for locating the photonic atom but also for experimentally
determining the focus position z0 and the Gaussian beam waist w0 with the help of the knife-
edge technique. That is, we perform lateral scans of a knife-edge [in our case a metallic
rectangle, see Fig. 5.7(a)] through the Gaussian beam. The lateral scans are carried out along
the x- or y-axis at a fixed longitudinal position z. The recorded intensity resembles an error




































Figure 5.6: Two typical sets of raw data of the measured RDS. Left-hand side: off-resonant excitation
[Cext(λ = 1.1 µm) = 0.03 µm2]. Right-hand side: resonant excitation [Cext(λ = 1.4 µm) = 0.29 µm2].
function from which we determine the beam waist w(z). This procedure is carried out at
several z-positions supplying quantitative information about the beam waist in the focus w0,
the Rayleigh length zR, and the focus position z0. w0 is required for the determination of the
absolute value of the extinction cross-section as discussed in section 5.3.3 and z0 is required
for ensuring that the particle is located in the focal plane. Our knife-edges are large enough
(about 25 µm × 25 µm) for being visible by a simple imaging add-on attached to the setup
shown in Fig. 5.4 (the imaging add-on is not shown). The photonic atoms which we want
to locate on the sample are situated at a known position with respect to the corners of the
rectangles.
5.4 Electron-energy-loss spectroscopy of isolated photonic
atoms
Electron-energy-loss spectroscopy (see section 2.4) utilzes high-energy electrons (the kinetic
energy is 100 keV) for probing electronic and optical properties at the nanometer scale. Some
of the electrons that interact with the specimen are inelastically scattered by exciting phonons
and plasmons or by inducing electronic transitions like interband transitions in solids. In
this work, we use EELS for mapping particle plasmons on isolated lithographically defined
metallic nanostructures. Related work on self assembled metallic nanostructures has been
reported very recently in Refs. [49, 106–108].
In this section, we introduce the setup we use for EELS. Furthermore, we present the applied
numerical analysis of the raw data, which is required due to the sub-optimal energetic reso-
lution of conventional EELS. Experiments and numerical analysis have been carried out by
our collaborators G. Boudarham, M. Kociak, and C. Colliex in the group of O. Stéphan in
Paris, France.
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Figure 5.7: Electron micrographs of a typical sample depicting (a) the knife-edges and (b) a zoom-in to the
SRR located at a known distance from the knife-edges.
5.4.1 Experimental setup
In our EELS experiments, we use a VG-HB501 scanning-transmission-electron microscope
(STEM)19 equipped with home-made scanning and detection electronics. The STEM is ca-
pable of focusing the electron beam below 1 nm in diameter that functions as a probe of the
same size. Such a small probe provides superior spatial resolution in comparison to all op-
tical methods, as for instance scanning near-field microscopy [109] or stimulated emission
depletion microscopy [110]. For completeness, we list another electron-microscope-based
spectroscopy method: cathodoluminescence spectroscopy [111]. Here, similar to EELS, fast
electrons excite modes in the system. The luminescence of the radiating excited modes is
detected and analyzed by means of an optical spectrometer and an attached detector.
In EELS, we are aim for detecting inelastic scattering events: the electrons passing through
the specimen lose a small fraction of their energy. This energy is converted into excitations
of the constituting atoms and molecules – in our case we aim for collective excitations of the
free-electron gas (particle plasmons) in isolated metallic photonic atoms.
Since the electrons have to pass through the specimen, its thickness has to be well below
1 µm. Thus, we can not fabricate the photonic atoms on a usual substrate whose thickness is
between 100 µm and 1mm. For our experiments, we use so-called Si3N4-membranes whose
thickness is about 30 nm. Accordingly, we had to modify our electron-beam-lithography
based fabrication technique as explained in detail in section 4.1.6.
In the experimental setup, illustrated in Fig. 5.8, we use a conventional STEM. The elec-
trons are generated in a cold field-emission tungsten gun (CFEG) allowing for an energy
uncertainty of the electron beam of about ∆E0 = 0.35 eV at a mean kinetic energy of
E0 = 100 keV without any further filtering by means of an electron monochromator. The en-
ergetic width is mainly governed by those electrons that have not, or not in a measurable fash-
ion inelastically interacted with the sample. This leads to the so-called zero-loss peak (ZLP)
of the same width in the electron-energy-loss spectrum. An elaborated numerical analysis
of the recorded spectra allows to achieve an energy resolution down to ∆E0 = 0.2 eV [49].
19VG-HB501, VG Microscopes Ltd., East Grinstead (UK), now Thermo Scientific
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Figure 5.8: Experimental setup for electron-energy-loss spectroscopy.
An important feature of the CFEG is its high brightness (current per unit area and unit solid
angle) compared to other gun types allowing for reasonably short measurement times.
The electron beam is tightly focused onto the sample by electromagnetic lenses with a beam
convergence half angle set to about 7.5mrad. With these settings, we scan the electron beam
over the specimen. Subsequently, the electrons are collected within a half angle limited
to 6mrad by using a 600 µm-aperture. The electrons are energetically discriminated after
passing through the sample by means of an electron spectrometer20 providing a maximum
dispersion of 0.05 eV per channel. After the electron spectrometer, the electrons impinge
onto a scintillator. The luminescence is recorded by a CCD camera with 1340× 100 pixels.
The position of the electrons on the CCD camera is directly related to their kinetic energy.
Scanning the electron beam over the sample results in a 2D plot of the electron-energy-loss
probability for a specific electron-energy loss ∆E. The probability is related to the electro-
magnetic local density of states as discussed in section 2.4. For each lateral position of the
electron beam, we obtain an entire electron-energy-loss spectrum leading to a so-called data
cube [112] with two dimensions carrying the spatial information and the third dimension car-
rying the spectral information. Out of this huge amount of data, we focus on slices through
the data cube (meaning 2D plots of a particular electron-energy loss ∆E) where we observe
resonances in the energy-loss spectrum.
Some remarks regarding the EELS experiment
• Spatial resolution: we typically set the spatial resolution (the step size) to 6 nm. This
is larger than the probe but still small enough to resolve all features of the particle
20Gatan 666, Gatan Inc., Warrendale (USA)
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plasmon oscillating at frequencies in the near-infrared to visible spectral range. Fur-
thermore, it allows for reasonable measurement times (see below).
• Acquisition time: the acquisition time is 2ms per position – without readout time. The
acquisition time per position is chosen in order to minimize artifacts caused by the
power supply, mainly due to variations in the acceleration voltage. Thus, the acquisi-
tion time per position needs to be much smaller than the period of the ac-power supply.
Here, the frequency is 50Hz corresponding to a period of 20ms. For each position,
we acquire 50 spectra in order to increase the dynamic range of the collected data. In
total, the time needed for acquiring one entire data cube is about 15min. Within this
time span, the spatial drift is negligible.
• Deposited dose: the current of the STEM is typically 50 pA. Assuming a 2D scan with
32 × 32 positions, 2ms-acquisition time per position, and 50 spectra per position, the
number of electrons impinging onto the sample is on the order of 1010.
5.4.2 Numerical analysis of the experimental data
Our goal is to map particle plasmons with resonance energies of about 1 eV or even below.
Unfortunately, the corresponding energy loss is just a little bit larger than the energetic width
of the incident electron beam with ∆E0 = 0.35 eV. Additionally, only about one out of
10000 electrons excites a particle plasmon [113]. This leads to the uncomfortable situation
in which the ZLP masks the low-energy part of the loss spectrum that is associated with
the excitation of particle plasmons. Our way out of this dilemma is the application of a so-
phisticated numerical analysis to the measured raw data [49]. Other groups used electron
monochromators to reduce the width of the ZLP down to 0.1 eV [107, 108].
When we measure the spectrum S(E) of a physical system with a detector system exhibit-
ing a non-perfect response function R(E) (also called kernel or point-spread function), the




S(ε)R(ε− E)dε = S(E) ∗R(E), (5.20)
where ∗ denotes the convolution. In EELS, M(E) is the measured loss spectrum, R(E)
is the ZLP recorded far away from the photonic atom (here, also the response function of
the detector system is included). S(E) is the physical data recorded by an ideal detector
system (we would directly record S(E) if the response function R(E) were the Dirac-delta
distribution). In order to obtain S(E), one deconvolves the recorded data M(E) with the
ZLP as kernel. This is usually done by Fourier transforming, rearranging, and back-Fourier
transforming Eq. (5.20). Unfortunately, in our case noise N(E) plays a great role, thus we
have to extend Eq. (5.20), leading to
M(E) = S(E) ∗R(E) +N(E). (5.21)
The usual deconvolution procedure through applying Fourier transformation treats the de-
sired signal S(E) and the noise N(E) equally and thus leads to sub-optimal performance
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when the noise is substantial [114]. This is the case when, for instance, the desired part of
the loss spectrum is dominated by the ZLP. Then, the noise is basically the detector noise. In
our case we can estimate the signal-to-noise ratio from the assumption that one electron out
of 10000 excites one particle plasmon and that the dynamic range of the detector is 16 bits
(216) [113]. The expected signal is then six counts and assuming Poisson statistics, the ex-
pected signal-to-noise ratio is
√
6 = 2.4. This is partially overcome by measuring each
spectrum 50 times. Nevertheless, the noise remains substantial. Thus, in EELS a deconvolu-
tion algorithm based on maximum likelihood, the so-called Richardson-Lucy-deconvolution
(RL) algorithm has proven to be the method of choice for obtaining meaningful physical re-
sults [115–117]. For Poisson-distributed noise in the raw data, the RL algorithm converges to
the maximum likelihood solution. An important attribute of the RL algorithm is that the re-
stored signal is robust against small errors in the response function (the ZLP). Nevertheless,
when applying the RL deconvolution, we have to keep in mind that prominent features in
the loss spectrum lead to so-called satellite or wing peaks [114, 118]. Such a prominent fea-
ture is the ZLP. Additionally, the RL deconvolution is not unconditionally stable, i.e., noise
amplification results in oscillatory artifacts after a large number of iterations. This behavior
requires great care in monitoring the procedure and also it has to be terminated manually.
The termination decision is based on the profound knowledge of the user and systematic
convergence studies. Finally, we compare our results with physical arguments.
The experimentally determined response function R(E) (the ZLP) measured far away from
the investigated photonic atom is shown in Fig. 5.9(a). The upper two spectra in Fig. 5.9(b)
show the loss spectra of the electron beam after passing through the specimen at a specific
location. In the energy loss range 0 eV < ∆E < 5 eV, we expect the occurrence of par-
ticle plasmon. Obviously, the signal is strongly dominated by the ZLP. After applying the
RL algorithm (terminated after 50 iterations), we obtain the lower loss spectrum shown in
Fig. 5.9(b). Here, we nicely observe three different modes (the energetic positions are indi-
cated by the dashed lines) occurring at ∆E ≈ 1.6 eV, ∆E ≈ 3.1 eV, and ∆E ≈ 3.7 eV.
In order to obtain a 2D map of the electron-energy-loss probability at specific energy loss,
we scan over the sample, take the loss spectrum at each position and apply the above dis-
cussed numerical analysis. We fit a Gaussian to each observed peak in the loss spectrum.
The amplitude of the fitted Gaussian function is then color coded into a 2D map.
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Figure 5.9: (a) Measured zero-loss peak used as response function for deconvolution. The upper spectrum
shows the entire ZLP, whereas the lower spectrum shows a zoom-in to the region 0 eV < ∆E < 9 eV.
(b) Experimentally determined loss spectrum measured at a specific location of an SRR. The upper two loss
spectra is the EELS signal without numerical post-processing, whereas the lower spectrum is obtained after
deconvolution of the original data shown in the upper two loss spectra by the RL algorithm terminated after 50
iterations.
Chapter 6
Nonlinear optical experiments on
metamaterial arrays
In the first publication of Pendry et al. [4] in which the SRR was set in context with its mag-
netic dipole moment at elevated frequencies, the authors pointed out that enhanced nonlinear
phenomena might be observable due to high electric near fields between the two ends of the
SRR.
Hitherto, the nonlinear optical properties of metamaterials in the telecommunication spectral
range have hardly been studied on the basis of experiments [16–18, 119]. However, there is
a large number of recent theoretical publications addressing the nonlinear optical properties
of metamaterials. Most of the work in this context assumes a linear dispersion, for instance
a negative refractive index [120] and/or the “new” possibility that there is not only the usual
electric-dipole contribution PNL to the nonlinear source term but also a magnetic-dipole con-
tribution MNL [121–123]. Unfortunately, to the best of our knowledge there are only very
few publications which rely on a microscopic formulation of the problem [47, 124].
From the experimental side, there is considerable work done on the nonlinear optical prop-
erties of metallic nanoparticles. In Refs. [125–127], the investigated metallic nanoparticles
are arranged periodically with an interparticle distance being considerably smaller than the
exciting wavelength. For instance, in Ref. [125] the wavelength of the exciting light is a fac-
tor of 2.5 larger than the periodicity of the investigated nanoparticle array. First systematic
investigations of the nonlinear optical properties of SRR arrays are reported in Ref. [16]. As
discussed in section 3.3, SRRs are in essence almost closed loops of a metal wire that can
be viewed as sub-wavelength electromagnets into which the incident light field induces a
resonantly oscillating circular electrical current, leading to a local magnetic field (magnetic
dipole moment) perpendicular to the SRR plane.
From Ref. [16], we can learn about the relative SHG intesities from three distinct reso-
nances of SRR arrays (the naming is consistent with the definition in section 3.3.1): (i) the
magnetic (fundamental) resonance, (ii) the vertical electric (first-order) resonance, and (iii)
the horizontal electric (second-order) resonance. It turns out that the SHG from the mag-
netic resonance exceeds the SHG of the other resonances by a factor of at least 20. The
qualitative results are in accordance to a numerical treatment of the SHG along the lines of
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section 2.2.4. In Ref. [16], the dominating second-harmonic source term has been assumed
to be the magnetic part of the Lorentz-force density of Eq. (2.83), that is, only the term pro-
portional to j(1) × B(1) has been considered for the numerical treatment. Furthermore, the
relative SHG strength in these experiments has been closely related to the strength of the
out-of-plane magnetic dipole moment of the studied SRRs.
In Refs. [17,18], further experiments on arrays of resonant (centrosymmetric) bars and (non-
centrosymmetric) “T”-structures have been carried out. The measured SHG from the mag-
netic resonance of the SRR arrays exceeds the SHG from all other resonant nanoparticles
by at least a factor of 100. Furthermore, also the THG of these nanoparticle arrays has been
measured in the same publication: the THG from the magnetic resonance exceeds the THG
from all other resonances and nanoparticles.
The experimental setup used in both publications is similar to the one described in sec-
tion 5.2. Thus, the exciting wavelength is 1.5 µm. In order to investigate all resonances
of the SRR mentioned above, so-called lithographical tuning has been performed. That is,
the SRR design has to be adjusted such that the desired resonance is spectrally situated at
λ = 1.5 µm.
In this chapter, we discuss SHG experiments similar to those in Refs. [16–18] on planar ar-
rays of complementary SRRs (CSRR) [128], that is, the metal in the sample plane is replaced
by air and vice versa. We compare the experimental results with microscopic numerical cal-
culations based on the hydro-dynamic description of the optical properties of metals (see
section 2.2.4 and Ref. [47]). The numerical calculations allow for determining the dominant
second-order nonlinear source term [see Eq. (2.83)] by a switch-on switch-off analysis. Our
collaborators Y. Zeng, W. Hoyer, and J. Liu in the groups of S. W. Koch and J. V. Moloney
in Marburg and Tucson, respectively, have carried out the numerical calculations.
Additionally, we report on our THG experiments on the same structure providing very dif-
ferent results regarding the relative signal strengths.
6.1 Second-harmonic generation on complementary split-
ring resonators
Following the generalized version of Babinet’s principle [2, 129, 130] for an infinitesimally
thin perfect conductor, the inverse planar structure shows the same linear optical spectra
provided that reflectance is replaced by transmittance and vice versa and provided that the
incident polarization is rotated by 90 degrees. At the same time, electric fields are replaced
by magnetic fields and vice versa; precisely, the transformation E → −cB is carried out.
We point out that the symmetry of the SRRs and CSRRs is identical but the near fields change
dramatically.
6.1.1 Experimental results
Our experimental results are illustrated in Figs. 6.1 and 6.2. The first rows in Fig. 6.1(a)
and (b) show the scanning-electron micrographs of the investigated SRR- and CSRR-arrays.




































































Figure 6.1: First rows: Scanning-electron micrographs of the investigated (a) SRRs and (b) CSRRs (scale bars
correspond to 200 nm). Second rows: corresponding linear transmittance (solid line) and reflectance (dashed
line) spectra. The respective polarization is indicated by the black arrows. Third rows: relative (with respect
to SHG from SRRs for horizontal excitation) and absolute (in integral number of counts per second, Σ) SHG
signals. The incident polarization is given by the black arrows from the second rows, the SHG polarization is
given by the respective red arrows.
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Figure 6.2: Measured SHG spectra of SRRs (a) and CSRRs (b) for horizontally polarized (left) and vertically
polarized excitation (right). The measured SHG spectra nicely follow the Gaussian shape of the incident pulse
centered around λ = 0.75µm.
The linear transmittance (solid curves) and reflectance (dashed curves) spectra shown in
row two nicely demonstrate Babinet’s principle, i.e, transmittance and reflectance change
roles when the polarization (indicated as black arrows) is rotated by 90 degrees and the
structure is replaced by its complementary structure. The spectrum of the exciting pulse is
depicted as blue-shaded area in each linear spectrum clarifying that the excitation is quasi-
monochromatic. Finally, the relative (in percent) and absolute SHG signals (integral number
of counts per second Σ, in the red bars) are given in the corresponding third rows. As
expected, the SHG signal is maximal when the SRRs (CSRRs) are resonantly excited by
horizontally (vertically) polarized light. The polarization of the SHG is depicted by red ar-
rows (where the SHG intensity allows for polarization measurements). Since both SRRs
and CSRRs have the same symmetry, the SHG polarization points into the same direction,
although the exciting pulses are orthogonally polarized.
In Fig. 6.2, the measured SHG spectra are shown, revealing that the SHG spectra closely
follow Gaussian shape of the exciting pulse. The area under these curves corresponds to the
integral number of counts per second. From the bare substrate, we did not measured any
SHG signal.
The number of counts per second can directly be related to the SHG power conversion ef-
ficiency (as stated in section 5.2, we estimate that the number of emitted SHG photons is
roughly 3 times higher than the measured integral number of counts). For instance, Σ =
2.9× 106 s−1 corresponds to an absolute SHG power conversion efficiency of η = 3× 10−11
(also consistent with Refs. [17,18]). The SHG signal strength from the CSRR array is com-
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parable to that of the SRR array. These results have been reproduced several times by inter-
changing the SRR and the CSRR samples back and forth and by repeating the experiment.
Following Babinet’s principle, the CSRRs exhibit no out-of-plane magnetic dipole moment
under these conditions, yet, they lead to comparable SHG signals. This observation leads
us to conclude that there is generally no correlation between SHG efficiency and the out-of-
plane magnetic dipole moment. This correlation exists for all of the previous experiments
presented in Refs. [16, 17], yet it is wrong in general.
6.1.2 Numerical results
To further clarify the nature of the SHG signal emerging from these metallic metamaterials,
we compare the experiments with a recently developed microscopic theory [47]. Here, the
nonlinear response is exclusively based on the metal classical electron gas as sketched in
section 2.2.4. In short: the velocity of individual electrons is translated via a velocity field
v(r, t) into a current-density field j(r, t) which is then put as source term into Maxwell’s
equations. In close analogy to hydro-dynamics, the total time derivative in Newton’s second
law leads to an additional convective contribution (we refer to section 2.2.4 and Ref. [46]). It
has been found that this convective contribution dominates the SHG response of SRRs [47].
Here, we apply the same approach to CSRRs. Equation (2.82) is solved numerically together
with Maxwell’s equations by a finite-difference time-domain approach [131]. We use litera-
ture parameters for the gold plasma frequency (ωpl = 2π×2.176×1015 s−1) and the collision
frequency (γ = 2π × 1.031 × 1013 s−1) [71]. The lateral geometrical SRR and CSRR pa-
rameters are indicated as insets in Fig. 6.3, the gold thickness is 25 nm. The structures are
located on a glass substrate (ǫ = 2.25), coated with a 5-nm thin ITO layer (ǫ = 3.8). We
use a peak incident electric field of the 170-fs Gaussian pulses centered around 1.5 µm wave-
length of E0 = 2 × 107V/m. These parameters allow for calculating not only the relative
but also the absolute SHG power conversion efficiencies η without any adjustable parame-
ters. Results are shown in Fig. 6.3, which can directly be compared with the experiment in
Fig. 6.1. Obviously, the overall agreement with experiment is very good – especially if one
considers the experimental uncertainties in determining E0 (E0 results from determining the
focus diameter, the power at the sample, and the pulse duration).
By artificially switching on and off the different nonlinear source terms for SRRs (CSRRs),
we find that the convective term accounts for about 68% (81%) of the SHG source cur-
rent density j(2)2ω . The corresponding source term based on the magnetic part of the Lorentz
force [16] shows a similar qualitative behavior but accounts for only about 2% (2%) of the
SHG source current density.
6.2 Third-harmonic generation from complementary split-
ring resonators
In analogy to our SHG experiments, we have performed THG experiments on SRR and
CSRR arrays, too. Our results are depicted in Fig. 6.4. Again the magnetic resonance of the






































































Figure 6.3: Theoretical results for (a) SRRs and (b) CSRRs that can directly be compared to the experimental
results shown in Fig. 6.1. Instead of the integral number of counts per second, we quote the absolute power
conversion efficiencies η. The scale bars in the schemes of the investigated structures correspond to 200 nm.




















































































Figure 6.4: Measured THG spectra of SRRs (a) and CSRRs (b) for horizontally polarized (left) and vertically
polarized incident light (right). The measured spectra nicely reveal the Gaussian shape centered around λ =
0.5 µm of the incident pulse.
SRR array shows the largest THG signal. For both SRRs and CSRRs, the THG is polarized
like the incident laser pulses. In contrast to the SHG signal (we have measured approximately
the same SHG signal from SRRs and CSRRs), the THG signal from the SRRs’ magnetic
resonance is a factor of eight larger than the THG from CSRRs’ corresponding resonance. In
relative numbers: (i) SRRs: 100% (magnetic resonance) and (ii) CSRRs: 13% (fundamental
resonance). The non-resonant excitations lead to 0.8% and 1.5% relative THG-signal for
SRRs and CSRRs, respectively. For Σ = 5.2 × 104 integral counts per second, we estimate
η = 1.8× 10−12 as THG power conversion efficiency.
Thus, the THG behavior is clearly distinct from the SHG behavior, likely due to different
origins of the harmonics. Indeed, in previous work on other metamaterial structures [17,18],
SHG and THG have also behaved rather differently. Unfortunately, corresponding numerical
calculations do not fit properly to the experimental results. This can have different reasons:
• The THG from the bare substrate (i.e., ITO + Suprasil) is not negligible. We measured
340 integral counts per second (corresponding to about 0.4% of the THG signal from
the SRRs). Thus, the THG might also be resonantly enhanced by the combination of
SRRs / CSRRs and the substrate.
• The electronic polarization might not be the dominant THG source. Effects like satu-
rated atomic absorption or even thermal effects might play an important role [44].
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6.3 Conclusion
In conclusion, we have presented a comparative study of SHG from arrays of CSRRs and
SRRs, both excited under normal incidence at their fundamental resonance. SRRs and
CSRRs show comparable SHG, which is much larger than the SHG from any other structure
that have been investigated so far in this context, meaning in Refs. [16, 17]. Our experi-
mental results have been analyzed at the level of the hydro-dynamic theory of metals (see
section 2.2.4) showing that the convective contribution dominates the second-order nonlinear
response. Even the measured absolute SHG conversion efficiencies are in good agreement
with the numerical calculations. Still, the exact microscopic mechanism is currently under
controversial debate [47, 132, 133].
Our study on THG from SRRs and CSRRs together with the results from Refs. [17,18] sug-
gest that different mechanisms come into play than for SHG in metallic nanostructures.
Regarding possible applications, the CSRRs are advantageous in that they reveal a transmit-
tance maximum at the fundamental resonance rather than a minimum for the SRRs. This
larger transmittance potentially allows for stacking several layers along the propagation di-
rection of light [134], thereby further enhancing the SHG conversion efficiency.
Chapter 7
Linear optical experiments on isolated
photonic atoms
The optical properties of metamaterials are mainly determined by the properties of their
individual building blocks. Still, interaction effects between these individual building blocks
are known to play a crucial role [78,135,136]. Thus, with respect to studies on metamaterial
arrays it is clearly favorable to investigate the individual optical properties of photonic atoms,
when they are isolated from other photonic atoms. If, for instance, SRRs are arranged in a
periodic fashion, effects like far-field and near-field coupling might alter their individual
optical properties and even dominate the optical properties of the metamaterial [137–139].
In this chapter, we report on our experimental and theoretical work on isolated SRRs [140]
and on the interaction effects in symmetric SRR dimers in different geometries and distances.
We measure the absolute extinction-cross-section spectrum, which neither attenuated-total-
internal-reflection spectroscopy [97] nor dark-field spectroscopy [98] are capable of.
7.1 Optical properties of isolated split-ring resonators
For measuring the optical properties of isolated SRRs, we make use of the spatial modula-
tion technique we have presented in detail in section 5.3. Here, the modulation is realized by
a one-dimensional piezoelectric transducer that periodically moves the entire sample. The
modulation amplitude is set to a0 = 3 µm and the modulation frequency is set to 120Hz.
The 2D scans (6 µm × 12 µm) are performed by means of a three-dimensional piezoelec-
tric transducer stage; the lateral step size is set to 330 nm. The SRRs on the substrate have
at least 25 µm distance to the next object, be it the “neighboring” SRR or a knife-edge for
finding and characterizing the Gaussian focus. Thus, we do not expect any influence of the
environment on the investigated SRR. Here, the dimensions of the SRR are [as defined in
Fig. 3.3(b)]: lx = 213 nm, ly = 210 nm, w = 73 nm, h = 118 nm, and t = 25 nm. These
dimensions have been used for the numerical calculations that are based on an in-house
finite-difference time-domain (FDTD) code employing a total-field scattered-field approach
and perfectly matched layers [131]. The code has been developed and the calculations are
carried out by our collaborators M. König and J. Niegemann in the group of K. Busch.
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Figure 7.1: (a) Measured absolute extinction-cross-section spectrum Cext(λ) of an individual SRR. The two
different polarization configurations are illustrated by the insets. (b) As (a) for a different but similar SRR. The
red solid curves are fits using an intuitive RLC circuit model.
For horizontally incident linear polarization in Fig. 7.1(a), the measured extinction cross-
section of this individual SRR [the SEM image is shown as inset in Fig. 7.1(a)] reveals a pro-
nounced spectral maximum at around 1.4 µm-wavelength. Arrays of closely similar SRRs
have previously been investigated and this resonance has been attributed to the magnetic-
dipole mode (see also section 3.3). The spectral position is also in good agreement with
complete numerical solutions of the vector Maxwell equations (see below). To further sup-
port this interpretation, we also depict in Fig.7.1(a) the extinction-cross-section spectrum for
the orthogonally incident linear polarization of light. The resonance around 1.4 µm disap-
pears as expected from the results on arrays. In essence, the incident electric field can no
longer couple to the capacitor formed by the two vertical arms of the SRR. Together with
the inductor given by the incomplete single winding of a coil, this capacitor forms a res-
onant LC-circuit – a tiny electromagnet with a magnetic-dipole moment perpendicular to
its plane. As stated earlier, this resonance is the fundamental plasmonic mode of the SRR.
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Figure 7.1(b) summarizes results for a sample different from but closely similar to that in
Fig. 7.1(a). The cross-section spectra in (a) and (b) agree regarding their shape as well as
regarding their peak value.
The maximum value of Cext = 0.29 µm can be translated into 0.15 × λ2 at the resonance
wavelength λ0 = 1.4 µm. Alternatively, this result can be expressed as Cext = 8 × ASRR
with the geometric area of the SRR ASRR = 0.038 µm2 that we have directly deduced from
the electron micrograph [see insets of Fig. 7.1(a)].
As usual, the extinction cross-section is the sum of the absorption cross-section and the
scattering cross-section, that is, Cext = Cabs + Cscatt. To theoretically analyze the rela-
tive strengths for our conditions, we have performed numerical calculations using the SRR
geometrical parameters from the experiment [the exact geometry is shown in the inset of
Fig. 7.2(a)] and literature free-electron Drude-model parameters for the gold [27]. We in-
clude the glass substrate as a dielectric half space with refractive index n = 1.5. The curves
in Fig. 7.2(a) show corresponding results. The calculated absolute extinction cross-section
(solid curve) nicely agrees with the measured one (symbols). About one third of the peak
extinction cross-section is due to absorption (dashed curve), two thirds are due to scattering
(dotted curve).
It is interesting to ask whether the extinction cross-section is a property of the SRR alone
or whether it is influenced by its dielectric surrounding. Figure 7.2(b) shows the extinction
cross-section for SRRs identical to the half-space geometry in Fig. 7.2(a), but embedded in
different homogeneous dielectric environments. It becomes obvious that all curves in (b) are
different fromCext in (a), which means that the actual electromagnetic density of states of the
half-space geometry significantly influences the coupling of the SRR to the light field. Re-
sulting effects are as large as 30% in the peak extinction cross-section. In general, this result
implies that comparing measured cross-sections of metallic nanoparticles on glass substrates
(a very common geometry in experiments) with calculations of such particles in a fictitious
effective homogeneous medium is somewhat questionable.
While these microscopic calculations nicely agree with the experiments and have also given
important additional insights, they do not really provide us with an intuitive understanding.
Hence, we would like to connect the extinction cross-section of an individual SRR to the
frequently used electric-circuit model (compare section 3.3). We shortly recall: in addition
to the already mentioned capacitance C and inductance L of the SRR, an effective serial
resistance R should be considered. This resistance comprises an Ohmic contribution due
to loss in the metal, ROhm, as well as a contribution due to electromagnetic radiation, the
radiation resistance Rrad. Kirchhoff’s voltage law immediately allows to compute the cur-
rent I induced by the voltage drop Ed via the horizontally polarized incident electric field
E in the capacitor gap with width d. For the resonance wavelength λ0 and in the limit for
which the extinction cross-section is much smaller than the Gaussian focus area, we can use
Eq. (3.17): Cext = Z0Rrad+ROhmd
2. d2 is about one ninth of the geometric area of our SRRs.
Hence, effective resistances R much smaller than the vacuum impedance of Z0 = 376.7Ω
lead to cross-sections that exceed the geometrical area. From a fit to the experimental data
shown in Fig. 7.1(a) and with d = 65 nm from the electron micrograph shown in the inset
of Fig. 7.1(a), we obtain an effective SRR resistance of R = 5.5Ω. This value is reason-
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Figure 7.2: (a) The SRR is located on a glass substrate, the incident linear polarization is horizontal. Shown are
the extinction cross-section Cext (solid), the absorption cross-section (dashed), and the scattering cross-section
(dotted) spectra. (b) Cext for the identical SRR, but embedded in a (fictitious) homogeneous medium with
refractive index n as indicated. The symbols in (a) and (b) are the experimental data from Fig. 7.1(a), which
are reproduced here for comparison.
ably close to recent theoretical estimates of the SRR radiation resistance in a homogeneous
dielectric environment [70]. From this formula [see Eq. (3.16)], we estimate for our param-
eters a radiation resistance Rrad = 10Ω. We further estimate ROhm = 4Ω. The relative
magnitude of these values is qualitatively consistent with our above microscopic discussion
on absorption and scattering. The dependence of Cext versus frequency clearly resembles a
Lorentzian line shape. Fitting this Lorentzian to the experimental data [see red solid curve
in Fig. 7.1(a)] provides us with the effective SRR capacitance C = 19 aF and the effective
SRR inductance L = 30 fH.
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Figure 7.3: Measured (dots) and calculated (black curve) extinction cross-section of a single SRR for normal
incidence and horizontal polarization. The corresponding calculated absorption-cross-section and scattering-
cross-section spectra are represented by the red and blue curve, respectively. The insets show a scanning
electron micrograph of the single SRR and the geometry assumed in our calculations, respectively. The scale
bars are 200 nm.
7.2 Interaction effects in split-ring-resonator dimers
In arrays of photonic atoms, the total electromagnetic field acting on each photonic atom
is the superposition of the incident light field and the scattered fields of all other photonic
atoms. Thus, the optical properties of photonic metamaterials are governed by the interplay
of two contributions: (i) the optical response of the individual photonic atoms resulting from
the direct excitation with the incident light field and (ii) the mutual electromagnetic couplings
of the photonic atoms mediated by the scattered fields. The latter can be decomposed into
the elementary, that is, pair-wise, interactions of the photonic atoms, which depend on the
relative separation and relative orientation of the two corresponding photonic atoms. In this
section, we report on our work on the interaction between such pairs of SRRs – in analogy
to pairs of atoms, we call them SRR dimers.
The importance of coupling effects in photonic metamaterials has been demonstrated in sev-
eral experiments. For example, coupling between stacked layers of SRRs results in spectral
splitting of the fundamental magnetic mode [134,141] and lateral coupling in low-symmetry
2D SRR arrays leads to a modification of the polarization eigenstates [139]. Another mani-
festation of interaction effects in metamaterials is the formation of magneto-inductive waves
observed at microwave [135,142] and near-infrared frequencies [78]. Near-field and far-field
coupling effects have also been predicted theoretically and observed experimentally in the
context of plasmonic particles [137, 138, 143–145].
In this section, we report on our experimental and theoretical studies on the lateral electro-
magnetic coupling of SRRs. For this purpose, two SRRs forming a dimer can be considered
as a model system which can be utilized for systematic studies of the elementary coupling
effects in 2D magnetic metamaterials. The uncoupled system corresponds to two infinitely
separated SRRs. Thus, the spectrum of a single SRR multiplied by a factor of two can serve
as a reference. By comparing the extinction-cross-section spectrum of the SRR dimer with
90 Chapter 7. Linear optical experiments
this reference, we can directly infer the influence of the mutual electromagnetic interaction
on the spectral position of the resonance as well as the corresponding quality factor and the
peak value of the extinction cross-section. Investigations of the coupling mechanism of two
SRRs for a different excitation geometry and for microwave frequencies have been reported
in Ref. [136].
Figure 7.3 shows the measured and numerically calculated extinction-cross-section spec-
trum of an isolated SRR that has the same design as the SRRs of the investigated dimers.
Our numerical calculations reveal that for this SRR-design, the absorption and scattering
cross-sections contribute to about equal parts to the extinction cross-section. The doubled
extinction-cross-section spectrum serves as reference.
As experimental setup, we use the spatial modulation setup discussed in section 5.3. A piezo-
electric tilt mirror mounted in front of the first microscope objective lens is utilized to pe-
riodically modulate the lateral position of the Gaussian beam in the sample plane in one
direction with an amplitude of about a0 = 1.5 µm at a frequency of 4000Hz. Additionally,
we perform a 2D lateral scan (7 µm× 5 µm) of the sample by means of a three-dimensional
piezoelectric transducer stage; the lateral step size is set to 200 nm.
The microscopic numerical calculations are based on an in-house discontinuous-Galerkin
time-domain (DGTD) code employing a total-field scattered-field approach and perfectly
matched layers [146–148]. The code has been developed and the calculations have been
carried out by our collaborators M. König, J. Stannigel, and J. Niegemann in the group of
K. Busch.
7.2.1 The dipole-dipole interaction model
Before we address the experimental results for SRR dimers, we discuss the anticipated cou-
pling effects in terms of an intuitive dipole-dipole interaction model. In analogy to electric
dipole-dipole coupling in plasmonic dimers [137,138,143–145], we substitute each SRR by
two dipoles as sketched in Fig. 7.4(a): (i) an electric dipole oriented parallel to the incident
light polarization and (ii) a magnetic dipole oriented perpendicular to the SRR. To account
for the actual electric and magnetic near-field distribution [see Figs. 7.4(b) and (c)], we posi-
tion the magnetic dipole in the center of the SRR while the electric dipole is located between
the two ends of the SRR. For small separations, that is, d ≪ λ/4, retardation effects can be
neglected. In this case, the interaction between equally oriented dipoles (meaning the dipoles
oscillate in phase) – be it electric or magnetic – yields an increase (decrease) of the resonance
frequency for a transverse (longitudinal) arrangement as illustrated in Fig 7.5. Clearly, for
opposing orientation of the dipoles (that is, the dipoles oscillate with a π-phase shift) results
in a decrease (increase) of the resonance frequency for a transverse (longitudinal) arrange-
ment.
Due to the symmetry of the investigated system, consisting of the SRR dimer and the incident
plane wave, the electric dipoles always oscillate in phase. In contrast, the magnetic dipoles
either oscillate in phase or with a π-phase shift. These modes are the radiating modes, that
is, they possess an electric dipole moment that radiates into the far field. The other mode
for which the two electric dipoles oscillate with a π-phase shift, does not possess an elec-








Figure 7.4: (a) Equivalent dipole model for an SRR. The blue (red) arrow corresponds to the electric (magnetic)
dipole moment. (b) Calculated absolute value of the electric near field for the plane intersecting the middle of
the SRR at the resonance frequency (fres = 210THz). The white arrows depict the direction of the electric near
field. (c) Calculated absolute value of the z-component of the magnetic near field at the resonance frequency
(fres = 210THz). The scale bars in (b) and (c) are 200 nm.
tric dipole moment and does not radiate into the far field – this mode is called dark mode.
Exciting this mode requires breaking the symmetry either by altering one of the SRRs or by
oblique incidence of the plane wave.
Additionally, the coupling of each SRR to the radiation field will be altered by the presence
of the second SRR. It acts as an antenna, which transfers some of the SRR’s electromagnetic
near field to the far field. This results in an increase of the line width and a related decrease
of the peak value of Cext. In other words, we expect that the extinction cross-section of the
SRR dimer is smaller than the combined extinction cross-section of two uncoupled SRRs.
Due to the antenna effect, we also anticipate that the scattering cross-section becomes more
important at the expense of the absorption cross-section for decreasing separation of the two
SRRs.
The relative strength of the electric dipole-dipole interaction and magnetic dipole-dipole in-
teraction obviously depends on the exact electromagnetic near-field distribution. Thus, our
dipole-dipole model can not make corresponding a priori predictions. However, it allows for
intuitive a posteriori interpretations of the resulting spectral shifts. For quantitative results,
we have to refer to our rigorous numerical calculations (see below). Finally, we want to em-
phasize that the dipole-dipole interaction model has to be considered as a first approximation
since several aspects of the SRR-SRR interaction can not be covered within its framework,
for example, the finite extent of the SRRs or coupling of higher order multipoles. Again,
these aspects are taken fully into account in our rigorous numerical calculations (see below).
For larger separations (d & λ/4), retardation effects become important resulting in periodic
modulations of the resonance frequency and the quality factor, respectively, of the dimer’s
















Figure 7.5: (a) [(b)] Illustration of the expected qualitative energy shifts that correspond to shifts of the reso-
nance frequency due to longitudinal (transverse) near-field dipole-dipole coupling. The dipole orientations are
indicated as gray arrows.
coupled mode [137, 138]. This behavior can be qualitatively explained by a model system
consisting of two electric dipoles with distance d in analogy to the discrete-dipole approxi-
mation [149]. Consequently, the electric field at the position of one of the two dipoles is the
superposition of the incident plane wave and the field scattered by the other dipole. In this
analytical model, one finds that the radiated power is an oscillating function of the distance
of the two dipoles.
7.2.2 Investigated SRR dimer configurations
The four different SRR dimer configurations investigated here are shown in Fig. 7.6(a). In
the side-by-side configuration and the on-top configuration, the two SRRs have the same
orientation and the vertical wires and the bottom wires, respectively, are aligned flush. These
two configurations are directly related to a usual 2D SRR array and probe the coupling along
the two primitive lattice vectors of the array [see red and blue boxes in Fig. 7.6(a) and (b), re-
spectively]. In the gap-to-gap configuration and the back-to-back configuration, the vertical
wires are aligned flush and the two gaps and the two bottom wires, respectively, face each
other. These configurations have been chosen because we find particularly strong (weak)
SRR-SRR coupling for the gap-to-gap (back-to-back) configuration. We vary the separation
of the two SRRs between ∼30 nm and ∼230 nm. These separations are comparable to those
of nearest neighbors in typical 2D SRR arrays. SRR dimers with larger separations have not
been fabricated since our measurement technique requires that the total extent of the dimer
is small compared to the wavelength of the incident light.
The intended studies require the fabrication of high quality samples in which the shape and
size of the SRRs in the different dimers is kept constant. Thus, we have taken great care
during the lithography process to adjust the dose for each SRR dimer to guarantee minimal
geometric deviations. This is demonstrated in Fig. 7.7, which depicts scanning-electron mi-
crographs of a all investigated SRR dimers for separations ranging from 225 nm to 30 nm.
Here, it becomes obvious that the dimensions of all investigated SRRs are closely similar.
In our optical experiments, we found a small difference between single SRRs fabricated as
shown in the electron micrograph of Fig. 7.3 and single SRRs fabricated up-side-down: the





(b) 2D SRR array
Figure 7.6: (a) The different SRR configurations under investigation. (b) The on-top and the side-by-side
configurations are directly related to the nearest-neighbor arrangement in SRR arrays as indicated by the colors.
difference in the peak value of the extinction-cross-section spectrum is 0.005 µm2 and the
difference in the spectral position of the peak is 5THz.
7.2.3 Experimental and numerical results
The measured extinction cross-sections for the four dimer configurations are presented in
Fig. 7.8(a)-(d) as circles. In addition to the spectra of the dimers, we have depicted in each
case the spectrum of the same single SRR multiplied by a factor of two as a reference.
The solid curves are Lorentzian fits to the experimental data. From these fits, we derive
the resonance frequency fres, the peak value of the extinction-cross-section spectrum Cext,
and the quality factor Q defined as Q = fres/∆fres, where ∆fres is the full width at half
maximum of the resonance peak.
Side-by-side configuration In Fig. 7.8(a), the measured extinction-cross-section spectra
for the side-by-side configuration are depicted for separations ranging from d = 50 nm to
d = 225 nm. For decreasing separation, the resonance frequency of the dimer’s coupled
mode gradually shifts to lower frequencies and the corresponding quality factor degrades.
Furthermore, we find that the reference’s peak value of Cext exceeds that of all dimers in this
configuration. For the smallest separation (d = 50 nm), the frequency shift is about 6% of
fres of the reference. The quality factor decreases from Q = 8.7 (reference) to Q = 5.5 (d =
50 nm) and the peak value of Cext decreases from Cext = 0.34 µm2 (reference) to Cext =
0.3 µm2 (d = 50 nm). The red shift of the resonance for the side-by-side configuration
can be understood in terms of the dipole-dipole interaction model. For symmetry reasons,
the incident light field can only excite a symmetric mode of the dimer in which the two
electric dipoles and the two magnetic dipoles are oscillating in phase. The electric dipoles are
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200nm
(a) Side-by-side (b) On-top
(c) Gap-to-gap
(d) Back-to-back
Figure 7.7: Scanning-electron micrographs of all studied SRR dimers. The colors of the boundaries of the
electron micrographs correspond to the internal dimer distances, which are given explicitly in Figs. 7.8 and 7.9
with the same color code. All micrographs are displayed with the same magnification.
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Figure 7.8: Measured extinction-cross-section spectra of four different sets of SRR dimers for different separa-
tions. The symbols correspond to the experimental data. The solid curves are Lorentzian fits to the experimental
data. The different curves in each set are vertically displaced for clarity (see arrows). (a) Side-by-side configu-
ration, (b) on-top configuration, (c) gap-to-gap configuration, and (d) back-to-back configuration.
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oriented parallel to the axis of the SRR dimer resulting in longitudinal electric dipole-dipole
coupling. In contrast, the magnetic dipoles are oriented perpendicular to the SRR dimer axis,
meaning, the magnetic dipoles are coupled transversely. The longitudinal electric dipole-
dipole interaction tends to decrease the resonance frequency while the transverse magnetic
dipole-dipole interaction has the opposite effect. Thus, the red shift of the resonance suggests
that the interaction between the two SRRs is dominated by electric dipole-dipole coupling in
case of the side-by-side configuration. The decrease of the quality factor and the peak value
of the extinction cross-section is also consistent with the reasoning given above.
On-top configuration Next, we address the experiments for the on-top configuration.
The corresponding measured extinction-cross-section spectra for separations ranging from
d = 30 nm to d = 225 nm are depicted in Fig. 7.8(b). Here, the resonance frequency slightly
increases with decreasing separation. The observed spectral shift is comparable to the limits
set by the variation of fres due to fabrication tolerances. This small shift is also consistent
with the corresponding numerical calculations [see Fig. 7.9(b)]. Additionally, we find a sig-
nificant reduction of the quality factor and the peak value of the extinction cross-section,
respectively. For the smallest separation (d = 30 nm), the quality factor is Q = 7.4 and the
peak value of the extinction cross-section is Cext = 0.23 µm2. In terms of the dipole-dipole
interaction model, one expects a blue shift of the dimers’s coupled mode for the on-top con-
figuration since both the electric and the magnetic dipoles are coupled transversely. The
weakness of this effect can be traced back to the induction of a mirror electric dipole in the
bottom wire of the top SRR by the electric dipole of the bottom SRR. This induced electric
dipole counteracts the electric dipole in the top SRR excited by the incident plane wave. For
small separations, the magnitude of the spectral shift of the dimer’s resonance frequency with
respect to the reference is a measure for the coupling strength of the two SRRs. A comparison
of the results for the side-by-side configuration and the on-top configuration suggests that the
nearest neighbor interaction of equally oriented SRRs in dense square arrays is dominated
by the side-by side configuration rather than by the on-top configuration. This interpretation
is further supported by our numerical calculations [see Figs. 7.9(a) and (b)].
Gap-to-gap configuration The measured extinction-cross-section spectra for the gap-to-
gap configuration are shown in Fig. 7.8(c). Here, the reduction of the separation between
the two SRRs leads to a strong increase of the resonance frequency. At the same time, we
observe a continuous reduction of Q and Cext. For the smallest separation (d =35 nm), the
shift of the resonance frequency of the dimer’s coupled mode is 8% of fres of the reference.
The corresponding quality factor is Q = 7.3 and the corresponding peak value of the extinc-
tion cross-section is Cext = 0.27 µm2. In the gap-to-gap configuration, the two SRRs are
rotated against each other by 180◦ with respect to the interface normal. Again, the incident
light field can only couple to a symmetric mode of the dimer. Thus, the two electric dipoles
are excited in phase but the two magnetic dipoles are oscillating with a phase shift of π in
the gap-to-gap configuration. For transverse dipole-dipole coupling, the interaction of the
parallel oriented electric dipoles increases the resonance frequency while the interaction of
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the anti-parallel oriented magnetic dipoles tends to counteract this effect. Again, we find that
the interaction between the two SRRs is dominated by electric dipole-dipole coupling.
Back-to-back configuration Finally, we address the experiments for the back-to-back
configuration [see Fig. 7.8(d)]. For this configuration, the reduction of the separation be-
tween the two SRRs leads to a slight decrease of the resonance frequency which is compa-
rable to the corresponding spectral shift in the numerical calculations [see Fig. 7.9(d)]. At
the same time, we observe a continuous reduction of Q and Cext. For the smallest separation
(d = 45 nm), the quality factor is Q = 6.5 and the peak value of the extinction cross-section
is Cext = 0.25 µm2. Like in the previous case, all dipoles are transversely coupled with the
two electric dipoles excited in phase and the two magnetic dipoles oscillating with a π-phase
shift. However, in our model, the electric dipoles are further separated in the back-to-back
configuration than in the gap-to-gap configuration for the same value of d. In contrast, the
separation of the magnetic dipoles does not change. Hence, we expect that the relative im-
portance of the electric dipole-dipole interaction becomes weaker. The slight red shift of the
resonance even indicates that for the back-to-back configuration the magnetic dipole-dipole
coupling is more efficient than the electric dipole-dipole coupling.
Numerical results To support our interpretations, we have performed rigorous numerical
calculations based on an in-house DGTD code. The electric permittivity of gold is described
with the free-electron Drude model with plasma frequency ωpl = 2π × 2.193 × 1015 s−1
and collision frequency γ = 2π × 2.224 × 1013 s−1. In all our calculations, the SRRs are
characterized by the same set of geometrical parameters which has been derived from a
scanning-electron micrograph of a single SRR (see insets in Fig. 7.3).
The calculated extinction-cross-section spectra of the four configurations are depicted in
Fig. 7.9. Here, the separation matches the corresponding experiment (see Fig. 7.8) in each
case. The numerical calculations qualitatively and almost quantitatively reproduce all trends
observed in the corresponding experiments (compare Fig. 7.8 and Fig. 7.9). Additionally, we
have calculated extinction-cross-section spectra for separations exceeding the experimental
range. For separations comparable to or larger than the resonance wavelength, Cext and Q
exhibit an oscillatory behavior. Analogous effects have been observed for plasmonic dimers
[137, 138]. Furthermore, we find that the DGTD calculations confirm our prediction that
the scattering cross-section becomes more important at the expense of the absorption cross-
section for the SRR dimer for small separations as shown in Fig.7.10: in contrast to the
reference [dashed curves in Figs.7.10(a)-(d)], for which the absorption cross-section (red)
exceeds the scattering cross-section (blue), for all SRR dimer configurations (solid curves),
the scattering cross-section dominates.
7.3 Conclusion
In conclusion, we have measured the absolute extinction-cross-section spectra of individ-
ual magnetic SRRs of a specific design to be about one-seventh of the square of the reso-
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Figure 7.9: Calculated extinction-cross-section spectra of four different sets of SRR dimers. The geometries
and separations of the SRRs correspond to the experiments in Fig. 7.8. The different curves in each set are
vertically displaced for clarity (see arrows). (a) Side-by-side configuration, (b) on-top configuration, (c) gap-



















































Figure 7.10: Calculated absorption- (red) and scattering- (blue) cross-section spectra for the different SRR
dimers with the smallest separations (solid lines) compared to the reference (d = ∞, dashed lines). For each
configuration, the scattering cross-section wins at expense of the absorption cross-section when the inner-dimer
distance is reduced.
nance wavelength at λ = 1.4 µm using a modulation technique. For the investigated design,
theoretical analysis shows that the absorption cross-section and the scattering cross-section
contribute, respectively, one-third and two-thirds of that value. Theoretical analysis of the
experiments further reveals that the relative influence of the substrate (half-space geometry)
on the extinction cross-section of the metal nanoparticle at the interface can be as large as
30%.
Furthermore, we have experimentally and theoretically investigated the coupling mecha-
nisms of SRR dimers by means of their extinction-cross-section spectra. We find that the
dimer’s resonance frequency shifts with increasing SRR separation. The direction of this
shift depends on the orientation of the SRRs in the dimer. The measured (calculated) fre-
quency shift for the gap-to-gap configuration can be as large as 8% (10%) of the resonance
frequency of the corresponding single SRR. Even stronger effects are observed with respect
to the quality factor of the dimer’s coupled mode. Here, we find for the side-by-side config-
uration a maximum reduction of the quality factor of 37% (30%) compared to the quality
factor of a single SRR in our experiments (calculations). An intuitive dipole-dipole inter-
action model taking electric and magnetic dipoles into account, qualitatively explains the
frequency shifts. Our results imply that the in-plane interaction between SRRs strongly in-
fluences the optical properties of two dimensional metamaterial arrays.
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Chapter 8
Mapping particle plasmons of split-ring
resonators
Hitherto, most experimental studies on photonic metamaterials and on metallic nanoparticles
completely rely on far-field optical investigations [38,71,138]. Thus, for gaining information
about the occurring modes on length scales that correspond to the optical near fields, i.e., a
couple of nanometers, we have to apply numerical calculations. However, experimentally
obtained information about the electromagnetic near fields on length-scales well below the
operating wavelength of the nano-optical device can provide additional physical insights:
many optical phenomena and devices that are promising candidates for future applications
like surface enhanced Raman spectroscopy [150], biosensing [151], or the surface plasmon
amplification by stimulated emission of radiation (spaser) [152–154] require precise exper-
imental knowledge of the electromagnetic near-field distribution in order to improve their
characteristics and in order to understand the underlying physics.
Indeed, recently the amplitude- and phase-resolved near fields of SRR arrays have been
mapped with an apertureless scanning near-field microscope at a fixed wavelength of 2.65 µm
[155]. Here, we apply a different method to map the plasmonic modes of individual SRRs
with resonance frequencies in a different spectral range. We utilize, that not only light waves
but also fast electrons can be used for exciting optical modes. In this context, EELS has
proven to be the method of choice for probing the electromagnetic near fields in the opti-
cal spectral range [49, 106, 107]. In short (the full discussion can be found in section 5.4),
EELS utilizes a tightly focused (diameter of< 1 nm) electron beam, which is scanned over a
specimen. After interacting with the specimen, the electrons are energetically discriminated
by means of an electron spectrometer and an attached CCD camera. Finally, we obtain a
2D map that displays the spatially resolved electron-energy-loss probability for a specific
energy loss. In section 2.4 and Refs. [50,53,54], it has been shown that the electron-energy-
loss probability is related to the absolute electric field projected on the (z-) direction of the
electron beam. A detailed analysis reveals that the electron-energy-loss probability can be
interpreted as the projected electromagnetic local density of states [53].
In the case of quasi-planar metallic nanostructures like SRRs, for which the eigenmodes are
directly connected to lateral current and charge oscillations, we can explain the positions of
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magnetic mode first-order mode second-order mode third-order mode
(a) (b) (c) (d)
Figure 8.1: Eigenmodes of a straight antenna illustrated by the their currents (black arrows) and the corre-
sponding charge accumulations / depletions (red signs) in direct comparison to the eigenmodes of an SRR.(a)
Magnetic mode (the oscillating ring current leads to a magnetic dipole moment), (b) first-order mode, (c)
second-order mode, and (d) third-order mode. We expect high EELS signals at the antinodes of the corre-
sponding charge oscillations that are depicted as red signs in the SRR sketch.
high or low EELS signal in a more tangible way: at the antinodes of the charge distribution
(at these antinodes, charges accumulate and deplete), we clearly have a large z-component
of the electric field leading to high EELS signals.
In this chapter, we present our EELS experiments performed on SRRs made of silver. The
experiments have been conducted by our collaborators G. Boudarham, M. Kociak, and C.
Colliex in the group of O. Stéphan in Paris, France.
8.1 The split-ring resonator’s eigenmodes in the antenna
model
As already discussed in section 3.3 and in Refs. [38,69], SRRs can be viewed as tiny resonant
electromagnets that, if they are sufficiently small, exhibit their fundamental resonance in the
optical spectral range. An external light field oscillating at this resonance frequency can
induce a resonant ring current that generates a magnetic dipole moment. In an intuitive (but
clearly simplifying) model, the optical properties of SRRs can qualitatively be described as
LC-circuit composed of a coil with one winding and a capacitor. Referring to this context,
for the magnetic resonance, the term LC-resonance is frequently used.
In optical experiments [38], additional to the magnetic mode, higher-order modes of SRRs
have been observed. Unfortunately, the occurrence of these higher-order modes can not be
explained by the intuitiveLC-circuit model. Clearly, a quantitative description of the higher-
order modes requires the full microscopic numerical calculations. Alternatively, we describe
the SRR as a straight antenna whose ends are folded upwards as illustrated in Fig. 8.1. In this
model, the well-known eigenmodes of the straight antenna can be directly transferred to the
eigenmodes of the SRR. For the fundamental mode, the current distribution is sketched in
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Figure 8.2: (a) Electron micrograph of the investigated SRR. (b) Sketch of the specimen consisting of the SRR
(gray) on top of a 30 nm-thin Si3N4-membrane (blue). (c) Representative set of electron-energy-loss spectra
(vertically shifted for clarity) taken at different positions of the electron beam that are marked as capital letters,
which are directly related to the positions marked in (a).
Fig. 8.1(a). We observe two nodes in the current distribution at the two ends of the antenna
and the SRR (the current distribution in the SRR’s fundamental mode shows nicely the ring-
current aspect leading to the out-of-plane magnetic dipole moment). Translated to the charge
oscillations of this mode: at the nodes of the current distributions, we obtain antinodes in the
charge distribution and here we expect high EELS signals (depicted as red signs in Fig. 8.1).
At one end, charges will accumulate and clearly, at the other end, there will be a depletion of
charges – the mode is antisymmetric.
For the higher-order modes, the corresponding current and charge distributions exhibit more
nodes: one additional current node appears at the mirror axis of the antenna / SRR in the
first-order mode [see Fig. 8.1(b)]. Consequently, the first-order mode is symmetric.
The current distribution of the second-order mode exhibits two nodes inside the volume
of the antenna / SRR as illustrated in Fig. 8.1(c). For the SRR, the nodes are located at
the corners leading to charge accumulation / depletion. Hence, the second-order mode is
antisymmetric.
Finally, the third-order mode’s current distribution exhibits five nodes and according to the
above reasonings, the mode is symmetric. The corresponding charge distribution has five
sites of charge accumulation / depletion: one at each end, one at the symmetry axis and one
in the middle of each side wire.
8.2 Results and discussion
We have performed EELS on a silver SRR, which is placed on top of a thin Si3N4-membrane.
A corresponding electron micrograph is shown in Fig. 8.2(a). The SRR’s lateral dimensions
can be directly deduced from this micrograph, the thickness of the evaporated silver layer
is nominally 20 nm. As sketched in Fig. 8.2(b), the SRR is located on a 30 nm-thin Si3N4-
membrane, which is indicated by the thin blue layer with the gray SRR on top. Hence, the
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entire thickness of the specimen is 50 nm – thin enough for performing meaningful EELS
measurements. All details of the fabrication procedure are presented in section 4.1.6. Fig-
ure 8.2(c) depicts a representative set of electron-energy-loss spectra which are taken at dif-
ferent positions. They are indicated by the capital letters and can be directly compared to
the letters in Fig. 8.2(a). Here, we can identify a number of excitations (modes) that clearly
depend on the position of the electron beam. The data are obtained by the experimental setup
presented in section 5.4. As discussed in the same section, due to the overwhelming ZLP in
the spectral region of interest, we have to apply an elaborate numerical analysis in terms of
deconvolving the raw data by the RL algorithm. The depicted loss spectra are obtained after
50 iteration steps of the RL algorithm.
From the deconvolved raw data depicted in Fig. 8.2(c), we can identify six modes. Four of
them (spectrally located at ∆E = 0.89 eV, ∆E = 1.50 eV, ∆E = 1.63 eV, and ∆E =
2.25 eV) are uniquely related to eigenmodes of the SRR (see below). The other two modes
[at (i) ∆E = 3.13 eV and (ii) ∆E = 3.80 eV, respectively] originate (i) from the excita-
tion of surface plasmon polaritons at the silver-Si3N4 interface, the so-called interface mode
and (ii) from the excitation of the bulk plasmon, that is, the oscillation of all electrons of
the metal’s free-electron gas with respect to the positively charged ionic background [156].
These two modes do not show a noteworthy variation over the SRR.
For each mode, we gain a 2D map [see Figs. 8.3(a) - (d)] of the EELS signal by fitting a Gaus-
sian to the peaks that occur in the loss spectra. The amplitude of the fitted Gaussian is then
color-coded in the 2D map. For interpreting the mapped plasmonic eigenmodes of the SRR,
we recall that we expect the measured EELS signal to peak where the charge oscillations of
the eigenmodes have antinodes corresponding to the nodes of the current distributions. We
observe the lowest-energy mode at an energy loss of ∆E = 0.89 eV. The corresponding 2D
map [see second row of Fig. 8.3(a)] exhibits a peak at the tip of each side wire of the SRR.
Hence, we can identify this mode to be the magnetic mode of the SRR, for which we argued
above to be antisymmetric whereas the EELS-signal is symmetric.
Evidently, we can also identify the higher-order modes, namely the first-, second- and third-
order eigenmodes at ∆E = 1.50 eV, ∆E = 1.63 eV, and ∆E = 2.25 eV, respectively. The
corresponding 2D maps are shown in Figs. 8.3(b) - (d). The first-order mode at ∆E = 1.5 eV
is established by three EELS peaks, one rather diffuse peak located around the symmetry axis
of the SRR and again one (very localized) peak at each tip. As discussed, this mode is of
symmetric nature. For the second-order mode at ∆E = 1.63 eV [see Fig. 8.3(c)], we find
the four expected peaks in the EELS signal. Here, the peaks at the tips are rather weak in
comparison to the peaks at the corner of the SRR leading to a mode of antisymmetric nature.
Similarly, the 2D map of the third-order eigenmode at ∆E = 2.25 eV exhibits only three
distinct EELS peaks. Those expected peaks in the EELS signal at the tips are too weak to
be detected1. Nevertheless, we clearly recognize the main characteristics of the third-order
mode – the peak in the middle of each side wire and the peak at the symmetry axis.
1Preliminary numerical calculations (not shown here) affirmed that these two naively expected EELS peaks
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magnetic mode first-order mode second-order mode third-order mode
Figure 8.3: First row: current distribution of the SRR eigenmodes deduced from the antenna model (black
arrows). Additionally, the positions where we expect high EELS signals are indicated as red dots. Second row:
2D maps of the measured EELS signal at energy losses of ∆E = 0.89 eV, ∆E = 1.50 eV, ∆E = 1.63 eV,
and ∆E = 2.25 eV in (a), (b), (c), and (d), respectively.
8.3 Conclusion
For spatially mapping the plasmonic modes in individual SRRs, we used EELS – a technique
that has already proven its applicability to other plasmonic nanoparticles [49, 106, 107]. We
could identify four SRR eigenmodes: (i) the fundamental, so-called magnetic mode, (ii) the
first-order, so-called vertical-electric mode, (iii) the second-order, horizontal-electric mode,
and (iv) the third-order mode. Our results can be qualitatively understood in terms of an
intuitively antenna model. Still, corresponding rigorous numerical calculations are ongoing
in the group of F. J. G. de Abajo at the Instituto de Optica, CSIC in Madrid, Spain.
Our experiments can serve as the starting point for further investigations of this type on
plasmonic resonances which are important for planar metamaterials. For instance, the actual
near-field distributions are crucial for the occurrence of the spaser [153, 154]. Also, by this
technique it might be possible to uniquely distinguish between collective modes in planar
metamaterial arrays and modes that are an intrinsic property of the fundamental building
blocks [157].
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Chapter 9
Conclusions and outlook
In this thesis, we have investigated the nonlinear optical properties of planar metamaterial
arrays and the linear optical properties of individual “photonic atoms”; metallic nanostruc-
tures with extraordinary optical properties. In detail, we have studied the second- and third-
harmonic generation of arrays of complementary split-ring resonators (CSRRs). Our exper-
iments in combination with corresponding microscopic numerical calculations contribute to
the identification of the dominant nonlinear source terms in metallic nanostructures. In the
second part of this work, we have investigated the linear optical properties of isolated split-
ring resonators (SRRs) as well as the interaction effects in pairs of SRRs by means of their
absolute extinction-cross-section spectra. Our results provide both quantitative knowledge
about the optical properties of isolated SRRs and insight to lateral coupling mechanisms of
SRRs. The coupling mechanisms observed influence the optical properties of SRR arrays
which are widely used as magnetic metamaterials. Furthermore, we have used the supe-
rior resolution capabilities of a scanning-transmission-electron microscope for mapping the
SRR’s particle plasmons by means of electron-energy-loss spectroscopy (EELS).
For the fabrication of the metallic nanostructures, we have used state-of-the-art electron-
beam lithography resulting in a polymer template textured at the nanometer scale. The tem-
plates have been metalized by evaporating thin layers of gold or silver. After a subsequent
lift-off procedure, we have obtained high-quality metallic nanostructures with sub-20 nm-
feature sizes. Within this work, we have modified the standard fabrication technology to
enable the fabrication of photonic atoms on ultra-thin (30 nm) substrates which are required
for meaningful EELS measurements.
First nonlinear optical experiments by means of second- and third-harmonic generation
(SHG and THG, respectively) on planar SRR arrays were carried out by M. W. Klein et al.
in Refs. [16–18]. The SHG results on SRRs could qualitatively be explained by considering
only the magnetic part of the Lorentz force density as the primary SHG source term within
the hydro-dynamic approach. The relative SHG strength was also correlated with the occur-
rence of an out-of-plane magnetic dipole moment. All investigated metallic nanostructures
in Ref. [17] seemed to enforce this interpretation.
In this work, we have attempted to test the interpretation by investigating the nonlinear op-
tical properties of metallic nanostructures that have different linear optical properties, espe-
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cially different electric and magnetic near-field distributions but the same symmetry which is
an important aspect in nonlinear optics. These conditions are fulfilled by CSRRs which es-
sentially are U-shaped holes in a thin metallic film. The linear optical properties of SRRs and
CSRRs are related through the generalized Babinet principle [2, 129, 130]. In short, trans-
mittance and reflectance change role when the exciting polarization is rotated by 90 degrees.
Our experiments revealed that the SHG intensity from resonantly excited CSRR arrays is
80% of the SHG intensity from resonantly excited planar SRR arrays. In contrast to SRR
arrays, according to Babinet’s principle, there is no out-of-plane magnetic dipole moment for
CSRR arrays which exhibit an SHG intensity of similar strength. Our experimental results
lead us to conclude that there is generally no correlation between SHG efficiency and the
out-of-plane magnetic dipole moment. This correlation exists for all of the previous experi-
ments [16–18], yet it is wrong in general.
Corresponding microscopic numerical calculations based on the hydro-dynamic model could
not only qualitatively but also quantitatively reproduce our experimentally determined SHG
conversion efficiencies. The good agreement between experiment and theory has encouraged
us to determine the dominant SHG source terms of SRRs (CSRRs) with the help of artifi-
cially switching on and off the different SHG source terms in the numerical calculations.
We find that the so-called convective term accounts for about 68% (81%) of the SHG source
current density. The corresponding source term based on the magnetic part of the Lorentz
force [16] shows a similar qualitative behavior but accounts for only about 2% (2%) of the
overall SHG source current density.
Regarding possible applications, the CSRRs are advantageous in that they reveal a transmit-
tance maximum at the fundamental resonance rather than a minimum for the SRRs. This
larger transmittance potentially allows for stacking several layers along the propagation di-
rection of light [134], thereby enhancing the SHG conversion efficiency.
Still, the question which nonlinear source term in metallic nanostructures dominates is under
controversial debate [47, 132, 133]. Thus, further experiments are required. For instance,
continuously changing the wavelength of the excitation would deliver spectroscopic data
that can be compared to theory. Another important experiment to tackle this question is the
investigation of the nonlinear optical properties of single metallic nanostructures. In this ex-
periment, the exact geometry of the nanostructure can be measured (for instance by atomic
force microscopy) and can be fed into the numerical simulations. Thus, such an experi-
ment would allow for excluding SHG from artifacts like the so-called lightning-rod effect.
Also, for single nanostructures the SHG radiation pattern can be measured by imaging the
Fourier plane of a high-numerical-aperture objective lens onto a CCD camera. This experi-
ment would provide further information about possible higher-order-multipole contributions
to the SHG radiation pattern that can be compared to theoretical approaches.
In our experiments on linear optical properties of individual photonic atoms, we have
investigated individual SRRs and the interaction effects in pairs of SRRs. As already pointed
out, the optical properties of metamaterials are mainly determined by the properties of their
individual building blocks. Still, interaction effects between these individual building blocks
are known to play a crucial role [78, 135, 136]. Thus, in order to learn about their individ-
ual properties, it is clearly favorable to investigate the optical properties of isolated photonic
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atoms instead of arrays of photonic atoms. In a periodic arrangement, effects like far-field
and near-field coupling can alter their individual optical properties and even dominate the
overall optical properties of the metamaterial [137–139].
We have conducted the measurements with a sophisticated spatial modulation technique that
allows for determining the absolute extinction-cross-section spectrum. Other common spec-
troscopy methods like dark-field and attenuated-total-internal-reflection spectroscopy pro-
vide, besides the resonance wavelength and the resonance width, only qualitative informa-
tion about the scattering strength of the investigated individual nanoparticle.
First, we have studied the linear optical properties of individual SRRs. Their absolute extinc-
tion cross-section in the magnetic resonance is about a factor of eight larger than the actual
geometrical area covered by the SRR and about one-seventh of the square of the resonance
wavelength at λ = 1.4 µm. We could explain the excess of the extinction cross-section with
respect to the geometrical area by modeling the SRR as an LC-circuit and calculating its
extinction cross-section. Additionally, our experimental results are in very good agreement
with microscopic numerical calculations. Within these calculations, it has been possible
to determine the absorption and scattering cross-sections which are not experimentally ac-
cessible. The theoretical analysis shows that the absorption cross-section and the scattering
cross-section contribute one-third and two-thirds of the extinction cross-section, respectively.
Theoretical analysis of the experiments further reveals that the extinction cross-section of an
SRR placed in a homogeneous medium can be 30% larger than in half-space geometry re-
quired in our experimental setup.
The large extinction cross-section of isolated SRRs is a strong hint that coupling of SRRs in
planar arrays changes their optical properties. For a deeper understanding, we have experi-
mentally and theoretically investigated the coupling mechanisms in planar pairs of SRRs by
means of their extinction-cross-section spectra. In analogy to pairs of atoms, we call them
SRR dimers. We have found that the dimer’s resonance frequency shifts with increasing SRR
separation. The direction of this shift depends on the orientation of the SRRs in the dimer.
The measured (calculated) frequency shift can be as large as 8% (10%) of the resonance
frequency of the corresponding single SRR. Even stronger effects have been observed with
respect to the quality factor of the dimer’s coupled mode. We have also found a maximum re-
duction of the quality factor of 37% (30%) compared to the quality factor of a single SRR in
our experiments (calculations). An intuitive dipole-dipole interaction model taking electric
and magnetic dipoles into account, qualitatively explains the frequency shifts. Our results
confirm that the in-plane interaction between SRRs strongly influences the optical properties
of two-dimensional metamaterial arrays.
A major step in the investigation of isolated metallic nanoparticles would be the experi-
mental determination of the scattering cross-section, which is not accessible by our cur-
rent setup. Precisely, measuring the scattering cross-section for dipole-dominated scattering
can be translated into the experimental determination of the absolute value of the vector-
scattering amplitude – the current experiment only provides the real part. However, one
could utilize the Gouy phase to introduce a phase shift between the scattered and the incident
electric field by axially shifting the scatterer. The signal acquired at different axial positions
of the scatterer provides quantitative knowledge of the imaginary part of the vector-scattering
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amplitude. Another attempt to introduce such a phase shift is to use an interferometer-based
setup.
Clearly, there is almost an infinite number of systems that can be investigated by the spatial
modulation technique. For instance, the transition from an isolated photonic atom to an ar-
ray of photonic atoms can be studied. Another possibility is to search for Fano resonances
in coupled metallic nanostructures [158, 159]. Here, both nanostructures have the same res-
onance frequency but different damping. Thus, asymmetric resonances in the extinction-
cross-section spectra accompanied by spectral regions of relatively small extinction cross-
section will occur. In this case also, the determination and comparison of both the absolute
extinction and scattering cross-section would be very interesting.
Hitherto, most experiments on photonic metamaterials and photonic atoms have been
done by means of far-field optical measurements. However, it is equally interesting to inves-
tigate their optical near fields which otherwise are only accessible via numerical calculations.
For spatially mapping the plasmonic modes in individual SRRs, we have used EELS, a tech-
nique that has already proven its applicability to mapping plasmonic modes in other metallic
nanoparticles [49, 106, 107]. In our experiments, we have mapped four eigenmodes of the
studied SRR for the first time: (i) the fundamental, so-called magnetic mode, (ii) the first-
order, vertical-electric mode, (iii) the second-order, horizontal-electric mode, and (iv) the
third-order mode. The recorded maps and the identification of the modes could be qualita-
tively explained in terms of an intuitive antenna model.
Our experiments can serve as the starting point for further investigations of this type on
plasmonic resonances that are important for planar metamaterials. For instance, the actual
near-field distribution are crucial for the occurrence of the spaser [153, 154]. Also, by this
technique it is possible to uniquely distinguish between collective modes in planar metama-
terial arrays and modes that are an intrinsic property of the fundamental building blocks. In
combination with cathodoluminescence, the identification of dark, i.e., non-radiating modes
should be possible [157]. These experiments, and by additionally investigating the optical
far-field properties with our sophisticated modulation technique, might serve as additional
input to the exact interpretation of the connection between the EELS signal and the electro-
magnetic local density of states [53, 54].
Appendix A
Derivation of the Optical Theorem
We recall, that for deriving the Optical Theorem [Eq. (2.30)], we discuss an incident plane
wave with an electric field Ei impinging onto a small particle that absorbs parts of the inci-
dent power; the rest is scattered. In the far field, the scattered wave is a spherical wave with
the electric field Es =
exp(ikr)
−ikr X(θ, φ)Ei. Here, X(θ, φ) is the vector scattering amplitude.
The extinguished power reads
Pext = Pscat + Pabs =
∫
A
(Sscat − Stot) · urdA, (A.1)
where S = 1
2
Re (E ×H∗) is the Poynting vector, A denotes a closed surface around the
small particle, and ur is the unit vector in r-direction. Again, the magnetic field can be
retrieved from the electric field by the relation H = k
µ0ω
uk ×E, where uk is the unit vector
in the direction of the wave vector k.
Thus,








[Es × (uz ×E∗i ) +Ei × (ur ×E∗s )]
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. (A.2)










Re [Es × (uz ×E∗i ) +Ei × (ur ×E∗s )] · urdA. (A.3)
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With z = r cos θ and dA = −r2d cos θdϕ, it becomes obvious that we have integrals of the
form
∫ 1


































− exp (−ikr) [ux ·X(θ = 0)]−





exp (ikr) [ux ·X(θ = 0)]−










−2Re [ux ·X(θ = 0)] +
2iIm {exp (−2ikr) [ux ·X∗(θ = π)]} dϕ
}
. (A.8)
Clearly, the integration over ϕ yields a factor 2π. Then Eq. (A.8) directly leads to the Optical










ux ·X(θ = 0)
]
. (A.9)
In words: the power that is extinguished from the incident beam equals the real part of the
projected vector scattering amplitude, evaluated in forward direction. From here, we can







Re [ux ·X(θ = 0)] . (A.10)
Appendix B
Analysis of the spatial modulation
experiment – step by step
In this appendix, we explicitly derive Eqs. (5.9) and (5.13). Both equations are essential
for analyzing the experimental data that we obtain from the spatial modulation set-up (see
section 5.3). Equation (5.9) describes the connection between the measured relative signal
drop ∆P/P0 and the absolute value of the extinction cross-section. Equation (5.13) describes
the signal drop, when the small particle is placed off-axis but still in the focal plane of a
Gaussian beam.
B.1 A small particle in a Gaussian focus
As in the discussion in section 5.3, we first aim for the power P0 that reaches the detector
when illuminated by a Gaussian beam, with the beam waist radiusw0, Rayleigh length zR and
maximum electric field strength E0. In the far field where ρ/z ≈ θ (here ρ =
√
x2 + y2),
we can write the electric field distribution of the Gaussian beam in spherical coordinates.
Additionally, we assume a small numerical aperture NAB of the Gaussian beam, leading to
w0/zR ≈ NAB and z ≈ r (here r denotes the distance from the focus). Herewith, we find
for the electric field distribution in the far field










exp (ikr) . (B.1)
Here, uxz with uxz ·ur = uxz ·uy = 0 denotes the direction of the electric field vector when
the field in the focal plane is x-polarized.
For calculating the power that impinges onto the detector, we need to integrate the Poynting











Re (Ei ×H∗i ) · ur. (B.2)
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[uxz × (ur × uxz)] · ur. (B.3)
Applying the Jacobi identity to the vector product leads to two terms of which only one term
is non zero, namely the one proportional to ur. Performing the integration over dϕ generates
















We assume that the exponential term decays much faster than sin θ varies, thus we can set
















With the substitution x = 2 θ
2
NAB
2 , the integral is easy to solve and finally we obtain the power








In our experimental set-up, we move a scattering particle periodically in and out of the focus.
The measured quantity is the signal drop ∆P = P0 − Ppart that occurs when the particle is
moved into the focus. The electric field that reaches the detector is then (Ei +Es). Thus,






















The first term is just the incident power P0 and the last term is much smaller than all the
others since the scattered fields are much smaller than the incident fields. Then we obtain as
signal drop






Re (Ei ×H∗s +Es ×H∗i ) · ur. (B.8)
The incident electric and magnetic fields are given above, whereas the scattered electric and
magnetic fields are given by Eq. (2.22). Precisely, we obtain
Es = E0X(θ, ϕ)
exp(ikr)
−ikr and Hs = E0
exp(ikr)
−ikr [ur ×X(θ, ϕ)] . (B.9)
Here, X(θ, ϕ) is the vector-scattering amplitude as introduced in section 2.1.5. Next, we
evaluate the two terms of Eq. (B.8).
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(i)
























[X∗(θ, ϕ) · uxz]ur. (B.10)
Here, we applied the Jacobi identity and used uxz · ur = 0.
(ii) Analogous, we obtain











[X(θ, ϕ) · uxz]ur. (B.11)
































For dipole scattering, we can assume that the vector-scattering amplitude varies weakly with
θ and ϕwithin the numerical aperture NAD of the detector system. Thus, Re(X(θ, ϕ)·uxz)≈
Re(X(θ = 0)·ux), where X(θ = 0) denotes the vector-scattering amplitude in forward di-
rection. This enables us to take Re (X(θ = 0) · ux) out of the integral and the integration

















































Re [X(θ = 0) · ux] , (B.15)













This is the very important result that connects the measured data with the absolute value of
the extinction cross-section.
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B.2 A small particle outside a Gaussian focus
In this section, we derive the signal that we obtain when the particle is in the focal plane but
not in the focus. The particle’s position is given by (R, z = 0).
The signal drop is again given by Eq. (B.8). Similar to the preceding section, we will an-
















exp (−ikR sin θ cosϕ)
︸ ︷︷ ︸
(b)









: the exciting field is smaller off-axis than on-axis.
(b) exp (−ikR sin θ cosϕ): an interference term that is caused through different path
lengths.
(ii) Analogously, the second term finally reads







exp (ikR sin θ cosϕ)[X(θ, ϕ) · uxz]ur.
(B.18)















Re {exp (ikR sin θ cosϕ) [X(θ, ϕ) · uxz]}dΩ. (B.19)
Further evaluation of Eq. (B.19) requires some approximations:
• Similar to the reasoning above, we assume that the exponential function decays much
faster than sin θ varies. Thus, only small values of θ contribute to the integral. This
approximation allows for the following simplification
exp (ikR sin θ cosϕ) = cos (kR sin θ cosϕ) + i sin (kR sin θ cosϕ)
≈ cos (kRθ cosϕ) + i sin (kRθ cosϕ)
≈ cos (kRθ cosϕ) .
• As above, we assume that X(θ, ϕ) does not vary much within the numerical aperture
of the detector system. Thus, we can set
X(θ, ϕ) · uxz ≈ X(θ = 0) · ux.
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cos (kRθ cosϕ) dϕ. (B.20)
Utilizing Eq. (B.14), we obtain













cos (kRθ cosϕ) dϕ, (B.21)
where ∆P = ∆P (R = 0). We can rewrite Eq. (B.21) by using the Bessel functions of first






cos (x sin τ) dτ . (B.22)
In order to reformulate the Bessel function such that we can put it into Eq. (B.21), we have
to perform the substitution τ ′ = τ + π/2 (dτ = dτ ′). The integration boundaries can remain
unchanged since integrating cos(x cos τ ′) from 0 to π is equivalent to the integrating it from






cos (kRθ cosϕ) dϕ. (B.23)
In Eq. (B.21), we furthermore substitute θ/NAB = α and dθ = NABdα. Thus, the signal
drop explicitly reads



























Now, by substituting β = α2 and by taking the sum out of the integral, we obtain























where x is an auxiliary variable.
We obtain the final equation that models the signal drop when the small particle is outside










∆P = m21(R)∆P. (B.27)
Finally, we can state that the decay of the signal drop will be Gaussian when the particle is
placed off-axis but still within the focal plane.
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for many discussions, and for their warm welcome at their laboratories in Paris. Especially,
I would like to thank Mathieu for patiently answering many e-mails from me, the optics guy.
Thanks to the diploma students I had the pleasure to work with and to learn from (in order
of appearance): Mathias Ruther, Nina Meinzer, Martin Husnik, and Fabian Niesler.
Next, I would like to thank all members of the Wegener group for their support and stimu-
lating and helpful discussion. Especially, I would like to mention Andreas Frölich and Dr.
Matthias W. Klein: Andreas was partner in many fruitful discussions about the theoretical
131
132 Acknowledgments
background of electron-energy-loss spectroscopy. Matthias introduced me to the nonlinear
optics on metamaterial arrays and gave invaluable input to the interpretation of the spatial-
modulation spectroscopy.
I am indebted to all proof readers of this thesis for their supporting comments and many hints
which improved the readability.
I would like to thank the workshops of the Institute of Applied Physics for their contribu-
tions without which this thesis would not have been possible. Especially thank goes to our
former technician Thorsten Kuhn with whom I could discuss the feasibility of many experi-
mental details – he deceased last year. Also the electronics workshop with Heinz Hoffmann,
Helmuth Lay, and Werner Gilde has contributed by supplying parts for the experiments and
taking care of our computing facilities. Furthermore, the secretary of the Institute of Applied
Physics headed by Renate Helfen and the the secretary of the Institute of Nanotechnology,
Erika Schütze, have assured that the administrative paper work has been well taken care of.
The very last sentence is dedicated to my girl-friend Sabine, my family and friends, who
did not contribute to the scientific part but even more important they gave loving support
regarding all aspects of life.
