In this article we treat two closely related problems: 1) the upper semi continuity property for Almgren minimal sets in regions with regular boundary, which guanrantees that the uniqueness property is well defined; and 2) the Almgren (resp. topological) uniqueness property for all the 2-dimensional Almgren (resp. topological) minimal cones in R 3 .
Introduction
The notion of minimal sets (in the sense of Almgren [2] , Reifenberg [22] . See David [5] , Liang [14] , etc..for other variants) is a way to try to solve Plateau's problem in the setting of sets. Plateau's problem, as one of the main interests in geometric measure theory, aims at understanding the existence, regularity and local structure of physical objects that minimize the area while spanning a given boundary, such as soap films. The result of this article is closely linked to two important aspects of this problem: the local behavior, and the local uniqueness of solutions.
It is known (cf. Almgren [2] , David & Semmes [7] ) that a d-dimensional minimal set E admits a unique tangent plane at almost every point x. In this case the local structure around such a point is very clear: the set E is locally a minimal surface (and hence a real analytic surface) around the point, due to the famous regularity result of Allard [1] .
So we are mostly interested in what happens around points that admit no tangent plane, namely, the singular points.
In [5] , David proved that the blow-up limits ("tangent objects") of d-dimensional minimal sets at a point are d-dimensional minimal cones (minimal sets that are cones in the means time). Blow-up limits of a set at a point reflect the asymptotic behavior of the set at infinitesimal scales around this point. As consequence, a first step to study local structures of minimal sets, is to classify all possible types of singularities-that is to say, minimal cones.
Local behavior, and classification of singularities
The plan for the list of d-dimensional minimal cones in R n is very far from clear. Even for d = 2, we know very little, except for the case in R 3 , where Jean Taylor [23] gave a complete classification in 1976, and the list is in fact already known a century ago in other circumstances (see [11] and [10] ).
They are, modulo isomorphism: a plane, a Y set (the union of three half planes that meet along a straight line where they make angles of 120
• ), and a T set (the cone over the 1-skeleton of a regular tetrahedron centred at the origin). See the pictures below. a Y set a T set Based on the above, a natural way to find new types of singularities, is by taking unions and products of known minimal cones.
For unions: The minimality of the union of two orthogonal minimal sets of dimension d can be obtained easily from a well known geometric lemma (cf. for example Lemma 5.2 of [20] ). Thus one suspects that if the angle between two minimal sets is not far from orthogonal, the union of them might also be minimal.
In case of planes, the author proved in [13] and [16] , that the almost orthogonal union of several d-dimensional planes is Almgren and topological minimal. When the number of planes is two, this is part of Morgan's conjecture in [21] on the angle condition under which a union of two planes is minimal.
As for minimal cones other than unions of planes, since they are all with non isolated singularities (after the structure Theorem 2.22), the situation is much more complicated, as briefly stated in the introduction of [18] . Up to now we are able to treat a big part of 2 dimensional cases: in [18] we prove that the almost orthogonal union of several 2-dimensional minimal cones in (in any ambient dimension) are minimal, provided that they are all measure and sliding stable, and satisfy some uniqueness condition. (The theorem is stated separately in the Almgren case and topological case in [18] .) Moreover, this union stays measure and sliding stable, and satisfies the same uniqueness condition. This enables us to continue obtaining infinitely many new families of minimal cones by taking a finite number of iterations of almost orthogonal unions.
The result makes good sense, because almost all known 2-dimensional minimal cones satisfy all the above conditions. The proof of this will be contained in the following papers :
In this article we prove that all 2-dimensional minimal cones in R 3 are topological and Almgren unique (Theorems 5.1, 5.2 and 5.6).
Then in [17] we prove that all 2-dimensional minimal cones in R n are measure stable, and all 2-dimensional minimal cones in R 3 satisfy the sliding stability. 2-dimensional minimal cones in R 3 are still sliding stable.
By Theorem 10.1 and Remark 10.5 of [18] , the almost orthogonal unions of several planes in R n are also topological sliding and Almgren sliding stable.
The only known 2-dimensional minimal cone other than the aboves, is the set Y × Y , the product of two 1-dimensional Y sets. The proof of its sliding stability and uniqueness are much more involved, so that we will treat it in a separate paper [19] .
As a small remark, compare to the unions, the case of product is much more mysterious. It is not known in general whether the product of two non trivial minimal cones stays minimal. We even do not know whether the product of a minimal cone with a line stays minimal. Moreover, if we consider the product of two concrete minimal cones (other than planes) one by one, up to now the only known result is the minimality of the product of two 1-dimensional Y sets (cf. [15] ). Among all singular minimal cones, 1-dimensional Y sets are of simplest structure, but still, the proof of the minimality of their product is surprisingly hard.
About uniqueness of solutions
Another natural question about Plateau's problem is the uniqueness of solutions.
It is well known that solutions for Plateau's problem are in general not unique, even in codimension 1. A simplest example is the following: given two parallel circles in R 3 , we can have three types of different solutions : the union of two disks, the part of catenoid, and the third type-a "catenoid" with a central disk. See the picture below. They admit different topologies, and they all exist in soap film experiments.
a catenoid a catenoid with a central disk
On the other hand, we know that around a regular point x of a minimal set, the solution is locally unique, because the soap film is locally a minimal graph on a convex part of the tangent plane at x, and the uniqueness comes from calibrations for minimal graphs.
The advantage of considering local uniqueness is that we do not have to worry about topology.
One can then ask whether this local uniqueness also holds for singular points. Since blow-up limits at singular points are minimal cones, a first step is to study whether each minimal cone is the unique solution, at least under a given topology.
Due to the lack of information on the structure for minimal cones of dimension greater or equal to 3, we are kind of still far from a general conclusion. However, from the very little information we get, we can still give a positive answer for almost all known 2-dimensional minimal cones. See the account in the last subsection.
Upper-semi-continuity, and the organization of the paper
Besides the main results about uniqueness, an indispensible intermediate step in the discuss for the uniqueness property is the upper-semi-continuity property for minimal sets with reasonable boundary regularity (Theorem 4.1). It consists of saying that in many cases, when its boundary is not boo wild, a minimal set minimizes also the measure in the class of limits of deformations, which is much larger than the class of deformations. This property is helpful in various circumstances: when we have to carry on arguments using Hausdorff limits and some properties do not pass to the limit, the upper semi continuity can serve as a link. As an example, it plays a very important role throughout [18] .
The organization of the rest of the article is the following:
In Section 2 we introduce basic definitions and preliminaries for minimal sets, and properties for 2-dimensional minimal cones.
The definitions of uniqueness and some related useful properties are proved in Seciton 3.
In section 4 we prove the upper-semi continuity property for minimal sets with relatively regular boundaries (Theorem 4.1). This theorem guarantees in particular that the definition of uniqueness makes good sense for minimal cones, and many other minimal sets. It is also useful in many other circumstances, see [18] for example.
We prove topological and Almgren uniqueness for each 2-dimensional minimal cones in R 3 in Section 5. B(x, r) is the closed ball with radius r and center x;
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two sets E and F .
For any subset K ⊂ R n , the local Hausdorff distance in K d K between two sets E, F is defined as
For any open subset U ⊂ R n , let {E n } n , F be closed sets in U , we say that F is the Hausdorff limit of {E n } n , if for any compact subset K ⊂ U , lim n d K (E n , F ) = 0; d x,r : the relative distance with respect to the ball B(x, r), is defined by
For any (affine) subspace Q of R n , and x ∈ Q, r > 0, B Q (x, r) stands for B(x, r) ∩ Q, the open ball in Q.
For any subset E of R n and any r > 0, we call B(E, r) := {x ∈ R n : dist(x, E) < r} the r neighborhood of E.
If E is a d-rectifiable set, denote by T x E the tangent plane (if it exists and is unique) of E at x.
Basic definitions and notations about minimal sets
In the next definitions, fix integers 0 < d < n. We first give a general definition for minimal sets.
Briefly, a minimal set is a closed set which minimizes the Hausdorff measure among a certain class of competitors. Different choices of classes of competitors give different kinds of minimal sets.
Definition 2.1 (Minimal sets). Let 0 < d < n be integers. Let U ⊂ R n be an open set. A relative closed set E ⊂ U is said to be minimal of dimension d in U with respect to the competitor class F (which contains E) if
for any competitor F ∈ F .
Definition 2.2 (Almgren competitor (Al competitor for short)). Let E be relatively closed in an open subset U of R n . An Almgren competitor for E is an relatively closed set F ⊂ U that can be written
is a family of continuous mappings such that
and if we set W t = {x ∈ U ; ϕ t (x) = x} and
Such a ϕ 1 is called a deformation in U , and F is also called a deformation of E in U .
For future convenience, we also have the following more general definition:
n be an open set, and let E ⊂ R n be a closed set (not necessarily contained in U ). We say that E is minimal in
We denote by F(E, U ) the class of all deformations of E in U . In the article, we need to use Hausdorff limits in F(E, U ). However, if we regard elements of F(E, U ) as sets in R n , and take the Hausdorff limit, the limit may have positive measure on ∂U \E. In other words, sets in F(E, U ) may converge to the boundary. We do not like this. Hence we let F(E, U ) be the class of Hausdorff limits of sequnces in F(E, U ) that do not converge to the boundary. That is: we set
for all compact set K ⊂ R n , (2.1) holds for F , and
It is easy to see that both classes are stable with respect to Lipschitz deformations in U . Almgren-minimal set E in U is a minimal set defined in Definition 2.1 while taking the competitor class F to be the class of all Almgren competitors for E.
For the need of our future argument, we also have the following definition:
Definition 2.6 (Topological competitors). Let G be an abelian group. Let E be a closed set in an
When G = Z, we usually omit Z, and say directly topological competitor.
And Definition 2.1 gives the definition of G-topological minimizers in a domain U when we take the competitor class to be the class of G-topological competitors of E.
The simplest example of a G-topological minimal set is a d−dimensional plane in R n .
Proposition 2.7 (cf. [14] Proposition 3.7 and Corollary 3.17). 1
• Let E ⊂ R n be closed. Then for any d < n, and any convex set B, B such thatB ⊂ B • , every Almgren competitor of E in B is a
Proposition 2.8 (Topological competitors pass to the limit). Let E be a closed set in an open domain U of R n , and let B be a convex set such thatB ⊂ U . If {F n } is a sequence of d-G-topological competitors of E in B , and F n converge to F in Hausdorff distance, then for any convex set B such
Proof. Let us verify the two conditions in Definition 2.6.
Since F j converge to F , and F j \B = E\B , hence F \B = E\B . SinceB ⊂ B, we know that 1)
holds;
Now take any n−d−1-sphere S ⊂ U \(B∪E) that represents a non-zero element in H n−d−1 (U \E; G).
Since B ⊂ B, we know that S ⊂ U \(B ∪ E). We know that each F j is a d-G-topological competitor for E in B, hence S also represents a non-zero element in
For 2), suppose it does not holds. That is, S represents a zero element in H n−d−1 (U \F ; G). As a result, there exists a singular n − d chain σ in U \F , such that ∂σ = S. Then the support |σ| of σ is compact in U \F . Since U \F is open, there exists > 0 such that the -neighborhood B(|σ, ) ⊂ U \F .
As a result, since F j → F , we know that for j large enough, F j ∩ |σ| = ∅. Hence σ is also a simplicial chain in U \F j for j large. Then ∂σ = S implies that S represents a zero element in
for j large. This contradicts the fact that S represents a non-zero element in
Hence 2) holds. 2 Definition 2.9 (reduced set). Let U ⊂ R n be an open set. For every closed subset E of U , denote by
It is easy to see that
In fact we can cover E\E * by countably many balls B j such that
Remark 2.10. It is not hard to see that if E is Almgren minimal (resp. G-topological minimal), then E * is also Almgren minimal (resp. G-topological minimal). As a result it is enough to study reduced minimal sets. An advantage of reduced minimal sets is, they are locally Ahlfors regular (cf. Proposition 4.1 in [7] ). Hence any approximate tangent plane of them is a true tangent plane. Since minimal sets are rectifiable (cf. [7] Theorem 2.11 for example), reduced minimal sets admit true tangent d-planes almost everywhere.
If we regard two sets to be equivalent if they are equal modulo H d -null sets, then a reduced set is always considered to be a good (in the sense of regularity) represent of its equivalent class.
In the rest of the article, we only consider reduced sets. 
Regularity results for minimal sets
We now begin to give regularity results for minimal sets. They are in fact regularity results for Almgren minimal sets, but they also hold for all G-topological minimizers, after Proposition 2.7. By Remark 2.10, from now on all minimal sets are supposed to be reduced.
Definition 2.12 (blow-up limit). Let U ⊂ R n be an open set, let E be a relatively closed set in U , and let x ∈ E. Denote by E(r, x) = r −1 (E − x). A set C is said to be a blow-up limit of E at x if there exists a sequence of numbers r n , with lim n→∞ r n = 0, such that the sequence of sets E(r n , x)
converges to C for the local Hausdorff distance in any compact set of R n .
Remark 2.13. 1
• A set E might have more than one blow-up limit at a point x. However it is not known yet whether this can happen to minimal sets.
When a set E admits a unique blow-up limit at a point x ∈ E, denote this blow-up limit by C x E.
2
• Let Q ⊂ R n be any subpace, denote by π Q the orthogonal projection from R n to Q. Then it is easy to see that if E ⊂ R n , x ∈ E, and C is any blow-up limit of E at x, then π Q (C) is contained in
Proposition 2.14 (c.f.
[5] Proposition 7.31). Let E be a reduced Almgren minimal set in an open set U of R n , and let x ∈ E. Then every blow-up limit of E at x is a reduced Almgren minimal cone F centred at the origin, and
An Almgren minimal cone is just a cone which is also Almgren minimal. We will call them minimal cones throughout this paper, since we will not talk about any other type of minimal cones. 
• After the above proposition, the set Θ(n, d) of all possible densities for points in a d-dimension minimal set in R n coincides with the set of all possible densities for d-dimensional minimal cones in
this is a very small set. For example, we know that π is the density for a plane, 3 2 π is the density for a Y set, and for any n, and any other type of 2-dimensional minimal cone in R n , its density should be no less than some 
4
• For future convenience, we also give the following notation: let U ⊂ R n be a convex domain containing the origin. A set C ⊂ U is called a cone in U , if it is the intersection of a cone with U .
We now state some regularity results on 2-dimensional Almgren minimal sets.
Definition 2.16 (bi-Hölder ball for closed sets)
. Let E be a closed set of Hausdorff dimension 2 in R n .
We say that B(0, 1) is a bi-Hölder ball for E, with constant τ ∈ (0, 1), if we can find a 2-dimensional minimal cone Z in R n centered at 0, and f : B(0, 2) → R n with the following properties:
We also say that B(0,1) is of type Z for E.
We say that B(x, r) is a bi-Hölder ball for E of type Z (with the same parameters) when B(0, 1)
is a bi-Hölder ball of type Z for r −1 (E − x). U be an open set in R n and E a reduced Almgren minimal set in U . Then for each x 0 ∈ E and every choice of τ ∈ (0, 1), there is an r 0 > 0 and a minimal cone Z such that B(x 0 , r 0 ) is a bi-Hölder ball of type Z for E, with constant τ . Moreover, Z is a blow-up limit of E at x.
Definition 2.18 (point of type Z). 1 • In the above theorem, we say that x 0 is a point of type Z (or Z point for short) of the minimal set E. The set of all points of type Z in E is denoted by E Z .
2
• In particular, we denote by E P the set of regular points of E and E Y the set of Y points of E.
Any 2-dimensional minimal cone other than planes and Y sets are called T type cone, and any point which admits a T type cone as a blow-up is called a T type point. Set E T = E\(E Y ∪ E P ) the set of all T type points of E. Set E S := E\E P the set of all singular points in E.
Remark 2.19. Again, since we might have more than one blow-up limit for a minimal set E at a point x 0 ∈ E, the point x 0 might be of more than one type (but all the blow-up limits at a point are bi-Hölder equivalent). However, if one of the blow-up limits of E at x 0 admits the"full-length" property (see Remark 2.21), then in fact E admits a unique blow-up limit at the point x 0 . Moreover, we have the following C 1,α regularity around the point x 0 . In particular, the blow-up limit of E at x 0 is in fact a tangent cone of E at x 0 .
Theorem 2.20 (C 1,α −regularity for 2-dimensional minimal sets, c.f.
[6] Thm 1.15). Let E be a 2-dimensional reduced minimal set in the open set U ⊂ R n . Let x ∈ E be given. Suppose in addition that some blow-up limit of E at x is a full length minimal cone (see Remark 2.21). Then there is a unique blow-up limit X of E at x, and x + X is tangent to E at x. In addition, there is a radius r 0 > 0 such that, for 0 < r < r 0 , there is a
such that Φ(0) = x and |Φ(y) − x − y| ≤ 10 −2 r for y ∈ B(0, 2r), and E ∩ B(x, r) = Φ(X) ∩ B(x, r).
We can also ask that DΦ(0) = Id. We call B(x, r) a C 1 ball for E of type X.
Remark 2.21 (full length, union of two full length cones X 1 ∪ X 2 ). We are not going to give the precise definition of the full length property. Instead, we just give some information here, which is enough for the proofs in this paper.
1
• The three types of 2-dimensional minimal cones in R 3 , i.e. the planes, the Y sets, and the T sets, all verify the full-length property (c.f., [6] Lemmas 14.4, 14.6 and 14.27). Hence all 2-dimensional minimal sets E in an open set U ⊂ R 3 admits the local C 1,α regularity at every point x ∈ E. But this was known from [23] .
Note that the planes, the Y sets and the T sets are also minimal cones in R n . Denote by C the set of all planes, Y sets and T sets in R n . Let X = ∪ 1≤i≤n X i ∈ R n be a minimal cone, where X i ∈ C, 1 ≤ i ≤ n, and for any i = j, X i ∩ X j = {0}. Then X also verifies the full-length property.
Theorem 2.22 (Structure of 2-dimensional minimal cones in R n , cf.
[5] Proposition 14.1). Let K be a reduced 2-dimensional minimal cone in R n , and let X = K ∩ ∂B(0, 1). Then X is a finite union of great circles and arcs of great circles C j , j ∈ J. The C j can only meet at their endpoints, and each endpoint is a common endpoint of exactly three C j , which meet with 120
• angles. In addition, the length of each C j is at least η 0 , where η 0 > 0 depends only on the ambient dimension n.
An immediate corollary of the above theorem is the following:
• If C is a minimal cone of dimension 2, then for the set of regular points C P of C, each of its connected components is a sector.
As a consequence of the C 1 regularity for regular points and Y points, and Corollary 2.23, we have Corollary 2.24. Let E be an 2-dimensional Almgren minimal set in a domain U ⊂ R n . Then
The set E Y is a countable union of C 1 curves. The endpoints of these curves are either in
We also have a similar quantified version of the C 1,α regularity (cf. [5] Corollary 12.25). In particular, we can use the distance between a minimal set and a P or a Y cone to controle the constants of the C 1,α parametrization. As a direct corollary, we have the following neighborhood deformation retract property for regular and Y points:
Corollary 2.25. There exists 2 = 2 (n) > 0 such that the following holds : let E be an 2-dimensional
Almgren minimal set in a domain U ⊂ R n . Then 1 • For any x ∈ E P , and any co-dimension 1 submanifold M ⊂ U which contains x, such that M is transversal to the tangent plane
• For any x ∈ E Y , and any co-dimension 1 submanifold M ⊂ U which contains x, such that M is transversal to the tangent cone C x E + x and its spine, if r > 0 satisfies that
As for the regularity for minimal sets of higher dimensions, we know much less. But for points which admit a tangent plane (i.e. some blow up-limit on the point is a plane), we still have the C 1 regularity.
Then if E is 1 near a d−plane P in B(0, 1), then E coincides with the graph of a
Remark 2.27. 1
• This proposition is a direct corollary of Allard's famous regularity theorem for stationary varifold. See [1] .
2
• After this proposition, a blow-up limit of a reduced minimal set E at a point x ∈ E is a plane if and only if the plane is the unique approximate tangent plane of E at x.
After Remark 2.27, for any reduced minimal set E of dimension d, and for any x ∈ E at which an approximate tangent d-plane exists (which is true for a.e. x ∈ E), T x E also denotes the tangent plane of E at x, and the blow-up limit of E at x.
3 Uniqueness: definitions and properties Definition 3.1. Let C be a d-dimensional reduced Almgren minimal set in a bounded domain U , we say that 1 • C is Almgren unique in U if it is the only reduced set in F(C, U ) that attains the minimal measure. That is:
it is Almgren (resp. G-topologial) unique in every bounded domain U ⊂ R n .
When G = Z, we usually omit Z, and say directly topological unique.
For minimal cones, we have immediately:
Then it is Almgren (resp. G-topological) unique, if and only if it is Almgren (resp. G-topological)
unique in some bounded convex domain U that contains the origin.
Proof. By definition, the only if part is trivial. So let us prove the converse.
Suppose that K is a d-dimensional Almgren minimal cone in R n , and is Almgren (resp. Gtopological) unique in a bounded convex domain U that contains the origin. Then since K is a cone centered at the origin, K is Almgren (resp. G-topological) unique in rU for all r > 0. Now for any other bounded domain U , there exists r such that U ⊂ rU , hence K is Almgren (resp. G-topological)
Let us give some important remarks:
C only minimizes the measure in the class F(C, U ). Hence we do not necessarily have that
On the other hand, this holds if U is a uniformly convex domain. See Theorem 4.1 and Corollary 4.7
in the next section.
• As a corollary of the above term 1 • , and Proposition 3.2, we know that if K is a d-dimensinoal minimal cone in R n , then (3.3) holds automatically.
already implies that E is itself a minimal set, since the class F is stable under deformations. Also notice that
Similarly, when U is a convex domain, since the
2) implies that E minimizes measure among all G-topological competitors for C, and all G-topological competitors for E are G-topological competitors for C for U convex, hence E is G-topological minimal in U .
4
• If C is an Almgren unique minimal set in U , V ⊂ U is a domain, then C is also Almgren unique minimal in V .
The next proposition shows that for minimal cones, G-topological uniqueness implies Almgren uniqueness:
Then it is also Almgren unique.
Proof. Let K be a G-topological unique minimal cone of dimension d in R n . By Proposition 3.2, it is enough to prove that K is Almgren unique in the unit ball B.
Let F ∈ F(K, B), such that
the last equality is by Remark 3.3 1
• .
By definition of F(K, B), there exists a sequence F j ∈ F(K, B) that converge to F . By Proposition 2.7, each set F j := F j ∪ (K\B) is a G-topological competitor for K in 2B. Then by Proposition 2.8,
By (3.4), we know that
where the last equality is again by Remark 3.3 1
Since K is G-topological unique, (3.5) implies that F = K, which means that
Proof. Fix any n ≥ m. Write R n = R m × R n−m , and suppose, without loss of generality, that K lives in R m × {0}. Let π be the orthogonal projection from R n → R m × {0}.
Suppose that K is Almgren unique in R m . We want to prove that K is Almgren unique in R n .
Let B n denote the unit ball in R n . Then by Proposition 3.2, it is enough to prove that K ∩ B n is Almgren unique. So let F ∈ F(K, B n ), so that
By Remark 3.3, 3
• , the condition (3.6) implies that F is Almgren mininal in B n . As a result, by the convex hull property of minimal sets, we know that F must be included in the convex hull of
As a result, F ∈ F(K, B m ). By (3.6), and the Almgren uniqueness of K, we know that F must
The proof for the case of G-topological uniqueness is similar, and we leave it to the reader. 2
Upper-semi-continuity
In this section we prove the upper-simi-continuity property for minimal sets with reasonable boundary regularity. It consists of saying that in many cases, when its boundary is not boo wild, a minimal set minimizes also the measure in the class of limits of deformations. This serves as an indispensible part in the definition of uniqueness, as we have already seen in the last section (Remark 3.3). This property also plays a very important role in [18] .
For each k ∈ N, let ∆ k denote the family of (closed) dyadic cubes of length 2 −k . For j ≤ n, let ∆ k,j denote the set of all faces of elements in ∆ k . For each cube Q, denote by ∆ j (Q) the set of all j-faces of Q. Set |∆ k,j | = ∪ σ∈∆ k,j σ the j-skeleton of ∆ k .
Theorem 4.1 (upper semi continuity). Let U ⊂ R n be a bounded convex domain, and E be a closed set inŪ with locally finite d-Hausdorff measure. Let C denote the convex hull of E. Suppose that
There exists a bi Lipschitz map ψ :
Remark 4.2. The conditions (4.1) and (4.2) can be relaxed, with essentially the same proof, but with more technical details. Here we only give proof under these two hypotheses, which is enough for purpose of use.
Proof.
let us prove the converse.
To prove the converse, we first prove the following case: suppose that ∂E 0 ⊂ |∆ k0,d−1 | for some
Let π denote the shortest distance projection from U to C. Then π is 1-Lipschitz, and hence for any set F ∈ U , we have
Now we need the following Theorem:
Theorem 4.3 (Existence of minimal sets; c.f. [9] , Thm 6.1.7). Let U ⊂ R n be an open domain, 0 < d < n, and let F be a class of non-empty sets relatively closed in U and satisfying (2.1), which is stable by deformations in U . Suppose that
Then there exists M > 0 (depends only on d and n), a sequence (F k ) of elements of F, and a set E of dimension d relatively closed in U that verifies (2.1), such that:
(1) There exists a sequence of compact sets {K m } m∈N in U with K m ⊂ K m+1 for all m and
For all open sets V such that V is relatively compact in U , from a certain rank,
(See [7] for a precise definition.)
We apply Theorem 4.3 to the class F of all Hausdorff limits of elements in F(E, V ), where V = R n \(E ∩ ∂U ). It is easy to see that F is stable by deformation in V , and by Hausdorff limit in V . As a result, there exists a set F 0 ∈ F, such that F 0 is minimal in V , with
. Then E 0 ⊂ C, and
It is easy to see that E 0 ∈ F.
So let E k be a sequence in F(E, V ) that converges to E 0 in R n . Modulo projecting to C, we may also suppose that E k ⊂ C. Suppose E k = ψ k (E), where ψ k is a deformation in V , for each k. Let ψ k (x) = π • ψ k (x) for x ∈ E, ψ k = id on R n \C and {x ∈ R n : ψ(x) = x}, and extend it to the whole R n , such that ψ k (U ) = U . Then ψ k | U is a map from U to U , and it is homotopic to the identity through the line homotopy, since U is convex. Thus
Therefore E k ∈ F(E, U ), and hence E 0 ∈ F(E, U ).
On the other hand, we know that F(E 0 , U ) ⊂ F as well, hence
which yields that E 0 is minimal in U .
We want to prove that when E k is sufficiently close to E 0 , we can deform it into the union of E 0 and a set of very small measure, so that the measure after the deformation is less than inf
which cannot happen.
The construction of such a deformation is simlar to the construction in [4] : by minimality of E 0 , around each regular point x of E 0 , there is a neighborhood retract to E 0 in some ball centered at x, with a uniform Lipschitz constant. We use a finite number of such balls to cover a big part of E 0 , and the measure of E 0 which are not covered is very small. When E k is close enough to E 0 , a big part of E k is contained in the union of these balls, so we can deform E k onto E 0 in each of these balls, and then extend this deformation to the whole space, with the same Lipschitz constant. Outside these balls, since each E k is very close to E 0 , we expect that measures of E k are comparable to the measure of E 0 , and so the measures of the image of E k outside the above balls are still small.
But in our case, there is no reason why the measures of E k should be uniformly comparable to that of E 0 at small scales. This issue results in more works. In a word, we have to first deform {E k } into a new sequence {E k }, whose local measures can be controlled by that of E 0 , and their limits are still E 0 .
Now let us give more details:
Set (4.12) Q k := {Q ∈ ∆ k : Q ∩ E 0 = ∅}, and (4.13)
that is, Q k is the family of elements in ∆ k that are neighbors E 0 , and we get Q k by adding another layer of cubes in ∆ k to Q k . Let |Q k | = ∪ Q∈Q k Q be the union of elements in Q k , and for each j ≤ n, let Q k,j be the set of all j faces of elements in Q k , and let S k,j = ∪ σ∈Q k,j σ denote the j-skeleton of
Set ∂E 0 = E 0 ∩ ∂U , and (4.14)
Let |R k | = ∪ Q∈R k Q, and for each j ≤ n, let R k,j be the set of all j faces of elements in R k , and let
It is easy to see that 
• There exists M > 0 which depends only on n and d, such that for each k > k 0 , and each Q ∈ Q k and Q • ∩ |R k−2 | = ∅, we have
where V (Q) denotes the union of cubes that touch some cube that touches Q, that is: 
By definition of Minkowski content, we know that
and hence, when k is large, we have
We know that |R k | ⊂ B(∂E 0 , 2 −k+3 ), hence for k large,
On the other hand, 
where R k is the number of cubes in R k .
Meanwhile, since the H n measure of each cube in R k is 2 −kn , we have, for k large,
where the second inequality is by (4.22) . Combine with (4.24), we get 
where C 2 is a constant that depends only on n and d. As a result, we have
Next, let us construct the new sequence E k . Since C is compact, we know that
As a result, modulo extracting a subsequence, we can suppose that
and for k large,
In particular, E k converge to E 0 .
Proof. Fix any k > k 0 .
Since
And we know that E k is a deformation of E, hence E k has locally finite d-Hausdorff measure. As a result, by a standard Federer-Fleming argument (cf. Section 4.2 of [8] , or Section 3 of [7] ), there exists a Lipschitz map ϕ k :
In particular, the sequence
because the deformation ϕ k may not satisfy the compactness condition (2.6). So we need to do some slight modification.
µ is a locally finite Hausdorff measure. In particular, we know that
For any x ∈ R n , set
then we know that To estimate the second term, when d(y, ∂E 0 ) ≥ r k , we know that t x = t y = 1, and this term vanishes.
So suppose that d(y, ∂E 0 ) < r k . Let z ∈ ∂E 0 be such that d(y, ∂E 0 ) = d(z, y). Then we know that
, we know that ϕ k is identity on ∂E 0 , and hence ϕ k (z) = z. Therefore
On the other hand, since d(x, ∂E 0 ) ≥ d(y, ∂E 0 ), we have t x ≥ t y , and hence
Combine (4.38) and (4.40), we get
Together with (4.36), we get
, and f k is identity in a neighborhood of ∂E 0 , we know that
By definition, for x ∈ E k , we know that
the last inequality is by (4.32). Hence
Moreover, by definition of
, and hence
which gives (4.30). 2
Now for k large, we will deform a big part of it to E 0 : Proposition 4.6. For k large, for each > 0, there exists s k > 0, and a deformation h k in U , such that h k = id in B(∂E 0 , s k ), and
Proof. Since E 0 is minimal in R n \∂E 0 , the set of regular points E 0P of E 0 is of full measure:
By the C 1 regularity (Theorem 2.26) for regular points, for each x ∈ E 0P , there exists r x > 0, with B(x, 2r x ) ⊂ U , such that for all r < r x , there is a Lipschitz deformation retraction ϕ x,r from B(x, r) → E ∩ B(x, r), with Lipschitz constant no more than 2. Note that
The family {B(x, r) : x ∈ E 0P , r < r x } forms a vitali cover for E 0P .
Therefore, for any fixed > 0, there exists a finite set of points {x j } 1≤j≤m ⊂ E 0P , and r j ∈ (0, r xj ), such that the balls B(x j , r j ) are disjoint, B(x j , 2r j ) ∩ ∂E 0 = ∅, and
Let r = min j r j , and t = min j (r j − t j ). Define a Lipschitz map g : (∪ n j=1 B(x j , r j )) ∪ B(∂E 0 , r) → E 0 , with g(x) = ϕ xj ,rj (x) when x ∈ B(x j , r j ); g(x) = x for x ∈ B(∂E 0 , r) and for x with d(x, (∪ n j=1 B(x j , r j ))∪ E 0 ) > r. Then g is 2-Lipschitz, and we can extend it to a 2-Lipschitz map, still denoted by g, from
We would like to control the measure of
Note that after Proposition 4.6, Theorem 4.1 1
• follows directly for the case when ∂E 0 ⊂ S k0,d−1
for some k 0 ∈ N. Then 2
• is a direct corollary of 1
For general case where (4.2) holds, we set (4.54)
and (4.55)
Let |Q k | = ∪ Q∈Q k Q, and for each j ≤ n, let Q k,j be the set of all j faces of elements in Q k , and let
Then we do all the constructions in U with respect to ψ(Q k ), ψ(R k ). All the quantative properties of Q k and R k that are used in the proof above will hold also for ψ(Q k ) and ψ(R k ), since ψ is biLipschitz. And the proof goes the same way. 
1
• U is uniformly convex, and (4.2) holds;
, and U is a convex domain.
5 Uniqueness properties for 2-dimensional minimal cones in
In this section we prove the topological and Almgren uniqueness for all 2-dimensional minimal cones in R 3 .
Planes
Theorem 5.1. A 2-dimensional linear plane P is Almgren and G-topological unique in R n for all n ≥ 3, and all abelien group G.
Proof. Let P ⊂ R n be a 2-dimensional plane containing the origin. By Proposition 3.2 and 3.4, to prove that P is Almgren and G-topological unique, it is enough to prove that P is G-topological unique in the unit ball B.
Suppose that E is a reduced G-topological competitor for P in B, so that
By Remark 3.3 3
• , we know that E is G-topological and hence Almgren minimal in B. By the convex hull property for Almgren minimal sets, E ∩ B is contained in the convex hull of E ∩ ∂B = P ∩ ∂B, which is P ∩ ∂B. Hence E ∩ B ⊂ P ∩ B. Then since both P and E are reduced set, (5.1) gives that E = P . Hence P is G-topological unique, and hence Almgren unique. 2
The Y sets
Theorem 5.2. Any 2-dimensional Y set is Almgren and G-topological unique in R n for all n ≥ 3, and all abelien group G.
Proof. By Proposition 3.4 and 3.5, it is enough to prove that Y sets are G-topological unique in R 3 .
So let Y be a 2-dimensional Y set in R 3 . Modulo changing the coordinate system, we can suppose that the spine of Y is the vertical line Z = {(x, y, z) ∈ R 3 : x = y = 0}, and that the intersection of Y with the horizontal plane Q := {z = 0} is the union Y 1 of the three half lines R oai , 1 ≤ i ≤ 3, where
2 ), and
For any set F ⊂ R 3 , and each t ∈ R, set F t = f −1 {t} ∩ F the slice of F at level t.
Letā t i a t j denote the open minor arc of circle of ∂B Q (0, 1) × {t} = ∂D t between a t i and a t j , 1 ≤ i = j ≤ 3. Then they belong to R 3 \D. Sinceā t i a t j , 1 ≤ i < j ≤ 3 lie in 3 different connected components of R 3 \Y , for any G-topological competitor F of Y in D, they also lie in 3 different connected components of R 3 \F . In particular, they belong to 3 different connected components ofD t \F t .
Lemma 5.3. If F is a G-topological competitor for Y of dimension 2 in D, then for each t ∈ (−1, 1), 
. Then β ⊂ R 3 \F , and it connects 2b 2 and 2b 3 . Hence the two points 2b 2 and 2b 3 belong to the same connected components of R 3 \F .
On the other hand, we know that b j , j = 2, 3 belong to different connected components of R 3 \Y . 
and equality holds if and only if E = Y 1 ∩B Q (0, 1) modulo a H 1 -null set.
Proof. Let B denoteB Q (0, 1) for short. Let E be as in the statement.
Let F denote the class of all closed subsets E 0 (in fact, E 0 stands for the equivalent class of sets which are the same modulo H 1 -null sets) of E such that E 0 is connected and {a 1 , a 2 } ⊂ E 0 . Define an order on F as following: for sets
Note that since we regards 2 sets E 1 and E 2 as the same if
We want to prove that F admits a maximal element. So take a totally ordered subset F 1 of F.
We will prove that F 1 admits a upper bound in F.
Let E 1 be the intersection of all sets in F 1 : E 1 = ∩ F ∈F1 F . Then {a 1 , a 2 } ⊂ E 1 , and for all
Let H 1 be a connected component of F 0 that contains a 1 . As a connected component, it is closed in F 0 . And since F 0 is closed, H 1 is closed.
We claim that a 2 ∈ H 1 as well. Otherwise, a 2 ∈ H 1 . Let H 2 = E 1 \H 1 . Since both H i , i = 1, 2 are compact, the distance d between them is positive. Let U := B(H 1 ,
Then ∂U is a compact Lipschitz curve, a 1 ∈ U , and a 2 ∈ B\U . Now for any F ∈ F 1 , it is connected, and contains a 1 and a 2 . As a result, the set I F := F ∩ ∂U is non empty and closed. The family I := {I F : F ∈ F 1 } is a class of closed set. Since F 1 is totally ordered, hence for any finite subsets
We have thus proved that the family I has the finite intersection property. Since the elements in I are subsets of the compact set E, we know that ∩ F ∈F1 I F = ∅. By definition, this means, that E 1 ∩ ∂U = ∅. But we have suppose that E 1 = H 1 ∪ H 2 , and both H i , i = 1, 2 do not meet ∂U , contradiction.
Hence a 2 ∈ H 1 , then H 1 ∈ F. Clearly H 1 ≥ F for all F ∈ F 0 , which yields that H 1 is an upper bound for F 1 .
We have thus proved that F 1 admits un upper bound. This holds for all totally ordered subset F 1 of F. By Zorn's lemma, F admits a maximal element γ.
We claim that ∀p ∈ γ\{a 1 , a 2 } there exists two connected sets γ 1 and γ 2 , such that a i ∈ γ i ⊂ γ, i = 1, 2, , and γ 1 ∩ γ 2 = {p}. Since γ is a maximal element in F, we know that γ\B(p, r) ∈ F, hence is not connected, and do not contain any connected subset that contains both a 1 and a 2 .
As a result, a 1 and a 2 lie in two different connected components H Let us prove that p ∈H i , i = 1, 2. Take H 1 for example. Suppose p ∈ H 1 . Then there exists B(p, s) 
This gives an open decomposition of γ, which contradicts that fact that γ is connected.
Hence p ∈H i , and thus H i ∪ {o} is connected, i = 1, 2. Let γ i = H i ∪ {p}, and we get Claim (5.3). Now since a 1 , a 2 , a 3 lie in the same connected component of E, we know that γ and a 3 lie in the same connected component E 0 of E.
We are going to define a connected set γ 3 , such that a 3 ∈ γ 3 , γ 3 ∪ γ is connected, and γ 3 ∩ γ is a single point.
If a 3 ∈ γ, then we set γ 3 = {a 3 };
Otherwise, we have a 3 ∈ γ. Let γ = E 0 \γ. Then γ ∪ γ is connected and a 3 ∈ γ . Let γ 4 be the connected component of γ that contains a 3 . Then we claim that
In fact, if γ 4 = γ then it holds automatically; otherwise, if γ 4 ∪ γ is not connected, since both and γ \γ 4 ⊂ U 4 . Then let U = U 1 ∩ U 2 , and V = U 3 ∪ U 4 . Then U and V are disjoint, and γ 4 ⊂ U ,
This contradicts that fact that E 0 is connected. Hence Claim (5.4) holds.
As a result,γ 4 ∩ γ = ∅, because γ andγ 3 are both closed, and their union is connected.
Take p ∈γ 4 ∩ γ, and set γ 3 = γ 4 ∪ {p}. Then γ 3 is connected, contains a 3 , γ 3 ∪ γ is connected, and γ 3 ∩ γ = {p} is a single point.
By Claim (5.3), there exists two connected sets γ 1 and γ 2 , such that γ 1 ∩ γ 2 = {p}, and a i ∈ γ i , i = 1, 2.
To summerize, we get 3 connected subsets
for i = j, and p ∈ ∩ we would like to show that F = Y .
By Lemma 5.3, we know that F t connects the three points a
We apply the coarea formula (cf. 
Then (5.8) tells that
and hence
by Proposition 5.4. Hence we know that
Hence Y is G-topological unique in D, and hence it is G-topological unique in R 3 (Proposition 3.2), and hence in R n (Proposition 3.5).
By Proposition 3.4, Y sets are also Almgren unique in R n . 2
Remark 5.5. It is also possible to prove Theorem 5.2 by paired calibration (cf. [12] and [3] ). In fact, we will use this method to prove the uniqueness for T sets in R 3 in the next subsection, and interested readers can easily find a similar proof for Y sets. The proof in this section is more elementary in some sense, mainly use elementary topology.
The T sets
Theorem 5.6. Any 2-dimensional T set is Almgren and (Z-)topological unique in R n for all n ≥ 3.
Proof. By Proposition 3.4 and 3.5, it is enough to prove that T sets are topological unique in R 3 .
Let T be a T set centered at the origin in R 3 . That is, T is the cone over the 1-skeleton of a regular tetrahedron C centered at the origin and inscribed in the closed unit ball B.
By Proposition 3.2, to prove that T is topological unique in R 3 , it is enough to prove that T is topological unique in B. So suppose that E is a reduced topological competitor for T in B, such that
• , we know that E is minimal, and hence is rectifiable. Hence for almost all
x ∈ E, the tangent plane T x E exists.
As mentioned in the last subsection, our proof will profit from the paired calibration, so let use first give necessary details:
Denote by a i , 1 ≤ i ≤ 4 the four singular points of T ∩ ∂B. Let Ω i , 1 ≤ i ≤ 4 be the four equivalent connected spherical regions of ∂B\T , Ω i being on the opposite of a i .
Since E is a topological competitor for T in B, we know that
i=1 Ω i , and the four Ω i live in different connected components of B\E.
Then we know that the four C i , 1 ≤ i ≤ 4 are disjoint, and E i ⊂ E. Also note that
2 measure zero, hence we have the essentially disjoint unions (5.14)
Since C i are disjoint regions in R 3 , we know that for almost all x ∈ E, they belong to at most two
For points x ∈ ∂C i , let n i (x) denote the normal vector pointing into the region C i . Note that since ∂C i ⊂ E ∪ ∂B, it is rectifiable, and hence n i (x) is well defined for H 2 -a.e. x ∈ ∂C i . Moreover,
Now by Stoke's formula, we have, for 1 ≤ i ≤ 4,
where π i is the orthogonal projection from R 3 to the plane orthogonal to a i , 1 ≤ i ≤ 4. We sum over i, and get
For the left-hand-side, by the disjoint union (5.15), we have
Now since E is minimal, if x ∈ E P ∩ B
• is a regular point of E, then by Theorem 2.20, there exists r = r(x) > 0 such that in B(x, r), E is the graph of a C 1 function from T x E to T x E ⊥ , hence for all y ∈ E ∩ B(x, r), the tangent plane T y E exists, and the map f : E ∩ B(x, r) → G(3, 2) : y → T y E is continuous. But by (5.23), we have only six choices (which are isolated points in G(3, 2)) for T y E, hence f is constant, and T y E = T x E for all y ∈ E ∩ B(x, r). As a result, (5.26) E ∩ B(x, r) = (T x E + x) ∩ B(x, r)
is a disk parallel to one of the P ij .
Still by the C 1 regularity Theorem 2.20, the set E P ∩ B
• is a C 1 manifold, and is open in E. Thus we deduce that
Each connected component of E P ∩ B
• is part of a plane that is parallel to one of the P ij . Next, since we are in dimension 3, the only other possible type of singular point is of type T. So we are going to discuss two cases: when there exists a T points, or there is no T points.
Case 1: There exists a point x ∈ E T .
Lemma 5.7. If there exists a point x ∈ E T , then T ∩ B • = E.
Proof. By the same argument as above, and by Theorem 2.20 and Remark 2.21, the unique blow-up limit C x E of E at x must be the set T , and there exists r > 0 such that in B(x, r), E coincides with T + x. As a result, for each segment I i , at least one of its endpoints is in the unit sphere, because two parallel T-sets cannot be connected by a Y segment. Set R = inf{s > r, (T + x) ∩ B s = E}. We claim that R = 1.
Suppose this is not true. By definition of B s , we know that the four spines and the six faces of T + x are never tangent to ∂B s for any r < s < 1. Then we know that ∂B R ∩ (T + x) ⊂ E P ∪ E Y : in fact, if y belong to one of the L i , then by (5.29), y ∈ L i ∩ ∂B s ⊂ E Y ; otherwise, suppose y does not lie in the four L i , 1 ≤ i ≤ 4. Then y belong to x + P ij for some i = j. As a result, for any t > 0 small, we know that E ∩ B(y, t) ∩ B R = (x + P ij ) ∩ B(y, t) ∩ B R . Note that the set (x + P ij ) ∩ B(y, t) ∩ B R is almost a half disk when t is sufficiently small, hence in particular, E ∩ B(y, t) cannot coincide with a Y set or a T set⇒ y ∈ E P .
If y ∈ E P , then y ∈ x + P ij for some i = j. Then T y E = P ij . By (5.27), and the fact that R < 1, there exists r y > 0 such that B(y, r y ) ⊂ B
• and E ∩ B(y, r y ) = (P ij + y) ∩ B(y, r y ). In other words, (5.30) there exists r y > 0 such that E coincides with T + x in B(y, r y ).
If y is a Y point, then it lies in one of the L i . By the same argument as above, using (5.28), we also have (5.30).
Thus (5.30) holds for all y ∈ ∂B R ∩ (T + x). Since ∂B R ∩ (T + x) is compact, we get an r > 0, such that E ∩ B(B R , r) = (T + x) ∩ B(B R , r). By the continuous condition 2
• for the family B s , there exists R ∈ (R, 1) such that B R ⊂ B(B R , r). As consequence, E ∩ B R = (T + x) ∩ B R , this contradicts the definition of R.
Hence R = 1, and by definition of R, we have (T + x) ∩ B • = E ∩ B
• . Since E ∩ ∂B = T ∩ ∂B, and E is closed and reduced, x must be the origin. Thus we get the conclusion of Lemma 5.7. But this is impossible, because E ∩ ∂B = T ∩ ∂B, which contains with no (Y j + x) ∩ ∂B for any x and j.
