It has been known since the work of Duskin and Pelletier four decades ago that K op , the opposite of the category of compact Hausdorff spaces and continuous maps, is monadic over the category of sets. It follows that K op is equivalent to a possibly infinitary variety of algebras ∆ in the sense of S lomiński and Linton. Isbell showed in 1982 that the Lawvere-Linton algebraic theory of ∆ can be generated using a finite number of finitary operations, together with a single operation of countably infinite arity. In 1983, Banaschewski and Rosický independently proved a conjecture of Bankston, establishing a strong negative result on the axiomatisability of K op . In particular, ∆ is not a finitary variety -Isbell's result is best possible. The problem of axiomatising ∆ by equations has remained open. Using the theory of Chang's MV-algebras as a key tool, along with Isbell's fundamental insight on the semantic nature of the infinitary operation, we provide a finite axiomatisation of ∆.
Introduction.
In the category Set of sets and functions, coordinatise the two-element set as ¾ := {0, 1}. Consider the full subcategory T ¾ of Set whose objects are the finite Cartesian powers ¾ n . Equipped with distinguished projection functions ¾ n → ¾ to play the rôle of variables, T ¾ is the Lawvere algebraic theory [36] of Boolean algebras. That is, the category [T ¾ , Set] fpp of all functors from T ¾ to Set that preserve finite products is the variety of Boolean algebras. This variety is finitary, as witnessed by the fact that n only ranges over finite sets. The full subcategory of free finitely generated Boolean algebras is then dually equivalent to T ¾ , by (Lawvere's) construction; consequently, the full subcategory of finitely presented Boolean algebras is dually equivalent to the category Set f of finite sets. Quite generally, any finitary variety is equivalent to Grothendieck's Ind-completion of its full subcategory of finitely presented algebras [30, Corollary VI.2.2] . Therefore the category of Boolean algebras is dually equivalent to the Pro-completion of Set f , which, by a folklore theorem, can be identified with the category St of compact Hausdorff zero-dimensional spaces and the continuous maps between them. This is Stone's celebrated duality theorem for Boolean algebras [50] . The objects of St are called Stone spaces.
Now enlarge ¾ to the real unit interval I := [0, 1] ⊆ R, and regard I endowed with its Euclidean topology as an object in the category Top of topological spaces and continuous maps. Consider the full subcategory T of Top whose objects are the countable Cartesian powers I κ equipped with the product (Tychonoff) topology. With distinguished projections I κ → I, the category T is then the Lawvere-Linton algebraic theory [37] of some variety of algebras. That is, the category [T, Set] cpp of all functors from T to Set that preserve countable products is a variety; but this time the variety, as described here, is infinitary [49] , in that κ need not be finite. Thus, just like Boolean algebras are the models in Set of the algebraic theory of the finite Boolean cubes ¾ n , so are the algebras in [T, Set] cpp the models in Set of the infinitary algebraic theory of the metrisable Tychonoff cubes I κ .
In a terse and important paper [29] (see also [47] ), Isbell showed that [T, Set] cpp is dually equivalent to K, the full subcategory of Top whose objects are compact and Hausdorff spaces. Previously, Duskin [16, 5.15.3] had shown that, indeed, K op must be equivalent to some possibly infinitary variety of algebras. Isbell's result further shows that such a variety can be defined using finitely many finitary operations, along with a single operation of countably infinite arity. The algebras in [T, Set] cpp freely generated by a set S have C(I S , I), the collection of all continuous functions I S → I, as their underlying sets. Isbell's operation is then the uniformly convergent series
Since [T, Set] cpp is a variety, it can be axiomatised by equations. The problem of finding a manageable axiomatisation of [T, Set] cpp , if one such exists, has remained open. Our main result in this paper is a finite equational axiomatisation of [T, Set] cpp . Remark 1.1. Any variety V dually equivalent to K enjoys rather special properties. First, the (initial) algebra F(0) freely generated by the empty set generates the variety -that is, each algebra in V is a homomorphic image of a subalgebra of a power of F(0). (We note in passing an interesting consequence: V has no proper non-trivial subvarieties). In fact, in category-theoretic terminology, F(0) is a cogenerator in V. For readers familiar with the terminology of universal algebra, this entails that F(0) generates the variety V as a quasivariety. An even stronger result holds. Birkhoff proved in [6] that each algebra of a finitary variety is a subdirect product of subdirectly irreducible algebras 1 in the variety. Importantly, he pointed out that this result does not extend to infinitary varieties [6, p. 765] . It can be shown by means of topological arguments in K that every algebra in V is a subdirect product of copies of F(0), and the latter is simple and therefore subdirectly irreducible. Hence, Birkhoff 's subdirect representation theorem holds for V.
It is not hard to see that K
op is not equivalent to a finitary variety. Let us prove a stronger fact (Remark 1.4), and compare it to results in the literature (Remark 1.5). Lemma 1.2. The following hold for any compact Hausdorff space X.
1. X is the continuous image of some Stone space.
2. X is a Stone space if, and only if, X is a cofiltered limit in K of finite discrete spaces.
Proof. Item 1 is a consequence, for example, of Gleason's Theorem: X has a projective topological cover in K, which is in fact extremally disconnected (=the closure of each open set is again open). See [22, 3.2] . Item 2 is folklore, see e.g. [30, p. 236 ].
Recall that an object A of a category 2 C is (Gabriel-Ulmer ) finitely presentable if the covariant homfunctor hom C (A, −) : C → Set preserves filtered colimits [17, Definition 6 .1], [1, Definition 1.1]. Further recall that C is finitely accessible provided that it has filtered colimits, and that there exists a set S of its objects such that (i) each object of S is finitely presentable, and (ii) each object of C is a filtered colimit of objects in S. See [38] , [1, Definition 2.1].
1 An algebra A is a subdirect product of the family {A i } i∈I of algebras if there is a monomorphism α : A → i∈I A i such that π i • α(A) = A i for all i ∈ I, where π i : i∈I A i → A i is the i th projection. Then A is subdirectly irreducible if, whenever it is represented as the subdirect product of a family {A i } i∈I , there is i ∈ I such that A is isomorphic to A i .
2 All categories are assumed to be locally small. Proof. It suffices to show that each object of F is a Stone space, for then St = F. Since F op is finitely accessible, every object in F is the cofiltered limit of finitely copresentable objects. We claim that every finitely copresentable space F in F is finite. By Lemma 1.2.(1) there exists a continuous surjection γ : G → F , with G a Stone space. By Lemma 1.2.(2), G is the cofiltered limit in K of finite discrete spaces {G i } i∈I ; write α i : G → G i for the limit arrows. Note that, since G lies in F and the full embedding F → K reflects limits, G is in fact the cofiltered limit of {G i } i∈I in F.
Since F is finitely copresentable in F, there exists j ∈ I together with an F-arrow φ : [8] first carried out the algebraisation of Lukasiewicz logic, and called the resulting structures MV-algebras "for want of a better name" [8, p. 467] . In [9] , using MV-algebras, Chang obtained an algebraic proof of the completeness theorem for Lukasiewicz logic. The standard reference for the basic theory of MV-algebras is [10] , whereas [40] deals with advanced topics. This paper is organised as follows. In Section 2 we provide the needed background. We explain the connection between MV-algebras and lattice-ordered groups through Mundici's functor Γ [39, Theorem 3.9], which we later exploit in Section 7 to formulate an MV-algebraic version of the Stone-Weierstrass Theorem. The problem of axiomatising K op first arose in the context of Gelfand-Naimark duality between K, and the category of complex commutative unital C * -algebras [19, Lemma 1] . We explain the relationship between C * -algebras and MV-algebras at the end of Section 2. In [11, Section 4] the authors construct an adjunction between the category MV of MV-algebras and K op , and show that the full subcategory of MV whose objects are, up to isomorphism, the MV-algebras of all [0, 1]-valued continuous functions on some compact Hausdorff space is dually equivalent to K. We summarise their result in Section 3, indicating how the adjunction fits into (and may be recovered from) the general theory of concrete dual adjunctions as presented in e.g. [44] . We take the time to stress how the classical approach through maximal ideals and the general approach through dualising objects are related to each other via Hölder's Theorem (Lemma 3.3), a landmark result in the theory of ordered groups.
In Section 4 we introduce δ-algebras by expanding the language of MV-algebras with the infinitary operation δ, and by adding finitely many equational axioms to those of MV-algebras. Thus, by definition each δ-algebra has an underlying MV-algebra. The operation δ, as axiomatised in Definition 4.2, is intended to model Isbell's series (1) . Throughout, we write ∆ for the category of δ-algebras and their homomorphisms. The bulk of Section 4 consists of elementary facts about δ-algebras that are needed for the proof of our main result.
In Section 5 we prove that any δ-algebra must be semisimple as an MV-algebra (Theorem 5.5), i.e. its radical ideal of "infinitesimal elements" must be trivial. Using this, in Section 6 we show that the forgetful functor ∆ → MV is full. In Section 7 we provide the MV-algebraic version of the Stone-Weierstrass Theorem (Lemma 7.4) by translating the classical result to MV-algebras via Mundici's functor Γ. In turn, Lemma 7.4 leads us to a Stone-Weierstrass Theorem for δ-algebras (Theorem 7.7). Finally, Section 8 assembles these facts together to obtain our main result, Theorem 8.2, that ∆ is dually equivalent to K. An MV-algebra is an algebraic structure (A, ⊕, ¬, 0), where 0 ∈ A is a constant, ¬ is a unary operation satisfying ¬¬x = x, ⊕ is a binary operation making (A, ⊕, 0) a commutative monoid, the element 1 defined as ¬0 satisfies x ⊕ 1 = 1, and the law
holds. The operation ⊕ is sometimes called truncated addition. Any MV-algebra has an underlying structure of distributive lattice bounded below by 0 and above by 1. Joins are defined as x ∨ y := ¬(¬x ⊕ y) ⊕ y. Thus, the characteristic law (2) states that x ∨ y = y ∨ x. Meets are defined by the De Morgan condition x ∧ y := ¬(¬x ∨ ¬y). The De Morgan dual of ⊕, on the other hand, is the operation traditionally denoted
which, like ⊕, is not idempotent. The further derived connective
is known as truncated subtraction. Boolean algebras are precisely those MV-algebras that are idempotent, meaning that x ⊕ x = x holds; equivalently, that x ⊙ x = x holds; equivalently, that the tertium non datur law x ∨ ¬x = 1 holds. Throughout, we write MV to denote the category whose objects are MV-algebras, and whose arrows are the MV-algebra homomorphisms, i.e. the functions preserving ⊕, ¬, and 0.
The real unit interval [0, 1] can be made into an MV-algebra with neutral element 0 by defining
and
The underlying lattice order of this MV-algebra coincides with the order that 
is a subalgebra of the MV-algebra [0, 1] X . The MV-algebra (5) plays a crucial rôle in this paper. 
Elementary lemmas.
We collect here the elementary facts about MV-algebras that we need in the sequel. All proofs may be found in [10] or [40] , as specified below. 2. x ⊖ y = 0.
4. There exists z ∈ A such that y = x ⊕ z.
Upon defining x y if x, y ∈ A satisfy one of the equivalent conditions above, (A, ) is a lattice whose join and meet operations are given by x ∨ y := ¬(¬x ⊕ y) ⊕ y and x ∧ y := ¬(¬x ∨ ¬y), respectively. Moreover, the lattice (A, ) is bounded below by 0 and above by 1. Chang's distance function on the MV-algebra A is the function d :
for every x, y ∈ A. In the case of the MV-algebra of continuous functions (5), d(f, g) is the function |f − g|. In particular, in the MV-algebra [0, 1], the Chang's distance is the usual Euclidean distance. The monoidal operation ⊕ is not cancellative. However: Lemma 2.7 (MV-cancellation law [40, p. 106] ). For any elements x, y, z in an MV-algebra, if x ⊕ z = y ⊕ z and x ⊙ z = 0 = y ⊙ z, then x = y. In particular, if x ⊙ y = 0, then y = x ⊕ y implies x = 0.
Finally, we add a technical lemma for later use.
Lemma 2.8 ([10, 1.6.2]). The following equations hold in any MV-algebra.
2.2. Ideals, the radical, and semisimplicity.
A subset of an MV-algebra A is an ideal of A provided that it contains 0, is downward-closed (in the underlying lattice order of A), and is closed under ⊕. Then ≡ I is a congruence on A, and we write A/I to denote the quotient set with its natural MV-algebraic structure. Conversely, any congruence relation ≡ on A determines the ideal I ≡ := {x ∈ A | x ≡ 0}. The usual homomorphism theorems hold, cf. e.g. Thus, an MV-algebra A is trivial (=its underlying set is a singleton), or equivalently, is the terminal object in MV, if, and only if, Max A = ∅. Notation 2.10. Given an element x of an MV-algebra, and given n ∈ N, we use the shorthand
The radical ideal Rad A is the intersection of all maximal ideals of A, in symbols,
A non-zero element x ∈ A is infinitesimal if nx ¬x for each n ∈ N. The radical ideal is precisely the collection of all infinitesimal elements, along with zero:
Lemma 2.11 ([10, 3.6.4]). For any MV-algebra A, Rad A = {x ∈ A | nx ¬x for all n ∈ N}.
Because of the MV-cancellation law (Lemma 2.7), the next lemma implies that the operation ⊕ is cancellative on sufficiently small (in particular, infinitesimal) elements:
Lemma 2.12. If A is an MV-algebra and x, y ∈ A are such that x ⊙ x = 0 and y ⊙ y = 0, then x ⊙ y = 0. In particular, if x, y ∈ Rad A, then x ⊙ y = 0.
Proof. To prove the first assertion, by Lemmas 2.8. (1) and 2.7 it suffices to prove (x ⊕ y) ⊙ (x ⊙ y) = 0. Notice that
This means that
To prove the latter inequality, just note that x ⊙ x = 0 is equivalent to x ¬x by Lemma 2.3, and then apply Lemma 2.4.
The second assertion follows at once from the first upon applying Lemma 2.11.
An MV-algebra A is simple if it has no non-trivial proper ideals, and semisimple if Rad A = {0}, i.e. A is free of infinitesimal elements. Equivalently, semisimple MV-algebras are precisely the subdirect products ([7, II. §8], cf. also Footnote 1) of simple MV-algebras. Simple and semisimple MV-algebras are central to this paper. We shall see in Lemma 3.3 (Hölder's Theorem) that simple MV-algebras can be uniquely identified with subalgebras of [0, 1]; in Lemma 3.1 that Max A can be equipped with a compact Hausdorff topology induced by A; and in Corollary 3.8. (2) that if A is semisimple, it can be canonically identified with a subalgebra of C(Max A).
The functor Γ, and lattice-groups.
We assume familiarity with the basic notions on lattice-ordered groups. For background see e.g. [5, 12, 21] . For background on the functor Γ see [10, Chapters 2 and 7] . We recall the needed definitions. By an ℓ-group we throughout mean an Abelian group G, always written additively, with a compatible lattice structurethat is, the group addition distributes over the lattice operations. The ℓ-group is unital if it is equipped with a distinguished element u ∈ G such that for all g ∈ G there is n ∈ N with nu g. We write ℓG u for the category whose objects are unital ℓ-groups, and whose morphisms are the unital ℓ-homomorphisms, i.e. the lattice and group homomorphisms that preserve the units. Subobjects in ℓG u , i.e. sublattice subgroups that contain the unit, are called unital ℓ-subgroups.
To each unital ℓ-group (G, u) we associate its unit interval, namely Γ(G, u) := {g ∈ G | 0 g u}, and we endow it with the operations
Thus, in the additive group R under natural order, 1 ∈ R is a unit and Γ(R, 1) = [0, 1] is the standard MV-algebra, cf. Example 2.2. Similarly, Γ(Z, 1) = ¾, the two-element Boolean algebra.
Hence we obtain a functor Γ : ℓG u → MV. Note that we will at times write Γ(G) for Γ(G, u) when u is understood.
A good sequence (a i ) in an MV-algebra A is a sequence a 1 , a 2 , . . . of elements of A such that a i ⊕a i+1 = a i for each i ∈ N, and there is n 0 ∈ N such that a n = 0 for every n n 0 . For example, good sequences in Boolean algebras are exactly the non-increasing, eventually-zero sequences of elements. Indeed, ∨ and ⊕ coincide in Boolean algebras.
The collection M A of all good sequences of A is a cancellative Abelian monoid, when addition of good sequences (a i ) and (b i ) is defined by In this subsection we assume familiarity with C * -algebras. For the needed background see e.g. [14] . We write C * for the category of complex commutative unital C * -algebras. If A is an algebra in C * , write H(A) for the set of self-adjoint elements of A. The latter is a real linear space complete in the norm of A. Moreover, H(A) carries a partial order: an element x ∈ H(A) is positive if there is y ∈ H(A) such that x = y 2 . This partial order is in fact a lattice order, and this is known to be characteristic of commutative C * -algebras (see [48] ). Since the addition of A is compatible with this lattice order, H(A) is an ℓ-group with unit 1 A , where the latter denotes the (ring) unit of A. The correspondence A → H(A) is functorial, and yields a functor H : C * → ℓG u . It can be shown that H is full and faithful, and moreover admits a left adjoint L : ℓG u → C * , so that C * is equivalent to a full reflective subcategory of ℓG u . For a unital ℓ-group (G, u), L(G, u) can be described as C(Max G, C), the C * -algebra of complex-valued continuous functions on the (compact Hausdorff) space of maximal congruences of G. The space Max G is canonically homeomorphic to the space Max Γ(G, u) (see Subsections 2.2 and 2.3). If X is a compact Hausdorff space, define
Since R is an ℓ-group under addition and natural order, with unit 1, we regard C(X, R) as an object of ℓG u by defining operations pointwise; the unit of C(X, R) is thus 1 X : X → R, the function constantly equal to 1 on
, the MValgebra (5) of Example 2.2. The following three objects determine each other up to natural isomorphism: the C * -algebra A, the unital ℓ-group H(A), and the MV-algebra Γ(H(A)). For instance, consider the C * -algebra C of complex numbers. The self-adjoint elements of C form the ℓ-group R with unit 1, whose unit interval is Γ(R, 1) = [0, 1]. The unital ℓ-group (R, 1) uniquely determines C, by complexification (see e.g. [23, pp. 71-80] ). The MV-algebra [0, 1] uniquely determines (R, 1), by Mundici's theorem (Lemma 2.13), and therefore also the C * -algebra C. Returning to the C * -algebra A, note that Γ(H(A), 1 A ) is the collection of all its non-negative, self-adjoint elements whose norm does not exceed 1 (i.e., that lie in the unit ball of A). Summing up: any C * -algebra in C * is uniquely determined by the MV-algebra of non-negative self-adjoint elements in its unit ball.
If we compose the functor Γ • H with the underlying-set functor MV → Set, we obtain a functor P : C * → Set which is known to be monadic. This is one way of stating that C * is equivalent to a variety of algebras. In fact, there are several results in the literature concerned with the monadicity of functors from categories of C * -algebras to Set. Although none of these results is needed in this paper, it is appropriate to mention the main ones. In 1971, Negrepontis proved [41, Theorem 1.7] that the unit ball functor, sending an algebra in C * to the set of its elements whose norm does not exceed 1, is monadic. Isbell's cited paper [29] entails the analogous fact for the Hermitian unit ball functor that maps an object of C * to the set of self-adjoint elements in its unit ball. In 1984, Van Osdol [53, Theorem 1] generalised Negrepontis' result by proving that, in fact, the category of complex (not necessarily commutative, nor necessarily unital) C * -algebras is monadic over Set with respect to the unit ball functor. Further monadicity results were provided in [42, 43] for various functors, including the positive unit ball functor that sends a (not necessarily commutative) C * -algebra to the set of non-negative, self-adjoint elements in its unit ball: in the commutative setting this is precisely the functor P above. Our main result provides a finite equational axiomatisation of those algebraic structures consisting of positive elements in unit balls of C * -algebras in C * . We take advantage of the fact that these can be conceived of as MV-algebras with an additional infinitary operation.
Remark 2.14. We alert the reader to the fact that there is a second, different way of relating C * -algebras to MV-algebras. Bratteli's approximately finite-dimensional (AF) C * -algebras are classified by certain unital partially ordered Abelian groups, namely Elliott's ordered K 0 . The partially ordered groups arising in this manner are known as dimension groups, and include all unital ℓ-groups. Thus, for each AF C * -algebra A with lattice-ordered K 0 there is an associated MV-algebra, unique up to isomorphism, namely Γ • K 0 (A), and all MV-algebras arise in this manner. Those AF C * -algebras which are commutative are precisely those of the form C(X, C) for X a Stone space. For AF C * -algebras, dimension groups, and their relationship with MV-algebras the reader can consult e.g. [24, 39, 45] .
The Cignoli-Dubuc-Mundici adjunction.
It was first observed in [11, Section 4] that there is an adjunction between the category MV of MValgebras and K op . Following [44] , this can be regarded as a dual adjunction between the concrete categories MV and K. Here, as usual, concrete means equipped with a faithful functor to Set; both MV and K are equipped with their underlying-set functors. Moreover, these underlying-set functors are represented by the MV-algebra freely generated by one element, and by the one-point space, respectively. In this situation one can ask whether the adjunction at hand is natural in the sense of [44, p. 116 . In fact, it is known that, under relatively mild conditions, any dual adjunction between concrete categories is necessarily induced by a dualising object; see [13, 35, 44] . In short, general categorical results in duality theory apply to our specific situation. In this section we give an account of the Cignoli-Dubuc-Mundici adjunction that indicates the way the result fits into general duality theory, and at the same time explains how to relate the treatment based on representable functors with the classical approach that uses maximal ideals and the Stone topology.
Given a compact Hausdorff space X, recall the MV-algebra C(X) defined in Example 2.2. Given a continuous map f : X → Y in K, it is elementary that the induced function
is a morphism in MV. We therefore regard C as a functor:
Observe that, in the terminology of [44] and by virtue of the continuity of the MV-algebra operations of [0, 1], this functor C is a lifting along the underlying-set functor MV → Set of the contravariant 6 homfunctor hom K (−, [0, 1]). Symmetrically, regarding [0, 1] as an MV-algebra, we consider the contravariant hom-functor hom MV (−, [0, 1]): MV → Set. Although this is not obvious, it turns out that this functor admits a lifting to K along the underlying-set functor K → Set, which we again write
6 The reader is advised to bear in mind that while we only use covariant functors, [44] uses contravariant functors.
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The lifting is achieved by equipping hom MV (A, [0, 1]) with the initial topology with respect to the family of evaluations (ϕ a ) a∈A , where each evaluation sends a homomorphism h : A → [0, 1] to h(a). In classical approaches the functor (6) is equivalently replaced by the maximal spectrum functor, as we now explain.
For an arbitrary MV-algebra A and any subset S ⊆ A, define
If a ∈ A, write V (a) as a shorthand for V ({a}). Then: 
is a basis of closed sets for this topology.
The topology in Lemma 3.1 is the Stone topology of A, also known as the Zariski or hull-kernel topology. The set Max A equipped with the Stone topology is known as the maximal spectrum or the maximal spectral space of A. Proof. The first assertion is proved in [10, 1.2.16]. The second assertion is a straightforward verification using Lemma 3.1.
In light of Lemma 3.2 we henceforth regard Max as a functor:
The functor (7) and the (covariant version of the) functor (6) are naturally isomorphic, and we will freely identify them in the rest of this section whenever convenient. This identification rests on the following key fact. One can now verify that there is an adjunction Max ⊣ C : K op → MV, or equivalently, that the contravariant functors hom MV (−, [0, 1]) and hom K (−, [0, 1]) yield a dual adjunction between MV and K, in the sense of [44] . In fact, the existence of the latter dual adjunction follows from [44, Theorem 1.7] (see also [13, Proposition 2.4] ). The unit η and the counit ǫ of the adjunction are necessarily given by evaluation as in [44, (6) and (7) 
a −→ a for each MV-algebra A. Conversely, using maximal ideals, for any space X in K there is a continuous map
(Compare [40, 4.16] .) Writing Id C for the identity functor on a category C, we can summarise as follows. . For each space X in K, the component ǫ X : X → Max C(X) of ǫ at X given by (9) is a homeomorphism.
By contrast, the main objective of this paper amounts to an equational characterisation of Fix η. Let us first adopt a notation for Fix η that is more perspicuous in our situation. Notation 3.7. Let us agree to write MV C for the full subcategory of MV on those objects fixed by η. Hence any semisimple MV-algebra carries a unit norm uniquely determined by its algebraic structure, and there is a universal arrow
given by Cauchy completion in the unit norm. Finally, the composition
amounts to the homomorphism η A : A → C(Max A) as defined in (8), because there is a natural isomorphism
. The existence of this isomorphism is due to the Stone-Weierstrass Theorem for MV-algebras, to be proved in Lemma 7.4, together with the observation that there are homeomorphisms Max A ∼ = Max
Elementary results on δ-algebras.
We now introduce δ-algebras, a notion that will afford an equational characterisation of the full subcategory MV C of MV defined in the previous section. To this aim we consider operation symbols δ, ⊕, ¬, 0, where δ has arity ℵ 0 , ⊕ is binary, ¬ is unary, and 0 is a constant. In the definition below, the operations d and ⊖ denote Chang's distance and truncated subtraction on an MV-algebra, respectively. Please see Section 2 for details. Definition 4.2. A δ-algebra is an algebra (A, δ, ⊕, ¬, 0) such that (A, ⊕, ¬, 0) is an MV-algebra, and the following identities are satisfied.
Remark 4.3. Since every MV-algebra has a lattice reduct (see Lemma 2.3), Axiom A5 can be written in equational form in the obvious manner.
A homomorphism h : A → B of δ-algebras is a homomorphism of the underlying MV-algebras that also preserves δ. The latter condition means, as usual, that for all {x i } i∈N ⊆ A,
Homomorphisms of δ-algebras will be called δ-homomorphisms. Definition 4.4. We let ∆ denote the category whose objects are δ-algebras and whose morphisms are δ-homomorphisms.
Remark 4.5. There is a forgetful functor |−| : ∆ → MV that sends a δ-algebra to its underlying MValgebra. There is no obvious reason why this functor should be full. We will eventually show that this is the case in Theorem 6.3. Lemma 4.6. Given any compact Hausdorff space X = ∅, the MV-algebra C(X) is a δ-algebra if, for all {g i } i∈N ⊆ C(X), δ is defined as
Proof. Straightforward verification.
(Note that if X = ∅ then C(X) is a singleton, and thus has a unique structure of δ-algebra.) Remark 4.7. For the rest of this paper, whenever we regard C(X) as a δ-algebra, for X a compact Hausdorff space, we always assume that the operation δ is the one provided by Lemma 4.6. (We shall eventually prove in Corollary 6.4, that there actually is no other δ-algebraic structure expanding the MV-algebra C(X).)
We now embark on the proof of several elementary algebraic results on δ-algebras. These provide the ground on which the representation theory of the later sections rests.
Recall the unary derived operation f 1
2
. We define a further unary operation f 1 2 n for each n ∈ N by iterating f 1 2 , namely:
Lemma 4.8. The following equations hold in an arbitrary δ-algebra, for each n ∈ N.
3. δ( x) δ(x 1 , . . . , x n , 0).
(y).
(1).
Proof. Items 1-2 are proved by a straightforward induction on n using Axioms A2 and A4, respectively. Item 3 follows at once from A5 upon defining y 1 := 0, . . . , y n := 0, and y i := x i for all i > n. For item 4, note δ( x) δ(x 1 , 0) by item 3. Hence,
For item 6, recall that 1 := ¬0, and that the equation 1 ⊖ x = ¬x holds in any MV-algebra. Hence,
For item 7, note that
The assertion for n follows at once by induction. To prove item 8, suppose x y. Axiom A5 entails
Again, the assertion for n is immediate by induction. For the final item, by item 8 and Lemma 2.4 we have
Using item 6, we further have:
Lemma 4.9. The following equations hold in an arbitrary δ-algebra, for each n ∈ N.
1.
Proof. In order to prove item 1, observe that the equation holds trivially for n = 1, and it is true if n = 2, by Lemma 4.8.(4). Assuming that n > 2 we show that, for all k = 1, . . . , n − 2,
Now suppose (10) is true for 1 k < n − 1. We prove that it is true for k + 1.
Applying (10) with
so that item 1 is proved. For item 2, we proceed by induction on n ∈ N. The identity holds for n = 1 by Lemma 4.8.(4). Hence, let n > 1. The proof is completed by the following computation.
(inductive hypothesis)
Corollary 4.10. The following equations hold in an arbitrary δ-algebra, for each n ∈ N.
Proof. For item 1, note that
Item 2 is easily proved in the following way.
δ(x, y, y, . . .) = δ(x, 0) ⊕ δ(0, y, y, . . .) (Lemma 4.8.
Finally, item 3 follows by an easy computation:
5. Every δ-algebra is semisimple as an MV-algebra.
Recall from Remark 4.5 the forgetful functor |−| : ∆ → MV that sends a δ-algebra to its underlying MValgebra. Our aim in this section is to show that for any δ-algebra A, the MV-algebra |A| is semisimple (cf. Subsection 2.2). This amounts to the following: given a δ-algebra A, prove that Rad |A| := Max |A| = {0}. This will be the key fact needed to show, in the next section, that the functor |−| is full. To improve legibility, in the rest of this section we blur the distinction between |A| and A.
Lemma 5.1. If A is a δ-algebra, and x ∈ A satisfies x f 1 2 n (1) for all n ∈ N, then x ∈ Rad A.
Proof. Notice that
(1) = 0, so that, by Lemma 4.8. (6), we have
Let us fix an arbitrary n ∈ N. Then x f 1 2 n+1
(1) entails
(1) n times (Lemma 2.4)
(1)
Proof of Claim 5.2. We prove
for each x ∈ A and for each m, n ∈ N with m < n. If m = 1, then
Now let 1 < m < n, and assume the statement holds for m − 1. We see that
The claim entails nx f 1
(1), so that by (11) and Lemma 2.4 we have
Then Lemma 2.11 implies x ∈ Rad A.
For the following lemma, recall Notation 2.10.
Lemma 5.3. If A is a δ-algebra and x ∈ Rad A then, for all n ∈ N,
Proof. It suffices to prove the assertion for n = 1, as the general case follows by a trivial induction. We begin proving that the following holds for each y ∈ A.
Indeed, (1), we see that
holds in any δ-algebra. It now suffices to show that the hypotheses of Lemma 2.7 are satisfied, that is
for then an application of Lemma 2.7 to (13) yields
so that by (12) we have f 1 2 (x ⊕ x) = x. Indeed, (14) follows by a straightforward MV-algebraic calculation. Since it is immediate that f 1
(1) = 0, and x ⊙ x = 0 by Lemma 2.12, a further application of Lemma 2.12 proves (15) .
The next result is fundamental in proving that the radical ideal of a δ-algebra is trivial. 
We claim that
Indeed, we have
The proof is then completed by the following computation.
We can finally prove the main result of this section.
Theorem 5.5. The underlying MV-algebra of any δ-algebra is semisimple.
Proof. Let A be a δ-algebra, and pick an arbitrary element x ∈ Rad A. Since Rad A is an ideal, nx ∈ Rad A for all n ∈ N. Consider then the countable sequence
Indeed,
Since x, δ( v) ∈ Rad A, Lemma 2.12 entails x ⊙ δ( v) = 0. Applying Lemma 2.7 to equation (18), we conclude that x = 0, i.e. Rad A = {0}.
6. The forgetful functor ∆ −→ MV is full.
In this section we continue to blur the distinction between |A| and A, as in the previous one.
Lemma 6.1. Let A and B be δ-algebras, and let h : A → B be any homomorphism of MV-algebras. Then h preserves the derived operations f 1 2 n , for all n ∈ N.
Proof. In any MV-algebra A, the following quasi-equation holds: if x ⊙ x = 0, y ⊙ y = 0, and x ⊕ x = y ⊕ y, then x = y. To see this, represent A as ΓΞ(A) by Lemma 2.13, and note that x ⊙ x = (x + x − u) ∨ 0, so that x ⊕ x = x + x, and x = y. We use this fact below.
It suffices to prove the assertion for n = 1, for the rest follows by a straightforward induction. Pick x ∈ A. By Corollary 4.10.(3) we have
By Lemma 4.8. (9), moreover,
Proof. For all {x i } i∈N ⊆ A, and for all n ∈ N, we have the equality
coincides with
Moreover, since
Now, h(δ( x)) does not depend on n ∈ N. Hence, using the equality proved at the beginning of this proof,
which completes the proof.
As a consequence of Lemma 6.2, we obtain:
Proof. Arguing pointwise, Lemma 6.2 immediately yields the following: if A is any δ-algebra, and X is any compact Hausdorff space, then any MV-algebra homomorphism A → C(X) is a δ-homomorphism. Now consider an MV-algebra homomorphism h : A → B between δ-algebras A and B, and the component η B : B → C(Max B) of the unit of the adjunction between MV and K op of Section 3. The composition η B • h is then a δ-homomorphism. Since B is a semisimple MV-algebra by Theorem 5.5, η B is injective by Corollary 3.8. (2), whence h must preserve the operation δ.
We state an immediate and yet important consequence of the fact that |−| is fully faithful.
Corollary 6.4. Let A be an MV-algebra. There is at most one structure of δ-algebra on A whose MValgebraic reduct is A.
7. The Stone-Weierstrass Theorem.
We saw in Corollary 3.8.(2) that the MV-homomorphism η A : A → C(Max A) is injective if, and only if, the MV-algebra A is semisimple. A characterisation of when η A is surjective, given that it is injective, amounts to a Stone-Weierstrass Theorem for MV-algebras, which we prove in Lemma 7.4 assuming as Lemma 7.1 a version of the classical theorem. Using these ingredients we obtain, in Theorem 7.7, a Stone-Weierstrass Theorem for δ-algebras.
The Stone-Weierstrass Theorem for MV-algebras.
For X in K, a subset A ⊆ C(X, R) is called separating, or is said to separate the points of X, if for each x, y ∈ X such that x = y there exists f ∈ A such that f (x) = f (y). . Let X = ∅ be a compact Hausdorff space, and let G ⊆ C(X, R) be a unital ℓ-subgroup, i.e. a sublattice subgroup containing the unit 1 X . If G is divisible (as an Abelian group) and separates the points of X, then G is dense in C(X, R) with respect to the uniform norm.
In order to proceed, let us observe that each unital ℓ-group (H, u) is generated (as a group) by its unit interval Γ(H, u). Indeed, given any non-negative element h ∈ H, since u is a unit of H there is n ∈ N such that h nu. It is elementary that every ℓ-group enjoys the Riesz decomposition property; thus (cf. [24, Proposition 2.2]) there exist positive elements h 1 , . . . , h n of H satisfying h i u for each i = 1, . . . , n and h = n i=1 h i , as was to be shown. We will freely use this fact in the sequel. Now, to translate Lemma 7.1 to MV-algebras we need the following lemma about the functor Γ. Lemma 7.2. Suppose the MV-algebra A is a subalgebra of Γ(G, u), for a unital ℓ-group (G, u). Then the ℓ-group G ′ generated by A in G is isomorphic (as a unital ℓ-group) to Ξ(A), and Γ(G ′ , u) = A.
Proof. Call m the inclusion map A ⊆ Γ(G, u). Further, let e : A → ΓΞ(A) be the map the sends a ∈ A to the good sequence (a) of length 1 in Ξ(A). Now, using the adjunction Ξ ⊣ Γ granted by Lemma 2.13, m induces a unique unital ℓ-homomorphism f : Ξ(A) → G such that
By Lemma 2.13, e is an isomorphism, and therefore Γ(f ) is monic. Hence, so is f , and the image K := f (Ξ(A)) is unitally ℓ-isomorphic to Ξ(A). Since the unital ℓ-group K is generated by Γ(K), it now suffices to show that A = Γ(K).
To show A ⊆ Γ(K), pick a ∈ A. Then e(a) is such that f (e(a)) = a by (20) together with the definition of Γ(f ) as the restriction of f to ΓΞ(A). This shows that a ∈ K. Since, moreover, f preserves the unit, we have a ∈ Γ(K).
To prove the converse inclusion, pick x ∈ Γ(K). In other words, there exists a good sequence (a 1 , . . . , a l ) such that (i) f ((a 1 , . . . , a l )) = x, and (ii) 0 f ((a 1 , . . . , a l ) ) u. Since f is a unital ℓ-group monomorphism, (ii) entails (a 1 , . . . , a l ) ∈ ΓΞ(A), and therefore l = 1 by the definition of Ξ(A). This proves x = f ( (a 1 ) ) = f (e(a 1 )). Again by (20) , we infer x ∈ A, and the proof is complete. 21
Main result.
We now return to the forgetful functor |−| : ∆ → MV that sends a δ-algebra to its underlying MV-algebra (Remark 4.5). Recall that |−| is full (Theorem 6.3); it is obviously faithful. Let us write |∆| for the full subcategory of MV on the objects in the image of |−|. We can now compare MV C (Notation 3.7) and |∆|.
Theorem 8.1. |∆| = MV C .
Proof. It suffices to prove that |A| is in MV C for each δ-algebra A. Consider then the component η |A| as in (8) , with the aim of showing that it is an isomorphism; this amounts to showing that η |A| is bijective. By Theorem 5.5 together with Corollary 3.8. (2), η |A| is injective. Further, note that η |A| is a δ-homomorphism by Theorem 6.3, and that its image is a separating subset of C(Max |A|): given m = n ∈ Max |A|, there must be a ∈ m \ n, and a : Max |A| → [0, 1] separates m from n. Therefore, Theorem 7.7 applies to yield the surjectivity of η |A| .
Recall from Section 3 the adjunction Max ⊣ C : K op → MV. By Theorem 8.1 we obtain a forgetful functor |−| : ∆ → MV C . This functor has an inverse F : MV C → ∆. Indeed, given an MV-algebra A in MV C , the arrow η A is an MV-isomorphism and A inherits from C(Max A) a structure of δ-algebra whose MV-algebraic reduct is A. Such a structure is unique by Corollary 6.4. Call F (A) the resulting δ-algebra. By Theorem 6.3, F extends to a functor F : MV C → ∆ in the obvious manner. Thus, ∆ and MV C are isomorphic categories. Now, recall from Corollary 3.8. (1) 
