Stabilization of the homotopy groups of the self equivalences of linear
  spheres by Libman, Assaf
ar
X
iv
:1
90
3.
12
55
0v
2 
 [m
ath
.A
T]
  1
2 J
un
 20
19
STABILIZATION OF THE HOMOTOPY GROUPS OF THE SELF
EQUIVALENCES OF EQUIVARIANT SPHERES
ASSAF LIBMAN
Abstract. Let U1, U2, . . . be a sequence of orthogonal representations of a finite group G
such that every irreducible summand of ⊕nUn has infinite multiplicity. Let Vn = ⊕
n
i=1Un
and S(Vn) denote the sphere of unit vectors. Then for any i ≥ 0 the sequence of group
· · · → piimap
G(S(Vn), S(Vn)) → piimap
G(S(Vn+1), S(Vn+1)) → . . . stabilizes. The stable
group is a direct sum of ωi(BNGH/H) for a certain collection of subgroups H .
1. Introduction
Let G be a finite group. A real representation U of G can be equipped with an essentially
unique G-invariant norm. The set S(U) of unit vectors is called a linear sphere for G. The
one point compactification of U is denoted SU with ∞ ∈ SU as a basepoint.
This paper grew out of the interest in stabilization properties of the homotopy groups of
the space mapG(S(U), S(U)) of equivariant self maps. To make this precise, let U1, U2, . . . be
a sequence of real representations of G. Let Irr(U•) be the set of their irreducible summands.
Throughout we will assume:
(U) Any V ∈ Irr(U•) has infinite multiplicity in ⊕n≥1Un.
A map of unpointed spaces f : X → Y is called a k-equivalence if it induces a bijection
on path components, isomorphisms πiX → πiY for all 1 ≤ i ≤ k and an epimorphism
πk+1X → πk+1Y for any choice of basepoint in X. Let ωi(X) denote the stable homotopy
groups of X+ (the disjoint union of X with a basepoint). Let BG denote the classifying space
of a group G. Let (H) denote the conjugacy class of H ≤ G and WH = NG(H)/H. Let
IsoG(X) be the set of the isotropy groups of the points of a G-space X.
If U, V are orthogonal representations of G then S(U ⊕ V ) is homeomorphic to the join
S(U) ∗ S(V ). There results mapG(S(U), S(U))
f 7→f∗idS(V )
−−−−−−−→ mapG(S(U ⊕ V ), S(U ⊕ V )).
Theorem 1.1. Let U1, U2, . . . be a sequence of real representations of a finite group G which
satisfies hypothesis (U). Let U≤n denote ⊕
n
i=1Ui. Then for any k ≥ 0 the maps
mapG(S(U≤n), S(U≤n))
f 7→f∗idS(Un+1)
−−−−−−−−−−→ mapG(S(U≤n+1), S(U≤n+1))
are k-equivalences for all sufficiently large n. In addition, provided n is sufficiently large,
there are isomorphisms (bijection if i = 0) for any 0 ≤ i ≤ k and any choice of basepoint
πimap
G(S(U≤n), S(U≤n)) ∼=
⊕
(H)⊆F(U•)
ωi(BWH)
where F(U•) is the smallest collection of subgroups of G which contains ∪V ∈Irr(U•) IsoG(S(V ))
and is closed under intersection of groups, and the sum is over its conjugacy classes.
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Unreduced suspension gives a homeomorphism ΣS(U) ∼= SU . Denote the fixed points
0,∞ ∈ SU by α0, α1, the latter is the basepoint of S
U . Let mapG(SU , SU ; id{α0,α1}) be the
space of self maps which leave α0 and α1 fixed.
Proposition 1.2. With the set up and notation of Theorem 1.1, let U = U≤n for sufficiently
large n. Then unreduced suspension gives a k-equivalence
mapG(S(U), S(U))
susp: f 7→Σf
−−−−−−−→ mapG(SU , SU ; id{α0,α1}).
If U, V are representations, there is a homeomorphism SU ∧ SV
u∧v 7→u+v
−−−−−−→ SU+V .
Theorem 1.3. With the set up and notation of Theorem 1.1, for every sufficiently large n,
the map (between the pointed mapping spaces)
mapG∗ (S
U≤n , SU≤n)
f 7→f∧SUn+1
−−−−−−−−→ mapG∗ (S
U≤n+1 , SU≤n+1)
is a k-equivalence. If Irr(U•) contains the trivial representation then for all i ≥ 0 there are
isomorphisms (bijection if i = 0)
colimn πi map
G
∗ (S
U≤n , SU≤n) ∼= ⊕
(H)⊆F(U•)
ωi(BWH).
If Irr(U•) does not contain the trivial representation then
colimn πi map
G
∗ (S
U≤n , SU≤n) ∼= ⊕
(H)⊆F(U•)
ωi(BWH
∐
BWH).
1.4. Relation with tom Dieck splitting. Let S be the sphere spectrum in a category
of G-spectra on a complete universe [6, Sec. I.2]. tom Dieck’s splitting [12, Satz 2] yields
π∗(S
G) ∼= ⊕H ω∗(BWH) where H runs through representatives of the conjugacy classes of all
the subgroups of G. Theorem 1.3 can be viewed as an extension of this result to non-complete
G-universes, and in fact, “universes” which do not contain the trivial representation.
Indeed, hypothesis (U) makes U≤n an indexing sequence in a G-universe U underlying
a category of G-spectra in the sense of [6, Sec. I.2], with the only except that we do not
insist that Irr(U•) contains the trivial representation. If Irr(U•) contains all the irreducible
representations of G then U is a complete G-universe and Theorem 1.3 recovers tom Dieck’s
splitting since Irr(U•) contains all Irr(Ind
G
H(R)), since S ≃ F (S,S), and since sequential
colimits commute with G-fixed points and homotopy groups.
If the trivial representation is present in Irr(U•) then S(U≤n) has a fixed point and Theorem
1.1 can be deduced from Hauschild’s results [3, Satz 2.4]. Things are harder in its absence.
Becker and Schultz proved the theorem in the case that G acts freely [1] using geometric
methods. Spectral sequence arguments were used by Schultz [9, Prop. 6.5] to prove Theorem
1.1 when G is cyclic. Klaus proved that for any k ≥ 1 the groups πkmap
G(S(U≤n), S(U≤n)),
where id is the basepoint, are finite for all sufficiently large n [5, Proposition 2.5]. The author
improved this result in [7], giving bounds for their order (uniform in n for each k). However,
to establish Theorem 1.1 in its full generality spectral sequences become unmanageable.
The stabilization statement in Theorem 1.1 is a consequence of Proposition 6.1 while the
identification of the limit groups is a special case of Proposition 7.3. These propositions are
the main technical results of this paper. They allow, in principle, to prove Theorem 1.1 for
a larger class of spaces than linear spheres. Their hypotheses, though, are very restrictive.
Acknowledgements: I would like to thank Michael Crabb who read early versions of
this paper and shared his ideas and most importantly, suggesting the description of the limit
groups in Theorem 1.1 as a direct sum of stable homotopy groups. I would also like to thank
Irakli Patchkoria for helpful discussions.
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2. Preliminaries
Definition 2.1. A map f : X → Y of spaces is called a k-equivalence if it is bijective on
components and for any x ∈ X the induced maps πi(X,x) → πi(Y, f(x)) are isomorphisms
for all 1 ≤ i ≤ k and epimorphism for k + 1.
This is just a (convenient) “shift by 1” of the standard definitions of n-connectedness of
maps, see [14]. A space X is called k-connected, where k ≥ 0, if X → ∗ is a k-equivalence.
We will write
connX = k.
By convention connX = −1 if the number of path components of X is not 1. The next two
results are straightforward.
Lemma 2.2. Let k ≥ 0. Consider a morphism of fibre sequences where b1 ∈ B1.
Fib(p1, b1) //
h

E1
p1 // //
g

B1
f

Fib(p2, f(b1)) // E2 p2
// // B2.
(1) If f is a k-equivalence and the map h is a k-equivalence for any choice of b1 ∈ B1
then g is a k-equivalence.
(2) If f is a (k+1)-equivalence and g is a k-equivalence then h is a k-equivalence for any
choice of b1 ∈ B1.
Proof. This is standard diagram chase of exact sequences of pointed sets and groups. The
first assertion is slightly more delicate in connection to the surjection on components and
uses the homotopy lifting property of p2. 
Lemma 2.3. Let k ≥ 0 and consider the following ladder of Serre fibrations
E1
h

q1 // // D1
g

p1 // // B1
f

E2 q2
// // D2 p2
// // B2
Assume that f, g, h induce k-equivalences on the fibres of p1 and p2 and on the fibres of q1
and q2. Then they induce k-equivalences on the fibres of p1 ◦ q1 and p2 ◦ q2.
Proof. Choose b1 ∈ B1 and set b2 = f(b2). We need to show that Fi = Fib(pi ◦ qi, bi) are
k-equivalent. Set Xi = Fib(pi, bi). We obtain a morphism of fibrations
F1
q1|F1// //
h|F1

X1
g|X1

F2
q2|F2
// // X2
By hypothesis g|X1 is a k-equivalence, so by Lemma 2.2(1) it remain to show that all the
fibres of the rows of this diagram are k-equivalent. These fibres are equal to the fibres of q1
and q2 and by the hypothesis they are k-equivalent. 
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Throughout this paper we will work in a “convenient category of G-spaces”, that is the
category CGWH of compactly generated weak Hausdorff spaces, or the category CGH of com-
pactly generated Hausdorff spaces, see [10] or [11]. This category has products and function
complexes F (X,Y ) giving adjunction homeomorphisms map(Z ×X,Y ) ∼= map(Z,F (X,Y ))
where map denotes the set of morphisms in CGWH. In fact, CGWH is enriched over itself
and map(X,Y ) ∼= F (X,Y ).
LetG be a discrete group, e.g finite. Let G−CGWH be the category ofG-spaces. Regarding
X and Y as objects in CGWH via the forgetful functor, F (X,Y ) is equipped with a standard
action ofG where (g·ϕ)(x) = gϕ(g−1x). In this way the set mapG(X,Y ) of all G-mapsX → Y
is equipped with a topology giving rise to the adjunction homeomorphism mapG(Z×X,Y ) ∼=
mapG(Z,F (X,Y )).
Let Y ⊆ X be an inclusion of G-spaces. We denote by Gx the stabilizer of x ∈ X. Set
IsoG(X,Y ) = {Gx : x ∈ X \ Y }.
If Y = ∅ we will simply write IsoG(X).
An inclusion B ⊆ A of G-spaces is a relative G-CW complex if A is obtained from B by
attaching equivariant cells. A G-CW complex is a space obtained in this way from the empty
set. We emphasize that by G-CW complexes we always mean that G acts cellularly (by
permuting cells). See [13, Chapter II.1]. For H ∈ IsoG(A,B), the H-relative dimension is
dimH(A,B)
def
= dim (AH , BH).
This is the maximum dimension of an equivariant cell of type G/H in A which is not contained
in B. For any G-space Y , a relative G-CW complex (A,B) gives rise to a Serre fibration
mapG(A,Y )→ mapG(B,Y ).
A map of G-spaces is a k-equivalence if this is the case by forgetting the action of G.
Lemma 2.4. Fix some k ≥ 0. Suppose B ⊆ A is an inclusion of finite dimensional G-
CW complexes and f : X → Y is a map of G-spaces. For any H ∈ IsoG(A,B) set nH =
dimH(A,B) and assume that the map X
H f
H
−−→ Y H is a (k + nH)-equivalence. Then for any
ϕ ∈ mapG(B,X) the map f∗ induced on fibres in
Fib(i∗, ϕ) //
f∗

mapG(A,X)
i∗ // //
f∗

mapG(B,X)
f∗

Fib(i∗, f ◦ ϕ) // mapG(A,Y )
i∗ // // mapG(B,Y )
is a k-equivalence of spaces.
Proof. We use induction on n = dim(A,B). If n = −1 then A = B and the result is trivial.
Assume that n ≥ 0 and let A′ ⊆ A be the union of the (n − 1)st skeleton of A with B. Let
i : B → A and j : B → A′ and ℓ : A′ → A denote the inclusions. We obtain a diagram of
fibrations
(2.1)
mapG(A,X)
f∗

ℓ∗ // // mapG(A′,X)
f∗

j∗ // // mapG(B,X)
f∗

mapG(A,Y )
ℓ∗ // // mapG(A′, Y )
j∗ // // mapG(B,Y )
such that composition of the rows are the maps i∗. By construction dim(A′, B) ≤ n− 1 and
also dimH(A
′, B) ≤ dimH(A,B) = nH for any H ∈ IsoG(A
′, B). The induction hypothesis
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applies to the inclusion B ⊆ A′ and we deduce that the fibres of j∗ in the second square are
k-equivalent. By Lemma 2.3 it remains to show that the fibres of the maps ℓ∗ are k-equivalent.
Since A is obtained from A′ by attaching equivariant n-cells, we get a pushout diagram∐
i∈A S
n−1 ×G/Hi
 _

η // A′ _
∐
i∈AD
n ×G/Hi // A.
where A indexes the equivariant n-cells attached to A′, hence nHi = n for all i ∈ A. By
applying mapG(−, T ), where T is any G-space, we obtain a pullback diagram, natural in T ,
mapG(A,T ) // //

mapG(A′, T )
η∗
∏
imap(D
n, THi) // //
∏
imap(S
n−1, THi).
Since this is is a pullback square, the fibres of the horizontal maps are homeomorphic. Ap-
plying this for T = X and T = Y , it remains to prove that the maps on all fibres in the
following commutative diagram∏
imap(D
n,XHi) // //
f∗

∏
imap(S
n−1,XHi)
f∗
∏
imap(D
n, Y Hi) // //
∏
imap(S
n−1, Y Hi)
are k-equivalences. If n = 0 then the spaces on the right are points and the map of the
spaces on the left is by hypothesis nHi + k = n+ k = k equivalence, so the map on fibres is
a k-equivalence. If n ≥ 1 then by the hypothesis the vertical arrow on the left is a (k + n)-
equivalence, hence a k-equivalence, and the vertical arrow on the right is a k+n−(n−1) = k+1
equivalence. Lemma 2.2 shows that the map on all fibres is a k-equivalence and this completes
the proof. 
Corollary 2.5. Let k ≥ 0. Let A be a finite G-CW complex and B be a subcomplex. Let Y be
a G space and let k ≥ 0. Assume that connY H − dimH(A,B) ≥ k for every H ∈ IsoG(A,B).
Then mapG(A,Y )
i∗
−→ mapG(B,Y ) is a k-equivalence.
Proof. Lemma 2.4 with B ⊆ A and Y → ∗ shows that all the fibres of mapG(A,Y ) →
mapG(B,Y ) are k-connected. Then apply Lemma 2.2(1) with g = i∗ and f the identity on
mapG(B,Y ). 
2.6. Let ΣX be the unreduced suspension of a space X. The images of 0, 1 ∈ I yield two
distinguished points
α0, α1 ∈ ΣX,
of which α1 is chosen as the basepoint. If X is a G-space both α0, α1 are fixed points.
Let Y be a space and y0, y1 ∈ Y points. Let F (ΣX,Y ; y0, y1) be the subspace of maps
f : ΣX → Y such that f(α0) = y0 and f(α1) = y1. Let Py0,y1Y denote the space of paths
ω : I → Y such that ω(0) = y0 and ω(1) = y1. There is an adjunction homeomorphism
F (ΣX,Y ; y0, y1) ∼= F (X,Py0,y1Y ).
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In particular F (ΣX,ΣX;α0, α1) ∼= F (X,Pα0,α1ΣX) and denote the adjoint of the identity by
ηX : X → Pα0,α1ΣX (ηX(x)(t) = (t, x) ∈ ΣX)
If X is a G-space then ηX is a G map, (ηX)
H = ηXH for any H ≤ G, and ηX the unit of the
adjunction isomorphism
mapG(ΣX,ΣX) ∼= mapG(X,Pα0,α1ΣX).
We will need the following (somewhat expected) corollary of Freudenthal’s theorem.
Proposition 2.7. (a) The map ηSn : S
n → Pα0,α1ΣS
n is a (2n − 2)-equivalence, where
n ≥ 1.
(b) Suppose m > n ≥ 1. Then F (Sn, Sm)
susp: f 7→Σf
−−−−−−−→ F (ΣSn,ΣSm) is a (m − 1)-
equivalence of path connected spaces.
Proof. (a) Choose a basepoint x0 ∈ S
n and consider the quotient map π : ΣSn → ΣredSn.
By inspection π ◦ ηSn is the canonical map S
n → ΩΣredSn which is a (2n− 2)-equivalence by
Freudenthal’s theorem. The result follows since π is a homotopy equivalence.
(b) By definition of ηSn the triangle in the following diagram commutes
F (Sn, Sm)
(ηSn )∗ //
f 7→Σf

F (Sn,Pα0,α1ΣS
m)
∼=tt❥❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥
F (ΣSn,ΣSm;α0, α1)
  // F (ΣSn,ΣSm)
(evα0 ,evα1 )// // ΣSm × ΣSm.
The inclusion of the fibre in the second row is a (m − 1)-equivalence. The vertical arrow
is a (2m − 2 − n)-equivalence by part (a) and Lemma 2.4 applied to ∅ ⊆ Sn and ηSm , and
F (Sn, Sm) is clearly path connected. Since m− 1 ≤ 2m− 2− n, the result follows. 
3. Square diagrams of spaces
Let PX = F (I,X) denote the path space of X. The homotopy pullback of a diagram of
spaces X0
f
−→ X2
g
←− X1 is the subspace of X0 ×X1 × PX2 consisting of (x0, x1, ω) such that
f(x0) = ω(0) and g(x1) = ω(1). The homotopy fibre of X
f
−→ Y over y0 ∈ Y is the homotopy
pullback of X
f
−→ Y
y0
←− ∗. There is an inclusion Fib(f, y0) ⊆ hoFib(f, y0) via the constant
paths, and if f is a Serre fibration this inclusion is a weak homotopy equivalence.
Definition 3.1. Let S be the category whose objects are commutative diagrams of spaces
(3.1) A =
A3
a32 //
a31

A2
a20

A1 a10
// A0
Morphisms are natural transformations of diagrams. Thus, a morphism ϕ : A → B is a
quadruple (ϕ0, ϕ1, ϕ2, ϕ3) of maps ϕi : Ai → Bi with the obvious commutation relations with
the structure maps of A and B.
A basepoint for A is a triple of x = (x0, x1, x2) ∈ A0×A1×A2 such that a20(x2) = x0 and
a10(x1) = x0. Notice that we do not choose x3 ∈ A3 compatible with x0, x1, x2.
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A basepoint of A ∈ S gives rise to the following diagram of spaces which we denote by (A, x).
(A, x) =
A3
a32 //
a31

A2
a20

•
x2oo

A1 a10
// A0 •
x0oo
• //
x1
OO
•
OO
•oo
OO
We obtain a category S∗ whose objects are (A, x) with natural transformations between
them. The homotopy limit functor gives rise to a functor Λ: S∗ → Spaces
(3.2) Λ(A, x)
def
= holim(A, x).
Fubini’s theorem for homotopy limits [2, Secs. 24 and 31] implies that (A, x) can be calculated
by first taking the homotopy limits of the rows (resp. columns) and then take the homotopy
limits of the resulting pullback diagram of spaces. Therefore
Λ(A, x) ∼= hoFib
(
hoFib(a32, x2)
(a31,a20)
−−−−−−−→ hoFib(a10, x0) , x1
)
(3.3)
Λ(A, x) ∼= hoFib
(
hoFib(a31, x1)
(a32,a10)
−−−−−−−→ hoFib(a20, x0) , x2
)
where x1 ∈ Fib(a10, x0) ⊆ hoFib(a10, x0) and x2 ∈ Fib(a20, x0) ⊆ hoFib(a20, x0).
Lemma 3.2. Let ϕ : A → B be a morphism in S depicted by the vertical arrows in
A3
a32 //
ϕ3

❄
❄❄
A2 a20
❄
❄❄

A1 //

A0
ϕ0

B3
b31
❄
❄❄
// B2
❄
❄❄
B1
b10
// B0
(1) If the side faces (or the back and front faces) are homotopy pullback squares then
the induced map Λ(A, x)
Λ(ϕ)
−−−→ Λ(B, ϕ(x)) is a (weak) homotopy equivalence for any
choice of basepoint x for A.
(2) Let x be a basepoint for A. Suppose that
(i) ϕ2 and ϕ0 induce a (k + 1)-equivalence hoFib(a20, x0)→ hoFib(b20, ϕ0(x0)) and
(ii) ϕ1, ϕ3 induce a k-equivalence hoFib(a31, x1)→ hoFib(b31, ϕ1(x1)).
Then Λ(A, x)
Λ(ϕ)
−−−→ Λ(B, ϕ(x)) is a k-equivalence.
(3) Suppose that A2
a20−−→ A0 is a Serre fibration and that
(i) hoFib(a20, x0)→ hoFib(b20, ϕ1(x0)) is a k-equivalence for any basepoint x0 ∈ A0,
and
(ii) Λ(A, x)
Λ(ϕ)
−−−→ Λ(B, ϕ(x)) is a k-equivalence for any choice of basepoint x in A.
Then hoFib(a31, x1)→ hoFib(b31, ϕ(x1)) is a k-equivalence for any basepoint x1 ∈ A1.
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Proof. (1) Since each side face is a homotopy pullback square, the induced maps on homotopy
fibres of its rows is a weak equivalence. Thus, the vertical arrows in
(3.4) hoFib(a31, x1)
(a32,a10) //
(ϕ3,ϕ1)

hoFib(a20, x0)
(ϕ2,ϕ0)

hoFib(b31, ϕ1(x1))
(b32,b10)
// hoFib(b20, ϕ0(x0))
are weak homotopy equivalences. Therefore the map induced on the homotopy fibres of the
rows over x2 and ϕ2(x2) are weak equivalences, and the result follows from (3.3).
(2) This is immediate from (3.3) and Lemma 2.2(2).
(3) Choose x1 ∈ A1 and set x0 = a10(x1). There results a commutative diagram as in (3.4).
By the hypothesis the vertical arrow on the right of (3.4) is a k-equivalence, and our goal is
to show the the same is true for the vertical arrow on the left. By Lemma 2.2(1) it remain
to show that for any x2 ∈ hoFib(a20, x0) the map induced on the homotopy fibres of the
horizontal arrows is a k-equivalence. By hypothesis A2 → A0 is a Serre fibration, so the
inclusion fib(a20, x0) ⊆ hoFib(a20, x0) is a weak homotopy equivalence. Therefore we may
consider only x2 ∈ fib(a20, x0) in which case x = (x0, x1, x2) forms a basepoint for A and it
follows from (3.3) that the map of the homotopy fibres over x2 and ϕ2(x2) in the diagram (3.4)
is the map Λ(A, x)
Λ(ϕ)
−−−→ Λ(B, ϕ(x)) which by hypothesis is a k-equivalence. This completes
the proof. 
Given an object A ∈ S let I×A be the object in S obtained by applying the functor I×−
objectwise. Similarly PA is obtained by applying the path space functor P(−) objectwise.
Definition 3.3. Let A,B be objects in S. A homotopy is a morphism ϕ : I × A → B.
We frequently refer to a homotopy as a family of morphisms ϕp : A → B (parameterized by
0 ≤ p ≤ 1).
The adjoint of a homotopy ϕ : I × A → B is a morphism ϕ# : A → PB. If x is a
basepoint of A then ϕ#(x) is a basepoint in PB. Evaluation at p ∈ I gives a morphism
(PB, ϕ#(x))
evp
−−→ (B, ϕp(x)) in S∗ which is an object-wise homotopy equivalence. We obtain
a weak homotopy equivalence Λ(PB, ϕ#(x))
Λ(evp)
−−−−→ Λ(B, ϕp(x)). The following lemma is an
immediate consequence.
Lemma 3.4. Let ϕp : A → B be a homotopy in S. Then for any basepoint x in A there is a
commutative diagram in which both evaluation morphisms are (weak) homotopy equivalences
Λ(A, x)
Λ(ϕp=1)

Λ(ϕp=0)//
Λ(ϕ#)
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Λ(B, ϕp=0(x))
Λ(B, ϕp=1(x)) Λ(PB, ϕ
#(x))
≃ Λ(ev0)
OO
≃
Λ(ev1)
oo
In particular, if α, β : A → B are homotopic morphisms and x of A is a basepoint then Λ(α, x)
is a k-equivalence if and only if Λ(β, x) is.
4. Join of spaces
The join X1 ∗ · · · ∗ Xn is the homotopy colimit of the diagram of spaces indexed by the
opposite category of the poset of the non-empty subsets σ of [n] = {1, . . . , n}, and consisting
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of the spaces Xσ
def
=
∏
i∈σXi and projection maps between them. Let ∆
n−1 = {(t1, . . . , tn) :
ti ≥ 0,
∑
i ti = 1} be the standard (n − 1)-simplex in R
n. The underlying set of the join is
the set of equivalence classes of
(4.1)
∐
∅6=σ⊆[n]
∆|σ|−1 ×Xσ
where for any τ ⊆ σ we declare (si, xi)i∈τ ∼ (ti, yi)i∈σ if xi = yi and si = ti for all i ∈ τ
and ti = 0 for all i ∈ σ \ τ . There are two natural choices to topologize the join, but when
X1, . . . ,Xn are compact Hausdorff both agree with the quotient topology, see [8, Section 2].
4.1. NOTATION: Since the join will play a key role in this paper we will write
X1 · · ·Xn instead of X1 ∗ · · · ∗Xn.
Its points are equivalence classes [t1x1, . . . , tnxn] where (t1, . . . , tn) ∈ ∆
n−1 and it is under-
stood that tixi may be omitted from the notation if either Xi is empty or if ti = 0, and two
such brackets represent the same point if they agree except in the entries where ti = 0.
Identify ∆1 with the unit interval I via I
t7→(t,1−t)
−−−−−−→ ∆1. Then the join XY of compact
Hausdorff spaces fits in a pushout diagram
(4.2)
(X × Y )
∐
(X × Y ) 
 i0+i1 //
πY
∐
πX

X × Y × I
π

Y
∐
X 
 // X ∗ Y
If X1, . . . ,Xn are G-spaces then their join is also a G-space via the diagonal action. Given
a G-space Z we obtain a functor X 7→ XZ from G−CGWH to itself. This functor is, in fact,
continuous in the sense that for any G-spaces X,Y the resulting natural map
(4.3) JZ : F (X,Y )
f 7→f∗idZ−−−−−−→ F (XZ,Y Z)
is a continuous map. We can describe it explicitly: for any f ∈ F (X,Y )
(4.4) JZ(f)([sx, (1 − s)z]) = [s · f(x), (1 − s)z].
One easily checks that JZ is G-equivariant and passage to fixed points gives
JZ : map
G(X,Y )
f 7→f∗idZ−−−−−−→ mapG(XZ,Y Z)
If X,Y,Z are compact there are well known natural “associativity” homeomorphisms
(XY )Z
[s[tx,(1−t)y],(1−s)z] 7→[stx,s(1−t)y,(1−s)z]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ XY Z(4.5)
X(Y Z)
[tx,(1−t)[sy,(1−s)z]] 7→[tx,s(1−t)y,(1−s)(1−t)z]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ XY Z
This allows us to identify, for example, mapG(AY,XY )
JZ−−→ mapG((AY )Z, (XY )Z) with
mapG(AY,XY )
JZ−−→ mapG(AY Z,XY Z).
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By inspection, these homeomorphisms together with (4.4) imply the commutativity of the
following diagrams for compact G-spaces A,T, Y, Z.
(4.6)
mapG(A,T )
JZ //
incl∗ ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
mapG(AZ, TZ)
i∗

mapG(A,TZ)
mapG(AY, T )
i∗Y //
JZ

mapG(Y, T )
JZ

mapG(AY Z, TZ)
i∗
Y Z // mapG(Y Z, TZ)
where incl : T
t7→[1·t,0z]
−−−−−−→ TZ and i : A
a7→[1·a,0z]
−−−−−−→ AZ are the inclusions and we used the
homeomorphism (AY )Z ∼= AY Z.
Definition 4.2. Let A,X, Y, Z be compact G-spaces. Let
ψA,X,Y,Z : map
G(A×X,Y )→ mapG(A×XZ,Y Z)
be the unique map which renders the following diagram commutative
mapG(A,F (X,Y ))
mapG(A,JZ)//
∼=

mapG(A,F (XZ,Y Z))
∼=

mapG(A×X,Y )
ψA,X,Y,Z
// mapG(A×XZ,Y Z).
It is clear that ψ is natural in A. By inspection
(4.7) ψA,X,Y,Z(f)(a, [sx, (1 − s)z]) = [s · f(a, x), (1 − s)z].
The remainder of this section is devoted to the definition and study of two maps
α, β : A× Y Z × I → AY Z,
of which the second is simply the quotient onto A(Y Z) ∼= AY Z. They arise in the computa-
tions in Section 6 in the context of the homeomorphisms (4.5), and the next definition is our
starting point. Recall that ∆2 denotes the standard 2-simplex in R3. For i = 0, 1, 2 let ∂i∆
2
denote the ith face of ∆2, i.e the elements (t0, t1, t2) ∈ ∆
2 with ti = 0.
Definition 4.3. Let α˜, β˜ : I × I → ∆2 be the functions
α˜(s, t) = (st, s(1− t), 1 − s)
β˜(s, t) = (t, s(1− t), (1 − s)(1− t)) .
Both maps are clearly surjective, so for any 0 ≤ s, t,≤ 1 there exist 0 ≤ s′, t′ ≤ 1 such that
β˜(s, t) = α˜(s′, t′).
Proposition 4.4. Define functions s′, t′ : I × I → I as follows.
s′(s, t) = s+ t− st
t′(s, t) =
{
0 if s = t = 0
t
s+t−st if (s, t) 6= (0, 0).
(a) s′ is a continuous function, and t′ is continuous away from (0, 0).
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(b) 0 ≤ s′, t′ ≤ 1
(c) β˜ = α˜ ◦ (s′, t′).
(d) s′(0, t) = t and t′(s, 0) = 0 and t′(s, 1) = 1. Also t′(0, t) = 1 for all t 6= 0.
Proof. First, s + t − st = 1 − (1 − s)(1 − t). This shows that 0 ≤ s′ ≤ 1 and that the
denominator in the formula for t′ vanishes if and only if s = t = 0. This shows that t′ is
well defined and that it is continuous away from (0, 0). The continuity of s′ is clear Also,
s + t − st = t + s(1 − t) ≥ t which shows that 0 ≤ t′ ≤ 1. This proves items (a) and (b).
Items (c) and (d) follow by inspection of the formulas. 
Of course, the maps α˜ and β˜ are homotopic for trivial reasons. But we will need an
explicit homotopy satisfying some conditions. Given a homotopy h : I×X → Y we will write
hp : X → Y for the restriction of h to {p} ×X where 0 ≤ p ≤ 1.
Proposition 4.5. There exists a homotopy θ˜ : I2× I → ∆2 from α˜ to β˜, written as a family
of maps θ˜p : I
2 → ∆2 parameterized by 0 ≤ p ≤ 1, with the properties
θ˜p({0} × I) ⊆ ∂1∆
2 , θ˜p({1} × I) ⊆ ∂2∆
2
θ˜p(I × {0}) ⊆ ∂0∆2 , θ˜p(I × {1}) ⊆ ∂1∆2
Proof. Define functions S, T : I × I2 → I by
T (p, s, t) = p · t′(s, t) + (1− p)t,
S(p, s, t) = p · s′(s, t) + (1− p)s.
It is clear from Proposition 4.4(b) and (a) that 0 ≤ S, T ≤ 1 and that S is continuous and T
is continuous away from I × {(0, 0)}. Define functions H,K : I × I2 → ∆2 as follows, where
we write S, T instead of S(p, s, t) and T (p, s, t), and t′ instead of t′(s, t)
H(p, s, t) = (s · T, s · (1− T ), 1 − s)
K(p, s, t) =
(
S · t′, S · (1− t′), 1− S
)
.
They are well defined since by Propositions 4.4(b) 0 ≤ t′ ≤ 1 and we have seen that 0 ≤
S, T ≤ 1. They are continuous away from I × {(0, 0)} because S, T are and t′ is continuous
away from (0, 0). Also, it follows from Proposition 4.4(d) that
Sp(0, t) = pt and Sp(1, t) = 1 and Tp(s, 0) = 0 and Tp(s, 1) = 1.
One then checks that
Hp({0} × I) ⊆ ∂1∆
2 , Kp({0} × I) ⊆ ∂1∆
2
Hp({1} × I) ⊆ ∂2∆
2 , Kp({1} × I) =⊆ ∂2∆
2
Hp(I × {0}) ⊆ ∂0∆
2 , Kp(I × {0}) ⊆ ∂0∆
2
Hp(I × {1}) ⊆ ∂1∆
2 , Kp(I × {1}) ⊆ ∂1∆
2.
Inspection of the definition of H and K gives
H0(s, t) = (st, s(1− t), 1− s) = α˜(s, t)
H1(s, t) = (st
′, s(1− t′), 1 − s)
K0(s, t) = (st
′, s(1− t′), 1− s) = H1(s, t)
K1(s, t) = (s
′, t′, s′(1− t′), 1− s′) = (α˜ ◦ (s′, t′))(s, t) = β˜(s, t).
Therefore the homotopiesHp andKp can be concatenated to form a homotopy Θ˜ : I×I
2 → ∆2
from α˜ to β˜ with the properties in the statement of this proposition. 
12 ASSAF LIBMAN
Definition 4.6. Let A,Y,Z be compact Hausdorff spaces and assume that Y,Z are not
empty. Let
qA,Y,Z : A× Y × Z ×∆
2 → AY Z and
qY,Z : Y × Z × I → Y Z
be the restriction of the quotient maps (4.1). Since Y,Z 6= ∅ the second map is a quotient
map. Compactness of all spaces implies that A × qY,Z × I in the left vertical map in the
diagram below is a quotient map too. It can be described explicitly by the formula
(a, y, z, s, t) 7→ (a, [sy, (1 − s)z], t).
By Proposition 4.5 and inspection of the formula above, for any 0 ≤ p ≤ 1 the composition
of the top horizontal arrow with the vertical arrow on the right respects the quotient map on
the left. We finally define Θ: (A× Y Z × I)× I → AY Z to be the homotopy whose fibres Θp
are the unique maps which render the following diagram commutative.
A× Y × Z × I × I
A×Y×Z×Θ˜p //
A×qY,Z×I

A× Y × Z ×∆2
qA,Y,Z

A× Y Z × I
Θp
//❴❴❴❴❴❴❴❴❴❴ AY Z
Definition 4.7. Let α, β : A× Y Z × I → AY Z be the maps α = θ|p=0 and β = θ|p=1.
Proposition 4.8. The maps α and β are homotopic and have the explicit formula
α (a, [sy, (1 − s)z], t) = [sta, s(1− t)y, (1− s)z]
β (a, [sy, (1− s)z], t) = [ta, s(1− t)y, (1− s)(1− t)z]
Proof. The homotopy is provided by θp. The formulas are immediate from the explicit de-
scription of α˜ and β˜ in Definition 4.3 and Proposition 4.5. 
The explicit formulas for α, β in Proposition 4.8 give the next straightforward calculation.
Proposition 4.9. (1) The restriction α|A×Y Z×{0} : A × Y Z → AY Z is the composition
A× Y Z
proj
−−→ Y Z
incl
−−→ AY Z.
(2) The restriction α|A×Y Z×{1} : A × Y Z → AY Z factors through the inclusion AZ ⊆
AY Z and is given by (a, [sy, (1 − s)z]) 7→ [sa, (1− s)z].
(3) The restriction β|A×Y Z×{1} : A×Y Z → AY Z is the composition A×Y Z
proj
−−→ A
incl
−−→
AY Z.
The following facts are again straightforward calculations:
Proposition 4.10. Let A,X, Y be compact Hausdorff G-spaces, X,Y 6= ∅. Recall the maps
JZ and ψ from (4.3) and Definition 4.2, and let π : A×Y × I → AY be the restriction of the
quotient map (4.1). Then the following diagrams commute.
(4.8)
mapG(AY,XY )
JZ

π∗ // mapG(A× Y × I,XY )
∼= // mapG(A× I × Y,XY )
ψA×I,Y,XY,Z

mapG(AY Z,XY Z)
α∗// mapG(A× Y Z × I,XY Z)
∼= // mapG(A× I × Y Z,XY Z)
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(4.9) mapG(Y,XY )
JZ //
π∗

mapG(Y Z,XY Z)
(α|A×Y Z×{0})
∗

mapG(A× Y,XY )
ψA,Y,XY,Z
// mapG(A× Y Z,XY Z)
(4.10) mapG(A,XY )
JZ //
π∗

mapG(AZ,XY Z)
(α|A×Y Z×{1})
∗

mapG(A× Y,XY )
ψA,Y,XY,Z
// mapG(A× Y Z,XY Z)
(4.11) mapG(A,XY )
JZ //
incl∗

mapG(AZ,XY Z)
(β|A×Y Z×{1})
∗
i∗uu❦❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦
mapG(A,XY )
π∗
// mapG(A× Y Z,XY Z)
Proof. To check (4.8) we use the formula for α in Proposition 4.8, for JZ in (4.4) and for ψ
in (4.7), to calculate
α∗JZ(f)(a, t, [sy, (1−s)z]) = JZ(f)([st·a, s(1−t)·y, (1−s)·z]) = [s·f([ta, (1−t)y]), (1−s)z] =
[s · (π∗f)(a, t, y), (1 − s)z] = ψA×I,Y,XY,Z(π
∗f)(a, t, [sy, (1 − s)z]).
The commutativity of (4.9) follows from Proposition 4.9(1) , the naturality of ψ with respect
to A→ ∗, and the observation that JZ is ψ∗,Y,XY,Z .
The commutativity of (4.10) follows by the following calculation which uses Proposition
4.9(2), and equations (4.4) and (4.7).
(α∗1JZ(h))(a, t, [sy, (1 − s)z]) = JZ(h)([sa, [1 − s)z]) =
[s · h(a), (1 − s)z] = [s · (π∗h)(a, y), (1 − s)z] = ψA,Y,XY,Z(π
∗h)(a, [sy, (1 − s)z]).
Finally, (4.11) follows from (4.6) and Proposition 4.9(3). 
5. Filtration of G-spaces
Let G be a finite group. Let (H) denote the conjugacy class of H ≤ G. Enumerate the
conjugacy classes of G
(5.1) (H1), · · · , (Hr)
so that |Hi| ≥ |Hi+1|. In this way, if Hi is conjugate to a proper subgroup of Hj then i > j.
Let X be a G-space. Let Gx denote the isotropy group of x ∈ X. For any 0 ≤ q ≤ r set
(5.2) Xq = {x ∈ X : Gx ∈ (Hi) for some 1 ≤ i ≤ q}.
We obtain a filtration of X, see [13, Chap. I.6],
∅ = X0 ⊆ X1 ⊆ · · · ⊆ Xr = X.
If X is a G-CW complex then one checks that Xq are subcomplexes [13, Prop. II.1.12]. The
assignment X 7→ Xq is a functor giving rise to natural maps
mapG(X,Y )
f 7→f |Xq
−−−−−−→ mapG(Xq, Yq).
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This is because f(Xq) ⊆ Yq by the choice of the enumeration (5.1), see [13, I.(6.3)].
Proposition 5.1. Let X,Y be compact Hausdorff G-spaces.
(1) If H ≤ G then (XY )H = XHY H (where XY denotes the join).
(2) For any 1 ≤ q ≤ r
(XY )q ⊆ XqYq ⊆ XqY ⊆ XY
(3) Set H = Hq for some 1 ≤ q ≤ r. Then
XHq = X
H
XHq−1 =
⋃
KH
XK .
Proof. Notice that the isotropy group of [x, y, t] ∈ XY is Gx if t = 1 and Gy if t = 0 and
Gx ∩Gy if 0 < t < 1. From this items (1) and (2) follow easily.
Set H = Hq for some 1 ≤ q ≤ r. By construction
Xq \Xq−1 = {x ∈ X : Gx ∈ (H)}.
The choice of the enumeration (5.1) implies item (3) since x ∈ XH if and only if H ≤ Gx. 
Recall that if X is a G-space and H ≤ G then XH admits an action of WH = NGH/H.
This gives a functor X 7→ XH from G-spaces to WH-spaces. There results a natural map
(5.3) mapG(X,Y )
resH
G
: f 7→f |
XH−−−−−−−−−−−→ mapWH(XH , Y H)
Proposition 5.2. Let X,Y,Z be compact Hausdorff G-spaces.
(1) The join map JZ (4.3) renders the following square commutative
mapG(X,Y )
resH
G //
JZ

mapWH(XH , Y H)
J
ZH

mapG(XZ,Y Z)
resH
G
// mapWH((XZ)H , (Y Z)H).
(2) Let H ≤ G. Then
IsoWH(X
H ,XHq−1) ⊆ {e}.
Proof. Item (1) follows from Proposition 5.1(1) and by inspection of (4.4). For item (2),
suppose that x ∈ XH \ XHq−1. Then H ≤ Gx and by choice of the enumeration (5.1),
Gx ∈ (Hi) for some i ≤ q. Since x /∈ Xq−1 it follows that i = q and therefore Gx = H. In
particular, WHx is trivial. 
Proposition 5.3. Let X be a G-CW complex. Set H = Hq ∈ IsoG(X) for some 1 ≤ q ≤ r.
Then there is a pullback square, natural in both X and Y
mapG(Xq, Y )
i∗ // //
resH
G

mapG(Xq−1, Y )
resH
G

mapWH(XH , Y H)
i∗ // // mapWH(XHq−1, Y
H)
whose rows are fibrations, hence the vertical arrows induce homeomorphisms on all fibres.
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Proof. Since IsoG(Xq,Xq−1) is the conjugacy class of H = Hq, there is a pushout square
(5.4) G×NH X
H
q−1
(g,x)7→gx //
 _

Xq−1 _

G×NH X
H
q
(g,x)7→gx // Xq
in which the vertical arrows are inclusions of G-CW complexes, i.e G-cofibrations, and which
is is natural in X. The pullback square is obtained upon applying the functor mapG(−, Y )
to this pushout square and observing that XHq = X
H (Proposition 5.1(3)) and that if A is a
WH-space then there are natural homeomorphisms
mapG(G×NH A,Y ) ∼= map
NH(A,Y ) = mapNH(A,Y H) = mapWH(A,Y H).

6. The stabilization lemma
The purpose of this section is to prove the following Proposition.
Proposition 6.1. Let G be a finite group. Let X,Y,Z be finite G-CW complexes. Let k ≥ 0.
Assume that
(1) IsoG(X) = IsoG(Y ) = IsoG(XY Z),
and that for any H ∈ IsoG(X)
(2) dimY H > k,
(3) dimXH − dim
(⋃
KH X
K
)
> k.
(4) conn(XY )H ≥ dimXH + dimY H and conn(XY Z)H ≥ dimXH + dim(Y Z)H
(5) F (Y H , (XY )H)
J
ZH−−−→ F ((Y Z)H , (XY Z)H) is a non-equivariant (dimXH + k + 1)-
equivalence (see (4.3) and Proposition 5.1(1)).
Then the natural map
mapG(XY,XY )
JZ−−→ mapG(XY Z,XY Z)
is a k-equivalence.
Proof. We will use the filtration (5.2) and show that the composition
(6.1) mapG((XY )q,XY )
JZ−−−→ mapG((XY )qZ,XY Z)
j∗
−→ mapG((XY Z)q,XY Z)
is a k-equivalence for any 0 ≤ q ≤ r, where j denotes the inclusion (XY Z)q ⊆ (XY )qZ, see
Proposition 5.1(2). The claim of the proposition follows for q = r.
The proof is by induction on 0 ≤ q ≤ r. The base of induction q = 0 is a triviality since
(XY )q = (XY Z)q = ∅. We therefore assume that (6.1) is a k-equivalence for q − 1 and we
prove it for q ≤ r. Set
H = Hq.
Since X ⊆ XY ⊆ XY Z, it follows from hypothesis (1) that IsoG(X) = IsoG(XY ) =
IsoG(XY Z). By the definition of the filtration (5.2), if H /∈ IsoG(X) then (XY )q = (XY )q−1
and (XY Z)q = (XY Z)q−1, in which case the induction step follows trivially from its hypoth-
esis. We therefore assume that
H ∈ IsoG(X).
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Naturality of JZ gives the following commutative diagram whose rows are fibrations and in
which i denotes the inclusions (XY )q−1 ⊆ (XY )q and (XY Z)q−1 ⊆ (XY Z)q, and j denotes
the inclusions (XY Z)q ⊆ (XY )qZ and (XY Z)q−1 ⊆ (XY )q−1Z.
(6.2)
mapG((XY )q,XY )
i∗ // //
j∗◦JZ

mapG((XY )q−1,XY )
j∗◦JZ

mapG((XY Z)q,XY Z)
i∗ // // mapG((XY Z)q−1,XY Z).
The vertical arrow on the right is a k-equivalence by the induction hypothesis, so by Lemma
2.2(1) it remains to show that the fibres of i∗ are k-equivalent.
Proposition 5.1(1) and the formula (4.4) for JZ(f) easily imply the commutativity of the
following diagram, where i and ℓ denote the inclusions of the H-fixed points of (XY )q−1 ⊆
(Xq−1Y )q ⊆ (XY )q and (XY Z)q−1 ⊆ (Xq−1Y Z)q ⊆ (XY Z)q, and j denoted the inclusion of
the H-fixed points of (XY Z)q−1 ⊆ (XY )q−1Z.
(6.3)
mapWH((XY )H , (XY )H)
i∗ // //
J
ZH

mapWH((Xq−1Y )
H , (XY )H)
ℓ∗

J
ZH



mapWH((XY )H , (XY )H)
i∗ // //
J
ZH

mapWH((XY )Hq−1, (XY )
H)
j∗◦J
ZH

mapWH((XY Z)H , (XY Z)H)
i∗ // // mapWH((XY Z)Hq−1, (XY Z)
H)
mapWH((XY Z)H , (XY Z)H)
i∗ // // mapWH((Xq−1Y Z)
H , (XY Z)H)
ℓ∗
OOOO
By Proposition 5.2(1), the maps resHG in (5.3) give rise to a natural transformation between
the commutative square (6.2) to the square in the middle of (6.3). By Proposition 5.3 the
fibres of the rows of (6.2) over any f ∈ mapG((XY )q−1,XY ) are homeomorphic to the fibres
over resHG (f) of the rows of the middle square of (6.3).
Therefore, it suffices to prove that the fibres of the rows of the 2nd square in (6.3) are
k-equivalent for any choice of basepoint in mapWH((XY )Hq−1, (XY )
H). If ZH = ∅ then this
is a triviality since JZH and j
∗ are the identity maps. So for the remainder of the proof we
assume that
ZH 6= ∅.
It follows from hypothesis (3) and from Proposition 5.1(3) that dimXH − dimXHq−1 ≥ k+1.
Together with hypotheses (4) and (2) we get
conn(XY )H − dim(Xq−1Y )
H ≥ dimXH + dimY H − (dimXHq−1 + dimY
H + 1) ≥ k.
Similarly,
conn(XY Z)H ≥ dim(Xq−1Y Z)
H + k.
Since H ∈ IsoG(X) Proposition 5.2(2) implies that IsoWH((Xq−1Y )
H , (XY )Hq−1) = {e}.
Corollary 2.5 applies with (XY )Hq−1 ⊆ (Xq−1Y )
H and with (XY Z)Hq−1 ⊆ (Xq−1Y Z)
H to
show that both maps ℓ∗ in (6.3) are k-equivalences. It follows from Lemma 2.2(2) that the
fibres of i∗ at the top and bottom squares of (6.3) are k-equivalent. Since ℓ∗ are bijective
on components, it suffices to show that the fibres of i∗ at the top and bottom of (6.3) are
k-equivalent via the curved arrows.
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This is indeed the case by applying Proposition 6.2 below with XHq−1 ⊆ X
H and Y H
and ZH and G = WH. To see this, notice first that XH and Y H are not empty since
H ∈ IsoG(X) = IsoG(Y ). Also Z
H 6= ∅ by assumption. Hypothesis (1) of Proposition 6.2
follows from Proposition 5.2(2). Hypothesis (2) of Proposition 6.2 is hypothesis (5) of this
proposition. Hypothesis (3) of Proposition 6.2 follows from hypotheses (4) and (2) of this
proposition. 
Proposition 6.2. Let G be a finite group and X,Y,Z be finite non-empty G-CW complexes
and X ′ ⊆ X a G-subcomplex. Let k ≥ 0. Suppose that
(1) IsoG(X,X
′) = {e}.
(2) F (Y,XY )
JZ−−→ F (Y Z,XY Z) is a non-equivariant (dimX + k + 1)-equivalence.
(3) conn(XY ) ≥ dimX + k + 1.
Then the maps induced on fibres of the horizontal arrows in the following diagram
mapG(XY,XY )
i∗ // //
JZ

mapG(X ′Y,XY )
JZ

mapG(XY Z,XY Z)
i∗ // // mapG(X ′Y Z,XY Z)
are k-equivalences for any choice of basepoint in the space at the top right corner.
Proof. Let i : X ′ → X be the inclusion. Define the following objects in S, see Definition 3.1.
A =
mapG(XY,XY )
(i∗
Y
,i∗
X
)
// //
i∗

mapG(Y,XY )×mapG(X,XY )
id×i∗

mapG(X ′Y,XY )
(i∗Y ,i
∗
X′
)
// // mapG(Y,XY )×mapG(X ′,XY ).
B =
mapG(XY Z,XY Z)
(i∗
Y Z
,i∗
X
)
// //
i∗ 
mapG(Y Z,XY Z)×mapG(X,XY Z)
id×i∗

mapG(X ′Y Z,XY Z)
(i∗Y Z ,i
∗
X′
)
// // mapG(Y Z,XY Z)×mapG(X ′,XY Z).
C =
mapG(X × Y × I,XY )
(ev0,ev1)// //
i∗ 
mapG(X × Y,XY )2
i∗×i∗

mapG(X ′ × Y × I,XY )
(ev0,ev1)// // mapG(X ′ × Y,XY )2.
D =
mapG (X × Y Z × I,XY Z)
(ev0,ev1)// //
i∗ 
mapG(X × Y Z,XY Z)2
i∗×i∗

mapG (X ′ × Y Z × I,XY Z)
(ev0,ev1)// // mapG(X ′ × Y Z,XY Z)2
The commutativity of these squares is a direct consequence of the naturality of i 7→ i∗. The
plan of the proof is as follows.
(a) Define morphisms A
Φ
−→ B
Π
−→ D and A
Π
−→ C
Ψ
−→ D in S. Note: We used Π to denote
two different morphisms; This will create no source of confusion and the reason for
the choice will become apparent in (6.5) and (6.6) where they are defined.
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(b) Show that both Λ(B, y)
Λ(Π)
−−−→ Λ(D,Π(y)) and Λ(A, x)
Λ(Π)
−−−→ Λ(C,Π(x)) are weak
homotopy equivalences for any choice of basepoints x for A and y for B, see Definition
3.1 and equation (3.2).
(c) Show that Λ(C, y)
Λ(Ψ)
−−−→ Λ(D,Ψ(y)) is a k-equivalence for any choice of basepoint y
in C.
(d) Show that A
Π◦Φ
−−−→ D is homotopic to A
Ψ◦Π
−−−→ D (Definition 3.3).
(e) Deduce that Λ(A, x)
Λ(Φ)
−−−→ Λ(B,Φ(x)) is a k-equivalence for any choice of base point
x for A. Use this and Lemma 3.2(3) to complete the proof.
With the indexing in (3.1), we will now describe maps Φi : Ai → Bi and Πi : Bi → Di and
Πi : Ai → Ci and Ψi : Ci → Di, where i = 0, . . . , 3. We will then show that these are the
components of natural transformations A
Φ
−→ B and B
Π
−→ D and A
Π
−→ C and C
Ψ
−→ D.
Notation: In what follows we will use the letter A to represents either X or X ′,
A = X ′ or A = X.
Define Φi : Ai → Bi using the maps JZ (4.3) and the inclusion incl : XY → XY Z as follows,
Φ1,Φ3 : map
G(AY,XY )
JZ−−→ mapG(AY Z,XY Z)(6.4)
Φ0,Φ2 : map
G(Y,XY )×mapG(A,XY )
JZ×incl∗−−−−−→ mapG(Y Z,XY Z)×mapG(A,XY Z)
Let π : A×Y Z×I → AY Z be the map in (4.2). Let πA : A×Y Z → A and πY Z : A×Y Z → Y Z
be the projections. Define Πi : Bi → Di as follows,
Π1,Π3 : map
G(AY Z,XY Z)
π∗
−−−→ mapG(A× Y Z × I,XY Z)(6.5)
Π0,Π2 : map
G(Y Z,XY Z)×mapG(A,XY Z)
π∗
Y Z
×π∗
A−−−−−→ mapG(A× Y Z,XY Z)2
Let π : A × Y × I → AY be as in (4.2) and πA : A × Y → A and πY : A × Y → Y be the
projections. Set Πi : Ai → Ci as follows
Π3,Π1 : map
G(AY,XY )
π∗
−→ mapG(A× Y × I,XY )(6.6)
Π2,Π0 : map
G(Y,XY )×mapG(A,XY )
π∗
Y
×π∗
A−−−−−→ mapG(A× Y,XY )2
Use the maps ψA×I,Y,XY,Z and ψA,Y,XY,Z in Definition 4.2 to define Ψi : Ci → Di
Ψ3,Ψ1 : map
G(A× Y × I,XY )
ψ
−→ mapG(A× Y Z × I,XY Z)(6.7)
Ψ2,Ψ0 : map
G(A× Y,XY )2
ψ×ψ
−−−→ mapG(A× Y Z,XY Z)2
Claim 1: The maps Φ0, . . . ,Φ3 in (6.4) define a natural transformation Φ: A → B.
Proof: With the indexing of Definition 3.1, the naturality of JZ and the equality incl∗ ◦i
∗ =
i∗ ◦ incl∗ imply that Φ1 ◦ a31 = b31 ◦Φ3 and Φ0 ◦ a20 = b20 ◦Φ2. The commutative square in
(4.6) implies the commutativity of the following diagram
mapG(AY,XY )
((iAYY )
∗,(iAYA )
∗)
//
JZ

mapG(Y,XY )×mapG(A,XY )
JZ×JZ

mapG(AY Z,XY Z)
((iAY ZY Z )
∗,(iAY ZAZ )
∗)
// mapG(Y Z,XY Z)×mapG(AZ,XY Z)
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Composing the 2nd factor of the 2nd column with mapG(AZ,XY Z)
i∗
A−→ mapG(A,XY Z) and
using the commutative triangle in (4.6), it follows that Φ2◦a32 = b32◦Φ3 and Φ0◦a10 = b10◦Φ1.
Hence, Φ: A → B is a morphism in S. QED
Claim 2: The maps Ψ0, . . . ,Ψ3 in (6.7) define a morphism Ψ: C → D.
Proof: This is immediate from the naturality of ψ with respect to the inclusions X ′ ⊆ X and
X ′ × I ⊆ X × I and the inclusions A
∐
A ⊆ A× I. QED.
Claim 3: The maps Π0, . . . ,Π3 in (6.6) define a morphism Π: A → C in S. Moreover
Λ(A, x)
Λ(Π)
−−−→ Λ(C,Π(x)) is a weak homotopy equivalence for any basepoint x forA. Similarly,
the maps Π0, . . . ,Π3 in (6.5) define a morphism Π: B → D in S and Λ(B, y)
Λ(Π)
−−−→ Λ(D,Π(y))
is a weak homotopy equivalence for any basepoint y in B.
Proof: We will prove the statements about the maps in (6.6) and Π: A → C. The proof for
the maps in (6.5) and Π: B → D is obtained by replacing Y with Y Z everywhere and A with
B and C with D.
By applying mapG(−,XY ) to the commutative squares
X ′ × Y × I
π //
i

X ′Y
i

X × Y × I
π // XY
(X ′ × Y )
∐
(X ′ × Y )
πY
∐
πX′ //
 _

Y
∐
X ′
 _

(X × Y )
∐
(X × Y )
πY
∐
πX // Y
∐
X.
it follows that c31 ◦Π3 = Π1 ◦ a31 and c20 ◦Π2 = Π0 ◦ a20. By applying map
G(−,XY ) to the
pushout square (4.2) we obtain pullback squares
A3
a32 // //
Π3

A2
Π2

C3
c32 // // C2
A1
a10 // //
Π1

A0
Π0

C1
c10 // // C0
which are in particular commutative. Thus, Π0, . . . ,Π3 define a natural transformation
Π: A → C. Since the horizontal arrows a32, a10 and c32 and c10 are fibrations, the two
squares above are homotopy pullback squares and Lemma 3.2(1) shows that Λ(Π, x) are
weak homotopy equivalences for all basepoints x of A. QED.
Claims 1–3 complete steps (a) and (b) in our plan of the proof.
Claim 4: Λ(C, y)
Λ(Ψ)
−−−→ Λ(D,Ψ(y)) is a k-equivalence for any choice of basepoint y in C.
Proof: Hypotheses (1) and (2) allow us to apply Lemma 2.4 to the following commutative
squares
mapG(X × I, F (Y,XY ))
i∗ // //
J∗
Z

mapG(X ′ × I, F (Y,XY ))
J∗
Z

mapG(X × I, F (Y Z,XY Z))
i∗ // // mapG(X ′ × I, F (Y Z,XY Z))
mapG(X,F (Y,XY ))2
i∗×i∗ // //
J∗
Z
×J∗
Z

mapG(X ′, F (Y,XY ))2
J∗
Z
×J∗
Z

mapG(X,F (Y Z,XY Z))2
i∗×i∗// // mapG(X ′, F (Y Z,XY Z))2
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It follows that the fibres of the rows in the 1st square are k-equivalent and those in the 2nd
square are (k+1)-equivalent. By construction of the maps Ψ0, . . . ,Ψ3 in (6.7) and Definition
4.2 of the maps ψ, it follows that the maps induced on the homotopy fibres in the following
diagrams
hoFib(c31, y1) //

C3
Ψ3

c31 // // C1
Ψ1

hoFib(d31,Ψ1(y1)) // D3
d31 // // D1
hoFib(c20, y0) //

C2
Ψ2

c20 // // C0
Ψ0

hoFib(d20,Ψ0(y0)) // D2
d20 // // D0
are (k + 1)-equivalences for any choice of basepoints y0 ∈ C0 and y1 ∈ C1. Lemma 3.2(2)
shows that Λ(C, y)
Λ(Ψ)
−−−→ Λ(D,Ψ(y)) is a k-equivalence for any basepoint y of C. QED.
This completes step (c) of the proof. We turn to the technical proof of step (d).
Claim 5: The morphisms A
Φ
−→ B
Π
−→ D and A
Π
−→ C
Ψ
−→ D are homotopic (Definition 3.3).
Proof: The plan is define an object H ∈ S, a morphism A
Υ
−→ H and a homotopy H
Ξp
−→ D
parameterized by 0 ≤ p ≤ 1, such that (Ξ ◦Υ)|p=0 = Π ◦ Φ and (Ξ ◦Υ)|p=1 = Ψ ◦Π.
By applying the functor mapG(−,XY Z) to the commutative square of inclusions
Y Z
∐
X ′Z 
 //
 _

X ′Y Z _

Y Z
∐
XZ 
 // XY Z
we obtain the following object H in S.
H =
mapG(XY Z,XY Z)
(i∗Y Z ,i
∗
XZ) //
i∗ 
mapG(Y Z,XY Z)×mapG(XZ,XY Z)
id×i∗

mapG(X ′Y Z,XY Z)
(i∗
Y Z
,i∗
X′Z
)
// mapG(Y Z,XY Z)×mapG(X ′Z,XY Z).
Define maps Υi : Ai →Hi (i = 0, . . . , 3) as follows (we use the indexing as in Definition 3.1).
Υ1,Υ3 : map
G(AY,XY )
JZ−−→ mapG(AY Z,XY Z)(6.8)
Υ0,Υ2 : map
G(Y,XY )×mapG(A,XY )
JZ×JZ−−−−→ mapG(Y Z,XY Z)×mapG(AZ,XY Z).
They give rise to a morphism Υ: A→ H in S by commutativity of the square in (4.6).
We now define homotopies (Ξi)p : Hi → Di parameterized by 0 ≤ p ≤ 1. Apply map
G(−,XY Z)
to the homotopies Θp : A× Y Z × I → AY Z in Definition 4.6 to obtain the maps
(6.9) (Ξ3)p : H3
(Θp)∗
−−−→ D3 and (Ξ1)p : H1
(Θp)∗
−−−→ D1.
Definition 4.6 and Proposition 4.5 show that Θp|t=0
def
= Θp|A×Y Z×{0} factors through the
inclusion Y Z ⊆ AY Z and that Θp|t=1
def
= Θp|A×Y Z×{1} factors through the inclusion AZ ⊆
AY Z. By applying mapG(−,XY Z) to these square homotopies we obtain the maps
(6.10) (Ξ2)p : H2
(Θp|t=0)∗×(Θp|t=1)∗
−−−−−−−−−−−−−→ D2 and (Ξ0)p : H2
(Θp|t=0)∗×(Θp|t=1)∗
−−−−−−−−−−−−−→ D0.
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Naturality of the construction of Θ with respect to the inclusion X ′ ⊆ X implies the com-
mutativity of the squares
H3
h31 //
(Ξ3)p

H1
(Ξ1)p

D3
d31 // D1
H2
h20 //
(Ξ2)p

H0
(Ξ0)p

D2
d20 // D0.
Furthermore, by applying mapG(−,XY Z) to the commutative square
(6.11)
(A× Y Z) ⊔ (A× Y Z)
incl0+ incl1 //
Θp|t=0⊔Θp|t=1

A× Y Z × I
Θp

Y Z ⊔AZ
iY Z+iAZ
// AY Z.
we obtain the commutativity of
H3
h32 //
(Ξ3)p

H2
(Ξ2)p

D3
d32 // D2
H1
h10 //
(Ξ1)p

H0
(Ξ0)p

D1
d10 // D0
Therefore Ξ0, . . . ,Ξ3 give rise to a homotopy Ξ: I×H → D in S. Composition with Υ: A →
H gives a homotopy Ξ ◦Υ: I ×A → D parameterized by p ∈ I.
It remains to show that (Ξ ◦Υ)|p=0 = Ψ ◦Π and that (Ξ ◦Υ)|p=1 = Π ◦Φ. We start with
p = 1. By Proposition 4.8, Θ|p=1 = β is the natural map A× Y Z × I
π
−→ A(Y Z) ∼= AY Z in
(4.2). By the definition of Φ1,Φ3 in (6.4) and Π1,Π3 in (6.5) and Υ1,Υ3 in (6.8) and Ξ1,Ξ3
in (6.9), it follows that for i = 1, 3
(Ξi)|p=1 ◦Υi = β
∗ ◦ JZ = π
∗ ◦ JZ = Πi ◦ Φi.
Proposition 4.8 shows that Θp=1|t=0 = β|A×Y Z×{0} is the projection A×Y Z → Y Z and that
Θp=1|t=1 = β|A×Y Z×{1} is the composition of the projection A × Y Z → A followed by the
inclusion into AZ. Since (Ξ0)p and (Ξ2)p are obtained by applying map
G(−,XY Z) to the
first column of (6.11), the commutative triangle in (4.6) together with (6.4) and (6.5) show
that for i = 0, 2
(Ξi)p=1 ◦Υi = (π
∗
Y Z ◦ JZ)× (π
∗
A ◦ (i
AZ
A )
∗ ◦ JZ) = (π
∗
Y Z ◦ JZ)× (π
∗
A ◦ incl∗) = Πi ◦ Φi.
It follows that
(Ξ ◦Υ)|p=1 = Π ◦ Φ.
It remains to show that (Ξ ◦Υ)|p=0 = Ψ ◦ Π. First, we claim that for i = 1, 3
(Ξi)p=0 ◦Υi = α
∗ ◦ JZ = ψA×I,Y,XY,Z ◦ π
∗ = Ψi ◦Πi.
The first equality follows from the definitions of Ξi and Υi in (6.9) and (6.8), where i = 1, 3,
and from Definition 4.7; The second equality follows from the commutative square (4.8) in
Proposition 4.10, and the third from the definitions of Ψi and Πi in (6.7) and (6.6).
Let i = 0, 2. We claim that
(Ξi)p=0 ◦Υi = (α|A×Y Z×{0}
∗ × α|A×Y Z×{1}
∗) ◦ (JZ × JZ) =
(ψA,Y,XY,Z ◦ (π
Y
A×Y )
∗)× (ψA,Y,XY,Z ◦ (π
A
A×Y )
∗) = Ψi ◦ Πi.
22 ASSAF LIBMAN
The first equality follows from the definition of Υi and Ξi in (6.8) and (6.9); The second
follows from (4.9) and (4.10) in Proposition 4.10, and the third from the definition of Ψi and
Πi in (6.7) and (6.6). It follows that (Ξ ◦Υ)|p=0 = Ψ ◦ Π. Q.E.D
This completes step (d) of the proof. We are now ready to complete the proof of the
proposition as outlined in step (e).
Claims 3 and 4 and the functoriality of Λ imply that Λ(A, x)
Λ(Ψ◦Π)
−−−−−→ Λ(D,Ψ ◦ Π(x)) is
a k-equivalence for any choice of basepoint x in A. Claim 5 together with Lemma 3.4 show
that Λ(A, x)
Λ(Π◦Φ)
−−−−−→ Λ(D,ΠΦ(x)) is a k-equivalence. From Claim 3 and the functoriality of
Λ we deduce that Λ(A, x)
Λ(Φ)
−−−→ Λ(B,Φ(x)) is a k-equivalence for any basepoint x in A.
By hypothesis (3), conn(XY ) ≥ dimX + k + 1 and therefore also conn(XY Z) ≥ dimX +
k + 1, see for example [8, Lemma 2.3]. Thanks to hypothesis (1), we may apply Corollary
2.5 to X ′ ⊆ X and to XY and XY Z and deduce, in light of the definitions of A and B, that
the horizontal arrows in the following square are (k + 1)-equivalences.
A2
a20 // //
Φ2

A0
Φ0

B2
b20 // // B0
In particular, their fibres are (k+1)-connected, and therefore Φ2 and Φ0 induce k-equivalences
among them. We have already seen that Λ(A, x)
Λ(Φ)
−−−→ Λ(B,Φ(x)) are k-equivalences, there-
fore we may apply Lemma 3.2(3) to deduce that in the commutative square
A3
a31 // //
Φ3

A1
Φ1

B3
b31 // // B1
the vertical arrows induce k-equivalences on all the fibres of a31 and b31. Given the definition
of Φ1 and Φ3 in (6.4), this is exactly the claim of this proposition. 
7. The limit groups
The purpose of this section is to prove Proposition 7.3 below. It will make an essential use
of equivariant stable homotopy theory. Our main reference is Lewis-May-Steinberg [6]. Let
G be a finite group. We will fix a universe U for the representations of G and an indexing set
A for U [6, Definition 2.1]. A spectrum E is a collection of pointed G-spaces E(V ) for every
V ⊆ A, subject to some conditions [6, Def. 2.1]. There is a functor Σ∞ from the category
of pointed G-spaces to the category of G-spectra. It has a right adjoint Ω∞ which assigns
to a spectrum E its zeroth space [6, Proposition 2.3]. We denote, as usual, Q = Ω∞ ◦ Σ∞
[6, p. 14]. If A is a pointed G-space, the function spectrum F (A,E) is obtained by applying
F (A,−) to each space of E [6, Def. 3.2]. If H ≤ G, there is a fixed point spectrum EH which
is obtained, once again, by taking H-fixed points of the spaces of E [6, Def. 3.7]. It has a
structure of a WH-spectrum where WH = NGH/H.
The Borel construction of a G-space X is the orbit space EG×GX = (EG×X)/G. Let X
be a pointed G-space. Denote EG+ ∧G X
def
= (EG+ ∧X)/G. The following important result
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[6, Section V.11] gives a complete description of the fixed point spectrum (Σ∞X)G
(Σ∞X)G ≃
∨
H
Σ∞
(
EWH+ ∧
WH
XH
)
where H runs through representatives of the conjugacy classes of the subgroups of G and
where WH = NGH/H acts in the natural way on X
H .
Let U be a real representation of G. Let SU denote the one point compactification of U
with basepoint α1 = ∞. Clearly α0 = 0 ∈ U is also fixed by G. Notice that for any H ≤ G
we have (SU )H = SV where V = UH .
Let C(f) denote the mapping cone of a map f : A → B of unpointed G-spaces; it is
equipped with a natural basepoint (the “tip of the cone”). If A ⊆ B we write C(B,A) for
the mapping cone of the inclusion.
For a G-space X with fixed points x0, x1, denote by Px0,x1X the space of paths ω : I → X
with ω(0) = x0 and ω(1) = x1. It has a natural action of G.
Lemma 7.1. (1) Let X be a pointed finite CW-complex such that H˜i(X) = 0 for all
0 ≤ i ≤ m. Then πiΣ
∞X = 0 for all 0 ≤ i ≤ m.
(2) Let X be a finite G-CW complex such that H˜i(X) = 0 for all 0 ≤ i ≤ m. Then
πiΣ
∞(EG+ ∧G X) = 0 for all 0 ≤ i ≤ m.
Proof. (1). This follows from Atiyah-Hirzebruch spectral sequence H˜i(X,Ej(∗)) ⇒ E˜i+j(X)
applied to the sphere spectrum E = S.
(2). There is a G-cofibre sequence where EG retracts off EG × X equivariantly (via the
basepoint of X).
EG // EG×X //
ss ❴❡
EG+ ∧X
By taking G-orbits we get a cofibre sequence
BG // XhG //
ss ❴❣
EG+ ∧G X
with BG retracting off XhG = EG ×G X. The Serre spectral sequence Hi(BG,Hj(X)) ⇒
Hi+j(XhG) of the fibration XhG → BG shows that Hi(BG) → Hi(XhG) is an isomorphism
for all 0 ≤ i ≤ m and therefore H˜i(EG+ ∧G X) = 0 for all 0 ≤ i ≤ m. The result follows
from item (1). 
Lemma 7.2. Let V be a G-representation and X ⊆ V a finite G-CW complex. Set n =
dimV . Then there are isomorphisms for all 0 ≤ i ≤ n− 2
πi+1Σ
∞
(
EG+ ∧G C(S
V , SV \X)
)
∼= πiΣ
∞(EG+ ∧G (S
V \X))
Proof. Lemma 7.1(2) shows that πiΣ
∞(EG+ ∧G SV ) = 0 for 0 ≤ i ≤ n − 1. The long exact
sequence in stable homotopy groups of the cofibration EG+ ∧G (S
V \X) → EG+ ∧G S
V →
EG+ ∧G C(S
V , SV \X) gives the result. 
Proposition 7.3. Let U be a representation of G and let X ⊆ U be a finite G-CW complex.
Let k ≥ 0. Assume that for any H ∈ IsoG(X)
(a) dimXH < dimUH .
(b) dimXH − dim
(⋃
KH X
K
)
> k + 1.
(c) (SU \X)H is WH-equivariantly homotopy equivalent to a WH-CW complex.
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Then mapG(X,SU ) is path connected and for all 1 ≤ i ≤ k + 1
(7.1) πimap
G(X,SU ) ∼=
⊕
(H)⊆IsoG(X)
πiΣ
∞
(
EWH+ ∧
WH
C(SU , SU \X)H
)
.
If in addition
(d) there exists a G-map X
η
−→ Pα0,α1S
U such that XH
η
−→ Pα0,α1(S
U )H is a (dimXH+k)-
equivalence for any H ∈ IsoG(X)
then for any basepoint f ∈ mapG(X,X) and every 0 ≤ i ≤ k there are isomorphisms (bijection
for i = 0):
(7.2) πimap
G(X,X) ∼=
⊕
(H)⊆IsoG(X)
πiΣ
∞
(
EWH+ ∧
WH
(SU \X)H
)
.
Proof. We will prove by induction on the filtration {Xq}
r
q=0 of X in (5.2) that map
G(Xq, S
U )
is path connected and that there are isomorphisms for all 1 ≤ i ≤ k + 1
(7.3) πimap
G(Xq, S
U ) ∼=
⊕
(H)⊆IsoG(Xq)
πiΣ
∞
(
EWH+ ∧
WH
C(SU , SU \X)H
)
.
The base of induction is a triviality since X0 = ∅. Assume that (7.3) holds for q − 1 and we
prove it for 1 ≤ q ≤ r. If Hq /∈ IsoG(X) then Xq = Xq−1 and the induction step is trivial. So
we assume that H = Hq is in IsoG(X).
Choose some basepoint f ∈ mapG(Xq, S
U ). We obtain a fibre sequence (over f |Xq−1)
F → mapG(Xq, S
U )
j∗
−→ mapG(Xq−1, S
U ).
The hypotheses imply that
dimH(Xq,Xq−1) ≤ dimX
H
q = dimX
H ≤ dimUH − 1 = conn(SU )H .
We can apply Corollary 2.5 (with Y = SU and k = 0) to deduce that j∗ is bijective on
components and that π0F = ∗. Together with the induction hypothesis on map
G(Xq−1, S
U ),
it follows that mapG(Xq, S
U ) is path connected, as needed. Therefore we may assume that
the basepoint f is the null map.
Since IsoG(Xq) = IsoG(Xq−1) ∪ (H), in order to complete the induction step for (7.3) it
remains to show that for every 1 ≤ i ≤ k + 1
(i) πiF → πimap
G(Xq, S
U ) is split injective , and
(ii) πiF ∼= πiΣ
∞
(
EWH+ ∧WH C(S
U , SU \X)H
)
.
For the rest of the proof set V = UH and n = dimV . Proposition 5.3 yields the following
morphism of fibrations which induces a homeomorphism on the fibres (over the null maps)
F //
∼=

mapG(Xq, S
U )
j∗ // //

mapG(Xq−1, S
U )

F // mapWH(XH , SV )
j∗ // // mapWH(XHq−1, S
V ).
Therefore, we will be finished if we prove (ii) and that πiF → πimap
WH(XHq−1, S
V ) is split
injective for all 1 ≤ i ≤ k + 1.
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Since QSV = colimV ′ Ω
V ′ΣV
′
SV [6, p. 14], Freudenthal’s theorem implies that the natural
map SV → QSV is a non-equivariant (2n − 2)-equivalence. Hypotheses (a) and (b) imply
that
dimXH ≥ k + 2 + dim

 ⋃
KH
XK

 ≥ k + 1
because dim (∪KHX
K) ≥ −1. In particular
dim(XH ,XHq−1) + k + 1 ≤ dimX
H + k + 1 ≤ 2 · dimXH ≤ 2(n − 1) = 2n− 2.
Application of Proposition 5.2(2) and Lemma 2.4 to XHq−1 ⊆ X
H and SV → QSV shows that
in the commutative diagram
(7.4) F //

mapWH(XH , SV )

j∗ // // mapWH(XHq−1, S
V )

F ′ // mapWH(XH , QSV )
ℓ∗ // // mapWH(XHq−1, QS
V ).
the map F → F ′ between the fibres (over the null maps) is a (k + 1)-equivalence. Thus, to
complete the induction step of (7.3) it suffices to prove that for every 1 ≤ i ≤ k + 1
(i’) πiF
′ → πimap
WH(XH , QSV ) is split injective, and
(ii’) πiF
′ is isomorphic to the groups in (ii).
Let A be a pointed G-CW complex. The definitions of Ω∞ and Q = Ω∞Σ∞ [6, p. 14], of
the function spectra F (A,E) [6, Prop. 3.6], and of fixed point spectra [6, Def. 3.7], imply
that there are natural homeomorphisms
mapWH(A,QSV ) = F (A+,Ω
∞Σ∞SV )WH ∼=
(
Ω∞F (A+,Σ
∞SV )
)WH
= Ω∞
(
F (A+,Σ
∞SV )WH
)
.
Therefore the fibration ℓ∗ in the 2nd row of (7.4) is obtained by applying the functor Ω∞
and WH-fixed points to the morphism of WH-spectra
F (XH+ ,Σ
∞SV )
ℓ∗
−→ F ((XHq−1)+,Σ
∞SV ).
We will now exploit V -duality [6, Chap. III]. Recall that C(X, ∅) = X+ where X is an
unpointed space [6, page 142]. The definition of V -duality [6, Defn. 3.4] together with the
formula for the map ǫ/(?) [6, Prop. 3.1] and the construction of V -duality for compact
G-ENRs [6, Construction 4.5, page 145], give rise to the following homotopy commutative
diagram of WH-spectra
F (XH+ ,Σ
∞SV )
ℓ∗ // F ((Xq−1)
H
+ ,Σ
∞SV )
Σ∞C(SV , SV \XH)
ℓ∗ //
ǫ#(XH )
OO
Σ∞C(SV , SV \XHq−1).
ǫ#(XHq−1)
OO
By definition of V -duality (or by construction), the vertical arrows in this diagram are weak
equivalences of WH-spectra [6, Def. 4.4]. By applying the fixed points functor (−)WH , and
the functor Ω∞ we see that in order to prove (i’) and (ii’) it suffices to prove that
(i”) πi
(
Σ∞C(SV , SV \XH)
)WH πi(ℓ∗)
−−−→ πi
(
Σ∞C(SV , SV \XHq−1)
)WH
is split surjective
for all 1 ≤ i ≤ k + 1 and surjective for i = k + 2, and
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(ii”) the kernels of the homomorphisms in (i”) are isomorphic to the groups in (ii) for all
1 ≤ i ≤ k + 1.
On the level of spectra, [6, Section V.11] quoted above shows that the map in (i”) is induced
by the map of spectra∨
(K)
Σ∞(EWK+ ∧
WK
C(SV , SV \XH)K)→
∨
(K)
Σ∞(EWK+ ∧
WK
C(SV , SV \XHq−1)
K)
where the sum is over all the conjugacy classes of subgroups K ≤WH and by WK we mean
NWH(K)/K. Any K ≤ WH has the form K = L/H for some H ≤ L ≤ NGH. If K 6= 1
then L ) H and in this case XL = XLq−1 and it follows that the maps of the summands
corresponding to K 6= 1 are equivalences. It remains to examine the summand K = 1,
namely the map
(7.5) Σ∞(EWH+ ∧WH C(S
V , SV \XH))→ Σ∞(EWH+ ∧WH C(S
V , SV \XHq−1)).
The hypotheses and Proposition 5.1(3) show that
dimXHq−1 ≤ dimX
H − k − 2 ≤ n− k − 3.
In particular H i(XHq−1) = 0 for all i ≥ n − k − 2. Alexander duality implies that H˜i(S
V \
XHq−1) = 0 for all 0 ≤ i ≤ k + 1. Also, H˜i(S
V ) = 0 for all 0 ≤ i ≤ k + 1 since conn(SV ) =
n− 1 ≥ dimXH ≥ k + 1. There is a cofibre sequence
EWH+ ∧WH (S
V \XHq−1)
  //EWH+ ∧WH S
V γ //EWH+ ∧WH C(S
V , SV \XHq−1).
The long exact sequence in stable homotopy groups together with Lemma 7.1(2) show that
πi of the right hand side of (7.5) vanishes for 0 ≤ i ≤ k + 1 and that πk+2Σ
∞γ is surjective.
Also πk+2 of (7.5) is surjective because πk+2Σ
∞γ factors through it. In particular (i”) and
(ii”) follow and the induction step is complete.
Let X
η
−→ Pα0,α1S
U be as in hypothesis (d). Applying Lemma 2.4 with ∅ ⊆ X and with η
shows that mapG(X,X) → mapG(X,Pα0,α1S
U ) is a k-equivalence. By inspection, and since
we have shown that mapG(X,SU ) is path connected,
mapG(X,Pα0,α1S
U ) ∼= Pα0,α1 map
G(X,SU ) ≃ ΩmapG(X,SU ).
We have seen that if H ∈ IsoG(X) and n = dimU
H then n− 1 ≥ dimXH ≥ k + 1. Lemmas
7.2 and 7.1(2) apply to show that for 0 ≤ i ≤ k there are isomorphisms (bijection if i = 0)
πimap
G(X,X) ∼= πi+1map
G(X,SU ) ∼=
⊕
(H)⊆IsoG(X)
πi+1Σ
∞
(
EWH+ ∧WH C(S
U , SU \X)H
)
∼=
⊕
(H)⊆IsoG(X)
πiΣ
∞
(
EWH+ ∧WH (S
U \X)H
)

8. Proof of the main theorems
In this section we fix a finite group G and a sequence of representation U1, U2, . . . satisfying
hypothesis (U) in Section 1. For any m ≤ n we write
Um≤•≤n = ⊕
n
i=mUi.
Recall that F(U•) is the smallest collection of subgroups of G which contains IsoG(S(V )) for
all V ∈ Irr(U•) and is closed to intersection of groups. Illman showed in [4] that S(V ) is a
finite G-CW complex for any representation V . Also S(V )H = S(V H) is a sphere.
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Lemma 8.1. Fix m ≥ 1 and k ≥ 0. Then for every sufficiently large n
(1) IsoG(S(Um≤•≤n)) = F(U•).
(2) dimS(Um≤•≤n)
H ≥ k for every H ∈ F(U•).
(3) dimS(Um≤•≤n)
H − dim
⋃
KH S(Um≤•≤n)
K ≥ k for every H ∈ F(U•). (In this
inequality the dimension of the empty set is −1).
Proof. By construction of the join
(8.1) IsoG(X1∗· · ·∗Xn) =
⋃
∅6=I⊆{1,...,n}
IsoG(
∏
i∈I
Xi) =
⋃
∅6=I⊆{1,...,n}
{⋂
i∈I
Hi : Hi ∈ IsoG(Xi)
}
.
Thus, IsoG(S(U≤1)) ⊆ IsoG(S(U≤2)) ⊆ · · · . Since G is finite this sequence stabilizes on a
collection F . It also follows that F = IsoG(S(V )) for some representation with irreducible
summands in Irr(U•). Since hypothesis (U) is in force, it is clear that F = F(U•).
If H ∈ F then dimV H ≥ 1 and moreover, if K  H then dimV H > dimV K . Hypothesis
(U) implies that if n is large enough then Um≤•≤n contains ⊕k+1V and the lemma follows
(inequality (3) needs to be proven separately for H  G and H = G). 
Proof of Theorem 1.1. Proof of the stabilization: Fix k ≥ 0. By Lemma 8.1 there exist
integers n0 ≥ m ≥ 1 such that X
def
= S(U≤m) and Y
′ def= S(Um+1≤•≤n0) satisfy
IsoG(X) = IsoG(Y
′) = F(U•)
and for any H ∈ F(U•)
dimXH − dim
⋃
KH
XK ≥ k + 1 and dimY ′H ≥ k + 1.
Let n ≥ n0 and set Y = S(Um+1≤•≤n) and Z = S(Un+1). Then, S(U≤n) ∼= X ∗ Y and
S(U≤n+1) ∼= X ∗ Y ∗ Z and the first statement of the theorem is that
mapG(X ∗ Y,X ∗ Y )
f 7→f∗idZ−−−−−−→ mapG(X ∗ Y ∗ Z,X ∗ Y ∗ Z)
is a k-equivalence. To prove this we apply Proposition 6.1. First, X,Y and Z are finite
G-CW complexes by Illman’s result [4]. Since Y ′ ⊆ Y , the choice of m and n0 guarantees
that
Iso(X) = Iso(Y ) = Iso(X ∗ Y ∗ Z) = F(U•)
so hypothesis (1) of Proposition 6.1 holds.
Hypothesis (2) also holds since dimY H ≥ dimY ′H ≥ k + 1 for all H ∈ F , and our
choice of X satisfies hypothesis (3). Now, (X ∗ Y )H ∼= S(U≤n)
H is itself a linear sphere of
dimension dimXH+dimY H+1, hence it is a (dimXH+dimY H)-connected space. Similarly
(X ∗ Y ∗ Z)H is a linear sphere of dimension dimXH + dim(Y ∗ Z)H + 1 and hypothesis (4)
also holds.
Now, ZH is a sphere and the join of a space A with Sm ∼= S0 ∗ · · · ∗ S0 is homeomorphic
to the (m+ 1)-fold unreduced suspension of A. An iterated use of Proposition 2.7(b) shows
that the map F (XH , (X ∗ Y )H)→ F (XH ∗ZH , (X ∗ Y )H ∗ZH), where F (−,−) denotes the
space of (non-equivariant) continuous maps, is a (dim(X ∗ Y )H − 1)-equivalence. Hypothesis
(5) of Proposition 6.1 holds since dim(X ∗ Y )H − 1 = dimXH + dimY H ≥ dimXH + k + 1.
Calculation of the limit groups: Given n ≥ 1 write U = U≤n and X = S(U) ⊆ U ⊆ S
U .
Lemma 8.1 guarantees that if n is large enough then IsoG(X) = F(U•) and dimX
H ≥ k + 2
and dimXH − dim∪KHX
K ≥ k + 2 for all H ∈ F(U•). We will show that πimap
G(X,X)
are isomorphic to the groups in the statement of the theorem for 0 ≤ i ≤ k.
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This follows from Proposition 7.3 which we proceed to check its hypotheses (a)–(d). Clearly,
dimX = dimU − 1 which is hypothesis (a). Hypothesis (b) holds by the choice of n, and (c)
since SU \S(U) is G-equivalent to S0. For hypothesis (d) let ηS(U) : S(U)→ S
U be the map in
2.6 followed by the homeomorphism ΣS(U) ∼= SU . By Proposition 2.7(a) (ηS(U))
H = ηS(UH )
is a (2 dimS(U)H − 2)-equivalence for any H ∈ IsoG(S(U)), and by the choice of U we have
2 dimS(U)H − 2 ≥ dimS(U)H + k. 
The “distinguished” fixed points 0,∞ ∈ SU correspond, under the homeomorphism SU ∼=
ΣS(U), to α0, α1 ∈ ΣS(U) in 2.6. Write A = {α1} and B = {α0, α1}. Let
mapG(SU , SU ; idB) and map
G(SU , SU ;πAB)
be the spaces of maps f : SU → SU such that f |B = idB and, respectively, f |B = π
A
B : B → A.
By inspection of 2.6 the following triangle commutes
(8.2) mapG(S(U), S(U))
susp: f 7→Σf //
(ηS(U))∗ ++❲❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
mapG(ΣS(U),ΣS(U); idB)
∼=

mapG(S(U),Pα0,α1ΣS(U)).
Lemma 8.2. Let k ≥ 0. With the notation above, if dimS(U)H ≥ k + 2 for every H ∈
IsoG(S(U)) then the diagonal arrow in (8.2) is a k-equivalence.
Proof. By Proposition 2.7(a) (ηS(U))
H = ηS(UH) is a (2 dimS(U)
H − 2)-equivalence for
any H ∈ IsoG(S(U)). The result follows by applying Lemma 2.4 with ∅ ⊆ S(U) since
2 dimS(U)H − 2 ≥ dimS(U)H + k. 
Proof of Proposition 1.2. Combine Lemma 8.2 with parts (1) and (2) of Lemma 8.1. 
There is a continuous function
SU × SV
(u,v)7→u+v
−−−−−−−→ SU+V (where u+∞ =∞+ v =∞).
It gives rise to a homeomorphism SU ∧ SV ∼= SU+V . Moreover, (−) ∧ α0 carries B ⊆ S
U to
B ⊆ SU+V .
Under the homeomorphism ΣS(U) ∼= SU the map susp in the square below has the form
susp(f)(u) = |u|·f(u/|u|) and JS(V )(f)(u+v) = |u|·f(u/|u|)+v and (f∧S
V )(u+v) = f(u)+v.
The square commutes by inspection.
(8.3) mapG(S(U), S(U))
JS(V ) : f 7→f∗S(V )

susp // mapG(SU , SU ; idB)
f 7→f∧SV

mapG(S(U + V ), S(U + V )) susp
// mapG(SU+V , SU+V ; idB).
Proof of Theorem 1.3. Given n ≥ 1 we will write U = U≤n and V = Un+1. Lemma 8.2 and
Theorem 1.1 imply that if n is large enough then the arrows susp and JS(V ) in (8.3) are
k-equivalences, and therefore the arrow (−) ∧ SV on the right is a k-equivalence.
The inclusions A ⊆ B ⊆ SU give rise to the following fibrations, with the inclusion maps
as basepoints,
mapG(SU , SU ) // //mapG(B,SU ) // //mapG(A,SU )
SELF EQUIVALENCES OF EQUIVARIANT SPHERES 29
and similar ones for SU+V . The fibres of fibrations X2 // //X1 // //X0 with basepoints
x0, x1, x2 fit into a fibre sequence F12
  // F02 // // F01 . We obtain a commutative diagram
mapG(SU , SU ; idB)
  //
(−)∧SV

mapG∗ (S
U , SU )
evα0 // //
(−)∧SV

(SU )G
(−)∧SV

mapG(SU+V , SU+V ; idB)
  // mapG∗ (S
U+V , SU+V ) evα0
// // (SU+V )G.
Assume first that Irr(U•) contains the trivial representation. By Lemma 8.1, if n is large
enough then G ∈ F(U•) = IsoG(U) and dim(S
U )G ≥ k + 2. Therefore the inclusion of the
fibres in the square above are k-equivalences, hence (−)∧SV in the 2nd column are ones too.
Together with Theorem 1.1 and since susp in (8.3) is a k-equivalence, the result follows.
If Irr(U•) does not contain the trivial representation then G /∈ F(U•) and therefore
(SU )G ∼= (SU+V )G = {α0, α1}. Then map
G
∗ (S
U , SU ) is the disjoint union of the fibres of
evα0 over α0 and over α1, i.e map
G(SU , SU ; idB) and map
G(SU , SU ;πAB) respectively. Sim-
ilarly mapG∗ (S
U+V , SU+V ) has such decomposition. We have seen that (−) ∧ SV induces a
k-equivalence on the components over idB . It induces a k-equivalence on the components
over πAB by Lemma 8.4 below. The result follows from Theorem 1.1 and since susp in (8.3) is
a k-equivalence. 
Consider G-spaces (X;x0, x1) with distinguished points x0, x1 ∈ X
G. Examples are given
by (ΣX;α0, α1), see 2.6. Given (X;x0, x1) and (Y ; y0, y1) let
X g Y
def
=
(
X
∐
Y
)
/x1 ∼ y0.
Let [t, x] denote the equivalence classes of the points of ΣX. There is a pinch map ΣX →
ΣX g ΣX where [t, x] 7→ [2t, x] if 0 ≤ t ≤ 12 and [t, x] 7→ [2t − 1, x] if
1
2 ≤ t ≤ 1. For any
G-space Z there results
mapG(ΣX g ΣX,Z)
pinch∗
−−−−→ mapG(ΣX,Z).
The space on the left is identified with the space of pairs (f, g) of maps ΣX → Z such that
f(α1) = g(α0). We will denote pinch
∗(f, g) by f + g.
Let inv : ΣX → ΣX be the map [t, x] 7→ [1 − t, x]. Let A ⊆ B ⊆ ΣX denote {α1}
and {α0 α1} respectively. Let map
G(ΣX,ΣX; idB) be the space of maps with f |B = idB.
Similarly mapG(ΣX,ΣX;πAB) is the space of maps with f |B = π
A
B : B → A. Define maps
σ : mapG(ΣX,ΣX; idB)
f 7→inv+f
−−−−−−→ mapG(ΣX,ΣX;πAB)(8.4)
τ : mapG(ΣX,ΣX;πAB)
f 7→idΣX +f−−−−−−−→ mapG(ΣX,ΣX; idB)
Lemma 8.3. The maps τ and σ in (8.4) are equivariant homotopy equivalences.
Proof. First, (id+ inv): ΣX → ΣX is equivariantly homotopic to the constant map α0 (via
the homotopy hs([t, x]) = [2ts, x] if 0 ≤ t ≤
1
2 and hs([t, x]) = [s(2 − 2t), x] if
1
2 ≤ t ≤ 1).
Similarly (inv+ id) is homotopic to the constant map α1.
Given f : ΣX → ΣX such that f(α0) = α0, there is a natural homotopy α0 + f ≃ f .
Similarly, if f(α0) = α1 there is a natural homotopy α1 + f ≃ f .
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There is a natural homotopy between the maps
ΣX
pinch
−−−→ ΣX g ΣX
ΣXgpinch
−−−−−−→ ΣX g ΣX g ΣX and
ΣX
pinch
−−−→ ΣX g ΣX
pinchgΣX
−−−−−−−→ ΣX g ΣX g ΣX.
Thus, there are homotopies τ(σ(f)) = id+(inv+f) ≃ (id+ inv) + f ≃ α0 + f ≃ f and
σ(τ(f)) = inv+(id+f) ≃ (inv+ id) + f ≃ α1 + f ≃ f natural in f . 
Neighbourhoods of ∞ ∈ SU are the open balls {u ∈ U : |u| > R} ∪ {∞}.
Lemma 8.4. Let U, V be (orthogonal) representations of G. There is a homotopy commuta-
tive square in which the horizontal maps are homotopy equivalences
mapG(SU , SU ;πAB)
τ //
(−)∧SV

mapG(SU , SU ; idB)
(−)∧SV

mapG(SU+V , SU+V ;πAB)
τ // mapG(SU+V , SU+V ; idB).
Proof. Since ΣS(U) ∼= SU the maps τ in (8.4) are homotopy equivalences by Lemma 8.3.
Fix once and for all a homeomorphism ϕ : [0, 1]→ [0,∞] with ϕ(0) = 0. Let U ⊕ V be the
orthogonal sum (thus, |u+ v| = |u|+ |v|). We model the pinch map SU → SU g SU by
pinch(u) =
{
ϕ(|u|)u if |u| ≤ 1 (note: ∞ · u =∞ for |u| = 1)
(1− 1|u|)u if |u| ≥ 1 or u =∞.
Define h : I ×mapG(SU , SU ;πAB)× S
U+V → SU+V where A = {∞} and B = {0,∞} ⊆ SU :
h(t, f, u+ v) =


ϕ(|u+ tv|)(u+ tv) + (1− t)v if u+ v 6=∞ and |u+ tv| ≤ 1
f((1− 1|u+tv|)u) + (1−
t
|u+tv|)v if u+ v 6=∞ and |u+ tv| ≥ 1
∞ if u+ v =∞
This is well defined because if |u + tv| = 1 then ∞ · (u + tv) = ∞ and f(0) = πAB(0) = ∞.
In what follows we will show that h is continuous. Once this is established, the adjoint of h
gives a map H : I × mapG(SU , SU ;πAB) → map
G(SU+V , SU+V ; idB) since h(t, f, 0) = 0 and
h(t, f,∞) =∞. It is a homotopy from (−)∧SV ◦τ to τ ◦(−)∧SV in the square above, which
completes the proof. To show h is continuous we apply the pasting lemma to the following
subsets of I ×mapG(SU , SU ;πAB)× S
U+V
D = {(t, f, u+ v) : either u+ v 6=∞ and |u+ tv| ≤ 1 or t = 0 and u+ v =∞}
E = {(t, f, u+ v) : either u+ v 6=∞ and |u+ tv| ≥ 1 or u+ v =∞}.
Claim 1: D and E are is a closed subsets of I ×mapG(SU , SU ;πAB)× S
U+V .
Proof: We replace D and E with their images in I×SU+V under the projection. The comple-
ment of E is {(t, u+v) : u+v 6=∞ and |u+tv| < 1} which is clearly open. The complement of
D is the preimage of (1,∞] under the map λ : I×SU+V \{(0,∞)}
(t,u+v)7→|u+tv|
−−−−−−−−−−→ [0,∞] where
λ(t,∞) =∞. It is clearly continuous at any (t0, u0+v0) with u0+v0 6=∞; It is continuous at
points (t0,∞) with t0 > 0 since given R > 0, whenever (t, u+v) ∈ I×S
U+V \{(0,∞)} is such
that t > t02 and |u+ v| > R+
2R
t0
we have either |u| > R in which case |λ(t, u+ v)| ≥ |u| > R
or |v| > 2R
t0
so |λ(t, u+ v)| ≥ t|v| > R.
Claim 2: h is continuous on D.
Proof: We may replace D with its projection D′ in I ×SU+V and prove that λ : D′ → SU+V
defined by λ(t, u+v) = ϕ(|u+ tv|)u+(tϕ(|u+ tv|)+1− t)v if u+v 6=∞ and λ(0,∞) =∞, is
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continuous. Continuity is clear away from (0,∞) ∈ D′. Continuity at (0,∞) will follow once
we show that given R > 1, if (t, u+v) ∈ D′ is such that |u+v| > R+2 then |λ(t, u+v)| > R.
Indeed, |u + tv| ≤ 1 implies |u|, |tv| ≤ 1, hence |v| > R + 1 and t ≤ 1|v| , and it follows that
|λ(t, u+ v)| ≥ (tϕ(|u + tv|) + 1− t)|v| ≥ (1− t)|v| ≥ |v| − 1 > R.
Claim 3: h is continuous on E.
Proof: Let E′ be the projection of E in I × SU+V . Define λ : E′ → SU+V by λ(t, u +
v)(1 − 1|u+tv|)u + (1 −
t
|u+tv|)v if u + v 6= ∞ and λ(t,∞) = ∞. Then h|E(t, f, u + v) =
(f ∧ SV )(λ(t, u + v)), and since f 7→ f ∧ SV and the evaluation map are continuous, it
remains to show that λ is continuous. This is clear away from the points (t,∞). Continuity
of λ at points (t0,∞) ∈ E
′ would follow once we show that given R > 1, if (t, u + v) ∈ E′ is
such that |u + v| > R + 2, then |λ(t, u + v)| > R. Indeed, |u + tv| ≥ |u|, t|v| and therefore
(1 − 1|u+tv|)|u| ≥ |u| − 1 and (1 −
t
|u+tv|)|v| ≥ |v| − 1 (take special care when u = 0 or v = 0
or t = 0). It follows that if |u+ v| > R+ 2 then |λ(t, u+ v)| ≥ |u| − 1 + |v| − 1 > R. 
References
[1] J. C. Becker and R. E. Schultz. Spaces of equivariant self-equivalences of spheres. Bull. Amer. Math. Soc.,
79:158–162, 1973.
[2] Wojciech Chacho´lski and Je´roˆme Scherer. Homotopy theory of diagrams. Mem. Amer. Math. Soc.,
155(736):x+90, 2002.
[3] H. Hauschild. A¨quivariante Homotopie. I. Arch. Math. (Basel), 29(2):158–165, 1977.
[4] So¨ren Illman. Smooth equivariant triangulations of G-manifolds for G a finite group. Math. Ann.,
233(3):199–220, 1978.
[5] Michele Klaus. Constructing free actions of p-groups on products of spheres. Algebr. Geom. Topol.,
11(5):3065–3084, 2011.
[6] L. G. Lewis, Jr., J. P. May, M. Steinberger, and J. E. McClure. Equivariant stable homotopy theory,
volume 1213 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1986. With contributions by J. E.
McClure.
[7] Assaf Libman. On the homotopy groups of the self-equivalences of linear spheres. Proc. Edinb. Math. Soc.
(2), 59(2):445–462, 2016.
[8] John Milnor. Construction of universal bundles. II. Ann. of Math. (2), 63:430–436, 1956.
[9] Reinhard Schultz. Homotopy decompositions of equivariant function spaces. II.Math. Z., 132:69–90, 1973.
[10] N. E. Steenrod. A convenient category of topological spaces. Michigan Math. J., 14:133–152, 1967.
[11] N. P. Strickland. The category of cgwh spaces. Available from
https://neil-strickland.staff.shef.ac.uk/courses/homotopy/cgwh.pdf, 2009.
[12] Tammo tom Dieck. Orbittypen und a¨quivariante Homologie. II. Arch. Math. (Basel), 26(6):650–662, 1975.
[13] Tammo tom Dieck. Transformation groups, volume 8 of De Gruyter Studies in Mathematics. Walter de
Gruyter & Co., Berlin, 1987.
[14] George W. Whitehead. Elements of homotopy theory, volume 61 of Graduate Texts in Mathematics.
Springer-Verlag, New York-Berlin, 1978.
Institute of Mathematics, University of Aberdeen, Fraser Noble Building, Aberdeen AB24
3UE, U.K.
E-mail address: a.libman@abdn.ac.uk
