Abstract. The paper presents a survey of recent results in the area of controllability of second order dynamical systems. Controllability problem for finite and infinite dimensional, linear, semilinear, deterministic and stochastic dynamical systems (with delays and undelayed) is taken into consideration. Different types of controllability are discussed.
Introduction
Controllability is one of the most fundamental concepts in mathematical control theory. It is a qualitative property of dynamical systems important from theoretical as well as practical point of view. The notion of controllability, introduced in the early sixties of the 20th century by Kalman, covers time-invariant and time-varying linear control systems described by a state equation [1] [2] [3] [4] [5] .
Roughly speaking, controllability means that it is possible to steer, in a given time interval, a dynamical system from any arbitrary initial state to any arbitrary final state by means of admissible controls. In general, there are many different definitions of controllability, the applications of which depend on the class of dynamical system.
Controllability has many practical implications in control theory. There are strong relationships between controllability and such concepts as stability and stabilizability, observability and detectability of linear both finite-dimensional and infinite-dimensional control systems. The problem of observability is related to the fact that in real world systems, not all state variables are available for direct measurements. In practice, the number of state variables is much greater than the number of outputs. In this context, observability denotes studying the possibility of estimating the state of the dynamical system from the output. If the dynamical system is observable, all modes of the system may be observed from the output. The concept of observability is strongly related to the state observers of dynamical systems. Controllability and observability are dual concepts; a dynamical system is controllable if and only if the corresponding dual system is observable and vice versa [6, 7] . The duality between controllability and observability makes it possible to reduce optimal control problems to optimal observation problems and vice versa [4] . Detectablility means the observability of at least all unstable modes of the dynamical system. If all modes of the 280 Bull. Pol. Ac.: Tech. 65(3) 2017 J. Klamka, J. Wyrwał, and R. Zawiski in determining the solution to the following problems of control theory:
• stabilizability conditions, • duality theorems, concerning in particular observability and detectability conditions, • solution to the optimal control problems, in particular to the minimum energy control problem, • transforming the system to equivalent canonical forms (e.g.
Kalman, Jordan, Luenberger forms). In this paper, an overview of the current state of controllability analysis for the second order linear and semilinear infinite dimensional dynamical systems is given. The paper is focused on various types of controllability which suit the types of systems they describe. In doing so, it is possible to give an overview of various approaches and techniques used in this problem. Among the considered controllability types and, what follows, types of systems analysed, there are approximate controllability of second order linear infinite dimensional systems, approximate controllability of second order semilinear finite dimensional systems with delay in control, trajectory controllability of second order semilinear integro-differential systems, approximate controllability of a second order neutral stochastic differential equations with state dependent delay, nonlocal conditions and Poisson jumps, exact controllability of Duffing equation, exact boundary controllability of coupled hyperbolic equations and exact controllability of neutral integrodifferential impulsive systems with infinite delay and damping.
The paper is organized as follows. In the Preliminaries section we give the basic definitions, together with necessary notation, to form a common basis to which other section refer. The Controllability Results section forms the main part of this survey. Each of the system types is described there together with appropriate comments on its controllability results. The concluding section gives a notion about the direction of research in the field of controllability of second order dynamical systems.
Preliminaries
As stated in the introduction, this section contains common notions used throughout the article. To maintain the appropriate level of generality, the definitions below are given with reference to Banach spaces. Consider a dynamical system described by the general state equation defined on the closed time interval J = [0, T] as: J. Klamka, J. Wyrwał and R. Zawiski (e.g. Kalman, Jordan, Luenberger forms).
In this article, an overview of the current state of controllability analysis for the second order linear and semilinear infinite dimensional dynamical systems is given. Paper is focused on various types of controllability which suit the types of systems they describe. In doing so it is possible to give an overview of various approaches and techniques used in this problem. Among the considered controllability types and, what follows, types of systems analysed, there are approximate controllability of second order linear infinite dimensional systems, approximate controllability of second order semilinear finite dimensional systems with delay in control, trajectory controllability of second order semilinear integro-differential systems, approximate controllability of a second order neutral stochastic differential equations with state dependent delay, nonlocal conditions and Poisson jumps, exact controllability of Duffing equation, exact boundary controllability of coupled hyperbolic equations and exact controllability of neutral integrodifferential impulsive systems with infinite delay and damping.
As stated in the introduction, this section contains common notions used throughout the article. To maintain the appropriate level of generality, the definitions below are given with reference to Banach spaces. Consider a dynamical system described by the general state equation defined on the closed time interval J = [0, T ] as:
that is the equation describing the dependance between the time change of a state of system x(t) ∈ X under the influence of the admissible control signal u(t) ∈ U and possibly other arguments where X and U are Banach spaces. The generally nonlinear function f on the right-hand side of (1) differs in nature and the list of arguments in each of the cases under discussion due to what it defines the system character. It is generally assumed that function f is such that equation (1) has solution (not necessary unique) for suitably defined initial condition x(0) ∈ X. The solution to (1) mostly takes the form of an integral equation, referred to as a mild solution [18] :
The term reachable set (or attainable set) is closely connected with (2) and is given by the following DEFINITION 2.1 Reachable set. The reachable set R T (x(0)) ⊆ X is the set of all values which are reachable from initial state x(0) by the system state x(t) with the use of admissible controls u(t) in a given time interval [0, T ]. For x(0) = 0 the set R T (x(0)) is denoted shortly as R T .
With the notion of reachable set one can formulate the following DEFINITION 2.2 Approximate controllability. The system described by (2) is called approximately controllable on [0, T ] when the reachable set R T (x(0)) is dense in X. DEFINITION 2.3 Exact controllability. The system described by (2) is called exactly controllable on [0, T ] when the reachable set R T (x(0)) in equal to X.
Apart from the above definitions, the following are also common for some of the system types described below. In particular, the space PC is formed by all normalized piecewise continuous functions x : J → X such that x(·) is continuous at t = t k , x(t − ) = x(t k ) and x(t + k ) exists for k = 1, 2, 3, ..., m.
The abstract phase space B is defined axiomatically [20, 21] . DEFINITION 2.5 Phase space B [22] . The phase space B is the vector space of functions defined from (−∞, 0] into X endowed with a seminorm denoted · B and such that the following axioms hold: (B) The space B is complete.
Consider also the following definition of an evolution system.
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which is a starting point to the analysis of controllability [19] .
The term reachable set (or attainable set) is closely connected with (2) and is given by the following definitions. Definition 2.1. Reachable set. The reachable set R T (x(0)) µ X is the set of all values which are reachable from initial state x(0) by the system state x(t) with the use of admissible controls u(t) in a given time interval [0, T]. For x(0) = 0 the set R T (x(0)) is denoted shortly as R T .
With the notion of reachable set one can formulate the following Definition 2.2. Approximate controllability. The system described by (2) is called approximately controllable on [0, T ] when the reachable set R T (x(0)) is dense in X.
Definition 2.3. Exact controllability. The system described by (2) is called exactly controllable on [0, T] when the reachable set R T (x(0)) in equal to X.
Apart from the above definitions, the following are also common for some of the system types described below. In this article, an overview of the current state of controllability analysis for the second order linear and semilinear infinite dimensional dynamical systems is given. Paper is focused on various types of controllability which suit the types of systems they describe. In doing so it is possible to give an overview of various approaches and techniques used in this problem. Among the considered controllability types and, what follows, types of systems analysed, there are approximate controllability of second order linear infinite dimensional systems, approximate controllability of second order semilinear finite dimensional systems with delay in control, trajectory controllability of second order semilinear integro-differential systems, approximate controllability of a second order neutral stochastic differential equations with state dependent delay, nonlocal conditions and Poisson jumps, exact controllability of Duffing equation, exact boundary controllability of coupled hyperbolic equations and exact controllability of neutral integrodifferential impulsive systems with infinite delay and damping.
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1 is called an evolution operator with an infinitesimal closed densely defined generator
A(t) :
On controllability of second order dynamical systems volution operator with an infinitesimal closed densely defined enerator A(t) : D(A(t)) ⊆ X → X,t ∈ J, if the following conitions are satisfied:
For each x ∈ X the mapping J × J (t, s) → S(t, s)x ∈ X is of C 1 class and:
(i) for each t ∈ J, S(t,t) = 0,
(ii) for all t, s ∈ J and for each x ∈ X, ∂ ∂t S(t, s)x| t=s = x, ∂ ∂ s S(t, s)x| t=s = −x.
For all t, s ∈ J, if x ∈ D(A), then S(t, s)x ∈ D(A)
, the mapping J × J (t, s) → S(t, s)x ∈ X is of C 2 class and: . Controllability results for second-order linear infinite-dimensional dynamical systems p to the present time the problem of controllability of coninuous and discrete time linear dynamical systems has been xtensively investigated in many papers [7, 23, 24, 25, 26, 7, 28, 29] . Different types of linear systems have been inestigated including time-invariant and time-varying systems, nite-dimensional and infinite dimensional systems as well as ystems with unconstrained and constrained controls. In case f most of semilinear dynamical systems controllability criteia are formulated in such a way that an overall system may be ontrollable only if the linear part of semilinear system is conrollable. To verify controllability for a class of linear second rder systems criteria presented in this Section may be used. Consider linear infinite-dimensional control system decribed by the following abstract second-order differential quation: 
∂t 2 S(t, s)x = A(t)S(t, s)x (ii)
∂ 2
∂ s 2 S(t, s)x = S(t, s)A(s)x, (iii)
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Controllability results for second-order linear infinite-dimensional dynamical systems
Up to the present time, the problem of controllability of continuous and discrete time linear dynamical systems has been extensively investigated in many papers [7, [23] [24] [25] [26] [27] [28] [29] . Different types of linear systems have been investigated including time-invariant and time-varying systems, finite-dimensional and infinite dimensional systems as well as systems with unconstrained and constrained controls. In the case of most of semilinear dynamical systems, controllability criteria are formulated in such a way that an overall system may be controllable only if the linear part of semilinear system is controllable. To verify controllability for a class of linear second order systems, the criteria presented in this section may be used. Consider linear infinite-dimensional control system described by the following abstract second-order differential equation: The term reachable set (or attainable set) is closely connected with (2) and is given by the following DEFINITION 2.1 Reachable set. The reachable set R T (x(0)) ⊆ X is the set of all values which are reachable from initial state x(0) by the system state x(t) with the use of admissible controls u(t) in a given time interval [0, T ]. For x(0) = 0 the set R T (x(0)) is denoted shortly as R T .
With the notion of reachable set one can formulate the following DEFINITION 2.2 Approximate controllability. The system described by (2) is called approximately controllable on [0, T ] when the reachable set R T (x(0)) is dense in X. Apart from the above definitions, the following are also common for some of the system types described below. In particular, the space PC is formed by all normalized piecewise continuous functions
The abstract phase space B is defined axiomatically [20, 21] . DEFINITION 2.5 Phase space B [22] . The phase space B is the vector space of functions defined from (−∞, 0] into X endowed with a seminorm denoted · B and such that the following axioms hold:
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Consider also the following definition of an evolution system. DEFINITION 2.6 Evolution system [22] . A family S of bounded linear operators this article, an overview of the current state of controlty analysis for the second order linear and semilinear indimensional dynamical systems is given. Paper is foon various types of controllability which suit the types stems they describe. In doing so it is possible to give verview of various approaches and techniques used in roblem. Among the considered controllability types and, follows, types of systems analysed, there are approxicontrollability of second order linear infinite dimensional ms, approximate controllability of second order semilinnite dimensional systems with delay in control, trajectory ollability of second order semilinear integro-differential ms, approximate controllability of a second order neutochastic differential equations with state dependent deonlocal conditions and Poisson jumps, exact controllabilDuffing equation, exact boundary controllability of couhyperbolic equations and exact controllability of neutral rodifferential impulsive systems with infinite delay and ing. e paper is organized as follows. In the Preliminaries sece give the basic definitions, together with necessary notato form a common basis to which other section refer. The rollability Results section forms the main part of this surEach of the system types is described there together with priate comments on its controllability results. The conng section gives a notion about the direction of research in eld of controllability of second order dynamical systems. reliminaries ated in the introduction, this section contains common noused throughout the article. To maintain the appropriate of generality, the definitions below are given with referto Banach spaces. nsider a dynamical system described by the general state tion defined on the closed time interval J = [0, T ] as:
is the equation describing the dependance between the change of a state of system x(t) ∈ X under the influence e admissible control signal u(t) ∈ U and possibly other ents where X and U are Banach spaces. The genernonlinear function f on the right-hand side of (1) differs ture and the list of arguments in each of the cases uniscussion due to what it defines the system character. It nerally assumed that function f is such that equation (1) olution (not necessary unique) for suitably defined initial ition x(0) ∈ X. e solution to (1) mostly takes the form of an integral equareferred to as a mild solution [18] :
ich is a starting point to the analysis of controllability
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where α 2 (0, 1). is sef-adjoint, positive and bounded on V.
where α ∈ (0, ∞). [40, 41, 38, 42, 39] . It is also motivated by significant theoretical problems posed by such systems. It has to be emphasized that in a time-delay system it can be distinguished systems with point and distributed delays, systems with delays in a state variable and in a control. Moreover, in semi-linear dynamical systems delays may be contained both in purely linear and purely nonlinear parts of differential state equation. Sufficient conditions for constrained local relative controllability near the origin in a prescribed finite time interval for semi-linear dynamical systems with multiple variable point delays or distributed delays in a control and in state variables, which nonlinear term is continuously differentiable near the origin are presented in [42] and [39] .
Consider semilinear finite-dimentional control system with single point delay described by a following differential equation:
where state vector w(t) ∈ R n = W and control vector u(t) ∈ U, G is n × n dimensional constant matrix, H and K are n × m dimensional constant matrices, h > 0 is single point delay.
Moreover, it is assumed that a nonliner mapping f : W ×U × U → W is continuously differentiable near the origin and such that f (0, 0, 0) = 0.
Similarly, dynamical system (7) [40, 41, 38, 42, 39] . It is also motivated by significant theoretical problems posed by such systems. It has to be emphasized that in a time-delay system it can be distinguished systems with point and distributed delays, systems with delays in a state variable and in a control. Moreover, in semi-linear dynamical systems delays may be contained both in purely linear and purely nonlinear parts of differential state equation. Sufficient conditions for constrained local relative controllability near the origin in a prescribed finite time interval for semi-linear dynamical systems with multiple variable point delays or distributed delays in a control and in state variables, which nonlinear term is continuously differentiable near the origin are presented in [42] and [39] .
Operators A * , G * and B * are adjoint operators for F, G and B, respectively. Proof of Theorem 3.3 is based on a perturbation theory of controllable systems.
Remark 2.
Results of Theorem 3.3 make it possible to verify approximate controllability of second-order linear dynamical systems on the basis of a well-known approximate controllability criteria for first-order dynamical systems.
Controllability results for semilinear dynamical systems
The controllability concept for nonlinear systems are intensively studied in literature [33] [34] [35] [36] [37] [38] [39] . The semilinear dynamical systems are special case of nonlinear dynamical systems. They consist of purely linear and purely nonlinear parts in differential state equations. One of the most popular approach to controllability analysis for these systems is to treat a nonlinear part of the semilinear system as a nonlinear perturbation of linear system. This research direction is particularly attractive since it allows to determine if the semilinear system is controllable by verifying controllability for much simpler linear part of semilinear system and checking some additional, rather simply verifiable, conditions assuring boundedness of nonlinear part of the system. Another popular method of studying controllability of these systems is based on different fixed point theorems.
4.1. Constrained controllability of second order semilinear systems with delay. Modelling and control of dynamical systems with delays arise naturally in numerous engineering problems. Satisfactory modelling of time delays appearing in a real systems is also important for the synthesis of effective control systems since systems with delays show significantly different characteristics from those without delays. As a consequence, the presence of time delay is often the cause of substantial performance deterioration and even instability of the system. That is why controllability of time-delay dynamical systems has been studied in a great number of papers recently [40, 41, 38, 42, 39] . It is also motivated by significant theoretical problems posed by such systems. It has to be emphasized that in a time-delay system, systems with point and distributed delays, systems with delays in a state variable and in a control can be distinguished. Moreover, in semi-linear dynamical systems delays may be contained both in purely linear and purely nonlinear parts of differential state equation. Sufficient conditions for constrained local relative controllability near the origin in a prescribed finite time interval for semi-linear dynamical systems with multiple variable point delays or distributed delays in a control and in state variables with a nonlinear term continuously differentiable near the origin are presented in [42] and [39] .
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On controllability of second order dynamical systems
where x(t) ∈ R 2n = X and a control u(t) ∈ R m = U, A is 2n × 2n dimensional constant matrix, F ∈ R 2n , B and D are 2n × m dimensional constant matrices of the following form:
Remark 3. From assumptions on f (w(t), u(t), u(t − h)) it follows that a nonlinear mapping F : X × U × U → X is also continuously differentiable near the origin and such that F(0, 0, 0) = 0.
The set of admissible controls for control systems (11) and (13) 
where U c ⊂ U is a given closed and convex cone with nonempty interior and vertex at zero.
For a given admissible control u(t) ⊂ U ad there exist a unique solutions w(t, u) ∈ R n and x(t, u) ∈ R 2n to the second order and first order differential equations (11) and (13) with zero initial condition given by the following integral formula [40] : (16) where the matrix S(t) = exp(At) for t ≥ 0 is 2n × 2n dimensional exponential transition matrix for the linear part of the semilinear first order control system (13). DEFINITION 4.1 Reachable set [40] . The attainable set R T (U c ) for the dynamical system (13) at the given final time T > 0 from zero initial conditions is defined as follows:
where x(t, u),t > 0 is a unique solution to a first order differLet a linear 2n dimensional control system given by
with zero initial condition z(0) = 0 and u(t) = 0 for t ∈ [−h, 0], where:
be associated with a semilinear dynamical system (13).
THEOREM 4.1 U c -local controllability [40] . Suppose that: COROLLARY U c -global controllability [40] . Suppose that the dynamical system (11) 4.2. Trajectory controllability of second order semilinear integro-differential systems. Generally speaking, the trajectory controllability means, that it is possible to steer the dynamical control system from an arbitrary initial state to an arbitrary final state, along a prescribed trajectory, using the set of admissible controls.
In trajectory controllability sufficient condition for semilinear system can be formulated and proved using well-known Gronwall's inequality [43] . Let H an U be the Hilbert spaces. Consider semilinear integro-differential control system described by the following equation:
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THEOREM 4.1 U c -local controllability [40] . Suppose that: COROLLARY U c -global controllability [40] . Suppose that the dynamical system (11) has single input, i.e., m = 1 and
the assotiated linear dynamical control system (18) is U c -globaly controllable in [0, T ], for T ≤ h if and only if it is controllable without any constraints, i.e.: rank[E,CE,C
and matrix C has only complex eigenvalues.
Theorem 4.1 is proved using a generalized open mapping theorem.
4.2.
Trajectory controllability of second order semilinear integro-differential systems. Generally speaking, the trajectory controllability means, that it is possible to steer the dynamical control system from an arbitrary initial state to an arbitrary final state, along a prescribed trajectory, using the set of admissible controls.
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In literature the notion of reachable set is often referred to as an attainable set.
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, and matrix C has only complex eigenvalues.
Trajectory controllability of second order semilinear integro-differential systems.
Generally speaking, the trajectory controllability means, that it is possible to steer the dynamical control system from an arbitrary initial state to an arbitrary final state, along a prescribed trajectory, using the set of admissible controls.
J. Klamka, J. Wyrwał, and R. Zawiski
In trajectory controllability, the sufficient condition for semilinear system can be formulated and proved using wellknown Gronwal՚s inequality [43] . Let H an U be the Hilbert spaces. Consider semilinear integro-differential control system described by the following equation:
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5 (20) where:
1. the state w(t) 2 H and control [43] . A function w(t) is said to be a mild solution of system (20) if it satisfies the following Volterra integral equation:
S(t − s)B(s, u(s)ds
where C(t) and S(t), t ∈ R denotes the strongly continuous cosine and associated sine families of linear bounded operators in the space H generated by the operator A, respectively. THEOREM 4.2 Mild solution [43] . Suppose that:
H1) Operator A is the infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R of bounded linear operators from X into itself and the adjoint operator A * is densely defined i.e., D(A
* ) = X * ,
H2) B and G satisfy the Caratheodory condition, i.e.:, B(t, ·) : U → H is continuous for t ∈ [0, T ],
B(·, u) : [0, T ] → H is measurable for u ∈ U, G(t, s, ·) : H → H is continuous for ∀(t, s) ∈ ∆, G(·, ·, x) : ∆ → H is measurable for ∀x ∈ H,
H3) F satisfies is Caratheodory condition, i.e. F(·, x, y) is measurable with respect to first argument and F(t, ·, ·) is continu-H7) B satisfies monotonicity and coercivity conditions that is:
and
Then, the nonlinear control system (20) is trajectory controllable.
Proof of theorem 4.3 is based on theory of monotone operators and tools of cosine operators. For the special case of (20), i.e. H = R and U = R, it is possible to prove stronger result. Consider semilinear finitedimensional integro-differential control system described by the following semilinear state equation:
where the state x(t) ∈ R and control u(t) [43] . A function w(t) is said to be a mild solution of system (20) if it satisfies the following Volterra integral equation:
S(t − s)B(s, u(s)ds
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B(t, u), u u
Then, the nonlinear control system (2 lable.
Proof of theorem 4.3 is based on theory and tools of cosine operators. For the special case of (20), i.e. H possible to prove stronger result. Con dimensional integro-differential contr the following semilinear state equation
where the state x(t) ∈ R and control (22) is said to be trajectory co τ andż ∈ τ 1 there exist a control u ∈ corresponding solution x(t) of equati z(t) a.e. (21) where C(t) and S(t), t 2 R denotes the strongly continuous cosine and associated sine families of linear bounded operators in the space H generated by the operator A, respectively. [43] . Suppose that: H1) Operator A is the infinitesimal generator of a strongly continuous cosine family C(t), t 2 R of bounded linear operators from X into itself and the adjoint operator A * is densely defined i.e.,
THEOREM 4.4 Trajectory control that: H1) b(t, u) is continuous,

Theorem 4.2. Mild solution
On controllability of second order dynamical systems evolution operator with an infinitesimal closed densely defined generator A(t) : D(A(t))
⊆ X → X,t ∈ J, if the following conditions are satisfied:
(ii) for all t, s ∈ J and for each x ∈ X, 
(A * ) = X * , H2) B and G satisfy the Caratheodory condition, i.e.:,
B(t, ¢) : U ! H is continuous for t 2 [0, T], B(¢, u) : [0, T] ! H is measurable for u 2 U, G(t, s, ¢) : H ! H is continuous for 8(t, s) 2 ∆, G(¢, ¢, x) : ∆ ! H is measurable for 8x 2 H,
H3) F satisfies is Caratheodory condition, i.e. F(¢, x, y) is measurable with respect to first argument and F(t, ¢, ¢)
is continuous with respect to second and third arguments, H4) B, G, F satisfy the growth conditions: (20) i.e. there exist constants α 1 , α 2 ¸ 0 such that:
is Lipschitz continuous with respect to x, i.e. there exist constants β > 0 such that:
) B satisfies monotonicity and coercivity conditions that is: (20) is said to be trajectory controllable if for
DEFINITION 4.5 Mild solution [43] . A function w(t) is said to be a mild solution of system (20) if it satisfies the following Volterra integral equation:
S(t − s)B(s, u(s)ds
H1) Operator A is the infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R of bounded linear operators from X into itself and the adjoint operator A * is densely defined i.e., D(A
H2) B and G satisfy the Caratheodory condition, i.e.:, B(t, ·) : U → H is continuous for t
∈ [0, T ], B(·, u) : [0, T ] → H is measurable for u ∈ U, G(t, s, ·) : H → H is continuous for ∀(t, s) ∈ ∆, G(·, ·, x) : ∆ → H is measurable for ∀x ∈ H,
H3) F satisfies is Caratheodory condition, i.e. F(·, x, y) is measurable with respect to first argument and F(t, ·, ·) is continuous with respect to second and third arguments, H4) B, G, F satisfy the growth conditions:
Then, system (20) has a mild solution on [0, T ] given by (21) .
H7) B satisfies monotonicity and coercivity conditions that is:
Then, the nonlinear control system (20) is trajectory controllable.
where the state (22) is said to be trajectory controllable if for any z ∈ τ andż ∈ τ 1 there exist a control u ∈ L 2 [0, T ] such that the corresponding solution x(t) of equation (22) satisfies x(t) = z(t) a.e. THEOREM 4.4 Trajectory controllability [43] . Suppose that:
H1) b(t, u) is continuous, H2) b(t, u) is coercive in second variable, i.e. b(t, u) → ±∞ as u → ±∞, H3) the function f is Lipschitz continuous in the second and third
variable, uniformly in t, i.e. there exist constants α 1 , α 2 ≥ 0 such that:
Then, the nonlinear control system (20) is trajectory controllable. Proof of Theorem 4.3 is based on theory of monotone operators and tools of cosine operators.
For the special case of (20), i.e. H = R and U = R, it is possible to prove stronger result. Consider semilinear finite-dimensional integro-differential control system described by the following semilinear state equation:
J. Klamka, J. Wyrwał and R. Zawiski DEFINITION 4.4 Trajectory controllability [43] . Let τ be set of all functions z ∈ L 2 ([0, T ], H) which are twice conuously differentiable such that z(0) = w 0 and (20) is said to be trajectory controllable if for
h that the corresponding solution of equation (20) satisfies
DEFINITION 4.5 Mild solution [43] . A function w(t) is said be a mild solution of system (20) if it satisfies the following lterra integral equation:
S(t − s)B(s, u(s)ds
ere C(t) and S(t), t ∈ R denotes the strongly continuous coe and associated sine families of linear bounded operators the space H generated by the operator A, respectively.
THEOREM 4.2 Mild solution [43]. Suppose that: Operator A is the infinitesimal generator of a strongly conuous cosine family C(t), t ∈ R of bounded linear operators m X into itself and the adjoint operator A
* is densely defined , D(A * ) = X * ,
B and G satisfy the Caratheodory condition, i.e.:, B(t, ·) : U → H is continuous for t
F satisfies is Caratheodory condition, i.e. F(·, x, y) is meaable with respect to first argument and F(t, ·, ·) is continus with respect to second and third arguments, B, G, F satisfy the growth conditions:
B(t, u) H ≤ b 0 (t) + b 1 u U ∀u ∈ U, t ∈ [0, T ], G(t, s, x) H ≤ q 0 (t) + q 1 u H ∀t ∈ [0, T ], x ∈ H,
H7) B satisfies monotonicity and coercivity conditions that is:
B(t, u) − B(t, v), u − v ≥ 0 ∀u, v ∈ U, t ∈ [0, T ], and lim u →∞ B(t, u), u u = ∞.
Then, the nonlinear control system (20) is trajectory controllable.
H1) b(t, u) is continuous, H2) b(t, u) is coercive in second variable, i.e. b(t, u) → ±∞ as u → ±∞, H3) the function f is Lipschitz continuous in the second and third
variable, uniformly in t, i.e. there exist constants α 1 , α 2 ≥ 0 such that: (22) where the state x(t) 2 R and control On controllability of second order dynamical systems -a survey H3) the function f is Lipschitz continuous in the second and third variable, uniformly in t, i.e. there exist constants α 1 , α 2 ¸ 0 such that:
) the function g is Lipschitz in the third variable uniformly in (t, s) 2 ∆, i.e. there exists β > 0 such that:
Then, the nonlinear control system (22) is trajectory controllable. 
Stochastic systems.
Classical control theory is developed for deterministic systems. However, uncertainty is a fundamental characteristic of many real dynamical systems. Moreover, stochastic modelling has been widely used to model the phenomena arising in such branches of science and industry as biology, reliability and risk theory, economics, mechanics, electronics and telecommunications. Therefore, controllability of linear and nonlinear stochastic systems have been a subject of intense research over the last few years [44, 45, 16, [46] [47] [48] [49] . 
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Using standard substitution:
(A) ½ X ! X is the infinitesimal generator of a strongly continuous cosine family {C(t) : t 2 R} of bounded linear operators on a Hilbert space X,
{S(t) : t 2 R} is the strongly continuous sine family associated to a strongly continuous cosine family {C(t) : t 2 R} defined as S(t)x = ∫ 0 t C(s)xds, x 2 X, t 2 R,
(Ω,
(27)
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, where X and U are separable Hilbert spaces and d is the stochastic differentiation. 5. The history valued function x t : (-1, 0] ! X, x t (θ) = x(t + θ) belongs to some abstract phase space pled hyperbolic equations and exact controllability of neutral integrodifferential impulsive systems with infinite delay and damping. The paper is organized as follows. In the Preliminaries section we give the basic definitions, together with necessary notation, to form a common basis to which other section refer. The Controllability Results section forms the main part of this survey. Each of the system types is described there together with appropriate comments on its controllability results. The concluding section gives a notion about the direction of research in the field of controllability of second order dynamical systems.
Preliminaries
Apart from the above definitions, the following common for some of the system types described belo 
The abstract phase space B is defined axiomatica 21]. DEFINITION 2.5 Phase space B [22] . The phase is the vector space of functions defined from (−∞, endowed with a seminorm denoted · B and such following axioms hold:
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(ii) The space PC([σ , τ], X) is referred to as the space of normalized piecewise continuous functions from
In particular, the space PC is formed by all normalized piecewise continuous functions
Consider also the following definition of an evolution system. DEFINITION 2.6 Evolution system [22] . A family S of bounded linear operators In this article, an overview of the current state of controllability analysis for the second order linear and semilinear infinite dimensional dynamical systems is given. Paper is focused on various types of controllability which suit the types of systems they describe. In doing so it is possible to give an overview of various approaches and techniques used in this problem. Among the considered controllability types and, what follows, types of systems analysed, there are approximate controllability of second order linear infinite dimensional systems, approximate controllability of second order semilinear finite dimensional systems with delay in control, trajectory controllability of second order semilinear integro-differential systems, approximate controllability of a second order neutral stochastic differential equations with state dependent delay, nonlocal conditions and Poisson jumps, exact controllability of Duffing equation, exact boundary controllability of coupled hyperbolic equations and exact controllability of neutral integrodifferential impulsive systems with infinite delay and damping.
The term reachable set (or attainable set) is closely connected with (2) and is given by the following DEFINITION 2.1 Reachable set. The reachable set R T (x(0)) ⊆ X is the set of all values which are reachable from initial state x(0) by the system state x(t) with the use of admissible controls u(t) in a given time interval
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Then the initial value problem (23) has at least one mild solution.
Proof of Theorem 4.5 is based on the measure of non-compactness. Theorem 4.6. Approximate controllability [50] . Assume that the associated linear control system (26) The paper is organized as follows. In the Preliminaries section we give the basic definitions, together with necessary notation, to form a common basis to which other section refer. The Controllability Results section forms the main part of this survey. Each of the system types is described there together with appropriate comments on its controllability results. The concluding section gives a notion about the direction of research in the field of controllability of second order dynamical systems.
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where R i = ker(Λ i ) (i = 1, 2, 3) and bounded operators Λ i (i = 1, 2, 3) are defined as follows:
S(t − s)x(s)ds,
Λ 2 x(t) = T 0 C(t − s)x(s)ds, Λ 3 x(t) = T 0
S(t − s)x(s)dW (s).
Then, the semilinear control system with state dependent delay (23) is approximately controllable on [0, T ].
4.3.2.
Approximate controllability of second order semilinear stochastic systems with variable delay in control and nonlocal conditions.Consider dynamical system described by the following partial neural stochastic semilinear differential state equation with variable delay in control:
A(t)x(t) + B 1 u(t) + B 2 u(h(t)) + f (t, x(t)) dt+ +σ (t, x(t)dW (t), t ∈ [0, T ],
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A(t)x(t) + B 1 u(t) + B 2 u(h(t)) + f (t, x(t)) dt+ +σ (t, x(t)dW (t), t ∈ [0, T ],
On controllability of second order dynamical systems evolution operator with an infinitesimal closed densely defined generator A(t) : D(A(t)) ⊆ X → X,t ∈ J, if the following conditions are satisfied:
1) For each x ∈ X the mapping J × J (t, s) → S(t, s)x ∈ X is of C 1 class and:
2) For all t, s ∈ J, if x ∈ D(A), then S(t, s)x ∈ D(A)
(t, s)A(s)x, and the mapping J × J (t, s) → A(t)
∂ ∂ s S(t, s)x is continuous.
Controllability results for second-order linear infinite-dimensional dynamical systems
A : D(A) ⊂ X → X is the infinitesimal generator of a strongly continuous cosine family {C(t)
: t ∈ R} of bounded linear operators on a Hilbert space X, 2. {S(t) : t ∈ R} is the strongly continuous sine family associated to a strongly continuous cosine family {C(t) : t ∈ R} defined as S(t)x = t 0 C(s)xds, x ∈ X, t ∈ R, 3.
(Ω, F , P) is a complete probability space with probability measure P on Ω equipped with a normal filtration F t , t ≥ 0. It is endowed with complete family of right continuous increasing sub σ -algebras {F t , t ∈ [0, T ]} such that F t ⊂ F , 4. the stochastic process is a collection of random variables 
where β n (t) (n = 1, 2, . . . ) is a sequence of real-valued onedimensional standard Brownian motions mutually indepen-
DEFINITION 4.7 Mild solution. An F t -adopted process x : (−∞, T ] → X is a mild solution to the system (23) if x ρ(s,x s ) ), G(s, x s ) and g(s, x s ) are integrable and the integral equation is satisfied:
Below the reachable set for unconstrained values of admissible controls is defined. DEFINITION 4.8 Reachable set. The set given by R T ( f ) = {x(T ) ∈ X : x is a mild solution of (23) given by (27) } is called reachable set of the system (23) for some T > 0. R T (0) is the reachable set of the corresponding linear control system (26) . , P) is a complete probability space with probability measure P on Ω equipped with a normal filtration delay. Consider dynamical system described by the following partial neural stochastic differential equation with state delay:
(Ω, F , P) is a complete probability space with probability measure P on Ω equipped with a normal filtration F t , t ≥ 0. It is endowed with complete family of right continuous increasing sub σ -algebras {F t , t ∈ [0, T ]} such that F t ⊂ F , 4. the stochastic process is a collection of random variables
, where X and U are separable Hilbert spaces and d is the stochastic differentiation. 5. the history valued function x t : (−∞, 0] → X, x t (θ ) = x(t + θ ) belongs to some abstract phase space B defined axiomatically [21] , 6. B is a bounded linear operator on a Hilbert space U into X,
ρ : [0, T ] × B → (−∞, T ] is continuous function, which describes delay at time t dependant on state, 8. K is a separable Hilbert space and {W (t)} t≥0 is a given K-
valued Brownian motion or Wiener process with finite trace nuclear covariance operator Q > 0 given explicitly by:
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φ (t) is B-valued random variable independent of Brownian motion W (t) with finite second moment. Also ψ(t) is an X-valued F t measurable function.
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Controllability of Duffing equation.
An increasing interest in studying problems related to controllability of chaotic nonlinear systems has been observed in recent years. In several papers Duffing equation is treated as a benchmark chaotic system [53, 54] . It was introduced in 1918 by Duffing as a model of nonlinear oscillator with cubic stiffness term to describe the hardening spring effect observed in many mechanical systems [55] .
Consider the following controllability problem for a feedback control system governed by the equation:
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The problem is to specify the conditions on ω, O and T > 0 to guarantee that for every (y 0 , y 1 ) ∈ L 2 (Ω) × H −1 (Ω) there exists a control h in appropriate space, such that:
The authors of [65] analyse the one-dimensional case, namely
The system which controllability is studied takes the form:
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The method used in [65] is based on the transformation of the controllability problem into a moment problem of the form o the Initial Boundary Value Problem (IBVP) 
has a measurable selection, where Kv(E) denotes the collection of all nonempty, convex, compact subsets of E, H2) for a.e. t ∈ [0, T ] the multimap F(t, ·, ·) : R × R → Kv(R) is upper semicontinuous, H3) the multimap F is uniformly continuous with respect to the
second argument in the following sense: fort every ε > 0 there is κ > 0 such that
for all (z, w) ∈ R × R and a.e. t ∈ [0, T ], where
Then, the controllability problem (32) has a solution.
To prove the Theorem 4.10 the facts from theory of multivalued maps and theory of differential inclusions as well as the method of a priori bounds were used. 4.5. Exact boundary controllability of coupled hyperbolic equations. The last two decades show the increase of interest in the controllability of coupled equations of the same nature. Much has been done in the case of coupled parabolic equations -see [57] and references therein. In terms of hyperbolic equations one can find few results in [58, 59, 60, 61] . In the analysis of distributed parameter systems especially fruitful is the method of moments [62, 63] . The method is based on the properties of exponential families, such as minimality the Riesz basis property and the L -basis property, all usually in the space L 2 (0, T ). Recent investigations into new classes of distributed systems, such as hybrid or damped, as well as into coupled equations raised new problems in the moment theory. See for example [64, 63] .
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Controllability results for second-order linear infinite-dimensional dynamical systems
Up to the present time the problem of controllability of continuous and discrete time linear dynamical systems has been extensively investigated in many papers [ 
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The Cauchy problem (38) (39) (40) (41) is by far, according to the authors knowledge, the most general form of the impulsive system analysed in the literature with constructive controllability results. It contains the damping ingredient and infinite delay. Its analysis, performed in [77] , gives the conditions for exact controllability expressed in the form of the following theorem. The Cauchy problem (38) - (41) is by far, according to the authors knowledge, the most general form of the impulsive system analysed in the literature with constructive controllability results. It contains the damping ingredient and infinite delay. Its analysis, performed in [77] , gives the conditions for exact controllability expressed in the form of the following theorem. an overview of various approaches and techniques used in this problem. Among the considered controllability types and, what follows, types of systems analysed, there are approximate controllability of second order linear infinite dimensional systems, approximate controllability of second order semilinear finite dimensional systems with delay in control, trajectory controllability of second order semilinear integro-differential systems, approximate controllability of a second order neutral stochastic differential equations with state dependent delay, nonlocal conditions and Poisson jumps, exact controllability of Duffing equation, exact boundary controllability of coupled hyperbolic equations and exact controllability of neutral integrodifferential impulsive systems with infinite delay and damping.
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In the above setting the following theorem is true. THEOREM 4.14 Approximate controllability of the abstract damped wave equation [79] . The nonlinear system (48) is approximately controllable on [0, T ], and a sequence of controls steering this system from the initial state z 0 to an ε-neighbourhood of the final stata z 1 at time T > 0 is given by:
and the error E α z of this approximation is given by:
The proof of the above theorem is based on Rothe's fixed point theorem [81] .
Related problems
It is a well known fact that there exists strong relationship between concepts of controllability and stabilizability for finite dimensional time-invariant undelayed systems that can be stated as follows: A finite dimensional time-invariant continuous-time undelayed dynamical system is stabilizable if and only if all unstable modes of this system are controllable [7, 82] . However, it has to be emphasized that for infinite dimensional systems the problem of establishing such relationships is much more difficult. It is mainly related with the fact that there exist different definitions of stability for infinite dimensional systems that depend strongly on the chosen topology. There exist also a great number of publications devoted to the controllability of discrete-time and discretecontinuous dynamical systems [7, 82, 83] . Control problems of finite-dimensional discrete-time systems are discussed in [84] . An overview of results related to controllability of discretetime systems defined both, in finite-dimensional and infinitedimensional spaces may be found in [85] . There is a treatment of problems for discrete-time systems related to stationary and nonstationary systems, systems with multiple delays in control and state, systems with additive disturbances, descriptor systems and constrained controllability of nonlinear systems. In addition, there are derived sufficient conditions for (49) In the above setting the following theorem is true. 
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Conclusions
In this paper, a survey on the newest controllability results for various types of second order dynamical systems has been given. A variety of criteria for recognizing systems controllability have been presented. Some of them have the form of easy-to-test conditions that are significant both from practical and theoretical point of view. The exposition of results has been focused on a presentation of different approaches to the problem of controllability analysis. As this subject is already a mature discipline, its body of literature is considerable. For this reason it was not feasible to tackle every aspect of it. In particular, the paper is not focused on any specific method of controllability analysis. However, it is inevitable that some methods are more versatile than others and bring constructive results more often. Apart from the moments method, mentioned for coupled hyperbolic equations system, special attention is drawn to analysis methods based on fixed point approach. The fixed point method, mostly in combination with measures of noncompactness, finds its application in analysis of approximate and exact controllability problem for nonlinear deterministic as well as stochastic dynamical systems (see for example [50, 79, 51, 77, 86] and references therein, together with references we provided throughout Section 4). Results presented within this paper have shown the complexity of controllability analysis for the systems under discussion. Therefore, it should be pointed out that there are many open problems for controllability concepts for special types of dynamical systems (especially nonlinear systems) that can be easily stated but the answer to them is unknown up to the present time.
