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Abstract
Multi-input multi-output (MIMO) sampling scheme which is motivated by applications in multi-channel
deconvolution and multi-source separation has been investigated in many aspects. Common for most of
results on MIMO systems is that the input signals are supposed to be band-limited. In this paper, we study
vector sampling expansions on general finitely generated shift-invariant subspaces. Necessary and sufficient
conditions for a vector sampling theorem to hold are given. We also give several examples to illustrate the
main result.
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1. Introduction and the main results
The classical Shannon sampling theorem says that if a function f ∈ L2(R) is band-limited to
[−1/2,1/2], i.e., fˆ (ω)= 0 for |ω|> 1/2, where
fˆ (ω)=
∫
R
f (x)e−i2πxω dx
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reconstructed by
f (x)=
∑
k∈Z
f (k)
sinπ(x − k)
π(x − k) .
Recently, multi-input multi-output (MIMO) sampling scheme which is motivated by applica-
tions in multi-channel deconvolution and multi-source separation has been investigated in many
aspects (see [22,30,31] and references therein). Some example applications include multi-user
or multi-access wireless communications and space–time coding with antenna arrays or tele-
phone digital subscriber loops [20], multi-sensor biomedical signals [39], and multi-channel
image restoration [14].
In a MIMO linear time-invariant system, the input is a vector of N signals F = (f1, . . . , fN)T
and the output is a vector of M signals F = (f 1 , . . . , f M)T , which is determined by the follow-
ing equation
Fˆ (ω)= Gˆ(ω)Fˆ (ω),
where Fˆ (ω) = (fˆ1(ω), . . . , fˆN (ω))T , Fˆ (ω) = (fˆ 1 (ω), . . . , fˆ M(ω))T , and Gˆ(ω) is an M × N
matrix with entries gˆp,q ∈ L∞(R), 1  p M , 1  q  N . We call G(x) the transfer matrix
for the MIMO system (V0,G), where V0 is a closed subspace of L2(R) which consists of input
signals fp .
As far as we know, common for most of results on MIMO systems is that the input signals
are supposed to be band-limited, i.e., V0 = {f : supp fˆ ⊂ [−Ω,Ω]} for some Ω > 0. Although
the assumption that a signal is band-limited is eminently useful, it is not always realistic since a
band-limited signal is of infinite duration. Thus, it is natural to investigate other signal classes for
which a sampling theorem holds. A simple model is to consider shift-invariant subspaces, e.g.,
wavelet subspaces, which generalize the space of band-limited functions and are of the form
V0 = span
{
ϕν(· − k): 1 ν  r, k ∈ Z
} (1.1)
for some kernel functions ϕ1(x), . . . , ϕr (x) ∈ L2(R). In fact, there have been many results con-
cerning sampling theorems in shift-invariant subspaces for both regular and irregular sampling.
For details, see [1–8,12–14,16,17,19,23–29,32–34,36–38].
In this paper, we study MIMO systems with input signals belonging to some multi-generated
shift invariant subspace V0 as defined in (1.1).
We give some conditions on generating functions ϕν and filters gp,q such that we can recon-
struct input signals from sampled values of output signals f p at integer points in a numerically
stable way, that is, there is a frame {Sp(· − n): 1  p M, n ∈ Z} for V (N)0 := V0 × · · · × V0
(N terms) such that
F(x)=
∑
1pM
∑
n∈Z
f p(n)Sp(x − n), (1.2)
where the convergence is both in L2(R)(N) and uniform on R. Since both sides of (1.2) are
vectors, we call it a vector sampling expansion. Note that vector sampling expansions of type
(1.2) are generalizations of single-input multi-output sampling expansions studied in [2,29].
Before stating our results, we introduce some notations and definitions.
We use the same symbol 2 to denote different spaces of square summable sequences
of complex numbers. The exact meaning can be seen easily from the context. For example,
{cν,n: 1 ν  r, n ∈ Z} ∈ 2 means that ∑1νr, n∈Z |cν,n|2 <∞.
900 Z. Shang et al. / J. Math. Anal. Appl. 325 (2007) 898–919The Zak transform of a function f ∈ L2(R) is defined by (Zf )(x,ω) = ∑n∈Z f (x + n)×
e−i2πnω .
In stands for the n× n unit matrix, i.e., In = diag(1, . . . ,1).
Denote hp,q,ν = gp,q ∗ ϕν , where gp,q are entries of the transfer matrix G and ϕν are kernel
functions of V0, 1 p M , 1 q N , 1 ν  r . Put
Hp = (hp,1,1 · · ·hp,1,rhp,2,1 · · ·hp,2,r · · ·hp,N,1 · · ·hp,N,r )T
and
P(ω)
=
⎛
⎜⎜⎝
Zh1,1,1(0,ω) · · · Zh1,1,r (0,ω) · · · Zh1,N,1(0,ω) · · · Zh1,N,r (0,ω)
Zh2,1,1(0,ω) · · · Zh2,1,r (0,ω) · · · Zh2,N,1(0,ω) · · · Zh2,N,r (0,ω)
· · · · · · · · · · · · · · · · · · · · ·
ZhM,1,1(0,ω) · · · ZhM,1,r (0,ω) · · · ZhM,N,1(0,ω) · · · ZhM,N,r (0,ω)
⎞
⎟⎟⎠.
The inner product of the Hilbert space L2(R)(N) := L2(R) × · · · × L2(R) (N terms) is defined
by
〈F1,F2〉 =
∫
R
F ∗2 (x)F1(x) dx, ∀F1,F2 ∈ L2(R)(N),
where F ∗ denotes the conjugate transpose of F .
Recall that a family of functions {fn: n ∈ Z} in a Hilbert space H is a frame if there are two
positive numbers A and B such that for any f ∈H,
A‖f ‖2 
∑
n∈Z
∣∣〈f,fn〉∣∣2  B‖f ‖2.
A and B are called lower and upper frame bounds, respectively. If at least the right-hand side of
the above inequality holds, then {fn: n ∈ Z} is said to be a Bessel sequence with bound B .
A frame that ceases to be a frame when any one of its elements is removed is said to be an
exact frame. It is well known that exact frames and Riesz bases are identical. We refer to [9,11,
35] for details on the frame theory.
Suppose that {ϕν(·−k): 1 ν  r, k ∈ Z} is a frame for V0. Let {ϕ˜ν(·−k): 1 ν  r, k ∈ Z}
be the canonical dual frame. Then any f ∈ V0 can be written as
f (x)=
∑
1νr, n∈Z
〈
f, ϕ˜ν(· − n)
〉
ϕν(x − n). (1.3)
Note that functions in L2(R) are only defined almost everywhere. For the sampled values f p(n)
to make sense, we require that f p be continuous. Furthermore, we assume that both sides of (1.2)
are continuous. In the followings we give a sufficient condition to ensure the continuity.
Lemma 1.1. Let {ϕν(· − n): 1  ν  r, n ∈ Z} be a frame for V0. Then the following two
assertions are equivalent.
(i) For any {cν,n: 1 ν  r, n ∈ Z} ∈ 2, ∑1νr, n∈Z cν,nϕν(x − n) converges pointwisely to
a continuous function.
(ii) ϕν is continuous, 1 ν  r , and supx∈R
∑r
ν=1
∑
n∈Z |ϕν(x − n)|2 <∞.
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n∈Z |(ϕν ∗ g)(x − n)|2 is bounded on R for any f ∈ V0 and g ∈ L1(R), 1 ν  r .
Throughout this paper, we assume that condition (ii) in Lemma 1.1 holds. As a result, the
series in (1.3) converges uniformly to a continuous function. In other words, every f ∈ V0 is
continuous. Define
k(x, y)=
r∑
ν=1
∑
n∈Z
ϕν(x − n) ϕ˜ν(y − n). (1.4)
Then we have
f (x)= 〈f, k(x, ·)〉, ∀f ∈ V0, x ∈ R,
i.e., k(x, y) is a reproducing kernel for V0.
Let kp,q(x, y)= (k(·, y) ∗ gp,q)(x) and
K(x,y)=
⎛
⎜⎝
k1,1(x, y) · · · k1,N (x, y)
...
...
kM,1(x, y) · · · kM,N(x, y)
⎞
⎟⎠ . (1.5)
By Young’s inequality, it is easy to check that
kp,q(x, y)=
r∑
ν=1
∑
n∈Z
ϕν ∗ gp,q(x − n) ϕ˜ν(y − n)
=
r∑
ν=1
∑
n∈Z
hp,q,ν(x − n)ϕ˜ν(y − n). (1.6)
Hence kp,q(x, ·) ∈ V0 for each x ∈ R.
Put Φ = (ϕ1, . . . , ϕr )T . Let
JΦ(ω)=
∑
m∈Z
Φˆ(ω +m)ΦˆT (ω +m) (1.7)
and ΔΦ(ω) be an N × rN matrix with entries(
ΔΦ(ω)
)
m,n
=
{
ϕˆν(ω), n= (m− 1)r + ν, 1 ν  r ,
0, otherwise.
That is,
ΔΦ(ω)=
⎛
⎜⎜⎝
ϕˆ1(ω) · · · ϕˆr (ω) 0 · · · 0 · · · · · ·
0 · · · 0 ϕˆ1(ω) · · · ϕˆr (ω) · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · ϕˆ1(ω) · · · ϕˆr (ω)
⎞
⎟⎟⎠ .
Let LΦ(ω)=∑m∈ZΔ∗Φ(ω +m)ΔΦ(ω +m). It is easy to see that
LΦ(ω)=
⎛
⎜⎝
JΦ(ω)
. . .
JΦ(ω)
⎞
⎟⎠ . (1.8)
We are now ready to state the main results.
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and supx∈R
∑r
ν=1
∑
n∈Z |ϕν(x−n)|2 <∞. Let G= [gp,q ]1pM,1qN be the transfer matrix
satisfying gp,q ∈ L1(R). Then the following assertions are equivalent.
(i) The entries of P(ω) are bounded and there is a frame {Sp(· − n): 1 p M, n ∈ Z} for
V
(N)
0 such that (1.2) holds, where the convergence is both in L2(R)(N) and uniform on R.
(ii) There exist positive constants α′, β ′ such that
α′
N∑
q=1
‖fq‖22 
M∑
p=1
∑
n∈Z
∣∣f p(n)∣∣2  β ′ N∑
q=1
‖fq‖22.
(iii) {τpK(0, ·−n): 1 p M, n ∈ Z} is a frame for V (N)0 , where K(x,y) is the matrix defined
in (1.5) and τpK(0, · − n) denotes the transpose of the pth row of K(0, · − n).
(iv) There exist positive constants α and β such that
αLΦ(ω) P ∗(ω)P (ω) βLΦ(ω), a.e. (1.9)
For the case of r = 1 and M =N , we have
Corollary 1.3. Let {ϕ(·−n): n ∈ Z} be a frame for the closed subspace V0 it spans. Suppose that
ϕ is continuous and
∑
n∈Z |ϕ(x − n)|2 is bounded on R. Let G= [gp,q ]1p,qN be the transfer
matrix satisfying gp,q ∈ L1(R). Then the following assertions are equivalent.
(i) There is a frame {Sp(· − n): 1 p N, n ∈ Z} for V (N)0 such that
F(x)=
∑
1pN
∑
n∈Z
f p(n)Sp(x − n),
where the convergence is both in L2(R)(N) and uniform on R.
(ii) There are positive constants α and β such that
αχEϕ(ω)IN  P ∗(ω)P (ω) βχEϕ(ω)IN , a.e.,
where Eϕ = {ω: ∑n∈Z |ϕˆ(ω + n)|2 > 0}.
Whenever {ϕν(· − n): 1  ν  r, n ∈ Z} is a Riesz basis for V0, one may ask under which
conditions, {Sp(· − n): 1  p  M, n ∈ Z} is also a Riesz basis? To this end, we have the
following.
Corollary 1.4. Let the hypotheses in Theorem 1.2 be satisfied. Moreover, suppose that {ϕν(·−n):
1 ν  r, n ∈ Z} is a Riesz basis for V0. Then the following two assertions are equivalent.
(i) There exists a Riesz basis {Sp(· − n): 1 p M, n ∈ Z} for V (N)0 such that (1.2) holds for
any F ∈ V (N)0 .
(ii) rN =M and there exist positive constants α, β such that
αIM  P ∗(ω)P (ω) βIM, a.e. (1.10)
If it is the case, we have (Sˆ1(ω), . . . , SˆM(ω))=ΔΦ(ω)P (ω)−1.
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First, we prove Lemma 1.1.
Proof of Lemma 1.1. (i) ⇒ (ii). It is easy to see that ϕν ∈ C(R). Since ∑1νr ∑n∈Z cν,n ×
ϕν(x − n) is convergent for any x ∈ R and {cν,n: 1  ν  r, n ∈ Z} ∈ 2, we have∑
1νr
∑
n∈Z |ϕν(x − n)|2 <∞. Define
Λxc =
∑
1νr
∑
n∈Z
cν,nϕν(x − n), ∀c = {cν,n: 1 ν  r, n ∈ Z} ∈ 2.
Then Λx is a bounded linear functional on 2 with the norm
‖Λx‖ =
( ∑
1νr
∑
n∈Z
∣∣ϕν(x − n)∣∣2)1/2, ∀x ∈ R.
Define fc(x)=∑1νr ∑n∈Z cν,nϕν(x − n). Since fc(x) is continuous on R, we have
sup
x∈[0,1]
|Λxc| = sup
x∈[0,1]
∣∣fc(x)∣∣<+∞.
By the Banach–Steinhaus theorem [21], supx∈[0,1] ‖Λx‖<+∞. Hence (ii) holds.
(ii) ⇒ (i). By the Cauchy inequality, ∑1νr, n∈Z cν,nϕν(x − n) is convergent uniformly
on R. And therefore, the limit function is continuous.
Now we assume that (ii) holds. By (1.3), any function f ∈ V0 is bounded. Therefore, it is easy
to check that f ∗ g is continuous whenever g ∈ L1(R).
Moreover, for any 1 ν  r , we have
∑
n∈Z
∣∣(ϕν ∗ g)(x − n)∣∣2 =∑
n∈Z
∣∣∣∣
∫
R
ϕν(x − n− y)g(y) dy
∣∣∣∣2

∑
n∈Z
∫
R
∣∣ϕν(x − n− y)∣∣2 · ∣∣g(y)∣∣dy · ∫
R
∣∣g(y)∣∣dy
 ‖g‖21 sup
t∈R
∑
n∈Z
∣∣ϕν(t − n)∣∣2 <+∞. 
Next we consider frames for multi-generated shift invariant subspaces.
Lemma 2.1. Let Sp ∈ L2(R)(N), 1  p M . Then {Sp(· − n): 1  p M, n ∈ Z} is a frame
with bounds α and β for the closed subspace W it spans if and only if
αJS(ω) J 2S (ω) βJS(ω), a.e., (2.1)
where S = (S1, . . . , SM) is an N ×M matrix and JS(ω)=∑m∈Z Sˆ∗(ω +m)Sˆ(ω +m).
Moreover, it is a Riesz basis if and only if
αIM  JS(ω) βIM, a.e.
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W ′ =
{
M∑
p=1
∑
n∈Z
cp,nSp(· − n): all but finite of cp,n are zero
}
.
Then W ′ is a dense subset of W . For any F ∈ W ′, we can find trigonometric polynomials
Cp(ω) such that Fˆ (ω)=∑Mp=1 Cp(ω)Sˆp(ω). Put C(ω)= (C1(ω), . . . ,CM(ω))T . Then we have
Fˆ (ω)= Sˆ(ω)C(ω). It follows that
M∑
p=1
∑
n∈Z
∣∣〈F,Sp(· − n)〉∣∣2
=
M∑
p=1
∑
n∈Z
∣∣〈Sˆ(·)C(·), Sˆp(·)e−2πin·〉∣∣2
=
M∑
p=1
∑
n∈Z
∣∣∣∣
∫
R
Sˆ∗p(ω)Sˆ(ω)C(ω)e2πinω dω
∣∣∣∣2
=
M∑
p=1
∑
n∈Z
∣∣∣∣∣
1∫
0
∑
m∈Z
Sˆ∗p(ω +m)Sˆ(ω +m)C(ω)e2πinω dω
∣∣∣∣∣
2
=
1∫
0
C∗(ω)
M∑
p=1
∑
m∈Z
Sˆ∗(ω +m)Sˆp(ω +m)
∑
n∈Z
Sˆ∗p(ω + n)Sˆ(ω + n)C(ω)dω
=
1∫
0
C∗(ω)
∑
m∈Z
∑
n∈Z
Sˆ∗(ω +m)Sˆ(ω +m)Sˆ∗(ω + n)Sˆ(ω + n)C(ω)dω
=
1∫
0
C∗(ω)J 2S (ω)C(ω)dω.
On the other hand,
‖F‖22 = 〈Fˆ , Fˆ 〉 =
∫
R
C∗(ω)Sˆ∗(ω)Sˆ(ω)C(ω)dω
=
1∫
0
C∗(ω)
∑
m∈Z
Sˆ∗(ω +m)Sˆ(ω +m)C(ω)dω =
1∫
0
C∗(ω)JS(ω)C(ω)dω. (2.2)
By (2.1), we have
α‖F‖22 
M∑
p=1
∑
n∈Z
∣∣〈F,Sp(· − n)〉∣∣2  β‖F‖22, ∀F ∈W ′. (2.3)
For any F ∈ W , we can find some Fk ∈ W ′ such that ‖Fk − F‖2 → 0 as k → ∞, thanks to the
density of W ′. By Fatou’s theorem, we see from (2.3) that
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p=1
∑
n∈Z
∣∣〈F,Sp(· − n)〉∣∣2  lim
k→∞
M∑
p=1
∑
n∈Z
∣∣〈Fk,Sp(· − n)〉∣∣2
 lim
k→∞
β‖Fk‖22  β‖F‖22, ∀F ∈W. (2.4)
Consequently,(
M∑
p=1
∑
n∈Z
∣∣〈F,Sp(· − n)〉∣∣2
)1/2

(
M∑
p=1
∑
n∈Z
∣∣〈Fk,Sp(· − n)〉∣∣2
)1/2
−
(
M∑
p=1
∑
n∈Z
∣∣〈F − Fk,Sp(· − n)〉∣∣2
)1/2
 α‖Fk‖22 − β‖F − Fk‖22, k  1.
By letting k → ∞, we get
M∑
p=1
∑
n∈Z
∣∣〈F,Sp(· − n)〉∣∣2  α‖F‖22, ∀F ∈W. (2.5)
Now we see from (2.4) and (2.5) that {Sp(· − n): 1  p M, n ∈ Z} is a frame for W with
bounds α and β .
Next we assume that {Sp(· − n): 1 p M, n ∈ Z} is a frame for W with bounds α and β .
Then for any 1-periodic function Cp(ω) ∈ L2[0,1], Fˆ (ω) :=∑Mp=1 Cp(ω)Sˆp(ω) defines a func-
tion F ∈W . The same arguments as the above show that
α
1∫
0
C∗(ω)JS(ω)C(ω)dω
1∫
0
C∗(ω)J 2S (ω)C(ω)dω β
1∫
0
C∗(ω)JS(ω)C(ω)dω.
Since C(ω) is arbitrary, (2.1) holds.
The case of Riesz bases can be proved easily with (2.2). This completes the proof. 
By setting N = 1 in Lemma 2.1, we get the following result.
Proposition 2.2. [18, Lemma 4.4.8] Let ϕν ∈ L2(R), 1  ν  r . Then {ϕν(· − n): 1  ν  r,
n ∈ Z} is a frame with bounds α and β for the closed subspace V0 it spans if and only if
αJΦ(ω) J 2Φ(ω) βJΦ(ω), a.e.
Moreover, {ϕν(· − n): 1 ν  r, n ∈ Z} is a Riesz basis for V0 if and only if
αIr  JΦ(ω) βIr , a.e.
The following result is a slight generalization of [24, Lemma 2.1]. To make this paper more
readable, we include a proof.
Lemma 2.3. Let {ϕν(· − n): 1 ν  r, n ∈ Z} be a frame for V0. Suppose that ϕν is continuous
and
∑r
ν=1
∑
n∈Z |ϕν(x−n)|2 M <∞. Then for any frame {ψn: n ∈ Z} for V0,
∑
n∈Z |ψn(x)|2
is bounded on R.
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n ∈ Z}. Then for any f ∈ V0, f (x) =∑rν=1∑n∈Z〈f, ϕ˜ν(· − n)〉ϕν(x − n). Let A be the lower
frame bound for {ϕν(· − n): 1 ν  r, n ∈ Z}. Then we have
‖f ‖2∞  sup
x
r∑
ν=1
∑
n∈Z
∣∣〈f, ϕ˜ν(· − n)〉∣∣2 r∑
ν=1
∑
n∈Z
∣∣ϕν(x − n)∣∣2  M
A
‖f ‖22.
It follows that for any x ∈ R,∑
n∈Z
∣∣ψn(x)∣∣2 = sup
‖c‖2=1
∣∣∣∣∑
n∈Z
cnψn(x)
∣∣∣∣2  sup‖c‖2=1
M
A
∥∥∥∥∑
n∈Z
cnψn
∥∥∥∥2
2
 MM
′
A
,
where M ′ is the upper frame bound for {ψn: n ∈ Z}. 
The following lemma is easy to prove, which we leave to interested readers.
Lemma 2.4. For any {cq,ν,m: 1  q  N, 1  ν  r,m ∈ Z}, {dq,ν,m: 1  q  N, 1  ν  r,
m ∈ Z} ∈ 2, we have
∑
n∈Z
∣∣∣∣ ∑
1qN
∑
1νr
∑
m∈Z
cq,ν,mdq,ν,n−m
∣∣∣∣2 =
1∫
0
∣∣∣∣ ∑
1qN
∑
1νr
Cq,ν(ω)Dq,ν(ω)
∣∣∣∣2 dω, (2.6)
where Cq,ν(ω)=∑m∈Z cq,ν,me−i2πmω and Dq,ν(ω) is defined similarly.
Whenever one side of (2.6) is finite, we have∑
1qN
∑
1νr
Cq,ν(ω)Dq,ν(ω)=
∑
n∈Z
( ∑
1qN
∑
1νr
∑
m∈Z
cq,ν,mdq,ν,n−m
)
e−i2πnω.
In the following we consider the measurability of eigenvalues and eigenvectors of matrices
with measurable entries.
Proposition 2.5 (Courant–Fischer). [15, Theorem 4.2.11] Let Q be an n × n Hermitian matrix
and λ1  · · · λn be its eigenvalues. Then
λk = max
ξ1,...,ξk−1∈Cn
min
ξ∈Cn, ξ =0
ξ⊥ξ1,...,ξk−1
ξ∗Qξ
ξ∗ξ
, 1 k  n.
Lemma 2.6. Let Λ(ω) be an n×n Hermitian matrix with measurable entries. Then the eigenval-
ues λ1(ω)  · · ·  λn(ω) of Λ(ω) are measurable and there is some unitary matrix U(ω) with
measurable entries such that
Λ(ω)=U(ω)diag(λ1(ω),λ2(ω), . . . , λn(ω))U∗(ω).
Proof. Let Cnr = {(c1, . . . , cn) ∈ Cn: ck is rational numbers}. Then Cnr is a countable dense sub-
set of Cn. By Proposition 2.5, we have
λk(ω)= sup
ξ1,...,ξk−1∈Cnr
inf
ξ∈Cnr , ξ =0
ξ⊥ξ1,...,ξk−1
ξ∗Λ(ω)ξ
ξ∗ξ
, 1 k  n.
Hence λk(ω) is measurable, 1 k  n.
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vk(ω) = 0, we can choose vk(ω) to be measurable. Moreover, different eigenvalues corre-
spond to orthogonal eigenspaces (see [15, p. 102]). Using the Gram–Schmidt method, we can
get a unitary matrix U(ω) whose columns are measurable eigenvectors of Λ(ω), such that
Λ(ω)U(ω)=U(ω)diag(λ1(ω),λ2(ω), . . . , λn(ω)). Now the conclusion follows. 
Proof of Theorem 1.2. (ii) ⇔ (iii). Since ‖F‖22 =
∑
1qN ‖fq‖22, we only need to prove that
f

p(n)= 〈F, τpK(0, · − n)〉, 1 p M , n ∈ Z.
Let {ϕ˜ν(· − n): 1 ν  r, n ∈ Z} be the canonical dual of {ϕν(· − n): 1 ν  r, n ∈ Z}. We
see from (1.4) that∥∥k(x, ·)∥∥22  C1 ∑
1νr
∑
n∈Z
∣∣ϕ(x − n)∣∣2  C′ <+∞, ∀x ∈ R,
where C1 is the upper frame bound for {ϕ˜ν(· − n): 1 ν  r, n ∈ Z}. Hence
sup
x∈R
∫
R
∣∣fq(y)k(n− x, y)∣∣dy √C′‖fq‖2.
Therefore,∫
R
∫
R
∣∣gp,q(x)∣∣ · ∣∣fq(y)k(n− x, y)∣∣dx dy  ‖gp,q‖1 · √C′‖fq‖2 <∞. (2.7)
It follows that
f p(n)=
N∑
q=1
(fq ∗ gp,q)(n)=
N∑
q=1
∫
R
gp,q(x)fq(n− x)dx
=
N∑
q=1
∫
R
gp,q(x) dx
∫
R
fq(y)k(n− x, y) dy
=
N∑
q=1
∫
R
fq(y) dy
∫
R
gp,q(x)k(n− x, y) dx =
N∑
q=1
〈
fq, kp,q(n, ·)
〉
= 〈F, τpK(0, · − n)〉, 1 p M, n ∈ Z, (2.8)
where Fubini’s theorem is used, thanks to (2.7).
(iii)⇔ (iv). For any {cq,ν,n: 1 q N , 1 ν  r , n ∈ Z} ∈ 2, let
fq(x)=
r∑
ν=1
∑
n∈Z
cq,ν,nϕν(x − n)
and F = (f1, . . . , fN)T . Put Cq,ν(ω)=∑n∈Z cq,ν,ne−2πinω and
C(ω) := (C1,1(ω), . . . ,C1,r (ω), . . . ,CN,1(ω), . . . ,CN,r (ω))T ∈ CrN×1.
By (2.8), we have
908 Z. Shang et al. / J. Math. Anal. Appl. 325 (2007) 898–919M∑
p=1
∑
n∈Z
∣∣〈F, τpK(0, · − n)〉∣∣2 = M∑
p=1
∑
n∈Z
∣∣f p(n)∣∣2
=
M∑
p=1
∑
n∈Z
∣∣∣∣∣
N∑
q=1
(fq ∗ gp,q)(n)
∣∣∣∣∣
2
=
M∑
p=1
∑
n∈Z
∣∣∣∣∣
N∑
q=1
r∑
ν=1
∑
m∈Z
cq,ν,mhp,q,ν(n−m)
∣∣∣∣∣
2
=
M∑
p=1
1∫
0
∣∣CT (ω)(ZHp)(0,ω)∣∣2 dω (Lemma 2.4)
=
1∫
0
C∗(ω)P ∗(ω)P (ω)C(ω)dω. (2.9)
On the other hand, it is easy to check that
‖F‖22 =
1∫
0
C∗(ω)LΦ(ω)C(ω)dω.
Since C(ω) is arbitrary, we have (iii) and (iv) are equivalent.
(iv)⇒ (i). The boundedness of P(ω) follows immediately from (1.9). Since (iv) and (iii) are
equivalent, {τpK(0, · −n): 1 p M, n ∈ Z} is a frame for V (N)0 . Let {Sp(· −n): 1 p M ,
n ∈ Z} be the dual frame. Then for any F = (f1, . . . , fN)T ∈ V (N)0 ,
F(x)=
∑
1pM
∑
n∈Z
〈
F, τpK(0, · − n)
〉
Sp(x − n)=
∑
1pM
∑
n∈Z
f p(n)Sp(x − n),
where the convergence is in L2(R)(N).
Put Sp = (sp,1, . . . , sp,N )T . Then {sp,q(· − n): 1  p M , n ∈ Z} is a frame for V0, 1 
q N . By Lemma 2.3, we have
sup
x∈R
∑
1pM
∑
1qN
∑
n∈Z
∣∣sp,q(x − n)∣∣2 <∞.
Now the uniform convergence follows by the Cauchy inequality.
(i) ⇒ (iv). Let Fq,ν ∈ V (N)0 be such that Fq,ν = (0, . . . ,0, ϕν,0, . . . ,0)T (the qth component
is ϕν ). By (1.2), we have
Fˆq,ν(ω)=
M∑
p=1
(Zhp,q,ν)(0,ω)Sˆp(ω), 1 q N, 1 ν  r.
Put Sˆ = (Sˆ1, . . . , SˆM). The above equations turn out to be
Sˆ(ω)P (ω)=ΔΦ(ω). (2.10)
It follows that
P ∗(ω)JS(ω)P (ω)= LΦ(ω). (2.11)
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LΦ(ω)= P ∗(ω)JS(ω)P (ω) β ′′P ∗(ω)P (ω).
Therefore,
P ∗(ω)P (ω) 1
β ′′
LΦ(ω), a.e.
Next we prove the other side of (1.9). By Lemma 2.6, there is some measurable 1-periodic
r × r unitary matrix A(ω) and λ1(ω) · · · λr(ω) 0 such that
JΦ(ω)=A(ω)diag
(
λ1(ω), . . . , λr (ω)
)
A∗(ω). (2.12)
Let AN(ω)= diag(A(ω), . . . ,A(ω)) ∈ CrN×rN ,Ol = {ω ∈ R: λl(ω) > 0, λl+1(ω)= 0}, 1 l 
r−1,Or = {ω ∈ R: JΦ(ω) is invertible}, andO0 = {ω ∈ R: λ1(ω)= 0}. Obviously, R\⋃rl=0Ol
is of measure 0.
For 0 l  r , define
Γl = diag(0, . . . ,0︸ ︷︷ ︸
l
,1, . . . ,1︸ ︷︷ ︸
r−l
, . . . ,0, . . . ,0︸ ︷︷ ︸
l
,1, . . . ,1︸ ︷︷ ︸
r−l
) ∈ CrN×rN , (2.13)
Dl(ω)=
{
AN(ω)Γl, ω ∈Ol ,
0, ω ∈ R \Ol . (2.14)
We claim that for any ω ∈ R,
ΔΦ(ω)Dl(ω)= 0. (2.15)
To see this, put (a1(ω), . . . , ar (ω))T :=A∗(ω)Φˆ(ω). By (2.12), we have∑
n∈Z
∣∣ak(ω + n)∣∣2 = λk(ω).
Hence ak(ω)= 0, ω ∈Ol , l + 1 k  r . It follows that
ΦˆT (ω)A(ω)diag(0, . . . ,0︸ ︷︷ ︸
l
,1, . . . ,1︸ ︷︷ ︸
r−l
)= 0, ω ∈Ol .
Hence (2.15) holds on Ol . Since Dl(ω)= 0 for ω ∈ R \Ol , (2.15) also holds on R \Ol .
Denote the ((q −1)r + ν, ν′)th entry of Dl(ω) by Dq,ν,ν′(ω), 1 q N , 1 ν  r , 1 ν′ 
rN . Then we can find some {dq,ν,ν′,n: n ∈ Z} ∈ 2 such that Dq,ν,ν′(ω)=∑n∈Z dq,ν,ν′,ne−2πinω .
By (2.15), we have
r∑
ν=1
Dq,ν,ν′(ω)ϕˆν(ω)= 0, ω ∈ R, 1 q N, 1 ν′  rN.
Hence
r∑
ν=1
∑
n∈Z
dq,ν,ν′,nϕν(x − n)= 0, ∀x ∈ R, 1 q N, 1 ν′  rN.
It follows that for any m ∈ Z,
910 Z. Shang et al. / J. Math. Anal. Appl. 325 (2007) 898–919N∑
q=1
r∑
ν=1
∑
n∈Z
dq,ν,ν′,nhp,q,ν(m− n)
=
N∑
q=1
r∑
ν=1
∑
n∈Z
dq,ν,ν′,n
∫
R
gp,q(x)ϕν(m− x − n)dx
=
N∑
q=1
∫
R
(
r∑
ν=1
∑
n∈Z
dq,ν,ν′,nϕν(m− x − n)
)
gp,q(x) dx
= 0.
By Lemma 2.4, we have
1∫
0
∣∣∣∣∣
N∑
q=1
r∑
ν=1
(Zhp,q,ν)(0,ω)Dq,ν,ν′(ω)
∣∣∣∣∣
2
dω
=
∑
m∈Z
∣∣∣∣∣
N∑
q=1
r∑
ν=1
∑
n∈Z
dq,ν,ν′,nhp,q,ν(m− n)
∣∣∣∣∣
2
= 0, 1 p M, 1 ν′  rN.
Consequently, P(ω)Dl(ω)= 0 a.e. Therefore,
D∗l (ω)P ∗(ω)P (ω)Dl(ω)= 0, a.e., 0 l  r. (2.16)
For any 1 l  r , we can find some constant unitary matrix Ul such that
Γ ′l :=U∗l ΓlUl = diag(0, . . . ,0︸ ︷︷ ︸
lN
,1, . . . ,1︸ ︷︷ ︸
(r−l)N
)
and
U∗l diag(Λl, . . . ,Λl)Ul = diag(λ1, . . . , λ1︸ ︷︷ ︸
N
, . . . , λl, . . . , λl︸ ︷︷ ︸
N
,0, . . . ,0︸ ︷︷ ︸
(r−l)N
),
where Λl := diag(λ1, . . . , λl,0, . . . ,0). It follows that
Γ ′l U∗l A∗N(ω)P ∗(ω)P (ω)AN(ω)UlΓ ′l
=U∗l ΓlUlU∗l A∗N(ω)P ∗(ω)P (ω)AN(ω)UlU∗l ΓlUl
=U∗l ΓlA∗N(ω)P ∗(ω)P (ω)AN(ω)ΓlUl
=U∗l D∗l (ω)P ∗(ω)P (ω)Dl(ω)Ul
= 0, a.e. ω ∈Ol , 1 l  r,
where (2.16) is used in the last step. Hence we can write P(ω)AN(ω)Ul as (Ql(ω),0), where
Ql(ω) is an rN × lN matrix, ω ∈Ol .
Since the entries of P(ω) are bounded, we can find some constant β > 0 such that
Q∗l (ω)Ql(ω)  βα1IlN ,ω ∈ Ol ,1  l  r , where α1 is the lower frame bound for {ϕν(· − n):
1  ν  r, n ∈ Z}. On the other hand, we see from Proposition 2.2 that λk(ω)  α1 a.e. on Ol
for 1 k  l. Hence
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(
Q∗l (ω)Ql(ω) 0
0 0
)
 βα1
(
IlN 0
0 0
)
 βdiag(λ1, . . . , λ1︸ ︷︷ ︸
N
, . . . , λl, . . . , λl︸ ︷︷ ︸
N
,0, . . . ,0︸ ︷︷ ︸
(r−l)N
)
= βU∗l diag(Λl, . . . ,Λl)Ul
= βU∗l A∗N(ω)LΦ(ω)AN(ω)Ul, ω ∈Ol.
Consequently,
P ∗(ω)P (ω) βLΦ(ω), ω ∈Ol, 1 l  r.
On the other hand, Dl(ω)=AN(ω) is invertible for ω ∈O0. It follows from (2.16) that P(ω)= 0
on O0. Since R \⋃rl=0Ol is of measure 0, we have
P ∗(ω)P (ω) βLΦ(ω), a.e.
This completes the proof. 
Proof of Corollary 1.3. Since {ϕ(· − n): n ∈ Z} is a frame for V0, we derive from Lemma 2.1
that
α′χEϕ (ω) Jϕ(ω) :=
∑
n∈Z
∣∣ϕˆ(ω + n)∣∣2  β ′χEϕ (ω), a.e.
for some constants α′, β ′ > 0. By (1.8), we have
α′χEϕ (ω)IN  LΦ(ω) β ′χEϕ (ω)IN , a.e. (2.17)
Hence (ii) implies (i), thanks to Theorem 1.2.
Next we prove the converse. By (2.16), P(ω) = LΦ(ω) = 0, a.e. on R \ Eϕ . On the other
hand, for ω ∈ Eϕ , we see from (2.11) that JS(ω) is invertible. It follows from Lemma 2.1 that
there are constants α,β > 0 such that
αIM  JS(ω) βIM, a.e. on Eϕ
Using (2.11) again, we get
1
β
LΦ(ω) P ∗(ω)P (ω)
1
α
LΦ(ω), a.e. on R. 
Now the conclusion follows from (2.17).
Proof of Corollary 1.4. (i) ⇒ (ii). By Lemma 2.1, there are constants α′, β ′ > 0 such that
α′IM  JS(ω) β ′IM, a.e.
On the other hand, we see from Proposition 2.2 that there are constants α′′, β ′′ > 0 such that
α′′IrN  LΦ(ω) β ′′IrN , a.e.
By (2.11), it suffices to show that rN =M .
In fact, we see from (1.8) and Proposition 2.2 that rank(LΦ(ω))= rN , a.e. By (2.11), we have
rank(P (ω)) rN , a.e. Since P(ω) is an M × rN matrix, we have M  rN .
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that
Sˆ(ω) := (Sˆ1(ω), . . . , SˆM(ω))=ΔΦ(ω)D(ω).
Consequently, JS(ω)=D∗(ω)LΦ(ω)D(ω). By Lemma 2.1, we have rank(JS(ω))=M , a.e. But
rank(LΦ(ω)) rN . Hence M  rN . Therefore, M = rN .
(ii) ⇒ (i). By Theorem 1.2, there is a frame {Sp(· − n): 1  p M, n ∈ Z} for V (N)0 such
that
F(x)=
M∑
p=1
∑
n∈Z
f p(n)Sp(x − n), ∀F ∈ V (N)0 ,
where the convergence is both in L2(R)(N) and uniform on R.
Since {ϕν(· − n):  ν  r, n ∈ Z} is a Riesz basis for V0, we see from Proposition 2.2 and
(2.11) that JS(ω) is invertible almost everywhere. By Lemma 2.1, {Sp(·−n): 1 p M, n ∈ Z}
is a Riesz basis for V (N)0 . By (2.10), we have (Sˆ1(ω), . . . , SˆM(ω))=ΔΦ(ω)P (ω)−1. 
3. Computation of sampling functions in vector sampling expansions
By Theorem 1.2, we can reconstruct any function F ∈ V (N)0 from the sampled values f (n).
In this section, we focus on the computation of sampling functions Sp(x), 1 p M .
We assume that one of (and therefore all of) the conditions in Theorem 1.2 holds. We use the
notations introduced in the proof of Theorem 1.2. Observe that P(ω)AN(ω)Ul = (Ql(ω) 0) for
ω ∈Ol , 1 l  r , where Ql(ω) ∈ CrN×lN . We see from (1.9) that
αα1IlN Q∗l (ω)Ql(ω) ββ1IlN , ω ∈Ol , 0 < l  r, (3.1)
where α1 and β1 are the lower and upper frame bounds for {ϕν(· − n): 1  ν  r, n ∈ Z},
respectively. Define
D(ω)=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(P ∗(ω)P (ω))−1P ∗(ω), ω ∈Or ,
0, ω ∈O0,
AN(ω)Ul
(
(Q∗l (ω)Ql(ω))−1 0
0 0
)
U∗l A∗N(ω)P ∗(ω),
ω ∈Ol , 1 l  r − 1,
(3.2)
and
Sˆ(ω) := (Sˆ1(ω), . . . , SˆM(ω))=ΔΦ(ω)D(ω). (3.3)
Since the entries of D(ω) are bounded, we have Sp ∈ V (N)0 . Moreover, we claim that {Sp(· − n):
1 p M, n ∈ Z} is the canonical dual frame of {τpK(0, · − n): 1 p M, n ∈ Z}. To see
this, we need only to show that
τp′K(0, · − n′)=
∑
1pM
∑
n∈Z
〈
Sp′(· − n′), τpK(0, · − n)
〉
τpK(0, · − n).
Or equivalently,
τp′K(0, ·)=
∑ ∑〈
Sp′, τpK(0, · − n)
〉
τpK(0, · − n), ∀1 p′ M. (3.4)1pM n∈Z
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kp,q(0, ·)∧(ω)=
∑
1νN
∑
n∈Z
hp,q,ν(−n)e−i2πnω ˆ˜ϕν(ω)
=
∑
1νN
(Zhp,q,ν)(0,ω) ˆ˜ϕν(ω).
Hence[
τpK(0, ·)
]∧
(ω)=ΔΦ˜(ω)ZHp(0,ω), 1 p M, (3.5)
where ΔΦ˜(ω) is defined similarly to ΔΦ(ω) (replacing ϕν by ϕ˜ν ).
On the other hand, for Fˆ (ω)=ΔΦ(ω)C(ω), we have∑
n∈Z
〈
F, τpK(0, · − n)
〉
e−i2πnω =
∑
n∈Z
f p(n)e
−i2πnω
=
∑
n∈Z
N∑
q=1
(fq ∗ gp,q)(n)e−i2πnω
=
∑
n∈Z
N∑
q=1
r∑
ν=1
∑
m∈Z
cq,ν,mhp,q,ν(n−m)e−i2πnω
= (ZHp)(0,ω)T C(ω), (3.6)
where Lemma 2.4 is used in the last step. Denote D(ω) = (D1(ω), . . . ,DM(ω)). Then we have
Sˆp(ω)=ΔΦ(ω)Dp(ω). It follows from (3.6) that∑
n∈Z
〈
Sp′ , τpK(0, · − n)
〉
e−i2πnω = ZHp(0,ω)T Dp′(ω). (3.7)
Now we see from (3.5) and (3.7) that (3.4) is equivalent to
ΔΦ˜(ω)ZHp′(0,ω)=
∑
1pM
ΔΦ˜(ω)ZHp(0,ω)ZHp(0,ω)
T Dp′(ω), 1 p′ M.
Or equivalently,
ΔΦ˜(ω)P
∗(ω)=ΔΦ˜(ω)P ∗(ω)P (ω)D(ω). (3.8)
Since P(ω)AN(ω)Ul = (Ql(ω),0), we have
P ∗(ω)P (ω)D(ω)=AN(ω)UlU∗l A∗N(ω)P ∗(ω)P (ω)AN(ω)Ul
×
( (
Q∗l (ω)Ql(ω)
)−1
0
0 0
)
U∗l A∗N(ω)P ∗(ω)
=AN(ω)Ul
(
I 0
0 0
)
U∗l A∗N(ω)P ∗(ω)
=AN(ω)UlU∗l A∗N(ω)P ∗(ω)
= P ∗(ω), ω ∈Ol , 1 l  r − 1.
And for ω ∈O0 ∪Or , it is easy to see that P ∗(ω)P (ω)D(ω)= P ∗(ω). Hence (3.8) holds for any
ω ∈ R. Therefore, {Sp(· − n): 1 p M, n ∈ Z} is the canonical dual frame of {τpK(0, · − n):
1 p M, n ∈ Z}.
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In this section, we consider periodic nonuniform vector sampling expansions. Let n0 be a
positive integer, 0 a1  · · · an0 < 1, and
R(ω) := ((ZH1)(a1,ω), . . . , (ZH1)(an0 ,ω), . . . , (ZHM)(a1,ω), . . . , (ZHM)(an0 ,ω))T
be an n0M × rN matrix.
The following results can be proved similarly to Theorem 1.2 and Corollary 1.4. The only
difference is that more complicated notations are needed in this case.
Theorem 4.1. Let the hypotheses be as in Theorem 1.2. Then the following assertions are equiv-
alent.
(i) The entries of R(ω) are bounded and there is a frame {Sp,l(·−n): 1 p M, 1 l  n0,
n ∈ Z} for V (N)0 such that
F(x)=
M∑
p=1
n0∑
l=1
∑
n∈Z
f p(n+ al)Sp,l(x − n), ∀F ∈ V (N)0 , (4.1)
where the convergence is both in L2(R)(N) and uniform on R.
(ii) There exist positive constants α′, β ′ such that
α′
N∑
q=1
‖fq‖22 
M∑
p=1
n0∑
l=1
∑
n∈Z
∣∣f p(n+ al)∣∣2  β ′ N∑
q=1
‖fq‖22.
(iii) {τpK(al, · − n): 1 p M, 1 l  n0, n ∈ Z} is a frame for V (N)0 .
(iv) There exist some constants α,β > 0 such that
αLΦ(ω)R∗(ω)R(ω) βLΦ(ω), a.e. (4.2)
Corollary 4.2. Let the hypotheses in Theorem 1.2 be satisfied. Moreover, suppose that {ϕν(·−n):
1 ν  r, n ∈ Z} is a Riesz basis for V0. Then the following two assertions are equivalent.
(i) There is a Riesz basis {Sp,l(·−n): 1 p M, 1 l  n0, n ∈ Z} for V (N)0 such that (4.1)
holds for any F ∈ V (N)0 .
(ii) rN = n0M and there exist positive constants α, β such that
αIrN R∗(ω)R(ω) βIrN , a.e. (4.3)
If it is the case, we have (Sˆ1(ω), . . . , SˆM(ω))=ΔΦ(ω)R(ω)−1.
5. Applications
In this section, we give some examples.
First, we consider vector sampling expansions on spline subspaces. For m 1, let Bm be the
m-order B-spline function, i.e.,
Bm(x)= χ[0,1] ∗ · · · ∗ χ[0,1](x) (m terms).
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we give three choices for the transfer matrix G(x) which meet Theorem 1.2.
Example 5.1. Let M = N = 2 and δx denote the Dirac-function for each x ∈ R, i.e., δx(ϕ) :=
ϕ(x), ∀ϕ. Let g1,1 = g2,1 = g1,2 = 2δ−m/2, g2,2 = δm/2. Then the vector sampling theorem holds
on (V (Bm),G).
In fact, it is easy to see that
P(ω)= (ZBm)
(
m
2
,ω
)(
2 2
2 e−i2πmω
)
.
Since |(ZBm)(m/2,ω)| has positive lower and upper bounds on R (see [10, Chapter 4]), we can
find two positive constants c1, c2 such that
c1I2  P ∗(ω)P (ω) c2I2, ω ∈ R.
Let
Sˆ(ω)= Bˆm(ω)P−1(ω).
By Corollary 1.4, {Sp(·−n): p = 1,2, n ∈ Z} is a Riesz basis for V (Bm)(2). For any (f1, f2)T ∈
V (Bm)
(2)
, we have the following vector sampling expansion
(
f1(x), f2(x)
)T =∑
n∈Z
[(
2f1
(
m
2
+ n
)
+ 2f2
(
m
2
+ n
))
S1(x − n)
+
(
2f1
(
m
2
+ n
)
+ f2
(
−m
2
+ n
))
S2(x − n)
]
.
Example 5.2. Let M =N , K > 2 and
gp,q(x)=
{
K−1
K
χ[−(m+1)/2,−(m−1)/2](x), p = q,
1
(N−1)K χ[−(m+1)/2,−(m−1)/2](x), p = q.
It is easy to check that
(gp,q ∗Bm)(x)=
∫
R
gp,q(t)Bm(x − t) dt =
{
K−1
K
Bm+1(x + m+12 ), p = q,
1
(N−1)K Bm+1(x + m+12 ), p = q,
and
P(ω)= (ZBm+1)
(
m+ 1
2
,ω
)⎛⎜⎜⎜⎝
K−1
K
1
(N−1)K
1
(N−1)K · · · 1(N−1)K
1
(N−1)K
K−1
K
1
(N−1)K · · · 1(N−1)K
· · · · · · · · · · · · · · ·
1
(N−1)K
1
(N−1)K
1
(N−1)K · · · K−1K
⎞
⎟⎟⎟⎠ .
Since infω∈[0,1] |(ZBm+1)((m+ 1)/2,ω)| > 0, P(ω) satisfies (1.10). Consequently, there is a
vector sampling expansion for the MIMO system (V (Bm),G).
Example 5.3. Let M =N , α = infω∈[0,1] |ZBm+1((m+ 1)/2,ω)|, and 0 < ε < α/(4(m+ 2)N).
Define
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ξp(x)= χ[−(m−1)/2−(N−p+1)ε,−(m−1)/2−(N−p)ε](x), 2 p N,
and
G(x)=
⎛
⎜⎜⎜⎜⎝
ξ1(x) ξ2(x) ξ3(x) · · · ξN(x)
ξ2(x) ξ1(x) ξ3(x) · · · ξN(x)
ξ2(x) ξ3(x) ξ1(x) · · · ξN(x)
· · · · · · · · · · · · · · ·
ξ2(x) ξ3(x) ξ4(x) · · · ξ1(x)
⎞
⎟⎟⎟⎟⎠ .
Since 0 Bm(x) 1, we have∣∣(ZBm ∗ ξp)(0,ω)∣∣
=
∣∣∣∣∣∑
n∈Z
( 1−(N−p)ε∫
1−(N−p+1)ε
Bm
(
n+ m+ 1
2
− x
)
dx
)
e−i2πnω
∣∣∣∣∣
=
∣∣∣∣∣ ∑−(m+1)/2n(m+1)/2
( 1−(N−p)ε∫
1−(N−p+1)ε
Bm
(
n+ m+ 1
2
− x
)
dx
)
e−i2πnω
∣∣∣∣∣
 (m+ 2)ε < α
4N
, 2 p N. (5.1)
It follows that∣∣(ZBm ∗ ξ1)(0,ω)∣∣
=
∣∣∣∣∣∑
n∈Z
( 1−(N−1)ε∫
0
Bm
(
n+ m+ 1
2
− x
)
dx
)
e−2πinω
∣∣∣∣∣
=
∣∣∣∣∣∑
n∈Z
( 1∫
0
Bm
(
n+ m+ 1
2
− x
)
dx
)
e−2πinω
−
∑
2pN
∑
−(m+1)/2n(m+1)/2
( 1−(N−p)ε∫
1−(N−p+1)ε
Bm
(
n+ m+ 1
2
− x
)
dx
)
e−i2πnω
∣∣∣∣∣
=
∣∣∣∣∣(ZBm+1)
(
m+ 1
2
,ω
)
−
∑
2pN
∑
−(m+1)/2n(m+1)/2
( 1−(N−p)ε∫
1−(N−p+1)ε
Bm
(
n+ m+ 1
2
− x
)
dx
)
e−i2πnω
∣∣∣∣∣
 3α.4
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3
16
α2IN  P ∗(ω)P (ω)
(
N(m+ 2)2 + α
2
16
)
IN , a.e.
By Corollary 1.4, the vector sampling theorem holds.
The following example is concerning another shift invariant space.
Example 5.4. Let r = 2, M = 4 and N = 2. Assume that θ1, θ2 ∈ L2(R) are continuous and
infω∈[−1,2] θ1(ω) > 0, infω∈[0,1/3] θ2(ω) > 0, supp θ2 ⊆ [−1/4,1/2]. Let
gˆ1,1(ω)= gˆ2,2(ω)= θ1(ω), gˆ3,1(ω)= gˆ4,2(ω)= θ2(ω),
gˆ1,2(ω)= gˆ2,1(ω)= gˆ3,2(ω)= gˆ4,1(ω)= 0,
ϕˆ1(ω)= χ[2/3,4/3](ω), and ϕˆ2(ω)= χ[0,1/3](ω).
Let
α = min
{
inf
ω∈[0,1/3]
θ21 (ω + 1)θ22 (ω)
θ21 (ω + 1)+ θ21 (ω)+ θ22 (ω)
, inf
ω∈[2/3,1] θ
2
1 (ω)
}
,
β = max
{
sup
ω∈[0,1/3]
(
θ21 (ω + 1)+ θ21 (ω)+ θ22 (ω)
)
, sup
ω∈[2/3,1]
θ21 (ω)
}
.
Then we have 0 < α  β <∞ and O0 =⋃k∈Z[k + 1/3, k + 2/3),O1 =⋃k∈Z[k + 2/3, k + 1),
O2 =⋃k∈Z[k, k + 1/3).
Since gp,q ∈ L2(R), using Parseval’s theorem and the Poisson summation formula, we have
(Zhp,q,ν)(0,ω)=
∑
n∈Z
( ∫
R
gp,q(x)ϕν(n− x)dx
)
e−i2πnω
=
∑
n∈Z
( ∫
R
gˆp,q(t)ϕˆν(t)e
i2πnt dt
)
e−i2πnω
=
∑
n∈Z
( 1∫
0
∑
k∈Z
gˆp,q(t + k)ϕˆν(t + k)ei2πnt dt
)
e−i2πnω
=
∑
k∈Z
gˆp,q(ω + k)ϕˆν(ω + k).
Hence,
P(ω)=
∑
Gˆ(ω + k)ΔΦ(ω + k)
k∈Z
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎝
θ1(ω + 1) θ1(ω) 0 0
0 0 θ1(ω + 1) θ1(ω)
0 θ2(ω) 0 0
0 0 0 θ2(ω)
⎞
⎟⎟⎠ , ω ∈ [0,1/3),
⎛
⎜⎜⎝
θ1(ω) 0 0 0
0 0 θ1(ω) 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠ , ω ∈ [2/3,1),
0, ω ∈ [1/3,2/3).
Therefore,
αLΦ(ω) P ∗(ω)P (ω) βLΦ(ω), ω ∈ R.
By Theorem 1.2, the vector sampling theorem holds on (V0,G). By the arguments in Section 3,
we can choose S := (S1, . . . , S4) as the following.
Sˆ(ω)=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
0 0 θ−12 (ω) 0
0 0 0 θ−12 (ω)
)
, ω ∈ [0,1/3),(
θ−11 (ω) 0 − θ1(ω−1)θ1(ω)θ2(ω−1) 0
0 θ−11 (ω) 0 − θ1(ω−1)θ1(ω)θ2(ω−1)
)
, ω ∈ [1,4/3),
(
θ−11 (ω) 0 0 0
0 θ−11 (ω) 0 0
)
, ω ∈ [2/3,1),
0, otherwise.
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