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Nykyaikaisen tietokoneen muistihierarkia koostuu monesta kerroksesta. Tavallisia
kerroksia ovat ainakin suorittimen rekisterit ja kolme eritasoista va¨limuistia, kes-
kusmuisti ja kiintolevy tai SSD-massamuisti. Na¨iden lisa¨ksi eri laitteilla, kuten mas-
samuistilla ja DVD-asemilla, on omat va¨limuistinsa.
Erot muistitasojen nopeuksissa ovat huomattavia, mika¨ korostuu erityisesti keskus-
muistin ja kiintolevyn va¨lilla¨. Kun samalla suorittimet nopeutuvat muistitasoja ko-
vempaa tahtia, yha¨ suurempi osa algoritmien suoritusajasta kuluu datan siirtelyyn
muistitasolta toiselle.
Koska datan siirtely ka¨y laskentaan na¨hden aina vain kalliimmaksi, erityisesti paljon
muistisiirtoja vaativien algoritmien kohdalla siirtojen ma¨a¨ra¨n minimointi vaikuttaa
hyva¨lta¨ pa¨a¨ma¨ra¨lta¨. Ta¨llaisia algoritmiryhmia¨ ovat esimerkiksi ja¨rjestysalgoritmit
ja tietorakenteiden algoritmit. Ta¨ssa¨ tyo¨ssa¨ ka¨sitella¨a¨n muistihierarkiaa tehokkaasti
hyo¨dynta¨via¨ hakurakenteita.
Ehka¨ yleisin ja yksi vanhimmista muistisiirtojen ma¨a¨ra¨a¨ minimoivista hakuraken-
teista on B-puu [BM72] useine muunnoksineen. B-puut hyo¨dynta¨va¨t sita¨ seikkaa, et-
ta¨ siirrot eri muistihierarkian kerrosten va¨lilla¨ tapahtuvat yleensa¨ usean alkion loh-
koissa. Tavanomaisemmista bina¨a¨rihakupuista poiketen B-puun solmuilla on useita
arvoja ja lapsia. Kun solmut ovat samaa kokoluokkaa kuin kerralla siirretta¨va¨ lohko,
saadaan puuta madallettua ka¨yta¨nno¨ssa¨ ilmaiseksi.
Lisa¨ys-, poisto- ja hakuoperaatiot vaativat B-puissa luokkaa O(logB n) muistisiirtoa,
missa¨ B on lohkoon mahtuvien alkioiden ma¨a¨ra¨ ja n puuhun tallennettujen alkioi-
den ma¨a¨ra¨. Puut tukevat lisa¨ksi tehokkaita aluehakuja. Aluehaku palauttaa kaikki
rakenteeseen tallennetut alkiot annetulta arvova¨lilta¨.
Tavallisissa B-puissa solmut pideta¨a¨n va¨hinta¨a¨n puolillaan. Rakenteesta on myo¨s
muunnos B∗-puu [Knu98], jossa solmujen ta¨ytto¨aste on va¨hinta¨a¨n 2/3. Ehka¨ ylei-
sin B-puun versio on B+-puu, jossa varsinaiset data-alkiot tallennetaan puun lehti-
solmuihin. Puun sisa¨solmut toimivat vain era¨a¨nlaisena ohjausrakenteena. Ratkaisu
yksinkertaistaa lisa¨ys-, poisto- ja aluehakuoperaatioita seka¨ madaltaa puuta. Puun
madaltuminen johtuu siita¨, ettei sisa¨solmuihin tarvitse tallentaa avaimiin liitetta¨-
via¨ arvoja. Termia¨ B∗-puu on ka¨ytetty myo¨s B+-puusta [Com79] seka¨ B+-puun ja
B∗-puun yhdistelma¨sta¨ [Vit06].
Edella¨ mainittujen melko suoraviivaisten muunnosten lisa¨ksi B-puista on kehitetty
erikoisempiakin versioita: Litwin ja Lomet [LL87] yhdistiva¨t B-puun ja hajautus-
2taulun. O’Neil on kehitta¨nyt erityisesti aluehakuja optimoivan SB-puun [O’N92],
joka perustuu solmujen rypa¨sta¨miseen kiintolevylla¨. Huang ym. [yHsHfC+09] ovat
vuorostaan esitta¨neet nimelta¨a¨n samankaltaisen staattisen S-B-puun. B-puita on
sovellettu Ferraginan ja Grossin [FG99] toimesta merkkijono-B-puussa myo¨s vaihtu-
vanmittaisten avainten tapaukseen. Huomattavasti laajempi listaus B-puun muun-
noksista lo¨ytyy esimerkiksi Vitterin artikkelista [Vit06].
B-puiden ongelmana on, etta¨ ka¨ytetta¨va¨ solmukoko joudutaan ma¨a¨rittelema¨a¨n lait-
teistokohtaisesti, jotta rakenne toimisi tehokkaasti. Toinen B-puiden heikkous on,
etta¨ ne optimoivat muistisiirtojen ma¨a¨ra¨a¨ vain kahden muistihierarkian kerroksen
va¨lilla¨; yleensa¨ keskusmuistin ja kiintolevyn. Nykya¨a¨n on kuitenkin olemassa myo¨s
hakurakenteita, jotka hyo¨dynta¨va¨t tehokkaasti kaikkia muistihierarkian tasoja tar-
vitsematta laitteistoriippuvaisia parametreja.
Bender ym. [BDFC05] esittiva¨t ensimma¨isina¨ ta¨llaisen tietorakenteen, COB-puun
eli parametrittoman B-puun. Se on kuitenkin hyvin monimutkainen. Rakenteesta
on myo¨hemmin kehitetty useita yksinkertaistettuja ja muunneltuja versioita [BFJ02,
Kas04, BDIW04, BFCK06]. Kaikki listatut rakenteet perustuvat Frigon ym. kehit-
ta¨ma¨a¨n [FLPR99] ideaalisen va¨limuistin malliin.
Ta¨ssa¨ tyo¨ssa¨ esitella¨a¨n tarkemmin perinteisen B-puun muunnelma B+-puu. Lisa¨k-
si parametrittomista, muistihierarkiaa tehokkaasti ka¨ytta¨vista¨ hakupuista esitella¨a¨n
Kasheffin [Kas04] yksinkertaistettuun versioon perustuva COB-puun versio. Puun
ka¨ytta¨ytymiseen liittyvien tiheysparametrien valinta analysoidaan aiempia to¨ita¨ tar-
kemmin. Tyo¨ssa¨ tarkastellaan myo¨s rakenteiden tehokkuutta ka¨yta¨nno¨ssa¨.
Ennen dynaamisia rakenteita tyo¨ssa¨ tarkastellaan yksinkertaisempia staattisia ha-
kupuita. Ta¨ssa¨ staattisuus tarkoittaa sita¨, ettei rakenteeseen voida lisa¨ta¨ tai siita¨
poistaa alkioita sen luonnin ja¨lkeen. Vastapainoksi staattiset rakenteet ovat taval-
lisesti dynaamisia rakenteita yksinkertaisempia ja tehokkaampia. Tyo¨ssa¨ esitella¨a¨n
useampi versio bina¨a¨rihakupuusta seka¨ implisiittinen B-puu. Bina¨a¨ripuista Proko-
pin van Emde Boas -ja¨rjestykseen [Pro99] perustuva versio on oleellisessa osassa
myo¨s myo¨hemmin esitelta¨va¨ssa¨ COB-puussa. Myo¨s staattisten hakupuiden ka¨yta¨n-
no¨n tehokkuutta vertaillaan.
Tyo¨ssa¨ esitella¨a¨n lyhyesti algoritmien suunnittelussa ja analysoinnissa ka¨ytetta¨via¨
muistihierarkiamalleja. Malleista esitella¨a¨n ideaalisen va¨limuistin mallin lisa¨ksi myo¨s
Aggarwalin ja Vitterin perinteinen kaksitasoinen ulkoisen muistin malli [AV88] seka¨
Aggarwalin ym. hierarkkisen muistin malli [AACS87]. Tyo¨lla¨ on kaksi ensisijaista
pa¨a¨ma¨a¨ra¨a¨. Ensimma¨inen pa¨a¨ma¨a¨rista¨ on selvitta¨a¨ muistihierarkian huomioinnil-
3la saavutettavat ka¨yta¨nno¨n edut hakupuiden tapauksessa. Toisena pa¨a¨ma¨a¨ra¨na¨ on
kartoittaa ideaalisen va¨limuistin malliin perustuvan COB-puun mahdollisia etuja ja
heikkouksia perinteisempa¨a¨n B+-puuhun na¨hden.
Luvussa 1.1 listataan tyo¨ssa¨ ka¨ytetta¨via¨ merkinto¨ja¨. Luvussa 2 esitella¨a¨n algorit-
mien suunnittelumalleista RAM-malli, ulkoisen muistin malli, ideaalisen va¨limuistin
malli seka¨ hierarkkisen muistin malli. Luvussa 3 esitella¨a¨n testattavat staattiset ha-
kupuut ja luvussa 4 esitella¨a¨n ja analysoidaan niille saatuja tuloksia. Luvussa 5
esitella¨a¨n dynaaminen ja parametrillinen B+-puu. Luvussa 6 esitella¨a¨n COB-puun
ta¨rkea¨ rakennusosa, pakatun muistin taulukko. Luvussa 7 esitella¨a¨n dynaaminen ja
parametriton COB-puu. Luvussa 8 ka¨sitella¨a¨n dynaamisille hakurakenteille saatuja
tuloksia. Lopulta luvussa 9 tehda¨a¨n yhteenveto saaduista tuloksista.
1.1 Ka¨ytetyt merkinna¨t
Ta¨ssa¨ tyo¨ssa¨ on pyritty ka¨ytta¨ma¨a¨n yhdenmukaisia ja vakiintuneita merkinto¨ja¨ tie-
torakenteiden kuvauksissa ja analyyseissa¨. Alla olevaan taulukkoon on listattu osa
ka¨ytetyista¨ merkinno¨ista¨ selityksineen.
T Hakupuu itse
n Puuhun tallennettujen avainten lukuma¨a¨ra¨
N Puun solmujen lukuma¨a¨ra¨
|u| Solmuun u mahtuvien avainten lukuma¨a¨ra¨
d Solmun eta¨isyys puun juuresta, juurella d = 0
h Puun korkeus, lehtisolmuilla d = h
C Va¨limuistin lohkojen lukuma¨a¨ra¨
B Va¨limuistilohkon koko
2 Algoritmien suunnittelumallit
Ta¨ssa¨ luvussa esitella¨a¨n algoritmien suunnittelussa ja analysoinnissa ka¨ytetta¨via¨
malleja. Mallien tarkoitus on idealisoida tietokone ilman algoritmien analyysin kan-
nalta epa¨oleellisia osia. Ta¨llo¨in niiden tehokkuutta voidaan arvioida helpommin ma-
temaattisin keinoin.
Mallin kehityksessa¨ on oleellista lo¨yta¨a¨ tarkoitukseen sopiva idealisoinnin taso: Mita¨
yksinkertaisempi malli on, sita¨ helpompaa algoritmeja on analysoida sen puitteissa.
Toisaalta liikaa yksinkertaistetussa mallissa tehty analyysi ei va¨ltta¨ma¨tta¨ vastaa
4ena¨a¨ riitta¨va¨n tarkasti todellisuutta.
Ensimma¨isessa¨ aliluvussa 2.1 esitella¨a¨n perinteinen RAM-malli. Toisessa aliluvussa
2.2 esitella¨a¨n datan siirtoon keskittyva¨ I/O-malli. Aliluvussa 2.3 esitella¨a¨n monita-
soisen muistihierarkian ka¨sittelyyn suunniteltu ideaalisen va¨limuistin malli. Viimei-
sessa¨ aliluvussa 2.4 esitella¨a¨n viela¨ Aggarwalin ym. hierarkkisen va¨limuistin malli.
2.1 RAM-malli
RAM-malli [AHU74] on yksi vanhimmista ja yleisimmin ka¨ytetyista¨ algoritmien
suunnittelumalleista. Siina¨ mitataan ainoastaan algoritmin suorituksen vaatimien
koneka¨skyjen ma¨a¨ra¨a¨. Tavallisesti ka¨skyjen ma¨a¨ra¨ suhteutetaan esimerkiksi anne-
tun syo¨tteen suuruuteen tai muuhun ominaisuuteen.
Pienehko¨illa¨ syo¨tteilla¨ RAM-mallin tarjoama nopeusarvio on usein riitta¨va¨. Oleel-
lista on, etta¨ seka¨ algoritmin syo¨te etta¨ mahdolliset apurakenteet mahtuvat kerralla
keskusmuistiin. Suuremmilla syo¨tteilla¨ muistisiirrot, erityisesti kiintolevyn ja kes-
kusmuistin va¨lilla¨, voivat vieda¨ vieda¨ hyvin suuren osan algoritmin suoritusajasta.
Ta¨llo¨in RAM-mallin nopeusarvio ei va¨ltta¨ma¨tta¨ ena¨a¨ vastaa ka¨yta¨nno¨n mittaustu-
loksia.
2.2 Ulkoisen muistin malli
Nykyaikaisen tietokoneen muistihierarkia koostuu monesta kerroksesta. Tavallisesti
hierarkiasta lo¨ytyva¨t ainakin suorittimen rekisterit ja kolme eritasoista va¨limuistia,
keskusmuisti seka¨ kiintolevy tai SSD-massamuisti. Na¨iden lisa¨ksi eri laitteilla, kuten
massamuistilla ja DVD-asemilla, on omat va¨limuistinsa.
Erot muistitasojen nopeuksissa ovat huomattavia. Ta¨ma¨ korostuu erityisesti keskus-
muistin ja kiintolevyn va¨lilla¨. Kun samalla suorittimet nopeutuvat muistitasoja ko-
vempaa tahtia, yha¨ suurempi osa algoritmien suoritusajasta kuluu datan siirtelyyn
muistitasolta toiselle.
Yhteista¨ muistihierarkian eri kerroksille on, etta¨ data siirreta¨a¨n na¨iden va¨lilla¨ loh-
koina. Lohkon koot voivat vaihdella tasoittain. Siirtolohkon koko voi vaihtua myo¨s
tason sisa¨lla¨: esimerkiksi kiintolevylla¨ levyn sisa¨reunan lohkot ovat ulkoreunaa pie-
nempia¨.
Aggarwalin ja Vitterin [AV88] esittelema¨ ulkoisen muistin malli (External-Memory
Model) va¨henta¨a¨ muistitasot kahteen. Mallissa lasketaan suoritettujen koneka¨skyjen
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vissa¨ lohkoissa. Kun jokin alkio tarvitaan va¨limuistiin, koko lohko johon alkio kuuluu
siirreta¨a¨n kerralla. Algoritmin ajatellaan suorittavan lohkosiirrot eksplisiittisesti.
Ulkoisen muistin malli on tarkoitettu tilanteisiin, joissa lohkojen siirto on hidasta.
Toisin sanoen tilanteisiin, joissa muistisiirrot hallitsevat algoritmin suoritusaikaa.
Na¨in voi ka¨yda¨ tavanomaisessa tietokoneessa la¨hinna¨ massamuistia ka¨ytetta¨essa¨.
Ta¨llo¨in malli on yksinkertaistuksistaan huolimatta ka¨ytto¨kelpoinen: Mika¨li esimer-
kiksi oletetaan kiintolevyn hakuajaksi 12 ms ja suorittimen taajuudeksi 3 GHz, kes-
ta¨a¨ satunnaisen lohkon haku luokkaa 0,012 s · 3 000 MHz = 36 miljoonaa kellojaksoa.
Toisin sanoen suoritin ehtii suorittaa haun aikana miljoonia koneka¨skyja¨.
2.3 Ideaalisen va¨limuistin malli
Ulkoisen muistin malliin nojaavilla algoritmeilla on omat ongelmansa: Ensinna¨kin
algoritmit vaativat tavallisesti ainakin lohkon koon B parametrinaan toimiakseen te-
hokkaasti. Toisekseen muistisiirtoja optimoidaan vain kahden muistihierarkian ker-
roksen va¨lilla¨.
Frigon ym. [FLPR99] ja Prokopin [Pro99] esitta¨ma¨ ideaalisen va¨limuistin malli
(ideal-cache model) on uudehko, mutta suurta suosiota saavuttanut malli. Myo¨s
ta¨ssa¨ mallissa muistikerroksia on vain kaksi: pieni mutta nopea va¨limuisti ja suuri
mutta hidas massamuisti (ks. kuva 1). Ideaalisen va¨limuistin mallissa muistilohko-
jen siirto tapahtuu kuitenkin automaattisesti, kun johonkin va¨limuistista uupuvaan
data-alkioon viitataan. Va¨limuistiin mahtuu C kappaletta lohkoja, joista kussakin
on B data-alkiota.
Ulkoisen muistin mallin tapaan ideaalisen va¨limuistin mallissa lasketaan tarvitta-
vien muistisiirtojen lukuma¨a¨ra¨a¨, muistisiirtovaativuutta (cache complexity). Lisa¨k-
si mallissa analysoidaan suoritettavien koneka¨skyjen ma¨a¨ra¨a¨, tyo¨vaativuutta (work
complexity), RAM-mallin tapaan.
Ideaalisen va¨limuistin mallissa va¨limuistin oletetaan olevan ta¨ysin assosiatiivista.
Toisin sanoen mika¨ tahansa massamuistin lohko voidaan sijoittaa mihin tahansa
va¨limuistin lohkoon. Lisa¨ksi va¨limuistin lohkonkorvausstrategian oletetaan olevan
optimaalinen: kun ta¨yteen va¨limuistiin siirreta¨a¨n uusi lohko, se laitetaan va¨limuistiin
sen lohkon pa¨a¨lle, jota tultaisiin tarvitsemaan kauimpana tulevaisuudessa.
Oletus optimaalisesta korvausstrategiasta on toki ta¨ysin epa¨realistinen. Se voidaan








Kuva 1: Ideaalisen va¨limuistin malli. Va¨limuistiin mahtuu C kappaletta B alkioisia
muistilohkoja. Perustuu Frigon ym. [FLPR99] kuvaan 1.
vaa aina pisimma¨n aikaa sitten ka¨ytetyn va¨limuistilohkon. Frigo ym. ovat osoit-
taneet, etta¨ korvausstrategian vaihtaminen lisa¨a¨ va¨limuistihuteja tavallisesti vain
pienehko¨lla¨ vakiokertoimella [FLPR99].
Tarkemmin sanottuna LRU-strategialla huteja tulee eninta¨a¨n kaksinkertainen ma¨a¨ra¨
siihen verrattuna, mita¨ optimaalisella strategialla tulisi, jos va¨limuistin koko puoli-
tettaisiin [FLPR99]. Kunhan va¨limuistin koon puolittaminen ei vaikuta algoritmin
asymptoottiseen muistisiirtovaativuuteen, kasvaa ta¨ma¨ vain vakiokertoimella.
Algoritmit on tarkoitettu suunniteltavaksi ideaalisen va¨limuistin mallissa paramet-
rittomiksi (cache-oblivious algorithm) [FLPR99]. Ta¨ma¨ tarkoittaa sita¨, ettei algorit-
mi tieda¨ mallin parametreja eli lohkon kokoa B ja va¨limuistiin mahtuvien lohkojen
lukuma¨a¨ra¨a¨ C. Parametrittomien algoritmien etuna on hyva¨ siirretta¨vyys, koska
laitteistokohtaisia parametreja ei tarvita.
Parametrittomuudesta seuraa myo¨s, etta¨ kun algoritmin on osoitettu tekeva¨n vain
va¨ha¨n muistisiirtoja kahden muistikerroksen va¨lilla¨, algoritmi toimii tehokkaasti
kaikkien va¨limuistikerrosten va¨lilla¨ [FLPR99]. Laitteistokohtaisia parametreja hyo¨-
dynta¨via¨ algoritmeja kutsutaan parametrillisiksi.
2.4 Hierarkkisen muistin malli
Ideaalisen va¨limuistin malli ei ole ensimma¨inen syvia¨ muistihierarkioita kuvaava mal-
li. Aggarwal ym. [AACS87] kehittiva¨t jo varhain hierarkkisen muistin mallin (hie-
rarchical memory model). Sen perustana on monotonisesti kasvava kustannusfunktio
7f(x). Muistipaikkaan x kohdistuvan haun kustannus on df(x)e.
Hierarkkisen muistin mallissa parametriton algoritmi ei tieda¨ kustannusfunktiota
f(x). Asymptoottisesti optimaalinen parametriton algoritmi taas toimii asymptoot-
tisesti optimaalisesti riippumatta kustannusfunktiosta f(x).
Alkupera¨inen malli ei ota huomioon sita¨, etta¨ muistisiirrot tapahtuvat lohkoittain.
Aggarwal ym. [ACS87] kehittiva¨t mallia kuitenkin eteenpa¨in lohkonsiirtomalliksi
(block transfer model), joka ottaa lohkosiirrot huomioon.
3 Staattiset hakupuut
Haluttaessa tehda¨ paljon hakuja suuresta datama¨a¨ra¨sta¨, hakuja voidaan nopeut-
taa sopivalla tietorakenteella. Perinteisia¨ ta¨llaisia rakenteita ovat erilaiset hakupuut.
Mika¨li datajoukkoon ei tarvitse tehda¨ muutoksia hakujen va¨lissa¨, voidaan ka¨ytta¨a¨
staattista hakupuuta. Staattisten hakupuiden etuna on yksinkertaisuus, silla¨ raken-
teen ei tarvitse tukea lisa¨ys- ja poisto-operaatioita.
Aliluvussa 3.1 ma¨a¨ritella¨a¨n hakupuu ja esitella¨a¨n sen jatkossa ka¨ytetyt muodot. Ali-
luvussa 3.2 kuvataan leveyssuuntaiseen ja¨rjestykseen perustuva puuntallennusstra-
tegia. Aliluvussa 3.3 kuvataan vastaava syvyyssuuntaiseen ja¨rjestykseen perustuva
strategia. Aliluvussa 3.4 kuvataan rekursioon perustuva van Emde Boas -ja¨rjestys.
Aliluvussa 3.5 esitella¨a¨n van Emde Boas -ja¨rjestykseen liittyva¨ indeksienmuuntoal-
goritmi. Aliluvuissa 3.6 ja 3.7 esitella¨a¨n staattinen implisiittinen B-puu ja algoritmi
sen rakentamiseen. Viimeisessa¨ aliluvussa 3.8 ka¨sitella¨a¨n puiden avaimiin liitetta¨vien
arvojen tallentamista.
3.1 Hakupuun ma¨a¨ritelma¨ ja muodot
Puu on hakupuu, mika¨li se ta¨ytta¨a¨ seuraavat ehdot:
1. Sisa¨solmulla u on eninta¨a¨n yksi enemma¨n lapsia kuin avaimia.
2. Sisa¨solmun u lapsesta i alkava alipuu sisa¨lta¨a¨ vain solmun u avainta i pienem-
pia¨ avaimia.
3. Sisa¨solmun u lapsesta i + 1 alkava alipuu sisa¨lta¨a¨ vain solmun u avainta i
suurempia avaimia.
8Staattinen hakupuu on nimensa¨ mukaisesti rakenteeltaan muuttumaton: siihen ei
lisa¨ta¨ eika¨ siita¨ poisteta solmuja puun luonnin ja¨lkeen.
Avaimen a haku toimii hakupuussa seuraavasti: Liikkeelle la¨hdeta¨a¨n puun juuresta.
Kussakin ka¨sitelta¨va¨ssa¨ solmussa u verrataan ja¨rjestyksessa¨ ta¨ma¨n avaimia haettuun
avaimeen a. Mika¨li arvot ta¨sma¨a¨va¨t, haku pa¨a¨ttyy onnistuneesti. Jos taas a on
vuorossa olevaa solmun u avainta numero i pienempi, edeta¨a¨n solmun u lapseen i.
Mika¨li avain a on suurempi kuin solmun u viimeinen avain i, edeta¨a¨n lapseen i+ 1.
Mika¨li haussa pa¨a¨dyta¨a¨n puun ulkopuolelle, avainta a ei ole puussa.
Bina¨a¨rihakupuu on hakupuu, jonka solmuilla on tasan yksi avain. Ta¨llainen puu
voidaan tallentaa muistiin monin tavoin. Yksinkertaisin tapa on varata jokaisen sol-
mun paikka erikseen muistista ja lisa¨ta¨ na¨ihin tarvittavat linkit solmun vanhempiin
ja lapsiin. Ratkaisussa on kuitenkin merkitta¨via¨ haittapuolia: Ensinna¨kin solmujen
va¨lisiin linkkeihin voi kulua huomattava ma¨a¨ra¨ hukkatilaa. Toinen, ehka¨ va¨hemma¨n
huomioitu ongelma liittyy muistihierarkian hyo¨dynta¨miseen: jokaisen solmun ka¨sit-
tely vaatii ka¨yta¨nno¨ssa¨ oman muistihakunsa, vaikka yhteen muistilohkoon mahtuisi
useitakin solmuja.
Edella¨ mainittujen ongelmien ratkaiseminen on helpompaa, kun ongelmaa hieman
rajataan: Oletetaan tallennettavan puun olevan ta¨ydellinen bina¨a¨ripuu. Toisin sa-
noen sen kaikilla sisa¨solmuilla on tasan kaksi lasta ja sen lehtisolmut sijaitsevat kes-
kena¨a¨n samalla tasolla. Seuraavissa aliluvuissa esitelta¨va¨t tekniikat toimivat muu-
toksin myo¨s useampihaaraisissa puissa, kunhan kaikilla sisa¨solmuilla on yhta¨ mon-
ta lasta. Ta¨ssa¨ luvussa ka¨sitella¨a¨n yksinkertaisuuden vuoksi kuitenkin ensisijaisesti
bina¨a¨ripuita.
3.2 Leveyssuuntainen ja¨rjestys
Ta¨ydellisen bina¨a¨ripuun tapauksessa eksplisiittisista¨ linkeista¨ solmujen va¨lilla¨ pa¨a¨s-
ta¨a¨n helposti eroon: Tallennetaan puun solmut taulukkoon leveyssuuntaisessa ja¨r-
jestyksessa¨. Toisin sanoen solmut tallennetaan tasoittain vasemmalta oikealle juuri-
solmusta la¨htien (ks. kuva 2).
Olkoon juurisolmu taulukon indeksissa¨ 1. Ta¨llo¨in indeksissa¨ i sijaitsevan solmun va-
sen lapsi lo¨ytyy indeksista¨ 2i ja oikea lapsi indeksista¨ 2i + 1. Vastaavasti solmun
vanhempi lo¨ytyy indeksista¨ bi/2c. Kaavat perustuvat siihen havaintoon, etta¨ bi-
na¨a¨rimuodossa solmun indeksi vastaa solmun polulla tehtyja¨ oikean ja vasemman
lapsisolmun va¨lisia¨ valintoja [BFJ02].
9Leveyssuuntaista tallennusja¨rjestysta¨ ka¨ytetta¨essa¨ haku ei hyo¨dynna¨ muistihierar-
kiaa tehokkaasti. Koska haku etenee aina latvaa kohden, olisi edullista, etta¨ mah-
dollisimman moni solmu sijaitsisi lastensa kanssa samassa muistilohkossa. Na¨in seu-
raavaa solmua ei tarvitse aina hakea erikseen massamuistista va¨limuistiin. Edella¨
mainitusta kaavasta kuitenkin na¨hda¨a¨n solmun eta¨isyyden kasvavan lapsistaan eks-
ponentiaalisesti juuresta eta¨a¨nnytta¨essa¨.
Lohkon koosta riippumatta riitta¨va¨n syva¨lla¨ puussa solmu on aina eri lohkossa kuin
lapsensa (ks. kuva 2). Pahimmassa tapauksessa haku etenee lehtisolmuun asti. Haun

















Kuva 2: Seitsema¨n korkuinen ta¨ydellinen bina¨a¨ripuu leveyssuuntaisessa ja¨rjestykses-
sa¨. Lohkoon mahtuu kolme solmua. Merkitylle polulle osuvat lohkot on laatikoitu.
3.3 Esija¨rjestys
Tallennettavan puun solmut voidaan ja¨rjesta¨a¨ leveyssuuntaisen ja¨rjestyksen sijaan
myo¨s esimerkiksi esija¨rjestykseen. Juuresta la¨htien tallennetaan ensin solmu itse,
sitten rekursiivisesti ta¨ma¨n vasen lapsi ja lopulta vastaavasti oikea lapsi (ks. kuva
3). Ja¨rjestys vastaa nimensa¨ mukaisesti puun la¨pika¨yntia¨ esija¨rjestyksessa¨: vierail-
laan ensin puun juuressa ja sen ja¨lkeen rekursiivisesti ta¨ma¨n lapsissa ja¨rjestyksessa¨
vasemmalta oikealle.
Koska esija¨rjestys perustuu rekursioon, solmun lasten ja vanhemman indeksien laske-
minen vaikeutuu hieman. Indeksissa¨ i sijaitsevan solmun vasen lapsi lo¨ytyy helposti
indeksista¨ i + 1. Oikean lapsen sijainti taas riippuu vasemmasta lapsesta roikku-
van alipuun koosta. Toisin sanoen indeksin i lisa¨ksi tarvitaan puun korkeus h ja
indeksissa¨ i sijaitsevan solmun syvyys d. Solmun syvyys on sen eta¨isyys juuresta eli
juurisolmulla 0 ja lehdilla¨ h.
Ka¨yta¨nno¨ssa¨ puun korkeus h on aina tiedossa. Haun tapauksessa voidaan lisa¨ksi
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pita¨a¨ kirjaa kulloinkin ka¨sitelta¨va¨n solmun syvyydesta¨ d. Kun tarvittavat arvot ovat
tiedossa, lo¨ytyy indeksissa¨ i sijaitsevan solmun oikea lapsi indeksista¨ i + 2h−d + 1
[BFJ02].
Solmun u vanhemman lo¨yta¨minen on lasten lo¨yta¨mista¨ vaikeampaa. Mika¨li tiede-
ta¨a¨n, onko u vanhempansa vasen vai oikea lapsi, ongelmaa ei ole: ka¨yteta¨a¨n edella¨
kuvattuja kaavoja vastakkaiseen suuntaan. Vanhempaa etsitta¨essa¨ kuljetaan kuiten-
kin puussa ylo¨spa¨in, eika¨ tietoa ole luultavasti saatavilla. Mika¨li kuitenkin tiedeta¨a¨n
solmun u indeksi leveyssuuntaisessa ja¨rjestyksessa¨, kertoo ta¨ma¨n va¨hiten merkitseva¨
bitti kumpi lapsi on kyseessa¨ [BFJ02].
Vaikka solmujen indeksien laskeminen on leveyssuuntaista ja¨rjestysta¨ vaikeampaa,
on esija¨rjestyksella¨ etunsakin: Solmun vasen lapsi lo¨ytyy aina taulukon seuraavasta
indeksista¨. Jos va¨limuistin lohkoon mahtuu edes muutama solmu, tulee vasen lapsi
suurella todenna¨ko¨isyydella¨ vanhempansa kanssa samaan lohkoon. Pienena¨ lisa¨etuna
solmut ovat la¨hella¨ myo¨s oikeaa lastaan puun latvustossa. Korkeassa puussa edun
merkitys on kuitenkin minimaalinen.
Kaiken kaikkiaan haut esija¨rjestetyssa¨ puussa vaativat noin puolet va¨hemma¨n muis-
tihakuja kuin leveyssuuntaisessa ja¨rjestyksessa¨. Pahimman tapauksen muistisiirto-
vaativuus pysyy kuitenkin vaativuusluokassa O(logN) [BFJ02]. Ta¨ha¨n joudutaan

























Kuva 3: Seitsema¨n korkuinen ta¨ydellinen bina¨a¨ripuu esija¨rjestyksessa¨. Lohkoon mah-
tuu kolme solmua. Merkitylle polulle osuvat lohkot on laatikoitu.
3.4 Van Emde Boas -ja¨rjestys
Puun esija¨rjestyksessa¨ solmu on aina vasemman lapsensa vieressa¨. Sen sijaan eta¨isyys
oikeaan lapseen on hyvin suuri erityisesti la¨hella¨ puun juurta. Prokopin [Pro99]
ratkaisu ongelmaan on van Emde Boas -ja¨rjestys (van Emde Boas layout). Sen idea
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perustuu van Emde Boasin [vEB77, vEBKZ77] van Emde Boas -puuhun. Myo¨s van
Emde Boas -ja¨rjestyksessa¨ puu tallennetaan muistiin rekursiivisesti.
Oletetaan, etta¨ puun T korkeus h on muotoa h = 2j − 1, missa¨ j ∈ Z+. Puussa on
siis solmuja kahden potenssilla eri syvyydella¨ (0, 1, . . . , h).
Puun T van Emde Boas -ja¨rjestys ma¨a¨ra¨ytyy seuraavasti: Jaetaan T yla¨puuksi T0
ja alapuiksi T1, T2, . . . , Tk. Yla¨puu T0 sisa¨lta¨a¨ kaikki T :n alkiot, jotka ovat eninta¨a¨n
eta¨isyydella¨ (h− 1)/2 puun T juuresta. Alapuut T1, T2, . . . , Tk ovat vasemmalta oi-
kealle ja¨rjestyksessa¨ ne puun T alipuut, joiden juuret ovat syvyydella¨ (h+1)/2. Puun
T van Emde Boas -ja¨rjestys muodostuu puiden T0, T1, . . . , Tk pera¨kka¨in laitetuista
























Kuva 4: Seitsema¨n korkuinen ta¨ydellinen bina¨a¨ripuu van Emde Boas -ja¨rjestyksessa¨.
Lohkoon mahtuu kolme solmua. Merkitylle polulle osuvat lohkot on laatikoitu.
Tilanteessa, jossa puun T korkeus h ei olekaan yhta¨ alle kahden potenssi, yla¨puun
ja alapuiden korkeudet voidaan ma¨a¨ritella¨ eri tavoin. Yksi tapa on valita korkeudet
niin, etta¨ alapuiden korkeus on aina yhta¨ alle kahden potenssi [BDFC05, Kas04].
Voidaan myo¨s valita yla¨puun kokeudeksi hu = bh/2c ja alapuiden korkeudeksi hd =
h− hu − 1 [BFJ02].
Kun pyo¨ristystapa tiedeta¨a¨n, voidaan myo¨s van Emde Boas -ja¨rjestykseen tallenne-
tun puun solmujen lasten ja vanhempien indeksit laskea. Brodal ym. [BFJ02] hyo¨-
dynta¨va¨t laskemiseen O(logN) kokoista apurakennetta, missa¨ N on puun solmu-
jen ma¨a¨ra¨. Rakenteeseen lasketaan valmiiksi tietoa kustakin puun tasosta. Lisa¨ksi
puussa kuljettaessa pideta¨a¨n kirjaa solmun leveyssuuntaisen ja¨rjestyksen indeksista¨
ja ka¨ytyjen solmujen tiedoista.
Solmun van Emde Boas -indeksi voidaan laskea helpommin solmun leveyssuuntai-
sen ja¨rjestyksen indeksista¨ i. Muunnokseen tarvitaan indeksin i lisa¨ksi ainoastaan
puun korkeus h. Laskenta ei kuitenkaan ole kestoltaan vakioaikainen, vaan luokkaa
O(log logN). Muunnos kuvataan tarkemmin luvussa 3.5.
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Indeksien laskun vaativuuden hidasta kasvunopeutta voidaan hahmottaa seuraavas-
ti: Lasketaan esimerkiksi mika¨ arvon N ta¨ytyisi olla, jotta log2 log2N = 5. Ta¨sta¨
saadaan laskemalla log2N = 2
5 = 32 ja edelleen N = 232 = 4294967296 eli arvon
N ta¨ytyisi olla yli nelja¨ miljardia. Vaativuusluokkaa voidaan siis pita¨a¨ ka¨yta¨nno¨ssa¨
vakiona.
Van Emde Boas -ja¨rjestyksen tehokkuutta voidaan havainnollistaa kuvalla 4. Jokai-
sella rekursiotasolla yksitta¨isen alipuun solmut sijaitsevat pera¨kka¨in. Ta¨sta¨ seuraa,
etta¨ mita¨ suurempi lohkokoko on ka¨yto¨ssa¨, sita¨ suurempi alipuu lohkoon mahtuu.
Kun lohko on va¨limuistissa, kulku alipuun sisa¨lla¨ on muistihakujen kannalta ilmaista.
Vaikka lohkorajat eiva¨t va¨ltta¨ma¨tta¨ suoraan ta¨sma¨a¨ minka¨a¨n rekursiotason kans-
sa, tekee ja¨rjestys hauista tehokkaita: Pahimman tapauksen muistisiirtovaativuus
on luokkaa O(logB N) [BDFC05]. Luokka riippuu siis va¨limuistilohkon koosta B.
Ta¨ma¨ on asymptoottinen parannus leveyssuuntaisen ja¨rjestyksen ja esija¨rjestyksen
pahimmantapauksen vaativuusluokkaan O(logN).
3.5 Van Emde Boas -indeksin laskeminen
Van Emde Boas -ja¨rjestyksessa¨ indeksi voidaan laskea solmulle u, kun tiedeta¨a¨n
ta¨ma¨n leveyssuuntaisen ja¨rjestyksen indeksi i ja puun korkeus h. Menetelma¨ perus-
tuu Kassheffin kehitta¨ma¨a¨n algoritmiin [Kas04]. Algoritmi laskee tarkentuvasti van
Emde Boas -ja¨rjestyksessa¨ solmua u edelta¨vien solmujen lukuma¨a¨ra¨a¨.
Listauksen 1 funktio ottaa parametrinaan solmun leveyssuuntaisen indeksin i ja
puun korkeuden h. Korkeutta kasvatetaan aluksi yhdella¨ vastaamaan puun tasojen
lukuma¨a¨ra¨a¨. Muunnos siistii tulevia laskutoimituksia. Syvyyden d ajatellaan vas-
taavasti olevan juurisolmulla 1.
Riveilla¨ 1–3 suoritetaan tarvittavat alustukset korkeudelle h, syvyydelle d ja solmu-
laskurille c. Ta¨ma¨n ja¨lkeen pa¨a¨dyta¨a¨n silmukkaan, jossa tarkastellaan vuorotellen
kutakin van Emde Boas -ja¨rjestyksen rekursiotasoa. Ensimma¨isella¨ kierroksella ka¨-
sittelyssa¨ on koko alkupera¨inen puu T .
Silmukan aluksi lasketaan ka¨sittelyssa¨ olevan puun yla¨puun korkeus. Pyo¨ristystavak-
si on valittu luvussa 3.4 mainittu Brodalin ym. [BFJ02] menetelma¨. Muutos laskun
ulkoasussa johtuu alustuksessa tehta¨va¨sta¨ korkeuden h kasvatuksesta.
Jokaisella silmukan kierroksella eli rekursiotasolla lasketaan ainoastaan ta¨ysia¨ ali-
puita. Summaan c siis lisa¨ta¨a¨n niiden alipuiden koot, jotka sijaitsevat van Emde
Boas -ja¨rjestyksessa¨ kokonaan ennen haettavaa solmua u. Rivin 6 ehtolauseen en-
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Bfs2Veb(i, h)
1 h← h+ 1
2 d ← blog2 ic+ 1
3 c ← 0
4 while h > 1 do
5 hu ← dh/2e
6 if d ≤ hu then
7 h← hu
8 else
9 hd ← h− hu
10 l ← b(i− Leaves(d))/2d−hu−1c
11 r ← Leaves(hu + 1)− l − 1
12 c ← c+ Size(hu) + l ∗Size(hd)
13 i← i− Size(hu)− l ∗Size(d− hu)− r ∗Size(d− hu − 1)
14 h← hd
15 d← d− hu
16 return c + 1
Listaus 1: Funktio Bfs2Veb(i, h) saa parametreikseen leveyssuuntaisen indeksin i
ja puun korkeuden h. Se muuntaa annetun indeksin van Emde Boas -ja¨rjestyksen
indeksiksi. Apufunktiot Size ja Leaves saavat parametriksi puun korkeuden plus
yksi ja palauttavat puun alkioma¨a¨ra¨n ja lehtien lukuma¨a¨ra¨n.
simma¨inen haara ka¨sittelee tilanteen, jossa solmu u sijaitsee yla¨puussa. Ta¨llo¨inha¨n
solmua u ei edella¨ yksika¨a¨n ta¨ysi alipuu.
Mika¨li solmu u sijaitsee jossain alapuista, pa¨a¨dyta¨a¨n rivin 8 else-haaraan. Ta¨llo¨in
lasketaan myo¨s alapuiden korkeus hd.
Rivilla¨ 10 laskettava arvo l kertoo solmua u edelta¨vien alapuiden ma¨a¨ra¨n. Lea-
ves(h)-funktio palauttaa arvon 2h−1, eli h−1 korkuisen puun lehtien ma¨a¨ra¨n. Rivin
11 arvo r kertoo vastaavasti solmusta u oikealle sijoittuvien alapuiden ma¨a¨ra¨n.
Kun solmua u edelta¨vien alapuiden ma¨a¨ra¨ l on tiedossa, voidaan summaa c kasvat-
taa yla¨puun ja l alapuun ko’oilla. Lisa¨ksi puun korkeutta seka¨ solmun syvyytta¨ ja
leveyssuuntaista indeksia¨ ta¨ytyy pa¨ivitta¨a¨ vastaamaan seuraavaa rekursiotasoa.
Silmukasta poistuttua kaikki rekursiotasot on ka¨sitelty pelka¨n solmun u sisa¨lta¨va¨a¨
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minipuuta lukuunottamatta. Summaan c ta¨ytyy siis lisa¨ta¨ viela¨ yksi ennen palau-
tusta. Saatu arvo on solmun u indeksi puun T van Emde Boas -ja¨rjestyksessa¨.
Algoritmin aikavaativuusluokka O(log logN), missa¨ N on puun solmujen ma¨a¨ra¨,
saadaan seuraavasti: Muuttujan h suurin arvo on log2(N + 1). Jokaisella silmukan
kierroksella muuttujan h arvo putoaa suunnilleen puolella. Koska silmukasta pois-
tutaan kun h ≤ 1, tulee kierroksia eninta¨a¨n luokkaa O(log logN).
3.6 Staattinen B-puu
Siina¨ missa¨ edella¨ kuvatuissa hakupuissa tehokkuutta on haettu solmujen ja¨rjestyk-
sella¨, B-puut [BM72] perustuvat puun madaltamiseen. Staattisessa B-puussa solmui-
hin tallennetaan yhden sijaan b avainta. Vastaavasti sisa¨solmuilla on kahden sijaan
b + 1 lasta. Puun korkeudeksi tulee blogb+1Nc. Mika¨li valitaan b = B, haun vaa-
tivuus on siis luokkaa O(logB N) = O(logB n), silla¨ kokonaisen solmun lukeminen
vaatii vain yhden muistisiirron.
Staattinen B-puu voidaan toteuttaa sisa¨solmuihin lisa¨tta¨vien lapsiviitteiden avul-
la. Ta¨llo¨in voitaisiin kuitenkin ka¨ytta¨a¨ yhta¨ hyvin tavallista dynaamista B-puuta.
Staattisuuden ansiosta rakenne voidaan tallentaa myo¨s implisiittiseen muotoon, jos-
sa solmujen lasten sijainnit voidaan laskea.
Yksinkertaisimmin implisiittinen rakenne saadaan aikaan tallentamalla puun sol-
mut leveyssuuntaiseen ja¨rjestykseen. Nyt indeksissa¨ i sijaitsevan solmun lapsi j ∈
{1 . . . (b+ 1)} lo¨ytyy indeksista¨ (b+ 1)(i− 1) + j.
Solmun ensimma¨isen alkion indeksi rakenteen sisa¨lta¨va¨ssa¨ taulukossa saadaan sol-
mun ja¨rjestysindeksista¨ i kaavalla b(i − 1) + 1. Indeksien laskuun ka¨ytetyt kaavat
yksinkertaistuvat hieman, mika¨li solmujen ja taulukon indeksointi aloitetaan nollas-
ta.
1
2 3 4 5
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Kuva 5: Staattinen B-puu, joka sisa¨lta¨a¨ 63 avainta. Solmuun mahtuu kolme avainta.
Hakupuu tulee rakentaa niin, etta¨ sen solmut sijaitsevat indekseissa¨ 1 . . . N , missa¨
N on puun solmujen ma¨a¨ra¨. Mika¨li kaikki solmut eiva¨t tule ta¨yteen, ja¨teta¨a¨n tyhja¨t
paikat viimeisen solmun loppuun. Tyhjia¨ ja¨a¨, mika¨li puun alkioiden ma¨a¨ra¨ n ei ole
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jaollinen solmun koolla b.
Koska puun alkiot tallennetaan pera¨kka¨in, eika¨ niiden va¨liin ja¨teta¨ tyhjia¨, puulle
ei tarvitse varata yhta¨a¨n ylima¨a¨ra¨ista¨ tilaa. Lapsisolmujen ja solmun sisa¨lta¨mien
alkioiden olemassaolo voidaan tarkastaa vertailemalla na¨iden indekseja¨ rakenteen
sisa¨lta¨va¨n taulukon pituuteen.
Staattisen B-puun etuna van Emde Boas -ja¨rjestettyyn bina¨a¨rihakupuuhun on yk-
sinkertaisuus. Se ei kuitenkaan ole parametriton, vaan vaatii oikein valitun solmun
koon b toimiakseen tehokkaasti. Samasta syysta¨ rakenne ei myo¨ska¨a¨n optimoi muis-
tisiirtojen ma¨a¨ra¨a¨ kuin kahden muistihierarkian tason va¨lilla¨. Parametrittomana van
Emde Boas -ja¨rjestys toimii tehokkaasti kaikkien muistihierarkian kerrosten va¨lilla¨.
Aiemmin staattisen B-puun ovat kuvanneet ainakin Brodal ym. [BFJ02]. Myo¨s
Huang ym. [yHsHfC+09] ovat ehdottaneet hieman samantyyppista¨ hakurakennetta
S-B-puuta (S-B tree). Se ei kuitenkaan ole implisiittinen vaan ka¨ytta¨a¨ lapsiviitteita¨.
3.7 Staattisen B-puun muodostaminen
Vaikka staattinen B-puu onkin yksinkertainen rakenne, sen luominen ei ole aivan suo-
raviivaista. Erityisesti asiaa monimutkaistaa se, etta¨ puu halutaan tallentaa ta¨ysin
tiiviisti. Toisin sanoen sen sisa¨lta¨va¨a¨n taulukkoon ei haluta ja¨a¨va¨n tyhjia¨ indekseja¨.
Staattinen B-puu voidaan muodostaa ka¨yma¨lla¨ ja¨rjestetty syo¨tetaulukko la¨pi ja¨rjes-
tyksessa¨. Samalla luotavassa puussa edeta¨a¨n esija¨rjestyksessa¨. Listauksen 2 funktio
LuoSBPuu(A, b) ottaa parametreinaan ja¨rjestetyn syo¨tetaulukon A seka¨ solmun
koon b.
Listauksen 2 algoritmissa n alkioinen ja¨rjestetty syo¨tetaulukko A ka¨yda¨a¨n la¨pi ja¨r-
jestyksessa¨. Ta¨ha¨n tarvitaan yhteensa¨ n/B muistisiirtoa. Lisa¨ksi tulostaulukkoon T
tarvitaan n kirjoitusta. Mika¨li oletetaan, etta¨ b = B ja C > h + 1, vaativat myo¨s
kirjoitukset luokkaa n/B muistisiirtoa. Ta¨ssa¨ h = dlogb ne on muodostettavan puun
korkeus ja C on va¨limuistin koko muistilohkoissa.
Algoritmin tilavaativuus on luokkaa O(n + b logb n), missa¨ ensimma¨inen termi on
tulostaulukon tilavaativuus ja toinen termi rekursiopinon vaatima tila.
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LuoSBPuu(A, b)
1 T ← new Array(Length[A])
2 N ← dLength[A]/be
3 LuoSBSolmu(A, T,N, 1)
LuoSBSolmu(A, T,N, i)
1 if i > N then
2 return
3 l← b
4 if i = N and Length(A) mod b 6= 0 then
5 l← Length(A) mod b
6 c← (i− 1)(b+ 1) + 1
7 j ← (i− 1)b
8 for k ← 1 to l do
9 LuoSBSolmu(A, T,N, c+ k)
10 T [j + k]← Next(A)
11 LuoSBSolmu(A, T,N, c+ l + 1)
Listaus 2: Funktio LuoSBPuu(A, b) ottaa parametreinaan ja¨rjestetyn syo¨tetaulu-
kon A seka¨ solmun koon b. Muuttuja c kertoo mista¨ solmun lasten indeksit alkavat.
Muuttuja j kertoo solmun itsensa¨ sijainnin luotavassa taulukossa.
3.8 Arvojen tallennus
Usein hakupuihin halutaan tallentaa avain-arvopareja pelkkien avainten sijaan. Ar-
vot voidaan liitta¨a¨ edella¨ kuvattuihin rakenteisiin ainakin kahdella tavalla.
Ensimma¨inen tallennustapa on sijoittaa kutakin avainta vastaava arvo suoraan avai-
men pera¨a¨n. Ratkaisun ongelmana on, etta¨ ta¨llo¨in yksitta¨iseen muistilohkoon mah-
tuu tavallista va¨hemma¨n avaimia kerrallaan.
Toinen ratkaisu on ylla¨pita¨a¨ yhden sijaan kahta erillista¨ taulukkoa puun tallenta-
miseen. Ensimma¨inen taulukko sisa¨lta¨a¨ tavanomaiseen tapaan pelka¨t puuhun tal-
lennetut avaimet. Toinen samankokoinen taulukko sisa¨lta¨a¨ avaimia vastaavat arvot
vastaavissa indekseissa¨. Na¨in haun muistisiirtovaativuus kasvaa vain yhdella¨ muis-
tisiirrolla.
Myo¨s erilliseen arvotaulukkoon perustuvalla ratkaisulla on varjopuolensa. Mika¨li ha-
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kurakenne on tallennettu esimerkiksi kiintolevylle, voivat lukupa¨a¨n siirtelyt taulu-
koiden va¨lilla¨ vieda¨ merkitta¨va¨n ma¨a¨ra¨n aikaa. Viive korostunee van Emde Boas
-ja¨rjestyksessa¨, jossa solmu ja ta¨ma¨n lapset sijaitsevat tavallisesti fyysisesti la¨hek-
ka¨in.
4 Staattisten hakupuiden tulokset
Ta¨ssa¨ luvussa ka¨sitella¨a¨n edella¨ esitellyille staattisille hakupuille tehtyja¨ testeja¨ se-
ka¨ avataan saatuja tuloksia. Tarkoituksena on selvitta¨a¨ miten parametrittomat ja
parametrilliset muistihierarkian huomioivat rakenteet suhteutuvat toisiinsa. Lisa¨ksi
testeilla¨ pyrita¨a¨n selvitta¨ma¨a¨n kuinka suuria etuja muistihierarkian huomioinnilla
on ylipa¨a¨nsa¨ saavutettavissa staattisten hakupuiden tapauksessa.
Aliluvussa 4.1 ka¨yda¨a¨n la¨pi testympa¨risto¨ ja -asetelmat. Aliluvussa 4.2 ka¨sitella¨a¨n
satunnaishakutestien tulokset. Aliluvussa 4.3 vuorostaan ka¨sitella¨a¨n pera¨tta¨ishaku-
testien tulokset.
4.1 Testiasetelma ja -ympa¨risto¨
Staattisten hakupuiden nopeuksia verrattaan kahdessa erityyppisessa¨ tapauksessa.
Ensimma¨isessa¨ tapauksessa vastaluotuun rakenteeseen tehda¨a¨n 100 000 satunnais-
hakua. Haettavat avaimet valitaan satunnaisesti puuhun tallennetuista arvoista. Sa-
tunnaislukujen generointiin ka¨yteta¨a¨n glibc-kirjaston rand -funktiota. Ennen jokaista
testia¨ satunnaislukugeneraattori alustetaan kutsulla srand(1). Ta¨lla¨ pyrita¨a¨n mini-
moimaan sattuman vaikutus pera¨tta¨isten testien kestoon.
Toisessa testitapauksessa vastaluodusta rakenteesta haetaan pera¨kka¨in kaikki ta¨ma¨n
alkiot kasvavassa ja¨rjestyksessa¨. Ta¨lla¨ pyrita¨a¨n valottamaan rakenteiden tehokkuut-
ta, kun haut eiva¨t ole toisistaan riippumattomia. Kaikki rakenteet toimisivat toki
tehokkaammin, mika¨li juuresta la¨htevien hakujen sijaan alkiot vain ka¨yta¨isiin ja¨r-
jestyksessa¨ la¨pi sopivalla puun la¨pika¨yntialgoritmilla. Ta¨ma¨ vastaisi kuitenkin huo-
nommin reaalimaailman hakutilanteita, joissa ei va¨ltta¨ma¨tta¨ haeta kaikkia jonkin
va¨lin alkioita.
Testit on suoritettu kannettavalla tietokoneella, jonka suorittimena toimii Intel Core
2 Duo T7100. Keskusmuistia koneessa on 1 gigatavu. Koneessa on ka¨ytto¨ja¨rjestel-
ma¨na¨ Ubuntu Linux 10.10. Linux-ytimen versio on 2.6.35. Testiohjelmat on kirjoi-
tettu C-kielen sukuisella D-ohjelmointikielella¨ ja ka¨a¨nnetty GNU Compiler Collec-
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tion -ka¨a¨nta¨ja¨a¨ (GCC) takaosanaan ka¨ytta¨va¨lla¨ GDC-ka¨a¨nta¨ja¨lla¨. Ka¨a¨nta¨jien ver-
siot ovat GCC-ka¨a¨nta¨ja¨lla¨ 4.4.5 ja GDC-ka¨a¨nta¨ja¨lla¨ 4.4.4. Testien ajon aikana tes-
tikone on pyritty saamaan muuten minimaalisen rasituksen alaiseksi. Esimerkiksi
graafista X-ympa¨risto¨a¨ ei ole ollut ka¨ynnissa¨.
Hakupuut on toteutettu hyo¨dynta¨en muistiinkuvattuja tiedostoja. Ratkaisun etuna
eksplisiittiseen tiedostojen ka¨sittelyyn na¨hden on sen yksinkertaisuus: massamuistin
ka¨sittely ja lohkojen siirtely ja¨a¨ ka¨ytto¨ja¨rjestelma¨n harteille. Ta¨ssa¨ joudutaan kui-
tenkin luottamaan siihen, etta¨ ka¨ytto¨ja¨rjestelma¨ tekee hyvia¨ ratkaisuja sen suhteen,
mitka¨ levylohkot pideta¨a¨n kulloinkin keskusmuistissa. Muistiinkuvatun tiedoston
ka¨ytta¨minen ei vaikuttanut havaittavasti testien nopeuteen tilanteissa, joissa koko
hakurakenne mahtuu kerrallaan koneen keskusmuistiin.
Kaikki testit on toistettu va¨hinta¨a¨n kolmeen kertaan ja tuloksista on valittu pisteit-
ta¨in nopein. Pisteitta¨inen valinta on tehty siksi, etta¨ kaikenkaikkiaan nopein testi-
suoritus on hyvin voinut olla iteraatioista hitain keskusmuistissa. Pienilla¨ alkioma¨a¨-
rilla¨ saatujen tulosten satunnaisuus olisi siis tarpeettoman suurta. Eri iteraatioilla
rakenteet ovat samassa vaiheessa ta¨ysin identtisia¨, mahdollisia ka¨ytto¨ja¨rjestelma¨n
piilottamia yksityiskohtia lukuunottamatta. Tulosten pisteitta¨inen valinta lienee siis
perusteltua.
Kuvaajissa pystyakseli kuvaa yksitta¨isen haun kestoa millisekunneissa. Vaaka-akseli
puolestaan kertoo puun solmujen ma¨a¨ra¨n kaksikantaisen logaritmin. Tarkemmin sa-
nottuna, mika¨li x-akselin arvo on k, on puussa 2k−1 alkiota. Bina¨a¨ripuiden tapauk-
sessa luku on siis puun korkeus h+ 1.
Yksitta¨isen avaimen suuruus on 8 tavua, joten testikoneen yhden gigatavun kes-
kusmuistiin mahtuu teoriassa 227 avainta. Ka¨ytto¨ja¨rjestelma¨ ja testiohjelma vieva¨t
kuitenkin pienen osan muistista.
4.2 Satunnaishaut
Kuvaajat 6 ja 7 na¨ytta¨va¨t solmun koon b vaikutuksen staattisten B-puiden tehok-
kuuteen. Niin pitka¨a¨n kuin puut mahtuvat keskusmuistiin, testattavien solmuko-
kojen vaikutus hakujen nopeuteen on melko pieni. Suhteellinen ero on suurimmil-
laan, kun avainten ma¨a¨ra¨ n = 220 − 1. Ta¨llo¨in yksitta¨inen haku kesta¨a¨ solmukoolla
b1 = 512 45,7 % kauemmin kuin solmukoolla b2 = 16.
Keskusmuistissa pysytta¨essa¨ pienemma¨t solmukoot vastaavat suuria paremmin kes-



















Kuva 6: Pienet staattiset B-puut eri solmuko’oilla. Yksitta¨isen haun keskima¨a¨ra¨i-
nen kesto sadastatuhannesta satunnaisesta hausta. Vaaka-akselin arvot ovat puun
solmujen lukuma¨a¨ra¨n kaksikantaisia logaritmeja. Aikayksikko¨na¨ millisekunti.
kaikki va¨limuistitasot ka¨ytta¨va¨t 64 tavun lohkokokoa. Solmukoon b = 8 puulla sol-
mut ovat siis ta¨sma¨lleen lohkon kokoisia. Ta¨sta¨ huolimatta solmukoon b = 8 puu ja¨a¨
pientenkin puiden tapauksessa ja¨lkeen solmukokojen b = 16 ja b = 32 puista. Ta¨ma¨
saattaisi johtua esimerkiksi siita¨, etta¨ pienempi solmukoko tarkoittaa korkeampaa
puuta ja sita¨ kautta useampia funktiokutsuja per haku.
Suurten solmujen kohdalla tilannetta helpottaa lisa¨ksi se, etta¨ solmun sisa¨lla¨ hakuun
ka¨yteta¨a¨n bina¨a¨rihakua. Toisin sanoen riitta¨va¨n suuressa solmussa la¨heska¨a¨n kaik-
kia solmun muistilohkoja ei tarvitse siirta¨a¨ suorittimelle yksitta¨ista¨ hakua varten.
Bina¨a¨rihaku auttaa jo solmukoolla b = 16: mika¨li haettava alkio sijaitsee bina¨a¨ri-
haun ensimma¨isen napa-alkion kanssa samassa lohkossa, ei toista lohkoa tarvitse ha-
kea. Toisin sanoen satunnaishauilla keskima¨a¨rin vain puolissa solmuista molemmat
lohkot noudetaan va¨limuistiin.
Eri solmukokojen aiheuttamat nopeuserot kasvavat huomattavasti, kun puut ei-
















Kuva 7: Suuret staattiset B-puut eri solmuko’oilla. Yksitta¨isen haun keskima¨a¨ra¨i-
nen kesto sadastatuhannesta satunnaisesta hausta. Vaaka-akselin arvot ovat puun
solmujen lukuma¨a¨ra¨n kaksikantaisia logaritmeja. Aikayksikko¨na¨ millisekunti.
n = 231− 1 solmukoolla b = 512 saavutetaan jo 37,5 % nopeusetu solmukoon b = 16
rakenteeseen na¨hden. Pienella¨ laskennalla havaitaan etta¨ 512 ·8 B = 4096 B = 4 kB.
Koska testikoneessa ka¨yteta¨a¨n nelja¨n kilotavun sivutusta, ka¨ytta¨a¨ solmu juuri sopi-
vasti yhden sivun verran muistia. Koska muistiinkuvattu tiedosto alkaa muistisivu-
rajalta, vaatii solmun siirto pahimmillaankin vain yhden sivuvirheen. Vaikka sama
pa¨tee myo¨s pienempiin solmukokoihin, tarkoittaa suuremman solmukoon matalampi
puu silti ka¨yta¨nno¨ssa¨ va¨hempia¨ lohkosiirtoja.
Kun kuvaan otetaan mukaan myo¨s muut hakupuut, na¨hda¨a¨n etta¨ keskusmuistis-
sa pysytta¨essa¨ myo¨s laskennallisella vaativuudella on merkitysta¨ (ks. kuva 8). Par-
haiten kuvatuista rakenteista pa¨rja¨a¨va¨t laskennallisesti yksinkertaiset puut: leveys-
suuntaiseen ja¨rjestykseen tallennettu bina¨a¨rihakupuu (kuvassa bfs-puu) seka¨ pie-
nemma¨t staattisista B-puista. Sen sijaan laskennallisesti raskaampi van Emde Boas
-ja¨rjestykseen tallennettu bina¨a¨ripuu (vEB-puu) pa¨rja¨a¨ hieman kehnommin.
















Kuva 8: Pienet hakupuut. Yksitta¨isen haun keskima¨a¨ra¨inen kesto sadastatuhannes-
ta satunnaisesta hausta. Vaaka-akselin arvot ovat puun solmujen lukuma¨a¨ra¨n kak-
sikantaisia logaritmeja. Aikayksikko¨na¨ millisekunti.
puusta. Ero ei selity laskennallisella vaativuudella, silla¨ myo¨s esija¨rjestyksessa¨ lasten
sijainnit on helppo laskea. Syyna¨ lieneekin se, etta¨ leveyssuuntaisessa ja¨rjestyksessa¨
koko puun yla¨osa pysyy aina va¨limuistissa: leveissa¨ lohkoissa vieraillaan hyvin usein
hakujen yhteydessa¨ (ks. kuva 2). Esija¨rjestyksessa¨ yksitta¨isessa¨ lohkossa ei va¨ltta¨-
ma¨tta¨ vierailla kovin usein edes puun juuren la¨hettyvilla¨, joten se saatetaan poistaa
va¨limuistista (ks. kuva 3).
Tilanne muuttuu nopeasti, kun puut eiva¨t mahdukaan ena¨a¨ keskusmuistiin. Tyo¨-
vaativuuden sijaan ratkaisevaan asemaan astuu muistisiirtovaativuus. Teoreettisen
analyysin mukaisesti leveyssuuntaiseen ja¨rjestykseen tallennettu bina¨a¨rihakupuu ja¨a¨
auttamatta joukon hitaimmaksi (ks. kuva 9). Sen sijaan van Emde Boas -ja¨rjestetty
puu pa¨a¨see la¨helle nopeimpia staattisia B-puita. Esimerkiksi kun avaimia on n =
231 − 1, van Emde Boas -ja¨rjestetty puu on noin 33,0 % hitaampi kuin staattinen
B-puu 512 avaimen solmukoolla. Ero 128 avaimen solmukokoon on vain noin 11,2 %.
Myo¨s yksinkertaisempi esija¨rjestykseen tallennettu hakupuu parantaa sijoitustaan
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leveyssuuntaisesti ja¨rjestettyyn puuhun na¨hden massamuistille siirrytta¨essa¨. Muu-
toksen saattaisi selitta¨a¨ se, ettei lohkokoko kasva riitta¨va¨sti alkioma¨a¨rien kanssa.
Taaskin bfs-puun yla¨osa pysynee aina keskusmuistissa. Alempana puussa lohkot ovat
kuitenkin sen verran kapeita, ettei niissa¨ vierailla kovin usein. Lohkonkorvausstra-
tegia ehtineekin poistaa ne keskusmuistista ennen seuraavaa ka¨yntikertaa. Tehok-
kaampaa olisi pita¨a¨ rakenteen mahdollisimman korkea yla¨puu aina keskusmuistissa
ja ja¨tta¨a¨ hakuun latvustossa vain minimaalinen ma¨a¨ra¨ vapaita lohkoja.
Hakupuiden nopeuksia vertailtaessa tulee pita¨a¨ mielessa¨, etta¨ staattiset B-puut ovat
muista rakenteista poiketen parametrillisia. Toisin sanoen ne voidaan ja tehokkuuden
varmistamiseksi myo¨s ta¨ytyy optimoida laitteistokohtaisesti. Muut testatuista puista
sen sijaan eiva¨t tarvitse lisa¨tietoja ka¨yto¨ssa¨ olevasta laitteistosta saavuttaakseen
optimaalisen nopeutensa.
Satunnaishakujen kohdalla van Emde Boas -ja¨rjestetyn puun voidaan tulosten var-
jossa ajatella pa¨rja¨a¨va¨n staattiselle B-puulle, jonka solmukoko on kohtuullisen la¨-
hella¨ optimia. Ta¨ta¨ voidaan jo hyvinkin pita¨a¨ ka¨yta¨nno¨llisena¨ tuloksena, silla¨ pa-
rametrilliset rakenteet ovat ongelmallisia esimerkiksi luokkakirjastoissa ja laajalle
levitetta¨vissa¨ ohjelmissa. Na¨iden kohdalla parametreiksi joudutaan valitsemaan sel-
laiset arvot, joiden kuvitellaan toimivan kohtuullisen hyvin kaikissa rakenteen ka¨yt-
to¨ympa¨risto¨issa¨. Toinen vaihtoehto on, etta¨ parametrit ma¨a¨ritella¨a¨n aina ja¨rjestel-
ma¨kohtaisesti. Ta¨ma¨ voidaan tehda¨ joko manuaalisesti tai empiirisesti esimerkiksi
ensimma¨isen ka¨ytto¨kerran yhteydessa¨ sopivalla testiohjelmalla.
4.3 Pera¨tta¨ishaut
Satunnaishakujen tapaan myo¨s pera¨tta¨ishakujen tapauksessa solmukoon vaikutus
korostuu staattisten B-puiden nopeudessa erityisesti suurten puiden kohdalla. Pie-
nemmilla¨ solmuko’oilla hyppy ajoittuu 225 − 1 ja 226 − 1 alkiota sisa¨lta¨vien puiden
va¨lille. Sen sijaan solmuko’oilla 256 ja 512 hyppy on vasta seuraavassa va¨lissa¨ (ks.
kuva 10). Se, miksi osalla rakenteista hyppy tulee satunnaishakutesteihin ja muihin
rakenteisiin na¨hden poikkeuksellisen pienilla¨ alkioma¨a¨rilla¨, on epa¨selva¨a¨.
Hakujen kestoista on huomattava, etta¨ siina¨ missa¨ satunnaishaut kestiva¨t suuril-
la hakurakenteilla luokkaa 10–25 millisekuntia, staattisten B-puiden pera¨tta¨ishaut
kesta¨va¨t keskima¨a¨rin alta mikrosekunnin. Pera¨tta¨ishakujen etuna on a¨a¨rimma¨isen
hyva¨ paikallisuus, jonka ansiosta solmuja joudutaan noutamaan kiintolevylta¨ kes-




















Kuva 9: Suuret hakupuut. Yksitta¨isen haun keskima¨a¨ra¨inen kesto sadastatuhan-
nesta satunnaisesta hausta. Vaaka-akselin arvot ovat puun solmujen lukuma¨a¨ra¨n
kaksikantaisia logaritmeja. Aikayksikko¨na¨ millisekunti.
Kuvaajaan 10 on otettu mukaan myo¨s parhaiten testeissa¨ menestynyt staattinen
B-puu ilman bina¨a¨rihakua. Siina¨ yksitta¨isten solmujen sisa¨lla¨ haut tehda¨a¨n ka¨yma¨l-
la¨ solmun avaimia la¨pi ja¨rjestyksessa¨. Hakutekniikan hitauden vuoksi suuremmista
solmuko’oista oli testeissa¨ vain haittaa.
Kun kuvaan otetaan taas muutkin testatut rakenteet, na¨hda¨a¨n leveyssuuntaiseen
ja¨rjestykseen tallennetun puun ja¨a¨va¨n ha¨nnille suurilla avainma¨a¨rilla¨ (ks. kuva 11).
Sen sijaan esija¨rjestykseen tallennettu hakupuu on noussut kilvan nopeimmaksi, hie-
man ohi nopeimman staattisen B-puun. Satunnaishakutestista¨ poiketen van Emde
Boas -ja¨rjestys ja¨a¨ joukon ha¨nnille ja pa¨rja¨a¨ vain hieman leveyssuuntaista ja¨rjestysta¨
paremmin.
Syyna¨ van Emde Boas -ja¨rjestetyn puun ka¨ytta¨ytymiseen lienee rakenteen lasken-
nallinen hitaus. Kaikki testattavat rakenteet hyo¨dynta¨va¨t pera¨tta¨ishakujen paikalli-
suutta erinomaisesti. Ta¨ma¨ nostaa nopeuserot solmujen lapsi-indeksien laskennassa


















Kuva 10: Staattiset B-puut eri solmuko’oilla. Yksitta¨isen haun keskima¨a¨ra¨inen kes-
to, kun puusta on haettu kasvavassa ja¨rjestyksessa¨ sen kaikki alkiot. Vaaka-akselin
arvot ovat puun solmujen lukuma¨a¨ra¨n kaksikantaisia logaritmeja. Aikayksikko¨na¨
millisekunti.
tastrofaalinen: keskima¨a¨ra¨inen haun kesto on van Emde Boas -ja¨rjestetylla¨kin puulla
kaikissa testatuissa kokoluokissa alta mikrosekunnin.
5 B+-puut
Edella¨ on kuvattu staattinen, mutta parametriton van Emde Boas -ja¨rjestetty bi-
na¨a¨rihakupuu seka¨ parametrillinen staattinen B-puu. Tavalliset B-puut ovat dynaa-
misia, mutta parametrillisia [BM72]. B-puut on suunniteltu hyvin suurten alkioma¨a¨-
rien tallennukseen. Luvussa 3.6 esiteltyjen staattisten B-puiden tapaan dynaamis-
ten B-puiden ideana on, etta¨ solmu olisi muistilohkon kokoinen tai sen monikerta.
Ta¨llo¨in puusta tulee bina¨a¨ripuuta matalampi, mutta yksitta¨isen solmun siirta¨minen
va¨limuistiin vaatii silti vain va¨ha¨n muistisiirtoja.



















Kuva 11: Yksitta¨isen haun keskima¨a¨ra¨inen kesto, kun puusta on haettu kasvavassa
ja¨rjestyksessa¨ sen kaikki alkiot. Vaaka-akselin arvot ovat puun solmujen lukuma¨a¨ra¨n
kaksikantaisia logaritmeja. Aikayksikko¨na¨ millisekunti.
tallennetaan vain puun lehtiin. Puun sisa¨solmut toimivat ainoastaan era¨a¨nlaisena
indeksirakenteena. Sisa¨solmuja ovat kaikki ne puun solmut, joilla on lapsia.
B+-puun tehokkuus riippuu suuresti valitusta parametrista b. Puun lehtisolmuissa
on aina va¨hinta¨a¨n b ja eninta¨a¨n 2b data-alkiota. Data-alkiot koostuvat avaimesta
ja siihen liitetysta¨ arvosta. Puun sisa¨solmuissa on va¨hinta¨a¨n b ja eninta¨a¨n 2b lap-
siviitetta¨. Lapsiviitteiden va¨liin tallennetaan reititykseen ka¨ytetta¨va¨t viitta-arvot.
Alarajat eiva¨t koske puun juurisolmua.
Koska puun sisa¨solmut toimivat vain reititysrakenteena, muuttuvat puun ehdot hie-
man tavallisiin hakupuihin na¨hden. Puu toteuttaa seuraavat ehdot:
1. Sisa¨solmun u viitta-arvon a vasemman lapsiviitteen alipuu sisa¨lta¨a¨ vain enin-
ta¨a¨n viitta-arvon a kokoisia alkioita.
2. Sisa¨solmun u viitta-arvon a oikean lapsiviitteen alipuu sisa¨lta¨a¨ vain viitta-
arvoa a suurempia alkioita.
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3. Lehtisolmun v avaimet ovat kasvavassa ja¨rjestyksessa¨.
Se, miten arvot ka¨yta¨nno¨ssa¨ valitaan, seliteta¨a¨n myo¨hemmin. Lehtisolmujen alkioi-
den arvot ovat varsinaiset puuhun lisa¨tyt avaimet; ks. kuvan 12 yla¨osa.
5.1 Haku
Haku tehda¨a¨n B+-puussa saman tapaisesti kuin staattisissa hakupuissa (ks. luku 3).
Haussa la¨hdeta¨a¨n liikkeelle puun juuresta. Reitin sisa¨solmuissa ka¨yda¨a¨n la¨pi solmun
viitta-arvoja ja¨rjestyksessa¨ vasemmalta oikealle. Lopulta pa¨a¨dyta¨a¨n indeksiin i, jos-
sa oleva viitta-arvo on va¨hinta¨a¨n yhta¨ suuri kuin haettu avain. Ta¨llo¨in seurataan
indeksin i− 1 lapsiviitetta¨ johonkin solmun lapsista.
Mika¨li solmun viimeinenkin viitta-arvo on haettua avainta pienempi, viittaa i lopul-
ta joko tyhja¨a¨n indeksiin tai solmun ulkopuolelle. Ta¨ssa¨kin tapauksessa seurataan
indeksin i− 1 lapsiviitetta¨ eli pa¨a¨dyta¨a¨n solmun oikeanreunimmaiseen lapseen.
Haku pa¨a¨tyy lopulta johonkin puun lehtisolmuista u. Ta¨llo¨in tarkastetaan, lo¨ytyyko¨
solmusta u haettua avainta. Jos avainta ei lo¨ydy, sita¨ ei ole puussa.
Mika¨li parametri b on valittu oikein, haun muistisiirtovaativuus on luokkaaO(logB n)
[Com79]. Ta¨ssa¨ n on puuhun tallennettujen alkioiden ma¨a¨ra¨. Olkoon b = B. Ta¨llo¨in
solmun siirto va¨limuistiin vaatii kaksi lohkosiirtoa. Pahimmassa tapauksessa puun
lehtisolmuissa on vain b alkiota ja sisa¨solmuilla vain b lasta. Ta¨llo¨in puun lehtisolmu-
jen ma¨a¨ra¨ on L = 2n/b ja puun korkeus h = dlogb(L)e. Koska haussa noudetaan yksi
solmu jokaiselta puun tasolta, pa¨a¨sta¨a¨n haluttuun vaativuusluokkaan O(logB n).
5.2 Alkion lisa¨ys
Lisa¨yksen aluksi suoritetaan haku lisa¨tta¨va¨n data-alkion avaimella. Mika¨li lo¨yty-
neessa¨ lehtisolmussa s on tilaa, riitta¨a¨ lisa¨ta¨ alkio solmuun ja¨rjestyksessa¨ oikealle
paikalleen. Jos taas solmu on jo ta¨ynna¨ eli siina¨ on ennesta¨a¨n 2b alkiota, se ta¨ytyy
halkaista. Lisa¨tta¨va¨n alkion arvo lisa¨ta¨a¨n ensin loogisesti muiden solmun s arvojen
sekaan. Ta¨ma¨n ja¨lkeen luodaan uusi lehtisolmu s′. Vanhaan solmuun s ja¨teta¨a¨n sen
b+ 1 ensimma¨ista¨ alkiota ja juuri luotuun solmuun s′ laitetaan loput b alkiota.
Solmun s vanhempaan p lisa¨ta¨a¨n uusi viitta-arvo ja solmuun s′ johtava lapsiviite.
Viitta-arvo lisa¨ta¨a¨n solmuun s johtavan viitteen oikealle puolelle. Viitta-arvoksi tulee
solmun s suurimman avaimen arvo. Ta¨ma¨ on aina solmun viimeisella¨ alkiolla, koska
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data-alkiot pideta¨a¨n ja¨rjestyksessa¨. Uusi lapsiviite lisa¨ta¨a¨n solmuun p uuden viitta-
arvon oikealle puolelle.
Tutkitaan kuvan 12 tapausta, jossa kuvan yla¨laidan B+-puuhun lisa¨ta¨a¨n data-alkio
avaimella 17. Puun parametri b on 2 eli yhdessa¨ solmussa voi olla kahdesta nelja¨a¨n
lapsiviitetta¨ tai data-alkiota.
Ensin puussa suoritetaan haku lisa¨tta¨va¨lla¨ avaimella 17. Haun tuloksena pa¨a¨dyta¨a¨n
solmuun s. Solmu s on kuitenkin jo ta¨ynna¨ eli siina¨ on jo 4 data-alkiota. Se joudutaan
siis halkaisemaan: Luodaan uusi solmu s′, johon laitetaan solmun s suurimmat b
alkiota. Solmuun s ja¨a¨va¨t siis alkiot 9, 14 ja 15. Solmuun s′ tulevat loput alkiot 17
ja 18.
Solmun s vanhempaan p lisa¨ta¨a¨n uusi alkio solmun s′ pienimma¨lla¨ arvolla 15. Alkion
oikealle puolelle lisa¨ta¨a¨n viite uuteen solmuun s′.
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Kuva 12: B+-puuhun lisa¨ta¨a¨n alkio arvolla 17. Alkio lisa¨ta¨a¨n solmuun s, joka hal-
kaistaan solmuiksi s ja s′.
Mika¨li halkaistun solmun vanhemmassa p ei ole tilaa uudelle alkiolle, se halkais-
taan melkein samoin kuin lehtisolmukin: Ensin uusi alkio ja viite lisa¨ta¨a¨n loogisesti
solmuun p. Sitten luodaan uusi sisa¨solmu p′. Solmuun p ja¨teta¨a¨n sen b ensimma¨is-
ta¨ lapsiviitetta¨ ja na¨iden va¨lissa¨ olevat viitta-arvot. Solmuun p′ tulee halkaistavan
solmun b+ 1 viimeista¨ lapsiviitetta¨ viitta-arvoineen.
Solmun p vanhempaan g lisa¨ta¨a¨n uusi viitta-arvo ja lapsiviite solmuun p′ samaan
tapaan kuin lehtisolmunkin halkaisussa. Uudeksi viitta-arvoksi siirreta¨a¨n solmujen
p ja p′ va¨liin ja¨a¨nyt viitta-arvo.
Halkaisuja jatketaan tarvittaessa, kunnes mahdollisesti juurisolmukin joudutaan hal-
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kaisemaan. Ta¨llo¨in puulle luodaan uusi juurisolmu, johon lisa¨ta¨a¨n viitteet vanhaan
juureen ja sen uuteen sisarsolmuun. Na¨iden va¨liin tuleva viitta-arvo ma¨a¨ra¨ytyy sa-
moin kuin muissakin halkaisuissa.
Tarkastellaan kuvan 12 lopputilanteen puuta ja lisa¨ta¨a¨n siihen data-alkio avaimella
24. Ensin suoritetaan taas haku lisa¨tta¨va¨lla¨ arvolla 24. Haku pa¨a¨ttyy solmuun u,
joka on kuitenkin jo ta¨ynna¨. Solmu u halkaistaan edella¨ kuvattuun tapaan solmuiksi
u ja u′. Solmun u vanhempaan p lisa¨ta¨a¨n viite solmuun u′ seka¨ uusi viitta-arvo
solmun u suurimmalla arvolla 22.
Myo¨s solmu p on jo ta¨ynna¨, joten sekin on halkaistava. Ensin luodaan uusi solmu
p′, johon siirreta¨a¨n solmun p kolme viimeista¨ lapsiviitetta¨ viitta-arvoineen.
Koska p oli alun perin puun juuri, joudutaan puulle luomaan uusi juuri g. Solmuun
g tulee viitteet solmuihin p ja p′ seka¨ na¨iden va¨liin viitta-arvoksi edellisella¨ tasolla
yli ja¨a¨nyt viitta-arvo 15; ks. kuva 13.
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Kuva 13: Kuvan 12 alaosan puuhun on lisa¨tty alkio 24. Solmut u ja p on jouduttu
halkaisemaan ja puulle on tehty uusi juurisolmu g.
Lisa¨ysoperaatiossa voidaan tarvittavien halkaisujen va¨henta¨miseksi yritta¨a¨ ensin
siirta¨a¨ ylita¨ydesta¨ solmusta alkioita sen viereisiin sisaruksiin. Ta¨llo¨in myo¨s sisa¨sol-
mujen viitta-arvoja ta¨yttyy pa¨ivitta¨a¨ tarpeen mukaan.
Lisa¨yksen muistisiirtovaativuus on samaa O(logB n)-luokkaa kuin haunkin [Com79].
Operaatio koostuu hausta ja ta¨ysien solmujen pilkkomisesta. Pahimmassa tapauk-
sessa joudutaan pilkkomaan jokainen solmu polulla juuresta lisa¨yksen kohteeksi osu-
neeseen lehteen. Ta¨llo¨inkin yksitta¨isella¨ puun tasolla ka¨sitella¨a¨n eninta¨a¨n kahta sol-
mua. Pilkonta ei siis pahenna operaation asymptoottista muistisiirtovaativuutta.
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5.3 Alkion poisto
Poisto-operaatio suoritetaan hyvin samantapaisesti kuin lisa¨yskin. Ensin haetaan
poistettava data-alkio. Jos data-alkion sisa¨lta¨va¨ssa¨ solmussa u on yli b alkiota, riit-
ta¨a¨ poistaa alkio solmusta. Vaikka sisa¨solmujen viitta-arvoja ei pa¨iviteta¨ka¨a¨n, haut
toimivat yha¨ oikein.
Jos solmussa u kuitenkin on poiston ja¨lkeen alle b alkiota, se yhdisteta¨a¨n (jomman
kumman) viereisen sisaruksensa kanssa. Ta¨ssa¨ oletetaan yhdista¨misen tapahtuvan
solmun u oikealla puolella olevaan sisarukseen u′. Vasemman sisaruksen kanssa yh-
dista¨minen menee vastaavasti.
Yhdistyksessa¨ solmun u′ alkiot siirreta¨a¨n solmuun u. Solmujen vanhemmasta p pois-
tetaan viite solmuun u′ seka¨ lapsiviitteen vasemmalla puolella oleva viitta-arvo.
Yhdista¨misessa¨ voi ka¨yda¨ myo¨s niin, etta¨ yhdistettyyn solmuun tulisikin enemma¨n
kuin 2b alkiota. Ta¨llo¨in solmu halkaistaan saman tien uudestaan. Sama asia voidaan
tehda¨ myo¨s yksinkertaisesti siirta¨ma¨lla¨ alkioita ta¨ydemma¨sta¨ solmusta tyhjempa¨a¨n,
jolloin yhdistys- ja halkaisuoperaatioilta va¨ltyta¨a¨n.
Mika¨li vanhemman p lasten ma¨a¨ra¨ putoaa alarajan b alle, myo¨s se ta¨ytyy yhdista¨a¨
viereisen sisaruksensa p′ kanssa. Yhdista¨minen tapahtuu samaan tapaan kuin leh-
tisolmuillakin: Solmun p′ lapsiviitteet ja viitta-arvot siirreta¨a¨n solmuun p. Solmun
p oikeaan laitaan on kuitenkin ensin lisa¨tta¨va¨ uusi viitta-arvo, jottei solmuun tuli-
si kahta lapsiviitetta¨ vierekka¨in. Viitta-arvoksi tulee solmujen p ja p′ vanhemmasta
poistettava viitta-arvo.
Jos yhdistetta¨vien solmujen vanhempi ja¨a¨ vajaaksi, yhdista¨misalgoritmia sovelletaan
niin pitka¨a¨n kuin on tarpeen. Mika¨li puun juurisolmulle ja¨a¨ vain yksi lapsi, tehda¨a¨n
lapsesta uusi juurisolmu, ja vanha juuri poistetaan; ks. kuva 14.









Kuva 14: Kuvan 13 puusta on poistettu avain 3. Solmu s on yhdistetty solmuksi
vasempaan sisarukseensa. Vastaavasti on ka¨ynyt solmuille p′ ja p. Vanha juurisolmu
g on poistettu tarpeettomana.
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Tarvittavien yhdistysten ma¨a¨ra¨a¨ voidaan va¨henta¨a¨ siirta¨ma¨lla¨ vajaaseen solmuun
alkioita sen viereisista¨ sisaruksista, mika¨li mahdollista. Solmun vanhemman viitta-
arvoja pa¨iviteta¨a¨n ta¨llo¨in tarpeen mukaan.
Myo¨s poiston muistisiirtovaativuus on luokkaa O(logB n) [Com79]. Pa¨a¨ttely on ta¨y-
sin vastaava kuin lisa¨yksen tapauksessa.
5.4 Aluehaku
B+-puut tukevat myo¨s tehokkaita aluehakuja. Aluehaku palauttaa puusta kaikki
arvoltaan annetulla va¨lilla¨ olevat data-alkiot. Aluehakujen helpottamiseksi puun
lehtisolmut on usein linkitetty oikeanpuoleisiin naapureihinsa.
Aluehaku suoritetaan tekema¨lla¨ tavallinen haku hakuva¨lin alarajalle. Lo¨ytyneessa¨
lehtisolmussa seurataan data-alkioita ensimma¨isesta¨ hakuva¨lille kuuluvasta alkiosta
eteenpa¨in. Mika¨li pa¨a¨dyta¨a¨n solmun loppuun, siirryta¨a¨n ja¨rjestyksessa¨ seuraavaan
lehtisolmuun oikealla. Samaa jatketaan, kunnes pa¨a¨dyta¨a¨n ensimma¨iseen hakuva¨lin
yla¨rajaa suurempaan alkioon tai lehtisolmut loppuvat.
Operaation muistisiirtovaativuus koostuu normaalista hausta seka¨ palautettavien
alkioiden la¨pika¨ynnista¨. Vaativuusluokka on siis O(logB n + k/B), missa¨ k on pa-
lautettujen alkioiden lukuma¨a¨ra¨ [Com79].
6 Pakatun muistin taulukko
Ta¨ssa¨ luvussa esitella¨a¨n merkitta¨va¨ rakennuskomponentti luvussa 7 kuvattavalle
COB-puulle: Benderin ym. [BDFC05] kehitta¨ma¨ pakatun muistin taulukko (packed
memory array). Sita¨ ka¨yteta¨a¨n COB-puussa B+-puun lehtisolmujen tapaan puuhun
lisa¨ttyjen data-alkioiden tallettamiseen.
Pakatun muistin taulukko tallentaa n ja¨rjestettya¨ alkiota eninta¨a¨n S = cn kokoiseen
taulukkoon, missa¨ c > 1 on vapaasti valittava vakio. Tyhjiksi ja¨a¨va¨t S − n indeksia¨
sijoittuvat melko tasaisesti ympa¨ri taulukkoa. Oleellista on, etta¨ mitka¨ tahansa k
pera¨kka¨ista¨ alkiota sijaitsevat O(k) pera¨kka¨isessa¨ indeksissa¨. Ta¨sta¨ seuraa, etta¨ k
alkion la¨pika¨ynti rakenteessa vaatii O(k/B) muistisiirtoa.




Tasoitettu vaativuus tarkoittaa ta¨ssa¨ sita¨, etta¨ tyhja¨sta¨ rakenteesta la¨hdetta¨essa¨





Ta¨ssa¨ n on maksimi rakenteen alkioiden ma¨a¨rista¨. Yksitta¨inen operaatio voi kuiten-
kin vaatia enemma¨nkin muistisiirtoja.
Tietorakenteen taulukko on jaettu Θ(log2 S) kokoisiin osiin niin, etta¨ osien luku-
ma¨a¨ra¨ on kahden potenssi. Alkupera¨isessa¨ rakenteessa osien kooksi valittiin Θ(logS)
[BDFC05]. Osoitan kuitenkin, etta¨ Kassheffin [Kas04] valinta Θ(log2 S) johtaa sa-
maan pahimman tapauksen muistisiirtovaativuusluokkaan. Valinnan vaikutus ka¨y-
ta¨nno¨n nopeuteen na¨hda¨a¨n luvun 8 testeissa¨.
Taulukon yla¨puolelle ajatellaan ta¨ydellinen bina¨a¨ripuu, jonka solmut edustavat tau-
lukon osioita. Puun lehtisolmut edustavat taulukon Θ(log2 S)-kokoisia osia. Sisa¨sol-
mut edustavat lastensa osioiden yhdistetta¨. Juurisolmu edustaa siis koko taulukkoa.
Jatkossa solmuista ja niiden edustamista osista puhutaan vaihdannaisesti. Puura-
kenne on ainoastaan ajattelun apuva¨line, eika¨ sita¨ tarvitse tallentaa mihinka¨a¨n.
Kaikille osioille ma¨a¨ritella¨a¨n tiheysrajat sen mukaan, kuinka syva¨lla¨ puussa niita¨
edustava solmu sijaitsee. Tiheys on osioon tallennettujen alkioiden ma¨a¨ra¨n suhde
osion kokoon. Koko taulukon, eli juurisolmun, minimitiheys on ρ0 ja maksimitiheys
τ0. Lehtisolmujen rajat ovat vastaavasti ρh ja τh, missa¨ h on puun korkeus. Sisa¨-
solmujen tiheysrajat ma¨a¨ritella¨a¨n aritmeettisina jonoina: ρd = ρ0 − d(ρ0 − ρh)/h ja
τd = τ0 + d(τh − τ0)/h, joissa d on solmun syvyys.
Lehti- ja juurisolmujen tiheysrajat voidaan valita miten halutaan, kunhan pa¨tee:
0 < 1/c = ρh < ρ0 < τ0 < τh = 1. Koska sisa¨solmujen tiheysrajat ma¨a¨riteltiin
aritmeettisina jonoina, myo¨s ne asettuvat vastaavaan ja¨rjestykseen.
6.1 Alkion lisa¨ys
Lisa¨ys rakenteeseen toimii seuraavasti: Oletetaan, etta¨ se lehtisolmu, johon lisa¨ys
kohdistuu, on jo tiedossa. Etsinta¨ voidaan tehda¨ esimerkiksi erillisen indeksiraken-
teen avulla. Mika¨li lo¨ydetyssa¨ osassa on tilaa, alkio lisa¨ta¨a¨n ta¨ha¨n. Ta¨ma¨n ja¨lkeen
osan alkiot tasoitetaan. Tasoittaminen tarkoittaa, etta¨ alkiot ja tyhja¨t paikat levite-
ta¨a¨n tasaisesti osion sisa¨lla¨.
Mika¨li lehtisolmu oli jo ta¨ynna¨, etsita¨a¨n ta¨ma¨n ensimma¨inen esivanhempi u, joka py-
syy tiheysrajojensa sisa¨lla¨ myo¨s lisa¨yksen ja¨lkeen. Alkio lisa¨ta¨a¨n lo¨ytyneeseen osioon
ja osion alkiot tasoitetaan (ks. kuva 15).




) sisa¨lla¨, silla¨ solmun koko on luokkaa Θ(log2 S) = Θ(log2 n).
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τ1 = 0,835
τ0 = 0,67 p
Kuva 15: Yla¨osan pakatun muistin taulukkoon lisa¨ta¨a¨n arvo 7. Oikeassa lehtisol-
mussa ei ole tilaa, joten suurempi osio ta¨ytyy tasoittaa. Solmun vanhempi p pysyy
tiheysrajansa τ1 sisa¨lla¨ myo¨s lisa¨yksen ja¨lkeen. Tasoitus tehda¨a¨n vain sen edusta-
malle osiolle. Rakenteelle on valittu τ0 = 0,67.
Jatkossa ka¨sitella¨a¨n tapausta, jossa lisa¨ys kohdistuu johonkin puun sisa¨solmuun u.
Solmu u on siis se sisa¨solmu, jonka edustama osio joudutaan tasoittamaan.
Koska lisa¨ys kohdistuu sisa¨solmuun u, on ta¨lla¨ lapsi v, jonka tiheysraja rikkoutuisi
lisa¨yksesta¨. Olkoon solmun syvyys d. Ta¨llo¨in siis tiheys(u) < τd ja tiheys(v) >
τd+1. Koska osio v on pa¨tka¨ osiosta u, tasoituksen ja¨lkeen myo¨s v on solmun u
tiheysrajojen sisa¨lla¨. Toisin sanoen solmun u tasoituksen ja¨lkeen sen seuraavaksi
ta¨yttyva¨a¨n lapseen v tarvitaan va¨hinta¨a¨n (τd+1 − τd)|v| lisa¨ysta¨ ennen solmun u
seuraavaa tasoitusta. Ta¨ssa¨ merkinta¨ |v| tarkoittaa solmun v edustaman osion kokoa.
Solmun u tasoitus voidaan toteuttaa vakioma¨a¨ra¨lla¨ osion la¨pika¨ynteja¨, eli muisti-
siirtovaativuudella O(|u|/B). Solmun u seuraavan tasoituksen muistisiirtovaativuus
voidaan tasata solmuun v tarvittaville lisa¨yksille:
|u|/B
(τd+1 − τd)|v| =
2/B
τd+1 − τd =
2h/B











Solmun u tasoitus vaatii siis keskima¨a¨rin O( logn
B
) muistisiirtoa per solmuun v tehty
lisa¨ys. Pahin tapaus solmun u tasoitusten kannalta on selva¨sti, etta¨ alkioita lisa¨ta¨a¨n
ainoastaan yhteen sen lapsista, solmuun v. Muut lapset voidaan siis ja¨tta¨a¨ huomiot-
ta. Jokainen rakenteeseen lisa¨tta¨va¨ alkio lisa¨ta¨a¨n kuitenkin samanaikaisesti h + 1
eri osioon. Lisa¨ysha¨n kohdistuu aina myo¨s tasoitettavan solmun perillisiin ja esivan-
hempiin. Kaiken kaikkiaan lisa¨ysoperaation tasoitettu muistisiirtovaativuus on siis
luokkaa O(h logn
B






Alkion poisto toimii hyvin samaan tapaan kuin lisa¨yskin. Ensin haetaan poistetta-
van alkion sisa¨lta¨va¨ lehtisolmu ja poistetaan alkio. Ta¨ma¨n ja¨lkeen etsita¨a¨n solmun
la¨hin esivanhempi (tai solmu itse) joka on yha¨ riitta¨va¨n ta¨ysi. Lo¨ytyneen solmun u
edustaman osion alkiot tasoitetaan (ks. kuva 16).
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Kuva 16: Yla¨osan rakenteesta poistetaan arvo 4. Seka¨ lehtisolmun etta¨ ta¨ma¨n van-
hemman tiheydet putoavat alarajojensa alle. Tasoitus tehda¨a¨n puun juurelle, eli
koko taulukolle. Rakenteelle on valittu ρ0 = 0,33 ja ρh = 0,20.
Solmun u tasoituksen muistisiirtovaativuus jaetaan taas ta¨ma¨n lapseen v tarvitta-
ville poistoille:
|u|/B
(ρd − ρd+1)|v| =
2/B
ρd − ρd+1 =
2h/B











Vastaavalla pa¨a¨ttelylla¨ kuin lisa¨yksen tapauksessa poiston tasoitetuksi muistisiirto-





Myo¨s hakuoperaation tapauksessa ajatellaan, etta¨ alkion mahdollisesti sisa¨lta¨va¨ leh-
ti on jo tiedossa. Naiivi tapa, eli alkioiden pera¨tta¨inen la¨pika¨ynti, vaatii kuitenkin
harmillisesti samat O( log
2 n
B
) muistisiirtoa kuin lisa¨ys ja poistokin. Haku kannattaa-
kin toteuttaa bina¨a¨rihakuna.
Bina¨a¨rihaku on pakatun muistin taulukossa hieman tavallista vaikeampaa, silla¨ puo-
litusindeksi saattaa olla tyhja¨. Ongelma voidaan ratkaista selaamalla tyhja¨sta¨ indek-
sista¨ vasemmalle, kunnes lo¨ydeta¨a¨n ta¨ysi indeksi. Pa¨a¨to¨s etenemissuunnasta tehda¨a¨n
lo¨ytyneen alkion a perusteella. Mika¨li haettava avain k on puolitusalkiota pienempi,
siirreta¨a¨n hakualueen oikea laita puolitusalkion kohdalle. Mika¨li arvo oli suurempi,
siirreta¨a¨n vasen laita alkupera¨iseen puolitusindeksiin.
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Lehdelle on ma¨a¨ritetty minimitiheys ρh ja sen alkiot on levitetty tasaisesti. Toisin
sanoen jokaisen alkion vieressa¨ on noin 1/ρh tyhja¨a¨ indeksia¨. Kun hakuva¨li mah-
tuu ensimma¨isen kerran yhteen muistilohkoon, lisa¨a¨ muistihakuja ei ena¨a¨ tarvi-
ta. Haun muistisiirtovaativuus on luokkaa O(min( log
2 n
B





, log log n)). Minimifunktion ensimma¨inen termi tulee siita¨, ettei lehti-
solmun lohkoja tarvitse hakea muistiin kuin eninta¨a¨n kerran.
6.4 Tiheysrajojen valinta
Seka¨ lisa¨yksen etta¨ poiston tapauksessa ja¨tettiin ka¨sittelema¨tta¨ merkitta¨va¨ erikois-
tapaus: Enta¨ jos puun juurisolmukaan ei pysy rajojen sisa¨lla¨? Tapaukset ratkaistaan
luomalla uusi taulukko ja laskemalla lehtisolmujen koot, puun korkeus ja tiheysra-
jat uusiksi. Uuden taulukon koko valitaan kertomalla vanha koko sopivalla vakiolla
[BDFC05]. Esimerkki koonmuutoksesta lo¨ytyy kuvasta 17. Operaation muistisiirto-
vaativuus on luokkaa O(S/B) = O(n/B).
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Kuva 17: Yla¨osan rakenteeseen lisa¨ta¨a¨n arvo 13. Maksimitiheysrajat rikkoutuvat
joka tasolla, ja taulukkoa joudutaan kasvattamaan. Rakenteen kasvatuskerroin a on
2. Lehtisolmujen koot lasketaan uudelleen ja pyo¨risteta¨a¨n kahden potenssiksi. Jos
koko ei muuttuisi, tasoituspuun korkeus kasvaisi yhdella¨. Ta¨ssa¨ tapauksessa tasojen
ma¨a¨ra¨ ei kasva. Uusi taulukko on pilkottu kahtia tilasyista¨.
Valitaan suurennuskertoimeksi a = (1 + )/τ0, missa¨  > 0 on vakio. Ennen tau-
lukon kasvatusta rakenteessa on va¨hinta¨a¨n τ0S alkiota. Jotta kasvatuksen ja¨lkeen
pa¨tisi n/aS ≥ ρh, ta¨ytyy pa¨tea¨ τ0 ≥ ρha. Ta¨ma¨ ei kuitenkaan tuota ongelmia, silla¨
tiheysrajat voidaan valita muuten melko vapaasti. Rajoitus tarvitaan, jotta rakenne
pysyy varmasti luvatuissa tilavuusrajoissa.
Taulukon kasvatuksen ja¨lkeen rakenteessa on eninta¨a¨n S alkiota, kun S on alkupe-
ra¨isen taulukon koko. Ennen seuraavaa kasvatusta tarvitaan va¨hinta¨a¨n aSτ0 − S =
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S(aτ0 − 1) = S((1 + )− 1) = S = O(n) lisa¨ysta¨.
Va¨himmilla¨a¨n juuri kasvatetussa taulukossa on Sτ0 alkiota, missa¨ S on alkupera¨isen
taulukon koko. Ennen seuraavaa pienennysta¨ tarvitaan va¨hinta¨a¨n S(τ0 − aρ0) pois-
toa. Asettamalla entista¨ tiukempi vaatimus τ0 > ρ0a, saadaan tarvittavien poistojen
luokaksi O(S) = O(n).
Valitaan taulukon pienennyskertoimeksi 1/a. Pienennyksen ja¨lkeen rakenteessa on
va¨hinta¨a¨n Sρh alkiota, kun S on alkupera¨isen taulukon koko. Ennen seuraavaa pie-
nennysta¨ tarvitaan va¨hinta¨a¨n S(ρh−ρ0/a) poistoa. Kun valitaan a > ρ0/ρh, saadaan
taas vaadittujen poistojen luokaksi O(S) = O(n).
Edella¨ kuvatuissa tapauksissa taulukon koon muutokseen vaadittavat O(n/B) muis-
tisiirtoa voidaan tasoittaa niita¨ edelta¨ville operaatioille. Yksi tapaus ja¨i viela¨ ka¨sit-
telema¨tta¨: taulukon pienennys ja sen ja¨lkeen tuleva suurennus. Ta¨ssa¨ tapauksessa
kuitenkin suurennus voidaan ajatella kustannettavaksi pienennyksen yhteydessa¨. Ei
siis haittaa, vaikka suurennus tapahtuisi heti pienennyksen ja¨lkeen.
Kaikenkaikkiaan kertoimelle a ja tiheysrajoille ρ0, τ0 ja ρh saatiin ehdot a > 1/τ0,
τ0 > ρ0a seka¨ a > ρ0/ρh. Mika¨li valitaan esimerkiksi a = 2, saadaan ehdot τ0 > 0,5,
τ0 > 2ρ0 seka¨ ρh > ρ0/2. Rajoiksi voidaan siis valita vaikkapa ρ0 = 0,33, τ0 = 0,67
ja ρh = 0,20. Muistetaan lisa¨ksi, etta¨ τh = 1.
Rakenteen tiheysrajojen valinta vaikuttaa operaatioiden muistisiirtovaativuuteen va-
kiokertoimin. Lisa¨yksen tapauksessa tasoitusten keskima¨a¨ra¨inen muistisiirtovaati-
vuus muuttuu kertoimella 1
τh−τ0 =
1
1−τ0 . Vastaavasti poistojen tapauksessa tasoitus-
ten muistisiirtovaativuus riippuu kertoimesta 1
ρ0−ρh .
Tasoitusten lisa¨ksi tiheysrajat vaikuttavat rakenteen koonmuutosherkkyyteen. Mi-
ka¨li rakenteen alkioma¨a¨ra¨t heittelehtiva¨t suuresti, aiheuttavat liian tiukat tiheysra-
jat paljon turhia koonmuutoksia. Toisaalta esimerkiksi hakuoperaatio on nopeampi
tihea¨ssa¨ kuin va¨lja¨ssa¨ rakenteessa, joten kovin lo¨yha¨tkin rajat saattavat kostautua.
6.5 Optimointeja
Haun muistisiirtovaativuuspa¨a¨ttelysta¨ voidaan huomata seuraava asia: Benderin ym.
[BDFC05] kuvauksesta poiketen lehtisolmuun kohdistuvan lisa¨yksen yhteydessa¨ koh-
deosion tasoitusta ei tarvita. Riitta¨a¨, etta¨ solmun tyhjia¨ indekseja¨ ei siirrella¨. Ta¨llo¨in
bina¨a¨rihaun muistisiirtovaativuus ei voi ainakaan kasvaa lisa¨yksen johdosta. Kos-
ka solmu on tasoitettu va¨hinta¨a¨nkin rakenteen edellisen suurennuksen yhteydessa¨,
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muistisiirtovaativuusanalyysi pita¨a¨ yha¨.
Ka¨yta¨nno¨ssa¨ lehtisolmuun kohdistuva lisa¨ys voidaan hoitaa niin, etta¨ lisa¨tta¨va¨lle al-
kiolle etsita¨a¨n bina¨a¨rihaulla paikka lehdesta¨. Mika¨li paikka on ta¨ysi, etsita¨a¨n solmus-
ta la¨hin tyhja¨ indeksi vasemmalta tai oikealta. Ta¨ma¨n ja¨lkeen tiella¨ olevia alkioita
tyo¨nneta¨a¨n kohti tyhja¨a¨ indeksia¨, ja lisa¨tta¨va¨n alkion paikka ja¨a¨ vapaaksi.
Poiston yhteydessa¨ vastaavaa optimointia ei voida tehda¨ sellaisenaan. Mika¨li tasoi-
tusta ei suoriteta, voivat solmun alkiot ajautua pera¨kka¨isten lisa¨ysten ja poistojen
seurauksena alueen reunoille. Ta¨llo¨in bina¨a¨rihaku heikkenisi ka¨yta¨nno¨ssa¨ taulukon
la¨pika¨ymiseksi, eli luokkaan O(n/B).
Bina¨a¨rihaun tehokkuus saadaan sa¨ilyma¨a¨n pienella¨ lisa¨vaivalla. Merkita¨a¨n tasoituk-
sen sijaan alkio poistetuksi. Alkion avain ja¨teta¨a¨n kuitenkin paikoilleen. Na¨in bina¨a¨-
rihaut toimivat kuten ennenkin ja tasoituksista pa¨a¨sta¨a¨n eroon kokonaan. Ainoaksi
erikoistapaukseksi ja¨a¨ tilanne, jossa haluttu minimitiheysraja alittuu. Ta¨ma¨ voidaan
tarkastaa helposti pita¨ma¨lla¨ kirjaa rakenteeseen tallennettujen alkioiden ma¨a¨ra¨sta¨.
Rakenteen kokoa muutettaessa poistetut alkiot ha¨viteta¨a¨n lopullisesti. Muutoksen
myo¨ta¨ myo¨s tiheysrajojen valinta helpottuu hieman, silla¨ koko rakenteelle tarvitaan
ena¨a¨ yksi minimitiheysraja.
Poistojen optimointi ta¨ytyy ottaa huomioon lisa¨ysoperaatiossa. Uusi alkio voidaan
lisa¨ta¨ poistetuksi merkityn alkion pa¨a¨lle. Myo¨s lisa¨yksen yhteydessa¨ mahdollises-
ti tarvittavassa tyo¨nno¨ssa¨ poistettu alkio voi ja¨a¨da¨ toisen alkion alle. Tasoituksen
yhteydessa¨ kaikki alueen poistetuiksi merkityt alkiot on ha¨vitetta¨va¨ lopullisesti.
Pakatun muistin taulukon perusidea ei ole uusi. Saman tyyppisen rakenteen esitteli-
va¨t aikanaan Itai ym. [IKR81]. Myo¨hemmin Willard kehitti rakennetta eteenpa¨in ja
teki siita¨ epa¨tasoitetun version; ks. [Wil82], [Wil86] ja [Wil92]. Bender ym. esitteli-
va¨t myo¨hemmin rakenteesta yksinkertaisemman version [BCD+02]. Vaikka kyseiset
rakenteet ovat samantyyppisia¨ kuin pakatun muistin taulukko, ne eiva¨t takaa hyva¨a¨
muistisiirtovaativuutta lisa¨ys-, poisto- ja aluehakuoperaatioille.
7 COB-puut
B-puiden ongelmana on, etta¨ niiden tehokas toiminta vaatii hyvin valitun paramet-
rin b. Se ei myo¨ska¨a¨n optimoi muistisiirtoja kuin kahden muistihierarkian tason
va¨lilla¨. Benderin ym. [BDFC05] esitys ongelmien ratkaisuksi on COB-puu (cache-
oblivious B-tree), parametriton versio B-puusta. Alkupera¨inen tietorakenne on kui-
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tenkin melko monimutkainen. Ta¨ssa¨ esitella¨a¨n Kasheffin [Kas04] esitta¨ma¨ yksinker-
taisempi versio COB-puusta.
COB-puu koostuu kahdesta osasta: indeksipuusta ja ja¨rjestetysta¨ datataulukosta,
jossa varsinaiset data-alkiot sijaitsevat. Indeksipuuna toimii luvussa 3.4 kuvattu van
Emde Boas -ja¨rjestetty ta¨ydellinen bina¨a¨rihakupuu. Se vastaa loogisesti B+-puun
sisa¨solmuja. Datataulukkona ka¨yteta¨a¨n luvussa 6 kuvattua Benderin ym. [BDFC05]
kehitta¨ma¨a¨ pakatun muistin taulukkoa. Datataulukko vastaa idealtaan B+-puun leh-
tisolmuja.
Indeksipuuna toimiva bina¨a¨rihakupuu vastaa ulkoisesti pakatun muistin taulukon
kuvitteellista tasapainotuspuuta. Sen solmujen ajatellaan myo¨s vastaavan samaan
tapaan datataulukon eri osioita. Datataulukon osat vastaavat kuitenkin konkreetti-
sesti puun lehtia¨, eika¨ erillisia¨ lehtisolmuja tarvita. Kuhunkin sisa¨solmuun tallenne-
taan avaimeksi sen vasemman lapsen edustaman osion suurin arvo (ks. kuva 18).








Kuva 18: COB-puu, jossa datataulukko on jaettu nelja¨n alkion kokoisiin osiin. Leh-
tien minimitiheysraja on ρ3 = 0,25.
7.1 Haku
Hakuoperaatio alkaa oikean lehtisolmun etsimisella¨. Lehtisolmu lo¨ytyy suorittamalla
haku indeksipuussa. Tavallisesta hausta poiketen yhta¨suuruuden tapauksessa siirry-
ta¨a¨n solmun vasempaan lapseen. Na¨in haku pa¨a¨tyy aina lehteen.
Kun oikea lehtisolmu on lo¨ytynyt, etsita¨a¨n alkiota datataulukon lehtea¨ vastaavas-




, log log n)) koostuu hausta indeksipuussa ja hausta datataulu-
kossa.
Haun muistisiirtovaativuusluokka saadaan sievennettya¨ muotoon O(logB n), silla¨ in-
deksipuun haku dominoi aina jompaa kumpaa datataulukon vaativuusluokan ter-
meista¨: jos logB < logn
log logn






= o(1). Vaativuusluokka on siis sama kuin B+-puilla.
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7.2 Aluehaku
Aluehaku aloitetaan tavallisella haulla va¨lin alkupa¨a¨n arvolla. Kun va¨lin ensimma¨i-
nen alkio on lo¨ytynyt, ka¨yda¨a¨n datataulukkoa la¨pi. La¨pika¨ynti lopetetaan taulukon
loppuun tai ensimma¨iseen va¨lin loppupa¨a¨ta¨ suurempaan alkioon.
Operaation muistisiirtovaativuus koostuu hausta seka¨ datataulukon la¨pika¨ynnista¨.
Muistisiirtovaativuus on luokkaa O(logB n+(k/ρh)/B) = O(logB n+k/B). Edella¨ k
on va¨lille osuvien alkioiden ma¨a¨ra¨ ja ρh on COB-puun lehtisolmujen minimitiheyden
ma¨a¨ritteleva¨ vakio. Ta¨ssa¨kin pa¨a¨sta¨a¨n siis samaan asymptoottiseen vaativuusluok-
kaan B+-puiden kanssa.
7.3 Alkion lisa¨ys
Etsita¨a¨n taas ensin oikea datataulukon osa indeksipuun avulla ja tehda¨a¨n lisa¨ys da-
tataulukkoon. Mika¨li lisa¨ys ei vaadi tasoitusta datataulukossa, operaatio on valmis:
lehtisolmuun ei voida pa¨a¨tya¨ suuremmalla avaimella kuin siella¨ jo on. Toisin sanoen
indeksipuu on yha¨ ajantasalla.
Mika¨li datataulukkoa joudutaan tasoittamaan, myo¨s indeksipuuta on pa¨ivitetta¨va¨.
Pa¨ivitys tehda¨a¨n rakentamalla muuttunut alipuu uudestaan. Ka¨yta¨nno¨ssa¨ ta¨ma¨ voi-
daan hoitaa alipuun la¨pika¨ynnilla¨ ja¨lkija¨rjestyksessa¨. La¨pika¨ynti aloitetaan tasoitet-
tavaa osiota edustavasta solmusta u. Esimerkiksi seuraava aliohjelma kelpaa puun
pa¨ivitta¨miseen. Aliohjelma ottaa parametreikseen datataulukon A, solmun u seka¨
solmun u edustaman datataulukon osion ensimma¨isen ja viimeisen indeksin.
Pa¨ivita¨Puu(A, u, l, r)
1 i← (l + r − 1)/2
2 if vasenLapsi [u] 6= NIL then
3 Pa¨ivita¨Puu(A, vasenLapsi [u], l, i)
4 Pa¨ivita¨Puu(A, oikeaLapsi [u], i+ 1, r)
5 while A[i] = NIL do
6 i← i− 1
7 avain[u]← avain[A[i]]
Bender ym. [BDIW04] osoittavat van Emde Boas -ja¨rjestetyn N solmua sisa¨lta¨va¨n
puun la¨pika¨ymisen ja¨lkija¨rjestyksessa¨ vaativan O(N/B) muistisiirtoa. Pa¨ivitetta¨va¨n
alipuun koko vastaa tasoitettavan alueen osien ma¨a¨ra¨a¨. Puun pa¨ivitys ja¨a¨kin siis
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tasoitetulta muistisiirtovaativuudeltaan datataulukon tasoituksen muistisiirtovaati-
vuuden jalkoihin (ks. luku 6.1).
Lisa¨yksen muistisiirtovaativuus koostuu hausta indeksipuussa, lisa¨yksesta¨ datatau-
lukkoon seka¨ indeksipuun pa¨ivityksesta¨. Operaation tasoitettu kokonaismuistisiirto-





Poisto-operaatio voidaan toteuttaa hyvin samaan tapaan kuin lisa¨yskin: Haetaan
oikea lehti indeksipuun avulla, suoritetaan poisto datataulukossa ja pa¨iviteta¨a¨n in-
deksipuu. Indeksipuuta ei kuitenkaan tarvitse pa¨ivitta¨a¨, mika¨li pelka¨n lehtisolmun
tasoitus riitta¨a¨. Vaikka poistettava alkio olisikin ollut avaimeltaan osan suurin, in-
deksipuun haut toimivat edelleen oikein.
Poiston tasoitettu muistisiirtovaativuus on lisa¨ysta¨ vastaavalla pa¨a¨ttelylla¨ samaa
luokkaa O(logB n +
log2 n
B
). Vaativuus paranee mika¨li poiston yhteydessa¨ luovutaan
datataulukon tasoituksista luvussa 6.5 kuvatun optimoinnin mukaisesti. Ta¨llo¨in pois-
ton tasoitettu muistisiirtovaativuus on O(logB n). Se on siis vaativuudeltaan haun
luokkaa, tosin vain tasoitetusti. Ero hakuun tulee toisinaan tarvittavista rakenteen
pienennyksista¨.
8 Dynaamisten hakupuiden tulokset
Ta¨ssa¨ luvussa esitella¨a¨n seka¨ analysoidaan COB-puulle ja B+-puulle suoritettujen
testien tuloksia. Itse toteutettujen rakenteiden lisa¨ksi testeissa¨ on verrokkina Oraclen
Berkeley DB -tietokanta [Ora]. Berkeley DB -tietokanta soveltuu kohtuullisen hyvin
verrokiksi, silla¨ se ka¨ytta¨a¨ avain-arvo-paradigmaa kyselykielten sijaan. Lisa¨ksi tie-
tokantaa ajetaan samassa prosessissa testiohjelman kanssa, joten prosessien va¨lisen
kommunikaation tuomilta hidastuksilta va¨ltyta¨a¨n.
Aliluvussa 8.1 ka¨yda¨a¨n la¨pi testiympa¨risto¨ ja -asetelmat. Tulokset ja analyysit on
jaettu aliluvuiksi operaatioittain. Aliluvussa 8.2 ka¨sitella¨a¨n lisa¨ysoperaation nopeut-
ta eri rakenteissa. Aliluvussa 8.3 ka¨sitella¨a¨n hakujen nopeutta ja aliluvussa 8.4 pois-
tojen nopeutta.
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8.1 Testiasetelma ja -ympa¨risto¨
Testeissa¨ on ka¨ytetty verrokkeina kahta Berkeley DB:n toteuttamaa taustatietora-
kennetta: B-puuta ja hajautustaulua. B-puu-taustarakenne on luultavasti nimesta¨a¨n
huolimatta jonkinlainen B-puun muunnos, eika¨ tavanomainen B-puu. Tietokannasta
on ka¨yto¨ssa¨ versio 4.8.30.
Tietorakenteiden ja testien toteutuskieli on luvun 4 rakenteiden tapaan D. Berkeley
DB -tietokannan testiohjelma on kuitenkin kirjoitettu C-kielella¨. Seka¨ B+-puu, et-
ta¨ COB-puu on toteutettu ka¨ytta¨en muistiinkuvattuja tiedostoja. Luvun 4 testien
tapaan kaikki testit on toistettu kolmeen kertaan ja tuloksista on valittu pisteitta¨in
nopein.
Testilaitteisto ja -ympa¨risto¨ ovat liki samat kuin staattisten puiden testeissa¨. Ero-
na aiempaan ka¨yto¨ssa¨ olevan keskusmuistin ma¨a¨ra¨ on rajoitettu 128 megatavuun
Linux-ytimen mem-ka¨ynnistysparametrilla. Samalla testeissa¨ ka¨ytetta¨vien avainten
koko on kasvatettu kahdeksasta tavusta 504 tavuun. Avaimiin liitetta¨va¨t arvot ovat
testeissa¨ kooltaan 8 tavua, joten avain-arvoparin yhteiskoko on 512 tavua. Koska
B+-puun sisa¨iset viitteet ovat myo¨s kooltaan 8 tavua, ovat B+-puun sisa¨solmujen
avain-viiteparitkin kooltaan 512 tavua. Muutokset keskusmuistin ma¨a¨ra¨a¨n ja avain-
kokoon on tehty, jotta keskusmuistia suuremmilla aineistoilla suoritettavat testit
eiva¨t kesta¨isi liian pitka¨a¨n.
8.2 Lisa¨ykset
Lisa¨ysoperaation tehokkuutta testattiin kahdella erilaisella testidatalla: uniikeilla
satunnaisavaimilla seka¨ aidosti kasvavilla avaimilla. B+-puita testattiin kolmella eri
solmukoolla: b = 31, b = 63 ja b = 127. Na¨ista¨ ka¨yteta¨a¨n jatkossa nimia¨ b-puu-31,
b-puu-63 ja b-puu-127.
B+-puiden tapaan COB-puita testattiin eri kokoisilla lehtisolmuilla: Benderin ym.
[BDFC05] valinnalla Θ(logS) ja Kassheffin [Kas04] valinnalla Θ(log2 S). Molemmis-
sa lausekkeissa S on rakenteen datataulukon koko. Testirakenteissa solmukoot las-
ketaan kaksikantaisina logaritmeina ilman kertoimia tai muita termeja¨. Saatu arvo
pyo¨risteta¨a¨n la¨himpa¨a¨n kahden potenssiin.
Eri solmukokojen lisa¨ksi COB-puita testattiin kolmella eri juurisolmun maksimiti-
heysarvolla: τ0 = 0,33, τ0 = 0,50 ja τ0 = 0,67. Kaikilla COB-puilla datataulukon





















Kuva 19: Satunnaisessa ja¨rjestyksessa¨ suoritettujen lisa¨ysten kumulatiivinen kesto.
Vaaka-akselin arvot kuvaavat lisa¨ttyjen alkioiden ma¨a¨ra¨a¨. Aikayksikko¨na¨ sekunti.
pieni-τ0 ja cob-suuri-τ0, missa¨ pieni ja suuri viittaavat solmukoon valintaan ja τ0 on
ka¨ytetty juurisolmun maksimitiheysarvo.
Satunnaislisa¨ysten tapauksessa verrokkina toiminut Berkeley DB ja¨a¨ joukon ha¨nnil-
le. Hajautustaulutoteutus (jatkossa bdb-hajautus) on selva¨sti joukon hitain kaikilla
alkioma¨a¨rilla¨ (ks. kuva 19). Myo¨s tietokannan B-puutoteutus (jatkossa bdb-b-puu)
on merkitta¨va¨sti B+-puita ja COB-puita hitaampi. Ainakin bdb-b-puun hitaus se-
littynee pitka¨lti tietokannan suuremmalla geneerisyydella¨ ja hieman suuremmalla
muistinkulutuksella.
Erot B+-puiden ja COB-puiden va¨lilla¨ ovat satunnaisilla lisa¨yksilla¨ melko pienia¨.
Suurilehtisten COB-puiden datataulukon kasvatukset na¨kyva¨t kuvaajassa selvina¨
portaina 110 000 ja 220 000 alkion paikkeilla. Pienilehtisilla¨ COB-puilla kasvatukset
meneva¨t hieman eri tahteja. Parametrien vaikutus nopeuteen on molemmilla raken-
teilla va¨ha¨ista¨. B+-puun kohdalla solmukoon kasvattaminen kuitenkin nopeuttaa
lisa¨ysoperaatiota va¨henevien solmunhalkaisujen ansiosta.




















Kuva 20: Kasvavassa ja¨rjestyksessa¨ suoritettujen lisa¨ysten kumulatiivinen kesto.
Vaaka-akselin arvot kuvaavat lisa¨ttyjen alkioiden ma¨a¨ra¨a¨. Aikayksikko¨na¨ sekunti.
rilla puilla. Puiden kasvaessa pienempilehtiset COB-puut meneva¨t kuitenkin koko
joukon ka¨rkeen. Ero johtunee indeksipuun ja bina¨a¨rihaun nopeuserosta: pienileh-
tisissa¨ puissa indeksipuu on korkeampi, mutta haku lehden sisa¨lla¨ on nopeampaa
kuin suurilehtisilla¨ puilla. Molemmilla solmuko’oilla suuremmat maksimitiheysra-
jat auttavat hieman, silla¨ rakenne pysyy pienempa¨na¨ ja levyhakuja tarvitaan siksi
va¨hemma¨n.
Kuvasta 20 na¨hda¨a¨n tilanteen muuttuvan melkoisesti, kun avaimia lisa¨ta¨a¨n kasvavas-
sa ja¨rjestyksessa¨. Kuvasta on ja¨tetty pois bdb-hajautus, joka ei hyo¨dynna¨ lisa¨ysten
paikallisuutta ja ja¨a¨ joukon hitaimmaksi huomattavan suurella marginaalilla. Myo¨s
pienilehtisten COB-puiden sijoitukset romahtavat niiden pudotessa joukon ha¨nnille.
Testin selvia¨ voittajia ovat B+-puut, jotka selvia¨va¨t joukon nopeimmiksi kaikilla
alkioma¨a¨rilla¨. Myo¨s bdb-b-puu suoriutuu hyvin. B-puuvarianttien nopeus selittyy
silla¨, etta¨ ne hyo¨dynta¨va¨t lisa¨ysten paikallisuutta eritta¨in tehokkaasti: seka¨ haku-
vaihe etta¨ solmujen pilkkominen ovat hyvin paikallisia ja pera¨tta¨iset lisa¨ykset seu-
raavat yleensa¨ samaa polkua. Ilmeisesti juuri operaatioiden paikallisuudesta johtuen
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b-puu-127 ja¨a¨ puun kasvaessa hieman ja¨lkeen pienempisolmuisista versioista: suuren
solmun pilkkominen on hitaampaa kuin pienen.
Suurilehtiset COB-puut pa¨rja¨a¨va¨t kasvavia avaimia lisa¨tta¨essa¨ kohtuullisesti raken-
teiden mahtuessa keskusmuistiin. Ta¨ma¨n ja¨lkeen bdb-b-puu menee na¨ista¨ ohi, kun
COB-puiden koot tuplataan. Itseasiassa bdb-b-puu ka¨y COB-puiden edella¨ jo aiem-
min kuudenkymmenentuhannen alkion paikkeilla. Myo¨s ensimma¨inen ohitus johtuu
siita¨, etta¨ COB-puiden koot on juuri tuplattu.
COB-puiden suhteellisen heikko menestys selittyy pa¨a¨asiassa rakenteen kasvatuksil-
la. Na¨ma¨ na¨kyva¨tkin kuvaajissa erityisen vahvasti, silla¨ rakenne hyo¨dynta¨a¨ muuten
lisa¨ysten paikallisuutta tehokkaasti. Paikallisuuden ansiosta kolmensadantuhannen
alkion lisa¨ys vie suurilehtisilta¨ COB-puilta alta kuudesosan satunnaisja¨rjestyksessa¨
ka¨ytettyyn aikaan na¨hden. B+-puilla vastaava suhdeluku on tosin alle 1/35 eli viela¨
huomattavasti parempi.
Pienilehtisilla¨ COB-puilla suuren indeksipuun ylla¨pito muodostuu hidastavaksi te-
kija¨ksi. Koska lisa¨ykset ovat hyvin paikallisia, haluttu datataulukon osa on yleensa¨
valmiiksi muistissa ja sen pa¨ivitys on nopeaa. Na¨in ollen indeksipuun pa¨ivityksen
osuus korostuu kuvaajassa. Lisa¨ksi pieni solmukoko tarkoittaa usein tehta¨via¨ ta-
soituksia datataulukossa, mika¨ lisa¨a¨ osaltaan indeksipuun pa¨ivitystarvetta. Koska
tiheysrajat myo¨s tiukkenevat puussa noustaessa, puut eiva¨t pysy yhta¨ ta¨ysina¨ kuin
suurempilehtiset COB-puuversiot.
Tiheysparametrien vaikutus on COB-puilla hyvin samantyyppinen kuin satunnais-
lisa¨yksilla¨kin: tiiviimma¨t rakenteet toimivat taas va¨ljempia¨ nopeammin. Vaikutus
na¨kyy selva¨na¨ pienilehtisilla¨ COB-puilla, joiden kasvatusajankohdat poikkeavat toi-
sistaan merkitta¨va¨sti.
8.3 Haut
Hakuoperaatioita testattiin satunnaisilla puusta lo¨ytyvilla¨ avaimilla erikokoisissa
puissa (ks. kuva 21). Verrokkeina toimivat bdb-b-puu ja bdb-hajautus ja¨a¨va¨t selva¨s-
ti ja¨lkeen muista rakenteista pienten puiden kohdalla. Suurissa puissa ne kuitenkin
pa¨a¨seva¨t johtoon. Mahdollinen syy nopeusetuun voisi lo¨ytya¨ muistinka¨yto¨sta¨: B+-
puu ja COB-puu ka¨ytta¨va¨t muistiinkuvattuja tiedostoja ja ja¨tta¨va¨t keskusmuistin
hyo¨dynta¨misen ka¨ytto¨ja¨rjestelma¨n huoleksi. Berkeley DB sen sijaan hoitanee muis-
tinka¨sittelyn itse. Myo¨s rakenteiden optimoinnin tasossa on luultavasti eroja.

























Kuva 21: Yksitta¨isen satunnaishaun kesto erikokoisissa puissa. Vaaka-akselin arvot
kuvaavat puun avainten ma¨a¨ra¨a¨. Aikayksikko¨na¨ millisekunti.
rilla alkioma¨a¨rilla¨. Niiden pahin heikkous ovat koonmuutoksiin liittyva¨t piikit ha-
kuajoissa. Piikkeja¨ ei esiinny suurilehtisilla¨ COB-puilla, joten ongelma liittynee suu-
reen indeksipuuhun: ka¨ytto¨ja¨rjestelma¨ ei va¨ltta¨ma¨tta¨ pida¨ juuri luotua indeksipuu-
ta suurelta osin keskusmuistissa. Tilanne kuitenkin paranee, kun alkioma¨a¨ra¨ taas
kasvaa.
Toinen pienilehtisten COB-puiden piikkeja¨ selitta¨va¨ tekija¨ voisi liittya¨ lehtisolmuissa
tehta¨va¨a¨n bina¨a¨rihakuun. Rakenteen ollessa va¨ljimmilla¨a¨n to¨rma¨ta¨a¨n bina¨a¨rihaussa
useimmin tyhjiin indekseihin. Lehtien ta¨yttyessa¨ bina¨a¨rihaku nopeutuu, kun suu-
rempi osa indekseista¨ on ka¨yto¨ssa¨. Ilmio¨n vaikutus on aiemmin mainitusta tiheyse-
rosta johtuen suurempi pienilehtisilla¨ kuin suurilehtisilla¨ COB-puilla. Ilmio¨n ka¨yta¨n-
no¨n merkitysta¨ vastaan puhuu kuitenkin se, etta¨ piikit ovat hyvin samankorkuisia
tiheysrajoista riippumatta.
Suurilehtiset COB-puut ja B+-puut pa¨rja¨a¨va¨t testissa¨ suunnilleen yhta¨ hyvin: COB-
puiden nopeus muuttuu ka¨yta¨nno¨ssa¨ ainoastaan rakenteen koonmuutosten yhtey-
dessa¨. Pienilehtisten COB-puiden piikkeja¨ ei ole havaittavissa. B+-puun tapaukses-
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sa nopeus muuttuu tasaisemmin puun kasvaessa, vaikkakin eniten puun korkeuden
kasvaessa. Suurilehtiset COB-puut ja¨a¨va¨t hieman ja¨lkeen B+-puista juuri rakenteen
kasvatuksen ja¨lkeen, mutta meneva¨t edelle ennen seuraavaa kasvatusta.
Lisa¨ystestien tapaan B+-puun solmukoko vaikuttaa vain melko va¨ha¨n operaatioi-
den nopeuteen. Suuren solmukoon etu on kuitenkin selva¨sti havaittavissa kaikilla
paitsi suurimmilla alkioma¨a¨rilla¨. Molemmilla COB-puun solmuko’oilla juurisolmun
maksimitiheysrajan kasvattaminen auttaa hakunopeuteen, koska rakenteet pysyva¨t
ta¨ydempina¨ ja pienempina¨.
8.4 Poistot
Lisa¨ysten tapaan myo¨s poistoja testattiin seka¨ satunnaisja¨rjestyksessa¨ etta¨ kasva-
vassa ja¨rjestyksessa¨. COB-puun osalta testit suoritettiin kolmella eri datataulukon
minimitiheysarvolla: ρ = 0,20, ρ = 0,25 ja ρ = 0,30. Testauksen nopeuttamiseksi
puilla on myo¨s eri juurisolmun maksimitiheysrajat. Erojen ei kuitenkaan pita¨isi vai-
kuttaa havaittavasti testituloksiin, silla¨ kaikki rakenteet ovat alkutilanteessa saman
kokoisia ja sisa¨lta¨va¨t samat alkiot. Ainoiksi eroiksi ja¨a¨va¨t siis tyhjien paikkojen si-
jainnit datataulukossa ja na¨iden vaikutus indeksipuun avaimiin. Kaikilla COB-puilla
on ka¨yto¨ssa¨a¨n sama pienennyskerroin 1/a = 0,5.
Poistotesteissa¨ kuvien vaaka-akselit kuvastavat puun alkioiden ma¨a¨ra¨a¨ kussakin tes-
tin vaiheessa. Pystyakselit vuorostaan kertovat puun tyhjenta¨miseen kuluneen ajan.
Ensimma¨inen arvo on siis testin kokonaisaika ja viimeinen vuorostaan viimeisen
kymmenentuhannen alkion poistamiseen ka¨ytetty aika.
Satunnaispoistojen kohdalla pienilehtiset COB-puut ovat testin nopeimpia pienim-
pia¨ alkioma¨a¨ria¨ lukuunottamatta (ks. kuva 22). Suurilehtisiin COB-puihin na¨hden
niilla¨ on etunaan myo¨s satunnaislisa¨yksissa¨ auttanut indeksipuun ja bina¨a¨rihaun
nopeusero. Etu korostuu, silla¨ toteutuksissa on luvussa 6.5 mainitulla optimoinnil-
la pa¨a¨sty eroon poiston yhteydessa¨ vaadittavista tasoituksista. Indeksipuuta ei siis
tarvitse muokata kuin rakenteen pienennyksen yhteydessa¨.
Pienilehtisten COB-puiden ja¨lkeen seuraavaksi nopein rakenne on bdb-hajautus,
kunhan tyhjennetta¨va¨ puu on riitta¨va¨n suuri (ks. kuva 22). Hajautuksella on ta¨ssa¨
kaksikin etua puurakenteisiin na¨hden: Ensinna¨kin hajautustaulujen pa¨ivitysoperaa-
tiot vaativat tasoitetusti vain O(1) muistisiirtoa. Poiston yhteydessa¨ ta¨ha¨n saadaan
myo¨s tiukaksi yla¨rajaksi O(1), mika¨li rakennetta ei pienenneta¨ alkioiden va¨hetessa¨.

























Kuva 22: Satunnaisessa ja¨rjestyksessa¨ suoritettujen poistojen kesto. Vaaka-akselin
arvot kuvaavat puussa ja¨ljella¨ olevien alkioiden ma¨a¨ra¨a¨. Aikayksikko¨na¨ sekunti.
tima muistisiirtoma¨a¨ra¨ kasvaa hyva¨lla¨ hajautusfunktiolla vain rakenteen tiheyden
funktiona. Ta¨ma¨n ansiosta poisto-operaation keskima¨a¨ra¨inen muistisiirtovaatimus
ei kasva asymptoottisesti alkioita lisa¨tta¨essa¨, jos rakennetta kasvatetaan aina tihey-
den kasvaessa jonkin rajan yli.
Hajautuksen tehokkuudesta huolimatta suurilehtisetkin COB-puut ja¨a¨va¨t vain va¨-
ha¨n ja¨lkeen bdb-hajautuksesta. Na¨ista¨ cob-suuri-0,30 menee bdb-hajautuksen edel-
le jo melko pian alkioiden va¨hetessa¨. Lo¨yhempirajaisilla COB-puilla ohitus tapah-
tuu vasta alkioiden huvettua selva¨sti enemma¨n. Minimitiheysrajan tiukentaminen
nopeuttaa tyhjennysta¨ aiemmin tapahtuvien rakenteen pienennysten ansiosta: pie-
nessa¨ rakenteessa poistot ovat nopeampia kuin suuressa. Ka¨yta¨nno¨n tilanteissa lii-
an tiukka minimitiheysraja saattaisi kuitenkin johtaa turhiin koonmuutoksiin al-
kioma¨a¨rien heilahdellessa. Pienilehtisilla¨ COB-puilla tiheysparametrin vaikutus on
vastaava, mutta lievempi.
COB-puiden tyhjennykseen kuluva aika kasvaa bdb-hajautuksen tapaan hyvin li-




















Kuva 23: Kasvavassa ja¨rjestyksessa¨ suoritettujen poistojen kesto. Vaaka-akselin ar-
vot kuvaavat puussa ja¨ljella¨ olevien alkioiden ma¨a¨ra¨a¨. Aikayksikko¨na¨ sekunti.
kuvaajassa taas selvina¨ portaina. B+-puilla poistot ovat sen sijaan nopeimmillaan
pienimmissa¨ ja suurimmissa puissa ja selva¨sti hitaampia a¨a¨ripa¨iden va¨lilla¨.
Eri solmukokoja ka¨ytta¨vien B+-puiden keskina¨inen ja¨rjestys ka¨a¨ntyy 170 000 alkion
paikkeilla. Suurilla alkioma¨a¨rilla¨ solmukoon kasvattaminen vain hidastaa poistoja.
Ta¨ma¨ johtunee solmujen va¨lisen alkioiden siirtelyn hintavuudesta: solmukoon kas-
vaessa sisarussolmujen tasaamiseen tarvitaan kasvava ma¨a¨ra¨ muistisiirtoja. Keskus-
muistiin mahduttaessa puurakenteen pa¨ivitta¨minen muodostunee vuorostaan pul-
lonkaulaksi. Ta¨llo¨in suureen solmukokoon liittyva¨ puun mataluus parantaa tehok-
kuutta.
B+-puista poiketen bdb-b-puu ka¨ytta¨ytyy satunnaispoistotestissa¨ melko tasaisesti.
Pienemmilla¨ puilla rakenne ja¨a¨ selva¨sti joukon ha¨nnille, mutta alkioma¨a¨rien kasvaes-
sa bdb-b-puu ohittaa kaikki testin B+-puut ja pa¨a¨see la¨helle suurilehtisten COB-
puiden nopeutta. Ka¨ytta¨ytyminen saattaa olla joko ominaista Berkeley DB:n ka¨yt-
ta¨ma¨lle B-puuvariantille tai johtua esimerkiksi B+-puutoteutuksista poikkeavasta
solmujentasauslogiikasta.
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Kun alkiot poistetaan rakenteista avaimen mukaan kasvavassa ja¨rjestyksessa¨, ka¨a¨n-
tyy tilanne taas perinteisempien B-puuvarianttien eduksi. Hajautukseen perustuva
bdb-hajautus ei hyo¨dynna¨ operaatioiden paikallisuutta, eika¨ siksi ole mukana ver-
tailussa. Kaikenkaikkiaan tilanne vastaa hyvin pitka¨lti pera¨tta¨islisa¨ysten tapausta,
kuten na¨hda¨a¨n vertaamalla kuvia 23 ja 20. COB-puut ovat taas koonmuutosten ko-
rostumisen takia joukon ha¨nnilla¨ B+-puiden dominoidessa liki kaikilla alkioma¨a¨rilla¨.
Ehka¨ silmiinpista¨vin asia kuvassa 23 on tiheysparametrilla ρ = 0,20 varustettujen
COB-puiden hitaus. Heikko suoritus johtuu molemmilla la¨hinna¨ siita¨, etta¨ ensim-
ma¨inen rakenteen pienennys tehda¨a¨n vasta hyvin myo¨ha¨a¨n. Ero tiukkarajaisempiin
COB-puihin on kuitenkin ylla¨tta¨va¨n suuri, kun muissa testeissa¨ tiheysparametrien
vaikutus on ollut suhteellisen pieni.
COB-puiden ka¨ytta¨ytyminen on pera¨tta¨ispoistojen tapauksessa muutenkin aiem-
mista testeista¨ poikkeavaa: suurilla puilla cob-suuri-0,25 pa¨rja¨a¨ tiukkarajaisempaa
cob-suuri-0,30-puuta paremmin. Sama pa¨tee myo¨s puille cob-pieni-0,25 ja cob-pieni-
0,30. Tulos on ollut myo¨s toistettavissa, silla¨ ja¨rjestys on toteutunut kaikilla testi-
kierroksilla. Ja¨rjestys on pa¨invastainen kuin satunnaispoistojen tapauksessa. Hieman
vastaava vaihto tapahtuu kuitenkin myo¨s satunnaislisa¨ysten tapauksessa puiden cob-
pieni-0,33 ja cob-pieni-0,50 va¨lilla¨.
8.5 Muiden tuloksia
Parametrittomia hakupuita on testattu aiemminkin. Kassheff [Kas04] on suoritta-
nut testeja¨ esiteltya¨ vastaavalle COB-puurakenteelle. Juurisolmun maksimitiheyspa-
rametri on na¨issa¨ testeissa¨ τ0 = 0,5 ja koonmuutoskerroin a = 2. Avainten koko on
520 tavua. Testeissa¨ tutkitaan vain lisa¨ysoperaatioiden nopeutta.
Keskusmuistiin mahtuvan 40 000 alkion lisa¨a¨minen satunnaisja¨rjestyksessa¨ vie COB-
puulta noin 48 % verrokkina toimineen B-puun ka¨ytta¨ma¨sta¨ ajasta. Ja¨rjestyksessa¨
lisa¨tta¨essa¨ COB-puu ja¨a¨ ja¨lkeen ja ka¨ytta¨a¨ noin 39 % enemma¨n aikaa kuin B-puu.
Kun alkioita lisa¨ta¨a¨n 160 000, eiva¨t rakenteet mahdu ena¨a¨ keskusmuistiin. Ta¨llo¨in
COB-puu ka¨ytta¨a¨ satunnaislisa¨yksiin vain 32 % B-puun ka¨ytta¨ma¨sta¨ ajasta. Pera¨t-
ta¨isja¨rjestyksessa¨ B-puu vie taas voiton ja COB-puu ka¨ytta¨a¨ yli 3,2 kertaisen ajan
B-puuhun na¨hden. Kuitenkaan edes B-puu ei aivan pa¨rja¨a¨ verrokkina toimineelle
Berkeley DB:lle.
Erot Kassheffin ja omien tuloksieni va¨lilla¨ johtunevat toteutusyksityiskohdista seka¨
rakenteiden optimointitasoista. Kassheff ei myo¨ska¨a¨n kerro tarkemmin millaista B-
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puuvarianttia verrokkina ka¨yteta¨a¨n. Myo¨s testiympa¨risto¨t ja esimerkiksi ka¨ytetyt
ka¨a¨nta¨ja¨versiot voivat vaikuttaa tuloksiin.
Myo¨s Brodal ym. [BFJ02] ovat testanneet omaa parametritonta hakupuutaan. Ra-
kenne perustuu siihen, etta¨ dynaaminen hakupuu sisa¨llyteta¨a¨n ta¨ydelliseen staatti-
seen hakupuuhun. Dynaamisen hakupuun korkeus saa poiketa korkeintaan vakiolla
saman kokoisen ta¨ydellisen hakupuun korkeudesta. Staattisena puuna voidaa ka¨yt-
ta¨a¨ esimerkiksi van Emde Boas -ja¨rjestykseen tallennettua puuta.
Brodal ym. eiva¨t vertaa rakennettaan B-puuhun. Sen sijaan he ka¨ytta¨va¨t erilai-
sia staattisia hakupuita, joita vertaillaan keskena¨a¨n. Lisa¨ystesteissa¨ van Emde Boas
-ja¨rjestys pa¨rja¨a¨ a¨a¨rimma¨isen hyvin: keskusmuistissa se kilpailee tasava¨kisesti le-
veyssuuntaisen ja¨rjestyksen kanssa ja kiintolevylle jouduttaessa staattisen B-puun.
Toisin sanoen van Emde Boas -ja¨rjestys on aina va¨hinta¨a¨n ka¨rjen tuntumassa. Har-
mi kylla¨ Brodalin ym. testit eiva¨t paljasta kuinka hyvin heida¨n hakurakenteensa
pa¨rja¨isi perinteisille B-puutoteutuksille.
9 Yhteenveto
Tyo¨ssa¨ esiteltiin lyhyesti eri algoritmien suunnittelumalleja. Na¨ista¨ ulkoisen muis-
tin mallia seka¨ ideaalisen va¨limuistin mallia ka¨ytettiin esiteltyjen tietorakenteiden
analyysissa¨. Ideaalisen va¨limuistin mallia sovelletaan parametrittomien algoritmien
ja tietorakenteiden suunnitteluun. Ulkoisen muistin malli on sen sijaan tarkoitet-
tu mallin parametrit tieta¨ville algoritmeille. Parametrittomien algoritmien etuna on
niiden hyva¨ siirretta¨vyys ja koko muistihierarkian automaattinen hyo¨dynta¨minen.
Pa¨a¨aiheena tyo¨ssa¨ olivat mainittuihin suunnittelumalleihin perustuvat staattiset ja
dynaamiset hakupuut. Staattisista rakenteista esiteltiin leveyssuuntaiseen ja¨rjestyk-
seen, esija¨rjestykseen ja van Emde Boas -ja¨rjestykseen tallennetut bina¨a¨rihakupuut
seka¨ staattinen B-puu. Keskusmuistiin mahduttaessa voiton veiva¨t kaikkein yksin-
kertaisimmat puut: leveyssuuntaiseen ja¨rjestykseen tallennettu bina¨a¨rihakupuu seka¨
staattiset B-puut. Leveyssuuntaisen ja¨rjestyksen etuna on nimensa¨ mukainen lohko-
jen leveyssuuntaisuus, minka¨ ansiosta puun yla¨osa pysyy va¨limuistissa. Sama pa¨tee
pienemma¨ssa¨ ma¨a¨rin myo¨s pienisolmuisille staattisille B-puille.
Myo¨s esija¨rjestykseen ja van Emde Boas -ja¨rjestykseen tallennetut bina¨a¨ripuut pa¨r-
ja¨siva¨t hyvin kilvassa, kun puut eiva¨t ena¨a¨ mahtuneet keskusmuistiin. Sen sijaan le-
veyssuuntaiseen ja¨rjestykseen tallennettu bina¨a¨ripuu ja¨i selva¨sti joukon hitaimmak-
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si. Suurten staattisten hakupuiden kohdalla muistisiirtojen minimointi on tulosten
perusteella eritta¨in hyo¨dyllista¨. Parametrittomat rakenteet voivat myo¨s olla kilpai-
lukykyisia¨ perinteisiin parametrillisiin ratkaisuihin na¨hden. Lisa¨ksi huomataan, etta¨
on edullista pita¨a¨ mahdollisimman korkea yla¨puu rakenteesta aina keskusmuistissa.
Dynaamisista rakenteista tyo¨ssa¨ esiteltiin B-puun ehka¨ yleisin muunnos, B+-puu,
seka¨ parametriton B-puu, COB-puu. Molempia testattiin eri parametreilla: B+-puita
testattiin kolmella eri solmukoolla ja COB-puita kahdella solmukoonlaskukaavalla ja
kolmilla tiheysrajaparametreilla. Satunnaisoperaatioilla COB-puut pa¨rja¨siva¨t seka¨
lisa¨yksissa¨, poistoissa etta¨ hauissa hyvin B-puille: pienilehtiset COB-puut voittivat
na¨ma¨ suurilla alkioma¨a¨rilla¨ kaikissa kategorioissa.
B+-puut olivat omimmillaan kasvavassa ja¨rjestyksessa¨ suoritetuissa lisa¨ys- ja poisto-
operaatioissa. Niissa¨ kaikki B+-puut voittivat COB-puiden lisa¨ksi verrokkina olleen
Berkeley DB -tietokannan selva¨lla¨ marginaalilla. Erityisesti pienilehtiset COB-puut
pa¨rja¨siva¨t huonosti pera¨tta¨isoperaatioissa indeksipuun pa¨ivitta¨miseen liittyva¨n yl-
la¨pitotyo¨n takia. Suurilehtiset COB-puut pa¨rja¨siva¨t testeissa¨ kohtuullisen hyvin kai-
killa paitsi suurimmilla alkioma¨a¨rilla¨.
Testitulokset osoittavat COB-puiden olevan satunnaisoperaatioilla hyvin kilpailuky-
kyisia¨ parametrillisille hakurakenteille. Erityisesti paljon poistoja ja hakuja tehta¨essa¨
pienilehtiset COB-puut ovat elementissa¨a¨n. Ta¨llainen tilanne syntyy esimerkiksi, mi-
ka¨li kaikki rakenteeseen tallennettava data on jo valmiiksi olemassa ja ja¨rjestyksessa¨.
COB-puu saadaan luotua yksinkertaisesti rakentamalla datan sisa¨lta¨va¨lle taulukolle
indeksipuu. Myo¨s B+-puu voidaan rakentaa helposti ja¨rjestetysta¨ datasta lisa¨a¨ma¨tta¨
alkioita puuhun yksi kerrallaan.
Kilpailukykyisen nopeuden lisa¨ksi COB-puilla on etunaan parametrittomuudesta
johtuva hyva¨ siirretta¨vyys. Vaikka eri solmukoon B+-puut pa¨rja¨siva¨tkin testeissa¨
suunnilleen yhta¨ hyvin, ta¨ytyisi solmukoko valita uudelleen siirrytta¨essa¨ lohkokool-
taan merkitta¨va¨sti erilaiseen muistihierarkiaan. Myo¨s olemassa olevan tietoraken-
teen siirta¨minen ympa¨risto¨sta¨ toiseen on hankalaa, silla¨ solmukoon muuttaminen
vaatii koko puun rakentamisen uudelleen. COB-puiden tiheysparametreja voidaan
sen sijaan muuttaa helposti lennossa ja lehtien kokoakin indeksipuun rakennuksen
yhteydessa¨.
COB-puihin ja yleisemmin parametrittomiin hakurakenteisiin liittyy useita avoimia
tutkimuskohteita. Yksi merkitta¨va¨ pa¨a¨ma¨a¨ra¨ olisi kehitta¨a¨ myo¨s pahimman tapauk-
sen tyo¨- ja muistisiirtovaativuuksiltaan hyva¨ parametriton hakurakenne. COB-puun
tapauksessa lisa¨yksille ja poistoille annetaan vain operaatiojonon yli tasoitetut vaa-
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tivuusluokat. Myo¨s van Emde Boas -indeksien laskenta-algoritmin optimointi voisi
tehostaa erityisesti keskusmuistiin mahtuvia rakenteita.
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