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Abstract
This is the writeup for TASI–04 lectures on Collider Phenomenology. These lectures are meant
to provide an introductory presentation on the basic knowledge and techniques for collider physics.
Special efforts have been made for those theorists who need to know some experimental issues in
collider environments, and for those experimenters who would like to know more about theoretical
considerations in searching for new signals at colliders.
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I. INTRODUCTION
For the past several decades, high energy accelerators and colliders have been our primary
tools for discovering new particles and for testing our theory of fundamental interactions. With
the expectation of the Large Hadron Collider (LHC) in mission in 2007, and the escalated
preparation for the International Linear Collider (ILC), we will be fully exploring the physics
at the electroweak scale and beyond the standard model (SM) of the strong and electroweak
interactions in the next twenty years. New exciting discoveries are highly anticipated that
will shed light on the mechanism for electroweak symmetry breaking, fermion mass generation
and their mixings, on new fundamental symmetries such as Supersymmetry (SUSY) and grand
unification of forces (GUTs), even on probing the existence of extra spatial dimensions or
low-scale string effects, and on related cosmological implications such as particle dark matter,
baryon and CP asymmetries of the Universe, and dark energy as well.
Collider phenomenology plays a pivotal role in building the bridge between theory and exper-
iments. On the one hand, one would like to decode the theoretical models and to exhibit their
experimentally observable consequences. On the other hand, one needs to interpret the data
from experiments and to understand their profound implications. Phenomenologists working
in this exciting era would naturally need to acquaint both fields, the more the better.
These lectures are aimed for particle physicists who need to know the basics in collider
phenomenology, both experimental issues and theoretical approaches. Special efforts have been
made for those theorists who need to know some realistic experimental issues at high-energy
collider environments, and those experimenters who would like to know more about theoretical
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considerations in searching for generic new signals. In preparing these lectures, I had set up
a humble goal. I would not advocate a specific theoretical model currently popular or of my
favorite; nor would I summarize the “new physics reach” in a model-dependent parameter space
at the LHC and ILC; nor would I get into a sophisticated level of experimental simulations of
detector effects. The goal of these lectures is to present the basic knowledge in collider physics
including experimental concerns, and to discuss generic techniques for collider phenomenology
hopefully in a pedagogical manner.
In Sec. II, we first present basic collider parameters relevant to our future phenomenological
considerations. We then separately discuss e+e− linear colliders and hadron colliders for the
calculational framework, and for physics expectations within the SM. In Sec. III, we discuss
issues for particle detection − what do the elementary particles in the SM theory look like in a
realistic detector? − which are necessary knowledge but have been often overlooked by theory
students. We also illustrate what parameters of a detector and what measurements should be
important for a phenomenologist to pay attention to. Somewhat more theoretical topics are
presented in Sec. IV, where I emphasize a few important kinematical observables and suggest
how to develop your own skills to uncover fundamental dynamics from experimentally accessible
kinematics. If I had more time to lecture or to write, this would be the section that I’d like to
significantly expand. Some useful technical details are listed in a few Appendices.
The readers are supposed to be familiar with the standard model of the strong and elec-
troweak interactions, for which I refer to Scott Willenbrock’s lectures [1] and some standard
texts [2]. I also casually touch upon topics in theories such as SUSY, extra dimensions, and
new electroweak symmetry breaking scenarios, for which I refer the readers to the lectures by
Howie Haber [3, 4] on SUSY, and some recent texts [5], Raman Sundrum [6] and Csaba Csaki
[7] on physics with extra-dimensions. For more extensive experimental issues, I refer to Heidi
Schellman’s lectures [8]. The breath and depth covered in these lectures are obviously very lim-
ited. For the readers who need more theoretical knowledge on collider phenomenology, there
are excellent text books [9, 10] as references. As for experimental issues, one may find a text
[11] very useful, or consult with the Technical Design Reports (TDR) from various detector
collaborations [12, 13, 14].
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II. HIGH ENERGY COLLIDERS: OUR POWERFUL TOOLS
A. Collider Parameters
In the collisions of two particles of masses m1 and m2 and momenta ~p1 and ~p2, the total
energy squared in the center-of-momentum frame (c.m.) can be expressed in terms of a Lorentz-
invariant Mandelstam variable (for more details, see Appendix A)
s ≡ (p1 + p2)2 =


(E1 + E2)
2 in the c.m. frame ~p1 + ~p2 = 0,
m21 +m
2
2 + 2(E1E2 − ~p1 · ~p2).
In high energy collisions of our current interest, the beam particles are ultra-relativistic and the
momenta are typically much larger than their masses. The total c.m. energy of the two-particle
system can thus be approximated as
ECM ≡
√
s≈


2E1 ≈ 2E2 in the c.m. frame ~p1 + ~p2 = 0,√
2E1m2 in the fixed target frame ~p2 = 0.
while the kinetic energy of the system is T ≈ E1 in the fixed-target frame ~p2 = 0, and T = 0 in
the c.m. frame ~p1+ ~p2 = 0. We see that only in the c.m. frame, there will be no kinetic motion
of the system, and the beam energies are maximumly converted to reach a higher threshold.
This is the designing principle for colliders like LEP I, LEP II and LHC at CERN; the SLC
at SLAC; and the Tevatron at the Fermi National Accelerator Laboraroty. Their c.m. energies
are listed in Tables I and II, respectively.
The limiting factor to the collider energy is the energy loss during the acceleration, known
as the synchrotron radiation. For a circular machine of radius R, the energy loss per revolution
is [4, 11]
∆E ∝ 1
R
(
E
m
)4
, (1)
where E is beam energy, m the particle mass (thus E/m is the relativistic γ factor). It becomes
clear that an accelerator is more efficient for a larger radius or a more massive particle.
In e+e− annihilations, the c.m. energy may be fully converted into reaching the physics
threshold. In hadronic collisions, only a fraction of the total c.m. energy is carried by the
fundamental degrees of freedom, the quarks and gluons (called partons). For instance, the
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Colliders
√
s (GeV) L δE/E f polar. L
(GeV) (cm−2s−1) (kHz) (km)
LEP I MZ 2.4 × 1031 ∼ 0.1% 45 55% 26.7
SLC ∼ 100 2.5 × 1030 0.12% 0.12 80% 2.9
LEP II ∼ 210 1032 ∼ 0.1% 45 26.7
(TeV) (MHz)
ILC 0.5−1 2.5 × 1034 0.1% 3 80, 60% 14-33
CLIC 3−5 ∼ 1035 0.35% 1500 80, 60% 33-53
TABLE I: Some e+e− colliders and their important parameters: c.m. energy, instantaneous peak
luminosity, relative beam energy spread, bunch crossing frequency, longitudinal beam polarization,
and the total length of the collider. The parameters are mainly from PDG [4], ILC working group
reports [14], and a recent CLIC report [15].
Colliders
√
s L δE/E f #/bunch L
(TeV) (cm−2s−1) (MHz) (1010) (km)
Tevatron 1.96 2.1 × 1032 9× 10−5 2.5 p: 27, p¯: 7.5 6.28
HERA 314 1.4 × 1031 0.1, 0.02% 10 e: 3, p: 7 6.34
LHC 14 1034 0.01% 40 10.5 26.66
SSC 40 1033 5.5× 10−5 60 0.8 87
VLHC 40−170 2× 1034 4.4× 10−4 53 2.6 233
TABLE II: Some hadron colliders and their important parameters [4]: c.m. energy, instantaneous peak
luminosity, relative beam energy spread, bunch crossing frequency, number of particles per bunch, and
the total length of the collider. For reference, the cancelled SSC and a recently discussed future VLHC
[16] are also listed.
Tevatron, with the highest c.m. energy available today, may reach an effective parton-level
energy of a few hundred GeV; while the LHC will enhance it to multi-TeV.
Another important parameter for a collider is the instantaneous luminosity, the number of
particles passing each other per unit time through unit transverse area at the interaction point.
In reality, the particle beams usually come in bunches, as roughly illustrated in Figure 1. If
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there are n1 particles in each bunch in beam 1 and n2 in each bunch in beam 2, then the collider
luminosity scales as
L ∝ fn1n2/a, (2)
where f is beam crossing frequency and a the transverse profile of the beams. The instantaneous
luminosity is usually given in units of cm−2 s−1.
. . . . . . . .
Colliding beam
n1 n2
t = 1/f
FIG. 1: Colliding beams with a bunch crossing frequency f .
The reaction rate, that is the number of scattering events per unit time, is directly propor-
tional to the luminosity and is given by1
R(s) = σ(s)L, (3)
where σ(s) is defined to be the total scattering cross section. Though the units of cross sections
are conventionally taken as cm2, these units are much too big to use for sub-atomic particle
scattering, and thus more suitable units, called a barn, are introduced
1 cm2 = 1024 barn = 1027 mb = 1030 µb = 1033 nb = 1036 pb = 1039 fb = 1042 ab.
It may also be convenient to use these units for the luminosity accordingly like
1 cm−2 s−1 = 10−33 nb−1 s−1.
In fact, it is often quite relevant to ask a year long accumulation of the luminosity, or an
integrated luminosity over time. It is therefore useful to remember a collider’s luminosity in
the units2
1033 cm−2 s−1 = 1 nb−1 s−1 ≈ 10 fb−1/year.
1 There will be another factor ǫ < 1 on the right-hand side, which represents the detection efficiency.
2 Approximately,y 1 year ≈ π× 107 s. It is common that a collider only operates about 1/π of the time a year,
so it is customary to take 1 year → 107 s.
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In practice, the instantaneous luminosity has some spread around the peak energy
√
s,
written as dL/dτ with τ = sˆ/s where sˆ is the c.m. energy squared with which the reaction
actually occurs. The more general form for Eq. (3) is
R(s) = L
∫
dτ
dL
dτ
σ(sˆ). (4)
With the normalization
∫
dL/dτ dτ = 1, then L is the peak instantaneous luminosity. The
energy spectrum of the luminosity often can be parameterized by a Gaussian distribution with
an energy spread as given by δE (∼ √s − √sˆ) in Tables I and II. For most of the purposes,
the energy spread is much smaller than other energy scales of interest, so that the luminosity
spectrum is well approximated by δ(1− τ). Thus, Eq. (3) is valid after the proper convolution.
The only exception would be for resonant production with a physical width narrower than the
energy spread. We will discuss this case briefly in the next e+e− collider section.
While the luminosity is a machine characteristics, the cross section is determined by the
fundamental interaction properties of the particles in the initial and final states. Determin-
ing the reaction cross section and studying the scattering properties as a function of energy,
momentum, and angular variables will be of ultimate importance to uncover new dynamics at
higher energy thresholds.
The electrons and protons are good candidates for serving as the colliding beams. They are
electrically charged so that they can be accelerated by electric field, and are stable so that they
can be put in a storage ring for reuse to increase luminosity. In Table I, we list the important
machine parameters for some e+e− colliders as well as some future machines. In Table II, we
list the important machine parameters for some colliders. Electron and proton colliders are
complementary in many aspects for physics exploration, as we will discuss below.
B. e+e− Colliders
The collisions between electrons and positrons have some major advantages. For instance,
• The e+e− interaction is well understood within the standard model electroweak theory.
The SM processes are predictable without large uncertainties, and the total event rates
and shapes are easily manageable in the collider environments.
8
• The system of an electron and a positron has zero charge, zero lepton number etc., so
that it is suitable to create new particles after e+e− annihilation.
• With symmetric beams between the electrons and positrons, the laboratory frame is the
same as the c.m. frame, so that the total c.m. energy is fully exploited to reach the highest
possible physics threshold.
• With well-understood beam properties, the scattering kinematics is well-constrained.
• It is possible to achieve high degrees of beam polarizations, so that chiral couplings and
other asymmetries can be effectively explored.
One disadvantage is the limiting factor due to the large synchrotron radiation as given in
Eq. (1). The rather light mass of the electrons limits the available c.m. energy for an e+e−
collider. Also, a multi-hundred GeV e+e− collider will have to be made a linear accelerator [14].
This in turn becomes a major challenge for achieving a high luminosity when a storage ring
is not utilized. When performing realistic simulations for high energy e+e−, e−e− reactions
at high luminosities, the beamstrahlung effects on the luminosity and the c.m. energy become
substantial and should not be overlooked.
Another disadvantage for e+e− collisions is that they predominantly couple to a vector (spin
1) state in s-channel, so that the resonant production of a spin-0 state (Higgs-like) is highly
suppressed. For a higher spin state, such as spin-2, the resonant production will have to go
through a higher partial wave.
1. Production cross sections for standard model processes
For the production of two-particle a, b and for unpolarized beams so that the azimuthal angle
can be trivially integrated out (see Appendix A3), the differential cross section as a function
of the scattering polar angle in the c.m. frame is given by
dσ(e+e− → ab)
d cos θ
=
β
32πs
∑|M|2, (5)
where β = λ1/2(1, m2a/s,m
2
b/s) is the speed factor for the out-going particles,
∑|M|2 is the
scattering matrix element squared, summed and averaged over unobserved quantum numbers
like color and spins.
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FIG. 2: Scattering cross sections versus c.m. energy for the SM processes in e+e− collisioins. The
Higgs boson mass has been taken as 120 GeV.
It is quite common that one needs to consider a fermion pair production e−e+ → f f¯ . For
most of the situations, the scattering matrix element can be casted into a V ±A chiral structure
of the form (sometimes with the help of Fierz transformations)
M = e
2
s
Qαβ [v¯e+(p2)γ
µPαue−(p1)] [ψ¯f (q1)γµPβψ
′
f¯ (q2)], (6)
where α, β = L,R are the chiral indices, PL,R = (1 ∓ γ5)/2, and Qαβ are the chiral bilinear
couplings governed by the underlying physics of the interactions with the intermediate propa-
gating fields. With this structure, the scattering matrix element squared can be conveniently
expressed as
∑|M|2 = e4
s2
[
(|QLL|2 + |QRR|2) uiuj + (|QLR|2 + |QRL|2) titj
10
+ 2Re(Q∗LLQLR +Q
∗
RRQRL)mfmf¯s
]
, (7)
where ti = t−m2i = (p1 − q1)2 −m2i and ui = u−m2i = (p1 − q2)2 −m2i .
Exercise: Derive Eq. (7) by explicit calculations from Eq. (6).
Figure 2 shows the cross sections for various SM processes in e+e− collisions versus the
c.m. energies. The simplest reaction is the QED process e+e− → γ∗ → µ+µ− and its cross
section is given by
σ(e+e− → γ∗ → µ+µ−) ≡ σpt = 4πα
2
3s
. (8)
In fact, σpt ≈ 100 fb/(
√
s/TeV)2 has become standard units to measure the size of cross
sections in e+e− collisions. However, at energies near the EW scale, the SM Z boson resonant
production dominates the cross section, seen as the sharp peek slightly below 100 GeV. Above
the resonance, cross sections scale asymptotically as 1/s, like the s-channel processes typically
do. This is even true for scattering with t, u-channel diagrams at finite scattering angles. The
only exceptions are the processes induced by collinear radiations of gauge bosons off fermions,
where the total cross section receives a logarithmic enhancement over the fermion energy. For
a massive gauge boson fusion process,
σ ∼ 1
M2V
ln2
s
M2V
. (9)
To have a quantitative feeling, we should know the sizes of typical cross sections at a 500 GeV
ILC
σ(W+W−) ≈ 20σpt ≈ 8 pb;
σ(ZZ) ≈ σ(tt¯) ≈ σpt ≈ 400 fb;
σ(ZH) ≈ σ(WW → H) ≈ σpt/4 ≈ 100 fb;
σ(WWZ) ≈ 0.1 σpt ≈ 40 fb.
Now let us treat these two important cases in more details.
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2. Resonant production
The resonant production for a single particle of mass MV , total width ΓV , and spin j at
c.m. energy
√
s is
σ(e+e− → V → X) = 4π(2j + 1)Γ(V → e
+e−)Γ(V → X)
(s−M2V )2 + Γ2VM2V
s
M2V
, (10)
where Γ(V → e+e−) and Γ(V → X) are the partial decay widths for V to decay to the initial
and final sates, respectively. This is the Breit-Wigner resonance to be discussed in Eq. (B1)
of Appendix B. For an ideal monochromatic luminosity spectrum, or the energy spread of the
machine much smaller than the physical width ΓV , the above equation is valid. This is how the
Z resonant production cross section was calculated in Fig. 2 as a function of the c.m. energy
√
s,
and how the Z line-shape was measured by the energy-scan in the LEP I and SLC experiments.
Exercise: Verify Eq. (10) by assuming a generic vector production and decay.
It can occur that the energy spectrum of the luminosity is broader than the narrow resonant
width. One could take the narrow-width approximation as given in Eq. (B1) and thus the cross
section is
σ(e+e− → V → X) = 4π
2(2j + 1)Γ(V → e+e−)BF (V → X)
M3V
dL
dτ
|s=M2
V
, (11)
where dL/dτ |s=M2
V
presents the contribution of the luminosity at the resonant mass region .
In other complicated cases when neither approximation applies between δE and ΓV , the more
general convolution as in Eq. (4) may be needed. For a discussion, see e.g. the reference [17].
Exercise: Derive Eq. (11) by applying Eq. (4) with the narrow width
approximation as in Eq. (B1).
The resonant production is related to the s-channel singularity in the S-matrix for an on-
shell particle propagation. It is the most important mechanism for discovering new particles
in high energy collider experiments. We will explore in great detail the kinematical features in
Sec. IV.
3. Effective photon approximation
A qualitatively different process is initiated from gauge boson radiation, typically off
fermions. The simplest case is the photon radiation off an electron. For an electron of en-
12
f f a
pγ / f
X
’
FIG. 3: Illustrative Feynman diagram for effective photon approximation.
ergy E, the probability of finding a collinear photon of energy xE is given by
Pγ/e(x) =
α
2π
1 + (1− x)2
x
ln
E2
m2e
, (12)
which is known as the Weizsa¨cker-Williams spectrum. We see that the electron mass enters the
log to regularize the collinear singularity and 1/x leads to the infrared behavior of the photon.
These dominant features are a result of a t-channel singularity for the photon. This distribution
can be obtained by calculating the splitting process as depicted in Fig. 3, for e−a→ e−X. The
dominant contribution is induced by the collinear photon and thus can be expressed as
σ(e−a→ e−X) ≈
∫
dx Pγ/e(x) σ(γa→ X). (13)
This is also called the effective photon approximation.
This picture of the photon probability distribution in Eq. (13) essentially treats the photons
as initial state to induce the reaction. It is also valid for other photon spectrum. It has been
proposed recently to produce much harder photon spectrum based on the back-scattering laser
techniques [18] to construct a “photon collider”. There have been dedicated workshops to study
the physics opportunities for e+e− linear colliders operating in such a photon collider mode,
but we will not discuss the details further here.
A similar picture may be envisioned for the radiation of massive gauge bosons off the en-
ergetic fermions, for example the electroweak gauge bosons V = W±, Z. This is often called
the Effective W -Approximation [19, 20]. Although the collinear radiation would not be a good
approximation until reaching very high energies
√
s ≫ MV , it is instructive to consider the
qualitative features, which we will defer to Sec. IVC for detailed discussions.
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4. Beam polarization
One of the merits for an e+e− linear collider is the possible high polarization for both
beams, as indicated in Table I. Consider first the longitudinal polarization along the beam line
direction. Denote the average e± beam polarization by PL± , with P
L
± = −1 purely left-handed
and +1 purely right-handed. Then the polarized squared matrix element can be constructed
[21] based on the helicity amplitudes Mσe−σe+
∑|M|2 = 1
4
[(1− PL−)(1− PL+)|M−−|2 + (1− PL−)(1 + PL+)|M−+|2
+(1 + PL−(1− PL+)|M+−|2 + (1 + PL−)(1 + PL+)|M++|2]. (14)
Since the electroweak interactions of the SM and beyond are chiral, it is important to notice
that contributions from certain helicity amplitudes can be suppressed or enhanced by properly
choosing the beam polarizations. Furthermore, it is even possible to produce transversely
polarized beams with the help of a spin-rotator. If the beams present average polarizations
with respect to a specific direction perpendicular to the beam line direction, −1 < P T± < 1,
then there will be one additional term in Eq. (14) (in the limit me → 0),
1
4
2 P T−P
T
+ Re(M−+M∗+−).
The transverse polarization is particularly important when the interactions under consideration
produce an asymmetry in azimuthal angle, such as the effect of CP violation.
For a comprehensive count on physics potential for the beam polarization, see a recent study
in Ref. [22].
C. Hadron Colliders
Protons are composite particles, made of “partons” of quark and gluons. The quarks and
gluons are the fundamental degrees of freedom to participate in strong reactions at high energies
according to QCD [23]. The proton is much heavier than the electron. These lead to important
differences between a hadron collider and an e+e− collider.
• Due to the heavier mass of the proton, hadron colliders can provide much higher c.m. en-
ergies in head-on collisions.
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FIG. 4: An illustrative event in hadronic collisions.
• Higher luminosity can be achieved also, by making use of the storage ring for recycle of
protons and antiprotons.
• Protons participate in strong interactions and thus hadronic reactions yield large cross
sections. The total cross section for a proton-proton scattering can be estimated by
dimensional analysis to be about 100 mb, with weak energy-dependence.
• At higher energies, there are many possible channels open up resonant productions for
different charge and spin states, induced by the initial parton combinations such as qq¯,
qg, and gg. As discussed in the last section for gauge boson radiation, there are also
contributions like initial state WW,ZZ and WZ fusion.
The compositeness and the strong interactions of the protons on the other hand can be
disadvantageous in certain aspect, as we will see soon. An interesting event for a high-energy
hadronic scattering may be illustrated by Fig. 4.
1. Hard scattering of partons
Thanks to the QCD factorization theorem, which states that the cross sections for high
energy hadronic reactions with a large momentum transfer can be factorized into a parton-level
15
FIG. 5: Parton momentum distributions versus their energy fraction x at two different factorization
scales, from CTEQ-5.
“hard scattering” convoluted with the parton “distribution functions”. For scattering of two
hadrons A and B to produce a final state F of our interest, the cross section can be formally
written as a sum over the sub-process cross sections from the contributing partons
σ(AB → F X) =∑
a,b
∫
dx1dx2 Pa/A(x1, Q
2)Pb/B(x2, Q
2) σˆ(ab→ F ), (15)
where X is the inclusive scattering remnant, and Q2 is the factorization scale (or the typical
momentum transfer) in the hard scattering process, much larger than Λ2QCD ≈ (200 MeV)2.
The parton-level hard scattering cross section can be calculated perturbatively in QCD, while
the parton distribution functions parameterize the non-perturbative aspect and can be only
obtained by some ansatz and by ffitting the data. For more discussions, the readers are referred
to George Sterman’s lectures [23] on QCD, or the excellent text [10] on thesse topics.
Since the QCD parton model plays a pivotal role in understanding hadron collisions and
uncovering new phenomena at high energies, we plot in Fig. 5 the parton momentum distribu-
tions versus the energy fractions x, taking CTEQ-5 as a representative [24]. For comparison, we
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FIG. 6: Scattering cross sections versus c.m. energy for the SM processes in pp collisioins. The Higgs
boson mass has been taken as 120 GeV.
have chosen the QCD factorization scale to be Q2=10 GeV2 and 104 GeV2 in these two panels,
respectively. Several general features are important to note for future discussions. The valence
quarks uv, dv, as well as the gluons carry a large momentum fraction, typically x ∼ 0.08− 0.3.
The “sea quarks” (u¯ = usea, d¯ = dsea, s, c, b) have small x, and are significantly enhanced at
higher Q2. Both of these features lead to important collider consequences. First of all, heavy
objects near the energy threshold are more likely produced via valence quarks. Second, higher
energy processes (comparing to the mass scale of the parton-level subprocess) are more domi-
nantly mediated via sea quarks and gluons.
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2. Production cross sections for standard model processes
In Figure 6, we show the integrated cross sections for various typical processes in the SM
versus c.m. energy of a pp hadron collider in units of mb. The scale on the right-hand side
gives the event rate for an instantaneous luminosity 1034 cm−2 s−1, a canonical value for the
LHC. We have indicated the energies at the Tevatron and the LHC by the vertical dashed
lines. First of all, we have plotted the pp total cross section as the line on the top. It is known
that the cross section increases with the c.m. energy [25]. Unitarity argument implies that it
can only increase as a power of ln s. An empirical scaling relation s0.09 gives a good fit to the
measurements upto date, and has been used here.
All integrated cross sections in hadronic collisions increase with the c.m. energy due to the
larger parton densities at higher energies. The jet-inclusive cross section σ(jets) is given by
the blue line. The reason the cross section falls is due to our choice of an energy-dependent
cut on the jet’s transverse momuntum. The bb¯ pair production is also sensitively dependent
upon the transverse momentum cutoff since the mass mb is vanishingly small comparing to the
collider energies and thus the integrated cross section presents the familiar collinear singularity
in the forward scattering region. The production at the leading order is dominantly via the
gluon-initiated process gg → bb¯, and is of the order of 1 µb at the LHC energy (with a cutoff
pT > 30 GeV). The top-quark production is again dominated by the gluon fusion, leading to
about 90% of the total events. The rate of the leading order prediction is about 700 pb or
about 7 Hz with a canonical luminosity, and higher order QCD corrections are known to be
substantial [26]. It is thus justifiable to call the LHC a “top-quark factory”. We also see that
the leading Higgs boson production mechanism is also via the gluon fusion, yielding about 30
pb. QCD corrections again are very large, increasing the LO cross section by a significant factor
[27]. Another interesting production channel is the gauge-boson fusion V V → h, that is about
factor of 5 smaller than the inclusive gg → h in rate, and the QCD correction is very modest
[28].
Most of the particles produced in high-energy collisions are unstable. One would need very
sophisticated modern detector complex and electronic system to record the events for further
analyses. We now briefly discuss the basic components for collider detectors.
18
hadronic calorimeter
E-CAL
tracking
vertex detector
muon chambers
beam
pipe
( in B field )
FIG. 7: Modern multi-purpose detector at colliders.
III. COLLIDER DETECTORS: OUR ELECTRONIC EYES
Accelerators and colliders are our powerful tools to produce scattering events at high energies.
Detectors are our “e-eyes” to record and identify the useful events to reveal the nature of
fundamental interactions.
A. Particle Detector at Colliders
The particle detection is based on its interactions with matter of which the detectors are
made. A modern particle detector is an electronic complex beyond the traditional particle
detection techniques, which typically consists of a secondary displaced vertex detector/charge-
tracking system, electromagnetic calorimetry, hadronic calorimetry and a muon chamber, etc.
A simplified layout is shown in Fig. 7.
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FIG. 8: Particle signatures left in the detector components.
B. What Do Particles Look Like in a Detector
As theorists, we mostly deal with the fundamental degrees of freedom in our SM Lagrangian,
namely the quarks, leptons, gauge bosons etc. in our calculations. The truth is that most of
them are not the particles directly “seen” in the detectors. Heavy particles like Z, W, t will
promptly decay to leptons and quarks, with a lifetime 1/Γ ∼ 1/(2 GeV) ≈ 3.3×10−25 s. Other
quarks will fragment into color-singlet hadrons due to QCD confinement at a time scale of
th ∼ 1/ΛQCD ≈ 1/(200 MeV) ≈ 3.3 × 10−24 s. The individual hadrons from fragmentation
may even behave rather differently in the detector, depending on their interactions with matter
and their life times. Stable paricles such as p, p¯, e±, γ will show up in the detector as energy
deposit in hadronic and electromagnetic calorimeters or charge tracks in the tracking system.
In Fig. 8, we indicate what particles may leave what signatures in certain components of the
detector.
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In order to have better understanding for the particle observation, let us recall the decay
length of an unstable particle
d = (β cτ)γ ≈ (300 µm)( τ
10−12 s
) γ, (16)
where τ is the particle’s proper lifetime and γ = E/m is the relativistic factor. We now can
comment on how particles may show up in a detector.
• Quasi-stable: fast-moving particles of a life-time τ > 10−10 s will still interact in the
detector in a similar way. Those include the weak-decay particles like the neutral hadrons
n,Λ, K0L, ... and charged particles µ
±, π±, K±, ...
• Short-lived resonances: particles undergoing a decay of typical electromagnetic or strong
strength, such as π0, ρ0,±... and very massive particles like Z,W±, t, (H...), will decay
“instantaneously”. They can be only “seen” from their decay products and hopefully via
a reconstructed resonance.
• displaced vertex: particles of a life-time τ ∼ 10−12 s, such as B0,±, D0,±, τ±, may travel
a distinguishable distance (cτ ∼ 100 µm.) before decaying into charged tracks, and thus
result in a displaced secondary vertex, as shown in Fig. 9, where the decay length between
the two vertices is denoted by L. As an interesting and important case, K0S with cτ ∼ 2.7
cm also often results in a secondary vertex via its decay to π+π−.
• Things not “seen”: those that do not participate in electromagnetic nor strong interac-
tions, but long-lived as least like the quasi-stable particles, will escape from detection by
the detector, such as the neutrinos ν and neutralinos χ˜0 in SUSY theories, etc.
Now coming back to the elementary particles in the SM, we illustrate their behavior in Table
III. A check indicates an appearance in that component, a cross means no, a check-cross is
partially yes. Other symbols are self-explained.
C. More on Measurements
It is informative to discuss in a bit more detail a few main components for the particle
detection. We hope to indicate how and how well the energy, momentum, and other properties
21
FIG. 9: An illustrative event leading to a displaced secondary vertex.
of particles can be measured. When needed, we will freely take either the ATLAS or the CMS
detector as an example for the purpose of illustration.
Vertexing: Normally, at least two charged tracks are needed to reconstruct a secondary decay
vertex, as illustrated in Fig. 9. Note that if the decaying particle moves too fast, then the decay
products will be collimated, with a typical angle θ ≈ γ−1 = m/E. The impact parameter d0 as
in Fig. 9 can be approximated as d0 ≈ Lxyθ. The impact parameter is crucial to determine the
displaced vertex. For instance, the ATLAS detector [12] has the resolution parameterized by
∆d0 = 11⊕ 73
(pT/GeV)
√
sin θ
(µm), (17)
where the notation ⊕ implies a sum in quadrature.
It is possible to resolve a secondary vertex along the longitudinal direction alone, which
is particularly important if there will be only one charged track observed. In this case, the
resolution is typically worse and it can be approximated [12] as
∆z0 = 87⊕ 115
(pT/GeV)
√
sin3 θ
(µm). (18)
Tracking: Tracking chamber determines the trajectories of traversing charged particles as well
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Leptons Vetexing Tracking ECAL HCAL Muon Cham.
e± × ~p E × ×
µ± × ~p √ √ ~p
τ±
√× √ e± h±; 3h± µ±
νe, νµ, ντ × × × × ×
Quarks
u, d, s × √ √ √ ×
c→ D √ √ e± h’s µ±
b→ B √ √ e± h’s µ±
t→ bW± b √ e± b+ 2 jets µ±
Gauge bosons
γ × × E × ×
g × √ √ √ ×
W± → ℓ±ν × ~p e± × µ±
→ qq¯′ × √ √ 2 jets ×
Z0 → ℓ+ℓ− × ~p e± × µ±
→ qq¯ (bb¯) √ √ 2 jets ×
TABLE III: What the elementary particles in the SM look like in detectors.
as their electromagnetic energy loss dE/dx. The rapidity coverage is
|ηµ| ≈ 2.5, (19)
for both ATLAS and CMS.
When combined with a magnetic field (2 T for ATLAS and 4 T for CMS), the system can
be used to measure a charged particle momentum. The curvature of the trajectory is inversely
proportional to the particle momentum
κ ≡ 1
ρ
∝ QB
p
, (20)
where Q is the particle’s electric charge and B the external magnetic field. Therefore, knowing
B and assmuing a (unity) charge, the momentum p can be determined.
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The energy-loss measurement dE/dx for heavy charged particles may be used for particle
identification. For instance, the Bethe-Bloch formula for the energy loss by excitation and
ionization gives a scaling quadratically with the particle charge and inversely with the speed
dE
dx
∝
(
Q
β
)2
, (21)
independent of the charged particle mass. The mass can thus be deduced from p and β.
However, if we allow a most general case for a particle of arbitrary m,Q, then an additional
measurement (such as β from a Cerenkov counter or time-of-flight measurements) would be
needed to fully determine the particle identiy.
From the relation Eq. (20), the momentum resolution based on a curvature measurement
can be generically expressed as
∆pT
pT
= apT ⊕ b, (22)
For instance, the ATLAS [12] (CMS [13]) detector has the resolution parameterized by a =
36% TeV−1 (15% TeV−1), b = 1.3%/
√
sin θ (0.5%). In particular, the momentum resolution
for very high energy muons about pT ≈ 1 TeV in the central region can reach 10% (6%) for
ATLAS (CMS). Good curvature resolution for highly energetic particle’s tracks is important
for the charge determination.
ECAL: High-energy electrons and photons often lead to dramatic cascade electromagnetic show-
ers due to bremsstrahlung and pair production. The number of particles created increase
exponentially with the depth of the medium. Since the incident energy to be measured by
the electromagnetic calorimetry (ECAL) is proportional to the maximum number of particles
created, the energy resolution is characterized by 1/
√
N , often parameterized by
∆E
E
=
a√
E/GeV
⊕ b, (23)
where a is determined by the Gaussian error and b the response for cracks. For ATLAS (CMS),
a = 10% (5%), b = 0.4% (0.55%).
The coverage in the rapidity range can reach
|ηe,γ| ≈ 3 (24)
or slightly over for both ATLAS and CMS.
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HCAL: Similar to the ECAL, showers of subsequent hadrons can be developed from the high-
energy incident hadrons. An HCAL is to measure the hadronic energy, and the Gaussian error
again is parameterized as
∆E
E
=
a√
E
⊕ b. (25)
For ATLAS (CMS), a = 80% (100%), b = 15% (5%).
The rapidity coverage by the forward hadronic calorimeter can reach
|ηh| ≈ 5 (26)
for both ATLAS and CMS.
D. Triggering
So far, we have ignored one very important issue: data acquisition and triggering. Consider
pp collisions at the LHC energies, the hadronic total cross section is of the order about 100 mb,
and the event rate at the designed luminosity (1034 cm−2 s−1) will be about 1 GHz (compare
with the clock speed of your fast computer processor). A typical even will take about one
Mega bytes of space. It is therefore impossible for the detector electronic system to record the
complex events of such a high frequency. Furthermore, the physical processes of our interest
occur at a rate of 10−6 lower or more. Thus, one will have to be very selective in recording
events of our interest. In contrast, there will be no such problems at e+e− colliders due to the
much lower reaction rate.
Trigger is the decision-making process using a desired temporal and spatial correlation in the
detector signals. It is provided by examining the properties of the physical process as appeared
in the detector. Modern detectors for hadron colliders such as CDF, D0 at the Tevatron and
ATLAS, CMS at the LHC typically adopt three levels of triggering. At the LHC experiments,
Level-1 triggering brings the event rate down to the order of 105 Hz; Level-2 to about 103 Hz;
and Level-3 finally to about 100 Hz to tape.
There are many means to design a trigger, such as particle identification, multiplicity, kine-
matics, and event topology etc. Modern detectors at colliders usually can trigger on muons by
a muon chamber, electrons/photons as electromagnetic objects, τ/hadrons and jets as hadronic
objects, global energy sum and missing transverse energy, and some combinations of the above.
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ATLAS
Objects η pT (GeV)
µ inclusive 2.4 6 (20)
e/photon inclusive 2.5 17 (26)
Two e’s or two photons 2.5 12 (15)
1-jet inclusive 3.2 180 (290)
3 jets 3.2 75 (130)
4 jets 3.2 55 (90)
τ/hadrons 2.5 43 (65)
/ET 4.9 100
Jets+/ET 3.2, 4.9 50,50 (100,100)
TABLE IV: Level-1 trigger thresholds in η-pT coverage for the ATLAS [12] detector. Entries are for
a luminosity of 1033 cm−2 s−1 (1034 cm−2 s−1 in parentheses).
Relevant to collider phenomenology is to know what particles may be detected in what
kinematical region usually in pT -η coverage, as the detector’s acceptance for triggering purposes.
Table IV summarizes Level-1 trigger thresholds for ATLAS for the commonly observed objects
and some useful combinations.
Inversely, if we find some trigger designs inadequate for certain physics needs, such as a
well-motivated new physics signal with exotic characteristics or unusual kinematics, it is the
responsibility of our phenomenologists to communicate with our experimental colleagues to
propose new trigger designs.
IV. UNCOVER NEW DYNAMICS AT COLLIDERS
Instead of summarizing which new physics scenario can be covered by which collider to
what extent, I would like to discussion a few examples for observing signals to illustrate the
basic techniques and the use of kinematics. The guiding principles are simple: maximally and
optimally make use of the experimentally accessible observables to uncover new particles and to
probe their interactions. In designing the observables, one will need to concern their theoretical
properties, like under Lorentz transformation, charge and C, P, T discrete symmetries etc.,
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as well as their experimental feasibility, like particle identification, detector acceptance and
resolutions etc. I hope that this serves the purpose to stimulate reader’s creativity to cleverly
exploit kinematics to reveal new dynamics in collider experiments.
A. Kinematics at Hadron Colliders
In performing parton model calculations for hadronic collisions like in Eq. (15), the partonic
c.m. frame is not the same as the hadronic c.m. frame, e. g. the lab frame for the collider.
Consider a collision between two hadrons of A and B of four-momenta PA = (EA, 0, 0, pA)
and PB = (EA, 0, 0,−pA) in the lab frame. The two partons participating the subprocess have
momenta p1 = x1PA and p2 = x2PB. The parton system thus moves in the lab frame with a
four-momentum
Pcm = [(x1 + x2)EA, 0, 0, (x1 − x2)pA] (EA ≈ pA), (27)
or with a speed βcm = (x1 − x2)/(x1 + x2), or with a rapidity
ycm =
1
2
ln
x1
x2
. (28)
Denote the total hadronic c.m. energy by S = 4E2A and the partonic c.m. energy by s, we
have
s ≡ τS, τ = x1x2 = s
S
. (29)
The parton energy fractions are thus given by
x1,2 =
√
τ e±ycm. (30)
One always encounters the integration over the energy fractions as in Eq. (15). With this
variable change, one has
∫ 1
τ0
dx1
∫ 1
τ0/x1
dx2 =
∫ 1
τ0
dτ
∫ − 1
2
ln τ
1
2
ln τ
dycm. (31)
The variable τ characterizes the (invariant) mass of the reaction, with τ0 = m
2
res/S and mres
is the threshold for the parton level final state (sum over the masses in the final state); while
ycm specifies the longitudinal boost of the partonic c.m. frame with respect to the lab frame.
It turns out that the τ − ycm variables are better for numerical evaluations, in particular with
a resonance as we will see in a later section.
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Consider a final state particle of momentum pµ = (E, ~p) in the lab frame. Since the
c.m. frame of the two colliding partons is a priori undetermined with respect to the lab frame,
the scattering polar angle θ in these two frames is not a good observable to describe theory
and the experiment. It would be thus more desirable to seek for kinematical variables that are
invariant under unknown longitudinal boosts.
Transverse momentum and the azimuthal angle: Since the ambiguous motion between the par-
ton c.m. frame and the hadron lab frame is along the longitudinal beam direction (~z), variables
involving only the transverse components are invaraint under longitudinal boosts. It is thus
convenient, in contrast to Eqs. (A6) and (A9) of Appendix A in the spherical coordinate, to
write the phase space element in the cylindrical coordinate as
d3~p
E
= dpxdpy
dpz
E
= pTdpTdφ
dpz
E
, (32)
where φ is the azimuthal angle about the ~z axis, and
pT =
√
p2x + p
2
y = p sin θ (33)
is the transverse momentum. It is obvious that both pT and φ are boost-invariant, so is dpz/E.
Exercise: Prove that dpz/E is longitudinally boost-invariant.
Rapidity and pseudo-rapidity: The rapidity of a particle of momentum pµ is defined to be
y =
1
2
ln
E + pz
E − pz . (34)
Exercise: With the introduction of rapidity y, show that a particle
four-momentum can be rewritten as
pµ = (ET cosh y, pT sin φ, pT cosφ,ET sinh y), ET =
√
p2T +m
2. (35)
The phase space element then can be expressed as
d3~p
E
= pTdpTdφ dy = ETdETdφ dy. (36)
Consider the rapidity in a boosted frame (say the parton c.m. frame), and perform the
Lorentz transformation as in Eq. (A4) of Appendix A,
y′ =
1
2
ln
E ′ + p′z
E ′ − p′z
=
1
2
ln
(1− β0)(E + pz)
(1 + β0)(E − pz) = y − y0. (37)
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FIG. 10: A CDF di-jet event on a lego plot in the η − φ plane. The height presents the transverse
energy scale, and the two colors (blue and pink) indicate the energy deposit in the two calorimeters
(ECAL and HCAL).
In the massless limit, E ≈ |~p|, so that
y → 1
2
ln
1 + cos θ
1− cos θ = ln cot
θ
2
≡ η, (38)
where η is the pseudo-rapidity, which has one-to-one correspondence with the scattering polar
angle π ≥ θ ≥ 0 for −∞ < η <∞.
Since y as well as η is additive under longitudinal boosts as seen in Eq. (37), the rapidity
difference ∆y = y2 − y1 = y′2 − y′1 is invariant in the two frames. Thus the shape of rapidity
distributions dσ/dy in the two frames would remain the same if the boost is by a constant
velocity. In realistic hadronic collisions, the boost of course varies on an event-by-event basis
according to Eq. (28) and the distribution is generally smeared.
The lego plot: It should be clear by now that it is desirable to use the kinematical variables
(pT , η, φ) to describe events in hadronic collisions. In collider experiments, most often, electro-
magnet and hadronic calorimeters provide the energy measurements for (essentially) massless
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particles, such as e±, γ, and light quark or gluon jets. Thus
ET = pT = E cos θ = E cosh
−1 η. (39)
A commonly adopted presentation for an electromagnetic or hadronic event is on an η−φ plane
with the height to indicate the transverse energy deposit ET , called the Lego plot. We show
one typical di-jet event from CDF by a lego plot in Fig. 10. Of particular importance for a
lego plot is that the separation between to objects on the plot is invariant under longitudinal
boosts. This is seen from the definition of separation
∆R =
√
∆η2 +∆φ2. (40)
As a quantitative illustration, for two objects back-to-back in the central region, typically
∆η < ∆φ and ∆R ≈ ∆φ ∼ π.
Another important consequence for the introduction of separation is that it provides a prac-
tical definition of a hadronic jet, and ∆R specifies the cone size of a jet formed by multiple
hadrons within ∆R.
B. s-channel Singularity: Resonance Signals
1. The invariant mass variable
Searching for a resonant signal in the s-channel has been the most effective way of discovering
new particles. Consider an unstable particle V produced by a+b and decaying to 1+2+ ...+n.
For a weakly coupled particle ΓV ≪ MV , according to the Breit-Wigner resonance Eq. (B1),
the amplitude develops a kinematical peak near the pole mass value at
(pa + pb)
2 = (
n∑
i
pi )
2 ≈M2V . (41)
This is called the invariant mass, and is the most effective observable for discovering a resonance
if either the initial momenta or the final momenta can be fully reconstructed.
As a simple example of a two-body decay, consider Z → e+e−,
m2ee = (pe+ + pe−)
2 ≈ 2pe+ · pe− ≈ 2Ee+Ee−(1− cos θe+e−) ≈M2Z , (42)
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which is invariant in any Lorentz frame, and leads to Ee ≈ MZ/2 in the Z-rest frame. Figure
11 shows the peak in the e+e− invariant mass spectrum at MZ , indicating the resonant Z
production observed by the D0 collaboration [29] at the Tevatron collider.
Now let us examine the transverse momentum variable of a daughter particle peT = pe sin θ
∗,
where θ∗ is the polar angle in the partonic c.m. frame. For a two-body final state kinematics,
we thus have
dσˆ
dpeT
=
4peT
s
√
1− 4p2eT/s
dσˆ
d cos θ∗
. (43)
The integrand is singular at p2eT = s/4, but it is integrable.
Exercise: Verify this equation for Drell-Yan production of e+e−.
Combining with the Breit-Wigner resonance, we obtain
dσˆ
dm2ee dp
2
eT
∝ ΓZMZ
(m2ee −M2Z)2 + Γ2ZM2Z
1
m2ee
√
1− 4p2eT/m2ee
dσˆ
d cos θ∗
. (44)
We see that the mass peak of the resonance leads to an enhanced distribution near peT =MZ/2.
This is called the Jacobian peak. This feature is present for any two-body kinematics with a
fixed subprocess c.m. energy.
Exercise: While the invariant mass distribution dσ/dme+e− is unaffected by
the motion of the produced Z boson, show that the dσ/dpeT distribution for
a moving Z with a momentum ~pZ is changed with respect to a Z at rest at the
leading order of ~βZ = ~pZ/EZ.
It is straightforward to generalize the invariant mass variable to multi-body system. Consider
a slightly more complicated signal of a Higgs decay
H → Z1Z2 → e+e− µ+µ−. (45)
Obviously, besides the two Z resonant decays, the four charged leptons should reconstruct the
mass of the parent Higgs boson
m2H = (
4∑
i
pi )
2 = 2(M2Z + pZ1 · pZ2) (46)
= (Ee+ + Ee− + Eµ+ + Eµ−)
2 − (~pe+ + ~pe− + ~pµ+ + ~pµ−)2. (47)
31
050
100
150
200
250
300
60 70 80 90 100 110 120
m(ee) (GeV)
n
u
m
be
r o
f e
ve
nt
s
FIG. 11: The resonant signal for a Z boson via Z → e+e− at the D0 detector.
2. The transverse mass variable
As another example of a two-body decay, consider W → eν. The invariant mass of the
leptonic system is
m2eν = (Ee + Eν)
2 − (~peT + ~pνT )2 − (pez + pνz)2. (48)
The neutrino cannot be directly observed by the detector and only its transverse momentum
can be inferred by the imbalancing of the observed momenta,
~/pT = −
∑
~pT (observed), (49)
called missing transverse momentum, identified as /pT = pνT . Missing transverse energy is
similarly defined, and /ET = Eν . The invariant mass variable thus cannot be generally recon-
structed. We would get the correct value of meν if we could evaluate it in a frame in which the
missing neutrino has no longitudinal motion pνz = 0; but this is impractical. Instead, one may
consider to ignore the (unkown) longitudinal motion of the leptonic system (or the W boson)
all together, and define a transverse mass of the system [30]
m2eνT = (EeT + EνT )
2 − (~peT + ~pνT )2 (50)
≈ 2~peT · ~pνT ≈ 2EeT /ET (1− cosφeν),
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FIG. 12: The transverse mass peak for a W → µν signal observed at CDF.
where φeν is the opening angle between the electron and the neutrino in the transverse plane.
When a W boson is produced with no transverse motion, EeT = /ET = meνT/2. It is easy to
see that the transverse mass variable is invariant under longitudinal boosts, and it reaches the
maximum meνT = meν , for pez = pνz, so that there is no longitudinal motion for the electron
and the neutrino when boosting to the W -rest frame. In general,
0 ≤ meνT ≤ meν . (51)
The Breit-Wigner resonance at meν = MW naturally leads to a kinematical peak near meνT ≈
MW again due to the Jacobian factor
dσˆ
dm2eν dm
2
eν,T
∝ ΓWMW
(m2eν −M2W )2 + Γ2WM2W
1
meν
√
m2eν −m2eν,T
. (52)
In the narrow width approximation, meνT is cut off sharply atMW . In practice, the distribution
extends beyond MW because of the finite width ΓW . This is shown in Fig. 12 as observed by
the CDF collaboration [31] in the channel W → µν.
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Exercise: While the invariant mass distribution dσ/dmeν is unaffected by the
motion of the produced W boson, show that the dσ/dmeνT distribution for a
moving W with a momentum ~pW is changed with respect to a W at rest at the
next-to-leading order of ~βW = ~pW/EW. Compare this conclusion with that
obtained for dσ/dpeT.
3. The cluster transverse mass variable
A transverse mass variable with more than two-body final state is less trivial to generalize
than the invariant mass variable as given in Eq. (47). This is mainly due to the fact that for
a system with more than one missing neutrino, even their transverse momenta pνiT cannot be
individually reconstructed in general, rather, only one value /pT is experimentally determined,
which is identified as the vector sum of all missing neutrino momenta. Thus the choice of the
transverse mass variable depends on our knowledge about the rest of the kinematics, on how
to cluster the other momenta, in particular realizing the intermediate resonant particles.
H →W1W2 → q1q¯2 eν:
As the first example of the transverse mass variable with multi-body final state, let us
consider a possible Higgs decay mode to WW with one W subsequently decaying to q1q¯2 and
the other to eν. Since there is only one missing neutrino, one may construct the transverse
mass variable in a straightforward manner according to the kinematics for the two on-shell W
bosons
M2T,WW = (ET,W1 + ET,W2)
2 − (~pT,W1 + ~pT,W2)2
=
(√
p2T,jj +M
2
W +
√
p2T,eν +M
2
W
)2 − (~pT,jje + ~/pT )2.
Note that if the decaying Higgs boson has no transverse motion (like being produced via gg
fusion), then the last term vanishes ~/pT = −~pT,jje.
However, this simple construction would not be suitable for a light Higgs boson when one
of the W bosons (or both) is far-off shell. The above expression can thus be revised as
M ′2T,WW =
(√
p2T,jj +m
2
jj +
√
p2T,eν +m
2
eνT
)2 − (~pT,jje + ~/pT )2.
Alternatively, one can consider to combine the observed two jets and a lepton together into
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a cluster, and treat the missing neutrino separately. One has
M ′′2T,WW =
(√
p2T,jje +M
2
jje + /pT
)2 − (~pT,jje + ~/pT )2.
Which one of thoseMT variables is the most suitable choice for the signal depends on which leads
to the best Higgs mass reconstruction and a better signal-to-background ratio after simulations.
H → Z1Z2 → e+e− νν¯:
In searching for this signal, we define the cluster transverse mass based on our knowledge
about the Z resonances [32],
M2T,ZZ = (ET,Z1 + ET,Z2)
2 − (~pT,Z1 + ~pT,Z2)2
=
(√
p2T,e+e− +M
2
Z +
√
/pT
2 +M2Z
)2
− (~pT,e+e− + ~/pT )2.
If the parent particle (H) is produced with no transverse motion, then MT,ZZ ≈
2
√
p2T,e+e− +M
2
Z .
Exercise: Consider how to revise the above MT,ZZ construction if mH < 2MZ
in order to better reflect the Higgs resonance.
H →W1W2 → ℓ1ν1 ℓ2ν2:
As the last example, we consider a complicated case in which the two neutrinos come from
two different decays. The two missing neutrinos do not present a clear structure, and thus one
simple choice may be to cluster the two charged leptons together [33]
M2C,WW =
(√
p2T,ℓℓ +M
2
ℓℓ + /pT
)2 − (~pT,ℓℓ + ~/pT )2. (53)
It was argued that since ~/pT ≈ −~pT,ℓℓ, thus one should have, on average, ET,νν ≈ ET,ℓℓ. This
leads to a different construction [34]
MT,WW ≈ 2
√
p2T,ℓℓ +M
2
ℓℓ. (54)
These two choices are shown in Fig. 13, for mH = 170 GeV at the Tevatron, along with the
SM WW background [35].
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FIG. 13: Normalized distributions 1σ
dσ
dM for mH = 170 GeV (histogram) and the leading WW
background (shaded) at the Tevatron for (a) MT in Eq. (54) and (b) MC in Eq. (53).
C. t-channel Enhancement: Vector Boson Fusion
A qualitatively different process is initiated from gauge boson radiation, typically off ener-
getic fermions, as introduced in Sec. II B 3. Consider a fermion f of energy E, the probability
of finding a (nearly) collinear gauge boson V of energy xE and transverse momentum pT (with
respect to ~pf) is approximated by [19, 20]
P TV/f(x, p
2
T ) =
g2V + g
2
A
8π2
1 + (1− x)2
x
p2T
(p2T + (1− x)M2V )2
, (55)
PLV/f(x, p
2
T ) =
g2V + g
2
A
4π2
1− x
x
(1− x)M2V
(p2T + (1− x)M2V )2
, (56)
which T (L) denotes the transverse (longitudinal) polarization of the massive gauge boson. In
the massless limit of the gauge boson, Eq. (55) reporduces the Weizsa¨cker-Williams spectrum
as in Eq. (12), after integration of p2T resulting in the logarithmic enhancement over the fermion
beam energy. In fact, the kernel of this distribution is the same as the quark splitting function
q → qg∗ [10, 23].
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The scattering cross section can thus be formally expressed as
σ(fa→ f ′X) ≈
∫
dx dp2T PV/f(x, p
2
T ) σ(V a→ X). (57)
This is also called the Effective W Approximation. Although this may not be a good approxi-
mation until the parton energy reaches E ≫ MV , it is quite important to explore the general
features of the t-channel behavior.
First of all, due to the non-zero mass of the gauge boson, there is no more collinear singularity.
The typical value of the transverse momentum (gauge boson or jet) is pT ∼
√
1− x MV <∼MW .
Since x prefers to be low reflecting the infrared behavior, the jet energy (1− x)E tends to be
high. These observations provide the arguments for “forward jet-tagging” for massive gauge
boson radiation processes: a highly energetic companion jet with pT <∼MW/2 and a scatteirng
polar angle of a few degrees [36]. Furthermore, it is very interesting to note the qualitative
difference between P T and PL for the pT dependence (or equivalently the angular dependence)
of the outgoing fermion. For pT ≪MW , P T is further suppressed with respect to PL; while for
pT > MW , P
T is enhanced instead in the central scattering region. This was the original design
for a forward jet-tagging and a “central jet-vetoing” [37] to enhance the longitudinal gauge
boson fusion with respect to the transverse gauge boson fusion in the search for strong WW
scattering signals [38]. It has been further realized that the t-channel electroweak gauge boson
mediations undergo color singlet exchanges, and thus do not involve significant QCD radiation.
Consequently, there will be little hadronic activities connecting the two parton currents. This
further justifies the central jet-vetoing, and is developed into a “mini-jet vetoing” to further
separate the gauge boson fusion processes from the large SM backgrounds in particular those
with QCD radiation in the central region [39].
D. Forward-Backward Asymmetry
The precision test of universal chiral couplings of the gauge bosons Z0, W± to SM fermions
is among the most crucial experimental confirmation for the validity of the SM. Similar probe
would be needed to comprehend any new vector bosons once they are discovered in future
collider experiments. The forward-backward asymmetry, actually the Parity-violation along
the beam direction, is very sensitive to the chiral structure of the vector boson to fermion
couplings.
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Consider a parton-level process for a vector boson production and decay
i¯i→ V → f f¯ , (58)
where the initial state i¯i = e−e+, qq¯. Let us now parameterize the coupling vertex of a vector
boson Vµ to an arbitrary fermion pair f by
i
L,R∑
τ
gfτ γ
µ Pτ . (59)
Then the parton-level forward-backward asymmetry is defined as
Ai,fFB ≡
NF −NB
NF +NB
=
3
4
AiAf , (60)
where NF (NB) is the number of events with the final-state fermion momentum ~pf in the forward
(backward) direction defined in the parton c.m. frame relative to the initial-state fermion ~pi.
The asymmetry Af is given in terms of the chiral couplings as
Af = (g
f
L)
2 − (gfR)2
(gfL)
2 + (gfR)
2
. (61)
The formulation so far is perfectly feasible in e+e− collisions. However, it becomes more
involved when applied to hadron colliders AB → V X → f f¯X. The first problem is the mis-
match between the parton c.m. frame (where the scattering angle is defined to calculate the
asymmetry) and the lab frame (where the final-state fermion momentum is actually measured).
This can be resolved if we are able to fully determine the final state momenta pf , pf¯ . We thus
construct the vector boson momentum
pV = pf + pf¯ , (62)
and then boost ~pf back to the V -rest frame, presumably the parton c.m. frame. The second
problem is the ambiguity of the ~pi direction: both a quark and an anti-quark as initial beams
can come from either hadrons A or B, making the determination of ~pi impossible in general.
Fortunately, one can resolve this ambiguity to a good approximation. This has something to do
with our understanding for quark parton distributions in hadrons. We first recognize that for a
heavy vector boson production, the parton energy fraction is relatively large x ∼MV /
√
s, and
thus the contributions from valance quarks dominate, recall Fig. 5. Consider the case at the
Tevatron for pp¯ collisions, we can thus safely choose the beam direction of the protons (with
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more quarks) as ~pi. As for the LHC with pp collisions, this discrimination of p versus p¯ is lost.
However, we note that for uu¯, dd¯ annihilations, valance quarks (u, d) carry much larger an x
fraction than the anti-quark in a proton. We thus take the quark momentum direction ~pi along
with the boosted direction as reconstructed in Eq. (62), recall the boost relation Eq. (28). With
those clarifications, we can now define the hadronic level asymmetry at the LHC [40]
ALHCFB =
∫
dx1
∑
q=u,dA
q,f
FB (Pq(x1)Pq¯(x2)− Pq¯(x1)Pq(x2)) sign(x1 − x2)∫
dx1
∑
q=u,d,s,c (Pq(x1)Pq¯(x2) + Pq¯(x1)Pq(x2))
, (63)
where Pq(x1) is the parton distribution function for quark q in the proton with momentum
fraction x1, evaluated at Q
2 = M2V . The momentum fraction x2 is related to x1 by the condition
x1x2 = M
2
V /s in the narrow-width approximation. Only u and d quarks contribute to the
numerator since we explicitly take the quark and antiquark PDFs to be identical for the sea
quarks; all flavors contribute to the denominator. Some recent explorations on the hadronic
level asymmetry for various theoretical models have been presented in [41].
E. Be Prepared for More Involved Inclusive Signatures
The previous sections presented some basic techniques and general considerations for seek-
ing for new particles and interactions. They are applicable to many new physics searches.
Prominent examples include:
• Drell-Yan type of new particle production in s-channel [41, 42, 43, 44, 45, 46, 47]:
Z ′ → ℓ+ℓ−, W+W−; W ′ → ℓν, W±Z;
ZH → ZH ; WH → W±H ;
ρ0,±TC → tt¯, W+W−; tb¯, W±Z;
heavy KK gravitons→ ℓ+ℓ−, γγ, ...;
single q˜, ℓ˜ via R parity violation.
• t-channel gauge boson fusion processes [41, 44, 48, 49, 50]:
W+W−, ZZ, W±Z → H, ρ0,±TC , light SUSY partners;
W+W+ → H++;
W+b→ T.
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However, Nature may be trickier to us. Certain class of experimental signals for new physics
at hadron collider environments may be way more complex than the simple examples illustrated
above. The following possible scenarios may make the new physics identification difficult:
• A new heavy particle may undergo a complicated cascade decay, so that it is impossible
to reconstruct its mass, charge etc. For example, think about a typical gluino decay [51]
in SUSY theories
g˜ → q¯ q˜ → q¯ q′χ˜+ → q¯ q′ χ˜0W+ → q¯ q′ χ˜0 e+ν.
• New particles involving electroweak interactions often yield weakly coupled particles in
the final state, resulting in missing transverse momentum or energy, making it difficult for
reconstructing the kinematics. Examples of resulting in missing energies include neutrinos
in the SM, neutralino LSP in SUSY theories [52], light Kaluza-Klein gravitons in large
extra dimension models [53], and the lightest stable particles in other theories like in
universal extra dimensions (UED) [54] and little Higgs (LH) model with a T-parity [55]
etc.
• Many new particles may be produced only in pair due to a conserved quantum number,
such as the R-parity in SUSY, KK-parity in UED, and T-parity in LH, leading to a
smaller production rate due to phase space suppression and more involved kinematics.
For the same reason, their decays will most commonly yield a final state with missing
energy. The signal production and the decay products are lack of characteristics.
On the other hand, one may consider to take the advantage of those less common situations
when identifying new physics signatures beyond the standard model. Possible considerations
include:
• Substantial missing transverse energy is an important hint for new physics beyond the
SM, since /ET in the SM mainly comes from the limited and predictable sources of W,Z, t
decays, along with potential poor measurements of jets.
• High multiplicity of isolated high pT particles, such as multiple charged leptons and jets,
may indicate the production and decay of new heavy particles, rather than from higher
order SM processes.
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• Heavy flavor enrichment is again another important feature for new physics, since many
classes of new physics have enhanced couplings with heavy flavor fermions, such as H →
, bb¯, τ+τ−; H+ → tb¯, τ+ν; H˜ → χ˜H ; t˜→ χ˜+b, χ˜0t; ρTC , ηt → tt¯ etc.
Clever kinematical variables may still be utilized, such as the lepton momentum and invariant
mass endpoints as a result of certain unique kinematics in SUSY decays [56]. We are always
encouraged to invent more effective observables for new signal searches and measurements of
the model parameters.
When searching for these difficult signals in hadron collider environments, it is likely that
we have to mainly deal with event-counting above the SM expectation, without “smoking gun”
signatures. Thus it is of foremost importance to fully understand the SM background processes,
both for total production rates and for the shapes of kinematical distributions. This should be
recognized as a serious challenge to theorists working on collider phenomenology, in order to
be in a good position for discovering new physics in hadron collider experiments.
To conclude these lectures, I would like to say that it is highly anticipated that the next
generation of collider experiments at the LHC and ILC will reveal exciting new physics be-
yond the currently successful standard model. Young physicists should be well prepared for
understanding the rich but complex data from the experiments in connection to our theoretical
expectation and imagination, and thus contributing to the major discovery.
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APPENDIX A: RELATIVISTIC KINEMATICS AND PHASE SPACE
1. Relativistic Kinematics
Consider a particle of rest mass m and momenta ~p moving in a frame O. We denote its
four-momentum p ≡ pµ = (E, ~p). The Lorentz invariant m2 defines the on-mass-shell condition
pµpµ = E
2 − ~p · ~p = m2. (A1)
Its velocity in units of c is
~β ≡ ~v
c
=
~p
E
(−1 ≤ β ≤ 1); and γ ≡ (1− β2)− 12 = E
m
. (A2)
Consider another frame O′ that is moving with respect to O along the ~z direction (without
losing generality). It is sufficient to specify the Lorentz transformation between the two frames
by either the relative velocity (β0) of the moving O′ or its rapidity
y0 =
1
2
ln
1 + β0
1− β0 (−∞ < y0 <∞). (A3)
For instance, for the four-momentum vector

 E ′
p′z

 =

 γ0 −γ0β0
−γ0β0 γ0



 E
pz


=

 cosh y0 − sinh y0
− sinh y0 cosh y0



 E
pz

 , (A4)
These transformations are particularly useful when we need to boost the momentum of a decay
product from the parent rest frame (O′) to the parent moving frame (O). In this case, the
relative velocity is given by the velocity of the decaying particle ~β = ~pparent/Eparent.
The Lorentz-invariant phase space element for an n-particle final state can be written as
dPSn ≡ (2π)4 δ4
(
P −
n∑
i=1
pi
)
Πni=1
1
(2π)3
d3~pi
2Ei
. (A5)
The δ4 imposes the constraint on the phase space by the four-momentum conservation of the
initial state total momentum P . Each final state particle satisfies an on-shell condition p2i = m
2
i ,
and the total c.m. energy squared is s = P 2 = (
∑n
i=1 pi)
2 .
2. One-particle Final State
Most straightforwardly, we have the phase space element for one-particle final state
dPS1 ≡ (2π) d
3~p1
2E1
δ4(P − p1) .= π|~p1|dΩ1δ3(~P − ~p1), (A6)
here and henceforth, we adopt a notation “
.
= ” to indicate that certain less-concerned variables
have been integrated out at this stage. For instance, the variable E1 has been integrated out
in the last step of Eq. (A6), which leads to a trivial (but important) relation Ecm1 =
√
s in the
c.m. frame.
Making use of the identity
d3~p
2E
=
∫
d4p δ(p2 −m2), (A7)
we can rewrite the phase space element as
dPS1
.
= 2π δ(s−m21) =
π
s
δ(1− m1√
s
). (A8)
We will call the coefficient of the phase-space element “phase-space volume”, after integrating
out all the variables. Here it is 2π for one-particle final state in our convention.
3. Two-body Kinematics
For a two-particle final state with the momenta ~p1, ~p2 respectively, the Lorentz-invariant
phase space element is given by
dPS2 ≡ 1
(2π)2
δ4 (P − p1 − p2) d
3~p1
2E1
d3~p2
2E2
.
=
1
(4π)2
|~pcm1 |√
s
dΩ1 =
1
(4π)2
|~pcm1 |√
s
d cos θ1dφ1. (A9)
Two-body phase space element is dimensionless, and thus no dimensionful variables unfixed.
That is to say that the two-body phase space weight is constant and the magnitudes of the
energy-momentum of the two particles are fully determined by the four-momentum conserva-
tion. It is important to note that the particle energy spectrum is monochromatic. Specifically,
in the c.m. frame
|~pcm1 | = |~pcm2 | =
λ1/2(s,m21, m
2
2)
2
√
s
, Ecm1 =
s+m21 −m22
2
√
s
, Ecm2 =
s+m22 −m21
2
√
s
,
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where the “two-body kinematic function” is defined as
λ(x, y, z) = (x− y − z)2 − 4yz = x2 + y2 + z2 − 2xy − 2xz − 2yz, (A10)
which is symmetric under interchange of any two variables. While the momentum magnitude is
the same for the two daughter particles in the parent-rest frame, the more massive the particle
is, the larger its energy is.
The only variables are the angles for the momentum orientation. We rescale the integration
variables d cos θ1 = 2dx1 and dφ1 = 2πdx2 to the range 0 ≤ x1, x2 ≤ 1, and thus
dPS2 =
1
4π
1
2
λ1/2
(
1,
m21
s
,
m22
s
)
dx1dx2. (A11)
It is convenient to do so in order to see the phase-space volume and to implement Monte Carlo
simulations.
The phase-space volume of the two-body is scaled down with respect to that of the one-
particle by a factor
dPS2
s dPS1
≈ 1
(4π)2
. (A12)
Roughly speaking, the phase-space volume with each additional final state particle (properly
normalized by the dimensonful unit s) scales down by this similar factor. It is interesting to
note that it is just like the scaling factor with each additional loop integral.
It is quite useful to express the two-body kinematics by a set of Lorentz-invariant variables.
Consider a 2→ 2 scattering process pa+ pb → p1+ p2, the Mandelstam variables are defined as
s = (pa + pb)
2 = (p1 + p2)
2 = E2cm,
t = (pa − p1)2 = (pb − p2)2 = m2a +m21 − 2(EaE1 − pap1 cos θa1), (A13)
u = (pa − p2)2 = (pb − p1)2 = m2a +m22 − 2(EaE2 − pap2 cos θa2).
The two-body phase space can be thus written as
dPS2 =
1
(4π)2
dt dφ1
s λ1/2 (1, m2a/s,m
2
b/s)
. (A14)
Exercise: Assume that ma = m1 and mb = m2. Show that
t = −2p2cm(1− cos θ∗a1),
u = −2p2cm(1 + cos θ∗a1) +
(m21 −m22)2
s
,
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FIG. 14: Three-body phase space weight as a function of Ei (i = 1, 2, 3) for
√
s = 100 GeV, m1,2,3 =
10, 20, 30 GeV, respectively.
where pcm = λ
1/2(s,m21, m
2
2)/2
√
s is the momentum magnitude in the
c.m. frame. This leads to t→ 0 in the collinear limit.
Exercise: A particle of mass M decays to two particles isotropically in
its rest frame. What does the momentum distribution look like in a frame in
which the particle is moving with a speed βz? Compare the result with your
expectation for the shape change for a basket ball.
4. Three-body Kinematics
For a three-particle final state with the momenta ~p1, ~p2, ~p3 respectively, the Lorentz-
invariant phase space element is given by
dPS3 ≡ 1
(2π)5
δ4 (P − p1 − p2 − p3) d
3~p1
2E1
d3~p2
2E2
d3~p3
2E3
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.
=
|~p1|2 d|~p1| dΩ1
(2π)3 2E1
1
(4π)2
|~p(23)2 |
m23
dΩ2 (A15)
=
1
(4π)3
λ1/2
(
1,
m22
m223
,
m23
m223
)
2|~p1| dE1 dx2dx3dx4dx5. (A16)
The angular scaling variables are d cos θ1,2 = 2dx2,4, and dφ1,2 = 2πdx3,5 in the range
0 ≤ x2,3,4,5 ≤ 1. Unlike the two-body phase space, the particle energy spectrum is not
monochromatic. The maximum value (the end-point) for particle 1 in the c.m. frame is
Emax1 =
s +m21 − (m2 +m3)2
2
√
s
, or |~pmax1 | =
λ1/2(s,m21, (m2 +m3)
2)
2
√
s
. (A17)
It is in fact more intuitive to work out the end-point for the kinetic energy instead – recall that
this is how a direct neutrino mass bound is obtained by examining β-decay processes [4],
Kmax1 = E
max
1 −m1 =
(
√
s−m1 −m2 −m3)(
√
s−m1 +m2 +m3)
2
√
s
. (A18)
Practically in Monte Carlo simulations, once Ecm1 is generated between m1 to E
max
1 , then all
the other variables are determined
|~pcm1 |2 = |~pcm2 + ~pcm3 |2 = (Ecm1 )2 −m21,
m223 = s− 2
√
sEcm1 +m
2
1, |~p232 | = |~p233 | =
λ1/2(m223, m
2
2, m
2
3)
2m23
,
along with the four randomly generated angular variables.
To see the non-monochromaticity of the energies in three-body kinematics, in Fig. 14, we
plot the three-body phase space weight dPS3 as a function of Ei (i = 1, 2, 3). For definiteness,
we choose
√
s = 100 GeV and m1,2,3 = 10, 20, 30 GeV, respectively. It is in arbitrary units,
but scaled to dimensionless by dividing Emaxi
√
s. We see broad spectra for energy distributions.
Naturally, the more massive a particle is, the more energetic (energy and momentum) it is, but
narrower for the energy spread. However, its kinetic energy Ki = Ei −mi is smaller for larger
mi.
5. Recursion Relation for the Phase Space Element
dPSn(P ; p1, ..., pn) = dPSn−1(P ; p1, ..., pn−1,n)
dPS2(pn−1,n; pn−1, pn)
dm2n−1,n
2π
. (A19)
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n
p
n−1, n
p1 p2  . . . pn−1
FIG. 15: Illustration for the recursion relation for an n-body kinematics.
This recursion relation is particularly useful when we can write the intermediate mass integral
for a resonant state.
APPENDIX B: BREIT-WIGNER RESONANCE AND THE NARROW WIDTH AP-
PROXIMATION
The propagator contribution of an unstable particle of massM and total width ΓV is written
as
R(s) =
1
(s−M2V )2 + Γ2VM2V
, (B1)
This is the Breit-Wigner Resonance.
Consider a very general case of a virtual particle V ∗ in an intermediate state,
a→ bV ∗ → b p1p2. (B2)
An integral over the virtual mass can be obtained by the reduction formula in the last section.
Together with kinematical considerations, the resonant integral reads
∫ (mmax
∗
)2=(ma−mb)
2
(mmin
∗
)2=(m1+m2)2
dm2∗. (B3)
The integral is rather singular near the resonance. Thus a variable change is effective for the
practical purpose,
tan θ =
m2∗ −M2V
ΓVMV
, (B4)
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resulting in a flat integrand over θ
∫ (mmax
∗
)2
(mmin
∗
)2
dm2∗
(m2∗ −M2V )2 + Γ2VM2V
=
∫ θmax
θmin
dθ
ΓVMV
, (B5)
where θ = tan−1(m2∗ −M2V )/ΓVMV . In the limit
(m1 +m2) + ΓV ≪MV ≪ ma − ΓV , (B6)
then θmin → −π, θmax → 0. This is the condition for the narrow-width approximation:
1
(m2∗ −M2V )2 + Γ2VM2V
≈ π
ΓVMV
δ(m2∗ −M2V ). (B7)
Exercise: Consider a three-body decay of a top quark, t → bW ∗ → b eν. Making
use of the phase space recursion relation and the narrow width approximation
for the intermediate W boson, show that the partial decay width of the top
quark can be expressed as
Γ(t→ bW ∗ → b eν) ≈ Γ(t→ bW ) · BR(W → eν). (B8)
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