Aiming at parallel distributed constant false alarm rate (CFAR) detection employing K/N fusion rule, an optimization algorithm based on the genetic algorithm with interval encoding is proposed. N−1 local probabilities of false alarm are selected as optimization variables. And the encoding intervals for local false alarm probabilities are sequentially designed by the person-by-person optimization technique according to the constraints. By turning constrained optimization to unconstrained optimization, the problem of increasing iteration times due to the punishment technique frequently adopted in the genetic algorithm is thus overcome. Then this optimization scheme is applied to spacebased synthetic aperture radar (SAR) multi-angle collaborative detection, in which the nominal factor for each local detector is determined. The scheme is verified with simulations of cases including two, three and four independent SAR systems. Besides, detection performances with varying K and N are compared and analyzed.
Introduction
Distributed constant false alarm rate (CFAR) detection has received much concern, and extensive research has been carried out in recent years. M. Barkat, et al. discussed distributed cell averaging CFAR [1] (CA-CFAR) with parallel and tandem topologies. R. S. Blum, et al. [2] [3] investigated optimization for distributed CA-CFAR and ordered statistics CFAR (OS-CFAR) in dependent local sensors. Performance of distributed CFAR detection in non-Gaussian background is analyzed in Refs. [4] - [7] . Basic idea of adaptive distributed CFAR detection was proposed by J. Jiang and P. Z. Liu, et al. and specific structures, local detect rules and fusion rules were presented in Refs. [8] - [9] . Research was focused on the effect of local detector output on detection performance in Refs. [10] - [14] . X. Y. Ma, et al. [10] [11] [12] brought forward the idea that each sensor transmits its test cell sample and order statistic of its reference cells to the fusion center. J. Guan, et al. advanced local multilevel quantization in Ref. [13] and R, S, P types in Ref. [14] .
This article is concentrated on parallel distributed CFAR detection system adopting K/N fusion rule. Under the constraints of global CFAR, the optimal probability of false alarm for each local detector is solved by the optimization technique based on the genetic algorithm (GA) with interval encoding. Here K/N fusion rule means that the presence of a target is determined if K out of N local detection results claim that the target exists [15] [16] . Especially, the commonly called AND rule and OR rule correspond to K/N rule in the cases of K = N and K =1 respectively. A. Mezache, et al. [17] have designed the optimal threshold for distributed maximum likelihood CFAR (ML-CFAR) and OS-CFAR detection with GA. Compared with the previous attempt, the proposed algorithm in this article is feasible with local detector employing any kind of structure. Furthermore, interval encoding effectively reduces the search space volume for GA, and thus overcomes the problem of increasing iteration times due to the punishment technique often adopted in GA. detection probability and the missing probability of the ith (i = 0,1, … ,N) LDM are denoted by P F,i , P D,i and P M,i , respectively. Each LDM transmits its decision r i to the fusion center to obtain a global fusion result r 0 . Define r i as follows: 
Define the vector r as [r 1 r 2 … r n ] and S j as the set of LDMs whose detection results are H j (j = 0, 1). H 1 means that the target is detected and H 0 means not. Define variables as follows [4] :
Eq.(2) represents the probability of a specific combination of local decisions when the target exists. Eq.(3) represents the probability of a specific combination of local decisions when the target does not exist. Eq.(4) represents the probability of global decision under a specific combination of local decisions. Eqs. (2)- (3) are determined by the decision rule at LDM, while Eq. (4) is decided by the fusion rule.
To establish the optimization model for parallel distributed CFAR detection, the global detection probability is defined as the objective function.
r r r r r r (5) where P F and P D denote the global false alarm probability and the global detection probability, and α is the global false alarm rate index. As the detection probability is 0 and 1 in cases of P F = 0 and P F = 1 correspondingly, detection performance thus cannot be further improved. As a result, these two cases are not under consideration.
Optimization Algorithm Based on GA with Interval Encoding
GA is a global stochastic search approach based on biological natural selection and evolution theory. One disadvantage of traditional optimization techniques is that they are liable to merely achieve the local optimum solution. Conversely, GA can effectively avoid this defect. Utilizing GA to solve the optimization problem described by Eq. (5) , N−1 local probabilities of false alarm would be selected as optimization variables which form chromosomes after encoding and further constitute a population. After generating a population at random, the quality of this population is judged by the fitness function. Following it a new population can be formed after further selection, crossover and mutation. Finally the population converges to the optimal solution in probability after iteration.
The main challenge for determining the local probability of false alarm is the constraints imposed on the global false alarm probability in the optimization model. If any arbitrary value in [0, 1] is assigned to the ith (i = 1, 2, … , N−1) local false alarm probability, the Nth local false alarm probability P F,N which can be obtained by the equality constraint may not satisfy the inequality constraint, namely P F,N could be bigger than 1 or smaller than 0. Afterwards, this set of values P F, i (i = 1, 2, … , N) is either discarded as the infeasible solution or needs adjusting. Generally, GA adopts the punishment technique to turn the constrained problem into the unconstrained problem so that search process can be implemented within both feasible region and infeasible region to obtain the optimal solution. But this approach increases the iteration times, thereby influences the speed and efficiency of optimization [18] . One promising solution to this problem is to design the encoding space of optimization variables so that invalid search can be avoided.
For K/N fusion rule, this article puts forward an encoding interval design method based on personby-person optimization. Throughout the design process, the whole optimization variable set is regarded as a team consisting of two members. When one is under design, the design for the other is assumed to be finished. In this approach, the concrete constraint equation is obtained first with values of K and N. Then the relationship between the Nth local probability of false alarm P F,N and other N-1 local probabilities of false alarm is determined. Different values of P F, i (i = 1, 2, … , N−1) constitute the optimization variables set. The condition which all optimization variables must satisfy is derived from 0 ≤ P F,N ≤1. After that, calculate the inequalities between P F,N−k (k = 1, 2, … , N−1) and other N−k−1 optimization variables one by one, and combine results with the condition 0≤P F,N−k ≤1 to finally obtain the encoding interval
The volume of encoding space is denoted by Λ and can be expressed by Eq.(6). Λ equals 1 when no interval encoding is adopted.
Encoding intervals under different fusion rules are given in Table 1 To prove the validity of encoding interval, two aspects should be taken into account. One is to make sure no infeasible solutions exist in the convergence progress. The other is to judge that the final convergence result is the optimal one or near it, which indicates that the optimal solution is in the encoding space. Section 4 shows the detailed results.
A novel optimization algorithm for the parallel distributed CFAR detection is proposed here based on GA with interval encoding to determine the probability of false alarm for each LDM under K/N fusion rule, so Number of LDM Fusion rule Encoding interval of optimization variables that the optimal global detection performance can be achieved. Whatever the specific form of CFAR for each LDM is, this algorithm can work well. N−1 local probabilities of false alarm are selected as optimization variables. The Nth local probability of false alarm is subsequently calculated according to the constrained condition. The flowchart of the algorithm is illustrated in Fig.2 , and detailed steps are illustrated as follows. (1) Select N−1 local probabilities of false alarm as optimization variables.
(2) Design the encoding interval for each optimization variable. Meanwhile generate a local probability of false alarm in each interval. Repeat this procedure M times to generate M groups of optimization variables, and each group consists of N−1 local false alarm probabilities. Here M is a positive even number which is decided by the population size.
(3) Set up the fitness function in which the global detection probability is viewed as the fitness degree. Evaluate the fitness degree of M groups of optimization variables generated in the previous step and calculate the corresponding global detection probability of each group.
(4) Substitute the group of optimization variables which corresponds to a global detection probability worse than the optimal local detection performance in the system until this kind of group no longer exists.
(5) Encode M groups of optimization variables with the binary code. The quantization bits number is determined by precision and the length of encoding interval. If the encoding interval is [α min , α max ] and the required precision is n d decimal places, the quantization bits number n b would satisfy the following condition:
Connect the corresponding binary code of each group to form a chromosome, namely an n b (N−1) length binary code string. M chromosomes constitute the original population.
(6) Now we enter the evolutionary process of this algorithm. Separate each chromosome in the population into N−1 genes whose length is n b to be decoded. Then assess the fitness degree.
(7) Implement roulette selection based on results of fitness degree assessment. Select two chromosomes each time from the current population to perform single point crossover and bit inverse mutation to form two new chromosomes. Repeat this process M/2 times until M new chromosomes are generated.
(8) Assess the fitness degree for all the new M chromosomes and all the M chromosomes of last generation. Perform μ+λ selection, which is defined as selecting μ individuals for the new generation from the competition among μ parents and λ children. In this algorithm, both μ and λ are set to be M to maintain the population size.
(9) If the algorithm has iterated certain times or the optimal fitness degree for the current population shows no significant improvement over that of the last generation, select the chromosome with the best fitness degree to be decoded and determine the probability of false alarm for each LDM. Then the algorithm terminates at this point. Otherwise, repeat the evolutionary process until the termination condition stated above is reached.
It is obvious that to obtain the global detection probability, we have to know each local signal-to-noise ratio (SNR). In practice power levels of reference units and detection units for each LDM can be extracted to calculate the corresponding SNR. And then the optimization algorithm can be applied.
Optimization for Spacebased SAR Multi-angle Collaborative Detection
Spacebased SAR multi-angle collaborative detection means that several SAR satellites independently observe the same target area, obtain images from multiple elevation angles, perform target detection with each LDM respectively, and then transmit results to the fusion center. The presence or absence of the target is determined by data fusion under K/N fusion rule with the assumption of a certain global CFAR index. Benefits of spacebased SAR collaborative detection include enhancement of the spacebased system detection performance, acceleration of information processing and reduction of requirement for data communication bandwidth.
When LDM adopts the CA-CFAR technology in homogeneous backgrounds, the local detection probability of the ith LDM, i.e. P D,i , can be expressed as [19] :
where Collaborative detection performance is not only relevant to the state of individual spacebased SAR systems, but also closely related to the design of LDMs. One extreme situation is that the detection performance of the whole system is only equal to the worst performance of its member. Consequently it is worth discussing how to design LDMs to optimize the collaborative detection performance.
Set η i to be zero and derive the expression for the local probability of false alarm from Eq. (8) . Subsequently the relationship between the nominal factor and the probability of false alarm is established. Apply the optimization algorithm presented in this article to calculate each nominal factor and then the design for every LDM is accomplished.
Simulation parameters
Let us analyze the cases including 2, 3, 4 spacebased SAR systems. The look number and number of reference cells for every system are 1 and 16 respectively. Other parameters for the collaborative detection system are given in Table 2 . The parameters for the optimization algorithm are demonstrated in Table 3 .
In Table 2 SNRs are different from each other. It is certain that the global detection performance can be improved when SNRs are the same. Under the condition, every nominal factor will be the same in theory. However, because of the property of GA, each iteration result may be different. And the same status happens to nominal factors. For example, if the fusion rule is 2/3, the SNR of each SAR system is 15 dB, and other parameters are the same as those in Table 3 , one result demonstrates that the optimal global detection probability is 0.843 0, and nominal factors are 0.593 6, 0.593 7 and 0.593 8 respectively. Another result shows the same global detection probability, and nominal factors are all 0.593 7.
Table 2 Parameters of collaborative detection system
Number of SAR system SNR of SAR system/dB Table 3 Optimization parameters
Optimization parameter Value
Global false alarm probability index 10
Population size 30
Probability of crossover 0.8
Probability of mutation 0.05
Simulation results
According to the parameters above, the optimal global detection probability and nominal factors are obtained and shown in Table 4 . Verification is implemented with the global traversal search technique. Results demonstrate that the optimization algorithm proposed here always converges to areas near the optimal solution.
In Fig.3 , simulation results of the collaborative detection system consisting of 2, 3, 4 independent spacebased SAR systems are demonstrated which indicate that the algorithm can achieve convergence within 30 generations and no infeasible solutions exist in the convergence progress. Detection performance under various fusion rules with N = 2, 3, 4 are shown in Fig.4 . When the false alarm probability ranges from 1.0×10 −6 to 6.0×10 −5 , detection performances with N = 4 under OR rule and 2/4 rule are shown in Fig.4(d) . As illustrated in Fig.4(d) , a specific fusion rule cannot remain the best. The value of K would vary with different assumptions of the false alarm probability. 
Conclusions
(1) An optimization algorithm based on GA is proposed in this article, which is used to design parallel distributed CFAR detection system employing K/N fusion rule. And encoding intervals for local false alarm probabilities are sequentially calculated according to the person-by-person optimization technique, which makes encoding space volume be smaller.
(2) This optimization algorithm is applied to spacebased SAR multi-angle collaborative detection. Simulation results demonstrate that the algorithm can achieve convergence which is near the optimal solution within 30 generations and no infeasible solutions exist in the convergence progress. As illustrated in results, the value of K would vary with different assumptions of the false alarm probability to achieve the best performance.
The future work will be focused on cases of dependent LDMs. And the problem of space multi-dimension information application will also be discussed based on the real remote sensing data. Under 2/4 fusion rule, P F,4 can be expressed as:
P P P P P P P P P P P P P P P P P P P P P P
According to P F,4 ∈[0,1], the following inequality can be obtained:
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When P F,1 ≠1, P F,2 ≠1, or P F,1 and P F,2 are not equal to zero at the same time,
Then P F,1 and P F,2 would satisfy When P F,1 =0 and P F,2 =0, Eq.(A2) will be satisfied on condition that P F,3 ≥α.
In conclusion, the design result of the encoding interval under 2/4 rule in Table 1 can be achieved. 
