Efficient computations of ℓ1 and ℓ∞ rearrangement distances  by Amir, Amihood et al.
Theoretical Computer Science 410 (2009) 4382–4390
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Efficient computations of `1 and `∞ rearrangement distances
Amihood Amir a,b, Yonatan Aumann a, Piotr Indyk c, Avivit Levy d,e,∗,1, Ely Porat a
a Department of Computer Science, Bar Ilan University, Ramat Gan 52900, Israel
b Department of Computer Science, Johns Hopkins University, Baltimore, MD 21218, United States
c Department of Computer Science, MIT, Cambridge, MA 02139, United States
d Department of Software Engineering, Shenkar College, 12 Anna Frank, Ramat-Gan, Israel
e CRI, Haifa University, Mount Carmel, Haifa 31905, Israel





a b s t r a c t
Recently, a new pattern matching paradigm was proposed, pattern matching with address
errors. In this paradigm approximate string matching problems are studied, where the
content is unaltered and only the locations of the different entriesmay change. Specifically,
a broad class of problems was defined—the class of rearrangement errors. In this type of
error the pattern is transformed through a sequence of rearrangement operations, each
with an associated cost. The natural `1 and `2 rearrangement systems were considered.
The best algorithm presented for general patterns, that may have repeating symbols, is
O(nm). In this paper, we show that the problem can be approximated in linear time for
general patterns! Another natural rearrangement system is considered in this paper—the
`∞ rearrangement distance. For this new rearrangement system efficient exact solutions for
different variants of the problem are provided, as well as a faster approximation.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The historical challenge of approximate pattern matching was coping with errors in the data. The traditional Hamming
distance problem assumes that some elements in the pattern are erroneous, and one seeks the text locations where the
number of errors is sufficiently small [1–3], or efficiently calculating the Hamming distance at every text location [4,1,5].
The edit distance problem adds the possibility that some elements of the text are deleted, or that noise is added at some
text locations [6,7]. Indexing and dictionary matching under these errors has also been considered [8–11]. The implicit
assumption in all these problems is that there may indeed be errors in the content of the data, but the order of the data is
inviolate. Data may be lost or noise may appear, however, the order of the data was assumed to be ironclad.
Nevertheless, some non-conforming problems have been gnawing at the walls of this assumption. The swap error,
motivated by the common typing error where two adjacent symbols are exchanged [12], does not assume error in the
content of the data, but rather, in the order. However, here too the general order was assumed accurate, with the difference
being at most one location away. The advent of computational biology has added several problems wherein the ‘‘error’’ is
in the order, rather than the content. During the course of evolution, whole areas of genome may translocate, shifting from
one location in the genome to another. Alternatively, two pieces of genome may exchange places. These cases represent a
situation where the content of the individual entries does not change, but rather their locations may be different. Several
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works have considered specific versions of this biological setting, primarily focusing on the sorting problem (sorting by
reversals [13,14], sorting by transpositions [15], and sorting by block interchanges [16]).
Motivated by these questions, a new pattern matching paradigm – pattern matching with address errors – was
proposed [17]. In this paradigm approximate string matching problems are studied, where the content is unaltered and
only the locations of the different entries may change. This approximate matching model opens the door for a new type of
problem and introduces new techniques to the field of patternmatching (see [18,19]). Specifically, a broad class of problems
in this new paradigm was defined – the class of rearrangement errors [17]. In this type of error the pattern is transformed
through a sequence of rearrangement operations, each with an associated cost. The cost induces a distance measure between
the strings, defined as the total cost to convert one string to the other. Given a pattern and a text, the problem is to find the
subsequence of the text closest to the pattern. Amir et al. [17] consider several natural distance measures.
Approximate pattern matching with `1, `2 and `∞ metrics were extensively studied by Lipsky and Porat [20]. The
distances considered by Lipsky and Porat are between the contents of the text and the pattern, whereas the distances
in [17] are between the locations of elements in the text and pattern. The shift from content distances to location distances
changes the set of problems and sometimes involves different techniques for their solution, as indicated by [18]. Amir et
al. [17] provide efficient algorithms for different variants of the string matching problems associated with the `1 and `2
rearrangement distances.
A variant of the `1-rearrangement distance problem seems more difficult — where the pattern is a general string (i.e. a
string that may have repeating symbols). Amir et al. [17] present a linear time algorithm for the problem where the pattern
is a string with distinct letters, however, the techniques used fail in the general pattern case. The best algorithm presented
for the general case is O(nm). In this paper, we show that even for general strings the problem can be approximated in linear
time! Our solution utilizes properties of p-stable distributions to derive a very efficient approximation to this problem.
In addition, another natural rearrangement system – the `∞ rearrangement system – is considered in this paper for the
first time. For this new rearrangement system we provide efficient exact solutions for different variants of the problem, as
well as a faster approximation algorithm. Formal definitions of the rearrangement pattern matching problems are given
below.
Rearrangement distances. Consider a set Σ and let x and y be two m-tuples over Σ . Amir at al. [17] formally defined the
process of converting x to y through a sequence of rearrangement operations in the following way. A rearrangement operator
pi is a function pi : [0..m−1] → [0..m−1], with the intuitive meaning being that for each i, pi moves the element currently
at location i to locationpi(i). Let s = (pi1, pi2, . . . , pik) be a sequence of rearrangement operators, and letpis = pi1◦pi2◦· · ·◦pik
be the composition of the pij’s. s converts x into y if for any i ∈ [0..m− 1], xi = ypis(i). That is, y is obtained from x by moving
elements according to the designated sequence of rearrangement operations.
Let Π be a set of rearrangement operators, Π can convert x to y, if there exists a sequence s of operators from Π that
converts x to y. Given a set Π of rearrangement operators, a non-negative cost is associated with each sequence from Π ,
cost : Π∗ → R+. The pair (Π, cost) is called a rearrangement system. Consider two vectors x, y ∈ Σm and a rearrangement
systemR = (Π, cost), the distance from x to y underR is defined to be:
dR(x, y) = min{cost(s)|s fromR converts x to y}.
If there is no sequence that converts x to y then the distance is∞. It is easy to verify that dR(x, y) is a metric.
The string matching problem. LetR be a rearrangement system and let dR be the induced distance function. Consider a text
T = T [0], . . . , T [n−1] and pattern P = P[0], . . . , P[m−1] (m ≤ n). For 0 ≤ i ≤ n−m denote by T (i) them-long substring
of T starting at location i. Given a text T and pattern P , we wish to find the i such that dR(P, T (i)) is minimal.
The `1 and `∞ rearrangement distances. The simplest set of rearrangement operations allows any element to be inserted
at any other location. Under the `1 Rearrangement System, the cost of such a rearrangement is the sum of the distances the
individual elements have been moved. Formally, let x and y be strings of length m. A rearrangement under the `p operator
is a permutation pi : [0..m− 1] → [0..m− 1], where the cost is cost(pi) = (∑m−1j=0 |j− pi(j)|p)1/p. The resulting distance is
called the `p Rearrangement Distance. This is a generalized definition for which the special cases p = 1 and p = 2 are defined
as the `1and `2rearrangement distances, respectively, in [17].2
In this paper we define the `∞ Rearrangement System, in which the same set of operators is used with the cost being
the maximum of the distances the individual elements have been moved. Formally, let x and y be strings of length m. A
rearrangement under the `∞ operators is a permutation pi : [0..m − 1] → [0..m − 1], where the cost is cost(pi) =
maxj∈{0,...,m−1} |j− pi(j)|. We call the resulting distance the `∞ Rearrangement Distance. We prove:
Theorem 1. For T and P of sizes n and m respectively (m ≤ n), then for any  > 0 and 0 < δ < 1 there exists a constant
c = c(, δ) such that the `1 Rearrangement Distance can be approximated to ± in time O(n · c/2 log 1/δ) with probability
1− δ.
2 The 1/p-power is henceforth omitted throughout the discussions in this paper, since it can be taken at the end of computations and does not affect
either the complexity or the validity of our algorithms.
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Theorem 2. For T and P of sizes n and m respectively (m ≤ n) the `∞ Rearrangement Distance can be computed in time
O(m(n−m+ 1)). If all entries of P are distinct then the `∞ Rearrangement Distance can be computed in time O(n logm).
Theorem 3. For T and P of sizes n and m respectively (m ≤ n), the `∞ Rearrangement Distance can be approximated to a factor
of 1+ ε in time O( 1
ε2
n log3m).
2. Approximating the `1 rearrangement distance
In this section we show how the `1 rearrangement distance can be approximated in linear time for general strings.
2.1. Preliminaries
Stable distributions. A distribution D over R is called p-stable, if there exists p > 0 such that for any m real numbers
a1, . . . , am and independent identically distributed (i.i.d) variables X1, . . . , Xm with distribution D , the random variable∑
j ajXj has the same distribution as the variable (
∑
j |aj|p)1/pX , where X is a random variable with distributionD .
It is known [21] that stable distributions exist for any p ∈ (0, 2]. In particular, a Cauchy distribution (denotedDC), defined
by the density function C(x) = 1
pi
1
1+x2 , is 1-stable. Specifically, we use the following lemma.
Lemma 1 (Indyk [22]). Let X0, . . . , Xm−1 be random variables drawn from DC distribution. Let  > 0, 0 < δ < 1 be any
constants and let X1, . . . , Xl be independent samples of X0, . . . , Xm−1, where l = c/2 log 1/δ and c = c(, δ) is a constant (that
depends on the chosen  and δ), then the probability that
median
(∣∣∣∑ ajxj,1∣∣∣ , ∣∣∣∑ ajxj,2∣∣∣ , . . . , ∣∣∣∑ ajxj,l∣∣∣) ∈ [(1− )∑ |aj|, (1+ )∑ |aj|]
is greater than 1− δ.
Remark. Indyk [22] showed that Lemma 1 can be applied even when a bounded precision of O(logm) bits is used.
The `1 pairing lemma. The main difficulty in the case of general strings is that repeating symbols have multiple choices for
their desired destination. Let x and y be strings of lengthm. The goal is to pair the locations in x to destination locations in y,
so that repeating symbols can be labeled in x and y to get strings with the samem distinct letters (permutation strings). Such
a labeling can be viewed as a permutation of the indices of x. Clearly, if x contains distinct elements then only one labeling
permutation can convert x to y. However, there can be many labeling permutations if x contains multiple occurrences of
elements. Trying all labeling permutations pi to choose the one that gives the minimal distance between the permutation
strings resulting from the labeling according to pi , is impractical. Fortunately, a labeling permutation of indices that gives
the minimum `1-distance can be characterized. Lemma 2 is the basis of the polynomial time algorithm for the `1-distance
in the general strings case. It is used in both the O(nm) time exact algorithm of [17] and in our linear time approximation
algorithm.
Definition 1. Let x, y ∈ Σm be two strings such that d`1(x, y) < ∞. Define pio to be the permutation that for any a and k,
the location of the k-th a in x is mapped to the location of the k-th a in y.
Lemma 2 (Amir et al. [17]). Let x, y ∈ Σm be two strings such that d`1(x, y) <∞. Then, d`1(x, y) = cost(pio).
2.2. The approximation algorithm
Letpi io be the permutation fromDefinition 1 for P and T
(i) (where,pi io is only defined for text locations that have a bounded
distance from P). By Lemma 2 in order to find the `1 distance of P and T (i) we need to compute
∑m−1
j=0 |j− pi io(j)|.
Let X0, . . . , Xm−1 be random variables drawn from DC distribution. Let  > 0, 0 < δ < 1 be any constants and
let X1, . . . , Xl be independent samples of X0, . . . , Xm−1, where l = c/2 log 1/δ and c = c(, δ) is a constant. Let xj,k,
j = 0, . . . ,m − 1 denote the random values of the variables X0, . . . , Xm−1 in the k-th sample. By Lemma 1, it is enough
to compute |∑m−1j=0 (j − pi io(j)) · xj,k| for the k = 1, . . . , l samples of X0, . . . , Xm−1, and take the median value, in order to
get an -approximation with probability at least 1 − δ. Since l is constant (i.e., it does not depend on n and m), taking the
median out of l values for each text location can be done in linear time. Therefore, in the sequel we explain how to compute
for the k-th sample of X0, . . . , Xm−1 the value of |∑m−1j=0 (j− pi io(j)) · xj,k| for all text locations in time O(n).
Note that the above sum is the difference of the following two sums:
∑m−1
j=0 j · xj,k and
∑m−1
j=0 pi io(j) · xj,k. The first sum can
be easily be computed in O(m) time, so we only have to explain how to compute
∑m−1
j=0 pi io(j) · xj,k for all text locations in
O(n) time.
First note that by simple counting we can easily find all locations for which the distance is∞, i.e. the locations in T
for which there is no way to convert the pattern string to the m-length text string starting at this location. Thus, we need
only regard the substrings T (i) which are a permutation of P . Consider an element a ∈ Σ , and let occa(x) be the number of
occurrences of a in x. For these substrings, occa(P) = occa(T (i)) for all a ∈ P . Consider a symbol a, and let ψa(P) and ψa(T )
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be the lists of locations of a in P and T , respectively. Note that these two lists need not be of the same length. Similarly, let
ψa(T (i)) be the list of locations of a in T (i). Then, for any T (i) (which is a permutation of P):
m−1∑
j=0





ψa(T (i))[j] · xj,k. (1)
We now wish to express the above sum using ψa(T ) instead of the individual ψa(T (i))’s. Note that all the a’s referred to
in ψa(T (i)) are also referred to in ψa(T ). However, ψa(T ) gives the locations with regards to the beginning of T , whereas
ψa(T (i)) gives the locations with regards to the beginning of T (i) —which is i positions ahead.
For each i and a, letmatcha(i) be the index of the smallest entry in ψa(T )with value at least i. Then,matcha(i) is the first
entry in ψa(T ) also referenced by ψa(T (i)). Then, for any a, i and j ≤ occa(P):
ψa(T (i))[j] = ψa(T )[matcha(i)+ j] − i.
Thus, (1) can now be rewritten as:
m−1∑
j=0





(ψa(T )[matcha(i)+ j] − i) · xj,k. (2)
Now, (2) can be rewritten as:
m−1∑
j=0











By (3), in order to compute
∑m−1










ψa(T )[matcha(i)+ j] · xj,k
for all i. Therefore, if the latter sum can be computed in O(n) time for all i, then in O(n) time we get the `1 distance for
every location. It remains to explain how to compute the latter sum for all i in time O(n). The important observation here
is that the values xj,k are all random values drawn from Cauchy distribution, so it does not matter which of the values is
currently multiplied as long as we have m different sample values for each text location. Since our computations are done
for each letter separately, we split the m random values between the letters of P . Therefore, for each letter a ∈ P , occa(P)
different sample values are needed for each text location. Using this observation, the above sum can be simply computed in
O(occa(P)) time for the first location in ψa(T ), and in O(1) for every other location using a sliding window of size occa(P).
Doing this for every a ∈ Σ and summing the results gives the requested sum. We have proven Theorem 1.
3. The `∞ rearrangement distance
3.1. Exact `∞ rearrangement distance
Let x and y be strings of length m. Clearly, if x contains distinct elements then only one permutation can convert x to y.
However, there can be many such permutations if x contains multiple elements. Computing the cost for each of them in
order to find the distance between x and ymight be too expensive. Fortunately, similar to the `1 case, we can characterize
a minimal cost permutation converting x to y. Recall that the permutation pio is defined in Definition 1. Lemma 3 is similar
to Lemma 2.
Lemma 3. Let x, y ∈ Σm be two strings such that d`∞(x, y) <∞. Then,
d`∞(x, y) = cost(pio).
Proof. For a permutation pi , and i < j such that x[i] = x[j], say that pi reverses i and j if pi(j) > pi(i). Note that pio is
characterized by having no reversals. Now we show that it has the least cost. Let τ be a permutation converting x to y of
minimal cost that has the minimal number of reversals. If there are no reversals in τ , then there is nothing to prove, since
it is exactly the permutation pio. Otherwise, suppose τ reverses j and k (j < k). Let τ ′ be the permutation which is identical
to τ , except that τ ′(j) = τ(k) and τ ′(k) = τ(j). Then, clearly τ ′ also converts x to y. We show that cost(τ ′) ≤ cost(τ ). There
are two cases:
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Case 1: τ(j) ≥ k ≥ τ(k) ≥ j or τ(k) ≤ j ≤ τ(j) ≤ k. Consider the case τ(j) ≥ k ≥ τ(k) ≥ j. We get:
cost(τ )− cost(τ ′) = max{|τ(j)− j|, |τ(k)− k|} −max{|τ ′(j)− j|, |τ ′(k)− k|}
= max{|τ(j)− j|, |τ(k)− k|} −max{|τ(k)− j|, |τ(j)− k|}
= (τ (j)− j)−max{|τ(k)− j|, (τ (j)− k)} ≥ 0.
The argument for τ(k) ≤ j ≤ τ(j) ≤ k is symmetrical.
Case 2: j < τ(k) < τ(j) < k. Then,
cost(τ )− cost(τ ′) = max{|τ(j)− j|, |τ(k)− k|} −max{|τ ′(j)− j|, |τ ′(k)− k|}
= max{|τ(j)− j|, |τ(k)− k|} −max{|τ(k)− j|, |τ(j)− k|} > 0.
Since, |τ(j)− j| > |τ(k)− j| and |τ(k)− k| > |τ(j)− k|.
Thus, the cost of τ ′ is at most that of τ , and there is one less reversal in τ ′, in contradiction. 
In order to compute the `∞ distance of x and y, we create for each symbol a two lists,ψa(x) andψa(y), the first being the
list of locations of a in x, and the other — the locations of a in y. Both lists are sorted. These lists can be created in linear time.
Clearly, if there exists an a for which the lists are of different lengths then d`∞(x, y) = ∞. Otherwise, for each a, compute
the differences between the corresponding elements in the lists, and take the maximum over all a’s. This provides a linear
time algorithm for strings of identical lengths, and an O(m(n−m+ 1)) algorithm for the general case. This proves the first
part of Theorem 2.
Patterns with distinct letters. We now show that if all entries of P are distinct, then the problem can be solved in O(n logm).
In this case, w.l.o.g. we may assume that the pattern is simply the string 0, 1, . . . ,m− 1. The basic idea is first to compute
the distance for the first text location, as described above, while keeping information in appropriate data structures (to
be explained). Then inductively compute the distance for the next text location, based on the information from previous
location, making proper adjustments. Consider a text location i such that d`∞(P, T
(i)) < ∞. Then, since all entries of P
are distinct, for each j ∈ P there is exactly one matching entry in T (i). As we move from one text location to the next, the
matching symbols all move one location to the left – relative to the pattern, except for the leftmost – which falls out; and
the rightmost — which is added. For all symbols that are further to the right in the text than in the pattern, this movement
decreases their difference by 1. Thus, their relative order is unchanged, and can be kept in a priority queue R-PriorityQueue
(by their original difference) so that we can keep track of their maximum. For all symbols that are further to the left in the
text than in the pattern, this movement increases their difference by 1. Again, their relative order is unchanged and can be
kept in a priority queue L-PriorityQueue (by their original difference) so that we can keep track of their maximum. Thus,
given the distance at location i, in order to compute the distance at location i + 1, we only need to know the maximum
difference of each type and compare to the difference of the new symbol (the new symbol and the one removed are easily
handled).
To this endwe keep track, for each symbol j, if it is currently to the left or to the right (this is stored in the array location[·]),
and the current position of the maximum in each type (stored in L-PriorityQueue and R-PriorityQueue). In addition, we
store for each symbol the point at which it moves from being at the right to being at the left (this is stored in the array
Trans-point[·]). Since P is simply the sequence 0, 1, . . . ,m − 1, this Trans-point[·] can be easily computed. The important
observation here is that when a symbol is added to L-PriorityQueue (or R-PriorityQueue) we do not need to re-compute all
differences (remember that their actual priority is not valid, only their relative order is valid) in order to find its place in the
priority queue. We only re-compute the addition path of the new element. If the priority queues are kept as binary heaps,
this takes at most O(logm) re-computations of differences each in time O(1). If a priority queue is empty, we define its
maximum function to return 0. In this way we are able to compute the new maximum for each location in O(logm) steps
per location, for a total ofO(n logm). A full description of the algorithm is provided in Fig. 1. Note that each symbol in the text
participates in line 16 at most once, so the amortized cost of this line is O(1). Also, note that the main part of the algorithm
(lines 1–16) computes the distance correctly only for those locations which have bounded distance. However, by simple
counting it is easy to eliminate (in O(n) steps), all the locations of infinite distance. Thus, in line 17 we find the minimum
among those which have bounded distance. We have proved the second part of Theorem 2.
3.2. Approximating the `∞ distance
In this section we describe how to efficiently approximate the `∞ distance up to a factor of 1+ ε in time O( 1ε2 n log3m).
First, we show that it is enough to compute `p for p ≥ logm/ε in order to approximate `∞ up to a factor of 1+ ε. Then, we
explain how to compute the `p distance in time O(p2n logm) for even p. Choosing an even p ≥ logm/ε gives Theorem 3.
The key idea for the approximation of `∞ using `p is given in Lemma 4.
Lemma 4 (Indyk et al. [23]). For every p ≥ logm/ε, u, v ∈ Rm,
max
j∈{0,...,m−1}






≤ (1+ ε) max
j∈{0,...,m−1}
|uj − vj|.
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Fig. 1. Computing the `∞ rearrangement distance for P = (0, 1, . . . ,m− 1).
In Lemma 4 taking the vector u to be u = (0, . . . ,m− 1) and the vector v to be v = (pi(0), . . . , pi(m− 1)), we get that
`∞ distance can be approximated to a factor of  by computing the `p distance. Thus, we need only explain how to compute
the `p distance for even p in time O(p2n logm) to get Theorem 3. For that we show that the `2 algorithm of [17] can be
generalized for any even p. This algorithm is based on the `2 pairing lemma (analog to Lemma 2) proved in [17]. Therefore,
we first need to show that the same pairing lemma is also correct for general p. This is given in Lemma 5 (which is similar
to Lemma 3).
Lemma 5. Let x, y ∈ Σm be two strings such that d`p(x, y) <∞. Then,
d`p(x, y) = cost(pio).
Proof. pio is characterized by having no reversals, i.e. indices i < j such that x[i] = x[j], and pi(j) > pi(i). Now we show
that it has the least cost. Let τ be a permutation converting x to y of minimal cost that has the minimal number of reversals.
If there are no reversals in τ , then there is nothing to prove, since it is exactly the permutation pio. Otherwise, suppose τ
reverses j and k (j < k). Let τ ′ be the permutation which is identical to τ , except that τ ′(j) = τ(k) and τ ′(k) = τ(j). Then,
clearly τ ′ also converts x to y. We show that cost(τ ′) ≤ cost(τ ). There are two cases:
Case 1: τ(j) ≥ k > τ(k) ≥ j or τ(k) ≤ j < τ(j) ≤ k. Consider the case τ(j) ≥ k > τ(k) ≥ j. We get:
cost(τ )− cost(τ ′) = |τ(j)− j|p + |τ(k)− k|p − |τ ′(j)− j|p − |τ ′(k)− k|p
= |τ(j)− j|p + |τ(k)− k|p − |τ(k)− j|p − |τ(j)− k|p
= |(τ (j)− k)+ (k− τ(k))+ (τ (k)− j)|p + |τ(k)− k|p − |τ(k)− j|p − |τ(j)− k|p
≥ |τ(j)− k|p + |k− τ(k)|p + |τ(k)− j|p + |τ(k)− k|p − |τ(k)− j|p − |τ(j)− k|p
= 2|τ(k)− k|p ≥ 0.
The argument for τ(k) ≤ j < τ(j) ≤ k is symmetrical.
Case 2: j < τ(k) < τ(j) < k. Then,
cost(τ )− cost(τ ′) = |τ(j)− j|p + |τ(k)− k|p − |τ ′(j)− j|p − |τ ′(k)− k|p
= |τ(j)− j|p + |τ(k)− k|p − |τ(k)− j|p − |τ(j)− k|p
= |(τ (j)− τ(k))+ (τ (k)− j)|p + |(k− τ(j))+ (τ (j)− τ(k))|p
− |τ(k)− j|p − |τ(j)− k|p
≥ |τ(j)− τ(k)|p + |τ(k)− j|p + |k− τ(j)|p + |τ(j)− τ(k)|p − |τ(k)− j|p − |τ(j)− k|p
= 2|τ(j)− τ(k)|p > 0.
Thus, the cost of τ ′ is at most that of τ , and there is one less reversal in τ ′, in contradiction. 
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We now describe how the `2 algorithm of [17] can be generalized for any even p. As in Section 2.2, let ψa(P) and ψa(T )
be the sorted lists of locations of a in P and T , respectively and let ψa(T (i)) be the list of locations of a in T (i). Then, for any







(ψa(P)[j] − ψa(T (i))[j])p. (4)
We now express the above sum using ψa(T ) instead of the individual ψa(T (i))’s. For each i and a, letmatcha(i) be the index







(ψa(P)[j] − (ψa(T )[matcha(i)+ j] − i))p . (5)
This sum is computed for all i by a combination of convolution and polynomial interpolation, as follows.
The values of matcha(i). Consider two consecutive locations i and i+1. Let T [i] be the symbol at the i-th location in T . Then,
matcha(i+ 1) =
{
matcha(i)+ 1 a = T [i]
matcha(i) a 6= T [i] (6)
Eq. (6) allows us to incrementally computematcha(i) for all i. That is, if we knowmatcha(i) for all a, then we can also know
matcha(i+ 1), for all a, in O(1) steps.







(ψa(P)[j] − (ψa(T )[matcha(i)+ j] − x))p .
This is the same sum as in Eq. (5), but instead of subtracting i in the parentheses, the fixed x is subtracted. The important
difference is that now x is independent of i. Note that by Eq. (5) d`p(P, T
(i)) = Gi(i).










Suppose that for a fixed x the Fx(a, k) are pre-computed for all a and k. We show how to compute by induction Gx(i) for










However, by Eq. (6), formost of the a’smatcha(i+ 1) = matcha(i) and for a = T [i],matcha(i+ 1) = matcha(i)+1. Therefore,
Gx(i+ 1)− Gx(i) = −Fx(T [i],matchT [i](i))+ Fx(T [i],matchT [i](i)+ 1).
Thus, assuming that Gx(i) is known, and that all Fx(a, k)’s have been pre-computed, Gx(i+1) can be computed in O(1) steps.
(The values ofmatcha(i) are incrementally computed as we advance from i to i+ 1.)
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Computing Fx(a, k). We now show how to compute Fx(a, k) for all a and k. We do so using the following general lemma:
Lemma 6 (Amir et al. [17] [Extended] ). Let Q and W be two sequences of real numbers, with lengths |Q | and |W |, respectively
(|Q | ≤ |W |). Let poly(q, w) be a polynomial in two variableswith p addends, and t an integer (t ≤ |Q |). For i = 0, . . . , |W |−|Q |,
let PQ ,W (i) =∑t−1j=0 poly(Q [j],W [i+ j]). Then, PQ ,W (i) can be computed for all i’s together, in O(p|W | log |Q |) steps.
Proof. It is sufficient to prove for poly having only a single addend. For more addends, simply compute each separately and
add the results. Thus, poly(q, w) = cqαwβ , for some constants c, α, and β .
Create two new sequences Q ′ = cQ [1]α, cQ [2]α, . . ., andW ′ = W [1]β ,W [2]β , . . .. Let Z be the convolution of Q ′ and
W ′, i.e., Z[i] = ∑t−1j=0 Q ′[j] ·W ′[i + j]. Then, PQ ,W (i) = Z[i]. The convolution can be computed in O(|Q | log |W |) steps [24].
Since we have p addends, the total number of steps is: O(p|Q | log |W |). 
Applying Lemma 6 to our setting let poly(q, w) = (q− w + x)p, t = occa(P), Q = ψa(P) andW = ψa(T ). Note that by
the binomial expansion this polynomial has O(p) addends. Then, Fx(a, k) =∑t−1j=0 poly(Q [j],W [k+ j]). Thus, Fx(a, k) can be
computed for all k’s together in O(p · occa(T ) log(occa(P))) steps. Combining for all a’s, the computation takes:∑
a∈P
O(p · occa(T ) log(occa(P))) = O(pn logm)
(since
∑
a∈P occa(T ) ≤ n and
∑
a∈P occa(P) = m).
From Gx(i) to d`p(P, T
(i)). We have so far seen that for any fixed x, Gx(i) can be computed for all i in O(pn logm) steps. Recall
that d`p(P, T
(i)) = Gi(i). We wish to compute Gi(i) for all i. For any fixed i, considering x as a variable, Gx(i) is a polynomial
in x of degree ≤ p. Thus, if we know the value of Gx(i) for p + 1 different values of x, we can then compute its value for
any other x in a constant number of steps using polynomial interpolation. Therefore, in order to compute Gi(i)we need only
know the value of Gx(i) for p+ 1 arbitrary values of x, say 0, 1, . . . , p. Accordingly, we first compute G0(i),G1(i), . . . ,Gp(i),
for all i in O(pn logm) time, as explained above. Then, using interpolation, we compute Gi(i) for each i separately, in O(1)
steps per i. The total complexity is thus O(p2n logm). We have therefore proven the O(p2n logm) algorithm.
4. Conclusions
This paper follows up recent work on a new paradigm for approximate pattern-matching that, instead of content errors,
considers location errors or rearrangement errors. Specifically, the problem of computing the `1 rearrangement distance
is studied and it is shown that it can be approximated in linear time for general patterns. Also, the `∞ rearrangement
distance is defined in this paper and efficient exact solutions for different variants of the problem are provided, as well
as a faster approximation. Most importantly, apart from the specific algorithmic results, this paper gives further evidence
of the richness of the research field that is opened with the new paradigm.
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