We study the problem, introduced by Qiao and Valiant [QV17], of learning from untrusted batches. Here, we assume m users, all of whom have samples from some underlying distribution p over 1, . . . , n. Each user sends a batch of k i.i.d. samples from this distribution; however an ǫ-fraction of users are untrustworthy and can send adversarially chosen responses. The goal of the algorithm is then to learn p in total variation distance. When k = 1 this is the standard robust univariate density estimation setting and it is well-understood that Ω(ǫ) error is unavoidable. Suprisingly, [QV17] gave an estimator which improves upon this rate when k is large. Unfortunately, their algorithms run in time which is exponential in either n or k.
Introduction
Qiao and Valiant [QV17] introduced the following basic problem, in robust distribution learning, that they called learning with untrusted batches:
(a) We are given m batches, consisting of k samples each. Furthermore the samples come from a discrete domain of size n. Each uncorrupted batch has the property that its samples were drawn i.i.d. from some distribution p i that is η-close in total variation distance 1 to a distribution p that is common to all the batches. Moreover a 1 − ǫ fraction of the batches are uncorrupted.
(b) The remaining ǫ fraction of the batches are arbitrarily corrupted. In fact, an adversary is allowed to choose the contents of the corrupted batches after observing all of the uncorrupted batches.
The basic question is: How well can we estimate p in total variation distance?
The key features of this problem are designed to model some of the main challenges in federated learning. In particular, we get batches of data from different users, but no batch is large enough by itself to learn an accurate model. In fact, the batches are generated from heterogenous sources because the ideal model for one user is often different than the ideal model for another. Additionally some of the batches are arbitrarily corrupted by an adversary who wishes to game our learning algorithm. In many applications, a non-trivial fraction of the data is supplied by malicious users. The meta question is: Can we leverage information across the batches to learn an accurate model?
In fact, the setup of learning with untrusted batches seems to model many other scenarios of interest. Our main focus will be settings where we have some additional structure or prior knowledge about the distributions we would like to learn. For example, suppose we want to estimate the demand curve across heterogenous groups. In particular, let q 1 < q 2 < · · · < q n be a collection of increasing prices. Then set p i,j to be the probability that a random individual from group i would buy the product when offered a price q j but not at the price q j+1 . We may not have enough data from each group to accurately estimate p i . Nevertheless we can hope to leverage data across the groups to estimate an aggregate curve p that is a good approximation to each p i . Interestingly, the goal of being robust to an ǫ-fraction of the batches being corrupted now takes on a different meaning in this setting: We are asking whether we can estimate p from data collected across the various groups in such a way that no ǫ-fraction of the groups can bias our estimates too much.
Qiao and Valiant [QV17] showed that it is possible to estimate p within
in total variation distance, from untrusted batches. Moreover they showed that this is the best possible up to constant factors. The somewhat surprising aspect of their bound is that it improves with larger k. This is a consequence of the "tensorization" property of the total variation distance which roughly says that the total variation distance between two distributions grows by at least a Ω( √ k) factor when we take k repetitions. However, Qiao and Valiant [QV17] were only able to give an exponential time algorithm. Their approach was to estimate p by estimating the total probability it assigns to every subset of the domain. Each of these subproblems is again a problem of learning with untrusted batches, but one on a discrete domain with just two elements. Qiao and Valiant [QV17] gave another algorithm, but one that requires η = 0 -i.e. each of the uncorrupted batches must be generated from the same underlying distribution. Their second algorithm was based on low-rank tensor approximation. They wrote down an order k tensor whose entries represent the probability of seeing any particular k tuple of samples as a batch, and showed that some slice of this tensor is an accurate estimate of p. This algorithm also has the drawback that in order to estimate the entries of the tensor, you need n k samples. In most applications, it would be infeasible to have so much data that you see essentially every possible batch. Their work left open the problem of getting efficient algorithms for learning with untrusted batches.
Our Results
In this work, we use the sum-of-squares hierarchy to design new algorithms for the problem of learning from untrusted batches. An important feature of our approach is that it is easy to incorporate additional prior information about the shape of the distribution, and get even better running time and sample complexity. But first, as a warm up, we will study the original learning with untrusted batches problem. We give a sequence of polynomial time algorithms whose estimation error approaches the information-theoretically optimal bound: Theorem 1.1 (See Theorem 4.1 for formal statement). Fix any integer t ≥ 4. There is a polynomial time algorithm to estimate p to within
in total variation distance from m ǫ-corrupted batches, each of size k. Moreover the number of batches we need is polynomial in n.
This result improves over the 2 n time algorithm of Qiao and Valiant [QV17] . Note that the other algorithm of Qiao and Valiant [QV17] runs in time n k but only works in the special case where η = 0 -i.e. all the uncorrupted batches come from the same underlying distribution. Moreover, in the above result, if we set t = log 1/ǫ then we get within a polylogarithmic factor of the optimal estimation error, but at the expense of running in quasipolynomial time:
Corollary 1.1. There is an algorithm to estimate p to within O ǫ log 1/ǫ √ k + η in total variation distance from m ǫ-corrupted batches, each of size k. Moreover the running time and the number of batches we need are polynomial in n log 1/ǫ .
Finally, we come to what we believe to be our main contribution. In many applications, getting samples is expensive and we might only be able to afford a number of samples that is sublinear in the size of the domain. In such cases, it is important to utilize additional information such as prior knowledge about the shape of the distribution. Indeed, this is the case in the example we discussed earlier, where we often know that the distribution p satisfies the monotone hazard rate condition. It is known that such distributions can be well-approximated by piecewise polynomial functions [CDSS13, CDSS14b, ADLS17] .
In fact, the idea of imposing structure on the underlying distribution has a long and storied history in statistics and machine learning where it leads to better estimation rates and algorithms that use fewer samples [Bru55, Hil54, Weg70a] . We ask: Can prior information about the shape of a distribution be leveraged to get better algorithms for learning from untrusted batches? Our main result is: Theorem 1.2 (See Theorem 5.1 for formal statement). Fix any integer t ≥ 4. If p is approximated by an s-part piecewise polynomial function with degree at most d, there is a polynomial time algorithm to estimate p to within
in total variation distance from m ǫ-corrupted batches, each of size k. Moreover the number of batches we need is polylogarithmic in n and polynomial in s and d.
While the problem of learning a piecewise polynomial distribution may not seem natural in applications, previous work of [ CDSS13, CDSS14b, ADLS17] has demonstrated that this can be combined with results from approximation theory [Tim14] to achieve strong density estimation results for a large class of distribution families such as log-concave distributions, Gaussians, monotone distributions, monotone hazard rate distributions, Binomial distributions, Poisson distributions, and mixtures thereof [ADLS17] .
In the next subsection, we describe our main techniques at a high level. The main takeaway is that the sum-of-squares hierarchy gives a seamless way to incorporate prior information about the structure into the estimation problem, which can lead to much better algorithms (in our case we are able to get sublinear sample complexity).
Our Techniques
Recently, there has been a flurry of progress in high-dimensional robust estimation [DKK + 19, LRV16, CSV17, DKK + 17]. While the techniques seem to be quite different from each other -some relying on iterative filtering algorithms to remove outliers, and others relying on sum-of-squares proofs of identifiability -at their heart, they are about finding ways to re-weight the empirical distribution on the observed samples in such a way that it has bounded moments along any onedimensional projection [HL18, KSS18, DKS18] .
Our main observation is that algorithms for learning from untrusted batches can also be derived from this framework, but by working with a different family of test functions. When we consider moments of a one-dimensional projection, we are looking at test functions that are unit vectors (or tensor powers of them) in the ℓ 2 -norm. In comparison, the exponential time algorithm of Qiao and Valiant [QV17] tries all ways of partitioning the domain into two sets. We can equivalently think about it as choosing a test vector (or tensor power of one) that has unit ℓ ∞ -norm. In this way, we study the families of distributions for which we can find a sum-of-squares certificate that they have bounded moments with respect to unit ℓ ∞ test functions. We show that the multinomial distribution has this property, and using the proofs-to-algorithms methodology [HL18, KSS18] , this gives our improved algorithm for the general problem of learning with untrusted batches.
The beauty of this common abstraction is that it flexibly allows us to build in other problem specific constraints, like shape constraints on p. Here, classical results from VC theory [VC74, DL01] say that it suffices to learn the distribution in a weaker norm (see Definition 5.1) than total variation distance, which has fewer degrees of freedom. From our perspective, the change is that, in this case, instead of allowing all unit ℓ ∞ test functions, we only have to consider those which come from tensor powers of a vector that has a bounded number of sign changes. However, encoding this constraint in the sum-of-squares hierarchy is quite non-trivial, as it is not clear how to encode this combinatorial constraint within the algebraic language of the sum-of-squares proof system. To get around this, we demonstrate that we can relax the combinatorial constraint into a linear algebraic one, namely, sparsity in the Haar wavelet basis. We then exploit properties of the Haar wavelet basis to encode this constraint into our relaxation. The main open question of our work is to push this philosophy further, and explore what other sorts of provably robust algorithms can be built out of different choices of test functions.
Related work
The problem of learning from untrusted batches was introduced by [ [Li18, Ste18] for a more comprehensive survey of this line of work. We remark that the majority of this work focuses on estimation in ℓ 2 -norm or Frobenius norm, with two notable exceptions: [BDLS17] uses learning in a sparsity-inducing norm to improve the sample complexity for sparse mean estimation, and [SCV18] gives an information-theoretic characterization of when mean estimation in general norms is possible, but they do not give efficient algorithms. Our techniques are most closely related to the sum-of-squares based algorithms of [HL18, KSS18] , and this general technique has also found application in other robust learning problems such as robust regression [KKM18] and list-decodable regression [KKK19, RY19].
Organization
In Section 2, we provide a high-level overview of our techniques. In Section 3, we give notation, a formal description of the generative model, a recap of the key SoS tools needed, and show a sum-of-squares proof that multinomial distributions have bounded moments. In Section 4 we give a proof of Theorem 4.1. In Section 5, we give a proof of Theorem 5.1. The technical heart of this work is Section 6, where we fill in the details on how to efficiently encode key constraints from our SoS relaxations using matrix SoS. In Appendix A, we provide proofs deferred from earlier sections.
High-Level Argument
In this section we give an overview of how we prove Theorems 4.1 and 5.1. The ideas required for the latter are a strict subset of those for the former, so we first describe the aspects common to both proofs before elaborating in Section 2.4 and 2.5 on techniques specific to Theorem 5.1, which we view as the main contribution of this work. As these latter sections are somewhat technical, readers new to the use of sum-of-squares for robust mean estimation may feel free to skip them on first reading, as the other sections will be sufficient for understanding the proof of Theorem 4.1.
Robust Mean Estimation
We first recast the problem of learning from untrusted batches as a generalization of the problem of robustly estimating the mean of a multinomial distribution in L 1 distance.
To the i-th batch of k samples Z i = (Z i 1 , ..., Z i k ) from [n] we may associate the vector of frequencies Y i ∈ ∆ n (where ∆ n ⊂ R n is the probability simplex) given by
If Z 1 , ..., Z N are independent batches of k iid draws from p 1 , ..., p N respectively, then Y 1 , ..., Y N are independent draws from Mul k (p 1 ), ..., Mul k (p N ) respectively, where Mul k (p i ) is defined to be the normalized multinomial distribution given by k draws from p i . We can think of the learning algorithm as taking in vectors X 1 , ..., X N ∈ ∆ n , such that a (1 − ǫ)N -sized subset of them, indexed by S g ⊂ [N ], are independent draws from Mul k (p j ) for j ∈ S g , and the remaining points are arbitrary vectors in ∆ n . The goal of the learning algorithm is to learn p in L 1 distance. Note that when p i = p for all i ∈ S g , this is precisely the problem of robustly estimating the mean p of a (normalized) multinomial distribution. For simplicity, we will assume that δ = 0 for the rest of this subsection, i.e. that p 1 = · · · = p N . Indeed, one appealing feature of our techniques is the ease with which one can extend the techniques we describe below to handle the case of nonzero δ.
Searching for a Moment-Bounded Subset
A recurring theme in the robust learning literature [DKK + 19, LRV16, HL18, KSS18, DKS18] is that one can detect corruptions in the data by looking for anomalies in the empirical moments. In our setting, one useful feature of multinomial distributions Mul k (p) is that their moments up to degree k satisfy sub-Gaussian-type bounds.
for any even t ≤ k.
Multinomial distributions inherit these same properties:
Lemma 2.1. For any discrete distribution p and any vector v ∈ {±1} n , if X ∼ Mul k (p), then
At a high level, our algorithms will search for a (1 − ǫ)N -sized subset S of the samples whose empirical moments satisfy these bounds, namely
|S| i∈S X i is the empirical mean of S. This search problem can be reformulated as solving some system P of polynomial equalities and inequalities (see Section 4 for a formal specification). So if we could solve this system and argue that the empirical mean of any subset S ⊂ [N ] which satisfies the system is O(ǫ/ √ k)-close in L 1 to p, then we'd be done. There are two complications to this approach:
(A) The problem of solving polynomial systems is NP-hard in general.
(B) Constraint (2.2) is a collection of exponentially many constraints.
By now it is well-understood how to circumvent issues like (A): use the sum-of-squares (SoS) hierarchy to relax the problem of searching for a single solution to P, or even a distribution over solutions, to the problem of searching for a pseudodistribution over solutions. We will give formal definitions in Section 3.3, but roughly speaking, a pseudodistribution satisfying P is a linear functional that is indistinguishable from a distribution when evaluated on low-degree polynomials arising from the polynomials in P.
The key point then is that if one can write down a "simple" proof that any solution to P has empirical mean close to p, i.e. a proof using only low-degree polynomials arising from the polynomials in P, 2 then the following learning algorithm will succeed:
(1) Solve an SDP to find a pseudodistributionẼ satisfying P in polynomial time.
(2) Extract fromẼ an estimate for p. 3 We remark that this methodology of extracting SoS algorithms from simple proofs of identifiability has been used extensively in many recent works; we refer the reader to [RSS18] for a comprehensive overview.
Quantifying over {±1} n via Matrix SoS
We now show how to address issue (B) above. The key is to design a smaller system of polynomial constraints which imply each of the exponentially many constraints in (2.2) under the SoS proof system, that is to say, we should be able to derive all of the constraints in (2.2) from the constraints in the smaller system, using only "low-degree" steps like Cauchy-Schwarz and Holder's. We remark that although the trick we will describe for doing this has appeared previously in the literature under the name of "matrix SoS proofs" [HL18], we believe a complete but informal treatment of this technique will help the reader better appreciate the subtleties in how we extend this approach to obtain Theorem 5.1.
To describe the trick, we first abstract out the more problem-specific details of the polynomial systems we will consider. Say we wish to encode the following exponentially large program with a smaller polynomial system. Program 1. Q The variables consist of {Z α,β } for all multisets α, β ⊆ [n] of size t/2, as well as some other variables x 1 , ..., x M . The constraints include {p 1 (x, Z) ≥ 0, ..., p m (x, Z), q 1 (x, Z) = 0, ..., q m (x, Z) = 0} as well as the constraint
(2)
Suppose we know that 1 has a satisfying assignment (Z * , x * ) to its variables-in the systems we will actually work with, the existence of a satisfying assignment will be immediate, e.g. the set of all uncorrupted points is a satisfying assignment to the program sketched in Section 2.2.
Remark 2.1. While the meaning of Z will be irrelevant to the proceeding discussion, the reader might find it helpful to think of Z * , up to scaling, as the matrix Z[S g ] defined by:
(3) The reason is that via the identity
gives a succinct way of describing the deviation of the empirical moments of the subset S from the true moments.
Returning to the task at hand, we would like to write down an auxiliary program 1 which satisfies three criteria, namely that 1 (a) has polynomially many variables and constraints (b) implies 1 under the SoS proof system, and (c) is satisfiable.
In this case, we would be done: we could simply solve an SDP to find a pseudodistributionẼ satisfying 1 and round it. Because of (c) we know our SDP solver will return something, because of (b) we know it will do so in polynomial time, and because of (a)Ẽ enjoys all the same properties that a pseudodistribution satisfying 1 would.
To see how to design such an auxiliary program 1, let us suppose further that the satisfying assignment (Z * , x * ) for 1 satisfies the property that (1) holds as a polynomial inequality in v. Specifically, if we had formal variables v 1 , ..., v n , suppose that one knew the existence of a proof, starting with just the polynomial equations {v 2 1 = 1, ..., v 2 n = 1} cutting out the Boolean hypercube, that the inequality Z * , v ⊗t/2 (v ⊗t/2 ) ⊤ ≤ 1 held, where we now view this inequality as a polynomial equation solely in the variables v 1 , ..., v n , with coefficients specified by the fixed choice of Z * .
Showing this last assumption holds in the settings we consider will be nontrivial, but assuming for now that it does, the final idea needed to write down1 is the following. Instead of searching for Z * satisfying the exponentially large collection of constraints (1), we can search for Z * for which the abovementioned SoS proof of Z * , v ⊗t/2 (v ⊗t/2 ) ⊤ ≤ 1 exists. The key point is that this search problem can be encoded in a much smaller polynomial system.
In particular, as will be evident once we give formal definitions of SoS proofs, the existence of such an SoS proof is equivalent to satisfiability of some new polynomial constraints in Z * and some auxiliary variables corresponding to the steps of the SoS proof. To form1, we will introduce these auxiliary variables and replace constraint (1) with these new polynomial constraints. The reason this general approach is called "matrix SoS" is that these new variables will be matrix-valued, and these new constraints will be inequalities between matrix-valued polynomials. The full details of this approach are provided in Section 6.1.
VC Meets Sum-of-Squares
Next, we describe the ideas that go into proving Theorem 5.1. The first is that when p is (η, s)piecewise degree-d, to learn p in total variation distance, it is enough to learn p in a much weaker norm which we will denote by · A K , where K is a parameter that depends on s and d. This insight was the workhorse behind state-of-the-art density estimation algorithms for various structured univariate distribution classes [Dia16, ADLS17, LS17]. In our setting, the main point is that if we have an estimatep for p for which p − p A K ≤ ζ, then by a result of [ADLS17], we can refinep to get an estimate p * for which d T V (p, p * ) ≤ O(ζ + η) efficiently. We review the details for this in a self-contained manner in Section 5.1.
The algorithm of [ADLS17] will form an important part of the boilerplate for our learning algorithm, but the key difficulty will be to actually findp which is close to p in this weaker norm. We defer definitions to Section 5.1, but informally,
is the set of all v ∈ {±1} n with at most K sign changes when read as a vector from left to right (for example, (1, 1, −1, −1, 1, 1, 1) ∈ V 7 2 ). The natural approach to do this would be to search for a (1 − ǫ)N -sized subset S of the samples whose empirical moments satisfy
Roughly, the sample complexity savings would then come from the fact that the empirical moments will concentrate in much fewer samples because the set of directions we need to union bound over is much smaller. Of course, if K = O(1), we could afford to simply write down all poly(n) constraints in (2.4). For typical applications of piecewise polynomial approximations though, K has a logarithmic dependence on n, so our m ain challenge is to obtain runtimes that do not depend exponentially on K. In particular, just as we will use matrix SoS to succinctly encode (2.2) for Theorem 4.1, we will use matrix SoS to succinctly encode (2.4) for Theorem 5.1. Next, we discuss some of the subtleties that arise in this encoding.
Quantifying over V n K
As in Section 2.3, we will abstract out the problem-specific details and focus on finding an encoding for the following program:
Program 2. Q ′ The variables consist of {Z α,β } for all multisets α, β ⊆ [n] of size t/2, as well as some other variables x 1 , ..., x M . The constraints include {p 1 (x, Z) ≥ 0, ..., p m (x, Z), q 1 (x, Z) = 0, ..., q m (x, Z) = 0} as well as the constraint
The primary stumbling block is that, unlike the Boolean hypercube, V n K is not cut out by a small number of polynomial relations. Indeed, conventional wisdom says that the sum-of-squares hierarchy is ill-suited to capturing combinatorial constraints like the ones defining V n K . The first observation is that there is an alternative orthonormal basis, the Haar wavelet basis, under which we can express any v ∈ V n K as a vector with a small number s =Õ(K) of nonzero entries. One issue with this is that L 0 sparsity cannot be captured by a small number of polynomial constraints, but we could try relaxing this to L 1 sparsity and attempt to derive an SoS proof of (2.4) out of the L 1 constraint.
Specifically, one could try to argue that any pseudodistributionẼ over the formal variables v 1 , ..., v n , W 1 , ..., W n satisfying the inequalities
where Z * is a constant, fixed to a satisfying assignment to Q. Note that (2.5) can be rewritten as
and one can check (Lemma A.1) that the set of all n t/2 × n t/2 matrices of the formẼ v ⊗t/2 (v ⊗t/2 ) ⊤ forẼ satisfying the three inequalities above is contained in the convex set K of all matrices whose Haar transforms are L 1,1 -norm bounded 4 by s t and Frobenius norm bounded by n t/2 . At this point it will be useful to instantiate all of this in the setting of this paper. Thinking of Z * , up to scaling, as Z[S g ] as defined in (2.1), we need to ensure that its inner product with any matrix from K is at most one. The matrix Z[S g ] depends on the uncorrupted samples N , so at this point we are merely tasked with proving some large deviation bound (where "proof" now is in the literal, non-SoS sense).
We expect this to hold with high probability for N sublinear in n because the covering number of K should be much smaller than that of the set of all matrices with Frobenius norm bounded by n t . As covering number bounds can be quite subtle, we opt instead for a shelling argument. Specifically, we can show that any element M with bounded L 1,1 and Frobenius norms can be written as a sum of s t -sparse matrices whose Frobenius norms sum to at most M F (see Lemma 6.4 and its consequences in Section 6.3 and Appendix A), reducing the task of building a net over K to building a net N over s t -sparse matrices of Frobenius norm bounded by n t/2 . The final and perhaps most important subtlety that arises is that as stated, this argument cannot achieve sublinear sample complexity because the inverse Haar transform of an s t -sparse matrix with Frobenius norm n t/2 may have large max-norm, which would preclude the sorts of univariate concentration bounds one would hope to apply on each direction in N . More concretely, the issue is that ultimately, the net N over s t -sparse matrices of bounded Frobenius norm corresponds to a net N ′ over K given by the inverse Haar transform of all elements of N . And we would need to show that for any given M ∈ N ′ , Z[S g ], M is at most one with high probability. But if we have no control over the scaling of the max-norm of these M 's, this is evidently impossible.
The workaround for this subtlety requires modifying the three inequalities used above, as well as the definition of K, by incorporating properties of the Haar wavelet basis beyond just the fact that vectors from V n K are sparse in this basis. Roughly speaking, the key is to exploit the inherent multi-scale nature of the Haar wavelet basis. This is best understood with an example. Instead of matrices, we will work with vectors (the reader can think of this as the "t = 1" case). In the following example, we will first try to convey 1) that there exist sparse vectors with L 2 norm √ n but whose inverse Haar transforms are as large as n/2 in L ∞ norm. To reiterate, this is an issue because any w ∈ R n which is a Haar transform of some vector v ∈ {±1} n with few sign changes is sparse and has L 2 norm √ n, yet the inverse Haar transform of w, i.e. v itself, has L ∞ norm 1. In other words, simply relaxing the set of v ∈ {±1} n to the set of all vectors whose Haar transforms are sparse introduces problematic new vectors with substantially different properties than the vectors v. We will then 2) give a flavor of how we circumvent this crucial subtlety.
Example 2.1. Let n = 2 m . The Haar wavelet basis for R n contains the vector
Say this is the ℓ-th vector in the basis. Then the vector w which has ℓ-th entry equal to √ n and all other entries 0 is clearly sparse and has L 2 norm √ n. But its inverse Haar transform is n/2, − n/2, 0, 0, ..., 0 , which has largest entry n/2, whereas obviously any v ∈ {±1} n has largest entry 1.
One reason this example is not so bad is that if we express any v ∈ {±1} n as a linear combination of Haar wavelets, the coefficient for the ℓ-th Haar wavelet, by orthonormality of the Haar wavelet basis, is v, ψ ℓ ≤ √ 2. That is, the Haar transform of any such v has ℓ-th entry at most √ 2. So if we added to the collection of constraints defining K this additional constraint, we would already get rid of some problematic vectors like w.
More generally, problematic vectors like w in Example 2.1 exist at every "level" of the Haar wavelet basis, and it will be necessary to handle each of these levels appropriately. We defer the details to Lemma 6.3 and its consequences in Sections 6.3 and Appendix A.
3 Technical Preliminaries
Notation
• Let ∆ n ⊂ R n be the simplex of nonnegative vectors whose coordinates sum to 1. Any p ∈ ∆ n naturally corresponds to a probability distribution over [n].
• Given p ∈ ∆ n , let Mul k (p) denote the distribution over ∆ n given by sampling a frequency vector from the multinomial distribution arising from k draws from the distribution over [n] specified by p, and dividing by k.
For example, when n = 2 and p = (p, 1 − p), Mul k (p) is the distribution given by sampling from Bin(k, p) and dividing by k.
• Given polynomials p, q 1 , ..., q m in formal variables x 1 , ..., x n , we say that p is in the ideal generated by q 1 , ..., q m at degree d if there exist polynomials
• Recall the definition of the flattened tensor from (2.1). For any S ⊆ [N ],
• Given matrix M , denote by M 1,1 the sum of the absolute values of its entries.
The Generative Model
Throughout the rest of the paper, let ǫ, δ > 0, n, k, N ∈ N, and let p ∈ ∆ n be some probability distribution over [n].
Definition 3.1. We say Z 1 , ..., Z N is an ǫ-corrupted set of N δ-diverse batches of size k from p if they are generated via the following process:
• A computationally unbounded adversary inspectsZ 1 , ...,Z (1−ǫ)N and adds ǫN arbitrarily chosen tuplesZ (1−ǫ)N +1 , ...,Z N ∈ [n] k , and returns the entire collection of tuples in any arbitrary order as Z 1 , ..., Z N .
Sum-of-Squares Toolkit
Let x 1 , ..., x n be formal variables, and let Program P be a set of polynomial equations and inequalities
We say that the inequality p(x) ≥ 0 has a degree-d SoS proof using P if there exists a polynomial q(x) in the ideal generated by q 1 (x), ..., q m (x) at degree d, together with sum-of-squares polynomials
and such that deg(r S (x)· i∈S p i (x)) ≤ d for each multiset S ⊆ [m]. We denote this by the notation
A fact we will use throughout without comment is that SoS proofs compose well:
It is useful to consider the objects dual to SoS proofs, namely pseudodistributions. A degree-d pseudodistribution is a linear functionalẼ : R[x] ≤d → R satisfying the following properties:
1. Normalization:Ẽ[1] = 1 2. Positivity:Ẽ[p(x) 2 ] for every p of degree at most d/2. We will use the terms "pseudodistribution" and "pseudoexpectation" interchangeably.
A degree-d pseudodistributionẼ satisfies Program P = {p 1 (x) ≥ 0, ..., p m (x) ≥ 0, q 1 (x) = 0, ..., q m (x) = 0} if for every multiset S ⊆ [m] and sum-of-squares polynomial r(x) for which deg(r(x)· i∈S p i (x)) ≤ d, we haveẼ[r(x)· i∈S p i (x)] ≥ 0, and for every q(x) in the ideal generated by q 1 , ..., q m at degree d, we haveẼ[q(x)] = 0.
The following fundamental fact is a consequence of SDP duality:
We collect some basic inequalities that are captured by the SoS proof system, the proofs of which can be found, e.g., in Appendix A of [HL18] and [MSS16] .
Fact 3 (SoS Cauchy-Schwarz). Let x 1 , ..., x n , y 1 , ..., y n be formal variables. Then
Fact 4 (SoS Holder's). Let w 1 , ..., w n , x 1 , ..., x n be formal variables. Then for any t ∈ N a power of 2, we have
We will also use the following consequence of scalar Holder's inequality.
Fact 5. Let ℓ(x) be a linear form in the formal variables x 1 ..., x n . Then ifẼ is a degree-t pseudodistribution, thenẼ
Proof. BecauseẼ is a degree-t pseudodistribution, there exists a pseudo-density H(·) such that E[p(x)] = x H(x) · p(x) for any degree-t polynomial p. So by scalar Holder's inequality we get that
as claimed.
The following elementary inequality will also be useful.
Proof. Noting that
the claim follows.
For a thorough treatment on the SoS proof system, we refer the reader to [OZ13, BS14] .
Certifiably Bounded Distributions
Recall from Section 2.3 that a prerequisite for the "matrix SoS" approach to work is that the exponentially large program from Section 2.2 must have a satisfying assignment for which there exists an SoS proof of the requisite empirical moment bounds (2.2) using the axioms {v 2 i = 1 ∀i ∈ [n]}. A necessary condition for this to hold is for there to be an SoS proof from these axioms that the true moments of p itself satisfy these same bounds. Again, we emphasize that these bounds should be regarded as polynomial inequalities solely in the variables v 1 , ..., v n .
Here we formalize what we mean by the existence of such a proof.
Definition 3.2. A distribution D over R d with mean µ is (t, ∞)-explicitly bounded with variance proxy σ if for every even 2 ≤ s ≤ t:
We remark that while a consequence of Theorem 2.1, due to [Lat97] , is that the moments of any multinomial distribution satisfy these bounds, the proof in that work uses exponentials and is thus not an SoS proof without additional modifications to the argument. Here we give an SoS proof, at the cost of less desirable constants than those of [Lat97] . To our knowledge, this SoS proof is new.
, so we may symmetrize as follows:
where the inequality follows from SoS Cauchy-Schwarz. But note that the random variable Y, v is the average of k independent copies of the random variable which takes on value v i with probability p i for every i ∈ [n]. So define Z to be the symmetric random variable which takes on value (
. Then for Z 1 , ..., Z k independent copies of Z,
We conclude that for any 1 ≤ s ≤ k, 
Efficiently Learning from Untrusted Batches
In this section we prove our result on the general problem of learning from untrusted batches.
Theorem 4.1. Let t ≥ 4 be any integer. There is an algorithm that draws an ǫ-corrupted set of N δ-
, and with probability 1−1/poly(n) outputs a distributionp for which d T V (p,p) ≤ O(δ +ǫ 1−1/t t/k).
We will describe our polynomial system and algorithm, list deterministic conditions under which our algorithm will succeed, give an SoS proof of identifiability, and conclude the proof of Theorem 4.1 by analyzing the rounding step of our algorithm. We will defer technical details for how to encode some of the constraints of our polynomial system to Section 6.
An SoS Relaxation
Let t be a power of two, to be chosen later. For p ∈ ∆ n , let D = Mul k (p). Let Y 1 , ..., Y N ∈ ∆ n be the set of iid samples from D 1 , ..., D N respectively, where for each i ∈ [N ] we have D i = Mul k (p i ) for some p i ∈ ∆ n satisfying d T V (p i , p) ≤ δ. Let {X i } i∈[N ] ∈ ∆ n be those samples after an ǫ-fraction have been corrupted. Let S g ⊂ [N ] (resp. S b ⊂ [N ]) denote the subset of uncorrupted (resp. corrupted) points.
, andp, and the constraints are
6.p i ≥ 0 for all i ∈ [n] and ip i = 1.
Note that constraints (3) and (5) are quantified over all v ∈ {±1} n , so as stated, Program 3 is a system of exponentially many polynomial constraints. In Section 6, we will explain how to encode these constraints as a small system of polynomial constraints. For now, we state the following without proof.
Lemma 4.1. There is a system 5 of degree-O(t) polynomial equations and inequalities in the variables {w i }, {p i },p, and n O(t) other variables, whose coefficients depend on ǫ, t, X 1 , ..., X n such that 1. (Satisfiability) With probability at least 1 − 1/poly(n), 5 has a solution in whichp = p and for each i ∈ [N ],p i = p i and w i is the indicator for whether X i is an uncorrupted point.
(Encodes Moment Bounds
) 5 ⊢ O(t) 3.
(Solvability)
If 5 is satisfied, then for every integer C > 0, there is an n O(Ct) -time algorithm which outputs a degree-Ct pseudodistribution which satisfies 5 up to additive error 2 −n .
This suggests the following algorithm for learning from untrusted batches: use semidefinite programming to efficiently obtain a pseudodistribution over solutions to Program 5, and round this pseudodistribution to an estimate for p by computing the pseudoexpectation of thep variable. A formal specification of this algorithm, which we call LearnFromUntrusted, is given in Algorithm 1 below. Remark 4.1. Here we clarify some points regarding numerical accuracy of LearnFromUntrusted and the other algorithms presented in this work. Formally, the pseudodistribution computed by LearnFromUntrusted satisfies the constraints of Program 5 to precision 2 −n in the sense that for any sum-of-squares q and constraint polynomials f 1 , .
we have thatẼ q · i∈[ℓ] f i ≥ −2 −n q 2 , where q 2 denotes the L 2 norm of the vector of coefficients of q. On the other hand, in our analysis, we show that 5⊢ O(t) 3 and then argue using the constraints of 3 instead. But because the coefficients in the SoS proof that 5⊢ O(t) 3 are polynomially bounded, the pseudodistribution computed by LearnFromUntrusted also satisfies the constraints of Program 3 to precision 2 −Ω(n) , which will be sufficient for the simple rounding we analyze in Section 4.4.
Deterministic Conditions
We will condition on the following deterministic conditions holding simultaneously:
(I) The "Satisfiability" condition of Lemma 4.1 holds.
(II) The mean of the uncorrupted points concentrates:
The empirical t-th moments concentrate:
Lemma 4.2. Conditions (I), (II), (III) hold simultaneously with probability 1 − 1/poly(n).
We first need the following elementary concentration inequalities.
Proof. Note that for each i ∈ [N ], j ∈ [n], (Y i ) j is distributed as Ber((p i ) j ). So by Hoeffding's inequality,
The claim follows by taking η = ǫ/n and union bounding over j.
Fact 8. Let Y 1 , ..., Y N be independent samples from D 1 , ..., D N . For every i ∈ [N ], define Z i = Y i − p i . If N ≥ Ω(t · (k/8t) t · n 2t log 2 (n)), then with probability 1 − 1/poly(n) the following holds: for every multi-index θ ∈ [t] n for which θ i = t we have that 
so the lemma follows by by taking η = n −t · (8t/k) t/2 and union-bounding over all n t choices of θ.
Proof of Lemma 4.2. (I) holds with probability at least 1 − 1/poly(n) according to Lemma 4.1.
Because {Y i } i∈Sg are independent draws from {p i } i∈Sg , (II) holds with probability at least 1 − 1/poly(n) provided N ≥ Ω((k/t)n 2 log 2 n · δ −2 ǫ −2 ), according to Fact 7.
Finally, we verify (III) holds with high probability. For every i ∈ [N ] define Z i = Y i − p i . The inequality we would like to exhibit an SoS proof for is equivalent to the inequality
where v θ i∈θ v i . Note that
If the outcome of Fact 8 holds for all n t monomials of the form θ ∪ θ ′ , then there is a degree-t proof, using the axioms {v 2 i = 1 ∀i ∈ [n]} ⊢ t , that (4.2) holds. We conclude that (III) holds with probability 1 − 1/poly(n).
By a union bound over all events upon which we conditioned, we conclude that (I), (II), (III) are simultaneously satisfied with probability 1 − 1/poly(n).
Identifiability
The key step is to give an SoS proof of identifiability. In other words, we must demonstrate in the SoS proof system that the constraints of Program 3 imply thatp is sufficiently close to p. The main claim in this section is the following. 
First note that for any
where the inequality follows from the assumption that d T V (p, p i ) ≤ δ. We bound the former term in (4.3):
where the inequality follows from Constraint 3 of 3. This rearranges to
Taking the t-th power of both sides of (4.3) and invoking (4.3) and the inequality ⊢ t (a + b
which we bound using Lemmas 4.4, 4.6, and 4.7 below. Intuitively, the term for Lemma 4.4 corresponds to sampling error from uncorrupted samples from D, the term for Lemma 4.6 corresponds to the possible failure of the subset selected by w i to capture some small fraction of the uncorrupted samples, and the term for Lemma 4.7 corresponds to the error contributed by the adversarially chosen vectors.
Lemma 4.4. Suppose Conditions (I)-(III) hold. Then for any v ∈ {±1} n , we have that
Proof. By SoS Holder's, we have that
as claimed, where the penultimate step follows by (II) and the last step follows by (scalar) Holder's.
For Lemma 4.6, we will use the following helper lemma.
Lemma 4.5. Suppose Condition (III) holds. Then for any v ∈ {±1} n , we have that
Proof. By Lemma 4.2 and Lemma 3.1, we have that
Lemma 4.6. Suppose Conditions (I)-(III) hold. Then for any v ∈ {±1} n , we have that
where the third step follows from the fact that ⊢ 2 i∈Sg (1 − w i ) ≤ i∈ [N ] (1 − w i ) = ǫN , and the fourth step follows from Lemma 4.5.
Lemma 4.7. Suppose Conditions (I)-(III) hold. Then for any v ∈ {±1} n , we have that We can now finish the proof of Lemma 4.3.
Proof of Lemma 4.3. By (1) and Lemmas 4.4, 4.6, and 4.7, we have that
Rounding
We are now ready to complete the proof of Theorem 4.1 by specifying how to round a pseudodistribution satisfying 5. 
where the first step is a consequence of Fact 5. Now by the fact that (a + b) 1/t ≤ a 1/t + b 1/t for positive scalars a, b,
We can now complete the proof of Theorem 4.1.
Proof of Theorem 4.1. The output of our algorithm will be Round[Ẽ] forẼ satisfying Program 5 and therefore Program 3, so Round produces a hypothesis h for which d T V (h, p) ≤ O(δ + ǫ 1−1/t · t/k), as claimed.
Improved Sample Complexity Under Shape Constraints
In this section we prove the following, which says that the algorithmic framework of the preceding sections can be leveraged to learn shape-constrained distributions from untrusted batches with sample complexity sublinear in the domain size n.
Theorem 5.1. Let t ≥ 4 be any integer, and let η > 0. If p is (η, s)-piecewise degree-d, then there is an algorithm that draws an ǫ-corrupted set of N δ-diverse batches of size k from p for N = δ −2 ǫ −2 (sd log n) O(t) · k t /t t−1 , runs in time δ −t ǫ −t (sdn) O(t) · k t 2 /t t(t−1) , and with probability 1 − 1/poly(n) outputs a distributionp for which d T V (p,p) ≤ O(η + δ + ǫ 1−1/t t/k).
Importantly, by combining this result with known approximation theoretic results, we are able to obtain sample complexities that are either independent of the domain size or depend at most polylogarithmically on it, for a large class of natrual distributions, such as monotone distributions, monotone hazard rate distributions, log-concave distributions, discrete Guassians, Poisson Binomial distributions, and mixtures thereof, see e.g. [ADLS17] for more details. After giving the basic ingredients from VC complexity for how to learn shape-constrained distributions in sublinear sample complexity in a classical sense, we describe and analyze the polynomial system Program 4, deferring technical details for how to encode some of the constraints of this program to Section 6 and Appendix A. 
A K Norms and VC Complexity
Note that · A 1 ≤ · A 2 ≤ · · · ≤ · A n/2 = · TV . Proof. Let q be a (0, s)-piecewise degree-d distribution for which d T V (p, q) = η. By Theorem 5.2 below, one can produce an s-piecewise degree-d distribution p * minimizing p − p * A K to within additive error η in time poly(s, d, 1/η). We already know by triangle inequality that
so by η-approximate minimality we know p − p * A K ≤ ζ + 2η. By another application of triangle inequality, we conclude that q − p * A K ≤ 2ζ + 3η. Because q and p * are both s-piecewise degreed, the vector q − p * has at most 2s(d + 1) sign changes. Indeed, the common refinement of the intervals defining the two piecewise polynomials is at most 2s intervals, and the difference between two degree-d polynomials over any of these intervals is degree-d (the additional +1 comes from the endpoints of each of the intervals). So we get that d T V (p − p * = p − p * A K ≤ 2ζ + 3η, and one final application of triangle inequality allows us to conclude that d T V (p − p * ) = 2ζ + 4η.
Theorem 5.2 ([ADLS17]
). There is an algorithm which, given a vector p ∈ ∆ n , computes an s-piecewise degree-d hypothesis h which minimizes h − p A s(d+1) to within additive error γ in time n · poly(d, 1/γ).
Another SoS Relaxation
Henceforth, let K = s · (d + 1) and let ℓ = 2s(d + 1). To prove Theorem 5.1, by Lemma 5.1 it suffices to learn p in A distance, that is, we wish to produce a hypothesisp for which 1 2 max v∈V n ℓ p −p, v is small. 
Lemma 5.2. There is a system 6 of degree-O(t) polynomial equations and inequalities in the variables {w i }, {p i },p, and n O(t) other variables, whose coefficients depend on ǫ, t, X 1 , ..., X n such that 1. (Satisfiability) With probability at least 1 − 1/poly(n), 6 has a solution in whichp = p and for each i ∈ [N ],p i = p i and w i is the indicator for whether X i is an uncorrupted point.
(Encodes Moment Bounds
3. (Solvability) If 6 is satisfied, then for every integer C > 0, there is an n O(Ct) -time algorithm which outputs a degree-Ct pseudodistribution which satisfies 5 up to additive error 2 −n .
Together with Lemma 5.1, this suggests the following algorithm for learning from untrusted batches when p is (η, s)-piecewise degree-d: use semidefinite programming to efficiently obtain a pseudodistribution over solutions to Program 5, round this pseudodistribution to an estimate for p by computing the pseudoexpectation of thep variable, and then refine this by computing the best piecewise polynomial approximation to this estimate. The only difference between this algorithm and LearnFromUntrusted is the the third step.
A formal specification of this algorithm, which we call PiecewiseLearn, is given in Algorithm 2 below.
Algorithm 2. PiecewiseLearn Input: Corruption parameter ǫ, diversity parameter δ, support size n, batch size k, samples {Xi} i∈[N] , degree t, (η, s, d) for which p is (η, s)-piecewise degree-d Output: Estimate p * 1. Run SDP solver to find a pseudodistributionẼ of degree O(t) satisfying the constraints of Program 5.
Setp Ẽ [p].
3. Let K = s(d + 1). Using the algorithm of [ADLS17], output the s-piecewise degree-d distribution p * that minimizes p − p * A K (up to additive error η)
Deterministic Conditions and Identifiability
(I) The "Satisfiability" condition of Lemma 5.2 holds.
(II) The mean of the uncorrupted points concentrates in A ℓ norm:
Lemma 5.3. Conditions (I), (II), (III) hold simultaneously with probability 1 − 1/poly(n).
Proof. (I) holds with probability at least 1 − 1/poly(n) according to Lemma 5.2. For (II), we will apply Lemma 6.8 with N taken to be the collection of all v ∈ {±1} n with at most ℓ sign changes. |N |= n O(ℓ) , so provided |S g |≥ Ω((k/t)ǫ −2 · ℓ log 2 n), we get that (II) holds with probability 1 − 1/poly(n).
For (III), we will apply Lemma A.3 with N taken to be the collection of all v ⊗t/2 (v ⊗t/2 ) ⊤ for which v ∈ {±1} n has at most ℓ sign ges. |N |= n O(ℓ) , so when N ≥ Ω((k/8t) t · ℓ log n), (III) holds with probability 1 − 1/poly(n).
The SoS proof of identifiability given Program 4 is identical to the proof of identifiability given Program 3 in Section 4.3, the only difference being that all intermediate steps in the proof are quantified over v ∈ {±1} n with at most ℓ sign changes, rather than over all v ∈ {±1} n . This yields the following:
Lemma 5.4. Suppose Conditions (I)-(III) hold. Then for any v ∈ {±1} n with at most ℓ sign changes, we have that
Rounding
Once we have Lemma 5.4, the rounding step can be analyzed in essentially the same way as Lemma 4.8. We include a proof for completeness. 
where the first step is a consequence of Fact 5. Now by the fact that (a + b) 1/t ≤ a 1/t + b 1/t for positive scalars a, b, the lemma follows.
We can now complete the proof of Theorem 5.1.
Proof of Theorem 5. ≤ O(δ + ǫ 1−1/t · t/k), we conclude that by Lemma 5.1, the assumption that p is (η, s)-piecewise degree-d, and the fact that ℓ = 2s(d + 1), Round produces a hypothesis h for which d T V (h, p) ≤ O(η + δ + ǫ 1−1/t · t/k), as claimed.
Encoding Moment Constraints
In this section we will prove Lemmas 4.1 and 5.2. The programs 5 and 6 referenced in those Lemmas will involve systems of inequalities among matrix-valued polynomials. We begin by giving an overview of how such inequalities fit into the SoS proof system.
Matrix SoS Proofs
Let x 1 , ..., x n be formal variables. In this subsection we show how the SoS proof system can reason about constraints of the form M (x) 0, where M (x) is some symmetric matrix whose entries are polynomials in x.
Let M 1 (x), ..., M m (x) be symmetric matrix-valued polynomials of x of various sizes (1×1 matrixvalued polynomials are simply scalar polynomials), and let q 1 (x), ..., q m (x) be scalar polynomials.
The expression
{M 1 0, ..., M m 0, q 1 (x) = 0, ..., q m (x) = 0} ⊢ d p(x) ≥ 0 means that there exists a vector u, a matrix Q(x) whose entries are polynomials in the ideal generated by q 1 , ..., q m , and vector-valued polynomials {r j S } j≤N,S⊆[m] (where S's are multisets) for which
and Q(x) and the entries of each summand in (6.1) are all polynomials of degree at most d. A pseudodistributionẼ of degree 2d is said to satisfy {M 1 (x) 0, ..., M m (x) 0} if for every multiset S ⊆ [m] and polynomial p(x) for which the entries of p(x) 2 · (⊗ i∈S M i (x)) are degree at most 2d, we haveẼ [p(x) 2 · (⊗ i∈S M i (x))] 0.
Such pseudodistributions can still be found efficiently via semidefinite programming. Proofs of the following basic lemmas about matrix SoS can be found in [HL18] . 
Moment Constraints for Program 3
We first show how to encode Constraint 3 of Program 3, namely that for each i ∈ [N ]
This would hold if there existed sum-of-squares polynomials q S (v,
such that each summand on the right-hand side is of degree at most 2. So let Q S be an n × n matrix of indeterminates, with entries indexed by i, j ∈ [n], which will correspond to the matrix of coefficients of q(v,p i ,p) as a quadratic polynomial in v.
Next we show how to encode Constraint 5 of Program 3. For every S ⊂ [n] of size at most O(t), let M S be an n t/2 × n t/2 matrix of indeterminates, one for each pair of multi-indices γ, ρ over [n] both of degree at most t/2. We would like to impose constraints on the entries M S γ,ρ so that psd-ness of the matrices in {M S : S ⊆ [n]} encodes the fact that
Recall that the condition (6.2) means that there exist polynomials p S for which
. M S will correspond to the matrix of coefficients of p S (v, {w i }, {p i },p) as a degree-t polynomial in v. Specifically, we will consider the following program. 2. 
Proof of Lemma 4.1. The fact that 5 ⊢ O(t) 3 follows by Lemma 6.2, and solvability follows from the fact that the problem of outputting a degree-O(t) pseudodistribution satisfying a system of degree-O(t) polyomial constraints can be encoded as a semidefinite program of size n O(t) . It remains to show satisfiability of Program 5. Constraints 1, 2, and 4 are clearly satisfied by the canonical assignment.
For Constraints 3 and 6, we want to show that for each i ∈ [N ], the SoS proof (6.2) exists as a polynomial inequality only in the variable v, with {p i } andp now fixed. Fix any i ∈ [N ] and for convenience define α j = (p i −p) j . From Fact 6, we get that
By triangle inequality and the fact that
By Fact 7 and the fact that {X j } j∈Sg is a collection of independent draws from {Mul k (p j )} j∈Sg respectively, we know that
with probability at least 1 − n · e −2δ 2 N/n 2 , from which (6.2) follows. Finally, for Constraints 5 and 7, suppose the following SoS proof exists:
where v is the only variable and {w i }, {p i }, and p have all been fixed. By definition, this means that there exist sum-of-squares polynomials p S (v) for every S ⊂ [n] of size at most O(t) such that
By taking M S to be the matrix of coefficients for which v ⊗t/2 , M S v ⊗t/2 = p S (v) and noting that M S 0 because p S is an SoS, we satisfy the remaining Constraints 5 and 7 of 5. It remains to verify that the SoS proof (6.2) exists with high probability. Becausep i = p i , it is enough to show that the SoS proof
exists. It is enough to bound the quantity
. Together with Lemma 3.1, this will conclude the proof. But the desired bound on b(v) follows by condition (III) in Lemma 4.2, with probability 1 − 1/poly(n).
Moment Constraints for Program 4
The only changes in going from Program 3 to Program 4 are Constraints 3 and 5. In this section, we explain how to succinctly quantify over all v ∈ {±1} n with at most ℓ sign changes. To describe this encoding, we first recall some basic facts about the (discretized) Haar wavelet basis.
Haar Wavelets Definition 6.2. Let m be a positive integer and let n = 2 m . the Haar wavelet basis is an orthonormal basis over R n consisting of the father wavelet ψ 0 father ,0 = n −1/2 · 1, the mother wavelet ψ 0 mother ,0 = n −1/2 · (1, ..., 1, −1, ..., −1) (where (1, ..., 1, −1, ..., −1) contains n/2 1's and n/2 -1's), and for every i, j for which 1 ≤ i < m and 0 ≤ j < 2 i , the wavelet ψ i,j whose 2 m−i · j + 1, ..., 2 m−i · j + 2 m−i−1 -th coordinates are 2 −(m−i)/2 and whose 2 m−i · j + (2 m−i−1 + 1), ..., 2 m−i · j + 2 m−i -th coordinates are −2 −(m−i)/2 , and whose remaining coordinates are 0. Let H m denote the n × n matrix whose rows consist of the vectors of the Haar wavelet basis for R n . When the context is clear, we will omit the subscript and refer to this matrix as H.
Example 6.1. The Haar wavelet basis for R 8 consists of the vectors ψ 0 father ,0 = 2 −3/2 (1, 1, 1, 1, 1, 1, 1, 1) ψ 0 mother ,0 = 2 −3/2 (1, 1, 1, 1, −1, −1, −1, −1) ψ 1,0 = 2 −1 (1, 1, −1, −1, 0, 0, 0, 0) ψ 1,1 = 2 −1 (0, 0, 0, 0, 1, 1, −1, −1) ψ 2,0 = 2 −1/2 (1, −1, 0, 0, 0, 0, 0, 0) ψ 2,1 = 2 −1/2 (0, 0, 1, −1, 0, 0, 0, 0) ψ 2,2 = 2 −1/2 (0, 0, 0, 0, 1, −1, 0, 0) ψ 2,3 = 2 −1/2 (0, 0, 0, 0, 0, 0, 1, −1)
The key observation is that there is an orthonormal basis under which any v ∈ {±1} n with at most ℓ sign changes has an (ℓ log n + 1)-sparse representation.
Define T {0 father , 0 mother , 1, ..., m − 1}. By abuse of notation, we will sometimes identify the indices 0 father and 0 mother with their numerical value of 0. 
.
Proof. We first show that Hv has at most ℓ log n + 1 nonzero entries. For any ψ i,j with nonzero entries at indices [a, b] ⊂ [n] and such that i = 0 father , if v has no sign change in the interval [a, b], then ψ i,j , v = 0. For every index ν ∈ [n] at which v has a sign change, there are at most m = log n choices of i, j for which ψ i,j has a nonzero entry at index ν, from which the claim follows by a union bound over all ℓ choices of ν, together with the fact that ψ 0 father ,0 , v may be nonzero. Now for each (i, j) for which ψ i,j , v = 0, note that
from which (6.3) follows.
For notational simplicity in the arguments below, for ν ∈ [n], if the ν-th element of the Haar wavelet basis for R n is some ψ i,j , then let µ (ν) denote the weight 2 −(m−i)/2 . Also, for any i ∈ T , let T i ⊂ [n] denote the set of all indices ν for which the ν-th Haar wavelet is of the form ψ i,j for some j.
The Matrix SoS Encoding By Lemma 6.3, instead of quantifying over all v ∈ {±1} n with at most ℓ sign changes in Constraints 3 and 5 of 4, we can quantify over all v ∈ R n with Frobenius norm at most n and for which (6.3) is satisfied. Specifically, we can ask for an SoS proof of
using Axioms 1.
Axioms 1 (Axioms for Constraint 3). Let W 1 , ..., W n be auxiliary scalar variables.
3. i µ (i) · W i ≤ ℓ log n + 1, Likewise, we can ask for an SoS proof of
using Axioms 2.
Axioms 2 (Axioms for Constraint 5). Let {U α }, where α ranges over all monomials in the indices [n] of degree t/2.
8.p i ≥ 0 for all i ∈ [n] and ip i = 1.
Proof of Lemma 5.2. As before, solvability follows from the fact that the problem of outputting a degree-O(t) pseudodistribution satisfying a system of degree-O(t) polynomial constraints can be encoded a a semidefinite program of size n O(t) . The fact that 6 ⊢ O(t) 4 follows by definition and by Lemma 6.3. Finally, we verify that under the canonical assignment, with high probability over X 1 , ..., X N there exists a satisfying assignment to the remaining variables of 6. As in the proof of Lemma 4.1, the canonical assignment clearly satisfies Constraints 1, 2, and 4.
We prove that Constraints 3 and 6 are satisfiable with high probability in Lemma 6.5, and we prove that Constraints 5 and 7 are satisfiable with high probability in Lemma 6.9.
The following fact will be useful in the proofs of Lemma 6.5 and 6.9. Lemma 6.4 ("Shelling trick"). If v ∈ R m satisfies v 2 ≤ C and v 1 = C · √ k, then there exist k-sparse vectors v 1 , ..., v m/k with disjoint supports for which v = m/k
Proof. We may assume without loss of generality that C = 1. Let B 1 ⊂ [m] be the indices of the k largest entries of v, B 2 be those of the next k largest, and so on, so we may write [m] as the disjoint union B 1 ∪ · · · ∪ B m/k . For i ∈ [m/k], define v i ∈ R m to be the restriction of v to the coordinates indexed by B i . For any i, note that for any j ∈ B i , |v j |≤ 1
Lemma 6.5. Under the canonical assignment, with high probability there is some choice of {(F J 1 ,J 2 K ) γ,ρ } and {(G J 1 ,J 2 K ) γ,ρ } for which Constraints 3 and 6 are satisfied.
Proof. We first write
Note that by Fact 6,
. It remains to show that with high probability, there is a degree-O(t) proof that Axioms 1 imply
Equivalently, we must show that for any degree-t pseudodistributionẼ over the variables v and U which satisfies Axioms 1, we have that
The set of vectorsẼ[v] arising from pseudodistributionsẼ satisfying Axioms 1 is some convex set J ⊂ R n .
Lemma 6.6. Let J be the convex set of all vectors of the formẼ[v] for some degree-t pseudodis-tributionẼ over the variables v, W satisfying Axioms 1. Additionally, let J 1 , J 2 ⊂ R n consist of all vectors u for which i µ (i) |u i |≤ ℓ log n + 1 and for which u 2 ≤ √ n respectively. Then
Proof. Take any u ∈ J . We first show that u ∈ H −1 · J 1 . By linearity ofẼ, we may write u as
For any i ∈ [n], the second of Axioms 1 immediately implies that
We emphasize that this is the only place where we use the second of Axioms 1, and only in a linear fashion, hence Remark 6.1.
where the last inequality follows by the third of Axioms 1.
Finally, to show that u ∈ H −1 · J 2 , note first that by orthonormality of H, it is enough to show that u ∈ J 2 . But this follows immediately from the fact thatẼ satisfies the first of Axioms 1, which by (3.3) implies that −1 ≤Ẽ[v i ] ≤ 1 for all i ∈ [n], from which we conclude that u 2 2 = n and thus u ∈ J 2 . Lemma 6.7. For every η ≤ (ℓ log n + 1) −1 , there exists a set N ⊂ P n−1 (R) of size O(n 3/2 /η) s such that for every u ∈ H −1 (J 1 ∩ J 2 ), there exists someũ = ν α ν · u * ν for u * ν ∈ N such that 1) u −ũ 2 ≤ η, 2) ν α ν ≤ 1, and 3) u * ν ∞ ≤ 2(ℓ log n + 1) for all ν.
Proof. Let s = ℓ log n + 1, and let m = log n. Let N ′ be an η (m+1) √ n -net in L 2 norm for all s 2 -sparse vectors in S n−1 . Because S s 2 −1 has an η (m+1) √ n -net in L 2 norm of size (3(m + 1) √ n/η) s 2 , by a union bound we have that |N ′ |≤ n s 2 · (3(m + 1) √ n/η) s 2 = O(n 3/2 log n/η) s 2 .
Take any u ∈ H −1 (J 1 ∩ J 2 ) and consider w Hu ∈ J 1 ∩ J 2 . We may write w as i∈T w
for e ν the ν-th standard basis vector in R n .
As the nonzero entries of w[i] are just a subset of those of w, we clearly have w[i] 2 ≤ √ n for all i ∈ T . Moreover, because w ∈ J 1 , we have that
so in particular
We can thus apply Lemma 6.4 to conclude that for each i ∈ [m], w[i] = j w i,j for some vectors {w i,j } j of sparsity at most ⌈2 −i · s 2 ⌉ ≤ s 2 and for which j w i,j 2 ≤ √ n.
For each w i,j , there is some (w ′ ) i,j ∈ N ′ such that if we definew i,j w i,j 2 · (w ′ ) i,j , then we have
Definingw[i]
jw i,j , we get that
So if we definew i∈Tw [i] = i∈T jw i,j , we have that w −w 2 ≤ η. Now let N P H −1 N ′ . As u = H −1 w and H −1 is an isometry, if we defineũ i,j H −1wi,j andũ i∈T jũ i,j , then we likewise get that u −ũ 2 ≤ η, and clearlyũ i,j ∈ N , concluding the proof of part 1) of the lemma.
For eachũ i,j , define
We may now proceed with the proof of (6.3). For u ∈ J , by Lemmas 6.6 and 6.7, there is somẽ u = ν α ν u * ν such that u * ν ∈ N and u −ũ 2 ≤ η. We may write
where the second inequality follows from the fact that 1 m j∈Sg X j is a vector in ∆ n and thus has L 2 norm at most 1, and the penultimate step holds with probability 2|N |e −8mξ 2 .
So if η = δ/2 and ξ = δ 4(ℓ log n+1)(log n+1) , then as long as
then with probability at least 1 − poly(n), there exists an SoS proof of (6.3) using Axioms 1. The proof of Lemma 6.9 is conceptually very similar to that of Lemma 6.5, so we defer it to Appendix A.
Proof. Take any M ∈ K. We first show that M ∈ (H −1 ) ⊗t/2 K 1 (H −1 ) ⊗t/2 ⊤ . By linearity of E, we may write M as
For any monomials α, β each of degree t/2, the second of Axioms 2 immediately implies that
We emphasize that this is the only place where we use the second of Axioms 2, and only in a degree-2 fashion, hence Remark 6.1. So α,β µ (α) µ (β) |M α,β |≤Ẽ α,β µ (α) µ (β) U α U β ≤ (ℓlogn + 1) t , where the last inequality follows by axiom 3.
Finally, to show that M ∈ (H −1 ) ⊗t/2 K 2 (H −1 ) ⊗t/2 ⊤ , note first that by orthonormality of H, it is enough to show that M ⊂ K 2 . But this follows immediately from the fact thatẼ satisfies the first of Axioms 2. Indeed, from Fact 6 and the fact thatẼ is degree-O(t) we get that −1 ≤Ẽ[v α v β ] ≤ 1, so |α|,|β|=t/2
Lemma A.2. For every η ≤ (ℓ log n + 1) −1 , there exists a set N ⊂ P(R n t/2 ×n t/2 ) such that for every M ∈ (H −1 ) ⊗t/2 (K 1 ∩ K 2 ) (H −1 ) ⊗t/2 ⊤ , there exists someM = ν α ν · M * ν for M * ν ∈ N such that 1) M −M F ≤ η, 2) ν α ν ≤ 1, and 3) M * ν max ≤ 2(ℓ log n + 1) t .
Proof. Let s = ℓ log n + 1, and let m = log n. Let N ′ be an η (m+1) t n t/2 -net in Frobenius norm for all s 2t -sparse n t/2 × n t/2 matrices of unit Frobenius norm. Because S s 2t −1 has an η m √ n -net in L 2 norm of size (3(m + 1) t n t/2 /η) s 2t , by a union bound we have that |N ′ |≤ n t s 2t · (3(m + 1) t n t/2 /η) s 2t = O(n 3t/2 log t n/η) s 2t
Take any M ∈ (H −1 ) ⊗t/2 (K 1 ∩K 2 ) (H −1 ) ⊗t/2 ⊤ and consider L H ⊗t/2 M H ⊗t/2 ⊤ . Define T {0 father , 0 mother , 1, ..., m − 1}. We may write L as σ,τ L[σ, τ ], where σ, τ are monomials of degree t/2 in the indices T , and where L[σ, τ ] the submatrix of L consisting of all entries from the rows α (resp. columns β) for which α i ∈ T σ i (resp. β i ∈ T τ i ) for all 1 ≤ i ≤ t/2.
As the nonzero entries of L[σ, τ ] are just a subset of those of L, we clearly have L[σ, τ ] F ≤ n t/2 for all σ, τ . Moreover, because L ∈ K 1 , we have that σ,τ t/2 i=1 2 −(m−σ i )/2 · t/2 j=1 2 −(m−τ j )/2 · L[σ, τ ] 1,1 ≤ s t so in particular L[σ, τ ] 1,1 ≤ t/2 i=1 2 (m−σ i )/2 · t/2 j=1 2 (m−τ j )/2 · s t = 2 −( i σ i + j τ j )/2 · s t · n t/2 .
We can thus apply Lemma 6.4 to conclude that for each σ, τ , L[σ, τ ] = j L σ,τ ;j for some matrices {L σ,τ ;j } j of sparsity at most ⌈2⌉ − i σ i − j τ j · s 2t ≤ s 2t and for which j L σ,τ ;j F ≤ n t/2 .
For each L σ,τ ;j , there is some (L ′ ) σ,τ ;j ∈ N ′ such that if we defineL σ,τ ;j L σ,τ ;j F · (L ′ ) σ,τ ;j , then we have L σ,τ ;j −L σ,τ ;j F ≤ η (m + 1) t n t/2 · L σ,τ ;j F . where the second inequality follows by the fact that for fixed σ, τ , the supports of the matrices L σ,τ ;j are disjoint for different j so that j L σ,τ ;j max ≤ L[σ, τ ] 1,1 , and the third inequality follows from (A). This concludes the proof of part 2) of the lemma.
Finally, we need to bound M σ,τ ;j * max . Note first that for any matrix J supported only on the support of some L[σ, τ ], (H −1 ) ⊗t/2 J (H −1 ) ⊗t/2 max ≤ t/2 i=1 2 −(m−σ i )/2 · t/2 j=1 2 −(m−τ j )/2 · J max (38) because the tensored Haar wavelets {ψ σ 1 ,j 1 ⊗·⊗ψ σ t/2 ,j t/2 } j 1 ,...,j t/2 (resp. {ψ τ 1 ,j 1 ⊗·⊗ψ τ t/2 ,j t/2 } j 1 ,...,j t/2 ) have disjoint supports and max-norm t/2 i=1 2 −(m−σ i )/2 (resp. where the first inequality is triangle inequality, the second inequality follows by (A), the third inequality follows from monotonicity of L p norms, the fourth inequality follows from (A), the fifth inequality follows from the fact that L σ,τ ;j is s 2t sparse, and the final inequality follows from the hypothesis that η ≤ s −t . Recalling (A), we conclude that M σ,τ ;j * max ≤ 2s t as claimed.
Next we show that we can control Z, M for all directions in the net N .
Lemma A.3. Let ξ > 0 and let N ∈ P R n t/2 ×n t/2 be any collection of M directions. Then
where the probability is over the samples X j for j ∈ S g .
Proof. Without loss of generality, assume that M max = 1. For any j ∈ S g , note that the sum of the absolute values of the entries of the matrix (X − p i ) ⊗t/2 (X − p i ) ⊗t/2 ⊤ is ( α |(X − p i ) α |) 2 ≤ ( α X α + α (p i ) α ) 2 ≤ 4. So for any j ∈ S g and M ∈ N ,
is a [−4, 4]-valued random variable, call it A i . By Hoeffding's inequality, We may now proceed with the proof of (A). For M ∈ K, by Lemmas A.1 and A.2, there is someM = ν α ν M * ν such that M * ν ∈ N and M −M ≤ η. We may write
where the penultimate step holds with probability 2|N |e −8mξ 2 . But observe that because p i ∞ ≤ 1 for all i ∈ [N ], we have the simple bound that for any X ∈ ∆ n and any i ∈ [n],
from which we conclude by triangle inequality that Z F ≤ 8. We conclude that Z, M ≤ 2ξ(ℓ log n + 1) t · (log n + 1) t + 4η, so if η = 1 8 (8t/k) t/2 and ξ = (8t/k) t/2 4(ℓ log n+1) t , then as long as m = Ω(ξ −2 log|N |) = Ω ℓ 4 log 4 n t · k t t t−1 · log(nk/t), then with probability at least 1 − poly(n), there exists an SoS proof of (A) using Axioms 2.
