Abstract. A symmetric error estimate for Galerkin approximation of solutions of the Navier-Stokes equations in two space dimensions plus time is given. The finite dimensional function spaces are taken to be divergence free. The estimate is similar to known results for scalar parabolic equations. An application of the result is given for mixed method formulations.
Introduction
A symmetric error estimate for an numerical method is a statement that, in a certain norm, the error for the approximation produced by that method is best possible, up to a constant factor; i.e., |||error||| ≤ C|||best approximation error|||.
For second order elliptic problems, the basic error estimate for the Galerkin approximations is a symmetric estimate in the H 1 -norm. Some symmetric error estimates for parabolic equations can be found in [3, 4, 1, 5] .
In this paper, we examine Galerkin approximations of solutions of the timedependent two-dimensional Navier-Stokes equations on a bounded domain with zero boundary conditions. We consider the case in which the approximate solution is required to be divergence free. We prove stability for the Galerkin approximation on a finite time interval in a norm that is then used in the symmetric error estimate. In [2] an error estimate is given for the Stokes equation (see section 12.3) that is symmetric if one restricts to divergence-free spaces. In section 2, we introduce the boundary value problem and define some notion. In section 3, we define the Galerkin approximation and give a bound for it. In section 4, we state and prove the symmetric error estimate. In section 5, we show that the estimate applies to certain mixed method approximations of the same problem.
The Problem and notation
We are interested in approximating smooth solutions of the Navier-Stokes equations. Let Ω be a bounded domain in R 2 . Let for some t f inal > 0, J = (0, t f inal ) and take Q = Ω×J. Suppose that u : Q → R 2 , p : Q → R are smooth functions
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where ∇ is the spatial gradient operator and △ is Laplacian and F is a function in L 2 (Q) 2 . Here, ρ and K are positive constants, the density and kinematic viscosity, respectively. We suppose that u vanishes on the boundary of Ω, ∂Ω.
Let X be a norm space with norm · X and suppose that f : J → X For sufficiently nice functions f define for
We use this notation also for the inner product on L 2 (Ω) 2 . For nonnegative integers k, we use the notation
, and we use the same notation for scalar or vector-valued functions. For
we define the following semi-norm:
A norm that plays a central role here is defined for (sufficiently nice) functions
.
This norm depends on M of course.
Galerkin approximation and a Bound
Let
and note that for divergence-free functions
Let M be a finite-dimensional subspace of the set of divergence-free functions in
where we identify U(t) with U(·, ·, t). If n is the dimension of M then (3.3) gives a system of n ordinary differential equations that define the evolution of U . The condition (3.2) defines U (0) as the L 2 (Ω) projection of u(0) into M. The existence of U on the entire interval follows if U is bounded on the interval where it is defined. We give such a bound here. Proof. If for each t we replace φ in (3.2) by U(t) we get easily that
From this, it follows that for each t ∈ J (3.5)
M ) , and Ω. Take φ ∈ M such that ∇φ = 1 and
where U is viewed as a column vector and U T is its transpose. To be completely clear, we will write U = (U 1 , U 2 ) T and φ = (φ 1 , φ 2 ) T , and note that . Hence |||U ||| is bounded.
Symmetric error estimate
Let U 1 = u(·, ·, t) be the solution of equations (2.1)-(2.2) and U 2 = U 2 (·, ·, t) the Galerkin approximation. Define for any B > 0
We assume for a suitable B that U 1 ∈ S B .
Take U 3 to be any smooth function from J into M ∩ S B . Our claim is that if U 3 is close to U 1 then U 2 is also close to U 1 . That is, if the space M is sufficiently rich that we can approximate the solution of the Navier-Stokes equations well, then the Galerkin solution does a good job of approximating it. Here, we do not expect to use the minimum B such that U 1 ∈ S B , so the constraint on U 3 is rather weak. We are not assuming that the Galerkin solution U 2 takes values in S B . The generic constants that arise in the estimates below are allowed to depend on B. The use of constrained approximation for symmetric error estimates was introduced in [4] for nonlinear parabolic equations.
We adopt the addition notation
There is a C that depends on B, K, and Q, but not on M, such that
Proof. Using (3.1) and (3.3) we see that for any φ ∈ M,
Taking φ = U 23 and using the fact that c(U 2 , U 23 , U 23 ) = 0 gives
All of the terms in the big parenthesis are in L 2 (J). The last term on the right hand side can be bounded as follows:
The last inequality follows a similar argument that was used in section 3. If
Application to mixed methods
Then a mixed formulation approximation can be defined by requiring that for each Hence the symmetric error estimate applies to U .
