Instead of looking for an overall regression model for remaining useful life (RUL) prediction, this paper proposes a RUL prediction framework based on multiple health state assessment that divides the entire bearing life into several health states where a local regression model can be built individually. A hybrid approach consisting of both unsupervised learning and supervised learning is proposed to automatically estimate the real-time health state of a bearing in cases with no prior knowledge available. Support vector machine is the main technology adopted to implement health state assessment and RUL prediction. Experimental results on accelerated degradation tests of rolling element bearings demonstrate the effectiveness of the proposed framework.
Introduction
Bearings are the most common components in rotatory machines, and their failures are the most common failure cases in machinery. With increasing requirement of reliability, maintainability, testability, supportability, and safety, many models and results on bearing failure physics, diagnosis, and prognostics have been reported in the literature. However, most prognostic models do not have accurate long-term prediction for industrial applications. Thus prognostic techniques for remaining useful life (RUL) prediction are still quite challenging in both academia and industries. [1] [2] [3] [4] RUL prediction, a key technique of prognostic and health management (PHM), is defined as the estimation of the RUL and the risk of existence or later appearance of one or more failure modes. 5 It is done before the occurrence of the failure, which is different from fault diagnosis that is carried out after the occurrence of the fault. Therefore, RUL prediction is more difficult than fault diagnosis. Many terms are used to describe the same goal of RUL prediction in literature, 6, 7 e.g. the estimation of the time to failure and failure prognostic. To avoid confusion, we all use the term of RUL prediction in this paper.
Approaches of RUL prediction can be roughly grouped into two categories: model-based methods and data-driven methods. 3 The former is based on modeling of fault physics (e.g. fatigue physics), while the latter is based on modeling of field data collected by various sensors. The success of model-based methods relies on comparing the ideal output generated by a physical model and the field measurement of a real system. However, model-based methods may not be the most practical approach since the degradation behavior varies from component to component and is strongly related to working condition. Compared with model-based methods, data-driven methods make a balance among complexity, cost, precision, and applicability. 8 This paper focuses on data-driven methods that assume the characteristics of condition monitoring are relatively consistent unless an abnormal event occurs within. In many applications, monitoring input and output data is the main approach to understanding the system degradation behaviors. 9 1 School of Mechatronics Engineering, University of Electronic Science and Technology of China, Chengdu, P.R. China 2 Vibration based condition monitoring is widely used for mechanical systems. The reason is that vibration signals can reflect dynamic response of mechanical systems, and thus can reveal real-time degradation condition. 2 Vibration signals are easily affected by noises and stimulations from environment and other irrelevant components, which makes RUL prediction a challenging task.
Ideally, RUL prediction can be viewed as a regression problem where a relationship model between the sensitive features and the corresponding RUL is built over the complete life time. Sutrisno et al. 10 used moving average spectral kurtosis and an exponential model for bearing RUL prediction. Recent advances in artificial intelligent (AI) technologies have greatly accelerated progress of RUL prediction, such as dynamic wavelet neural network, 11 hybrid support vector machine (SVM)-Bayesian network, 12 and neuro-fuzzy model. 13 Among the AI technologies, SVM is an attractive technology due to its promising generalization ability. Sun et al. 2 used SVM to build degradation model for bearing RUL prediction. Sutrisno et al. 10 proposed a prediction model with support vector regression that was trained on the entire history life data. Qu and Zuo 14 proposed an algorithm based on least square support vector regression and genetic algorithm to predict forthcoming values of condition indicators. Benkedjouh et al. 15 proposed a hybrid intelligent method consisting of nonlinear feature reduction and support vector regression to assess and predict the level of wear of the cutting tool. Maio et al. 16 proposed a combination of relevance vector machine and model fitting as a prognostic procedure for estimating the RUL of degraded thrust ball bearings. Loutas et al. 17 proposed a methodology for rolling bearing RUL predictions based on probabilistic SVM. However, the methods using a specific regression model may not be able to represent the entire history as there may be inconsistent patterns in some features. 1 The trend of vibration based features is not necessarily monotonic with respect to degradation of bearings. For example, a feature is usually flat at the early normal state. Thus an overall regression model may have poor generalization ability. In recent years, there is a trend that RUL prediction is carried out individually for different health states. 3, 18, 19 It implies that different health states have different intrinsic characteristics. Wang 1 proposed two RUL prediction strategies to address the two scenarios when the bearing faults have and have not been detected. Sutrisno et al. 10 realized degradation state recognition of bearings and estimated RUL based on making comparisons on durations of degradation states between the training and the test bearings. Medjaher et al. 8 proposed a data-driven method using a mixture of Gaussian hidden Markov models (represented by dynamic Bayesian networks) to represent health states of bearings. Zhu et al. 20 proposed a performance degradation assessment method based on rough support vector data descriptions. Siegel et al. 4 proposed a general methodology of rolling element bearing prognostics and presented the results using a robust regression curve fitting approach. Even though a few methods based on health state assessment have already been developed, there is a need for further investigation of RUL prediction methods based on health state assessment.
In the present work, we propose an RUL prediction framework based on multiple health state assessment. Instead of looking for a single overall regression model, we divide the entire bearing life into several health states where a local regression model can be trained separately for each health state. With the history life data from training bearings, we extract characteristic features and knowledge about the health state, and then build a classification model for health state assessment. We adopt SVM as the technique to implement both health state assessment (classification) and local RUL prediction (regression). Experimental results demonstrate effectiveness of the proposed framework.
The rest of the paper is organized as follows. ''Proposed method'' section introduces the proposed framework of RUL prediction based on health state assessment. In ''Applications and discussions'' section, we use accelerated degradation test (ADT) datasets of rolling element bearings to evaluate performance of the proposed method. We also conduct comparisons with three reported RUL prediction methods. We provide our conclusions in ''Summary and conclusions'' section.
Proposed method
In this section, we propose a data-driven framework as shown in Figure 1 for RUL prediction of rolling element bearings. Like many conventional approaches, signal collection (only vibration signal is used in this paper) with a data acquisition system is the first step to start the data-driven methods. In the second step, raw signals are preprocessed to suppress noise interference. Feature calculation is used to extract features containing degradation information embedded in the vibration signals. Feature preprocessing is used to further reduce noise interference on subsequent RUL prediction. After the second step, a feature pool that includes several degradation-sensitive features is established for subsequent steps. The third step aims to estimate the health state of a bearing at a real time point. Health state assessment allows dividing the whole life time of bearings into several degradation states where an RUL prediction model can be trained for each state separately. The fourth step is to build local RUL prediction models. In the third and the fourth steps, feature selection and parameter selection are two very important tasks, as they can provide sensitive features and optimal parameters to improve performance of both classification and regression. Finally, RUL is obtained as the output of the data-driven framework. In the following, we introduce the four steps in details.
Signal preprocessing
Signal preprocessing is the first step to deal with raw vibration signals for the proposed data-driven method. It basically consists of two sub-steps: the first sub-step is to remove direct current offset by subtracting mean from raw vibration signals, and the second sub-step is to improve signal-to-noise ratio on the zero-mean signals generated from the first sub-step. The simple method of moving average is used in the second step. It is used to create a series of averages of a subset points (at most s points and s is usually an odd number) in a time record. A time record is an equal split (consisting of N s data points where N s is much larger than s) from the continuous monitoring data. Mathematically, a moving average is a type of convolution. It can be viewed as a low-pass filter used in signal processing, where its cut-off frequency is determined by the fixed subset size s. Given a time record of vibration signals with N s data points (i.e. [d 1 , d 2 ,. . ., d Ns ]) and a fixed subset size of s data points (s < < N s ), the moving average is calculated by where d j is the jth observation value in the time record; and s is the fixed subset size that is usually an odd number; and sd j is the new data point after the averaging process.
Feature calculation and preprocessing
Feature calculation is crucial to the success of the RUL prediction. We would like to utilize all relevant features are extracted and included in the original feature space. We can extract as many potential features as possible that could be relevant to health state assessment and RUL prediction. 21 Feature preprocessing is also necessary following feature calculation. It includes two sub-steps: feature smoothing and feature normalization. Even though raw vibration signal has been preprocessed in the very beginning of the process, features may still have low signal-to-noise ratios. In RUL prediction, we prefer a low-frequency trend rather than a high-frequency impulse. Therefore, each feature is considered as a time series and is smoothed by the moving average approach introduced in ''Signal preprocessing'' section. Because different features have their own scales, we normalize each one so that their values are in the range from zero to one. 10 In this paper, each feature is linearly scaled into a range from zero to one by the 
approach of (x j À x min )/(x max À x min ), where / is the division slash. Note that feature values (x i ) from here forward are all normalized values using the approach introduced in this section.
Feature selection
In ''Feature calculation and preprocessing'' section, it is suggested to extract as many features as possible. Therefore, feature selection takes the responsibility to find a subset of useful features for specific tasks in the whole procedure of RUL prediction. Feature selection comes along with various benefits, such as improving classification/regression performance, alleviating the curse of dimensionality, and reducing computational time. 22 In the proposed framework, feature selection is employed for two different purposes: one deals with classification problems for health state assessment and the other deals with regression problems for RUL prediction.
In this paper, the feature selection method proposed in Liu et al. 22 is used. Even though this method is proposed for fault diagnosis (i.e. a classification problem), it can also be easily extended to RUL prediction (i.e. a regression problem). The criterion of feature selection consists of two aspects: feature effectiveness that shows the intrinsic information content of a feature with respect to the label, and feature correlation that shows redundancy among features in a feature set. The criteria used in this paper are correlation coefficients that evaluate the relevance between two variables. Depending upon the types of variables, several correlation coefficients are defined in Zhao et al. 23 If the two variables are both continuous, Pearson correlation coefficient is applied; and if one is a continuous variable while the other is a nominal variable, point-biserial correlation coefficient is applied. In health state assessment, the features are continuous, and the label vector of health state is nominal. Thus we use point-biserial to estimate feature effectiveness, and use Pearson correlation coefficients to estimate feature correlation. In RUL prediction, the features and the label are all continuous. Thus we use Pearson correlation coefficient for both effectiveness analysis and correlation analysis. The two correlation coefficients can both be calculated by Liu et al. 22
. , x N ] and y ¼ [y 1 , y 2 , . . . , y N ] are the two variables, and a bar on them denotes their means; y denotes a feature for effectiveness analysis and a label of health state for correlation analysis; and N is the number of training samples.
With the criteria of feature effectiveness and feature correlation, feature selection is achieved by the following equations:
where i p is the index of a feature in the pth place of the ranking order (the smaller the p value, the more important the feature); ij is the correlation score between the ith feature and the jth feature; and 1 and 2 are two adjustable parameters to balance the effectiveness term and the correlation term in equation (3). In this section, we propose a hybrid approach that uses both unsupervised and supervised learning technologies to build a model for health state assessment. Supervised learning and unsupervised learning aim to infer a function from labeled training data and unlabeled training data, respectively. As no knowledge about health states is available at the very beginning of the data-driven framework, we need to find a rough degradation states to supervise an accurate health state assessment. The idea is illustrated in Figure 2 . We first use the unsupervised learning to extract knowledge about health state labels of all the time points. With the provided label knowledge, the supervised learning is employed to build a robust model of health state recognition.
Health state assessment
From the viewpoint of health state assessment, the run-to-failure data have their own intrinsic characteristics in different stages. Therefore, we can use a clustering method to roughly group the runto-failure data into L clusters, where L is a predefined number of health states and is specified by users. Fuzzy c-means, 25 a classical method of clustering, is the suggested method of unsupervised learning in the proposed framework. Mathematically, fuzzy c-means defines the following objective function:
where m is a real number equal to or greater than one, 1 < m < 1; u ij is the degree of membership of x i in the cluster j; x i is the ith n-dimensional sample; c j is the ndimensional center of the jth cluster; and jjxjj is the Euclidean norm of x.
The algorithm is an iterative clustering method that produces an optimal membership matrix u for health state assessment by solving the following problem:
The optimization problem in equation (5) can be solved by the method of Lagrange multiplier, and then we have two equations:
A solution of the optimization problem in equation (5) can be obtained via an iterative process, which is composed of the following steps:
at the kth iteration, calculate the centers vector c k ¼ [c j ] with u k by equation (7); 3. update u k to u k þ 1 with c k from the last step by equation (6); 4. if jju k þ 1 À u k jj 2 < , then stop the loop; otherwise, k ¼ k þ 1, return to the step 2 ( is the minimum amount of improvement required).
Prior to fuzzy c-means, an unsupervised dimension reduction method is required to extract n 0 features from the original n features. In this framework, principal component analysis, 26 a well-known unsupervised technology of dimension reduction, is suggested to reduce feature dimension while maintaining most of the variability from the original features (98% of variability has been kept in this paper). After PCA is applied, the first n 0 of the n features are retained. Considering time sequence requirement, we can divide the bearing life into L states by (L À 1) obtained thresholds, i.e. t 1 , t 2 , . . . , t LÀ1 , as shown in Figure 3 .
The unsupervised approach can fuse many degradation features, and thus it usually provides a better performance than the approaches based on a single feature. In this paper, we specify the number of clusters to be three as an example. The three health states, including normal state, low degradation state, and fast degradation state, are used to describe the bearing life. Figure 4 illustrates the possible degradation transitions. According to the time thresholds from unsupervised learning, we label the samples as one to represent the normal state if t i < t 1 , two to represent the low degradation state if t 1 4 t i 4 t 2 , and three to represent the fast degradation state if t i > t 2 . With the health state labels obtained in the clustering process, we next train the parameters of the classification model. Feature selection can be implemented immediately after time record labeling. In this paper, we use SVM as the classifier to build the model of health state assessment. For a binary classification problem, SVM solves the following problem:
where w is the weight vector in the hyper plane
x T is the transpose operation on x; C is regularization parameter; is the slack variable; T is the kernel mapping.
Using the method of Lagrange multiplier, the decision function of health state assessment is shown as follows 27 :
where STA with a hat on the top means the label of the estimated health state; sign() is the sign function that extracts the positive or negative sign of a real number; is the kernel function; y is the label; is the Lagrange multiplier; p is the number of support vectors. If L 5 3, the health state assessment is a multiple class classification problem; therefore, the socalled ''one-against-all'' approach is applied to the binary SVM in equation (8) .
In this section, we build the model of health state assessment that reflects the relationship between the observed features and the health state labels. We next build local RUL prediction models for the health states except the normal state.
RUL prediction
Based on the results from health state assessment, we train individual RUL prediction models on each of the health state except the normal state. That is, we do not develop the RUL prediction model for the normal state in this work, as the normal state is quite diverse due to the different working condition. The method of RUL prediction for the normal state can be further investigated in future work. The RUL prediction is triggered only if the rolling bearings leave the normal state. By using the historical runto-failure data, we can build RUL prediction models for the low and the fast degradation states. The technology to implement RUL prediction modeling is SVM.
For a regression problem, support vector regression can be written as a convex optimization problem as follows:
where " is the margin of tolerance; and * are the slack variables.
Using the method of Lagrange multiplier, the RUL prediction value is computed as follows 14 :
where RUL with a hat on the top means the estimated RUL, and its unit is the same as y i ; and * are the Lagrange multipliers.
Applications and discussions
The proposed framework is hereafter applied to experimental data that were collected from 17 ADTs of rolling element bearings. Those data have been used in the IEEE 2012 PHM data challenge competition. 28 The goal of the competition was to provide the best estimated RUL of test rolling element bearings. One more thing to do before the following procedures is to clarify the failure criterion as it has great influence on the detailed modeling. In the challenge, a bearing failure is deemed have happened if the amplitude of the vertical vibration signal exceeds a threshold of 20 g. 28 That is, the feature of maximum absolute value is used to stop all the ALTs. We follow the same failure criterion in this paper.
Experimental set-up and data acquisition system
The challenge data were collected from a well-designed experiment platform, namely PRONOSTIA, 29 which is shown in Figure 5 . PRONOSTIA consists of three main parts: a rotating part (including an alternating current motor, a speed reducer, a coupling, and a tested bearing), a degradation generation part (including a pressure regulator and a cylinder pressure), and a measurement part (including NI cDAQ cards, a force sensor, vibration accelerometers, a platinum resistance temperature detector, a torque meter, and a speed sensor). The challenge data include run-tofailure vibration data and temperature data. The ADTs are conducted under three working conditions varying with loads and speeds, i.e. working condition 1: a 4000 N radial load and a 1800 r/min speed; working condition 2: a 4200 N radial load and a 1650 r/min speed; working condition 3: a 5000 N radial load and a 1500 r/min speed. The load is generated by a force actuator consisting of a pneumatic jack, where the supply pressure is delivered by a digital electro-pneumatic regulator. All the 17 datasets are summarized with respect to their purposes in Table 1 . For the name of bearing i_ j in Table 1 , i denotes the index of the working condition and j denotes the case index. More details about the PRONOSTIA can be found in Nectoux et al. 28 and FEMTO-ST Institute. 29 Among the 17 datasets, the six training datasets are provided with complete run-to-failure data, while the rest ones are provided with only censored bearing life data. For each dataset, the vibration data were collected every 10 s with a time duration of 0.1 s at a sampling frequency of 25,600 Hz from two sensors: a vertical accelerometer and a horizontal accelerometer. As the temperature data are not consistently available for all the 17 datasets, we do not include them in the proposed framework. In the following, we consider only the two vibration channels for the RUL prediction.
Application and results
The proposed method assumes a fixed working condition, that is, it does not consider various speed and load in the model. Following the proposed framework in Figure 1 , the first step after the data acquisition is to transform the raw data into possibly meaningful features. Figure 6 shows an example of signal preprocessing. The fixed subset size in the moving average method is predefined to be 11 in this application. From the time-domain plot in Figure 6(a) , the vibration shape is clearer after signal preprocessing, and the high-frequency inferences are much reduced as shown in the frequency domain in Figure 6 (b). Table 2 shows fault characteristic frequencies of the tested bearings under the three working conditions. From Table 2 , all the fault frequencies are in low frequency region. Therefore, the reduction of high frequency does not affect fault characteristic frequencies.
Feature calculation is then carried out after signal preprocessing. As the failure criterion is vibration amplitude oriented, we define two related features that possibly reflect the degradation trend of rolling element bearings. The first one is the maximum absolute amplitude among the two vibration sensors. Taking the history vibration data into account, we define the second feature (called vibration-to-history index) as follows:
where f i calculates the maximum absolute amplitude among the two sensors (the first defined feature); VH i is the value of the vibration-to-history index on the ith time record. Table 3 summarizes another 33 features adopted in this paper. Together with the earlier two specific features, a total of 68 (33 Â 2 þ 2) feature values are extracted at each time point from the two vibration accelerometers. We then take the natural logarithm on all the 68 features to obtain possible linear trends, and the transformed 68 new features are generated. Therefore, the total number of features used for the subsequent process is 136. All the features are numbered from 1 to 136 sequentially. The first 66 features follow the same sequence in Table 3 . The first half is from the horizontal accelerometer, and the second half is from the vertical accelerometer. The 67th and the 68th features are the two defined features, respectively. The last 68 features are organized the same order as the first 68 features. The feature preprocessing including smoothing and normalization is conducted to further continue process all the features as introduced in ''Feature calculation and preprocessing'' section. We use 11 as the fixed subset size in smoothing. Figure 7 shows an example of feature preprocessing on the feature of peak to peak with feature smooth and feature normalization, and a clearer trend is obtained by the feature preprocessing. Up to now, the features are ready for the use of both health state assessment and RUL prediction. 21 : maximum absolute value, average absolute value, peak to peak, root mean square (RMS), standard deviation, Skewness, kurtosis, variance, shape factor, crest factor, clearance factor, impulse factor, energy operator, and time series entropy; Nine empirical mode decomposition (EMD) features 30 : RMS of the nine IMFs from EMD. Frequency-domain (10) Six conventional statistical features 21 : mean frequency, frequency center, RMS frequency, standard deviation frequency, FFT entropy, and Hilbert entropy; Four fault characterized frequency 31 : ball pass frequency (outer race), ball pass frequency (inner race), fundamental train frequency (cage speed), and ball spin frequency. Figure 7 . The feature of peak to peak before and after smoothing.
In this application, the number of states is set to be three. This choice is motivated by the fact that the degradation of the bearings can be represented by three health states: the normal state, the low degradation state, and the fast degradation state. Figure 8 shows health state partition on the bear-ing1_1 and the bearing1_2 by the proposed unsupervised learning approach. According to the observations of the most representative features (e.g. the vibration-to-history index), this health state partition is reasonable and acceptable. And then we can label the time records for the bear-ing1_1 and the bearing1_2.
In our cases, the clusters are not totally separated after using the fuzzy c-means. We now use Figure 9 as an example to address this issue. From Figure 9 , we can see that the cluster of the normal state and the cluster of the low degradation state are not totally separated. The rightmost time point for the normal state is B, and the leftmost time point for the low degradation state is A. We use the middle time point C between A and B as the threshold separating the normal state and the low degradation state, that is, C ¼ (A þ B)/2 ¼ (11,290 þ 11,450)/ 2 ¼ 11,370, where / is the division slash. The same idea is used to determine the time sequence threshold to separate the low degradation state and the fast degradation state. Apparently there are errors in selecting thresholds this way. Finally, the two time thresholds, i.e. t 1 ¼ 11,370 and t 2 ¼ 27,450, are obtained for the bearing1_1. That is, the time records from 0 to 11,360 s are labeled as the normal state; the time records from 11,370 to 27,450 s are labeled as the low degradation state; and the time records from 27,460 to 28,010 s are labeled as the fast degradation state.
With the extracted label knowledge, we now train the parameters of the supervised classification problem for health state assessment, which is solved by SVM. It is worth pointing out that the unsupervised learning is only for the training phase, while the supervised learning is for both the training phase and the test phase. By the suggested feature selection algorithm, 11 top-ranked features in Figure 10 (a), i.e. the 11th, 24th, 44th, 69th, 72th, 71th, 73th, 76th, 79th, 91th, and 112th features, are selected for the SVM based health state assessment; 14 top-ranked features in Figure 10 (b), i.e. the 11th, 24th, 44th, 69th, 70th, 71th, 72th, 73th, 76th, 79th, 82th, 86th, 92th, and 112th features, are selected for the RUL prediction of the low degradation state; and four top-ranked features in Figure 10 (c), i.e. the 58th, 74th, 90th, and 126th features, are selected for the RUL prediction modeling of the fast degradation state. In addition, the parameters of SVM are optimized by an analytical method 27 and grid search.
In the next, we take the bearing1_3 as an example to introduce the test process of the proposed framework. Figure 11 shows the results of health state assessment for the bearing1_3. From Figure 11 , the SVM based method of health state assessment performs well except the regions where the health state goes through changes. This phenomenon is caused by the randomness of the model in the transition regions. Farther away from the transition regions, the randomness becomes much less obvious, and the model of health state assessment can work in a stable way. Figure 12 and Figure 13 show the RUL prediction results by applying the proposed framework to the dataset of the bearing1_3 and the bearing1_4, respectively. In this work, no RUL prediction model is trained when the health state is estimated to be normal. This explains that no values in the range from 0 second to about 11,350 s are plotted in Figure 12 . From Figure 12 , RUL prediction in the range from 11,350 s to 17,320 s does not match the true RUL values. This could be possible, as the learning set was quite small while the life durations of the bearings were quite diverse (from 1 to 7 hours). Performing good estimates was thereby difficult and challenging. The efficacy of data-driven methods is highly dependent on the quantity and quality of system operational data. 3 A significant amount of past knowledge of the assessed bearing is required because the corresponding failure modes must be known in advance and well-described in order to assess the current health state. However, there are data from only two bearings for training in the data challenge. Performance of the proposed framework could be improved if more bearing training datasets are included.
Results and discussions
In this section, we compare the proposed framework with the L 10 method and two other reported methods, i.e. the winner method 10 and the runner up method 1 in the data challenge. We follow the same rules described in the challenge in our data analysis. That is, we use only the training datasets in Table 1 for training, and use the test datasets in Table 1 for testing. The final objective of these methods is to accurately predict RUL. The data challenge provides three measures to evaluate the RUL prediction results from all the RUL prediction methods. 29 They are introduced as follows.
(1) The percentage error of an RUL prediction is calculated by
where RUL is the actual RUL, and a power symbol on it denotes the predicted RUL. (2) The score of accuracy of each RUL prediction is defined using asymmetric penalties to late and early predictions, with late prediction penalized more: (3) The final score of a submission with all 11 predictions is then defined by:
where M 2k represents the M 2 measure on the kth bearing; l is the number of the tested bearings.
Tables 4-6 summarize the results of the four methods for bearing RUL prediction. In Table 5 , based on the definition of M 1 , a negative value indicates a late prediction, while a positive value indicates an early prediction. In Table 6 , M 2 is defined using asymmetric penalties on the predicted RUL. M 3 is computed for all the five bearings and the first two bearings, respectively. The second value is shown in the parenthesis in Table 6 . If we consider the bearing1_3 and the bear-ing1_4 only, the proposed method is the best in terms of M 1 , M 2 , and M 3 .
On one hand, the proposed framework recognizes the health state to be the low degradation state for both the bearing1_3 and the bearing1_4. From Tables 4-6, the proposed framework performs the best in the nonnormal state for the bearing1_3 and the bearing1_4. On the other hand, by the elapsed time point, the health state is assessed to be the normal state for the bear-ing1_4, the bearing1_5, the bearing1_6, and the bear-ing1_7. This conclusion is consistent with the findings in Wang. 1 Therefore, no specific RUL prediction values (shown as ''the normal state'' in the tables) are provided by the proposed approach for these bearings. The method proposed by Sutrisno et al. 10 performs the best among other three methods. It is worth mentioning that we can adopt any well-developed methods (e.g. Sutrisno et al. 10 ) for cases where the result of health state assessment from the proposed framework is the normal state.
As shown in Table 4 , by the elapsed test time point, the health states of the last three bearings were assessed to be the normal state suggested by the proposed method. Thus, no RUL prediction was provided by the proposed method at this time point. In the next, we use the full test dataset of the bearing1_5 to further demonstrate the proposed method. Figure 14 shows the health state of the bearing1_5 assessed by the proposed method as more data from this bearing was used. From Figure 14 , the health state identified by the proposed method changes at the time of 24,410 s (total life time: 24,630 s). This state changes time point of 24,410 s is already very close to the defined failure time point of 24,630 s. The cases of the bearing1_6 and the bearing1_7 show similar phenomena as the case of the bear-ing1_5. We may say that the five test bearings show two different failure modes. The first mode exhibits a middle low degradation state with a relatively long duration between the normal state and the fast degradation state, e.g. the bearing1_3 and the bearing1_4. The second mode goes into the failure mode pretty much directly from the normal state, e.g. the last three bearings. From the results above, the proposed method works well for the first failure mode, while it cannot deal with RUL prediction for the second failure mode. The second failure mode experienced by the last three bearings show a great need of RUL prediction for the normal state. This issue will be investigated in our future work. RUL by the  proposed method   Bearing1_3  18,010  5730  490  3610  15,323  5842  Bearing1_4  11,380  339  10  68  21,953  1109  Bearing1_5  23,010  1610  490  1465  10,323  The normal state  Bearing1_6  23,010  1460  490  1533  10,323  The normal state  Bearing1_7  15,010  7570  490  7721  18,323 The normal state 
Summary and conclusions
In RUL prediction of bearings, the methods using a unique regression model are unable to represent the entire life history and may easily over fit the inconsistent patterns in some features. Therefore, instead of looking for an overall regression model, this paper proposes an RUL prediction framework based on multiple health state assessment. It includes four steps: raw data collection, feature extraction, health state assessment, and RUL prediction. In the step of health state assessment, the proposed framework divides the entire bearing life into L health states where a local regression model can be built individually for a separate state. A hybrid approach consisting of both unsupervised learning and supervised learning is used to estimate the health state of a bearing. The unsupervised learning with PCA and fuzzy c-means is used to automatically extract knowledge about health state labels of all the time points in the training phase. With the provided label knowledge, the supervised learning is employed to build a health state assessment model. SVM is used to implement both the supervised learning of health state assessment and RUL prediction. Experimental results on two ADTs of rolling element bearings demonstrate that the proposed framework outperforms the three reported methods in terms of M 1 , M 2 , and M 3 .
