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Resumen
Debido al amplio crecimiento en los sistemas de almacenamiento y en los sistemas de transmisio´n, ha hecho
posible la bu´squeda de me´todos que sean eficientes en el procesamiento y compresio´n de las sen˜ales. Las
ima´genes radiolo´gicas juegan un papel muy importante en el campo de la medicina; hoy en d´ıa los sistemas
radiolo´gicos son digitalizados y almacenados, el problema esta´ en que a las ima´genes de buena calidad es
necesario medios con capacidad de almacenamiento bastante grandes y a la vez si se van a trasmitir, medios
con el suficientemente ancho de banda para que sea posible la misma.
En este trabajo se desarrolla un me´todo de compresio´n de ima´genes radiolo´gicas empleando la transformada
wavelet. El objetivo es, mediante codificadores wavelets buscar una funcio´n madre wavelet que mejor repre-
sente este tipo de ima´genes. Se emplea entonces los algoritmos EZW y SPIHT, con los cuales, mediante la
modificacio´n de algunos para´metros como son: tasa de bits, wavelet madre y nivel de descomposicio´n de la
wavelet, se encuentre la mejor combinacio´n de los mismos para obtener altas tasas de compresio´n con los
niveles adecuados de confiabilidad. Como resultados se obtuvieron que para tasas de 0.5 bpp y un nivel de
descomposicio´n l = 4 se pueda elegir la wavelet ma´s adecuada para la compresio´n de ima´genes radiolo´gica.
x
Abstract
The searching of efficient methods in processing and signals compression has been possible due to the
extensive increase in storage and transmission systems. The radiological images have great place in Medicine,
nowadays the radiology systems are digitalized and storaged. To obtain a high quality in images is necessary
to have means with a great storage capacity and means with a extensive band wide to make possible the
transmission at the same time.
In this work, a compression of radiological images method is developed using a wavelet transform. Through
wavelets coding, a wavelet mother function is looked for to represent this sort of images. in a best way. This is
the objective of this work. The algorithms EZW and SPIHT are used by means of the modification of some
parameters like: bit rate, mother wavelet and a decomposition wavelet level; this combination is generated
to obtain high rates of compression with trusty levels. As a result: for rates of 0.5 bpp and a decomposition
level l = 4 the most adequate wavelet can be chosen for the compression radiology images.
xi
Cap´ıtulo 1
Estado del arte
1.1. Introduccio´n
Las nuevas aplicaciones multimedia, incluyendo el procesamiento de ima´genes, audio y video, necesitan de
una considerable capacidad de almacenamiento y un elevado ancho de banda de transmisio´n. A pesar del
ra´pido progreso en la densidad de almacenamiento, la velocidad de los procesadores y la velocidad de los
sistemas de comunicacio´n digital, la demanda en la capacidad de almacenamiento de datos y el ancho de
banda de transmisio´n continu´a siendo un problema para la tecnolog´ıa disponible actualmente. El reciente
crecimiento de las aplicaciones multimedia basadas en la web ha mantenido la necesidad de estudiar nuevos
me´todos que sean ma´s eficientes en la codificacio´n de estas sen˜ales.
Desde hace varios an˜os, la mayor parte de las ima´genes me´dicas se visualizan y almacenan en medios analo´gi-
cos, tales como la pel´ıcula radiogra´fica, au´n cuando un gran nu´mero de modalidades de imagen tiene un forma-
to digital originalmente. Sin embargo, las tendencias actuales indican que si se desea almacenar y transmitir
ima´genes me´dicas de manera eficiente, e´stas debera´n almacenarse en un formato digital, de tal manera que
se puedan unir fa´cilmente a sistemas de administracio´n radiolo´gica o a sistemas de almacenamiento y comu-
nicacio´n de ima´genes (PACS: Picture archiving and Communications Systems). La compresio´n de ima´genes
en estos campos debe emplearse, ya que permite una reduccio´n importante del espacio de almacenamiento,
adema´s de que el tiempo de transferencia a trave´s de una red se reduce en la misma proporcio´n [1].
1
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1.2. Compresio´n de ima´genes
La caracter´ıstica comu´n de todas las ima´genes es que existe correlacio´n entre los pixels pro´ximos y, por
tanto, e´stos contienen informacio´n redundante [2]. Lo esencial para una codificacio´n eficiente de la imagen
es encontrar una representacio´n de la imagen libre de correlacio´n. Las dos componentes fundamentales en
la compresio´n de una imagen son la reduccio´n de redundancia y la supresio´n de irrelevancia. La eliminacio´n
de redundancia consiste en la eliminacio´n de informacio´n innecesaria en la fuente de sen˜al (imagen o video)
mientras que la supresio´n de irrelevancia omite cierta informacio´n de la sen˜al que no sera´ representativa
en el receptor de la sen˜al, es decir, por el sistema visual humano (HVS: Human Visual System). En la
representacio´n de ima´genes se pueden definir tres tipos de redundancia:
– Redundancia espacial o correlacio´n entre pixels pro´ximos.
– Redundancia espectral o correlacio´n entre diferentes planos de color o bandas espectrales.
– Redundancia temporal o correlacio´n entre ima´genes adyacentes en una secuencia de ima´genes (en
aplicaciones de video).
Codificacio´n de la fuente
El modelo de Shannon para un sistema de compresio´n es un codificador de la fuente con un criterio de fidelidad
[3]. La fuente a ser codificada, {X(n);n ∈ Z} es considerada un proceso aleatorio, donde Z son los enteros.
X(n) toma valores en el espacio Euclidiano k-dimensional con distribucio´n marginal pX . Esta distribucio´n
puede ser parame´trica, pero en la pra´ctica se considera usualmente que trabaja con una distribucio´n emp´ırica
pL estimada de un conjunto de entrenamiento o aprendizaje L = {xl; l = 1, ..., |L|} como
PL(G) =
1
|L|
∑
x∈L
1(x ∈ G)
para cualquier evento G, donde
1 (x ∈ G) =
 1 si x ∈ G0 de otra forma
es la funcio´n indicador. La dimensio´n k es el para´metro de la aplicacio´n particular. En la teor´ıa de la
informacio´n de Shannon indica que el desempen˜o mejorado puede ser llevado a cabo usando un vector de
dimensiones grande como el gasto de complejidad adicionada en te´rminos de memoria computacional.
Un codificador de la fuente o codificador de compresio´n para una fuente X(n) consiste de un par (α, β)
codificador y decodificador. Un codificador α : A→ {0, 1} es un mapeo del alfabeto de entrada A (t´ıpicamente
un subconjunto de Rk) en un conjunto de todas las secuencias binarias de longitud finita. El rango de espacio
W ≡ α(A), el cual se refiere al libro de co´digo de canal, el conjunto de secuencias binarias que son guardadas
en un medio de almacenamiento digital o son transmitidos desde un transmisor a un receptor via un enlace
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de comunicacio´n digital. Para asegurar que la secuencia de s´ımbolos (vectores binarios de longitud variable)
trasladada del libro de co´digo de canal pueda ser decodificada u´nicamente si el punto de inicio es conocido,
se requiere que W sea prefijada libremente o satisfaga la condicio´n de prefijado: la no palabra en el libro de
co´digo es un prefijo de cualquier otra palabra en el libro de co´digo.
El decodificador β : {0, 1}∗ → L, es un mapeo del espacio de secuencias binarias de longitud finita dentro de
un conjunto L = {β(w);w ∈W} llamada la reproduccio´n del libro de co´digo, con miembros llamados co´digo
de palabras del libro de co´digo o plantillas. Los miembro de L se eligen de un alfabeto de reproduccio´n Â en
el cual t´ıpicamente, pero no siempre, es simplemente el alfabeto de entrada, A. Para un codificador dado se
debe cuidar acerca de la definicio´n de β(w) solo para w ∈W . Esto puede ser definido arbitrariamente fuera
de este conjunto.
Cualquier compresor de datos puede ser descompuesto en dos partes independientes: (1) un modelo de
la fuente a comprimir utilizado como predictor y (2) un codificador. La funcio´n del predictor consiste en
determinar la probabilidad correcta a cada s´ımbolo fuente ai de la base del alfabeto fuente r y el codificador
asigna un co´digo de longitud variable a cada s´ımbolo en funcio´n de dicha probabilidad, obteniendo as´ı la base
del alfabeto co´digo s. La probabilidad del s´ımbolo o co´digo a comprimir se obtiene calculando la probabilidad
de s´ımbolo fuente s = -log2P (r), generada por el modelo de prediccio´n. Para que la codificacio´n sea posible,
y por ende la compresio´n, se debe cumplir que: 0 < p(r) < 1.
Si P (r) = 0, el s´ımbolo fuente ser´ıa codificado con una palabra co´digo de longitud infinita. Adema´s, r no
pertenecer´ıa al alfabeto fuente. Si P (r) = 1, la palabra co´digo generada obtendr´ıa una longitud de 0 bits y el
decodificador seria incapaz de detectarla. Por otra parte, el alfabeto fuente solo contendr´ıa un s´ımbolo fuente.
Para un sistema de compresio´n sin perdidas o reversible, el descompresor estar´ıa conformado por los mismos
elementos del compresor actuando en forma inversa: (1) un decodificador y (2) una etapa de composicio´n [4].
En la figura 1.1, se presenta el modelo propuesto por Shannon para la compresio´n y descompresio´n de
datos sin pe´rdidas, observando que tanto el receptor como el transmisor se pueden dividir en dos etapas
fundamentales.
1.2.1. Compresio´n sin pe´rdidas
En este caso, toda la informacio´n disponible se encuentra despue´s de la descompresio´n, pero solo se pueden
obtener tasas de alrededor de 3:1 [5]. Los algoritmos de compresio´n sin pe´rdidas permiten recuperar de forma
exacta la informacio´n de la imagen comprimida, evitando cualquier tipo de pe´rdida de informacio´n que
genere algu´n tipo de error sobre la imagen en el proceso de la compresio´n [6]. En numerosas aplicaciones, la
compresio´n sin pe´rdida de informacio´n es la u´nica forma aceptable; por ejemplo, en la gestio´n de documentos
me´dicos o de negocios, en los que la compresio´n con pe´rdidas normalmente es inaceptable por razones
legales [7]. En aplicaciones de procesamiento de ima´genes de los sate´lites es indeseable cualquier pe´rdida,
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Figura 1.1: Sistema de compresio´n propuesto por Shannon
debido al costo de obtencio´n de los datos. Hay varias estrategias de compresio´n sin pe´rdidas entre ellas
esta´n: codificacio´n de longitud variable y la codificacio´n de plano de bits. Dentro de las principales te´cnicas
de codificacio´n de longitud variable esta´n: codificacio´n de Huffman y codificacio´n Aritme´tica.
Compresio´n entro´pica
La entrop´ıa se define como una medida de informacio´n [8]. Si se considera una variable aleatoria discreta, con
un alfabeto finito de taman˜o K, {x0, x1, ..., xK−1}. La variable aleatoria X es caracterizada por su funcio´n
de masa de probalilidad,
pX(xk) = P (X = xk) k = 0, 1, ...,K − 1. (1.1)
La entrop´ıa de orden cero de la variable X, H(X), esta´ definida como,
H(X) = −
K−1∑
k=0
pX(xk) logb pX(xk) (1.2)
La unidad de informacio´n esta´ determinada por la base b del logaritmo; si b = 2, entonces la entrop´ıa se
mide en bits; si b = 10, entonces la entrop´ıa se mide en hartleys.
La codificacio´n entro´pica se refiere al uso de un co´digo de longitud variable para representar sin pe´rdida una
secuencia de s´ımbolos de un alfabeto discreto. El te´rmino co´digo entro´pico viene del hecho que la entrop´ıa
provee un mı´nimo l´ımite para el promedio de la longitud de palabra de co´digo en el caso de una fuente sin
memoria.
Cuando se construye un compresor utilizando un codificador por entrop´ıa, se desea que este u´ltimo se acerque
lo ma´s posible a la entrop´ıa. De este modo, esta medida puede ser utilizada para estimar inferiormente
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los bits por s´ımbolo que tendra´ la informacio´n comprimida. Al determinar la entrop´ıa de una imagen, se
esta´ definiendo impl´ıcitamente una fuente F = (X,P ). Por ejemplo, si es una imagen en escala de grises con
valores entre [0, 255], a X lo integran los nu´meros enteros entre 0 y 255, mientras que a P lo integran las
frecuencias de los nu´meros enteros de la imagen.
La propiedad ma´s importante de la entrop´ıa es que es exactamente la mı´nima longitud promedio de co´digo
posible para una fuente. Por ejemplo si la entrop´ıa de una fuente es de 4 bits, entonces no existe otra
posibilidad de codificar los mensajes de esa fuente, de modo que, en promedio, posea una longitud de co´digo
menor a 4 bits.
La compresio´n entro´pica asigna a cada s´ımbolo un co´digo de longitud promedio igual a la entrop´ıa de la
fuente. Los compresores entro´picos constan de dos partes fundamentales (figura 1.2) [9]:
Figura 1.2: Modelo de codificacio´n/decodificacio´n entro´pica
1. Un modelo probabil´ıstico M que asigna a cada s´ımbolo de entrada s una probabilidad de ocurrencia
p(s).
2. Un codificador C que realiza las funciones de traductor, capaz de asignar a cada s´ımbolo de entrada s
un co´digo c de longitud ideal igual a la expresada por la ecuacio´n (1.3). En otras palabras, la longitud
debe ser igual a la entrop´ıa de la fuente expresada en bits de co´digo/s´ımbolo. El traductor inverso o
decodificador D recupera la representacio´n original de los s´ımbolos, conociendo la misma informacio´n
de contexto que el traductor directo, que es proporcionada por un modelo probabil´ıstico ide´ntico al del
descompresor.
ls(Ci) = − logs p(ai) (1.3)
La clave para obtener el ma´ximo rendimiento en un compresor entro´pico es la estimacio´n exacta de las
probabilidades de los s´ımbolos. Si es demasiado baja, el co´digo asignado aumenta de longitud y como el
s´ımbolo asociado ocurre en ma´s ocasiones de las esperadas, la longitud de la secuencia-co´digo aumenta. Por
otra parte, si la probabilidad es demasiado alta, estaremos codificando un s´ımbolo que no es tan frecuente
como creemos mediante un co´digo muy corto, a costa de alargar la longitud de los co´digos asignados al resto
de s´ımbolos que tendra´n asignada una probabilidad menor que la real.
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El rendimiento de los compresores entro´picos depende tanto de los codificadores de longitud variable como
de los modelos probabil´ısticos usados, pero su independencia es tal que pueden ser estudiados por separado.
Por otra parte, los compresores entro´picos en general son ma´s lentos que los basados en diccionarios. Esto
se debe a que ahora se busca la ma´xima compresio´n posible, incluso a costa de desarrollar algoritmos de
costo computacional alto que permitan aprovechar el grado de optimalidad y que los compresores basados
en diccionarios no explotan sobre secuencias de longitud finita.
Dentro de los codificadores entro´picos ma´s utilizados esta´n el codificador de Huffman y el codificador
Aritme´tico.
Codificacio´n Huffman
El co´digo de Huffman [10] fue inventado por David A. Huffman en 1952 y desde entonces ha sido intensiva-
mente utilizado en compresio´n de datos, porque genera un co´digo de longitud entera instanta´neo y o´ptimo.
Huffman ideo´ un me´todo para construir un a´rbol binario donde cada hoja representa a un s´ımbolo, con la
propiedad de que la distancia de una hoja s a la ra´ız del a´rbol es exactamente
d− log2 p(s)e
Posteriormente asigno´ un d´ıgito binario a cada rama del a´rbol y disen˜o´ as´ı un co´digo de longitud variable
que representa a los s´ımbolos ma´s probables con un co´digo ma´s corto y viceversa. Un diagrama de bloques
del proceso se muestra en la figura 1.3. El l´ımite de la entrop´ıa ma´s baja H(X) es casi alcanzable con un
Figura 1.3: Sistema de codificacio´n Huffman
codificador prefijo optimizado. El algoritmo de Huffman es un algoritmo de programacio´n dina´mica que
construye un a´rbol binario que minimiza la tasa de bits promedio RX =
∑K
k=1 pklk [11]. Este a´rbol es
llamado a´rbol de co´digo prefijo o´ptimo, el cual se construye desde el fondo hasta la cima agregando s´ımbolos
de probabilidad ma´s baja.
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Si se considera K s´ımbolos con probabilidad de ocurrencia clasificados en orden creciente pk ≤ pk+1
{(x1, p1) , (x2, p2) , (x3, p3) , ..., (xk, pk)} (1.4)
Se agrega las dos probabilidades de los s´ımbolos x1 y x2 en un solo s´ımbolo x1,2 de probabilidad
p12 = p1 + p2
Un a´rbol prefijo o´ptimo para K s´ımbolos (ecuacio´n (1.4)) es obtenida construyendo un a´rbol prefijo o´ptimo
para los K − 1 s´ımbolos.
{(x1,2p1,2) , (x3, p3) , ..., (xk, pk)} (1.5)
y dividiendo x1,2 en dos nodos hijos correspondientes a x1 y x2
La regla de Huffman reduce la construccio´n de un co´digo prefijo de K s´ımbolos (ecuacio´n (1.4)) a la cons-
truccio´n de un co´digo o´ptimo de K − 1 s´ımbolos (ecuacio´n (1.5)) ma´s una operacio´n simple. El algoritmo de
Huffman itera e´ste reagrupamiento K − 1 veces creciendo progresivamente desde el fondo hasta la cima. El
teorema de Shannon demuestra que la tasa promedio de bits del co´digo o´ptimo de Huffman prefijo satisface
H(X) ≤ RX ≤ H(X) + 1 (1.6)
La tasa de bits puede estar un bit arriba ma´s que el l´ımite de entrop´ıa ma´s baja debido a que el l´ımite ma´s
bajo es obtenido con lk = − log2 pk el cual generalmente no es posible ya que lk puede ser un entero. En
particular la tasa ma´s baja de bits es alcanzada cuando un s´ımbolo tiene probabilidad cerrada a 1.
Codificacio´n aritme´tica
La codificacio´n aritme´tica fue introducida por Abramson en 1963 y desarrollada por Pasco en 1976. Desde
entonces, ha recibido una atencio´n especial porque es una forma de representacio´n de la informacio´n muy
eficiente y permite una independencia ma´xima entre el modelo probabil´ıstico y el codificador.
La codificacio´n aritme´tica es un me´todo de codificacio´n entro´pica para generar co´digos de longitud varia-
ble. Este a sido cada vez ma´s popular sobre la u´ltima de´cada por su velocidad, bajos requerimientos de
almacenamiento, y por la eficiencia en la compresio´n. El inconveniente de la codificacio´n aritme´tica es su
sensibilidad a la transmisio´n de errores. En la codificacio´n aritme´tica, un caracter o s´ımbolo es codificado
como un intervalo, el cual es llamado etiqueta, en el rango [0, 1). Debido a que el intervalo unitario [0, 1)
contiene un nu´mero infinito de intervalos, cada secuencia de s´ımbolos puede ser asignada a un u´nico sub-
intervalo. El taman˜o de este subintervalo es determinado por la funcio´n de distribucio´n acumulativa (cdf:
cumulative distribution function) de la variable aleatoria asociada con la fuente [12].
Codificador ideal
El algoritmo ba´sico de codificacio´n que es una primera aproximacio´n a la idea de la codificacio´n aritme´tica.
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1. Sea [L,H)← [0, 1) el intervalo inicial.
2. Mientras existan s´ımbolos de entrada:
(a) Dividir el intervalo [L,H) en tantos subintervalos como s´ımbolos diferentes existen en el alfabeto.
El taman˜o de cada subintervalo es proporcional a la probabilidad del s´ımbolo asociado.
(b) Seleccionar de entre todos los subintervalos, el que corresponde al s´ımbolo codificado en la iteracio´n
actual. Sea el intervalo elegido [L′,H ′).
(c) Hacer [L,H)← [L′,H ′).
3. Emitir un nu´mero x ∈ [L,H) como co´digo aritme´tico. El nu´mero de cifras debera´ permitir distinguir
el intervalo final [L,H) de cualquier otro.
Decodificador ideal
1. [L,H)← [0, 1).
2. Mientras sea posible decodificar s´ımbolos:
(a) Dividir el intervalo [L,H) en subintervalos de taman˜o proporcional a las probabilidades de los
s´ımbolos.
(b) Seleccionar el subintervalo [L′,H ′) al que el co´digo aritme´tico x pertenece.
(c) Emitir el s´ımbolo asociado al intervalo [L′,H ′).
(d) [L,H)[L′,H ′).
Supo´ngase que se desea codificar la secuencia a c a a b con distribucio´n de probabilidad de ocurrencia dada
en la tabla 1.1 Cuando se codifica una secuencia, el subintervalo que representa la secuencia total consigue
S´ımbolo Probabilidad Rango
a 0.7 [0, 0.7)
b 0.1 [0.7, 0.8)
c 0.2 [0.8, 1)
Tabla 1.1: Probabilidades y rangos de los s´ımbolos en el intervalo unitario
ser reducida con respecto a cada probabilidad de los s´ımbolos. En este ejemplo, el primer s´ımbolo, a, cae en
el intervalo [0, 0.7), por lo tanto, ma´s tarde el primer s´ımbolo es codificado, el l´ımite inferior del intervalo
es 0 y el l´ımite superior es 0.7 para el siguiente s´ımbolo. La probabilidad del s´ımbolo c es 0.2. En lugar
del rango [0.8, 1) con respecto al intervalo unitario, el siguiente rango sera´ [0.8×0.7, 1×0.7). Esto significa
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que el nu´mero codificado recientemente tendra´ que caer en alguna parte entre el 80% y 100% del rango
establecido actualmente. Aplicando esta lo´gica restringira´ ma´s el rango a [0.56, 0.7). El proceso continua
para s´ımbolos sucesivos, as´ı que la secuencia a c a a b es representada por el intervalo final [0.60802, 0.61488).
Este proceso es descrito gra´ficamente en la figura 1.4, donde el taman˜o de los intervalos son escalados para
ser visibles. Tan pronto como el intervalo etiqueta este´ situado completamente en un lado de una linea de
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When we encode a sequence, the subinterval that represents the
whole sequence is getting narrowed with respect to each symbol’s
probability. In this example, the first symbol, a, falls in the interval of
[0,0.7), Therefore, after the first symbol is encoded, the low end of the
interval is 0 and the high end is 0.7 for the next symbol. The probability of
symbol c is 0.2.  Instead of the range [0.8, 1) with respect to unit interval,
the next range will be [0.8x0.7, 1x0.7). This means that the newly encoded
number will have to fall somewhere in the 80th to 100th percentage of the
currently established range. Applying this logic will further restrict the
range to [0.56, 0.7). The process continues for successive symbols, so that
the sequence a c a a b is represented by the final interval
[0.60802,0.61488). This process is described graphically in Figure 2.1,
where the size of the intervals are scaled in order to be visible.
   1              0.7                 0.7                0.658              0.6286        0.61488
   0               0     0.56                 0.56           0.56        0.60802
   a       c         a            a  b
Figure 2.1 – Intervals for the sequence a c a a b
     
b
a
c
Transmitted
Figura 1.4: Intervalo de la secuencia a c a a b
fraccio´n binaria, un bit del intervalo etiqueta puede ser enviado. El nu´mero ma´ximo de bits requeridos para
codificar la etiqueta es: ⌊
log
1
p(xi)
⌋
+ 1 (1.7)
Donde p(xi) es la probabilidad de la secuencia [12]. Por lo tanto, es posible codificar la secuencia total de a
c a a b con ⌊
log
1
p(a)p(c)p(a)p(a)p(b)
⌋
+ 1 = b7,18758c+ 1 = 9 bits (1.8)
el intervalo que esta´ representando la secuencia es codificado como una hilera de bits los cuales son definidos
dentro del intervalo etiqueta. Los bits binarios son transmitidos en orden de precisio´n desde el bit ma´s
significativo. En este ejemplo, el primer s´ımbolo a esta´ situado en el intervalo [0, 0.7), el cual no esta´ confinado
a la mitad ma´s alta o a la mitad ma´s baja del intervalo unitario, as´ı se procede sin transmitir ningu´n bit.
El segundo s´ımbolo c contiene el intervalo entre 0.56 y 0.7, el cual es incluido en la mitad ma´s alta del
intervalo unitario, as´ı se env´ıa el bit 1, y el nuevo umbral para el siguiente intervalo binario, [0.5, 1), cambia
a 0.75. El tercer s´ımbolo a contiene la etiqueta a [0.56, 0.658), el cual cae en la mitad ma´s baja del intervalo
[0.5, 1), as´ı se env´ıa 0. El mismo proceso continua mientras el u´ltimo s´ımbolo b es codificado. La tabla 1.2
ilustra el procedimiento de codificacio´n, mostrando los bits transmitidos (excluyendo los bits de terminacio´n
de mensaje) y el intervalo que son asignados. Para verificar la respuesta, la fraccio´n binaria 10011 especifica
un rango entre 0.59375 y 0.609375, el cual no esta´ completamente contenido dentro del intervalo [0.60802,
0.61488). Por lo tanto, no se puede todav´ıa finalizar la transmisio´n. Adjuntando bits binarios 100, despue´s de
la salida 10011, se tiene el intervalo salida [0.609375, 0.611328125) dentro del intervalo etiqueta. El intervalo
salida no superara´ el etiqueta una vez el bit hilera 10011 es transmitido. Por fortuna, en este ejemplo,
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S´ımbolo Intervalo etiqueta Intervalo binario Salida
a [0, 0.7) [0, 1) -
c [0.56, 0.7) [0, 1) 1
a [0.56, 0.658) [0.5, 1) 0
a [0.56, 0.6286) [0.5, 0.75) -
b [0.60802, 0.61488) [0.5, 0.75) 0
[0.5, 0.625) 1
[0.5625, 0.625) 1
[0.59375, 0.625 ) -
Tabla 1.2: Codificacio´n de la secuencia a c a a b
solamente se necesita 8 bits para tener suficiente precisio´n dentro de los 9 bits el cual es la ma´xima longitud
para especificar el intervalo etiqueta de la secuencia calculada arriba.
En el proceso de decodificacio´n, primero se encuentra el 1, el cual comprime el intervalo a [0.5, 1), esto no
puede decir exactamente cual es el primer s´ımbolo. El segundo bit binario, 0 reduce el intervalo a [0.5, 0.75),
el cual au´n no define el primer s´ımbolo de la secuencia. Despue´s el tercer bit 0, el cual continua para refinar
el intervalo a [0.5, 0.625), se puede obtener el primer s´ımbolo, a, cuyo rango de probabilidad es de 0 a 0.7,
conteniendo completamente el intervalo binario. Se decodifica con la misma lo´gica y finalmente se consigue a
c a a b al final del decodificador. La tabla 1.3 describe el procedimiento de decodificacio´n. En el ejemplo, se
S´ımbolo Intervalo etiqueta Intervalo binario
1 [0.5, 1) -
0 [0.5, 0.75) -
0 [0.5, 0.625) a
1 [0.5625, 0.625) c
1 [0.59375, 0.625) a
1 [0.609375, 0.6171875) a
0 [0.609275, 0.6171855) -
0 [0.609375, 0.61328125) b
Tabla 1.3: Decodificacio´n de la secuencia a c a a b
asume que tanto el codificador como el decodificador conocen la longitud del mensaje as´ı que el decodificador
no continuar´ıa el proceso de decodificacio´n por siempre. En la pra´ctica, se necesita incluir un s´ımbolo especial
para terminarla, as´ı que cuando el decodificador vea e´ste s´ımbolo, detenga el proceso de decodificacio´n. En
resumen, el proceso de codificacio´n es simplemente una reduccio´n del intervalo de nu´meros posibles con cada
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nuevo s´ımbolo. El nuevo rango es proporcional a la probabilidad predefinida adjunta a cada s´ımbolo. La
salida del codificador son bits binarios determinados por la secuencia etiqueta y el incremento de intervalos
binarios con respecto a cada salda. Rec´ıprocamente la decodificacio´n es el proceso donde el intervalo binario
es reducido por los bits de entrada, y cada s´ımbolo es extra´ıdo de acuerdo a su probabilidad y al intervalo
binario.
La codificacio´n aritme´tica tiene varias ventajas sobre otras te´cnicas de codificacio´n entro´pica. La ma´s notoria
es que no necesita generar extensas tablas de co´digo como lo hace la codificacio´n Huffman. Otra virtud del
codificador aritme´tico es que puede adaptarse en el vuelo. Cuando las probabilidades de los s´ımbolos son
conocidas, el codificador y el decodificador pueden estimar la probabilidad de los s´ımbolos dina´micamente,
basados en las frecuencias de cambio de los s´ımbolos en la secuencia a ser codificada. Un histograma de
la probabilidad es modelado desde la parte de una secuencia que ha sido vista hasta ahora durante la
codificacio´n. Existen algunas te´cnicas para estimar adaptivamente las probabilidades. Un forma general es
la siguiente [12]:
pA(a) =
b× x(a) + c
d× y + e (1.9)
donde PA(a) es la probabilidad estimada del s´ımbolo a en las muestra codificadas, y y es el nu´mero de
s´ımbolos que han sido codificadas hasta aqu´ı. x(a) es el nu´mero de sucesos de a, y A es el alfabeto de
entrada. Los coeficientes b, c, d y e son nu´meros reales. Bajo la condicio´n que la suma de PA(a) es igual a 1:∑
a∈A
pA(a) = 1 (1.10)
Aplicando la ecuacio´n (1.10), se tiene la siguiente ecuacio´n:
d× y + e = b×
∑
a∈A
x(a) +
∑
a∈A
c = b× y × c (1.11)
donde n es el taman˜o del alfabeto A. Para todo y y n, la ecuacio´n (1.10) se satisface si b = d, y entonces
e = n× c. Haciendo λ = ncb , se tiene:
PA(a) =
x(a) + λn
y + λ
(1.12)
donde λ es estimado como un para´metro de confianza, y ofrece una buena funcio´n densidad de probabilidad
para muchas fuentes cuando λ = 1.
En la pra´ctica, las probabilidades exactas de los s´ımbolos codificados no esta´n usualmente disponibles y la
codificacio´n aritme´tica adaptativa llega a ser extremadamente importante.
Conforme aumenta la longitud de la secuencia a codificar, el co´digo aritme´tico resultante se aproxima a
l´ımite establecido por el teorema de la codificacio´n sin ruido. En la pra´ctica, existen dos factores que hacen
que el rendimiento de la codificacio´n se aleje de este l´ımite:
– La inclusio´n del indicador de fin de mensaje, necesario para separar un mensaje de otro.
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– La utilizacio´n de aritme´tica de precisio´n finita.
JPEG sin Pe´rdidas
El esta´ndar de compresio´n de ima´genes JPEG (Joint Photographic Experts Group), plantea un me´todo
de compresio´n reversible de ima´genes de tono continuo basado en la codificacio´n entro´pica del error de
prediccio´n.
La figura 1.5 muestra la relacio´n entre los codecs entro´picos y los predictores donde s denota un punto de la
imagen a comprimir, ŝ la prediccio´n realizada por el predictor P y e el error de prediccio´n. C es el compresor
entro´pico espec´ıfico y D el descompresor.
CAPÍTULO 1. ESTADO DEL ARTE 4
Predictor Predicción
0 sˆ = 0
1 sˆ = a
2 sˆ = b
3 sˆ = c
4 sˆ = a+ b− c
5 sˆ = a+ b−c2
6 sˆ = b+ a−c2
7 sˆ = a+b2
Cuadro 1.1: Predictores empleados por el estándar JPEG sin pérdidas
la gestión de documentos édicos o de negocios, en los que la compresión con pérdidas nor-
malmente es inaceptable por razones legales. En aplicaciones de procesamiento de imágenes
de los satélites es indeseable cualquier pérdida, debido al costo de obtención de los datos.
Algunos de los métodos mas utilizados son JPEG sin pérdidas, FELICS y BPN+aritha,
que serán escritos a continuación.
JPEG sin Pérdidas
El estándar de compresión de imágenes JPEG [16] (Joint Photographic Experts Group)
propuesto por la CCITT (International Telephone and Telegraph Consultative Commitee) en
1992 plantea un étodo de compresión reversible de imágenes de tono continuo basado en la
codificac ón entrópica del error de predicción.
Figura 1.2: Compresor/Descompresor JPEG sin pérdidas.
La imagen se recorre por filas, comenzando por la esquina superior izquierda, generando
la codificación de un punto s de la siguiente manera:
1. Genera una predicción sˆ usando alguno de los métodos de predicción (cuadro 1.1).
2. Calcula el error de predicción mediante la ecuación:
e = s− sˆ (1.4)
3. Codifica el error e entrópicamente.
El estándar de compresión JPEG sin pérdidas realiza la predicción utilizando un máximo
de 3 píxeles vecinos (figura 1.3). Los datos que han sido codificados se indican con sombreado,
estos píxeles son conocidos en el proceso de descompresión [10], [19].
Figura 1.5: Compresor - descompresor JPEG si e´rdidas
Codificador JPEG
La imagen se recorre por filas, comenzando por la esquina superior izquierda, generando la codificacio´n de
un punto s de la siguiente manera:
1. Generar una prediccio´n ŝ usando alguno de los me´todos de prediccio´n (tabla 1.4).
2. Calcula el error de prediccio´n e← s− ŝ.
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Los predictores se han diseñado bajo la idea de que los píxeles vecinos se encuentran
correlacionados, de este modo, una predicción lineal a partir de estos se encuentra adecuada
para estimar el valor aproximado del píxel a codificar.
El error de predicción se calcula como se indica en la fórmula 1.4 y su codificación puede
realizarse aplicando las técnicas de codificación de Huffman o la codificación aritmética [19].
Se debe ten r en cunta que el error e, estadísticamente representa una distribución de proba-
bilidad de Laplace.
Figura 1.3: Predicción espacial empleado por JPEG sin pérdidas.
La etapa de descompresión se determina a partir de la etapa de compresión, de este modo
el descompresor consiste en:
1. Generar sˆ usando el mismo predictor que emplea el compresor.
2. Descodificar el error implementando el mismo código codificador del compresor.
3. Calcular el píxel mediante la ecuación:
s = e+ sˆ (1.5)
FELICS
El compresor de imágenes FELICS es uno de los compresores de imágenes sin pérdida de
información más sencillos, rápidos y eficientes. Su nombre se debe a las siglas en inglés Fast,
Efficient, Lossless Image Compression System [6]. FELICS es idéntico a JPEG en el sentido
de que existe un predictor muy simple y un codificador entrópico muy rápido.
Figura 1.4: Predicción espacial empleado por FELICS.
FELICS emplea un modelo probabilístico especial (figura 1.5). El predictor determina si s
está entre el rango de valores contenido entre a y b. Denominando L como el menor de a y b,
Figura 6 Contexto de prediccio´n espacial u ado por JPEG
Para realizar la prediccio´n, JPEG utiliza un ma´ximo de 3 p´ıxeles vecinos (figura 1.6). Los datos que han
sido codificados se indican con s mbreado y por tanto son con cido en el proceso de descompresio´n [4].
Los predictores se han disen˜ado bajo la idea de que los p´ıxeles vecinos se encuentran correlacionados, de este
modo, una prediccio´n lineal a partir de estos se encuentra adecuada para estimar el valor aproximado del
p´ıxel a codificar.
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S´ımbolo Intervalo etiqueta
0 ŝ← 0
1 ŝ← a
2 ŝ← b
3 ŝ← c
4 ŝ← a+ b− c
5 ŝ← a+ b−c2
6 ŝ← a+ b−c2
7 ŝ← a+b2
Tabla 1.4: Predictores empleados por el esta´ndar JPEG sin pe´rdidas
El error de prediccio´n se calcula en el paso 2 y su codificacio´n puede realizarse aplicando las te´cnicas de
codificacio´n de Huffman o la codificacio´n aritme´tica. Se debe tener en cuenta que el error e, estad´ısticamente
representa una distribucio´n de probabilidad de Laplace.
Decodificador JPEG
La etapa de descompresio´n se determina a partir de la etapa de compresio´n, de este modo el descompresor
consiste en:
1. Generar ŝ usando el mismo predictor que emplea el compresor.
2. Descodificar e usando el mismo co´digo que el compresor.
3. Calcular el p´ıxel s← e+ ŝ.
FELICS
El compresor de ima´genes FELICS (Fast and Efficient Lossless Image Compression) [13], es uno de los
compresores de ima´genes sin pe´rdida de informacio´n ma´s sencillos, ra´pidos y ciertamente eficientes que se
han disen˜ado.
La imagen se comprime por filas y es ide´ntico a JPEG en el sentido de que existe un predictor muy simple y
un codificador entro´pico muy ra´pido. El contexto de prediccio´n espacial se muestra en la figura 1.7. FELICS
utiliza un modelo probabil´ıstico especial (figura 1.8). El contexto de prediccio´n se usa para indicar si se
esta´ entre el rango de valores contenido entre a y b. Si se llama a L como el menor de a y b y a H el mayor,
la probabilidad de que L 6 S 6 H es bastante alta y adema´s (al menos en FELICS as´ı se presupone) casi
uniforme. Sin embargo, si s esta´ fuera de este rango, FELICS espera una exponencial decreciente conforme
nos alejamos de L y H. Para codificar la probabilidad de s cuando esta´ dentro del intervalo, se usa un
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Figura 1.7: Prediccio´n espacial empleado por FELICS
codificador binario ajustado y para codificar la probabilidad fuera se usa un codificador de Rice.
Figura 1.8: Modelo probabil´ıstico usado en FELICS
Codificador
La estrategia del codificador FELICS consiste en emitir los co´digos suficientes que informen al decodificador
acerca de la situacio´n de s respecto de a y b, como se muestra en el algoritmo
1. Sea L← mı´n {a, b} y H ← ma´x {a, b}
2. Sea ∆← H − L
3. Si L 6 s 6 H :
(a) Emitir un bit indicado IN −RANGE
(b) Emitir un co´digo binario ajustado codificando S − L. El taman˜o del alfabeto es ∆
4. si no
(a) Emitir un bit indicado OUT-RANGE
i. Si s < L
A. Emitir un bit indicando BELOW-RANGE
B. Codificar L− s− 1 usando un codificador Rice
ii. Si no: (s > H)
A. Emitir un bit indicando ABOVE-RANGE
B. Codificar s−H − 1 usando un codificador Rice.
5. Estimar el para´metro k necesario para la codificacio´n de Rice
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El uso de un co´digo de Rice o de un co´digo binario ajustado para expresar el resto del s´ımbolo hace posible que
FELICS pueda codificar ima´genes de cualquier profundidad de color sin que los algoritmos de codificacio´n
y decodificacio´n sean modificados.
Decodificador
A partir de la misma prediccio´n realizada por el codificador y de la informacio´n proporcionada con los
co´digos, el decodificador FELICS recupera el valor original de s aplicando el siguiente algoritmo:
1. Sea L← mı´n {a, b} y H ← ma´x {a, b}
2. Sea ∆← H − L
3. Si s esta´ en IN-RANGE
(a) leer x decodificando el co´digo binario ajustado sabiendo que el taman˜o del alfabeto es ∆
(b) s← L+ s
4. Si no: (s esta´ OUT-RANGE )
(a) Leer un bit (que indica si s esta´ BELOW-RANGE o ABOVE-RANGE ).
(b) Si s esta´ BELOW-RANGE :
i. Descodificar x usando el decodificador de Rice.
ii. s← L+ s− 1
(c) Si no: (s esta´ ABOVE-RANGE )
i. Decodificar x usando el decodificador de Rice.
ii. s← L+ s+ 1
5. Estimar el para´metro k necesario para la codificacio´n de Rice.
LOCO-I
El codificador LOCO-I (Low Complexity, context- based, lossless image compression algorithm ) [4], [14],
es similar a FELICS en que usa un codificador de Rice como codec entro´pico, pero a diferencia de e´ste, el
modelo probabil´ıstico esta´ basado en el contexto.
Otra mejora importante introducida en LOCO-I, es que el predictor espacial trata de usar la informacio´n
global de la imagen para mejorar la fase de prediccio´n y generar una distribucio´n de Laplace ma´s angosta.
La informacio´n global es una fuente importante de redundancia espacial ya que en las ima´genes es comu´n
encontrar regiones distantes que son similares en textura o composicio´n. Un predictor local es incapaz de
extraer este tipo de redundancia.
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LOCO-I ha sido adoptado sido adoptado casi sin modificacio´n alguna como un nuevo esta´ndar para la
compresio´n de baja complejidad (en te´rminos de memoria y CPU) y sin pe´rdida de informacio´n de ima´genes
llamado JPEG-LS (JPEG-Lossless) [4].
Codificador
La imagen se recorre por filas comenzando por la esquina superior derecha. El algoritmo es el siguiente:
1. Inicializacio´n de los contextos de prediccio´n:
(a) Sea Q el contexto actual. LOCO-I considera un ma´ximo de 1094 contextos distintos.
(b) Sea N [Q] el nu´mero de ocurrencias de cada contexto. Inicialmente N [Q]← 0 ∀Q.
(c) Sea B[Q] el error de prediccio´n acumulado en cada contexto. Inicialmente B[Q]← 0 ∀Q.
(d) Sea A[Q] la suma de los valores absolutos de los errores de prediccio´n para cada contexto. Inicial-
mente A[Q]← 0 ∀Q.
(e) Sea C[Q] los valores de cancelacio´n del bias. El bias es un valor que sumado a la prediccio´n espacial
provoca que su media sea 0. Inicialmente C[Q]← 0 ∀Q.
2. Determinacio´n del contexto de prediccio´n Q:
(a) Calcular el gradiente local. Para ello se efectu´an las 4 diferencias (Figura 1.9):
g1 ← d− a
g2 ← a− c
g3 ← c− b
g4 ← b− e
(b) Calcular los gradientes segu´n:
qi ←

0 si gi = 0
1 si 1 6 |gi| 6 2
2 si 3 6 |gi| 6 6
3 si 7 6 |gi| 6 14
4 en otro caso
para i = 1, 2, 3 y
q4 ←

0 si |g4| < 2
1 si 5 6 g4
2 en otro caso
3. Ca´lculo del error de prediccio´n M(e):
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(a) Construir la prediccio´n inicial:
ŝ←

mı´n(a, b) si c > ma´x(a, b)
ma´x(a, b) si c 6 mı´n(a, b)
a+ b− c en otro caso
(b) Cancelar el bias:
ŝ←
 ŝ+ C [Q] si g1
ŝ− C [Q] en otro caso
(c) Calcular el error de prediccio´n:
e← (s− ŝ) mo´d β,
donde β es el nu´mero de bits por punto. Esto provoca que el error de prediccio´n sea proyectado
desde el intervalo [−α+ 1, α− 1] al intervalo [−α/2, α/2− 1] donde α = 2β es el taman˜o del
alfabeto.
(d) Barajar los errores de prediccio´n negativos y positivos generando una SDPG. Esto se realiza segu´n
el siguiente mapeo:
M(e)←
 2e si e > 02 |e| − 1 en otro caso
Tras dicho mapeo, los errores de prediccio´n se ordenan segu´n: 0,−1,−2,+2, ..., 2β − 1.
4. Codificacio´n entro´pica de M(e) en el contexto Q:
(a) Se emite un co´digo de Rice que codifica el s´ımbolo M(e) para k = dlog2 (A [Q])e
5. Actualizacio´n del contexto Q:
(a) B [Q]← B [Q] + e.
(b) A [Q]← A [Q] + |e|
(c) Si N [Q] = RESET, entonces: (donde 64 6 RESET 6 256)
i. A [Q]← A [Q]/2.
ii. B [Q]← B [Q]/2.
iii. H [Q]← N [Q]/2.
(d) N [Q]← N [Q] + 1.
(e) La actualizacio´n del valor para la cancelacio´n del bias es algo ma´s compleja. Si el error de predic-
cio´n inicial en el contexto Q no tiene media 0, el nivel de compresio´n decae severamente porque
las medias de la distribucio´n de Laplace real y la modelizada no coinciden. Para evitar esto, C[Q]
almacena un valor proporcional a B [Q]/N [Q] que es sumado a la prediccio´n inicial para cancelar
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el bias. Adema´s, C[Q] es el encargado de solucionar otro problema derivado del barajamiento
producido por M(e) debido al cual, se tiende a asignar un co´digo ma´s corto al error negativo que
al respectivo error positivo. El algoritmo para la actualizacio´n de C[Q] es el siguiente [14]:
i. Si B [A] 6 −N [Q], entonces:
A B [Q]← B [Q] +N [Q] .
B Si C [Q] > −128, entonces:
 C [Q]← C [Q]− 1
C Si B [Q] 6 −N [Q], entonces:
 B [Q]← N [Q] + 1
ii. Si no:
A B [Q] > 0, entonces:
 B [Q]← B [Q]−N [Q] .
 Si C [Q] < −127, entonces:
– C [Q]← C [Q] + 1
 Si B [Q] > 0, entonces:
– B [Q]← 0.
120 Compresio´n de Ima´genes
sa
b
e
c d
Figura 3.7: Contexto de prediccio´n espacial usado por LOCO-I.
Los autores de LOCO-I se percataron de que hab´ıa mucha redundancia que pod´ıa ser
explotada teniendo en cuenta el contexto espacial, a un coste muy bajo en comparacio´n con
el uso de codificadores ma´s complejos como es la codificacio´n aritme´tica. Por este motivo,
decidieron usar la codificacio´n de Rice y disen˜ar as´ı un compresor y descompresor muy
ra´pidos. Todo esto ha provocado que LOCO-I haya sido adoptado casi sin modificacio´n
alguna como un nuevo esta´ndar para la compresio´n de baja complejidad (en te´rminos de
memoria y CPU) y sin pe´rdida de informacio´n de ima´genes llamado JPEG-LS (JPEG-
LosslesS) [56].
El codificador
La imagen se recorre por filas comenzando por la esquina superior derecha. El algoritmo
del compresor es el siguiente:
1. Inicializacio´n de los contextos de prediccio´n:
(a) Sea Q el contexto actual. LOCO-I considera un ma´ximo de 1094 contextos
distintos.
(b) Sea N [Q] el nu´mero de ocurrencias de cada contexto. Inicialmente N [Q] ←
0 ∀Q.
(c) Sea B[Q] el error de prediccio´n acumulado en cada contexto. Inicialmente
B[Q]← 0 ∀Q.
(d) Sea A[Q] la suma de los valores absolutos de los errores de prediccio´n para cada
contexto. Inicialmente A[Q]← 0 ∀Q.
(e) Sea C[Q] los valores de cancelacio´n del bias. El bias es un valor que sumado a
la prediccio´n espacial provoca que su media sea 0. Inicialmente C[Q]← 0 ∀Q.
2. Determinacio´n del contexto de prediccio´n Q:
(a) Calcular el gradiente local. Para ello se efectu´an las 4 diferencias (ver Figu-
ra 3.7):
g1 ← d− a
g2 ← a− c
g3 ← c− b
g4 ← b− e
Markov es enorme.
Figura 1.9: Contexto de prediccio´n espacial usado por LOCO-I
Decodificador
El decodificador es muy sime´trico y recupera los s´ımbolos s usando el siguiente algoritmo:
1. Inicializacio´n de los contextos de prediccio´n (ir al paso 1 del compresor).
2. Determinacio´n del contexto Q: (ir al paso 2 del compresor).
3. Decodificacio´n de M(e): usando un decodificador de Rice con k = dlog2 (A [Q])e
4. Determinacio´n de s:
(a) Computar la prediccio´n inicial ŝ como en el paso 3 (a) del compresor.
(b) An˜adir el bias sobre ŝ:
ŝ←
 ŝ− C [Q] si g1 > 0
ŝ+ C [Q] en otro caso
Compresio´n de Ima´genes Radiolo´gicas Empleando Transformada Wavelet 19
(c) Calcular el mapeo inverso generando la distribucio´n de Laplace original:
e←M−1 (M(e)) =
−M(e)/2− 1 siM(e) es impar
M(e)/2 en otro caso.
(d) Calcular el s´ımbolo s como:
s← (e+ ŝ)modβ.
5. Actualizacio´n de Q: (ir al paso 5 del compresor).
1.2.2. Compresio´n con pe´rdidas
En el caso de la compresio´n irreversible, existe una pe´rdida de informacio´n, pero las tasas que se pueden ob-
tener son al menos de un orden de magnitud mayor. En el caso de las ima´genes me´dicas se desea proporcionar
toda la informacio´n necesaria al me´dico, al mismo tiempo que se eliminen las distorsiones producidas por
el me´todo. Es frecuente encontrar que un nu´mero importante de los algoritmos empleen la transformacio´n
de la imagen a otro dominio, donde sea posible representar la energ´ıa de la imagen de una manera ma´s
compacta [1].
Tal como los archivos de audio, las ima´genes digitales presentan una gran ventaja respecto a los dema´s datos,
pueden ser modificados ligeramente durante el proceso de compresio´n sin afectar la calidad percibida por
el usuario, haciendo que la calidad subjetiva de la imagen sea aceptable [15]. Los cambios menores de la
sombra de un p´ıxel pueden ser inadvertidos si las modificaciones se hacen cuidadosamente, esto hace factible
implementar los algoritmos y me´todos de compresio´n de ima´genes digitales con pe´rdidas. La diferencia
entre la compresio´n de ima´genes con pe´rdida y la compresio´n sin pe´rdida se encuentra en la etapa de
cuantificacio´n [15], [16]. Los me´todos ma´s comunes de compresio´n con pe´rdida para ima´genes fijas son: JPEG
con pe´rdidas, basado en la Transformada Discreta del Coseno, te´cnicas de Compresio´n Fractal y Wavelets.
Para propo´sitos de compresio´n, las propiedades que deben satisfacer las transformadas son: decorrelacionar
los datos, hacer los coeficientes transformados pequen˜os, y acercarse hacia la percepcio´n visual, algunos de
los te´rminos a transformar deben ser ma´s importantes que otros.
Un esquema t´ıpico de compresio´n de ima´genes con pe´rdidas esta´ formado por tres componentes estrechamente
relacionados: a) el codificador de la fuente, b) el cuantizador y c) el codificador entro´pico. La compresio´n
se realiza por medio de una transformada lineal para decorrelacionar los datos en la imagen, cuantizar los
coeficientes transformados resultantes y codificarlos con mı´nima entrop´ıa. En el codificador de la fuente se
han utilizado diferentes transformadas entre ellas se incluyen la Transformada Discreta de Fourier (DFT:
Discrete Fourier Transform), la Transformada Discreta del Coseno (DCT: Discrete Cosine Transform), la
Transformada Discreta Wavelet (DWT: Discrete Wavelet Transform) y alguna ma´s entre otras, cada una
con sus ventajas e inconvenientes. El cuantizador simplemente reduce el nu´mero de bits necesarios para
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almacenar los coeficientes reduciendo su precisio´n. E´ste es un proceso con pe´rdidas y es la principal fuente
de compresio´n en un codificador. La cuantizacio´n se puede realizar sobre cada coeficiente individual, lo
que se conoce como cuantizacio´n escalar (SQ: Scalar Quantization), o bien sobre un grupo de coeficientes,
conocie´ndose como cuantizacio´n vectorial (VQ: Vector Quantization). El codificador entro´pico comprime aun
ma´s y sin pe´rdidas los valores cuantizados. Usa un modelo para determinar de forma precisa las probabilidades
de cada valor y produce un co´digo apropiado de acuerdo con las probabilidades. Los ma´s comu´nmente usados
son el codificador Huffman y el codificador aritme´tico, aunque para aplicaciones que demanden una ejecucio´n
ra´pida, el codificador RLE (Run-Length Encoding) ha demostrado ser muy efectivo. Para alcanzar un alto
factor de compresio´n es absolutamente necesario que se disen˜en de manera adecuada tanto el cuantizador
como el codificador entro´pico, as´ı como una o´ptima eleccio´n de la transformacio´n de la imagen [17]. Un
esquema t´ıpico tanto de codificacio´n y decodificacio´n se muestra en la figura 1.10. Existen modelos de
Figura 1.10: Esquema T´ıpico de Codificacio´n y Decodificacio´n
representacio´n empleados en la compresio´n de Ima´genes Radiolo´gicas tales como las te´cnicas propuestas por
Lo S. y Huang K., para transformadas cosenoidales de ima´genes completas [18], [19]. En los u´ltimos an˜os,
muchos centros de investigacio´n se han enfocado hacia el uso de las funciones wavelets para la compresio´n de
ima´genes y secuencias de video me´dicas [20], [21]. El uso de las funciones wavelets se ha comprobado u´til en
la compresio´n de varias modalidades de ima´genes con excelentes tasas de compresio´n mientras mantienen la
calidad de la imagen dentro de los l´ımites razonables. Por esta razo´n, el uso de los esquemas de compresio´n
wavelets representan una importante contribucio´n hacia el desarrollo de sistemas de computador para el
procesamiento de la compresio´n de ima´genes me´dicas [22].
1.2.3. cuantizacio´n escalar
La cuantificacio´n consiste en mapear elementos de un conjunto a elementos de otro conjunto. La cuantificacio´n
escalar permite mapear separadamente cada color de una imagen en un conjunto ma´s pequen˜o de valores de
salida, haciendo el proceso irreversible (con pe´rdidas). El me´todo permite reducir el nu´mero de bits de color
o niveles de gris.
Cuando el alfabeto s´ımbolo de entrada es ma´s grande que el alfabeto ı´ndice de cuatizacio´n, hay compresio´n
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de informacio´n, pero tambie´n pe´rdida de informacio´n. Todos los s´ımbolos dentro de un rango de valores son
mapeados a un mismo ı´ndice de cuantizacio´n; este rango define la celda de cuantizacio´n para cada ı´ndice.
La operacio´n inversa a la cuantizacio´n mapea el ı´ndice de cuantizacio´n a un s´ımbolo de salida. T´ıpicamente
la cuatizacio´n escalar mapea un conjunto infinito de entradas reales a un conjunto no-infinito de ı´ndices
enteros y la cuantizacio´n inversa mapea un conjunto no-infinito de indices enteros a un conjunto no-infinito
de salidas reales. La diferencia entre el s´ımbolo de entrada y el s´ımbolo de salida es el error de cuantizacio´n
para cada s´ımbolo. Un cuantizador escalar es denominado regular si: las celdas individuales son contiguas,
el span de las celdas ordenadas tienen rango continuo, no hay sobrelapamiento entre celdas, y el valor de
salida de la celda este´ situado dentro de la celda. Cuando se mapea un s´ımbolo del alfabeto real usando un
cuantizador regular con un ı´ndice de alfabeto finito, una de las celdas tendra´ un rango bajo de −∞ y otra
de las celdas tendra´ un rango alto de ∞; estas dos celdas son llamadas celdas sobrecargadas. Todas las otras
celdas son llamadas celdas granulares. Un cuantizador uniforme es un cuantizador regular donde todas las
celdas son del mismo taman˜o, y el valor de salida para cada celda granular es el punto medio de la celda.
Un cuantizador uniforme esta´ completamente definido por el taman˜o del alfabeto, el taman˜o de la celda o
el taman˜o del paso, y el rango cubierto por la celda granular.
Si la fuente X tiene valores reales arbitrarios, no puede ser codificada con un nu´mero finito de bits. Un
cuantizador escalar Q aproxima X por X̂ = Q(X) el cual toma valores sobre un conjunto finito [11]. Se
estudia la optimizacio´n del cuantizador para minimizar el nu´mero de bits necesarios para codificar X̂ para
un error cuadra´tico medio dado
D = E
{(
X − X̂
)2}
Supo´ngase que X toma valores entre [a, b], los cuales corresponden a todo el eje real. Se descompone [a, b] en
K intervalos {(yk−1, yk)}1≤k≤K de longitud variable, con y0 = a y yk = b. Un cuantizador escalar aproxima
todos los x ∈ (yk−1, yk]
∀x ∈ (yk−1, yk] , Q(x) = xk
el intervalo (yk−1, yk] es llamado cajo´n de cuantizacio´n. Un entero redondeado es un ejemplo simple donde
el cajo´n de cuantizacio´n (yk−1, yk] = (k − 1/2, k + 1/2] tiene taman˜o 1 y xk = k para cualquier k ∈ Z.
Cuantizador de alta resolucio´n
Sea p(x) la densidad de probabilidad de la fuente aleatoria X. El error cuadra´tico medio de la cuantizacio´n
es
D = E
{(
X − X̂
)2}
=
∞∫
−∞
(x−Q(x))2p(x)dx (1.13)
Se dice que un cuatizador tiene alta resolucio´n si p(x) es aproximadamente una constante en cada cajo´n de
cuantizacio´n (yk−1, yk] , de taman˜o ∆k = yk − yk−1. Este es el caso si el taman˜o de ∆k es suficientemente
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pequen˜o relativo a la tasa de variacio´n de p(x), as´ı que se puede rechazar estas variaciones en cada cajo´n de
cuantizacio´n. Se tiene entonces
p(x) =
pk
∆k
para x ∈ (yk−1, yk] (1.14)
donde
pk = Pr {X ∈ (yk−1, yk]}
Cuantizacio´n uniforme
El cuantizador uniforme es un caso especial importante donde todos los cajones de cuantizacio´n tienen el
mismo taman˜o
yk − yk−1 = ∆ para 1 6 k 6 K
Para un cuantizador uniforme de alta resolucio´n, la distorsio´n cuadra´tica media
D =
1
12
K∑
k=1
pk∆2k (1.15)
llega a ser
D =
∆2
12
K∑
k=1
pk =
∆2
12
(1.16)
que es independiente de la densidad de probabilidad de la fuente p(x).
Cuantizador o´ptimo
Si se quiere minimizar el nu´mero de bits requeridos para codificar el valor cuantizado X̂ = Q(x) para una
distorsio´n fijada D = E
{(
X − X̂
)2}
. El teorema de Shannon demuestra que el nu´mero promedio mı´nimo
de bits para codificar X̂ es la entrop´ıa H(X̂). Los codificadores Huffman o Aritme´tico producen cerradas
tasas de bits a esta mı´nima entrop´ıa. Se disen˜a entonces un cuantizador que minimiza H(X̂).
La fuente cuantizada X̂) toma K posibles valores {xk}16k6K con probabilidades
pk = Pr
(
X̂ = xk
)
= Pr (X ∈ (yk−1, yk] ) =
yk∫
yk−1
p(x)dx
La entrop´ıa es
H(X̂) = −
K∑
k=1
pk log2 pk
Para un cuantizador de alta resolucio´n, la tasa de bits promedio mı´nima
RX = Hd(X)− 12 log(12D) (1.17)
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donde
Hd(X) = −
+∞∫
−∞
p(x) log2 p(x)dx (1.18)
es la entrop´ıa diferencial.
En este caso D = ∆
2
12 as´ı
RX = Hd(X)− log2∆ (1.19)
La tasa de distorsio´n se obtiene tomando la inversa de la ecuacio´n (1.17).
1.2.4. Cuantizacio´n vectorial
Este tipo de cuantificacio´n se implementa seleccionando un conjunto de elementos representativos de las
entradas, mapeando los otros puntos en el espacio al representante ma´s cercano. Los elementos representantes
se seleccionan implementando un algoritmo de agrupamiento que encuentra un nu´mero de puntos en los datos,
seleccionando uno de los puntos (p´ıxel) del grupo o se aplica alguna forma de centroide para el grupo. La
idea principal de la cuantificacio´n vectorial es particionar el espacio vectorial en sectores, cada uno de los
cuales sera´ representado por un solo vector que puede ser el centroide. El conjunto de centroides viene a ser
el libro ı´ndice (codebook) que conforman los niveles de cuantificacio´n y a cada uno se le asigna una direccio´n
o etiqueta.
Un aspecto muy importante de cualquier sistema de cuantificacio´n vectorial es la obtencio´n del libro ı´ndice
(codebook), el espacio vectorial debe ser dividido en sectores los cuales se hallan partiendo de vectores de
entrenamiento. Dichos vectores deben representar fielmente el espacio de intere´s. El libro ı´ndice se obtiene
empleando un algoritmo conocido como LBG, cuyo nombre se deriva de los creadores Yoseph Linde, Andre´s
Buzo y Robert Gray. El algoritmo LBG debe partir de un libro ı´ndice inicial Aˆ0 con el cual se compara cada
vector del espacio a cuantizar con cada componente del libro ı´ndice. Se compone una particio´n de distorsio´n
mı´nima P (Aˆm) clasificando cada vector mediante la distancia mı´nima con los vectores del libro ı´ndice. La
suma de las distancias se compara con el umbral de distorsio´n, si resulta mayor se vuelve a calcular una
nueva particio´n hasta que la de distancia total sea inferior al umbral. La recursio´n se muestra a continuacio´n:
1. Sea Aˆ0 el libro ı´ndice, xj : j = 0, 1, ..., n − 1 los vectores de entrenamiento. Se define: m = 0 y
D − 1 = U .
2. Dado Aˆm = {yi : i = 1, ..., N} N = Niveles de cuantizacio´n.
Encontrar la particio´n de distorsio´n mı´mina Aˆm = {yi : i = 1, ..., N} yi es el i-e´simo sector. xj perma-
necera´ a yi si d(xj , yi) £ d(xj , yl) para todo l. Se calcula la distorsio´n media:
Dm = D(Aˆm, P (Aˆm)) =
1
n
n−1∑
j=0
d(xj , y) y ∈ Am (1.20)
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3. Aˆm sera´ el libro ı´ndice final, donde  es el umbral de distorsio´n, si se cumple:
Dm−1 −Dm
Dm
≤  (1.21)
4. Si no se cumple la relacio´n anterior entonces se toman los centroides de los sectores hallados como
componentes tentativos de un libro ı´ndice nuevo, al cual se le asigna Aˆ. Se incrementa m en uno y se
vuelve a recalcular hasta que el error sea menor al umbral de distorsio´n 
Parte del algoritmo comprende la obtencio´n del libro ı´ndice inicial, el cual se calcula partiendo del espacio
vectorial hallando su centroide. Este centroide sera´ el vector inicial yi a partir del cual se obtendra´n dos
nuevos vectores yi+D e yi−D y se procede a calcular el libro ı´ndice con el algoritmo LBG para 2 vectores.
A continuacio´n se vuelve a fragmentar los centroides en dos y se emplea el algorimo LBG para 4 vectores. Se
procede asi sucesivamente hasta el valor N que se requiera. Como se podra´ apreciar N debe ser una potencia
de dos y dependera´ del grado de distorsio´n. Su valor generalmente puede ser 64 o´ 128.
1.3. Codificacio´n por transformada
En la codificacio´n por transformada [23], una transformacio´n lineal es aplicada a la sen˜al original. La sen˜al
transformada es cuantizada, y posteriormente es aplicada la transformada inversa para generar un estimado
de la original. Un diagrama de bloques de un sistema de codificacio´n por transformada se muestra en
la figura 1.11. Para una implementacio´n eficiente, una transformada de bloque divide la sen˜al en bloques
regulares, y aplica la transformacio´n a una base bloque por bloque. En un sistema de transformada de bloque
Figura 1.11: Sistema de Codificacio´n por Transformada
unidimensional, un bloque de la sen˜al original puede ser descrito como un vector columna,
x =

x1
x2
...
xN
 (1.22)
donde N es el taman˜o del bloque. Los coeficientes transformados del bloque son obtenidos multiplicando por
la matriz de transformacio´n T de N ×N ,
y = Tx (1.23)
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Los coeficientes transformados pueden ser vistos como una proyeccio´n de la sen˜al sobre la base compues-
ta de las filas de T. La transformada inversa es aplicada a los coeficientes transformados para recuperar
exactamente la sen˜al original,
x = T−1y (1.24)
Cuando la transformada inversa es aplicada a los coeficientes transformados cuantizados, el resultado es un
estimado de la sen˜al original,
x̂= T−1ŷ (1.25)
Si la transformacio´n es unitaria,
T−1T = I (1.26)
donde I es la matriz identidad, entonces,
‖y−ŷ‖2= ‖x−x̂‖2 (1.27)
Esta propiedad de transformaciones unitarias son u´tiles porque esto consigue que el error de cuantizacio´n en
el dominio transformado y el dominio de la sen˜al sean el mismo, cuando el error cuadra´tico medio es usado.
En dos dimensiones, las entradas y salidas del sistema de codificacio´n de transformada de bloque puede
ser descrito por matrices. Si la transformada es separable, el cual es un caso usual, este puede ser aplicado
independientemente a las filas y columnas.
Y = TXTt (1.28)
y si la transformada es tambie´n unitaria entonces,
X =
[
T−1
]t
YT−1 (1.29)
La codificacio´n por transformada realiza compresio´n reduciendo la correlacio´n en los coeficientes transfor-
mados. La decorrelacio´n remueve la informacio´n redundante, permitiendo una representacio´n ma´s compacta.
La transformacio´n tambie´n causa compactacio´n de la energ´ıa. Este cambio en la distribucio´n de la energ´ıa
de los coeficientes produce un pequen˜o grupo de coeficientes transformados con gran varianza y un grupo
grande de coeficientes con varianza pequen˜a. Los coeficientes con gran varianza pueden ser cuantizados con
una gran proporcio´n del bit tenido en cuenta, resultando en una representacio´n eficiente.
1.3.1. Transformada discreta del Coseno
La introduccio´n de la transformada discreta coseno (DCT: Discrete Cosine Transform) en 1974 [24] con-
tribuyo´ de manera importante al desarrollo de la teor´ıa de compresio´n de ima´genes. La DCT se puede
considerar como una versio´n en tiempo discreto de la serie de cosenos de Fourier. La DCT esta´ relacionada
de igual manera con la transformada discreta de fourier (DFT: Discrete Fourier Transform), una te´cnica
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para expresar una sen˜al como suma de sus componentes espectrales. La DCT se puede, por tanto, calcu-
lar por medio de un algoritmo de transformada ra´pida de Fourier (FFT: Fast Fourier Transform) con una
complejidad de nlog2(n) operaciones. En oposicio´n a la DFT, la DCT es una transformada real y da una
mejor aproximacio´n de la sen˜al con un menor nu´mero de coeficientes. La DCT de una sen˜al discreta x(n),
n = 0, 1, ..., N − 1 se define por medio de:
X(u) =
√
2
N
C(u)
N−1∑
n=0
x(n) cos
[
(2n+ 1)upi
2N
]
C(u) =

1√
2
u = 0
1 u = 1, 2, ..., N − 1
(1.30)
En [25] se encuentra la descripcio´n de las transformadas relacionadas con la DCT y sus aplicaciones. Cuando
se considera la DCT en dos dimensiones para transformar un bloque de taman˜o N ×N , e´sta se define por
medio de la expresio´n:
X(u, v) =
2
N
C(u)C(v)
N−1∑
n=0
M−1∑
m=0
x(n,m) cos
[
(2n+ 1)upi
2N
]
cos
[
(2m+ 1)upi
2M
]
C(v) =

1√
2
v = 0
1 v = 1, 2, ...,M − 1
(1.31)
siendo x(n,m) y X(u, v) los bloques de entrada y de coeficientes transformados, respectivamente. La eleccio´n
de la DCT como tecnolog´ıa viable para el procesamiento de ima´genes digitales se fundamenta en sus propie-
dades de decorrelacio´n. La DCT permite concentrar la energ´ıa en las frecuencias inferiores y as´ı representar
de manera eficiente la imagen por medio de un menor nu´mero de coeficientes. Adema´s, la propiedad de
separabilidad de la 2-D DCT permite calcular la transformada de un bloque de taman˜o N ×N por medio
de sucesivas DCT unidimensionales de N puntos. Pormedio de algoritmos de reducida complejidad compu-
tacional se ha conseguido desarrollar arquitecturas VLSI eficientes para esta transformada. As´ı, en 1992 se
establecio´ el esta´ndar JPEG (Joint Photographic Experts Group), el primer esta´ndar para codificacio´n de
ima´genes digitales en el que los codificadores y los decodificadores se basaban en la DCT. El esta´ndar JPEG
especifica tres modos para codificacio´n con pe´rdidas: secuencial, progresivo y jera´rquico, y un modo para
codificacio´n sin pe´rdidas.
El codificador ba´sico que constituye el codificador secuencial en su forma ma´s simple se muestra en la figura
1.12. El funcionamiento del codificador se basa en el procesamiento de la imagen de manera secuencial por
bloques de 8 × 8 puntos. Cada bloque se procesa de forma independiente en cada uno de los componentes
del codificador. La DCT es la clave para la compresio´n de la imagen ya que elimina la correlacio´n existente
entre los p´ıxeles adyacentes en una imagen, concentrando as´ı la energ´ıa de la sen˜al en frecuencias espaciales
bajas. Para un bloque t´ıpico de 8× 8 p´ıxeles, la mayor´ıa de las componentes en frecuencia tienen amplitud
nula o casi nula y no necesitan ser codificadas. La DCT no introduce pe´rdidas en la imagen; simplemente
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la transforma a otro dominio en el cual e´sta se puede codificar de manera ma´s eficiente. Tras transformar
el bloque al dominio de la frecuencia, cada uno de los 64 coeficientes del bloque transformado se cuantiza
de forma uniforme en conjuncio´n con una tabla de cuantizacio´n de 64 elementos [26]. En el decodificador,
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medio de algoritmos de reducida complejidad computacional se ha conseguido 
desarrollar arquitecturas VLSI eficientes para esta transformada. Así, en 1992 se 
estableció el estándar JPEG, el primer estándar para codificación de imágenes digitales 
en el que los codificadores y los decodificadores se basaban en la DCT. El estándar 
JPEG especifica tres modos para codificación con pérdidas: secuencial, progresivo y 
jerárquico, y un modo para codificación sin pérdidas. 
El codificador básico que constituye el codificador secuencial en su forma más 
simple se muestra en la figura 3.1. El funcionamiento del codificador se basa en el 
procesamiento de la imagen de manera secuencial por bloques de 8×8 puntos. Cada 
bloque se procesa de forma independiente en cada uno de los componentes del 
codificador. La DCT es la clave para la compresión de la imagen ya que elimina la 
correlación existente entre los píxeles adyacentes en una imagen, concentrando así la 
energía de la señal en frecuencias espaciales bajas. Para un bloque típico de 8×8 píxeles, 
la mayoría de las componentes en frecuencia tienen amplitud nula o casi nula y no 
necesitan ser codificadas. La DCT no introduce pérdidas en la imagen; simplemente la 
transforma a otro dominio en el cual ésta se puede codificar de manera más eficiente. 
Tras transformar el bloque al dominio de la frecuencia, cada uno de los 64 coeficientes 
del bloque transformado se cuantiza de forma uniforme en conjunción con una tabla de 
Figura 3.1. Codificador secuencial básico definido en el estándar JPEG. 
Figura 1.12: Codificador secuencial ba´sico definido en el esta´ndar JPEG
las muestras de sen˜al se multiplican por los factores adecuados para recuperar los valores originales. Tras
la cuantizacio´n, el bloque de coeficientes transformados se ordena en una secuencia tal como indica la
figura 1.13. Esta ordenacio´n da especial relevancia a las componentes no nulas de baja frecuencia sobre los
coeficientes de alta frecuencia facilitando as´ı la codificacio´n Huffman. La componente de frecuencia nula
concentra una fraccio´n significativa de la energ´ıa total de la imagen y se codifica de forma diferencial. La
etapa de codificacio´n entro´pica (EC: Entropy Coding) alcanza una mejor compresio´n sin pe´rdidas codificando
estad´ısticamente los coeficientes. El esta´ndar JPEG especifica tanto modos de codificacio´n Huffman como
aritme´tica. El codificador secuencial ba´sico emplea co ificacio´n Huffman, pero se especifican co ificadores
con ambos me´todos para todos los modos de operacio´n. La codificacio´n aritme´tica, aunque es ma´s compleja
que la codificacio´n Huffman, normalmente alcanza entre un 5% y un 10% de mejor compresio´n.
1.3.2. Componentes principales - PCA
El ana´lisis de Eigenfaces o tambie´n llamado de Componentes Principales (PCA) es una vieja herramienta
que proviene del multivariate data analysis. El desarrollo de esta te´cnica se remonta hacia el an˜o 1901 [27].
La proyeccio´n de datos sobre el subespacio de Componentes Principales es llamada tambie´n transformada
Hotelling o transformada de Karhunen-Loe´ve (KLT ) luego de los trabajos que realizaran Hotelling [28], K.
Karhunen [29] y M. Loe´ve [30]. El me´todo consiste en aplicar una transformacio´n lineal a los datos en un
espacio de dimensio´n N . La transformacio´n se define como aquella que diagonaliza la matriz de covarianzas
de las muestras. El efecto de aplicar esta transformacio´n lineal, es obtener un nuevo sistema de coordenadas
en un espacio de dimensio´n preferentemente inferior M (M  N ) y d nde los datos transformados se
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cuantización de 64 elementos [PEN93]. En el decodificador, las muestras de señal se 
multiplican por los factores adecuados para recuperar los valores originales. Tras la 
cuantización, el bloque de coeficientes transformados se ordena en una secuencia tal 
como indica la figura 3.2. Esta ordenación da especial relevancia a las componentes no 
nulas de baja frecuencia sobre los coeficientes de alta frecuencia facilitando así la 
codificación Huffman. La componente de frecuencia nula concentra una fracción 
significativa de la energía total de la imagen y se codifica de forma diferencial. La etapa 
de codificación entrópica (EC: Entropy Coding) alcanza una mejor compresión sin 
pérdidas codificando estadísticamente los coeficientes. El estándar JPEG especifica 
tanto modos de codificación Huffman como aritmética. El codificador secuencial básico 
emplea codificación Huffman, pero se especifican codificadores con ambos métodos 
para todos los modos de operación. La codificación aritmética, aunque es más compleja 
que la codificación Huffman, normalmente alcanza entre un 5% y un 10% de mejor 
compresión. 
3.4. WAVELETS Y LA CODIFICACIÓN DE IMÁGENES 
La transformada wavelet se construye mediante funciones o wavelets de valor 
Figura 3.2. Ordenación de los coeficientes 
transformados previa a la codificación Huffman. 
Figura 1.13: Ordenacio´n de los coeficientes transformados previa a la codificacio´n Huffman
encuentran decorrelacionados, es decir que las varianzas se encuentran concentradas a lo largo de los nuevos
ejes de referencia.
Ana´lisis de componentes principales
Los nuevos ejes o Ejes Principales sera´n aquellos donde las muestras transformadas presentan una pequen˜a
variacio´n o ninguna (mı´nima varianza).
Para la represe ta io´n de una imagen I(x, y) definida como un a reglo bidimensional de × n = N donde
cada p´ıxel pue tener 256 valores de intensidad d ferentes (8 bits), por jemplo para ima´genes t´ıpicas se
utilizan 256× 256 = 65.536, o lo que es equivalente, un punto en un espaci de 65.536 dimensiones.
El PCA se utiliza para obtener una representacio´n simple y con menor dimensio´n para un conjunto de p
variables correlacionadas. Las componentes principales se obtienen transformando las variables originales a
un nuevo conjunto de variables no correlacionadas usando una rotacio´n ortogonal en el espacio p-dimensional,
las primeras componentes resumira´n en orden decreciente la mayor cantidad posibl de la v riabilidad de las
variables originales [31]
La descomposicio´n en componentes principales de una matriz de observaciones X dada es la suma de una
estructura latente y una parte residual:
XM×N = TM×AP tA×N + EM× =
A∑
a=1
[ta]M×1
[
pta
]
1×N + EM×N (1.32)
donde, M y N son el nu´mero de filas y de columnas respectivamente (dimensio´n de los datos), T es la
llamada matriz de scores, P t es la llamada matriz de loadings (cargas), E es la matriz de residuales, A
nu´mero de componentes (A = rango de X ≤ min[M,N ]). En la ecuacio´n (1.32) ta son los vectores scores
y pta son los vectores loadings. Bharati, proponen la aplicacio´n del PCA a ima´genes tridimensionales X de
taman˜o M ×N ×K, donde K es el nu´mero de capas que conforman la ima´gen multivariada, y consiste en la
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descomposicio´n en una parte latente de matrices de scores Ta (de resolucio´n M ×N) y vectores de loadings
(de longitud K × 1), y una parte residual EM×N×Kvariables :
X =
A∑
a=1
Ta ⊗ pta + E (1.33)
donde ⊗ es el denominado producto Kronecker. Al desdoblar la matriz tridimensional X en una matriz
bidimensional X, la aplicacio´n del PCA resulta en:
El nu´mero de A componentes principales a retener debe ser menor o igual que la mı´nima dimensio´n de
X (A 6 mı´n [M,N ]). Los vectores loadings pi explican como cada variable contribuye a la formacio´n de cada
componente y los vectores scores ti describen como las muestras se agrupan en cada nueva variable latente.
Cada pi es el autovector asociado a cada autovalor λi determinado en la relacio´n: |
∑
X − λI| = 0, en donde∑
X es la matriz de covarianza de X,
∑
X = Cov(X) = X
tX
m−1 e I es la matriz identidad con dimensio´n
K ×K. Entonces se cumple la relacio´n: ∑Xpi = λipi y se deriva la propiedad de que los ti son ortogonales
(ttitj = 0 para i 6= j) y los pi son ortonormales (ppi tj = 1 para i = j y ptipj = 0 para i 6= j).
Una propiedad importante es que para cada par ti; pi se cumple que Xpi = ti, de manera que cada ti
puede pensarse como la proyeccio´n de pi sobre X. Los pares ti; pi son determinados en orden ascendente en
correspondencia con cada λi, los primeros λi deben capturar la mayor cantidad de variabilidad de los datos
originales ((λ1 > λ2 > · · · > λp > 0). Los vectores pi y ti calculados de esta manera son los mismos a los
resultantes si se aplicara el algoritmo NIPALS [31].
Un criterio muy utilizado en la determinacio´n de cuantas componentes retener, es agruparlas hasta tener
acumulado un 90% de la variabilidad total.
1.3.3. Transformada de Karhunen-Loe`ve
La transformacio´n de Karhunen-Loe`ve (KLT ) es la transformacio´n lineal cuya base de vectores ortonormales
son los vectores propios de la matriz de covarianza de los datos que se desean procesar, y tiene algunas
propiedades que la hacen muy u´til en la compresio´n de ima´genes [32], [33].
Se dice que un proceso esta´ decorrelacionado si dadas dos variables aleatorias xi, xj , la esperanza de su
producto (o su covarianza) es:
E(xixj) =
 0 si i 6= j
σ2 si i 6= j
(1.34)
Si se toma como elemento un bloque de N pixels de una imagen, donde a cada p´ıxel se le puede asignar un
valor (por ejemplo en el rango 0-255), podemos definir un vector x = [x1 x2 · · · xN−1 xN ]T con una matriz
de covarianza definida de la siguiente manera:
[C]x = E
{
(x−m)(x−m)T} (1.35)
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donde m es la media E(x).
Para poder decorrelacionar los datos debemos buscar la transformacio´n lineal [W ] cuya transpuesta gire a x
para producir una matriz de covarianza diagonalizada:
y = [W ]T x (1.36)
Esto se reduce a resolver el sistema de vectores propios de la matriz de covarianza [C]x de la siguiente
manera:
[C]y = E
(
yyT
)
= E
{(
[X]T x
)(
[X]T x
)T}
= E
{
[W ]T xxT [W ]
}
= [W ]T [C]x [W ]
(1.37)
Entonces
[C]x [W ] = [W ] [C]y (1.38)
La solucio´n para la matriz de covarianza [C]y definida como
[C]y =

λ1 0
. . .
0 λN
 (1.39)
tiene en la diagonal los valores propios de la matriz de covarianza de los datos [C]x y las columnas de la
matriz [W ] son los vectores.
Los coeficientes xi de la KLT esta´n decorrelacionados por construccio´n (E(xixj) = λjδij). La KLT minimiza
la entrop´ıa definida como [33]
λ̂j =
λj
N∑
i=1
λi
H = −
N∑
i=j
λ̂j log
(
λ̂j
)
(1.40)
Las transformaciones lineales ortonormales son reversibles y por tanto en si mismas no incurren en compresio´n
alguna. La KLT, siendo una transformacio´n lineal ortonormal no escapa a esta propiedad. Para reducir la
cantidad de bits necesaria para codificar una imagen lo que se hace es cuantificarla. De esta manera al aplicar
un proceso de cuantificacio´n sobre los coeficientes de una imagen transformada se puede codificarla con una
menor cantidad de bits, dado que parte de la informacio´n que los coeficientes tienen sobre imagen se ha
perdido irreversiblemente. Posteriormente al aplicarle la antitransformada no se obtiene la imagen original
sino una aproximacio´n con mayor o menor grado de error.
Otra te´cnica para reducir el taman˜o en la codificacio´n de la imagen es truncar la cantidad de coeficientes
a describir en la imagen transformada. Al igual que con la cuantificacio´n esto introduce un error en la
reconstruccio´n de la imagen que queremos que sea lo menor posible. Aqu´ı es donde la KLT es muy u´til,
porque la KLT es la transformacio´n unitaria que minimiza el error de truncamiento.
Se va a suponer que de los N coeficientes solamente se van a codificar la informacio´n relativa a los primero
M de ellos. Por construccio´n de la KLT, estos M coeficientes sera´n los vectores propios(wi) con mayores
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valores propios (λi) de la matriz de covarianza de los datos de entrada. El error de truncamiento para la
KLT se puede deducir de la siguiente manera [32]:
E
(
ε2
)
= E
{
1
N
N∑
i=1
(yi − ŷi)2
}
=
1
N
E
{
M∑
i=1
(yi − ŷi)2 +
N∑
i=M+1
(yi − 0)2
}
=
1
N
E
{
N∑
i=M+1
y2i
}
=
1
N
N∑
i=M+1
σ2i =
1
N
N∑
i=M+1
λi
(1.41)
La ventaja de aplicar la KLT es que losM coeficientes que se codifican en la imagen son los que tienen mayor
valor propio y por ende son los que aportan mayor informacio´n a la imagen. Dado que como se comento
anteriormente la KLT minimiza la entrop´ıa, los M coeficientes pueden describirse con la menor cantidad
posible de bits al ser codificados mediante un codificador de Huffman o v´ıa codificacio´n.
1.4. Medidas de compresio´n
Existen diferentes me´todos para determinar la eficiencia de un sistema compresio´n, los ma´s empleados
son [34], [35], [36]:
1.4.1. Longitud media por s´ımbolo (LS)
Es la relacio´n entre la longitud del archivo comprimido (C ) expresado en bytes y la longitud del archivo sin
comprimir (O) tambie´n expresado en bytes.
LS =
C
O
× 8bps (bits por simbolo) (1.42)
Cuando se trabaja con ima´genes, los s´ımbolos son pixels, obteniendo as´ı la unidad bpp, bits por pixel. A esta
unidad tambie´n se la suele denominar tasa de bits (bit rate).
1.4.2. Factor o razo´n de compresio´n (X : 1)
Es relacio´n entre la longitud del archivo original y la del archivo comprimido.
X =
O
C
(1.43)
1.4.3. Taman˜o comprimido relativo (TR)
Se define como el inverso del factor de compresio´n, y suele expresarse como un porcentaje.
TR =
C
O
=
1
X
(1.44)
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1.4.4. Compresio´n relativa (CR)
Define el porcentaje de disminucio´n del archivo respecto del taman˜o original.
CR =
O − C
O
= 1− TR (1.45)
1.4.5. Factor de me´rito (p)
Determina si existe o no compresio´n.
p =
1
X
× 100% (1.46)
– Si p = 100% el archivo original y el archivo resultante son del mismo taman˜o en bytes y por tanto, no
existe compresio´n.
– Si p > 100% el archivo resultante es ma´s grande que el archivo original, lo que significa que se ha
generado una expansio´n al comprimir los datos.
– Si p < 100% el archivo resultante es menor que el archivo original y por tanto, se ha generado
compresio´n de datos.
Cap´ıtulo 2
Compresio´n de ima´genes basado en
wavelet
2.1. Introduccio´n
A pesar de todas las ventajas que ofrece la transformada del coseno en cuanto a calidad de la imagen y su
fa´cil implementacio´n -hardware-, el esta´ndar JPEG no esta´ libre de deficiencias. Una de ellas se encuentra
en la separacio´n de la imagen en bloques. De esta manera, no se consigue eliminar la correlacio´n existente
entre las fronteras de bloques adyacentes. Estos efectos se hacen ma´s notables cuando la tasa de compresio´n
es elevada. En un intento de resolver este problema se ha propuesto la transformada ortogonal solapada
(LOT: Lapped Orthogonal Transform) [37], que se basa en el uso de bloques ligeramente solapados. Aunque
con la LOT se consigue reducir los efectos del procesamiento de la imagen por bloques, el algoritmo no
justifica su uso por su elevada complejidad computacional. En los u´ltimos an˜os la transformada wavelet ha
ganado aceptacio´n en el campo de procesamiento digital de sen˜ales y, en particular, en la compresio´n de
ima´genes. En muchas aplicaciones de codificacio´n de ima´genes usando wavelets (tambie´n conocida como
codificacio´n en subbandas) se mejora la calidad de la imagen, as´ı como la tasa de compresio´n de los esquemas
de codificacio´n basados en la transformada discreta del coseno (DCT: Discrete Cosine Transform). Con
la transformada wavelet discreta (DWT: Discrete Wavelet Transform) no hay necesidad de segmentar la
imagen en bloques siendo la codificacio´n mediante wavelets ma´s robusta a la transmisio´n y a la aparicio´n de
errores de decodificacio´n. Por su naturaleza multiresolucio´n, los esquemas de codificacio´n mediante wavelets
esta´n especialmente indicados para aplicaciones en las que la escalabilidad y la degradacio´n tolerable sean
importantes [17].
33
Compresio´n de Ima´genes Radiolo´gicas Empleando Transformada Wavelet 34
2.2. Codificacio´n subbanda y bancos de filtros
La codificacio´n subbanda (SBC: Subband Coding) se fundamenta en la divisio´n de la banda de frecuencias de
una sen˜al y la codificacio´n de cada banda de acuerdo con su estad´ıstica y las especificaciones de compresio´n.
La SBC se ha utilizado en muchas ocasiones en codificacio´n de voz [38] y con posterioridad en codificacio´n
de ima´genes [39]. Sus ventajas se resumen en la posibilidad de asignar un diferente nu´mero de bits para
codificar cada banda y en el confinamiento del error de codificacio´n dentro de la banda.
Hay dos componentes fundamentales en la codificacio´n subbanda: el sistema de filtros y la cuantizacio´n
usando localizacio´n de bits [40]. La figura 2.1 muestra un diagrama de bloques de un sistema general de
codificacio´n subbanda. Los dos canales de bancos de filtros [41], mostrados en la figura 2.2 son el corazo´n del
Figura 2.1: Diagrama de bloques de un sistema de codificacio´n subbanda general
sistema de codificacio´n subbanda. Estos separan la entrada en bandas de frecuencia (filtrar y submuestrear).
En el sistema de dos canales unidimensional, las entradas son usualmente descompuestas por subbandas de
frecuencias bajas y altas por medio del los filtros de ana´lisis H (filtro pasa bajas) y G (filtro pasa altas),
luego las salidas de los filtros son decimadas por 2. Las dos salidas de longitud media son filtradas mediante
filtros de s´ıntesis Hˇ (filtro pasa bajas) y Gˇ (filtro pasa altas), con la operacio´n de sobremuestreo por un
factor de 2 para reconstruir la sen˜al original. En el intervalo entre el sistema de ana´lisis y el de s´ıntesis de
la figura 2.2, puede ir un sistema de cuantizacio´n y alguna otra te´cnica de procesamiento de sen˜al. Woods
Figura 2.2: Banco de filtros de dos canales
and O’Neil [39] utilizaron un banco de filtros espejo en cuadratura (QMF: Quadrature Mirror Filterbank)
para realizar una descomposicio´n a cuatro bandas por el me´todo de separabilidad por filas y columnas. Este
esquema de descomposicio´n y la correspondiente divisio´n del espectro de frecuencia se muestran en la figura
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2.3. El proceso se puede repetir de forma iterativa para obtener a´rboles de filtros de mayor profundidad. En
el decodificador se decodifican las sen˜ales subbanda, se sobremuestrean, se procesan por medio del banco de
filtros de s´ıntesis y se suman para obtener la imagen reconstruida. Los filtros de ana´lisis y s´ıntesis son elegidos
Figura 2.3: Banco de filtros de 4 bandas. Divisio´n de las bandas de frecuencia
de modo que se cancelan los efectos de aliasing, produciendo una reconstruccio´n perfecta en la ausencia de
cuantizacio´n [42], [40]. En el dominio de la transformada Z, la salida estimada puede ser escrito en te´rminos
de la entrada y respuestas de los filtros
X̂(z) =
1
2
[
H(z)Hˇ(z) +G(z)Gˇ(z)
]
X(z) +
1
2
[
H(−z)Hˇ(z) +G(−z)Gˇ(z)]X(−z) (2.1)
para obtener una reconstruccio´n perfecta
X̂(z) = X(z) (2.2)
Los te´rminos de X(z) son iguales a
H(z)Hˇ(z) +G(z)Gˇ(z) = 2 (2.3)
y los te´rminos de aliasing X(−z) sera´n iguales a
H(−z)Hˇ(z) +G(−z)Gˇ(z) = 0 (2.4)
Las ecuaciones (2.3) y (2.4) pueden ser escritas en forma de matriz como
HTm(z)
 Hˇ(z)
Gˇ(z)
 =
 2
0
 (2.5)
donde HTm(z) es la matriz de modulacio´n de ana´lisis
Hm(z) =
 H(z) H(−z)
G(z) G(−z)
 (2.6)
asumiendo que
(
HTm(z)
)−1 existe, la ecuacio´n (2.5) puede ser escrita como Hˇ(z)
Gˇ(z)
 = 2
det (Hm(z))
 G(−z)
−H(−z)
 (2.7)
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En los sistemas pra´cticos es deseable que los filtros tengan caracter´ısticas de respuesta impulso finita (FIR).
Para lograr la reconstruccio´n perfecta con filtros FIR, el determinante de la matriz de modulacio´n de ana´lisis
debe satisfacer la condicio´n
det (Hm(z)) = αz−2k−1 (2.8)
donde α = 2 para reconstruccio´n perfecta [43]. Substituyendo la ecuacio´n (2.8) en la ecuacio´n (2.7) se define
los filtros de s´ıntesis en te´rminos de los filtros de ana´lisis,
Hˇ(z) = z−2k−1G(−z) (2.9)
y
Gˇ(z) = −z−2k−1H(−z) (2.10)
De acuerdo a las ecuaciones (2.9) y (2.10), los filtros de s´ıntesis sera´n no causales si los filtros de ana´lisis son
causales. Los filtros de s´ıntesis pueden ser causales multiplicando por z−2k−1, as´ı la ecuacio´n (2.2) llega a ser
X̂(z) = z−2k−1X(z) (2.11)
la cual describe una reconstruccio´n perfecta con retardo.
Encontrar soluciones que satisfagan las ecuaciones (2.3) y (2.4) es la clave para disen˜ar codificadores subbanda
efectivos [44]. Una aproximacio´n es el el banco de filtros espejo en cuadratura (QMF ) [45]. Un banco QMF
se especifica por tres ecuaciones:
G(z) = H(−z), (2.12)
Hˇ(z) = H(z) (2.13)
y
Gˇ(z) = −G(z) (2.14)
Por convencio´n, H es un filtro pasa bajas y G es un filtro pasa altas. La ecuacio´n (2.12) significa que en el
dominio de la frecuencia el filtro de ana´lisis pasa altas es la imagen espejo del filtro de ana´lisis pasa bajas al
rededor de pi/2. Substituyendo las ecuaciones (2.13) y (2.14) en la ecuacio´n (2.3) se tiene
H2(z)−H2(−z) = 2 (2.15)
El problema con los QMFs es que no hay filtros FIR no triviales que den solucio´n a la ecuacio´n (2.15),
aunque los filtros pra´cticos pueden ser disen˜ados para que se aproximen a la reconstruccio´n perfecta. Smith
y Barnwell [46] resuelven el problema de reconstruccio´n perfecta usando filtros FIR eligiendo
G(z) = −H(−z−1)z−2k−1 (2.16)
permitiendo a que ellos lo llamen filtros en cuadratura conjugados (CQFs: Conjugate Quadrature Filters)
Substituyendo las ecuaciones (2.9), (2.10) y (2.16) en la ecuacio´n (2.3) da como resultado
H(z)H(z−1) +H(−z)H(−z−1) = 2 (2.17)
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El banco de filtros se disen˜a resolviendo la ecuacio´n (2.17) usando factorizacio´n espectral [44].
Las ecuaciones arriba muestran que el filtro en un banco de filtros ortogonal son derivados de un prototipo
simple de filtro. Por esto, todos los filtros pueden ser disen˜ados en te´rminos del filtro pasa bajas de ana´lisis
H o s´ıntesis Hˇ y la longitud de todos los filtros es au´n igual a 2K [43].
Un sistema bioortogonal es menos restrictivo que un sistema ortogonal para separar las bases de ana´lisis
y s´ıntesis. Debido a que las bases esta´n relacionadas a filtros en los bancos de filtros, la bioortogonalidad
permite que los filtros de ana´lisis y s´ıntesis puedan ser disen˜ados con caracter´ısticas diferentes, manteniendo
sistemas de reconstruccio´n perfecta (PR). La conservacio´n de la energ´ıa para un sistema bioortogonal no se
debe considerar y el impacto para la codificacio´n subbanda es que el error cuadra´tico en el dominio de la
transformada no es equivalente exactamente al error cuadra´tico en el dominio de la sen˜al.
Un banco de filtros de reconstruccio´n perfecta descritos en la figura 2.2, ecuacio´n (2.2), (2.3) y (2.4) im-
plementa una expansio´n en series bioortogonales [43]. Las funciones bases de ana´lisis ϕ˜2k [l] y ϕ˜2k+1 [l] son
invertidas en el tiempo y son au´n desplazamientos de la respuesta al impulso del filtro de ana´lisis
ϕ˜2k [l] = h [2k − l] (2.18)
y
ϕ˜2k+1 [l] = g [2k − l] (2.19)
Las funciones bases de s´ıntesis ϕ2k [n] y ϕ2k+1 [n] son au´n desplazamientos de la respuestas al impulso del
filtro de s´ıntesis,
ϕ2k [n] = hˇ [n− 2k] (2.20)
y
ϕ2k+1 [l] = gˇ [n− 2k] (2.21)
cuando la cuantizacio´n es requerida para los datos subbanda, la localizacio´n de bits, uno de los mejores
componentes de un sistema de codificacio´n subbanda, es aplicado eficientemente para distribuir el bit bud-
get entre diferentes subbandas. Este procedimiento de asignacio´n de bits potencialmente tiene un impacto
significante en la calidad de la reconstruccio´n final.
Investigaciones han encontrado que la distorsio´n (D) de un sistema de codificacio´n de fuente subbanda puede
ser expresado por la suma de distorsiones separadas en cada subbanda, y usa un coeficiente de escalamiento
ck para compensar los diferentes taman˜os y la no conservaciones de energ´ıa debido a sistemas bioortogonales.
D =
∑
k
ckσ
2
k (2.22)
donde σ2k es la varianza. La o´ptima asignacio´n de bits {r1, r2, ..., rk} para lasK subbandas completas minimiza
la distorsio´n total:
Dmı´n =
K∑
k=1
ckσ
2
k (2.23)
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tal que la tasa de codificacio´n promedio no es ma´s grande que la tasa de bits objetivo R para el sistema total
1
K
K∑
k=1
ckrk ≤ R, rk ≥ 0 (2.24)
Hay numerosas formas para resolver el problema de asignacio´n de bits: dada una tasa objetivo, asignar bits
a cada subbanda tal que la distorsio´n completa sea minimizada. Algunos esquemas de asignacio´n de bits
pra´cticos se encuentran en [47] y [12].
La codificacio´n subbanda unidimensional ha sido con e´xito muy usada en aplicaciones de codificacio´n de voz y
audio [38] y fa´cilmente se extiende al caso de dos dimensiones para aplicaciones de compresio´n de ima´genes.
El banco de filtros bidimensional general puede ser implementado por separabilidad en una dimensio´n,
filtrado, decimacio´n e interpolacio´n de operaciones en filas y columnas respectivamente. Las cuatro subbandas
bidimensionales resultantes despue´s del sistema de ana´lisis son denominadas LL, LH, HL, y HH para
denotar la divisio´n en bandas de frecuencias bajas y altas en orientaciones de filas y columnas.
2.3. Ana´lisis wavelet
Una funcio´n wavelet corresponde al tipo de funciones base que tienen su energ´ıa concentrada en intervalos
cortos, tanto de tiempo, como de frecuencia. La funcio´n wavelet madre ψ(t) ∈ L2(R) es la funcio´n, para la
cual sus versiones trasladadas y escaladas forman el conjunto de funciones base en la representacio´n wavelet.
Una funcio´n wavelet cumple las siguientes restricciones [48], [49]:
– Norma energe´tica finita:
∫∞
−∞ | ψ(t) |2 dt <∞, ψ ∈ L2(R).
– Condicio´n de Admisibilidad , que depende solo de la funcio´n wavelet madre ψ(t):
Cψ = 2pi
∫ ∞
−∞
|Ψ(ω)|2|s|−1dω <∞, (2.25)
La densidad de la transformada wavelet (TW ) se obtiene a partir de la representacio´n de la sen˜al tomando
los a´tomos de tiempo-frecuencia ψa,b, definidos como la versio´n trasladada y escalada de la wavelet madre
ψ:
ψa,b(t) =
1√
a
ψ
(
t− b
a
)
(2.26)
donde a ∈ R+ es el para´metro de escala y b ∈ R es el para´metro de traslacio´n. El factor de multiplicacio´n
a−1/2 es escogido de tal manera, que todas las funciones wavelet del sistema tengan una norma constante
(unitaria) en el espacio L2(R), es decir, ‖ψa,b‖L2 = ‖ψ‖L2 = 1, donde la norma del espacio L2(R) corresponde
a la norma energe´tica definida por
‖x‖2 = 〈x, x∗〉L2(R) (2.27)
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Teniendo en cuenta los a´tomos de la ecuacio´n (2.26) y la densidad que caracteriza la distribucio´n de x(t)
con relacio´n a θ(s, t) en las diferentes regiones de S definida como la transformada directa generalizada de
Fourier.
v(s) =
∫
T
x(t)θ(s, t)dt, s ∈ S (2.28)
siendo s es el para´metro generalizado de frecuencia y θ(s, t) el nu´cleo base conjugado, la representacio´n integral
mediante funciones base wavelet o transformada wavelet continua (TWC: Transform Wavelet Continuos)
de una funcio´n x(t), t ∈ R se define como:
Wa,b{x(t)} , 〈x(t), ψa,b〉 =
∫ ∞
−∞
x(t)
1√
a
ψ∗
(
t− b
a
)
dt (2.29)
La sen˜al original se reconstruye, mediante la transformada inversa generalizada de Fourier
x(t) =
∫
S
v(s)φ(s, t)ds, t ∈ T (2.30)
de la forma
x(t) =
1
Cψ
∞∫
0
∞∫
−∞
〈x(τ), ψa,b(τ)〉ψa,b(τ) 1
a2
dbda (2.31)
El par de transformadas wavelet (2.29) y (2.31) pueden ser expresados en el espacio de Fourier:
Wa,b {x(t)} = a1/2
∞∫
−∞
Ψ(ak)X(k)ejbkdk (2.32)
X(k) = C−1ψ
∞∫
0
∞∫
−∞
a1/2Ψ(a, k)Wa,b {x(t)} e−jbk 1
a2
dbda (2.33)
En la TWC, se cumple el ana´logo a la igualdad de Parsevall:
∞∫
−∞
xm(t)x∗n(t)dt =C
−1
ψ
∞∫
0
∞∫
−∞
Wa,b {xm(t)}W ∗a,b {xn(t)}
1
a2
dbda
de la cual, particularmente, se deduce la conservacio´n de la energ´ıa. De esta manera, la TWC transforma de
forma isome´trica el espacio uni-dimensional de las sen˜ales al espacio wavelet de 2 dimensiones X : L2(R)→
W : L2(R×R+), y por tanto, la informacio´n contenida en los componentes (densidad) wavelet tiene cara´cter
redundante. Como consecuencia de esta propiedad, se tiene que la TWC de una sen˜al aleatoria muestra una
correlacio´n, que en la sen˜al original no existe, pero que se presenta en la misma transformada. Esta es tal
vez una de las mayores desventajas en el uso de la TWC, que puede conllevar a la interpretacio´n incorrecta
de los resultados de la descomposicio´n de la transformada wavelet.
La localizacio´n espacial y de escala de una funcio´n wavelet ψ implica la conservacio´n de la capacidad de
localizacio´n en el espacio de los componentes wavelet. Sea una funcio´n ψ localizada en el intervalo de espacio
σt para a = 1, entonces los componentes wavelet, que corresponden a la ubicacio´n t0, se concentran en el
denominado cono de incidencia: [t0−(aσt)/2, t0+(aσt)], que corresponde a la regio´n espacial de localizacio´n
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de todas las funciones wavelet expandidas en el punto t0. Adema´s, si la funcio´n ψ dada esta´ bien localizada
en el intervalo ∆k del espacio de Fourier en la cercan´ıa de kψ, siendo a = 1, entonces los componentes
wavelet, que corresponden a la frecuencia (espacio de Fourier) k0 en la sen˜al, se contendra´n en el ancho de
banda [kψ (k0 + (∆k/2a))
−1
, kψ (k0 − (∆k/2a))−1].
En analog´ıa con el espectro de Fourier, en el cual la energ´ıa Ex(k) = ||X(k)||2, se puede determinar la
respectiva norma energe´tica en forma del espectro wavelet integral que pueda definirse como la energ´ıa
contenida en todos los componentes wavelet de un coeficiente de escala a dado:
WE(a) =
∫
|Wa,b {x(t)}|2 dt (2.34)
La expresio´n (2.32) enlaza el espectro de Fourier con el espectro wavelet integral:
WE(a) ∼ a
∫
Ex(k) |Ψ(ak)|2 dk
De la anterior expresio´n se deduce que el espectro wavelet es una versio´n suavizada del espectro de Fourier;
el cara´cter del suavizado lo da la transformada de Fourier de la wavelet.
La norma (2.34) tiene el mismo comportamiento asinto´tico que el del respectivo espectro de Fourier. As´ı,
si el espectro de Fourier sigue una dependencia exponencial del tipo Ex(k) ∼ kα, debido a que k ∼ 1/a,
entonces el espectro wavelet integral tendra´ la misma dependencia exponencial: WE(a) ∼ a−α.
De manera evidente, se observa que los componentes wavelet contienen informacio´n, tanto de la sen˜al en
ana´lisis, como de la funcio´n wavelet empleada en el estudio. Por tanto, la seleccio´n o s´ıntesis de la transfor-
mada y de la adecuada funcio´n wavelet madre es la tarea ma´s importante en el empleo de la TW, y depende
del tipo de informacio´n contenida en la sen˜al original, as´ı como de la orientacio´n de su proceso.
2.4. Transformada wavelet discreta - DWT
Cuando los para´metros de escala y traslacio´n son continuos, la CWT es una representacio´n de la sen˜al
altamente redundante [42]. La redundancia es reducida evaluando la CWT en un intervalo discreto en el
plano tiempo - escala. El para´metro de escala es discretizado fijando
a = am0
y el para´metro de traslacio´n se fija en
b = nb0am0
donde m,n ∈ Z, y a0 > 1, b0 > 0, son constantes que definen el intervalo de muestreo [20]. De esta forma,
la familia de funciones discretas wavelet tiene la forma:
ψm,n(t) = a
−m/2
0 ψ
(
a−m0 t− nb0
)
(2.35)
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La implementacio´n sobre sistemas reales de proceso digital, implica el uso de sistemas de conteo nume´rico
binario, por tanto, en el caso de las wavelet discreta, la base exponencial de amplio uso es a0 = 2, con b0 = 1.
El conjunto base wavelet resultado es denominado dia´dico:
ψm,n (t) = 2−m/2ψ
(
2−m0 t− n
)
Entonces, el conjunto base wavelet {ψm,n(t) : m,n ∈ Z}, algunas veces conforma un sistema base ortonor-
malizado en el espacio L2(R).
El propo´sito de la transformada wavelet es representar una sen˜al x(t), con una superposicio´n de wavelets.
Para una seleccio´n especial de ψ, la sen˜al puede ser representada como [50]
x(t) =
∑
m,n
Cm,nψm,n(t)
Cm,n = 〈ψm,n(t), x(t)〉 = 2−m/2
∫
ψm,n(t)x(t)dt
(2.36)
La naturaleza del ana´lisis wavelet, en descomponer la sen˜ales en distintas bandas de frecuencias, es adecuado
cuando se trata con ima´genes debido a:
– Las ima´genes naturales tienden a tener un espectro con la mayor parte de la energ´ıa, concentrada en
frecuencias ma´s bajas.
– De acuerdo con el sistema visual humano, la visibilidad del ruido tienden a descender a altas frecuencias,
lo que permite a un disen˜ador ajustar el nivel de distorsio´n introducido por la compresio´n.
– Las ima´genes se procesan en forma completa y no mediante bloques artificiales, de manera que no
aparece la t´ıpica distorsio´n que se produce cuando la imagen se divide en bloques que se cuantifican y
se procesan de manera separada, como JPEG.
– Las ima´genes naturales tienen zonas bastantes homoge´neas que presentan algunos cambios bruscos
(t´ıpicas esquinas, cambios de sombra, etc), lo que hace viable tratarlas con wavelets.
Un diagrama de bloques de un sistema de compresio´n se muestra en la figura 2.4. El corazo´n del ana´lisis
(compresio´n) del sistema es la transformada discreta wavelet (DWT ). La imagen de entrada es mapeada
desde un dominio espacial a un dominio trasladado y escalado. La transformada separa la informacio´n de
la imagen en subbandas de frecuencia por octavas. Ciertas bandas de frecuencias tienen cero o un valor
despreciable de contenido de energ´ıa; as´ı la informacio´n en estas bandas puede ser desechada o reducida
as´ı que la imagen es comprimida sin mucha pe´rdida de informacio´n.
2.4.1. Multiresolucio´n
La transformada discreta wavelet descompone el espacio L2(R) en un conjunto de subespacios Vj , donde,
· · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ L2
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Figura 2.4: Sistema de compresio´n de ima´genes basado en wavelets
y
Vj ⊂ Vj+1, V∞ = L2
La figura 2.5 ilustra estos subespacios anidados. Los subespacios Vj son generados por un conjunto de
funciones bases dadas por
{
2j/2ϕ(2jt− k) |j,k∈Z
}
los cuales son derivados de desplazamientos y escalamientos
dia´dicos de una funcio´n norma unitaria ϕ(t) [51].
ϕ(t) =
∑
n
h(n)
√
2ϕ(2t− n), n ∈ Z (2.37)
donde los coeficientes h(n) son una secuencia de reales o quiza´s complejos conocida como los coeficientes de
la funcio´n de escala (o el filtro de escala o el vector de escala) y
√
2 mantiene la norma de la funcio´n de
escala [49]. Cada funcio´n x(t) ∈ L2(R) cuando es mapeada en estos subespacios, pueden ser escritos como
Figura 2.5: Subespacios anidados generados por las funciones escalamiento y wavelet
una combinacio´n lineal de estas funciones base como [43]:
x(t) =
∞∑
j=−∞
∞∑
k=−∞
aj,k2j/2ϕ(2jt− k)
donde
aj,k =
∞∫
−∞
x(t)2j/2ϕ(2jt− k)dt (2.38)
ϕ(t) es llamada la funcio´n de escalamiento, y aj,k son los coeficientes de escalamiento. Sin embargo, esto no
es una expansio´n ortogonal de x(t) puesto que los subespacios Vj son anidados.
Los subespacios anidados implican que el subespacio V1 incluye a V0. As´ı ϕ(t) la cual reside en V0, puede ser
expresada en te´rminos de las funciones bases para V1 como
ϕ(t) =
√
2
∑
k
c(k)ϕ(2t− k) (2.39)
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donde c(k) es la proyeccio´n de ϕ(t) en las funciones bases de V1, y esta´ dada por
c(k) =
√
2
∞∫
−∞
ϕ(t)ϕ(2t− k)dt
La ecuacio´n (2.39) se denomina ecuacio´n de dilatacio´n.
Para obtener una descomposicio´n ortogonal de L2(R), se definen espacios de diferencia Wj como el comple-
mento de Vj en Vj+1. La figura 2.5 muestra los espacios de diferencia. As´ı [51],
Vj+1 = Vj ⊕Wj y Vj ∩Wj = {φ}
El subespacio W provee una descomposicio´n de L2(R) en subespacios mutuamente ortogonales, y as´ı,
Wj⊥Wj′ si j 6= j′, y
∞⊕
−∞
Wj = L2(R)
El subespacio Wj es generado por la familia de funciones base dia´dicas
{
2j/2ψ(2jt− k) |j,k∈Z
}
, las cuales
son trasladadas y escaladas de la funcio´n ψ(t). Cada funcio´n x(t) ∈ L2(R) puede ser escrita como una
combinacio´n lineal de estas funciones base:
x(t) =
∞∑
j=−∞
∞∑
k=−∞
bj,k2j/2ψ(2jt− k) (2.40)
donde
bj,k =
∞∫
−∞
x(t)2j/2ψ(2jt− k)dt (2.41)
Esta es una expansio´n ortogonal de x(t), puesto que los subespacios Wj son ortogonales. ψ(t) es llamada
la funcio´n wavelet y bj,k son los coeficientes. Las ecuaciones (2.40) y (2.41) juntas forman las ecuaciones de
s´ıntesis y ana´lisis respectivamente de la transformada discreta wavelet (DWT ).
ψ(t) reside en W0, el cual cada uno a su vez parte del subespacio V1, y por lo tanto ψ(t) puede ser expresada
en te´rminos de las funciones base de V1 como:
ψ(t) =
√
2
∑
k
d(k)ϕ(2t− k) (2.42)
donde d(k) es la proyeccio´n de ψ(t) en las funciones base de V1, y esta´ dada por
d(k) =
√
2
∞∫
−∞
ψ(t)ϕ(2t− k)dt
La ecuacio´n (2.42) se denomina la ecuacio´n wavelet.
Los subespacios anidados en la figura 2.5 tienen funciones base derivadas de diferentes escalas de ϕ(t).
As´ı, mapeando cualquier funcio´n x(t) sobre estos subespacios habilita a examinar esta funcio´n en diferentes
escalas o resoluciones. En escalas altas (valores altos de j), los coeficientes wavelet (bj,k) representan detalles
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finos de x(t), mientras que a escalas bajas (valores bajos de j) los coeficientes wavelet miden caracter´ısticas
gruesas de x(t) [42].
De la misma manera como los subespacios Wj esta´n definidos, se tiene
VM = VM−1 ⊕WM
= VM−2 ⊕WM−2 ⊕WM−1
= VM−3 ⊕WM−3 ⊕WM−2 ⊕WM−1
= VM−n ⊕WM−1 ⊕WM−2WM−3 ⊕ · · · ⊕WM−n
En general cada subespacio VM es la suma directa de VN |M<N y Wj |N6j<M :
VM = VN ⊕WN ⊕WN+1WN+2 ⊕ · · · ⊕WM−1 (2.43)
La DWT de cualquier funcio´n x(t) ∈ L2(R), puede ser un nu´mero infinito de coeficientes wavelet bj,k dado
que la ecuacio´n de ana´lisis (2.41) puede ser evaluada en un nu´mero infinito de escalas j, y un nu´mero infinito
de desplazamientos k. Sin embargo por virtud de la ecuacio´n (2.43), una funcio´n x(t) ∈ VM puede ser
expresada en te´rminos de los coeficientes wavelet en las escalas de intere´s (N ≤ j = M), y los coeficientes
de escalamiento en una escala gruesa (N < M) as´ı:
x(t) = 2N/2
∞∑
k=−∞
aN,kϕ(2N t− k) +
M−1∑
j=N
2j/2
∞∑
k=−∞
bj,kψ(2jt− k) (2.44)
Si x(t) es una sen˜al de duracio´n finita, los l´ımites en el desplazamiento de la variable k en la expresio´n
anterior son finitos. As´ı, sen˜ales de duracio´n finita tienen un nu´mero finito de coeficientes de escalamiento
que la definen.
2.4.2. Transformada wavelet ra´pida
El ca´lculo de la DWT involucra el ca´lculo de las integrales en la ecuacio´n (2.41). Esto no es un me´todo
conveniente para el ca´lculo de la DWT. Mallat [11] da un algoritmo discreto para calcular los coeficientes
DWT usando un banco de filtros de reconstruccio´n perfecta de dos canales. El banco de filtros de la figura
2.6 es usado para calcular la FWT. Los filtros hˇ[k] y gˇ[k] esta´n relacionados a los coeficientes c(k) y d(k) en
las ecuaciones de dilatacio´n y wavelet por la relacio´n:
c(k) =
√
2hˇ [k] y d(k) =
√
2gˇ [k]
As´ı, el filtro pasa bajas FIR hˇ[k] corresponde a una funcio´n de escalamiento de duracio´n finita ϕ(t), y el filtro
pasa altas FIR gˇ[k] corresponde a una funcio´n wavelet de duracio´n finita ψ(t). Dada una funcio´n x(t) ∈ Vj+1,
los coeficientes en la escala j + 1 esta´ dada por la ecuacio´n (2.38)
aj+1,k =
∞∫
−∞
x(t)2(j+1)/2ϕ(2j+1t− k)dt
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Figura 2.6: Transformada ra´pida wavelet utilizando banco de filtros de reconstruccio´n perfecta
cuando los coeficientes aj+1,k sean pasados a trave´s del banco de filtros de 2 canales mostrado en la figura
2.6, las operaciones de filtrado y submuestreo producen los coeficientes de escalamiento y wavelet en la escala
j a la salida de los filtros pasa bajas y pasa altas. As´ı,
aj,k =
∑
l
h(l − 2k)aj+1,l y bj,k =
∑
l
g(l − 2k)aj+1,l (2.45)
En el lado de s´ıntesis, los coeficientes de escalamiento y wavelet en la escala j son sobremuestreados y filtrados
para dar los coeficientes de escalamiento en la escala j + 1:
aj+1,k =
∑
l
[
hˇ(k − 2l)aj,l + gˇ(l − 2k)bj,l
]
(2.46)
Las ecuaciones (2.45) y (2.46) constituyen la transformada wavelet ra´pida directa e inversa. As´ı el algoritmo
de Mallat establece la relacio´n entre los coeficientes de escalamiento (aj+1, k) en una escala fina (j + 1), y
los coeficientes de escalamiento (aj,k) y wavelet (bj,k) en la siguiente escala gruesa (j). Pasando aj,k por la
seccio´n de ana´lisis de un banco de un banco de filtros producira´ de nuevo los coeficientes de escalamiento y
wavelet en la siguiente escala gruesa (j − 1).
Comenzando con los coeficientes de escalamiento aM,k de una sen˜al x(t) ∈ VM las aplicaciones de la ecuacio´n
(2.45) (M−N) veces asciende a una estructura de bancos de filtros en forma de a´rbol que es (M−N) niveles
profundo, el cual produce coeficientes wavelet en escalas N ≤ j < M , y los coeficientes de escalamiento en
escala N , haciendo posible una representacio´n completa de la sen˜al como se muestra en la ecuacio´n (2.44).
2.4.3. DWT ortogonal y bioortogonal
En un banco de filtros la DWT ortogonal, los filtros pasa bajas y pasa altas de s´ıntesis esta´n relacionados
de la siguiente manera [52]
gˇ(n) = (−1)nhˇ(N − n) ↔ Gˇ(z) = −z−N Hˇ(−z−1)
Los filtros de ana´lisis son simplemente inversiones en el tiempo de los filtros de s´ıntesis.
h(n) = hˇ(−n) ↔ H(z) = Hˇ(z−1)
g(n) = gˇ(−n) ↔ G(z) = Gˇ(z−1)
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As´ı todos los filtros en un banco de filtros ortogonales, pueden ser definidos mediante filtros pasa bajas de
ana´lisis H(z).
Un banco de filtros FIR no puede tener filtros ortogonales y sime´tricos con longitud mayor a 2. En aplicacio´n
de compresio´n de ima´genes es esencial tener filtros sime´tricos para una eficiente manejo de los bordes de
la imagen [51]. Por tanto en lugar de usar la DWT ortogonal, se usa la DWT bioortogonal [51]. Aqu´ı, la
funcio´n wavelet usada en el proceso de ana´lisis es diferente del usado en el proceso de s´ıntesis. Los filtros
FIR no son por mucho tiempo ortogonales pero son sime´tricos, los cuales son convenientes para compresio´n
de ima´genes. Las ecuaciones de ana´lisis y s´ıntesis para la DWT bioortogonal de cualquier x(t) ∈ L2(R) son
a˜j,k =
∫
x(t)2j/2ϕ˜(2jt− k)dt, b˜j,k =
∞∫
−∞
x(t)2j/2ψ˜(2jt− k)dt
x(t) = 2N/2
∞∑
k=−∞
a˜N,kϕ(2N t− k) +
M−1∑
j=N
2j/2
∞∑
k=−∞
b˜j,kψ(2jt− k)
{ϕi,j(t), ψi,j(t)} y
{
ϕ˜i,j(t), ψ˜i,j(t)
}
son las funciones base bioortogonales. aj,k y bj,k son los coeficientes de
escalamiento y wavelet respectivamente; juntos forman los coeficientes DWT bioortogonal de x(t). La DWT
comienza en la escala ma´s fina j = M y finaliza en alguna escala ma´s gruesa j = N . M −N es el nu´mero
de niveles de descomposicio´n en la DWT bioortogonal de x(t).
La FWT de Mallat puede ser usada para calcular los coeficientes DWT bioortogonales. El filtro de ana´lisis
pasa bajas h[n] ↔ H(z) corresponde a la funcio´n escalamiento de ana´lisis ϕ˜(t), el filtro de ana´lisis
pasa altas g[n] ↔ G(z) corresponde a la funcio´n wavelet de ana´lisis ψ˜(t), el filtro de s´ıntesis pasa
bajas hˇ[n] ↔ Hˇ(z) corresponde a la funcio´n escalamiento de s´ıntesis ϕ(t), el filtro de s´ıntesis pasa altas
gˇ[n] ↔ Gˇ(z) corresponde a la funcio´n wavelet de s´ıntesis ψ(t).
La FWT bioortogonal directa e inversa esta´ dada por:
a˜j,k =
∑
l
h(l − 2k)a˜j+1,l y b˜j,k =
∑
l
g(l − 2k)a˜j+1,l
a˜j+1,k =
∑
l
[
hˇ(k − 2l)a˜j,l + gˇ(k − 2l)˜bj,l
]
En un banco de filtros de reconstruccio´n perfecta, los coeficientes de escalamiento a˜j+1,k sera´n iguales a
los coeficientes de escalamiento de la entrada al banco de filtros, si los filtros bioortogonales satisfacen las
condiciones de reconstruccio´n perfecta con retardo d:
Hˇ(z)H(z) + Gˇ(z)G(z) = 2z−d (2.47)
Hˇ(z)H(−z) + Gˇ(z)G(−z) = 0 (2.48)
En un banco de filtros, la condicio´n de reconstruccio´n perfecta de no aliasing (ecuacio´n (2.48)) se satisface
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por el disen˜o, eleccio´n de los filtros de ana´lisis y s´ıntesis tal que:
g(n) = (−1)nhˇ(n) ↔ G(z) = Hˇ(−z)
gˇ(n) = −(−1)nh(n) ↔ Gˇ(z) = −H(−z)
(2.49)
Donde los filtros pasa altas esta´n relacionados a los filtros pasa bajas por la ecuacio´n (2.49), la condicio´n de
reconstruccio´n perfecta de no distorsio´n (Ecuacio´n (2.47)) es determinada por la respuesta en frecuencia de
solo los filtros pasa bajas H(z) y Hˇ(z). As´ı el banco de filtros bioortogonales es representado por dos filtros
H(z) y Hˇ(z) (comparado con el banco de filtros ortogonales que se representa por solo H(z)).
2.5. Transformada wavelet discreta en 2-D
Una transformada wavelet discreta separable en dos dismensiones es equivalente a dos transformadas en una
dimensio´n consecutivas. Para una imagen, una DWT en 2-D es implementada como una transformada en
1-D de la fila por una transformada en 1-D de la columna. Los coeficientes transformados son obtenidos
proyectando la imagen de entrada en 2-D x(u, v) dentro de un conjunto de funciones base en 2-D que son
expresadas como el producto de dos bases en 1-D como se muestra en la ecuacio´n (2.50) [51].
ϕ(u, v) = ϕ(u)ϕ(v)
ψ1(u, v) = ψ(u)ϕ(v)
ψ2(u, v) = ϕ(u)ψ(v)
ψ3(u, v) = ψ(u)ψ(v)
(2.50)
La DWT en 2-D (ana´lisis) puede ser expresada con el conjunto de ecuaciones (2.51). La funcio´n de es-
calamiento ϕ(u, v) y wavelet ψ1(u, v), ψ2(u, v) y ψ3(u, v) (y los correspondientes coeficientes transforma-
dos X(N, j,m), X(1)(i, j,m) y X(1)(i, j,m)) corresponden a las diferentes subbandas en la descomposicio´n.
X(N, j,m), son los coeficientes de escala gruesa que constituyen la subbanda LL. Los coeficientesX(1)(i, j,m)
contienen los detalles verticales y corresponden a la subbanda LH. Los coeficientes X(2)(i, j,m) contienen
los detalles horizontales y corresponden a la subbanda HL. Los coeficientes X(3)(i, j,m) representan los
detalles diagonales en la imagen y constituyen la subbanda HH. As´ı un simple nivel de descomposicio´n en
la escala (N + 1) tiene 4 subandas de coeficientes como se muestra en la figura 2.7
X(N, j,m) =
∫ ∫
x(u, v)2Nϕ(2Nu− j)ϕ(2Nv −m)dudv ⇒ LL
X(1)(i, j,m) =
∫ ∫
x(u, v)2iψ(2iu− j)ϕ(2iv −m)dudv ⇒ LH
X(2)(i, j,m) =
∫ ∫
x(u, v)2iϕ(2iu− j)ψ(2iv −m)dudv ⇒ HL
X(3)(i, j,m) =
∫ ∫
x(u, v)2iψ(2iu− j)ψ(2iv −m)dudv ⇒ HH
(2.51)
El banco de s´ıntesis lleva a cabo la transformada discreta inversa en 2-D (IDWT: Inverse Driscrete Wavelet
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Figura 2.7: Descomposicio´n wavelet en 2-D de un solo nivel (ana´lisis)
Transform) para reconstruir x(u, v) ∈ VM . La IDWT en 2-D esta´ dada por la ecuacio´n (2.52).
x(u, v) =
∑
j
∑
m
X(N, j,m)2Nϕ(2Nu− j)ϕ(2Nv −m)+
M−1∑
i=N
∑
j
∑
m
X(1)(i, j,m)2iϕ(2iu− j)ϕ(2iv −m)+
X(2)(i, j,m)2iϕ(2iu− j)ψ(2iv −m)+
X(3)(i, j,m)2iψ(2iu− j)ψ(2iv −m)
(2.52)
Un simple estado de un banco de filtros en 2-D se muestra en la figura 2.8. Primero, las filas de la imagen
de entrada son filtradas por los filtros pasa altas y bajas. Las salidas de estos filtros son submuestreadas
para descomponer la imagen en 4 subbandas. El estado de s´ıntesis lleva a cabo el sobremuestreo y filtrado
para reconstruir la imagen original. Los mu´ltiples niveles de descomposicio´n son llevados a cabo iterando
Figura 2.8: Descomposicio´n wavelet en 2-D de un solo nivel (ana´lisis)
el estado de ana´lisis en solo la banda LL. Para un nivel de descomposicio´n, la imagen es descompuesta en
3l+1 subbandas. La figura 2.9 muestra la estructura de banco de filtros para tres niveles de descomposicio´n
de una imagen de entrada, y la figura 2.10 muestra las subbandas en la transformada de la imagen.
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Figura 2.9: Seccio´n de ana´lisis de un banco de filtros en 2D de tres niveles)
Figura 2.10: Descomposicio´n en tres niveles de una imagen
2.5.1. Propiedades wavelet
En compresio´n de ima´genes existen algunas propiedades importantes que han sido discutidas por varios
autores [20], [53], [54]. Las caracter´ısticas wavelet corresponden a las propiedades del filtro en el banco de
filtros.
Ortonormalidad
Los filtros ortogonales conducen a funciones base wavelet ortogonales; por lo tanto, el resultado de la transfor-
mada wavelet es la conservacio´n de la energ´ıa. Esto implica que el error cuadra´tico medio (MSE ) introducido
durante la cuantificacio´n de los coeficientes DWT es igual al MSE en la sen˜al reconstruida. Esto es deseable
desde que esto implique que el cuantizador pueda ser disen˜ado en el dominio transformado para tomar ven-
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taja de la estructura de la descomposicio´n wavelet. Para bancos de filtros ortogonales, los filtros de s´ıntesis
son transpuestos a los filtros de ana´lisis. Sin embargo, en el caso de wavelets bioortogonales, las funciones
base no son ortogonales y as´ı no hay conservacio´n de la energ´ıa.
Por lo tanto se usa el para´metro de ortonormalidad (PO) para medir la desviacio´n wavelet de ortonormalidad
[52]. Esto es dado por:
PO =
pi∫
0
(2−O(w))2dw (2.53)
Donde O(w) es la respuesta en frecuencia al filtro pasa-todo definido por O(z) = H(z)H(z−1)+G(z)G(z−1)
(H y G son la transformada Z de los filtros de ana´lisis pasa bajo y pasa alta).
La tabla 2.1 presenta las propiedades de algunos filtros. Como se esperaba la medida de ortonomalidad es cero
para las wavelets ortogonales, pero mayor que cero para las bioortogonales. Sin embargo, las bioortogonales
9/7 y 22/14, son aproximadas a la ortonormalidad; as´ı, conservan razonablemente bien la energ´ıa en la DWT.
Propiedades
Wavelets PO Longitud (A, S) VO (A) Smax GDD
D4A 0 8,8 4 1.77 4.46
D4LA 0 8,8 4 1.77 0.46
D5A 0 10,1 5 2.1 8.05
D5LA 0 10,1 5 2.1 0.11
D6A 0 12,12 6 2.39 12.73
D6LA 0 12,12 6 2.39 0.48
D7A 0 14,14 7 2.66 18.50
D7LA 0 14,14 7 2.66 1.97
D8A 0 16,16 8 2.91 25.38
D8LA 0 16,16 8 2.91 0.50
D9A 0 18,18 9 3.16 33.45
D9LA 0 18,18 9 3.16 0.48
D10A 0 20,2 10 3.40 42.56
D10LA 0 20,2 10 3.40 0.53
B9/7 0,015 9,7 4 2.12 0
B22/14 0,011 22,14 5 3.16 0
Tabla 2.1: Propiedades de algunas wavelets
Compresio´n de Ima´genes Radiolo´gicas Empleando Transformada Wavelet 51
Longitud de los filtros
Las funciones bases de s´ıntesis ma´s cortas son deseadas para minimizar la distorsio´n que afecta la cualidad
subjetiva de la imagen. Los filtros ma´s largos (que corresponden a las funciones bases ma´s largas) son
responsables del ruido resonante en la imagen reconstruida a bajas tasas de bits. En la tabla 2.1 se describen
las wavelets D8A - D10A, D8LA - D10LA, B22/14 las cuales tienen filtros de s´ıntesis de longitud ma´s larga,
mientras que D4A - D6A, D4LA - D6LA, B9/7, tienen filtros de s´ıntesis ma´s cortos.
Orden de desvanecimiento
El orden de desvanecimiento (VO), es una medida de la propiedad de compactacio´n de las wavelets [52]. Esto
corresponde al nu´mero de ceros (k) en w = pi para H(w), la respuesta en frecuencia del filtro de ana´lisis
pasa bajo. Esto permite que la wavelet de s´ıntesis, ψ(t) que es ortogonal para funciones de escala de ana´lisis
tiene k momentos de desvanecimiento. un VO de k permite que las entradas polinomiales 1, ...., tK−1 son
conservadas por los filtros pasa bajos de ana´lisis y aniquilado por los filtros pasa altas de s´ıntesis.
∞∫
−∞
tkψ(t)dt =0, k = 0, ...,K − 1 (2.54)
En el caso de wavelets ortogonales, la funcio´n wavelet de ana´lisis es la misma que la funcio´n wavelet de s´ıntesis
(ϕψ(t) = ψ(t)). As´ı, las wavelets tanto de ana´lisis como de s´ıntesis tienen igual nu´mero de momentos de
desvanecimiento. Sin embargo, para wavelets bioortogonales, la funcio´n wavelet de ana´lisis ϕψ(t) es diferente
de la wavelet de s´ıntesis ψ(t). As´ı, el VO corresponde a k momentos de desvanecimiento para wavelet de s´ıntesis
ψ(t) u´nicamente. Un momento de desvanecimiento alto, corresponde a una mejor precisio´n de aproximacio´n
en una resolucio´n en particular. As´ı, la subbanda de ma´s baja frecuencia captura la sen˜al de entrada con
ma´s exactitud concentrando un gran porcentaje de la energ´ıa de la imagen en la subbanda LL. Se puede
observar en la tabla 2.1 que las wavelets ma´s largas tienen ma´s alto VO que las ma´s cortas.
Regularidad
Corresponde a una forma de medir la suavidad en las sen˜ales; un alto grado de regularidad indica la suavidad
en la vecindad del punto donde se calcula. Una primera forma de medir la regularidad consiste en verificar
la existencia de sus derivadas hasta orden k.
La regularidad de ψ tiene influencia en el error inducido durante la umbralizacio´n de los coeficientes wavelet.
Cuando se reconstruye la sen˜al a partir de sus coeficientes, un error  perturba cada coeficiente 〈x, ψm,n〉
generando una componente adicional wavelet ψm,n a la sen˜al reconstruida. Si ψ es suave, entonces ψm,n
sera´ un error que var´ıa suavemente a lo largo de la reconstruccio´n de la sen˜al [55].
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La propiedad de regularidad en la transformada wavelet (TW ) esta´ directamente relacionada con susmomen-
tos de desvanecimiento, definidos en la ecuacio´n (2.54). Si la wavelet tiene k momentos de desvanecimiento,
se puede demostrar que la transformada wavelet puede ser interpretada como un operador diferencial multi-
escala de orden k [55].
La TW muestra insensibilidad a ciertos comportamientos de regularidad. La expresio´n (2.54), cuando k = 0,
corresponde a la condicio´n de valor medio de las funciones wavelets, segu´n la cual dos sen˜ales que difieren
u´nicamente por una constante les corresponden los mismos coeficientes wavelet de refinamiento.
En general, la TW se puede hacer insensible a los comportamientos polinomiales de mayor orden k, variando
el respectivo momento de desvanecimiento. Sea la sen˜al x a analizar que presenta varias singularidades, de
tal manera que entre valores singulares contiguos su comportamiento sea suave, justamente, donde la sen˜al
puede ser aproximada adecuadamente de forma local mediante alguna expansio´n polinomial, por ejemplo la
de Taylor que relaciona la diferenciabilidad de la sen˜al con su aproximacio´n local. De esta manera, se puede
aproximar x a un polinomio pv en la vecindad de v de la forma
x(t) = pv(t) + v(t)
donde v(t) corresponde a los te´rminos residuales de descomposicio´n [55]. La TW ignora el polinomio pv si
existen sus primeros K momentos de desvanecimiento, por lo que para los monomios de grado menor o igual
a K se cumple que,
〈xk, ψm,n〉 = 0, k = 0, ...,K
As´ı los primeros K te´rminos en la aproximacio´n de Taylor de una funcio´n anal´ıtica no contribuyen a la
formacio´n de los coeficientes wavelet.
Se puede demostrar que, W {x(m,n)} = W {v(m,n)}, por lo cual la TW entrega ma´ximos locales en aquellos
instantes donde exista alguna singularidad.
Las funciones bases no suaves introducen discontinuidades artificiales bajo la cuantizacio´n. Estas disconti-
nuidades son reflejadas como artefactos espurias en la imagen reconstruida. La suavidad de la funcio´n de
escalamiento de s´ıntesis es medida por el exponente de sobolev, Smax y corresponde al nu´mero de derivadas
de ϕ(t). La relacio´n asinto´tica entre Smax y V O(p) para filtros de Daubechies se muestra en la ecuacio´n
(2.55). En la tabla 2.1 se observa que Smax se incrementa conforme se incrementa el V O
Sma´x ≈ 0,2075p+ c, donde c es una constante (2.55)
Soporte compacto
El soporte de una funcio´n x(t), corresponde a todos los valores del intervalo de tiempo, tales que supp(x) =
{t ∈ R : x(t) 6= 0}. Una funcio´n posee soporte acotado si existen dos nu´meros {tmı´n, tma´x} ∈ R, tales que
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supp(x) ⊂ (tmı´n, tma´x). Si el soporte acotado es cerrado |tma´x − tmı´n| <∞, se denomina soporte compacto.
La funcio´n de escalamiento ϕ tiene soporte compacto, si y solo si el filtro h tambie´n tiene soporte compacto.
Adema´s, ambos soportes son iguales. Sea el valor del soporte de h y ϕ igual a [N1, N2], entonces el de ψ
es [55],
[(N1 −N2 + 1)/2, (N2 −N1 + 1)/2]
El soporte compacto de las funciones wavelet facilita la representacio´n localizadas de las sen˜ales por medio
de la TW, importante en aplicaciones como compresio´n, deteccio´n de sen˜ales y reduccio´n de ruido.
El taman˜o del soporte de una funcio´n y el nu´mero de sus momentos de desvanecimiento son a priori inde-
pendientes. Sin embargo, la restricciones impuestas sobre las wavelets ortogonales implica que si ψ tiene m
momentos de desvanecimiento entonces su soporte es al menos de taman˜o 2m− 1. Adema´s, si x tiene pocas
singularidades aisladas y es muy regular entre estas, se debe seleccionar una wavelet con muchos momentos
de desvanecimiento para producir un nu´mero alto de coeficientes wavelet pequen˜os. Si la densidad de las
singularidades se incrementa, es mejor reducir el taman˜o de su soporte a costa de reducir el nu´mero de
momentos de desvanecimiento. De hecho, las wavelets que solapan las singularidades crean coeficientes de
amplitud alta.
Simetr´ıa
Las funciones de escalamiento sime´tricas son utilizadas para construir una base de wavelet regulares sobre
un intervalo dado, en lugar del eje real. En el caso ortogonal, solo la wavelet Haar tiene soporte compacto
sime´trico. Mientras en el caso bioortogonal, es posible sintetizar wavelet y funciones de escalamiento que
sean sime´tricas o antis´ımetricas con soporte compacto, propiedad que es empleada en el procesamiento de
ima´genes.
Fase lineal
En forma general, un filtro h es llamado con desfase lineal si se cumple que [56]:
H(ω) = F{h} = HR(ω)ejτ0ω
donde τ0 ∈ R es la constante de desfase y HR es una funcio´n real de ω.
Los filtros con respuesta de fase lineal evitan la distorsio´n producida por el fase no lineal y mantienen la forma
de la sen˜al, lo cual es usualmente importante en aplicaciones de voz, electrocardiograf´ıa e ima´genes, entre
otras. La ortogonalidad de las bases y la linealidad de la fase de los filtros son propiedades incompatibles,
excepto para la wavelet Haar [55]. Sin embargo, se pueden usar las wavelets bi-ortogonales, que presenten
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fase lineal similar al caso de los filtros con respuesta a impulso infinita. La fase lineal en los filtros simplifica
la implementacio´n del algoritmo piramidal al no exigir la respectiva compensacio´n de fase [57].
Localizacio´n en el plano tiempo-frecuencia
La TW presenta alta capacidad de representacio´n en tiempo-frecuencia de sen˜ales, con buenas propiedades
de localizacio´n en ambas variables. Si ψ esta´ bien localizada en tiempo y frecuencia, entonces el marco
generado por ψ tendra´ esa misma propiedad [58]. Si ψ esta´ bien localiza en tiempo y frecuencia, entonces
ψm,n estara´ bien localizada alrededor de am0 nb0 en tiempo y alrededor de a
−m
0 w0 en frecuencia.
Se ha encontrado que la representacio´n en tiempo-frecuencia ρx(t, ω) de cualquier sen˜al x(t) debe cumplir
las siguientes propiedades [59]:
– La distribucio´n de tiempo-frecuencia debe ser real, y su integracio´n sobre todo el dominio de tiempo-
frecuencia es igual a la energ´ıa de la sen˜al x(t).
– La energ´ıa de la sen˜al en una determinada regio´nR del plano (t, ω), es igual a la obtenida por integracio´n
de ρx(t, ω) sobre los l´ımites de (∆t,∆ω) de la regio´n R:∫
∆t
∫
∆ω
ρx(t, ω)dωdt = Efr
donde Efr es un porcio´n de la energ´ıa de la sen˜al en la banda de frecuencia ∆ω y en el intervalo de
tiempo ∆t.
– El pico de la representacio´n de tiempo-frecuencia una sen˜al de frecuencia modulada de una sola com-
ponente espectral refleja la frecuencia intermedia de la sen˜al:
∂ρx(t, ω)
∂ω
∣∣∣∣
ω=ωi(t)
= 0
2.6. Seleccio´n efectiva de caracter´ısticas
Una pregunta importante cuando se usa la transformada wavelet para compresio´n de ima´genes es, co´mo las
caracter´ısticas de las wavelets asociadas con el banco de filtros esta´n relacionadas al desempen˜o del sistema
de compresio´n de ima´genes [42]. Antonini propone que un banco de filtros donde la wavelet de ana´lisis tiene
un gran nu´mero de momentos de desvanecimiento y la wavelet de s´ıntesis tiene un alto grado de regularidad,
trabajan bien para compresio´n de ima´genes.
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2.6.1. Seleccio´n de la funcio´n wavelet
En aplicaciones de compresio´n de ima´genes, las propiedades importantes de las funciones wavelets son soporte
compacto (que permite una implementacio´n eficiente), simetr´ıa (u´til para evitar desfase en el procesamiento
de la imagen), regularidad y grado de suavidad (relacionado al orden o longitud de los filtros).
En [54], analizan 4 tipos de familias de wavelets: Wavelet Haar (HW ), Wavelet Daubechies (DW ), Wavelet
Coiflet (CW ), y Wavelet Bioortogonal (BW ). Cada familia wavelet puede ser parametrizada por un entero
N que determina el orden del filtro. Las wavelets bioortogonales pueden usar filtros con similar o diferente
orden para descomposicio´n (Nd) y reconstruccio´n (Nr). Las Daubechies y Coiflet son familias de wavelets
de soporte compacto. Las wavelets de soporte compacto corresponden a filtros de respuesta al impulso
finito (FIR) y, as´ı, permiten una implementacio´n eficiente. Solo filtros ideales con duracio´n infinita pueden
proveer divisio´n de frecuencia libre de alias y decorrelacio´n de coeficientes intrabanda perfecta. Dado que la
localizacio´n en el tiempo de los filtros es muy importante en el procesamiento de la sen˜al visual, la longitud
arbitraria de los filtros no puede ser usada. La principal desventaja de la DW y CW es su asimetr´ıa, la cual
puede causar artefactos en los bordes de las subbandas wavelets. La DW es asime´trica mientras que la CW es
casi sime´trica. La simetr´ıa en las wavelets puede ser obtenida so´lo si se esta´ dispuesto a renunciar el soporte
compacto o la ortogonalidad de la wavelet (excepto para la HW, la cual es ortogonal, de soporte compacto y
sime´trica). Si se quiere simetr´ıa y soporte compacto en las wavelets, se relajar´ıa la condicio´n de ortogonalidad
y permitir funciones wavelets no ortogonales, condicio´n que cumplen las wavelets bioortogonales.
2.6.2. Orden y longitud de los filtros
La longitud del filtro L esta´ determinada por el orden del filtro, pero la relacio´n entre el orden del filtro y la
longitud del filtro es diferente para diferentes familias de wavelets [54].
La longitud de los filtros es aproximadamente L = max(2Nd, 2Nr) + 2, pero la longitud efectiva son dife-
rentes para un filtro pasa bajas y un pasa altas usado para descomposicio´n y reconstruccio´n y puede ser
determinado por cada tipo de filtro.
Los filtros de alto orden dan amplias funciones en el dominio del tiempo con ma´s alto grado de suavidad.
Los filtros con un alto orden pueden ser disen˜ados para que tengan una buena localizacio´n en frecuencia, lo
cual incrementa la compactacio´n de la energ´ıa. Filtros con un bajo orden tienen una mejor localizacio´n en
el tiempo y conservan informacio´n importante en los bordes.
La compresio´n de ima´genes basada en wavelets prefiere funciones suaves (que pueden ser llevadas a cabo
usando filtros largos) pero la complejidad del ca´lculo de la DWT se incrementa por el incremento de la
longitud de los filtros. De esta manera, en aplicaciones de compresio´n de ima´genes se tiene que encontrar
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un balance entre la longitud de los filtros, grado de suavidad, y complejidad computacional. Dentro de cada
familia wavelet, se puede encontrar una funcio´n wavelet que representa una solucio´n o´ptima relacionada a la
longitud del filtro y grado de suavidad, pero esta solucio´n depende del contenido de la imagen [54].
2.6.3. Nu´mero de descomposiciones
La calidad de la imagen depende del nu´mero de descomposiciones (l). El nu´mero de descomposiciones
determina la resolucio´n al ma´s bajo nivel en el dominio wavelet. Si se usa un gran nu´mero de descomposiciones,
sera´ ma´s exitoso en resolver coeficientes importantes DWT de coeficientes importantes con pe´rdida [54]. El
sistema visual humano (VHS ), es menos sensible a la eliminacio´n de pequen˜os detalles.
Posterior a la descomposicio´n y a la representacio´n de la imagen con coeficientes wavelet, la compresio´n
puede ser mejorada ignorando todos los coeficientes por debajo del umbral.
Un gran nu´mero de descomposiciones causa la pe´rdida de la eficiencia del algoritmo de codificacio´n. De esta
manera, la descomposicio´n adaptiva se requiere para llevar a cabo un balance entre la calidad de la imagen y
la complejidad computacional. El PSNR tiende a saturarse para un gran nu´mero de descomposiciones [54].
El nu´mero o´ptimo de descomposiciones depende del orden del filtro
2.6.4. Complejidad computacional
La complejidad computacional de la transformada wavelet para una imagen de taman˜o N ×N que emplea
descomposicio´n dia´dica es aproximadamente
C = 16N2L(1− 4−l)/3 (2.56)
donde L es la longitud del filtro y, l es el nivel de descomposicio´n wavelet.
2.7. Compresio´n mediante algoritmos de codificacio´n de coeficien-
tes wavelet
Hay dos factores principales que contribuyen a comprimir una imagen representada en el dominio wavelet. El
primero es la presencia de muchos ceros, ya que esto alienta a aplicar un codificador por entrop´ıa para eliminar
esta redundancia. El segundo tiene que ver con la existencia de cierta dependencia entre los coeficientes
wavelet en una banda de alta frecuencia de escala gruesa y los coeficientes wavelet correspondientes a la
misma posicio´n y orientacio´n en una banda de alta frecuencia de escala ma´s fina [60].
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Existen diferentes esquemas de codificacio´n de ima´genes basados en coeficientes wavelets entre los ma´s popu-
lares esta´n: Codificacio´n embebida de ima´genes usando arbol nulos de coeficientes wavelets (EZW: Embedded
image coding using Zerotrees of Wavelet coefficients) Shapiro, Conjunto particionado en a´rboles jera´rquicos
(SPIHT: Set Partitioning In Hierarchical Trees) [61], [62], Cuantizacio´n de Espacio-Frecuencia para codifica-
cio´n wavelets de ima´genes (SQF: Space-Frequency Quantization for Wavelet Image Coding) [63], Compresio´n
con wavelets embebidas reversibles (CREW: Compression with Reversible Embedded Wavelets) [64] , Codi-
ficacio´n de bloque embebida con truncacio´n optimizada de cadenas de bits embebidas (EBCOT:Embedded
Block Coding with Optimized Truncation of the embedded bit-streams) [65] y codificacio´n de ima´genes usando
Wavelet Packets (Image Coding using Wavelet Packets) [66].
2.7.1. EZW
En el an˜o 1993, Shapiro presenta un algoritmo llamado Embedded Zerotree Wavelet Coder (EZW) con el
que no solo aprovecha los factores mencionados sino que tambie´n introduce el concepto de codificacio´n
embebida. Shapiro [67] afirma que si un coeficiente wavelet en una escala gruesa es no significativo, todos
los coeficientes wavelets en la misma orientacio´n y en la misma posicio´n o en las escalas ma´s finas, tienen
tambie´n alta probabilidad de ser no significativos.
En cada iteracio´n del algoritmo se transmiten las posiciones de aquellos coeficientes que son mayores que un
cierto umbral. Para hacer esto en forma eficiente, EZW introduce una estructura con la que puede codificar
a´rboles completos de coeficientes no significativos. Los objetivos principales de esta etapa son:
– brindar la posibilidad de transmitir los valores que recibe sin pe´rdida.
– hacerlo de forma que puedan obtenerse aproximaciones sucesivas de dichos valores.
Shapiro utiliza a´rboles de ceros (zerotrees) como una herramienta eficiente a la hora de codificar mapas de
significancia.
Estructura de a´rbol definida en una descomposicio´n wavelet
Coordenadas xys
Para describir posiciones dentro de una descomposicio´n wavelet en forma simple, se introdujo un nuevo tipo
de coordenada llamada xys, o sea la posicio´n (x, y) relativa a la subbanda s. Las subbandas se identifican de
la siguiente manera: LL con el nu´mero 1;HL, LH, yHH de la escala ma´s gruesa con 2, 3 y 4 respectivamente
y as´ı siguiendo el orden mostrado en la figura 2.11. Por ejemplo la coordenada (3, 7) en la descomposicio´n
wavelet de esa misma figura se representa con la coordenada xys (3, 3, 8). Hay que tener en cuenta que esta
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relacio´n no es fija ya que el mapeo de coordenadas depende tanto del taman˜o de la matriz, como de la
cantidad de bajadas de la transformada.
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Figura 2.11: Nu´meros asignados a las subbandas de una transformada wavelet de 3 niveles
Estructura de a´rbol
En una descomposicio´n wavelet, cada coeficiente de escala i afecta aproximadamente a un a´rea de 2i ×
2i posiciones de la imagen original. Por lo tanto existe impl´ıcitamente una relacio´n jera´rquica entre los
coeficientes, que puede aprovecharse para definir una estructura de a´rbol que comu´nmente se conoce en la
bibliograf´ıa como spatial orientation tree o a´rbol de orientacio´n espacial. Un coeficiente de LL es padre de
los 3 coeficientes que se encuentran en la misma posicio´n en las bandas de alta frecuencia de la misma escala
(figura 2.12).
Cualquier otro coeficiente que no se encuentre en LL tiene 4 hijos; salvo obviamente los coeficientes de HL1,
LH1 y HH1 que no tienen descendencia. Por ejemplo el coeficiente (2, 3) de HL2 es padre de los valores
ubicados en las coordenadas (3, 5), (3, 6), (4, 5) y (4, 6) de HL1; como puede verse en la figura 2.13. Notar
que los hijos ocupan la misma posicio´n que el padre ocupar´ıa si la subbanda en la que se encuentra fuera
ampliada al doble de su taman˜o. Por consiguiente los hijos de una coordenada (x, y, s) pueden calcularse
como:
hijos (x, y, 1) =

(x, y, 2)
(x, y, 3)
(x, y, 4)
hijos (x, y, 1) , s 6= 1 =

(2x− 1, 2y − 1, s+ 3)
(2x− 1, 2y, s+ 3)
(2x, 2y − 1, s+ 3)
(2x, 2y, s+ 3)
Los descendientes de un coeficiente se calculan recursivamente aplicando la funcio´n hijos, a los hijos ya
calculados. En la figura 2.14 pueden verse los descendientes de un coeficiente de LL.
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Figura 2.12: Los coeficientes de LL son padres de 3 valores
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Figura 2.13: Los coeficientes que no pertenecen a LL son padres de 4 valores
Codificacio´n zerotree
Codificacio´n de mapas de significancia usando zerotrees
Sea x un coeficiente wavelet, se dice que x es significativo con respecto a un umbral u, si |x| ≥ u; siendo |x|
el mo´dulo de x. La significancia de x respecto del umbral u se define como la funcio´n:
signif(x, u) =
 1 si x es significativo respecto de u0 si x no es significativo respecto de u
Si se calcula la significancia de los coeficientes de la matriz respecto a un umbral dado se obtiene un mapa
de significancia. En la figura 2.16 se encuentra un ejemplo.
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Figura 2.14: Estructura de a´rbol de una transformada wavelet de 3 niveles
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Figura 2.15: Descomposicio´n wavelet de 3 niveles
O´rden zig-zag
En la figura 2.17 puede verse el orden de recorrido de las subbandas utilizado al codificar un mapa de
significancia. Este orden es conocido con el nombre de zig-zag. Dentro de cada subbanda, los coeficientes
pueden ser visitados de diversas maneras; por filas (raster scan) como en la figura 2.18 , por columnas,
diagonales, etc.
Cabe destacar que el orden de recorrido zig-zag hace que en una descomposicio´n wavelet ningu´n hijo sea
visitado antes que su padre.
Autosimilaridad y zerotrees
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Figura 2.16: Mapa de significancia de umbral 32, calculado sobre la matriz de la figura 2.15
Shapiro afirma que: “si un coeficiente wavelet en una escala gruesa es no significativo, todos los coeficientes
wavelets en la misma orientacio´n y en la misma posicio´n en las escalas ma´s finas, tienen tambie´n alta
probabilidad de ser no significativos”. Sin embargo la afirmacio´n se basa en observaciones emp´ıricas y no hay
demostraciones al respecto. El objetivo del autor es definir la estructura conocida como zerotree, o a´rbol de
ceros. Un zerotree root permite representar todo un a´rbol completo de coeficientes no significativos.
Un elemento de un zerotree de umbral u, es una raiz de zerotree si no es descendiente de ningu´n otro elemento
de zerotree de umbral u hallado anteriormente usando el o´rden zig-zag.
Cada vez que un coeficiente sea no significativo, habra´ que chequear si todos sus descendientes son tambie´n
no significativos; de ser as´ı codificarlo como ra´ız de zerotree y si no como un cero aislado. En general, no
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Figura 2.17: Orden zig-zag de barrido de las subbandas
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Figura 2.18: Orden zig-zag por filas. Dentro de cada subbanda los coeficientes son recorridos por fila
es suficiente aproximar las magnitudes, sino que tambie´n es preciso dar informacio´n al respecto del signo de
los valores. Es por esto que para codificar los mapas de significancia, junto con los signos de los coeficientes
significativos, se utiliza el siguiente alfabeto:
POS coeficiente significativo positivo
NEG coeficiente significativo negativo
IZ isolated zero, o cero aislado; lo cual representa que el propio coeficiente es no significativo pero tiene
algu´n descendiente significativo.
ZTR zerotree root, o ra´ız de a´rbol de ceros
Cuando se esta´ codificando coeficientes pertenecientes a la escala ma´s fina, este alfabeto se reduce a so´lo tres
s´ımbolos ya que no puede haber zerotrees. En definitiva para codificar un mapa de significancia, se realiza
lo siguiente:
– Se fija el umbral con el cual se va a calcular la significancia
– Se recorren los coeficientes usando el orden zig-zag por filas y para cada uno de ellos se siguen las
indicaciones del diagrama de flujo de la figura 2.19. Cuando se pregunta si el coeficiente es descendiente
de una ra´ız de zerotree, cabe aclarar que debe ser un zerotree hallado para el mapa de significancia
que esta´ siendo codificado actualmente
Relacio´n con bit plane encoding
Compresio´n de Ima´genes Radiolo´gicas Empleando Transformada Wavelet 63
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Figura 2.19: Diagrama de control de flujo para codificar un coeficiente
El me´todo usado por EZW para transmitir los valores se relaciona mucho con la codificacio´n por planos
de bits, o bit plane encoding (figura 2.20). En la representacio´n binaria de un nu´mero, el primer bit ma´s
significativo distinto de cero se conoce como MSBD (Most Significant Binary Digit) o d´ıgito binario ma´s
significativo. Todos los primeros bits hasta el MSBD inclusive, se conocen con el nombre de bits dominantes
y los restantes hasta la potencia cero, como bits subordinados.
EZW se compone de dos procesos, las pasadas dominantes (dominant pass) y las subordinadas (subordinate
pass). Estos nombres evidentemente surgen de los bits que son transmitidos durante cada proceso. Cuando los
umbrales usados para calcular significancia son potencias de 2, y los coeficientes wavelet son enteros, los bits
dominantes de cada coeficiente son enviados en las pasadas dominantes; mientras que los bits subordinados
son transmitidos en las pasadas subordinadas.
– Cada coeficiente es encontrado significativo en la pasada dominante de umbral correspondiente a la
contribucio´n del MSBD del coeficiente, y
– cada bit subordinado de contribucio´n x, es transmitido en la pasada subordinada de umbral x.
El codificador EZW es un esquema ma´s general y elaborado que la codificacio´n por planos de bits, sin
embargo como se acaba de ver, tiene similitudes importantes.
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En la figura 2.20, la representacio´n binaria de cada valor es transmitida tras sucesivos env´ıos de columnas
(planos) de bits. El extremo derecho tiene el bit menos significativo (potencia cero).
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Figura 2.20: Codificacio´n por planos de bits
[ht]
Potencia 7 6 5 4 3 2 1 0
Contribucio´n 128 64 32 16 8 4 2 1
53 =
dominantes︷ ︸︸ ︷
0 0 1
MSBD
1 0 1 0 1︸ ︷︷ ︸
subordinados
Ca´lculo del umbral inicial
En el ejemplo de codificacio´n por planos de bits, (figura 2.20) bastar´ıa informar cua´l es la primera columna
que tiene al menos un bit distinto de cero y luego transmitir a partir de ese valor.
Es evidente que no tiene sentido enviar planos completos de ceros si se puede informar directamente cua´l es
la potencia correspondiente al primer plano enviado. EZW utiliza esta pol´ıtica y env´ıa en un encabezado el
primer umbral que utilizara´ para determinar significancia. Este valor se obtiene hallando la ma´xima potencia
de 2 que no supera el ma´ximo valor absoluto de los coeficientes a codificar. Esto es, si ci son los coeficientes
a transmitir, entonces el umbral inicial u puede obtenerse como:
u = ma´x
p
{
2p/2p < ma´x
i
|ci|
}
(2.57)
Esta cuenta realizada para los valores del ejemplo de la figura 2.20 da como resultado 32. Puede verse que
efectivamente coincide con la primera columna que tiene algu´n bit distinto de cero – sen˜alada con (*) en el
ejemplo.
Valores de reconstruccio´n
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El algoritmo EZW aplica una secuencia de umbrales u0, ..., uN−1 para determinar significancia, donde los
umbrales son elegidos de forma que ui = ui−1/2, y u0 se elige como fue explicado en la seccio´n anterior.
El umbral inicial u0 utilizado por el codificador es enviado al decodificador antes que ningu´n otro dato. Si
i es el exponente del umbral inicial 2i, es suficiente mandar el i para informar dicho umbral, ya que ambas
partes pueden acordar de antemano trabajar de esta forma.
Cuando el decodificador recibe por ejemplo un POS, sabe que el valor v para el cual fue transmitido es-
te s´ımbolo, es significativo; o sea que |v| ≥ umbral actual. Tambie´n sabe que |v| ≤ 2i+1; porque si no
fuera as´ı tendr´ıa que haber sido hallado significativo en una pasada dominante anterior. En definitiva el
decodificador conoce que
2i ≤ |v| < 2i+1
con lo cual es razonable aproximar la magnitud de v con el punto medio entre 2i y 2i+1.
Por ejemplo, trabajando con un umbral de 32, cualquier coeficiente transmitido como significativo, ser´ıa
reconstruido por el decodificador con la magnitud 48, ya que este valor es el centro del intervalo [32, 64).
Este valor de reconstruccio´n vˆ sera´ posteriormente refinado en cada una de las sucesivas pasadas subordina-
das.
En la primera de ellas, el intervalo de incertidumbre [32, 64), en el cual se encuentran los coeficientes
significativos hallados hasta el momento, ser´ıa reducido a uno de la mitad de longitud; transmitiendo un
s´ımbolo 0 para aquellos valores que caigan en [32, 48) y un 1 para los que lo hagan en [48, 64).
Los valores de reconstruccio´n sera´n elegidos como el punto medio de los nuevos intervalos a los que pertenecen
los coeficientes.
Las tablas 2.2 y 2.3 muestran el proceso de refinamiento de dos valores, desde el comienzo hasta el final. El
bit MSBD (el 32 en estos ejemplos) es transmitido en una pasada dominante, y los restantes son enviados
en sucesivas pasadas subordinadas.
Cada nuevo bit enviado reduce a la mitad el intervalo de incertidumbre anterior, eligiendo la mitad izquierda
o derecha segu´n su valor sea 0 o 1. En negrita se encuentra el intervalo con base al cual fue calculado el valor
de reconstruccio´n.
El algoritmo
Durante los procesos de codificacio´n y decodificacio´n, se mantienen dos listas. La dominant list contiene las
coordenadas de todos aquellos coeficientes que au´n no fueron encontrados significativos, en el mismo orden
relativo que el usado para recorrerlos. La subordinate list contiene las magnitudes de todos los coeficientes
encontrados significativos.
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Bit Val Reconstruccio´n Intervalos
32 1 32 + 16 = 48 [0,32) [32,64)
16 1 48 + 8 = 56 [32,48) [48,64)
8 0 56 - 4 = 52 [48,56) [56,64)
4 0 52 - 2 = 50 [48,52) [52,56)
2 0 50 - 1 = 49 [48,50) [50,52)
1 1 49 + 0 = 49 48 49
Tabla 2.2: Refinamiento del coeficiente 49 hasta su representacio´n exacta (49 = 1 1 0 0 0 1)
Bit Val Reconstruccio´n Intervalos
32 1 32 + 16 = 48 [0,32) [32,64)
16 0 48 - 8 = 40 [32,48) [48,64)
8 0 40 - 4 = 36 [32,40) [40,48)
4 0 36 - 2 = 34 [32,36) [36,40)
2 1 34 + 1 = 35 [32,34) [34,36)
1 0 35 - 0 = 34 34 35
Tabla 2.3: Refinamiento del coeficiente 34 hasta su representacio´n exacta (34 = 1 0 0 0 1 0)
Durante una pasada dominante, los coeficientes con coordenadas en la dominant list, son comparados contra
el umbral ui para determinar su significancia. Luego, este mapa de significancia, junto con los signos de los
coeficientes significativos, es codificado usando la te´cnica de codificacio´n de mapas de significancia usando
zerotrees. Cada vez que un coeficiente es codificado como significativo (ya sea positivo o negativo), su
magnitud es agregada a la subordinate list ; y es considerado como cero de ese momento en adelante para
que no evite la aparicio´n de zerotrees en futuras pasadas dominantes de umbrales menores.
Cada pasada dominante es seguida por una pasada subordinada en la cual los coeficientes que se encuentran
en la subordinate list son recorridos, y las respectivas magnitudes reconstru´ıbles por el decodificador son
refinadas con un bit adicional de precisio´n.
Luego la subordinate list puede ser ordenada de mayor a menor segu´n el punto de vista del decodificador,
para lograr que en pasadas posteriores se refinen primero los coeficientes ma´s grandes.
El proceso continu´a alternando pasadas dominantes y subordinadas donde el umbral es dividido a la mitad
antes de comenzar cada nueva pasada subordinada. Los s´ımbolos emitidos son luego codificados por entrop´ıa
utilizando un codificador aritme´tico.
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– u = umbral inicial calculado segu´n la ecuacio´n (2.57) mientras el umbral u sea distinto de 1
* codificar con zerotrees el mapa de significancia de umbral u u = u/2
* refinar con un bit ma´s cada coeficiente significativo hallado hasta el momento
– codificar con zerotrees el mapa de significancia de umbral 1
Este proceso puede terminarse en cualquier momento produciendo una cadena de bits que subsume todas
las codificaciones de menor bit rate.
2.7.2. SPIHT
Said y Pearlman [62] presentaron una explicacio´n de los principios del algoritmo EZW para justificar la
razo´n de los excelentes resultados obtenidos e introdujeron en 1996 el algoritmo SPIHT (Set Partitioning
in Hierarchical Trees). Los conceptos clave en el algoritmo EZW, incluyendo el ordenamiento parcial por
magnitud de los coeficientes transformados por medio de un algoritmo de divisio´n en conjuntos ordenados,
la transmisio´n de forma ordenada de los bits y la similitud entre la transformada de la imagen en diferentes
escalas fueron aprovechados de manera que el algoritmo SPIHT ofrece una nueva implementacio´n ma´s
efectiva del algoritmo EZW y se basa en la divisio´n en a´rboles jera´rquicos. El algoritmo SPIHT introduce
tambie´n un esquema para transmisio´n progresiva de los coeficientes basado en la ordenacio´n de e´stos por
magnitud y en el que se transmiten primero los bits ma´s significativos. El algoritmo SPIHT utiliza un
cuantizador escalar uniforme y se beneficia del ordenamiento de la informacio´n y de la forma eficiente de
codificarla. De esta manera, el algoritmo SPIHT resulta ma´s eficiente que el EZW. Concretamente, este
algoritmo se hizo muy popular puesto que era capaz de alcanzar iguales o mejores prestaciones que EZW
sin tener que utilizar un codificador aritme´tico. El algoritmo SPIHT es uno de los ma´s eficientes en el
a´rea de la compresio´n de ima´genes [68], esta´ basado en tres conceptos fundamentales. a) ordenacio´n parcial
de los coeficientes wavelets, por magnitud, con transmisio´n en orden por un conjunto particionado que es
reproducido en el decodificador. b) transmisio´n del plano de bits ordenada para refinamiento de bits y c)
explotacio´n de autosimilaridad de los coeficientes wavelet de la imagen a trave´s de escalas diferentes.
Transmisio´n progresiva de ima´genes
Se asume que la imagen original esta´ definida por un conjunto de valores de p´ıxeles pi,j donde (i, j) es la
coordenada del p´ıxel. Para simplificar la notacio´n se representa un arreglo en dos dimensiones [62]. El co´digo
se representa en un arreglo
c = Ω(p) (2.58)
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donde Ω representa una transformacio´n subbanda de jerarqu´ıa unitaria. El arreglo bidimencional de c tiene
las mismas dimensiones de p y cada elemento ci,j es llamado coeficiente transformado en las coordenadas
(i, j). Para propo´sitos de codificacio´n se asume que cada ci,j es representado con un formato binario de punto
fijo con un nu´mero pequen˜o de bits -t´ıpicamente 16 o menos- y puede ser tratado como un entero.
En un esquema de transmisio´n progresiva, el decodificador inicialmente fija la reconstruccio´n del vector ĉ a
cero y actualiza las componentes de acuerdo al mensaje codificado. Despue´s de recibir el valor (aproximada
o exacto) de algunos coeficientes el decodificador puede obtener una reconstruccio´n de la imagen.
p̂ = Ω−1(ĉ) (2.59)
Uno de los objetivos principales en un esquema de transmisio´n progresiva es seleccionar la informacio´n ma´s
importante -el cual produce la mayor reduccio´n de distorsio´n a ser transmitido primero-. Para e´sta seleccio´n
se utiliza el error cuadra´tico medio MSE
Dmse(p− p̂) = ‖p− p̂‖
2
N
=
1
N
∑
i
∑
j
(pi,j − p̂i,j)2 (2.60)
Donde N es el nu´mero de p´ıxeles de la imagen. Adema´s se usa el hecho en que la norma euclidiana es
invariante a la trasformacio´n unitaria. Ω
Dmse(p− p̂) = Dmse(c− ĉ) = 1
N
∑
i
∑
j
(ci,j − ĉi,j)2 (2.61)
De la ecuacio´n (2.61) se puede observar que si el valor exacto del coeficiente transformado ci,j es enviado
al decodificador, entonces el MSE disminuye en un factor de |Ci,j |2
/
N . Esto significa que los coeficientes
con gran magnitud podr´ıan ser transmitidos primero porque ellos contienen un gran contenido de informa-
cio´n; a esto se lo denomina me´todo de transmisio´n progresiva. Ampliando e´ste me´todo se puede ver que la
informacio´n en el valor de |Ci,j | puede tambie´n ser jerarquizado acorde a su representacio´n binaria, y el bit
menos significativo ser´ıa transmitido primero. Esta idea es usada, por ejemplo, por el me´todo plano de bits
para transmisio´n progresiva [refere].
Transmisio´n de los valores de los coeficientes
Se asume que los coeficientes son ordenados acorde al nu´mero mı´nimo de bits requeridos para su represen-
tacio´n de magnitud binaria, que es, ordenada acorde a un mapeo uno a uno I 7→ I2, tal que⌊
log2
∣∣Cη(k)∣∣⌋ > ⌊log2 ∣∣Cη(k+1)∣∣⌋ , k = 1, ..., N (2.62)
Existe una relacio´n espacial exacta entre los coeficientes en diferentes niveles y subbandas de frecuencias
en la estructura piramidal. Un coeficiente wavelet de coordenadas (i, j) en la representacio´n piramidal tiene
cuatro hijos (si es que existen) en la localizacio´n:
O(i, j) = {(2i, 2j), (2i, 2j + 1), (2i+ 1, 2j), (2i+ 1, 2j + 1)} (2.63)
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y esta relacio´n se propaga de forma recursiva entre todos los coeficientes wavelet. Por lo tanto, un nodo (i, j)
del a´rbol tiene 4 hijos o no tiene ninguno, lo que ocurre en el nivel ma´s bajo de la descomposicio´n. A cada
a´rbol disen˜ado usando la ecuacio´n (2.63) se le llama a´rbol de orientacio´n espacial (AOE ). La figura 2.21
muestra la similaridad entre subbandas dentro de niveles en el espacio wavelet. A todos los descendientes
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Figura 4.33: Algunos ejemplos de a´rboles creados en la DWT-2D. Se forman de modo que
los hijos del coeficiente (i, j) esta´n en las coordenadas (2i, 2j), (2i + 1, 2j), (2i, 2j + 1) y
(2i+ 1, 2j + 1).
de un zerotree) o si no es as´ı. Cuando si lo es, un u´nico bit informa al descodificador de
que todo el AOE es cero. Si no lo es, podemos aprovecharnos de la definicio´n recursiva
que posee un AOE para indicar por separado cua´l de los cuatro hijos es un zerotree y
descender hasta el nivel que sea necesario para comunicar al descodificador la composicio´n
exacta del AOE.
En la Figura 4.34 se muestra un ejemplo con un plano de bits t´ıpico. El nu´mero
de coeficientes wavelet es 8× 8 por lo que la descomposicio´n tiene tres niveles. Viendo el
ejemplo nos damos cuenta que no todos los coeficientes pueden tener descendientes. Puesto
que existen so´lo 3 bandas de frecuencia (lh, hl y hh, ver Figura 4.26), el coeficiente (0,0)
no tiene hijos. So´lo los coeficientes (0,1), (1,0) y (1,1) poseen descendientes que forman un
AOE.
4.14.1 Un me´todo de compresio´n
Vamos a suponer el siguiente me´todo de codificacio´n sencillo. En primer lugar transmitire-
mos expl´ıcitamente los bits del nivel (wavelet) ma´s alto. Dentro de cada nivel seguiremos
el orden establecido en la Figura 4.34 (derecha). De esta forma, emitiremos la secuencia
de bits 1001. Seguidamente emitiremos los bits necesarios para indicar el resto de los tres
AOEs: D(0, 1), D(1, 0) y D(1, 1). Seguiremos tambie´n el mismo orden que se ha usado para
referenciar a los bits del nivel ma´s alto. En primer lugar, codificamos el AOE situado en
las coordenadas (0,1). Como todos los descendientes de este coeficientes son 0, emitimos
un u´nico bit igual a 0 indicando esta circunstancia. Luego procesamos el AOE (1,0). Este
contiene un bit 1 en la posicio´n (3,0) y por lo tanto transmitimos un 1. El descodificador
conoce ahora que el AOE no es un zerotree. Descendemos por el AOE y transmitimos
Figura 2.21: Estructura de la dependencia del a´rbol de orientacio´n espacial
de (i, j) (hijos, nietos, etc) se denotan por D(i, j). El nu´mero total de descendientes es 0 o una potencia
de 2 cuyo exponente depende del nivel de la descomposicio´n wavelet. Hay que notar que D(i, j) + (i, j)
forman un AOE completo. La relacio´n estad´ıstica entre un elemento (i, j) y sus descendientes D(i, j) es que
si (i, j) es 1 entonces al menos uno de sus descendientes es probablemente 1. Por el contrario, si (i, j) es 0, lo
ma´s probable es que todos sus descendientes sean 0. Esta es la principal razo´n por la que se puede disen˜ar
compresores a partir del espacio wavelet [4].
Como los bits de un AOE esta´n correlacionados, se puede idear un me´todo de codificacio´n que explote dicha
correlacio´n. Quiza´s la forma ma´s sencilla de codificacio´n consista en indicar con un bit si el AOE esta´ formado
so´lo por ceros (se puede decir entonces que se trata de un zerotree) o si no lo es. Cuando si lo es, un u´nico
bit informa al decodificador de que todo el AOE es cero. Si no lo es, se puede aprovechar de la definicio´n
recursiva que posee un AOE para indicar por separado cua´l de los cuatro hijos es un zerotree y descender
hasta el nivel que sea necesario para comunicar al decodificador la composicio´n exacta del AOE.
Funcionamiento del algoritmo
El codificador SPIHT codifica eficie´ntemente los planos de significancia, aprovechando la similaridad o
semejanza que existe entre las diferentes escalas, aunque no explota la redundancia que pueda existir entre
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las tres bandas de una misma escala. Lo primero que hace es transmitir el plano de bits ma´s significativo
(los coeficientes se tratan en forma signo-magnitud). Despue´s entra en un bucle que itera tantas veces como
planos de bits tienen que transmitirse. En la emisio´n de cada plano de bits diferencia entre los bits de
significancia (que son comprimidos) y los bits de refinamiento (que no son comprimidos). Los bits de signo
son tambie´n transmitidos sin comprimir.
El algoritmo SPIHT trabaja particionando los AOEs de forma que tiende a mantener coeficientes no sig-
nificativos en grandes conjuntos y comunica con un u´nico bit si alguno de los elementos de un conjunto es
significativo o no. SPIHT con un u´nico bit es capaz de transmitir la situacio´n de muchos zerotrees mientras
que nuestro me´todo usa un bit para cada uno de ellos.
Las decisiones de particionamiento son decisiones binarias que son transmitidas al decodificador e indican
los planos de significancia. El particionamiento es tan eficiente que la codificacio´n aritme´tica binaria de las
decisiones so´lo provoca una pequen˜a ganancia. Esto es consecuencia directa de que el algoritmo SPIHT
efectu´a un nu´mero de particionamientos mı´nimo de forma que la probabilidad de encontrar un coeficiente
significativo en cada conjunto es aproximadamente igual a la probabilidad de no encontrarlo.
Por lo tanto, SPIHT en lugar de transmitir las coordenadas de los coeficientes significativos en el plano actual,
transmite los resultados de las comparaciones que han provocado la determinacio´n (por parte del codificador)
de todos los zerotrees que forman dicho plano. El decodificador no necesita ma´s informacio´n para saber que
el resto de coeficientes que no pertenecen a ningu´n zerotree son iguales a 1. De hecho, el decodificador ejecuta
exactamente el mismo algoritmo que el codificador y como no dispone de los coeficientes wavelet para saber
si son significativos o no, usa los resultados de las comparaciones que le llegan en el code-stream. De esta
forma la traza de instrucciones es ide´ntica.
SPIHT transmite los planos de significancia y de refinamiento en dos fases independientes llamadas de
ordenacio´n y de refinamiento, respectivamente.
Fase de ordenacio´n
El algoritmo SPIHT es eficiente porque realiza un nu´mero mı´nimo de comparaciones equiprobables. La clave
esta´ en saber co´mo formular dichas comparaciones, que se construyen usando un algoritmo de particiona-
miento de los AOEs. El codificador y el decodificador manejan conceptualmente dos listas de coeficientes
representados por sus coordenadas espaciales. En una se almacenan todos los coeficientes que son significa-
tivos en el plano actual de transmisio´n p. Para tomar ventaja de la relacio´n espacial entre los coeficientes
en diferentes niveles y bandas de frecuencias, el algoritmo de codificacio´n SPIHT ordena los coeficientes
wavelets acorde al test de significancia definido como:
ma´x
(i,j)∈τ
|Ci,j | > 2p (2.64)
La otra lista almacena el resto de coeficientes que no son significativos. Inicialmente esta lista contiene todos
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los coeficientes (tantos como puntos existen en la imagen) y la lista de coeficientes significativos esta´ vac´ıa.
Para la implementacio´n del algoritmo se usan listas denominadas: lista de coeficientes no significativos LIC
(List of Insignificant Coefficients), lista de coeficientes significativos LSC (List of Significant Coefficients).
SPIHT realiza una particio´n inicial
(0, 0); (0, 1); (1, 0); (1, 1), D(0, 1), D(1, 0), D(1; 1)
donde D(i, j) representa a todos los coeficientes descendientes de (i, j) que se determinan aplicando la
ecuacio´n (2.63) recursivamente. SPIHT averigua que´ elementos de esta particio´n son significativos evaluando
la funcio´n:
Sp(τ) =

1, ma´x
(i,j)∈τ
|Ci,j | > 2p
0, De otra forma
(2.65)
donde τ puede ser un u´nico coeficiente o un conjunto de coeficientes. En la codificacio´n del primer plano de
bits, las 4 ra´ıces
{(0, 0), (0, 1), (1, 0), (1, 1)}
tienen un 50% de posibilidades de ser significativas y a sus descendientes
{D(0, 1), D(1, 0), D(1, 1)}
((0, 0) no tiene descendientes) les ocurre lo mismo, tienen una probabilidad igual a 0.5 (aproximadamente)
de ser un zerotree. SPIHT realiza todas estas comparaciones y emite los bits de co´digo correspondientes.
Para gestionar las particiones, SPIHT usa realmente 3 listas: LIC, LSC y LIS (List of Insignificant Sets) o
lista de conjuntos no significativos, porque es una forma sencilla de distinguir entre coeficientes y conjuntos
de coeficientes. Por lo tanto, el contenido inicial de dichas listas es:
LSC ← {φ}
IC ← {(0, 0), (0, 1), (1, 0), (1, 1)}
LIS ← {(0, 1), (1, 0), (1, 1)}
Cuando un coeficiente de LIC no es significativo, no ocurre nada en las listas, pero si lo es, se mueve desde
LIC a LSC, para posteriormente ser refinado. De forma similar, si un coeficiente de LIS no es significativo
(es un zerotree) no ocurre nada en las listas, pero si es significativo, debe ser particionado en subconjuntos
que tengan tantas posibilidades de ser zerotrees como de no serlo.
SPIHT particiona un D(i, j) en
{(k, l) ∈ O(i, j), L(i, j)} ,
donde
L(i, j) = D(i, j)−O(i, j)
Compresio´n de Ima´genes Radiolo´gicas Empleando Transformada Wavelet 72
Cada D(i, j) se descompone en 5 partes: los 4 nodos hijo de (i, j) y el resto de descendientes.
Los (k, l) ∈ O(i, j) se insertan en LICo en LSC dependiendo de si son significativos o no. En el caso de
viajar a LIC la insercio´n debe realizarse al final de la lista para que los coeficientes sean evaluados en la
pasada actual. Los L(i, j) se insertan en LIS para ser ma´s tarde evaluados.
En LIS se puede encontrar, 2 tipos de conjuntos: D(i, j) y L(i, j), que tienen un nu´mero diferente de
elementos. SPIHT los diferencia diciendo que los D(i, j) son de tipo A mientras que los L(i, j) son de tipo
B. El particionado de un L(i, j) es distinto, por tanto, al de un D(i, j). Si un L(i, j) es significativo entonces
se particiona en 4 conjuntos
{D(k, l) ∈ O(i, j)}
es decir, en los 4 a´rboles hijos de (i, j) que se vuelven a insertar al final de LIS. Finalmente L(i, j) desaparece
de LIS porque este AOE ha sido particionado en sus 4 suba´rboles.
Fase de refinamiento
Entre cada fase de ordenacio´n se realiza otra de refinamiento. Si p es el plano de bits a transmitir, en esta
fase se emite el p-e´simo bit ma´s significativo de cada coeficiente almacenado en LSC. Cuando un coeficiente
ha sido totalmente enviado se elimina de LSC.
En este punto existen dos alternativas de implementacio´n. Si Op representa los bits emitidos durante la fase
de ordenacio´n de la capa p y Rp a los bits de refinamiento, una posibilidad de construccio´n del code-stream
es
OpRpOp−1Rp−1Op−2 · · · (2.66)
Sin embargo, los autores del algoritmo recomiendan que los bits de ordenacio´n del plano p
OpOp−1RpOp−2Rp−1 · · · (2.67)
De esta forma primero se env´ıan los bits que definen nuevos coeficientes distintos de 0 y a continuacio´n se
refinan los coeficientes que ya eran significativos.
Fase de cuantificacio´n
La fase de cuantificacio´n se usa para decrementar el umbral de significancia que en SPIHT son siempre
potencias de 2. De esta forma se seleccionan los planos de bits de los coeficientes wavelet en el orden
correcto.
Algoritmo
1. Fase de inicializacio´n
(a) Emitir el ı´ndice del plano ma´s significativo. Sea este valor p.
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(b) LSC ← {φ}
(c) LIC ← {(0, 0), (0, 1), (1, 0), (1, 1)}
(c) LIS ← {(0, 1), (1, 0), (1, 1)}
2. Mientras p ≥ 0
(a) Fase de refinamiento
i. Para cada (i, j) ∈ LSC:
A. Emitir el p-e´simo bit del coeficiente (i,j).
B. Si (i, j) ha sido totalmente enviado borrarlo de LSC.
(b) Fase de ordenacio´n
i. Para cada (i; j) ∈ LIC:
A. Emitir Sp(i, j).
B. Si Sp(i, j) = 1 entonces:
 Mover (i, j) desde LIC a LSC
 Emitir el signo de (i, j).
ii. Para cada (i, j) ∈ LIS:
A. Si (i, j) es de tipo A entonces:
 Emitir Sp(D(i, j)).
 Si Sp(D(i, j)) = 1 entonces:
– Para cada (k, l) ∈ O(i, j):
* Emitir Sp(k, l).
* Si Sp(k, l) = 1 entonces:
. An˜adir (k, l) a LSC.
. Emitir el signo de (k, l) * Si no:
. An˜adir (k, l) al final de LIC.
– Si L(i, j) 6= {φ} (tiene al menos nietos) entonces:
* Mover (i, j) al final de LIS como de tipo B.
– Si no:
* Borrar (i, j) de LIS.
B. Si no (es de tipo B):
 Emitir Sp(L(i, j)) (si alguno de los nietos de (i, j) es significativo).
 Si Sp(L(i, j)) = 1 entonces:
– An˜adir cada hijo (k, l) ∈ O(i, j) al final de LIS como de tipo A.
– Borrar (i, j) de LIS.
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(c) Fase de cuantificacio´n
i. p← p− 1.
Decodificador
Para encontrar el algoritmo de decodificacio´n debe tenerse presente que todas las instrucciones de salto
condicional esta´n controladas por el valor devuelto por Sp(.) (ecuacio´n (2.65)), los cuales forman el code-
stream generado durante la fase de ordenacio´n y que por lo tanto son conocidos por el decodificador. E´ste
puede realizar exactamente la misma traza de instrucciones si el algoritmo que ejecuta es ide´ntico al del
codificador excepto porque donde aparece emitir ahora debe poner recibir. Ya que se trata del mismo
algoritmo, las tres listas LSC, LIC y LIS van a generarse exactamente de la misma forma a como se
generaron en el codificador, gracias a lo cual, la reconstruccio´n del plano es trivial y adema´s, las complejidades
del codificador y del decodificador son ide´nticas.
Sin embargo, si SPIHT va a ser usado como transmisor progresivo, el decodificador debe realizar una tarea
extra para ajustar los coeficientes reconstruidos a partir del intervalo de incertidumbre durante la fase de
ordenacio´n.
Cuando una coordenada se mueve a LSC, se sabe que el valor del coeficiente c cumple que
2p 6 |c| < 2p+1 (2.68)
donde p es el plano de bit transmitido. El decodificador utiliza esta informacio´n (ma´s el bit de signo que
llega a continuacio´n), para ajustar el valor reconstruido a la mitad del intervalo [2p, 2p+1] ya que de esta
forma el error con respecto al valor real del coeficiente sera´ la mitad en promedio. Por ejemplo, si p = 15,
se sabe que el coeficiente es mayor que 32768 y menor que 65535. Si so´lo se hace que el bit 15 sea 1 se
esta´ reconstruyendo el coeficiente con el valor mı´nimo que puede realmente tener. La solucio´n es hacer
ĉ = ±1,5× 2p = ±3× 2p−1 (2.69)
que es el valor que divide al intervalo de incertidumbre en dos mitades iguales. En nuestro ejemplo, el valor
de reconstruccio´n ser´ıa 3× 215−1 = 49152.
De forma similar, durante la fase de refinamiento, cuando el decodificador conoce el valor real del bit (p−1)-
e´simo, resulta otro intervalo de incertidumbre. Si el bit recibido es un 1, entonces el bit (p− 1)-e´simo ya es
correcto, pero se debe hacer el bit (p − 2)-e´simo igual a 1 para ajustar a la mitad del nuevo intervalo de
incertidumbre. Si el bit recibido es un 0, entonces el bit (p−1)-e´simo esta´ equivocado y debe ser puesto a 0. El
bit (p− 2)-e´simo debe hacerse 1 para ajustar el valor reconstruido a la mitad del intervalo de incertidumbre.
Por lo tanto, en cualquier caso, cuando se esta´ refinando, se coloca el bit recibido a su valor adecuado y el
siguiente bit menos significativo se hace 1.
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2.8. Wavelets adecuadas para compresio´n
Varios autores han estudiado la adecuacio´n de bases wavelets para compresio´n de ima´genes. Parece que las
wavelets bioortogonales son mejores que algunas ortogonales. Esto puede ser un tanto interesante, a partir
de la descomposicio´n ortogonal podr´ıa teo´ricamente guiar a menos correlacio´n entre los coeficientes de la
transformada. De todas formas, dejando la restriccio´n de ortogonalidad conduce a ma´s grados de libertad,
el cual pueden ser explotado para mejorar muchos otros criterios [69].
En [53], el estudio de la respuesta al escalon y al impulso de los filtros condujeron a la prediccio´n de buenos y
malos filtros. El objetivo fue minimizar los artefactos resonantes que a menudo ocurren cerca de los bordes.
La regularidad puede ser tambie´n considerada cuando se hace la eleccio´n de la base wavelet. En [70], fue
encontrado que 2 momentos nulos (desvanecimiento) fueron suficientes para la tarea, y adicionando momentos
nulos no produjeron mejoramientos significantes. Esto es porque se impusieron dos momentos nulos para la
construccio´n de sus nuevas wavelets 9/7.
En [71], [72], otros criterios fueron usados para no crear ma´s filtros eficientes sino filtros los cuales puedan
ser implementados en aritme´tica entera sin multiplicaciones (solo corrimientos binarios).
En [73], es estudiada la preservacio´n de la energ´ıa de la wavelet bioortogonal. Muchas veces, cuando se
esta´ llevando a cabo la cuatizacio´n de los coeficientes, se asume que la energ´ıa en los coeficientes wavelets
es conservada, por ejemplo, una degradacio´n en el dominio wavelet introduce la misma degradacio´n en el
dominio de la imagen. Esta propiedad es verdadera para wavelets ortogonales, pero es solo aproximada para
sistemas bioortogonales. De esta manera, en los filtros bioortogonales, la ortogonalidad se busca tan cerca
como sea posible. Sin embargo, los filtros publicados son un poco largos (nu´mero de coeficientes), que es
realmente una desventaja para la tarea. Otros me´todos basados en las propiedades de frecuencia de los filtros
esta´n tambie´n descritos por ejemplo en [74], [75].
Otra posibilidad interesante para explotar pares de filtros cercanos a ortogonalidad fue investigado en [76].
Las Wavelets ortonormales reales no pueden ser sime´tricas, excepto para la wavelet Harr de longitud 2.
La idea es construir wavelets complejas sime´tricas e intentar tener una parte imaginaria muy pequen˜a. En
el codificador, esta parte imaginaria se pierde. Esto conduce a pares de filtros los cuales no satisfacen la
propiedad de reconstruccio´n perfecta pero los errores son tolerables a partir del resto del algoritmo con
pe´rdida.
En [77], algunas wavelets no separables fueron construidas. Esta toma mejor provecho de la segunda dimen-
sio´n de las ima´genes, y los filtros generados por descomposicio´n ortonormal, la cual no produce tan buenos
resultados como las wavelets bioortogonales separables.
Shang directamente optimizo´ el experimento nume´rico a trave´s de wavelets en [78]. Sin embargo, estas
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wavelets son tambie´n construidas usando otro criterio basado en las propiedades de la frecuencia de los
filtros para facilitar la optimizacio´n. Para evitar sobreajuste, un nu´mero de ima´genes fueron usadas como
un conjunto de prueba as´ı como para eliminar wavelets con pobre generalizacio´n.
Enfocando en un conjunto de ima´genes, es posible finamente ajustar la eleccio´n de la base wavelet. Esto fue
hecho por ejemplo por el FBI para la compresio´n de ima´genes de huellas digitales [79].
Las transformadas wavelet originales fueron implementadas usando wavelets ortogonales, es decir, usando
filtros ortogonales. Con los filtros ortogonales, la transformada wavelet puede ser vista como una proyeccio´n
de la sen˜al de entrada en un conjunto de funciones de base ortogonal [80]. Si los filtros adema´s esta´n
normalizados la transformada wavelet conserva la energ´ıa. Para una sen˜al de entrada x[n] de longitud N , la
propiedad de conservacio´n de la energ´ıa, la cual es ana´loga a la relacio´n de Parseval, puede ser vista como
N−1∑
n=0
x2[n] =
L−1∑
l=0
w2[l] (2.70)
La propiedad de conservacio´n de la energ´ıa es conveniente para el disen˜o de los sistemas de compresio´n
ya que significa que la distorsio´n cuadra´tica introducida por la cuantificacio´n de los coeficientes es igual a
la distorsio´n cuadra´tica en la sen˜al reconstruida. Por lo tanto la propiedad de conservacio´n de la energ´ıa
simplifica el disen˜o del compresor ya que el disen˜o del cuantificador puede ser desarrollado completamente
en el dominio de la transformada.
La transformada wavelet ortogonal tiene algunos inconvenientes que no la hacen demasiado ideal para ser
usadas en un sistema de compresio´n. Uno de los inconvenientes se puede ver claramente en la ecuacio´n
(2.70), donde el nu´mero total de coeficientes de entrada, N , no tiene porque ser igual que el nu´mero total de
coeficientes de la wavelet, L. En general L es mayor que N y la transformada wavelet aumenta el nu´mero
de coeficientes. Considera una sen˜al de longitud N (par) y filtros wavelet de taman˜o L (par). Las salidas de
los filtros tienen longitud L+N − 1 [81] y la salida al hacer el submuestreo tendra´ longitud (L+N)/2. Por
lo tanto, la sen˜al original de longitud N da lugar a un total de L + N coeficientes wavelets despue´s de un
nivel de transformacio´n. Si se aumenta el nu´mero de niveles de descomposicio´n el problema se agrava.
La expansio´n de los coeficientes es un problema para los sistemas de codificacio´n cuyo objetivo es reducir, no
incrementar, la cantidad de informacio´n que ser´ıa codificada. Una forma sencilla de eliminar la expansio´n de
coeficientes es usar convolucio´n circular en vez de usar convolucio´n lineal en la sen˜al finita de entrada x[n].
En resumen, las transformadas wavelets bioortogonales tiene la ventaja de que pueden usar filtros de fase
lineal, pero la desventaja de que no conservan la energ´ıa. El hecho de que no se conserve la energ´ıa no tiene
por que convertirse en un gran problema, porque hay filtros bioortogonales de fase lineal cuyos coeficientes
esta´n muy cerca de ser ortogonales.
Cap´ıtulo 3
Criterios de Calidad en Transmisio´n
de Ima´genes Radiolo´gicas
3.1. Introduccio´n
La Teleradiolog´ıa se define como la transmisio´n electro´nica de ima´genes radiolo´gicas desde un lugar a otro,
con propo´sitos diagno´sticos o de consulta. La Teleradiolog´ıa es uno de las aplicaciones ma´s frecuentes en
los proyectos de Telemedicina. Se implementa de modo asincro´nico y solo requiere el env´ıo de ima´genes, de
manera que los requerimientos tecnolo´gicos son bajos, por lo cual se trata de un sistema de fa´cil implemen-
tacio´n [82]. Las especialidades radiolo´gicas ma´s usadas son:
– RX - Radiolog´ıa convencional
– CT - Escanograf´ıa (TAC - Tomograf´ıa Axial Computada)
– MR - Resonancia Magne´tica
– NM - Medicina Nuclear
– US - Ultrasonido (Ecograf´ıa).
La Teleradiolog´ıa tiene un gran nu´mero de aplicaciones. Un especialista, con un sistema de adquisicio´n digital
radiolo´gica, puede proporcionar consultas desde un lugar remoto directamente al paciente o acceder a sus
datos electro´nicos. Un sistema teleradiolo´gico puede utilizarse para que los cirujanos estudien radiolog´ıas pre
y postoperatorias de enfermos sin necesidad de citarlos. Adema´s, permite a los me´dicos de atencio´n primaria
reunir todos los datos del paciente, incluyendo las radiograf´ıas, para enviarlas a los especialistas a trave´s de
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redes de computadores (LAN, Internet, etc.), evitando el desplazamiento innecesario del paciente y acelerando
la terapia. Otras aplicaciones son los servicios de segunda opinio´n me´dica, y la fa´cil intermediacio´n de los
servicio de radiolog´ıa, logrando una economı´a en la organizacio´n de los sistemas de interpretacio´n diagno´stica
y una reduccio´n de costos a trave´s de la competencia de servicios [82].
3.2. Esta´ndares te´cnicos para radiolog´ıa
Los hospitales modernos deben contar con dos sistemas informa´ticos de funciones espec´ıficas: (1) un sistema
de informacio´n hospitalario, el cual administra la informacio´n interna y (2) un sistema de Telemedicina,
que le permite interactuar con pacientes en el exterior del hospital y a´reas remotas. Cada caso presenta
esta´ndares espec´ıficos [83]. Los sistemas internos informa´ticos de un hospital (HIS: Hospital Information
System) almacenan en forma digital toda la informacio´n relativa a los pacientes: su historial me´dico, las
atenciones recibidas en dicha institucio´n, los exa´menes y resultados. Esto asegura un fa´cil y ra´pido acceso a
la informacio´n, evitando tambie´n la acumulacio´n de documentos escritos. Los servicios de radiolog´ıa generan
en su operacio´n una gran cantidad de material f´ısico: las placas radiolo´gicas, las cuales pueden ocupar grandes
espacios y ser de dif´ıcil acceso. Debido a esto hacen parte de los HIS los sistemas de informacio´n radiolo´gicos
(RIS: Radiology Information System). El sistema RIS se encarga de administrar la informacio´n de los
exa´menes radiolo´gicos (particularmente placas de rayos X) previamente digitalizados. El almacenamiento de
ima´genes me´dicas dio origen a los PACS (Picture Archiving and Communications System), que almacenan,
administran y permiten el acceso de manera muy eficiente a las ima´genes me´dicas relacionadas con algu´n
caso especifico.
Debido al auge de estos sistemas se hace necesario implementar esta´ndares que normalicen la comunicacio´n
entre equipos y sistemas, con el fin de facilitar la comunicacio´n entre los diferentes equipos suministrados
por los diversos proveedores. Los esta´ndares ma´s importantes en informa´tica me´dica son: DICOM, HL7,
MEDICOM, X12, ASTM, NCPDP e IEE 1073 y 1157 [82], siendo el esta´ndar DICOM el ma´s empleado en
la actualidad a nivel mundial.
3.2.1. El esta´ndar DICOM
Su nombre se debe a las siglas en ingles: Digital Imaging and Communications in Medicine (DICOM ). Este
modelo norma el intercambio de ima´genes me´dicas, especialmente ima´genes radiolo´gicas [84]. El objetivo
del esta´ndar DICOM es lograr una interfaz comu´n para todos los dispositivos de ima´genes (tomograf´ıa,
resonancia magne´tica, ultrasonido, medicina nuclear, rayos X, etc.) y cualquier otro dispositivo que sea
necesario agregar a la conexio´n.
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El modelo de comunicacio´n por redes empleado por DICOM se basa en los protocolos TCP/IP y OSI/ISO
(Figura 3.1). Los objetos (ima´genes, reportes, pacientes, etc) y sus interrelaciones se describen median-
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El modelo de comunicación por redes empleado por DICOM se basa en los protocolos
TCP/IP y OSI/ISO (figura 1.15).
Figura 1.15: Modelo de comunicación DICOM.
Los objetos (imágenes, reportes, pacientes, etc) y sus interrelaciones se describen mediante
modelos de entidad-relación. El primer modelo fue definido para radiología, actualmente se
ha estado incorporando el estándar a otras disciplinas médicas.
Se considero que la mejor forma de elaborar la estructura de datos era el diseño orientado
a objetos, los cuales se denominan entidades. Los atributos describen las características de un
objeto o entidad. Los valores o atributos asignados a una entidad se denominan instancias del
objeto. Los objetos se agrupan en clases, según su tipo, y las clases se comunican entre sí por
medio de mensajes. DICOM define las clases de objetos y sus mensajes permitidos mediante
las clases SOP (Senice Objetc Pair). Una clase SOP es la unidad de función básica definida
por el estándar DICOM. Cuando un equipo especifica que es compatible con una clase SOP
es posible determinar sus datos.
DICOM se compone de 13 partes: las primeras 9 de ellas son originales y las partes 10 a 13
fueron propuestas mediante suplementos. La figura 1.16 muestra la relación entre las partes
del estándar. La parte izquierda de la figura representa las segmentos que definen la red y la
comunicación punto a punto. La porción derecha muestra las segmentos que soportan medios
de almacenamiento removibles. Las partes 1, 2, 3, 5 y 6 se emplean en ambos aspectos.
Los modelos se definen en la parte 3, a la cual se le agregan los nuevos modelos de
disciplinas médicas. La parte 4 contiene las especificaciones de las clases de servicios, basadas
Figura 3.1: Modelo de comunicacio´ M
te modelos de entidad-relacio´n. El primer modelo fue definido para radiolog´ıa, actualmente se ha estado
incorporando el esta´ndar a otras disciplinas me´dicas.
Se considero´ que la mejor forma de elaborar la est uctura de datos ra el disen˜o orientado a objetos, los
cuales se denominan entidades. Los atributos describen las caracter´ısticas de un objeto o entidad. Los valores
o atributos asignados a una entidad se denominan instancias del objeto. Los objetos se agrupan en clases,
segu´n su tipo, y las clases se comunican entre s´ı por medio de mensajes. DICOM define las clases de objetos
y sus m nsajes permitidos mediante las clases SOP ( enice Objetc Pair). Una clase SOP es la u idad de
funcio´n ba´sica definida por el esta´ndar DICOM. Cuando un equipo especifica que es compatible con una
clase SOP es posible determinar sus datos.
DICOM se compone de 13 partes: las primeras 9 de ellas son originales y las partes 10 a 13 fueron propuestas
mediante suplementos. La figura 3.2 muestra la relacio´n entre las partes del esta´ndar. La parte izquierda de
la figura representa las segmentos que definen la red y la comunicacio´n punto a punto. La porcio´n derecha
muestra las s gmentos que soportan medios de lm cen miento removibles. Las parte 1, 2, 3, 5 y 6 se
emplean en ambos aspectos. Los modelos se definen en la parte 3, a la cual se le agregan los nuevos modelos
de disciplinas me´dicas. La parte 4 contiene las especificaciones de las clases de servicios, basadas en los
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Figura 1.16: Partes aprobadas y extenciones propuestas DICOM.
en los modelos de la parte 3. Esta sección determina los datos que se espera de un dispositivo
que soporta una clase particular. La parte 2 determina la compatibilidad con DICOM. El
certificado de conformidad debe ser público y determinado por cada fabricante. Éste indica
con exactitud cuales clases de servicios son soportadas por los dispositivos.
El formato DICOM fue desarrollado de forma conjunta por ACR (American College of
Radiology) y NEMA (National Electrical Manufacturer Association), desarrollando el primer
estándar en 1985 y la segunda versión en 1988.
El estándar propone normas sobre la documentación, seguridad y aspectos técnicos en
el tratamiento de imágenes radiológicas, el cuadro 1.2 muestra los requerimientos para la
digitalización y visualización de imágenes radiológicas. En el cuadro 2.5 pares-líneas/mm
significa que deben poderse distinguir 5 píxeles blanco-negro-blanco-... (máxima diferencia
entre colores) cada 1 mm.
Junto a la imagen deben almacenarse datos del paciente y detalles del examen. Además, se
Figura 3.2: Partes aprobadas y extenciones propuestas DICOM
modelos de la parte 3. Esta seccio´n determina los datos que se espera de un dispositivo que soporta una
clase particular. La parte 2 determina la compatibilidad con DICOM. El certificado de conformidad debe ser
pu´blico y determinado por cada fabricante. E´ste indica con exactitud cuales clases de servicios son soportadas
por los dispositivos.
El formato DICOM fue desarrollado de forma conjunta por ACR (American College of Radiology) y NEMA
(National Electrical Manufact rer Association), desarrollando el primer esta´ndar en 1985 y la segunda versio´n
en 1988.
El esta´ndar propone normas sobre la documentacio´n, seguridad y aspectos te´cnicos en el tratamiento de
ima´genes radiolo´gicas, la tabla 3.1 muestra los requerimientos para la digitalizacio´n y visualizacio´n de ima´ge-
nes radiolo´gicas. En la misma, pares-l´ıneas/mm significa que deben poderse distinguir 5 p´ıxeles blanco-negro-
blanco-(ma´xima diferencia entre colores) cada 1mm. Junto a la imagen deben almacenarse datos del paciente
y detalles del examen. Adema´s, se debe incluir los datos te´cnicos de la imagen, como: taman˜o, resolucio´n
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(profundidad en bits), tipo y grado de compresio´n y procesamientos realizados sobre la imagen (como me-
joramiento de bordes u otros filtros). Los sistemas para visualizar las ima´genes deben contar con controles
Tipo de imagen Requisitos equipo digitalizador Requisitos equipo visualizador
PEQUEN˜A
(tomograf´ıa computarizada, 512 × 512 p´ıxeles 512 × 492 p´ıxeles
resonancia magne´tica, × 8 bits × 8 bits
ultrasonido, medicina nuclear)
GRANDE
(placas radiolo´gicas 2.5 pares-l´ınea/mm 2.5 pares-l´ınea/mm
digitalizadas y 10 bits escala de grises 10 bits escala de grises
radiograf´ıa computacional)
Tabla 3.1: Requerimientos para la digitalizacio´n y visualizacio´n de ima´genes radiolo´gicas.
de contraste, magnificacio´n de la imagen (zoom), invertir, rotar e invertir la paleta de grises, sin olvidar la
transmisio´n de ima´genes y datos me´dicos del paciente.
3.3. Arquitecturas en Teleradiolog´ıa
La Teleradiolog´ıa debe disponer de una infraestructura de comunicacio´n capaz de transportar la informacio´n
ra´pidamente a trave´s de toda la red y de adaptarse a las necesidades de cambio. Por ello, debera´n buscarse
alternativas basadas en redes privadas o en redes privadas virtuales (RPV ), que ofrezcan alta calidad, una
completa gama de servicios y optimizacio´n de costos, tanto en aspectos relativos a interconexiones, como en
su operatibilidad y mantenimiento [82].
La idea ba´sica de tener una red de Teleradiolog´ıa basada en RPV, es la de ofrecer a los diferentes puntos
de la red, los beneficios de una red privada, pero sin necesidad de que se encarguen de su mantenimiento,
proporciona´ndoles conexiones de voz, videoconferencia y datos, para aplicaciones con requerimientos de alto
ancho de banda (RDSI de n-canales ×64 Kbps). Para transmitir datos a velocidades au´n mayores, las redes
Frame Relay, ATM o incluso combinacio´n de ambas sera´ la mejor opcio´n.
Una so´lida estrategia en telecomunicaciones y redes es un elemento clave para la construccio´n con e´xito de
redes de Teleradiolog´ıa, la utilidad de un sistema de Teleradiolog´ıa se puede mejorar segu´n el alcance y la
fuerza de su red de telecomunicaciones. Los tipos de arquitectura de las redes son:
1. Arquitectura centralizada
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2. Arquitectura cliente servidor
3. Arquitectura distribuida
De las tres arquitecturas las dos u´ltimas son las ma´s utilizadas para redes de Teleradiolog´ıa en zonas de
poblacio´n dispersa y en zonas rurales. Son arquitecturas muy atractivas por su bajo costo de instalacio´n y la
posibilidad de utilizacio´n de l´ıneas telefo´nicas (incluso la utilizacio´n de Internet), permitiendo el intercambio
entre radio´logos y otros especialistas. Las arquitecturas descentralizadas, permiten realizar un diagno´stico
primario de calidad, ra´pido y con un alto grado de eficiencia. La integracio´n de los servicios de Teleradiolog´ıa,
dentro de la meca´nica del funcionamiento cl´ınico, permite tomar decisiones ra´pidas y descartar estudios
complementarios innecesarios. Los objetivos de las arquitecturas de red cliente-servidor descentralizadas en
Teleradiolog´ıa son: mayor disponibilidad de la red, reducir el costo operativo de la red, reducir atascos en la
red, Incrementar la integracio´n y flexibilidad de operacio´n y mejorar la eficiencia.
3.4. Eleccio´n de las Tecnolog´ıas
Se deben determinar las tecnolog´ıas que se emplearan en cada una de las partes del sistema: adquisicio´n,
compresio´n, transmisio´n y visualizacio´n. Asimismo, debe comprobarse que dichas tecnolog´ıas cumplen con los
requisitos que demanda la aplicacio´n. La tabla 3.2 presenta las caracter´ısticas ma´s importantes a consideran
en el proceso de eleccio´n de las tecnolog´ıas, de acuerdo a los requisitos de la aplicacio´n pueden ser: en tiempo
real (video-conferencias y teleconsultas) o asincro´nicas (transmisio´n de ima´genes radiolo´gicas) [82].
En el caso de las video-conferencias, no es tan importante que lleguen todos los datos como si importa la
velocidad de la comunicacio´n, asegurando un retardo reducido en la transmisio´n y con poca variacio´n. De
hecho, es preferible que la red no transmita los paquetes perdidos, debido a que cuando estos lleguen a su
destino ya sera´n obsoletos.
La variacio´n del retardo obliga a las aplicaciones a mantener un buffer de recepcio´n, donde, si los datos
llegan antes deben esperar su turno en el buffer, si estos llegan despue´s del retardo tolerado sera´n desechados.
Cuando se transmite video el taman˜o del buffer es considerable; por ejemplo, un retardo de 1 segundo en
video MPEG con una tasa de transmisio´n de 2 a 15 Mbps corresponde casi a almacenar 2 Mbytes en el
buffer. La tabla 3.3 presenta las caracter´ısticas ideales de la red para cada tipo de aplicacio´n implementada
en los sistemas de Telemedicina.
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Subsistema Aplicacio´n en Tiempo Real Aplicaciones Asincro´nicas
Escaner: Densidad o´ptica ma´xima,
Ca´mara: Gran resolucio´n, resolucio´n, profundidad de colores,
Adquisicio´n buena profundidad de colores. velocidad de digitalizacio´n.
Posibilidad de alterar las Ca´mara: Resolucio´n, profundidad
fuentes de video. de colores, buena capacidad de
almacenamiento
Algortimo: MPEG, wavelet u Algoritmo: JPEG, wavelet. Tasa de
Compresio´n / otros ma´s recientes. Tasa de compresio´n promedio.
Descompresio´n compresio´n promedio. Puede Generalmente se implementa con
ser con o sin pe´rdida. pe´rdida.
Ancho de banda ma´ximo y Ancho de banda ma´ximo y
Transmisio´n promedio. Conexio´n permanente promedio. Conexio´n permanente
o establecida. Verificacio´n de o establecida. Verificacio´n de
errores en la comunicacio´n. errores en la comunicacio´n.
Calidad de servicio.
Monitor: Buena resolucio´n
Visualizacio´n tasa de refresco mayor a 75 Hz, I´dem
profundidad de color de 8 a 12
bits (radiolog´ıa)
Tabla 3.2: Caracter´ısticas de importancia en el proceso de eleccio´n de las tecnoolg´ıas
3.4.1. Tecnolog´ıa de compresio´n
En los sistemas de Telemedicina y Teleradilog´ıa se han venido implementando procesos de codificacio´n
mediante JPEG o JPG a tasas de compresio´n no muy altas, con el objeto de evitar alteraciones en la
imagen. Debido a la naturaleza de la transformada DCT, al reducir los te´rminos de la transformacio´n, se
generan errores apreciables en las zonas de cambios bruscos [24]. La aparicio´n de este tipo de errores resulta
indeseable en el momento de establecer el diagno´stico.
La transformada Wavelet se basa en funciones matema´ticas diferentes al seno y coseno. Este me´todo de
compresio´n no genera errores en las zonas de cambios bruscos y la degradacio´n de la imagen es ma´s suave
que DCT al aumentar la tasa de compresio´n [20].
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Tipo de Ancho de banda Orientacio´n a Retardo Variacio´n de
aplicacio´n mı´n - norm - ma´x la conexio´n ma´ximo retardo
Asincro´nicas 33.6 Kbps No Adaptable Adaptable
al mejor al mejor
Tiempo real 64 - 128 -
interactivas, 384 Kbps Si Garantizado Garantizado
video - conferencia
Tiempo real 14 - 15 -
interactivas, 60 Mbps Si Garantizado Garantizado
Tele - diagno´stico
Tabla 3.3: Caracter´ısticas ideales de la red para cada tipo de aplicacio´n en la transmisio´n
3.4.2. Tecnolog´ıa de transmisio´n
En este campo se hace mas evidente la diferencia entre los dos tipos de servicios: en tiempo real y en tiempo
asincro´nico, donde se obtiene una calidad del servicio mucho ma´s costosa para un sistema en tiempo real.
Otro factor de importancia es el ancho de banda disponible, que debe soportar los requerimientos de la
aplicacio´n.
3.4.3. Calidad de servicio
La transmisio´n de ima´genes en teleradiolog´ıa es asincro´nica, mientras que la video conferencia es interactiva
y se ejecuta en tiempo real. En el caso de la transmisio´n de ima´genes el tiempo que tarden en llegar los
datos no es tan importante como el hecho de que lleguen completos. Por esta razo´n, se debe implementar
un servicio confiable, a nivel de transporte (en la red) o en la aplicacio´n.
3.4.4. Observaciones sobre la adquisicio´n
Se agrupan los dispositivos de adquisicio´n de ima´genes en dos tipos: ca´maras digitales y scanner. Estos
dispositivos emplean un sensor CCD (Charge Coupled Device), encargado de convertir la luz (fotones) en
sen˜ales ele´ctricas.
Ca´maras digitales
: divididas en cuatro categorias
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1. Ca´maras ana´logas mono CCD : emplea un solo sensor CCD para todos los colores, se bebe conectar al
conversor ana´logo/digital, resolucio´n t´ıpica de 400 l´ıneas.
2. Ca´maras ana´logas 3 CCD : emplea sensores CCD diferentes para cada color, se debe conectar al con-
versor ana´logo/digital, su resolucio´n vertical usual es de 625 l´ıneas. Es muy u´til en aplicaciones de
Telepatolog´ıa.
3. Ca´maras digitales de un disparo: emplea un arreglo de sensores CCD, incorpora el conversor ana´lo-
go/digital, la resolucio´n varia de acuerdo a la calidad de la ca´mara entre 640× 480 hasta 5140× 5140
p´ıxeles.
4. Ca´maras de video digitales: ba´sicamente funcionan igual que las ca´maras digitales de un disparo, con
la gran diferencia que permite entregar un flujo constante de cuadros por segundo, lo que genera el
video.
Scanner
: Se distinguen dos tipos de scanner: los Fo´toscanners y los digitalizadores de placas de rayos X:
1. Fo´toscanners: Se componen por un arreglo lineal de CCD que les permite digitalizar grandes ima´genes,
pero el proceso es lento ya que el arreglo recorre el largo la imagen. Puede llegar hasta resoluciones de
3600× 2700 p´ıxels. No dan buenos resultados digitalizando placas de rayos X.
2. Digitalizadores de placas de rayos X: son dispositivos especialmente disen˜ados para esta tarea. Pueden
ser basados en CCD o en la´ser, donde los segundos alcanzan una calidad superior. La caracter´ıstica ma´s
importante de estos dispositivos es su capacidad de digitalizar ima´genes a 8 o´ 12 bits de profundidad,
de acuerdo a las recomendaciones DICOM.
3.5. servicios ofrecidos por la telemedicina
La telemedicina tiene beneficios como la disminucio´n de los tiempos de atencio´n, diagno´sticos y tratamientos
ma´s oportunos, mejora en la calidad del servicio, reduccio´n de los costos de transporte, atencio´n continua-
da, tratamientos ma´s apropiados, disminucio´n de riesgos profesionales, posibilidad de interconsulta, mayor
cobertura, campan˜as de prevencio´n oportunas entre otras muchas virtudes.
Algunos opinan que la telemedicina se remonta a la aparicio´n del tele´grafo y despue´s comenzo´ a efectuarse por
radio: la telemedicina en alta mar comenzo´ en los an˜os 1920, cuando varios pa´ıses ofrecieron asesoramiento
me´dico desde los hospitales a su flota de buques mercantes, utilizando el co´digo Morse. En los an˜os 50 la
telemedicina se difundio´ mediante circuitos cerrados de televisio´n en los congresos de medicina. En los 60 la
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NASA desarrollo´ un sistema de asistencia me´dica que inclu´ıa el diagno´stico y el tratamiento de urgencias
me´dicas durante las misiones espaciales. En 1965 se realizo´ una demostracio´n de operacio´n de corazo´n abierto
con la ayuda de un sistema de telemedicina entre el Methodist Hospital en Estados Unidos y el Hoˆpital
Cantonal de Gene`ve en Suiza. La transmisio´n se realizo´ por medio del primer sate´lite de interconexio´n
continental creado por Comsat llamado Early Bird [85].
Dada la variedad de especialidades existentes en la medicina y las diversas maneras de adaptar o utilizar
las tecnolog´ıas para hacer telemedicina se presentan distintas maneras de clasificarla: en el tiempo, en las
especialidades y en el tipo de aplicacio´n me´dica. La clasificacio´n en el tiempo hace referencia al momento
en que se realiza la intervencio´n me´dica a distancia y la comunicacio´n entre el proveedor del servicio y el
cliente: tiempo diferido (asincro´nico) y tiempo real (sincro´nico). En la clasificacio´n por tipo de servicio te-
nemos: Teleconsulta, Telediagno´stico, Telecuidado (Teleatencio´n), Telemetr´ıa (Telemedida), Teleeducacio´n,
Teleadministracio´n, Teleterapia (Telepsiquiatr´ıa, Telefisioterapia, Teleoncolog´ıa, Teleprescripcio´n) y Telefar-
macia entre otras. En cuanto a la clasificacio´n por especialidades tenemos: Teleradiolog´ıa, Telepatolog´ıa,
Telecardiolog´ıa, TeleORL (Teleotorrinolaringolog´ıa), Teleendoscopia, Teledermatolog´ıa, Teleoftalmolog´ıa y
Telecirug´ıa.
La telemedicina se puede practicar a nivel rural o a nivel urbano. En el primer caso hablamos con frecuencia
de comunicaciones para la salud; en el segundo de telemedicina hospitalaria. Los escenarios en el caso rural
suelen ser muy simples: canales de comunicacio´n de anchos de banda reducidos, equipos ba´sicos y aplicaciones
muy simples. En telemedicina hospitalaria urbana se utilizan en general canales de gran ancho de banda y
sistemas de informacio´n muy complejos y costosos.
Los proyectos piloto de telemedicina en general se realizan entre dos puntos remotos. Uno de ellos es el
remitente de casos me´dicos y el otro el centro de referencia en donde los proveedores del servicio interactu´an
para ayudar a resolverlos. Otros proyectos, de mayor alcance, se realizan entre varios puntos remitentes y
uno o varios puntos de referencia. En el primer caso, el sistema de referencia, as´ı como el de transmisio´n y
almacenamiento de la informacio´n, la interconexio´n f´ısica y lo´gica son punto a punto. En general esto se da
entre un punto aislado y un centro hospitalario importante. Aunque tambie´n se podr´ıa dar entre dos puntos
que cuenten con especialistas en distintas a´reas para complementar los servicios prestados. En el segundo
caso se presentan varias posibilidades o escenarios, que var´ıan segu´n la jerarqu´ıa establecida por el sistema
de referencia y por la manera de transmitir y almacenar la informacio´n.
3.6. Costos de funcionamiento
En general los puntos de remisio´n por telemedicina se encuentran en zonas apartadas y con sistemas de
transporte deficientes. Por tanto los costos de instalacio´n, representados en transporte de equipos y personal,
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honorarios del personal de instalacio´n y alojamiento pueden ser muy elevados, por lo cual no deben ser
olvidados. Los costos fijos en comunicaciones normalmente incluyen tres componentes: el costo del equipo;
el costo de afiliacio´n o conexio´n al servicio; y el costo del cargo ba´sico mensual, el cual se paga haya o no
uso del servicio.
La determinacio´n de instalar en un punto dado una solucio´n de telemedicina ira´ asociada con un estudio de
evaluacio´n por parte de expertos, lo cual representa un costo a tener en cuenta. Una vez instalado el sistema
se requerira´ personal capacitado para administrar, gestionar y operar el sistema, independientemente del
nu´mero de pacientes atendidos por la telemedicina.
Los costos variables sera´n funcio´n del nu´mero de estudios enviados por cada especialidad. Para calcular los
costos reales habra´ que conocer el nu´mero de estudios mensuales que se van a enviar por cada especialidad y
dividir entre ellos los costos fijos asociados al canal de comunicacio´n. El uso de la telemedicina implica una
mayor cobertura de la poblacio´n atendida y por tanto un incremento en los honorarios de los profesionales
de la salud. Estos costos seguramente no estaban previstos en el presupuesto del sistema de salud local ni
en el de referencia. En el caso de proyectos piloto estos costos no son tomados en cuenta, pues hacen parte
de la experiencia. Sin embargo, en el momento de implantacio´n definitiva se deben tener en cuenta para que
el sistema sea sostenible y viable.
3.7. Experiencias Representativas
En los pa´ıses industrializados como Estados Unidos, Francia o Noruega se ha quemado la etapa de implemen-
tacio´n de pilotos de prueba que demuestren la eficacia y las bondades del sistema de telemedicina. Dado que
ya han demostrado que la telemedicina s´ı funciona, han procedido a su masificacio´n y a la integracio´n de los
servicios. Por ejemplo, en Francia se trabaja por la integracio´n de las historias cl´ınicas con las ima´genes para
que este´n disponibles en una red de alcance nacional. Todas las regiones de Francia han desarrollado al menos
una red de telemedicina. A ra´ız de este gran nu´mero de aplicaciones, el Ministerio del Empleo y la Seguridad
Social ha creado un sistema de cartograf´ıa de los proyectos de telemedicina. Esta cartograf´ıa ha puesto en
evidencia la necesidad de una coherencia interregional para aislar y resolver los problemas comunes. La UIT
(Unio´n Internacional de Telecomunicaciones www.itu.org) ha implementado junto con otros patrocinadores,
muchos proyectos de telemedicina en el mundo con la siguiente observacio´n: Para muchos la telemedicina
es sino´nimo de videoconferencia y, por lo tanto, de un gran ancho de banda, pero para muchas aplicaciones
pra´cticas, los servicios de telemedicina no requieren de videoconferencia. Una simple red telefo´nica puede ser
utilizada [85].
En Estados Unidos la telemedicina comenzo´ a fines del decenio de 1950 con una serie de proyectos piloto en
zonas rurales y urbanas que conectaban cl´ınicas rurales, hogares de ancianos, prisiones y reservas ind´ıgenas
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con centros de atencio´n sanitaria distantes. Las aplicaciones incluyen: atencio´n sanitaria ba´sica, medicina
preventiva, salud pu´blica, sistemas de informacio´n sanitaria, ensen˜anza me´dica permanente, servicios consul-
tivos y sistemas para mejorar las transacciones financieras y administrativas y facilitar la investigacio´n. Ma´s
de 35 estados llevan a cabo actualmente proyectos de telemedicina y muchos de ellos desarrollan redes de
telecomunicaciones estatales para conectar los hospitales con las zonas rurales, a fin de disminuir los costos
y mejorar la calidad del sistema estatal de atencio´n sanitaria.
En Noruega existen ma´s de 300 aplicaciones de telemedicina en centros de salud basadas en videoconferencia
con un ancho de banda de 384 Kbps. La videoconferencia es igualmente utilizada para teleeducacio´n entre
me´dicos, enfermeras, fisioterapeutas y otros. Los servicios en tiempo diferido comienzan a reemplazar los de
tiempo real ya que permiten una adaptacio´n ma´s eficaz en el medio laboral de los profesionales de la salud.
En Espan˜a, el Ministerio de Sanidad y Consumo definio´ el Plan de telemedicina del INSALUD, el cual
marca las pautas para el desarrollo de la telemedicina. La mayor´ıa de las experiencias giran en torno a
la telerradiolog´ıa y se llevan a cabo importantes experiencias en televigilancia y teleatencio´n. A nivel de
cooperacio´n con los pa´ıses de Hispanoame´rica, Espan˜a cuenta con programas como el Programa EHAS
(Enlace Hispano Americano de Salud) creado en 1997 entre la Universidad Polite´cnica de Madrid y la
ONGD Ingenier´ıa Sin Fronteras, con la intencio´n de ofrecer posibilidades de comunicacio´n de bajo costo (a
trave´s de radios convencionales de HF y VHF ) y servicios de acceso a informacio´n para el personal de salud
en las zonas rurales de Ame´rica Latina donde no ha llegado el servicio de telefon´ıa convencional.
En Japo´n el 70% de las pruebas fueron interrumpidas debido, principalmente, a la falta de reembolso por
los planes estatales de seguros de salud.
En Australia los proyectos de telemedicina que han sido puestos a punto dentro de un ambiente artificial
(desarrollados por razones pol´ıticas o administraciones centrales) han fracasado debido al intento de ins-
taurar telecentros independientes de instituciones de salud o servicios de emergencia, en los cuales el grupo
beneficiado no es el principal conductor del proyecto.
En Colombia encontramos variadas experiencias. Una de las experiencias privadas ma´s importantes a nivel
mundial ha sido la de teleradiolog´ıa entre el Seguro Social y la empresa VTG (Vision Technology Group)
[86]: realizaron ma´s de 160.000 estudios anuales a nivel de la capital. De esta experiencia podemos sacar
una conclusio´n importante: los costos implantacio´n y de funcionamiento se deben estudiar muy bien para
garantizar la sostenibilidad de un proyecto; VTG cerro´ por banca rota. Existen otras tres grandes experiencias
a nivel de investigacio´n en universidades y centros de investigacio´n: disen˜o de redes jerarquizadas a nivel
departamental, desarrollo de software con manejo de historias cl´ınicas y compatible DICOM, servicio a
comunidades remotas en diversas especialidades me´dicas [85].
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3.8. Criterios de fidelidad y medidas de error
En los sistemas de compresio´n de ima´genes con pe´rdida es necesario, adema´s de las medidas de compresio´n,
medidas de error o criterios de fidelidad para poder determinar cua´l es la calidad de la imagen reconstruida.
Calidad versus costo
La medida de fidelidad o carencia de la misma entre un vector de entrada y su reproduccio´n, se asume que
tiene una medida de distorsio´n d(x, y) ≥ 0 definido para cada medidas posibles x, y; d(x, x̂), la distorsio´n o
el resultado de la pe´rdida si una entrada original x es reproducida como x̂. El objetivo general de un sistema
de compresio´n es mantener la distorsio´n y la tasa de bits pequen˜a. La medida de distorsio´n no necesita ser
una me´trica, pero idealmente debe poseer las siguientes propiedades:
– Debe ser fa´cil de calcular as´ı que la distorsio´n pueda ser monitoreada fa´cilmente.
– Deber ser tratable para ana´lisis teo´rico as´ı que el desempen˜o pueda ser predecido y optimizado para
modelos parame´tricos tales como fuentes Gaussianas.
– Debe ser significativo en la aplicacio´n deseada,
Una sola medida no logra satisfacer todas las propiedades mencionadas, aunque ampliamente es usado el
error de distorsio´n cuadra´tico definido por
d(x, y) = ‖x− y‖2 =
k−1∑
l=0
|xl − yl|2 ,
donde x = (x0, x1, ...., xk−1), el cual satisface las dos primeras propiedades y ocasionalmente correlaciona
con la tercera. Desafortunadamente, la medida de distorsio´n que ha de ser encontrada debe ser una buena
medida de la calidad percibida en voz e ima´genes a menudo ha resultado bastante complicada y ha care
usualmente en las primeras dos propiedades
Se definen entonces dos criterios de fidelidad: objetivos y subjetivos.
3.8.1. Criterios objetivos
Los criterios objetivos o cuantitativos esta´n referidos, a cuando es posible expresar las pe´rdidas como una
funcio´n de imagen de entrada y de salida comprimida y que posteriormente se descomprime. Entre ellos
esta´n:
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3.8.2. Error cuadra´tico medio (MSE: Mean Square Error)
Sean I e I ′ dos ima´genes de N ×M tal que I ′ es una aproximacio´n de I. Se define como:
MSE(I, I ′) =
√√√√ 1
NM
N−1∑
i=0
M−1∑
j=0
∣∣Ii,j − I ′i,j∣∣2 (3.1)
3.8.3. Relacio´n sen˜al a ruido (SNR: Signal to Noise Ratio)
Se define de la siguiente manera:
SNR(I, I ′) =
N−1∑
i=0
M−1∑
j=0
∣∣I ′i,j∣∣2
N−1∑
i=0
M−1∑
j=0
∣∣Ii,j − I ′i,j∣∣2 (3.2)
3.8.4. Ma´xima tasa de sen˜al a ruido (PSNR: Peak signal to Noise Ratio)
Se define como:
PSNR(I, I ′) = 10 · log10
(
2552
MSE(I, I ′)2
)
(3.3)
3.8.5. Correlacio´n Cruzada (CC)
Mide el grado de dependencia estad´ıstica entre las dos ima´genes. Esta´ dada por:
CC(I, I ′) =
N−1∑
i=0
M−1∑
j=0
∣∣Ii,j · I ′i,j∣∣2√
N−1∑
i=0
M−1∑
j=0
|Ii,j |2
√
N−1∑
i=0
M−1∑
j=0
∣∣I ′i,j∣∣2
(3.4)
3.8.6. Criterios subjetivos
Para el uso de criterios subjetivos o cualitativos, es necesario conseguir un grupo de observadores expertos
(me´dicos especialistas), encargados de analizar y comparar las ima´genes originales y las ima´genes procesadas
en un orden indeterminado, proporcionando su opinio´n sobre la calidad visual de las mismas. La calidad de
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la imagen obtenida es determinada por el especialista con la ayuda de un conjunto de criterios de valoracio´n
representados en una escala que va del 5 para una imagen sin degradacio´n perceptible, a 0 para una imagen
con una calidad extremadamente mala (Tabla 3.4).
Nivel Valoracio´n Descripcio´n
0 No utilizable Imagen de pe´sima calidad, con degradaciones muy definidas
1 Insuficiente Imagen de baja calidad, no se debe analizar
2 Marginal Imagen con degradaciones apreciables, dificulta su estudio
3 Aceptable Imagen con poca degradacio´n considerable, puede ser analizada
4 Buena Imagen de calidad, sin degradaciones considerables
5 Excelente Imagen de alta calidad, sin degradacio´n
Tabla 3.4: Criterios de evaluacio´n subjetiva
Cap´ıtulo 4
Marco experimental
El experimento se realiza de acuerdo al diagrama que se presenta en la figura 4.1. Es importante resaltar que
la metodolog´ıa desarrollada para seleccionar la wavelet madre adecuada, u´nicamente hace parte del estudio
de ima´genes radiolo´gicas de rayos X.
4.1. Base de datos
El estudio se realizo´ empleando ima´genes Radiolo´gicas previamente digitalizadas (base de datos) y sumi-
nistradas por la Universidad del Valle y el grupo de Telesalud de la Universidad de Caldas. Las placas
radiogra´ficas fueron digitalizadas en una ca´mara fotogra´fica SONY - DCS F717 de 5 megap´ıxeles en escala
de grises (8 bits), con resolucio´n de 300 p´ıxels/pulg., las cuales incluyen: radiograf´ıas de torax y radiograf´ıas
de huesos. Los formatos utilizados para el almacenamiento y creacio´n de la base de datos de las ima´genes
sin comprimir son: .bmp y .raw
Las ima´genes se editaron empleando el programa Photoshop 7.0; el resultado son ima´genes de taman˜o
512× 512 p´ıxeles, para un taman˜o de 256KB.
4.2. Eleccio´n de los modelos de representacio´n en compresio´n de
ima´genes
Se realiza un ana´lisis de las wavelets empleadas en compresio´n de ima´genes. Se eligio´ las wavelets bioor-
togonales, las cuales muestran el mejor desempen˜o [69], [87]. En la tabla 4.1 se muestran las 15 wavelets
bioortogonales empleadas denotadas como Bior Nd. Nr, donde, Nd, representa el orden del filtro de descom-
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Figura 4.1: Metodolog´ıa empleada para la seleccio´n de la wavelet
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No. Wavelet No. Wavelet No. Wavelet
Bioortogonal Bioortogonal Bioortogonal
1 1.1 6 2.6 11 3.7
2 1.3 7 2.8 12 3.9
3 1.5 8 3.1 13 4.4
4 2.2 9 3.3 14 5.5
5 2.4 10 3.5 15 6.8
Tabla 4.1: Wavelets empleadas para la compresio´n de ima´genes radiolo´gicas
posicio´n (ana´lisis), mientras que Nr representa el orden del filtro de reconstruccio´n (s´ıntesis).
4.3. Codificacio´n subbanda
La codificacio´n subbanda (SBC: Subband Coding) se fundamenta en la divisio´n de la banda de frecuencias de
una sen˜al y la codificacio´n de cada banda de acuerdo con su estad´ıstica y las especificaciones de compresio´n.
Sus ventajas se resumen en la posibilidad de asignar un diferente nu´mero de bits para codificar cada banda
y en el confinamiento del error de codificacio´n dentro de la banda [17].
Hay dos componentes fundamentales en la codificacio´n subbanda: el sistema de filtros y la cuantizacio´n
usando localizacio´n de bits [40]. El proceso se puede repetir de forma iterativa para obtener a´rboles de
filtros de mayor profundidad. En el decodificador se decodifican las sen˜ales subbanda, se sobremuestrean, se
procesan por medio del bando de filtros de s´ıntesis y se suman para obtener la imagen reconstruida.
4.4. Descomposicio´n multiresolucio´n
Cada imagen se descompone en un nu´mero determinado de niveles l. La calidad de la imagen depende de
la eleccio´n de e´ste. El nu´mero de descomposiciones determina la resolucio´n al ma´s bajo nivel en el dominio
wavelet.
El nivel de descomposicio´n de la wavelet puede ser calculado mediante l = log2N , donde N es el taman˜o
de la fila en la imagen a comprimir, siendo e´ste el nivel ma´ximo posible; aunque se puede modificar si se
desea un nivel inferior. Para el caso de las ima´genes de prueba (taman˜o 512× 512 p´ıxels), el valor ma´ximo
de descomposicio´n l = 9.
El incremento del nu´mero de niveles de descomposicio´n l, permite decorrelacionar ma´s los datos y por tanto
Compresio´n de Ima´genes Radiolo´gicas Empleando Transformada Wavelet 95
una mejor calidad en la imagen reconstruida, sin embargo un gran nu´mero de descomposiciones causa la
pe´rdida de la eficiencia del algoritmo de codificacio´n, debido a la complejidad computacional; adema´s el
PSNR tiende a saturarse para un gran nu´mero de niveles de descomposicio´n [54].
4.5. Esquemas de codificacio´n de coeficientes wavelet
Las ima´genes se comprimieron utilizando los codificadores wavelet SPIHT y EZW cuyo funcionamiento se
explica en la seccio´n 2.6 del cap´ıtulo 2 (Compresio´n de ima´genes basado en wavelet). El algoritmo SPIHT
sin codificacio´n aritme´tica (igual que el algoritmo original [62]), es una versio´n implementada por Jin Tiang
como parte de su proyecto de tesis de grado en GuangZhou, P. R. China., Jul. 1999, al que u´nicamente hubo
que realizar algunas modificaciones. Resultados de algunos trabajos confirman que el uso de un codificador
aritme´tico puede ser evitado, especialmente en el caso de las ima´genes de 16 bpp donde ambos compreso-
res alcanzan la misma tasa de compresio´n promedio. En cuanto a velocidad de procesamiento SPIHT es
aproximadamente un 25% ma´s ra´pido que SPIHT con codificacio´n aritme´tica (SPIHT+arith) [4].
El algoritmo SPIHT plantea un inconveniente. Cuando los planos de bits menos significativos son codificados,
la ocurrencia de zerotrees es muy poco probable y SPIHT es ma´s redundante que enviar los planos sin
codificar. Por este motivo, en la mayor´ıa de las ima´genes, SPIHT se usa so´lo hasta el segundo o tercer plano
de bits. De esta forma se acelera la compresio´n y se reduce el taman˜o del archivo comprimido. Adema´s, la
relacio´n sen˜al/ruido en estos planos de bits es muy baja y su transmisio´n progresiva no mejora la calidad
visual de la reconstruccio´n [4].
Los para´metros que se pueden modificar en el algoritmo son: funcio´n wavelet madre para la representacio´n
de la imagen, nivel de descomposicio´n de la imagen a comprimir y la tasa de bits (bits por p´ıxel) requerida.
4.6. Ana´lisis de la eficiencia y efectividad de compresio´n
Para determinar la eficiencia y efectividad de los algoritmos de compresio´n se utilizo´ las diferentes medidas
de compresio´n descritas en la seccio´n 1.4, como son: Longitud media por s´ımbolo (LS), factor o razo´n de
compresio´n (X : 1), compresio´n relativa (CR), taman˜o comprimido relativo (TR) y factor de me´rito (p).
Adema´s se empleo´ los criterios de fidelidad y medidas de error tanto objetivos como subjetivos empleados en
compresio´n de ima´genes. Dentro de los criterios de evaluacio´n objetiva esta´n: Relacio´n sen˜al a ruido (SNR),
error cuadra´tico medio (MSE), relacio´n sen˜al a ruido pico (PSNR) y correlacio´n cruzada (CC).
El estudio del criterio de fidelidad subjetivo se realizo´ gracias a la ayuda del grupo de Telesalud de la
Universidad de Caldas, donde un me´dico especialista en radiolog´ıa hizo una interpretacio´n de las placas
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radiogra´ficas de manera presencial para dar un diagno´stico espec´ıfico y determinar con base en la tabla de
criterios de evaluacio´n subjetiva (tabla 3.4) la valoracio´n del proceso de compresio´n de las ima´genes. De igual
forma otro me´dico especialista en radiolog´ıa hizo una interpretacio´n de las ima´genes transmitidas con base
en los mismos criterios.
4.7. Metodolog´ıa de prueba, toma de datos y resultados
Para realizar la toma de datos, se emplearon 50 ima´genes de taman˜o 512× 512 (256KB) procedentes de la
base de datos. Cada una de ellas fueron comprimidas empleando 15 wavelets biortogonales (Tabla 4.1) del
toolbox de Matlab. La toma de datos se hizo de la siguiente manera:
Las ima´genes se comprimieron para una tasa de bits espec´ıfica, comenzando desde 0.1 bpp hasta 0.9 bpp
(siendo las tasas bajas las de menor resolucio´n y las de menor tiempo de procesamiento). El nivel de descom-
posicio´n wavelet se fija de acuerdo a los requerimientos de la imagen, para una primera prueba se eligio´ el
nivel ma´ximo (9 para ima´genes de 512× 512). En [88], [87], [1], emplean un nivel de descomposicio´n l = 5,
como el nivel de descomposicio´n adecuado. En cada una de las ima´genes se hace un proceso de evaluacio´n para
determinar la efectividad y eficiencia del algoritmo por medio de los criterios mencionados anteriormente.
A medida que se incrementa la tasa de bits los resultados mejoran tanto en la evaluacio´n objetiva como
subjetiva y de igual manera el tiempo de procesamiento se incrementa. La figura 4.2 muestra la relacio´n que
existe entre la tasa de bits y el PSNR de la imagen comprimida. Para valores menores a 0.4 bpp, las ima´genes
comprimidas se consideran que no son aceptables.
En las tablas 4.2 y 4.3 se muestran algunos resultados de medidas de compresio´n y medidas de distorsio´n
y error tanto objetivos como subjetivos para una tasa de bits de 0.5 bpp. Con base en estos resultados se
considera en primera instancia que una tasa 0,5 bpp y con las wavelets Bior 2,4, 4,4, 5,5 y 6,8 se obtienen
los mejores resultados para la compresio´n de ima´genes radiolo´gicas.
De igual manera en las mismas tablas se comparan los dos algoritmos de compresio´n wavelets empleados
(EZW y SPIHT ), siendo el algoritmo de compresio´n SPIHT el de mejor desempen˜o. Con base en esto, las
pruebas siguientes se llevaron a cabo utilizando el algoritmo SPIHT. Semejante a los resultados mostrados
en [62], los resultados de la tabla 4.3 muestran que el algoritmo SPIHT es superior en aproximadamente 1
dB sobre el algoritmo EZW, para cada una de las ima´genes de prueba.
Si se observa las medidas de compresio´n y criterios de error, nos podemos dar cuenta que aunque existe
diferencia entre los dos algoritmos, e´sta diferencia es poco apreciable, es por esto que cuando se va a llevar
a cabo el criterio de fidelidad subjetivo no se alcanza a percibir los cambios entre las ima´genes, solo en
un cambio brusco en la tasa de bits (por ejemplo de 0.4 a 0.8 bpp), se logra encontrarla. En la medida de
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Figura 4.2: Relacio´n de tasa de bits (bpp) con PSNR (dB)
Wavelet Imagen Factor de Compresio´n Factor de Porcentaje
Bioortogonal Comprimida Compresio´n (X : 1) Relativa (CR) Merito p(%) Comprimido (%)
SPIHT EZW SPITH EZW SPIHT EZW SPIHT EZW SPIHT EZW
1.1 16,0 17,7 16,00:1 14,46:1 0,938 0,931 6,3 6,9 93,750 93,086
1.3 16,8 18,2 15,24:1 14,07:1 0,934 0,929 6,6 7,1 93,438 92,891
1.5 16,3 18,0 15,71:1 14,22:1 0,936 0,930 6,4 7,0 93,633 92,969
2.2 16,1 17,0 15,90:1 15,06:1 0,937 0,934 6,3 6,6 93,711 93,359
2.4 16,4 17,1 15,61:1 14,97:1 0,936 0,933 6,4 6,7 93,594 93,320
2.6 16,8 18,2 15,24:1 14,07:1 0,934 0,929 6,6 7,1 93,438 92,891
2.8 16,9 18,4 15,15:1 13,91:1 0,934 0,928 6,6 7,2 93,398 92,813
3.1 16,8 18,2 15,24:1 14,07:1 0,934 0,929 6,6 7,1 93,438 92,891
3.3 16,3 17,1 15,71:1 14,97:1 0,936 0,933 6,4 6,7 93,633 93,320
3.5 16,4 17,1 15,61:1 14,97:1 0,936 0,933 6,4 6,7 93,594 93,320
3.7 16,4 17,1 15,61:1 14,97:1 0,936 0,933 6,4 6,7 93,594 93,320
3.9 16,5 17,5 15,52:1 14,63:1 0,936 0,932 6,4 6,8 93,555 93,164
4.4 16,5 17,5 15,52:1 14,63:1 0,936 0,932 6,4 6,8 93,555 93,164
5.5 16,9 18,4 15,15:1 13,91:1 0,934 0,928 6,6 7,2 93,398 92,813
6.8 16,7 18,0 15,33:1 14,22:1 0,935 0,930 6,5 7,0 93,477 92,969
Tabla 4.2: Desempen˜o de los algoritmos SPIHT y EZW basado en las medidas de compresio´n; taman˜o de
la imagen 512× 512 (256KB) y tasa = 0,5 bpp
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Wavelet Taman˜o MSE PSNR (dB) Correlacio´n Valoracio´n Subjetiva
Bioortogonal Imagen (KB) SPIHT EZW SPITH EZW SPIHT EZW SPITH EZW
1.1 256 6,425 8,350 40,052 38,914 0,9954 0,9934 4 4
1.3 256 11,098 13,023 37,678 36,984 0,9950 0,9930 4 4
1.5 256 7,135 9,060 39,597 38,560 0,9951 0,9931 4 4
2.2 256 4,496 6,580 44,301 39,949 0,9958 0,9938 5 5
2.4 256 2,414 4,339 44,304 41,757 0,9959 0,9939 5 5
2.6 256 2,467 4,392 44,209 41,704 0,9970 0,9951 5 5
2.8 256 2,485 3,720 44,179 42,425 0,9956 0,9937 5 5
3.1 256 2,534 3,520 44,093 42,665 0,9949 0,9929 5 5
3.3 256 3,950 5,870 42,165 40,444 0,9976 0,9956 5 5
3.5 256 2,834 4,760 43,607 41,355 0,9952 0,9940 5 5
3.7 256 2,651 4,577 43,897 41,525 0,9953 0,9933 5 5
3.9 256 2,596 4,521 43,988 41,578 0,9954 0,9993 5 5
4.4 256 2,043 3,954 45,028 42,160 0,9961 0,9941 5 5
5.5 256 2,424 4,349 44,285 41,747 0,9971 0,9951 5 5
6.8 256 1,979 3,904 45,166 42,216 0,9975 0,9955 5 5
Tabla 4.3: Desempen˜o de los algoritmos EZW y SPIHT con base en las medidas de error, tasa = 0,5 bpp
correlacio´n se puede notar que existe gran similitud entre cada una de ellas y solo tomando ma´s de tres cifras
decimales en la medida se nota d¡la diferencia.
De la primera prueba se tiene una referencia sobre el comportamiento de las diferentes wavelets madre en la
compresio´n de ima´genes, y la tasa de bits adecuadas para las mismas. A pesar de los resultados obtenidos
aqu´ı, no existe la informacio´n suficiente como para definir la eleccio´n de estos para´metros (tasa de bits,
wavelet madre), por tanto fueron necesarias pruebas adicionales que confirman los primeros resultados.
En la tabla 4.4, se muestran las wavelets biortogonales cuyo desempen˜o en cuanto a criterios de fidelidad
fueron las mejores. En la figura 4.3 se muestra 3 ima´genes comprimidas empleando la wavelet Bior 6,8
con tasas0,4, 0,5y0,6 bpp. Haciendo un ana´lisis subjetivo de las ima´genes, a primera vista es dif´ıcil notar
la diferencia que existe entre ellas, solo observaciones exhaustivas por parte de personal calificado podr´ıan
notar los cambios que representan cada tasa de compresio´n. La siguiente prueba consistio´ en modificar el
nivel de descomposicio´n wavelet dejando fijo la tasa de bits en 0.5 bpp. Se comprime nuevamente todas las
ima´genes variando los niveles de descomposicio´n desde l = 3 hasta l = 9.
Uno de los objetivos en esta prueba es la de minimizar el tiempo computacional en el procesamiento de las
ima´genes. Los resultados confirman nuevamente que para compresio´n de ima´genes radiolo´gicas, las mejores
wavelets en cuanto a criterios de error, son la Bior 2,4, 5,5, 4,4 y 6,8 y el nivel de descomposicio´n que mejor
representa la imagen a un costo computacional bajo es l = 4 y l = 5. En la tablas 4.5 y 4.6 se muestran algunos
resultados. Las siguientes pruebas consistieron en repetir el experimento varias veces con el fin de verificar
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Wavelet MSE PSNR Correlacio´n
Bioortogonal 0.4 0.5 0.6 0.4 0.5 0.6 0.4 0.5 0.6
2.4 2.0352 1.8261 1.6646 45.045 45.516 45.918 0.99986 0.99989 0.99991
5.5 2.0274 1.8283 1.6947 45.061 45.51 45.84 0.99986 0.99989 0.9999
4.4 1.9304 1.7243 1.5597 45.274 45.765 46.2 0.99988 0.9999 0.99992
6.8 1.9163 1.7072 1.5434 45.306 45.808 46.246 0.99988 0.9999 0.99992
Tabla 4.4: Medidas de error con las wavelets seleccionadas a un nivel de descomposicio´n ma´ximo (l = 9),
tasas = 0,4, 0,5, 0,6 bpp
Figura 4.3: Ima´genes comprimidas empleando la Wavelet bior. 6.8
Wavelet MSE PSNR Correlacio´n
Bioortogonal dB
2.4 2.6238 43.942 0.99982
5.5 2.6830 43.845 0.99981
4.4 2.4710 44.202 0.99984
6.8 2.4066 44.317 0.99985
Tabla 4.5: Resultados con nivel de descomposicio´n l = 4, tasa = 0,5 bpp
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Wavelet MSE PSNR Correlacio´n
Bioortogonal dB
2.4 2.1290 44.849 0.99988
5.5 2.0560 45.001 0.99989
4.4 1.9743 45.177 0.99990
6.8 1.9655 45.196 0.99990
Tabla 4.6: Resultados con nivel de descomposicio´n l = 5, tasa = 0,5 bpp
que los resultados obtenidos anteriormente se llevaron a cabo de manera correcta. El resultado de estos
experimentos muestra que un nivel l = 4 con una tasa de 0.5 bpp se considera adecuado (todos los resultados
se analizan con base en las medidas de compresio´n y los criterios de fidelidad y error) en la compresio´n de
ima´genes radiolo´gicas. Con un mayor nu´mero de datos y con base en los criterios de evaluacio´n se selecciona
nuevamente a partir de las 4 antes mencionadas, dos de las wavelets bioortogonales de mejor desempen˜o
Bior 4,4 y Bior 6,8. La primera es utilizada y reportada en varias publicaciones [20], [62], [52], [69], [51] y
con la cual trabaja el esta´ndar JPEG2000, conocida como la bioortogonal 9/7.
Otra prueba adicional que sustenta mejor la eleccio´n de la tasa de bits adecuada para la compresio´n se
llevo´ a cabo dejando un valor fijo del nivel de descomposicio´n wavelet previamente analizado, y se comienza
a modificar tanto la tasa de bits como las wavelets madre bioortogonales empleadas. Se compararon con
los resultados previos y de igual manera se afirma nuevamente que la tasa de bits adecuada, el nivel de
descomposicio´n y las wavelets que mejor representan a las ima´genes radiolo´gicas son respectivamente: 0.5
bpp, l = 4 y wavelets Bior 4,4 y Bior 6,8.
Las tablas 4.7, 4.8, 4.9 y 4.10, muestran algunos resultados de las medidas de error para dos ima´genes
distintas con un nivel fijo de descomposicio´n l = 5 y l = 6 respectivamente, variando la tasa de bits desde 0.4
bpp hasta 0.9 bpp respectivamente. En esta prueba sigue siendo la wavelet bioortogonal 6.8 la ma´s adecuada
para representar las ima´genes radiolo´gicas. Como se puede observar en la tabla 4.11 donde se muestra los
Wavelet MSE PSNR Correlacio´n
Bioortogonal 0,4 0,5 0,6 0,4 0,5 0,6 0,4 0,5 0,6
2.4 1,54081 1,39855 1,25092 46,2533 46,6740 47,1585 0,999966 0,999972 0,999977
4.4 1,47766 1,32290 1,18634 46,4351 46,9155 47,3887 0,999968 0,999975 0,999980
5.5 1,56912 1,38599 1,23422 46,1742 46,7132 47,2169 0,999964 0,999972 0,999978
6.8 1,45912 1,30316 1,18066 46,4899 46,9808 47,4096 0,999969 0,999975 0,999980
Tabla 4.7: Medidas de error con las wavelets seleccionadas con nivel de descomposicio´n l = 5, tasas =
0,4, 0,5, 0,6 bpp
Compresio´n de Ima´genes Radiolo´gicas Empleando Transformada Wavelet 101
Wavelet MSE PSNR Correlacio´n
Bioortogonal 0,7 0,8 0,9 0,7 0,8 0,9 0,7 0,8 0,9
2.4 1,16415 1,09023 1,02290 47,4707 47,7556 48,0325 0,999980 0,999983 0,999985
4.4 1,10186 1,03206 0,96095 47,7095 47,9937 48,3038 0,999982 0,999985 0,999987
5.5 1,14759 1,08620 1,03706 47,5330 47,7717 47,9728 0,999981 0,999983 0,999984
6.8 1,09309 1,02617 0,95342 47,7442 48,0186 48,3380 0,999983 0,999985 0,999987
Tabla 4.8: Medidas de error con las wavelets seleccionadas con nivel de descomposicio´n l = 5, tasas =
0,7, 0,8, 0,9 bpp
Wavelet MSE PSNR Correlacio´n
Bioortogonal 0,4 0,5 0,6 0,4 0,5 0,6 0,4 0,5 0,6
2.4 2,02610 1,79922 1,63608 45,0642 45,5800 45,9928 0,999894 0,999917 0,999931
4.4 1,90235 1,68183 1,50837 45,3379 45,8730 46,3457 0,999907 0,999927 0,999941
5.5 1,98651 1,77564 1,64815 45,1499 45,6373 45,9608 0,999898 0,999919 0,999930
6.8 1,88372 1,65935 1,48723 45,3806 45,9314 46,4070 0,999909 0,999929 0,999943
Tabla 4.9: Medidas de error con las wavelets seleccionadas con nivel de descomposicio´n, l = 6, tasas =
0,4, 0,5, 0,6 bpp
resultados de las medidas de error para las wavelets bioortogonales elegidas empleando diferentes niveles
de descomposicio´n wavelet de la imagen, con tasa de bits fija, a medida que se incrementa el nivel de
descomposicio´n wavelet de la imagen, se mejora objetivamente la calidad de la misma, tal como lo hace
cuando se incrementa la tasa de bits como se mostro´ en tablas anteriores. A medida que se incrementa el
nivel de descomposicio´n wavelet, la diferencia en medidas de distorsio´n y error entre las wavelets Bior 4,4 y
Bior 6,8 en ma´s notoria.
A continuacio´n se muestra el comportamiento de las diferentes wavelets empleadas en la compresio´n, con
base en las medidas de error (PSNR, MSE ), respecto a la tasa de bits, para algunas ima´genes.
En la figura 4.4, se puede observar que la curva de crecimiento del PSNR a medida que aumenta la tasa
de bits es uniforme para las 3 wavelets bioortogonales (Bior 1,1, Bior 1,3 y Bior 1,5) y siempre (todas las
pruebas realizadas), la Bior 1,1 presenta el de mejor desempen˜o.
En la figura 4.5, el crecimiento del PSNR respecto a la tasa de bit sigue siendo uniforme para las cuatro
wavelets bioortogonales (bior 2,2, bior 2,4, bior 2,6 y bior 2,8). Aunque gra´ficamente es dif´ıcil ver las dife-
rencias entre ellas, la Bior 2,4, en todas las pruebas es la de mejor desempen˜o. Es importante notar que
las Bior 2.Nr, son ma´s adecuadas que las Bior 1.Nr para la compresio´n de ima´genes radiolo´gicas. Esto se
puede observar en las tablas 4.3, 4.12.
Para las Bior 3.Nr (4.6), sigue conserva´ndose la uniformidad en el crecimiento de la curva del PSNR a medida
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Wavelet MSE PSNR Correlacio´n
Bioortogonal 0,7 0,8 0,9 0,7 0,8 0,9 0,7 0,8 0,9
2.4 1,47203 1,34475 1,25496 46,4517 46,8444 47,1445 0,999944 0,999953 0,999959
4.4 1,37460 1,25416 1,16629 46,7490 47,1473 47,4628 0,999951 0,999959 0,999965
5.5 1,43186 1,30463 1,21986 46,5718 46,9759 47,2677 0,999947 0,999956 0,999962
6.8 1,36165 1,24105 1,15043 46,7901 47,1929 47,5222 0,999952 0,999960 0,999966
Tabla 4.10: Medidas de error con las wavelets seleccionadas con nivel de descomposicio´n, l = 6, tasas =
0,7, 0,8, 0,9 bpp
Wavelet MSE PSNR Correlacio´n
Bioortogonal 3 4 5 3 4 5 3 4 5
2.4 1.3483 1.5355 1.6925 45.846 46.268 46.833 0.99995 0.99996 0.99996
5.5 1.3297 1.5901 1.7126 45.794 46.116 46.893 0.99995 0.99996 0.99996
4.4 1.2755 1.4444 1.5839 46.134 46.135 47.074 0.99996 0.99996 0.99997
6.8 1.2719 1.4276 1.5835 46.135 46.585 47.086 0.99996 0.99996 0.99997
Tabla 4.11: Medidas de error para niveles de descomposicio´n diferentes. l = 3, 4, 5; tasa = 0,6 bpp
Figura 4.4: Evaluacio´n comparativa con diferentes wavelets
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Figura 4.5: Evaluacio´n comparativa con diferentes wavelets
que se incrementa la tasa de bits, siendo la Bior 3,1 la de peor desempen˜o. Los resultados demuestran que
las Bior 2.Nr, siguen siendo las ma´s adecuadas frente a las anteriores (Bior 1.Nr, Bior 3.Nr).
Por u´ltimo, a pesar de la uniformidad de la respuesta del PSNR de las wavelets bioortogonales Bior 4,4,
Bior 5,5 y Bior 6,8, conforme crece la tasa de bits, se puede ver que la Bior 5,5 se comporta mejor que
las dema´s para tasas de bits pequen˜as, del orden de 0,1 a 0,3 aproximadamente. De aqu´ı en adelante las
Bior 4,4 y Bior 6,8 superan su desempen˜o. Como ya se mostro´ en tablas anteriores, las Bior 5,5, 2,4, 4,4, y
6,8 corresponden a las wavelets que mejor desempen˜o obtuvieron, y siendo ma´s estrictos en la seleccio´n, las
Bior 4,4 y 6,8 superan a las dema´s, segu´n los criterios que se utilizaron para su evaluacio´n.
De igual manera el estudio realizado para medir la calidad de la imagen comprimida mediante el criterio
de error PSNR, se realizo´ con el MSE, para cada una de las ima´genes involucradas en el trabajo. Aqu´ı se
presentan algunos resultados que muestran un comportamiento general de las ima´genes de prueba utilizadas.
La figura 4.8, muestra el comportamiento del MSE a medida que se incrementa la tasa de bits para las
primeras wavelets bioortogonales (Bior 1,1, Bior 1,3 y Bior 1,5). Para tasas de bits bajas, la Bior 1,1,
presenta un valor del error inferior (aproximadamente la mitad) a las dema´s wavelets bioortogonales. A
medida que se incrementa la tasa de bits, los valores del error MSE, van convergiendo a un mismo valor.
Para el caso de las wavelets Bior 2.Nr, el comportamiento del MSE (Figura 4.9), es muy similar, y de igual
manera convergen a un valor muy cercano cuando la tasa de bits tiende a 0,9 bpp.
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Figura 4.6: Evaluacio´n comparativa con diferentes wavelets
Figura 4.7: Evaluacio´n comparativa con diferentes wavelets
Compresio´n de Ima´genes Radiolo´gicas Empleando Transformada Wavelet 105
Figura 4.8: Evaluacio´n comparativa con diferentes wavelets
Figura 4.9: Evaluacio´n comparativa con diferentes wavelets
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La figura 4.10, muestra el comportamiento del las wavelets Bior 3.Nr. Para e´ste caso, las curva que describe
el error MSE con base en el incremento de la tasa de bits, difieren para tasas bajas, siendo la Bior 3,5, la
de mejor desempen˜o y la Bior 3,1 la de pobre desempen˜o.
Figura 4.10: Evaluacio´n comparativa con diferentes wavelets
Por u´ltimo observando la curva caracter´ıstica del MSE para las wavelets Bior 4,4, Bior 5,5 y Bior 6,8
(4.11), se puede notar que existe, al igual que las Bior 2.Nr, cierto comportamiento similar durante todos
los valores de tasa de bits analizados. Aunque la wavelet de mejor desempen˜o obtenido en esta trabajo es la
bioortogonal (Bior 6,8), para tasas de bits bajas, otras wavelets presentan el mejor desempen˜o.
En las figuras 4.12 y 4.13 se muestra una imagen comprimida a diferentes tasas de bits, comenzando desde
0.1 bpp hasta 0,9. A partir de 0.5 bpp en adelante es dif´ıcil notar diferencias subjetivas en la imagen. Se puede
notar algo de diferencia cuando se comparan tasas de bits alejadas, por ejemplo, una imagen comprimida a
una tasa de 0,5 bpp con una de 0,8 o 0,9. En [4] se afirma que las diferencias son insignificantes a partir de
tasas de bits de 1 bpp en adelante.
En las tablas 4.12 y 4.13 se muestra algunos valores de medidas de error, para varias ima´genes comprimidas a
diferentes tasas de bits, con cada una de las wavelets bioortogonales. Nuevamente los resultados verifican una
vez ma´s que la wavelet Bior 6,8 consigue los mejores resultados basado en las medidas de calidad objetiva
de las ima´genes radiolo´gicas en escala de grises, para los algoritmos estudiados anteriormente.
Es importante resaltar que el criterio de evaluacio´n subjetiva realizado por personal especializado, es de
gran importancia y es considerado el factor ma´s importante a la hora de dar un concepto sobre la calidad
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Figura 4.11: Evaluacio´n comparativa con diferentes wavelets
de las ima´genes comprimidas. Adema´s como se menciono´ anteriormente, el estudio so´lo se llevo a cabo con
muestras de imagen de radiolog´ıa de rayos X, sin embargo no se descarta la posibilidad que la funcio´n madre
wavelet seleccionada en este trabajo, funcione de igual manera para otro tipo de ima´genes radiolo´gicas.
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Figura 4.12: Transmisio´n progresiva de una imagen comprimida a una tasa de: (a) Original, (b) 0.1 bpp, (c)
0.2 bpp, (d) 0.3 bpp, (e) 0.4 bpp, (f) 0.5 bpp
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(i) (j)
Figura 4.13: Transmisio´n progresiva de una imagen comprimida a una tasa de: (g) 0.6 bpp, (h) 0.7 bpp, (i)
0.8 bpp, (j) 0.9 bpp
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Wav. Bior. SNR MSE PSNR Correlacio´n T. bits (bpp)
1.1 1809,74967 3,976256 42,13606 0,999724 0,4
1.3 1487,8341 4,385955 41,710162 0,999664 0,4
1.5 1408,82366 4,507615 41,591336 0,999645 0,4
2.2 3483,19649 2,865957 43,558106 0,999856 0,4
2.4 3392,47054 2,904711 43,499774 0,999853 0,4
2.6 3322,4166 2,934802 43,455016 0,99985 0,4
2.8 3266,86207 2,959604 43,418467 0,999847 0,4
3.1 1666,37269 4,144091 41,956511 0,9997 0,4
3.3 2576,82063 3,332458 42,903157 0,999806 0,4
3.5 2755,52707 3,221947 43,04962 0,999819 0,4
3.7 2822,12851 3,184949 43,099779 0,999823 0,4
3.9 2824,31483 3,183167 43,102209 0,999823 0,4
4.4 3444,6377 2,881669 43,534363 0,999855 0,4
5.5 3406,56716 2,89782 43,51009 0,999853 0,4
6.8 3528,29665 2,847304 43,586465 0,999858 0,4
1.1 2576,63013 3,332292 42,903373 0,999806 0,5
1.3 2168,80337 3,632281 42,529009 0,999769 0,5
1.5 1993,87668 3,788733 42,345863 0,999749 0,5
2.2 4937,76792 2,407163 44,315749 0,999899 0,5
2.4 5038,63175 2,382925 44,359699 0,999901 0,5
2.6 5033,11031 2,384552 44,356735 0,999901 0,5
2.8 4992,95892 2,394034 44,3395 0,9999 0,5
3.1 2487,75056 3,391675 42,826662 0,999799 0,5
3.3 4116,13035 2,636545 43,920452 0,999879 0,5
3.5 4455,88243 2,534085 44,092592 0,999888 0,5
3.7 4556,84739 2,506042 44,140921 0,99989 0,5
3.9 4552,53944 2,507173 44,138961 0,99989 0,5
Tabla 4.12: Medidas de error a varias tasas de bits para un nivel de descomposicio´n wavelet l = 4.
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Wav. Bior. SNR MSE PSNR Correlacio´n T. bits (bpp)
4.4 5246,66739 2,335082 44,447782 0,999905 0,5
5.5 4802,97419 2,440641 44,255765 0,999896 0,5
6.8 5275,75444 2,328636 44,459787 0,999905 0,5
1.1 3306,12641 2,941918 43,444497 0,999849 0,6
1.3 2857,14345 3,16459 43,127629 0,999825 0,6
1.5 2746,4915 3,228004 43,041463 0,999818 0,6
2.2 6989,1164 2,023391 45,070005 0,999928 0,6
2.4 7014,51459 2,019682 45,077973 0,999929 0,6
2.6 6866,65913 2,041574 45,031152 0,999927 0,6
2.8 6724,62736 2,062939 44,98594 0,999926 0,6
3.1 3831,45316 2,733002 43,764404 0,999869 0,6
3.3 5676,28682 2,245186 44,61828 0,999912 0,6
3.5 6064,49055 2,172193 44,761819 0,999918 0,6
3.7 6203,52561 2,147871 44,810722 0,999919 0,6
3.9 6248,83487 2,140016 44,826634 0,99992 0,6
4.4 7449,62962 1,959764 45,208765 0,999933 0,6
5.5 7233,44281 1,988757 45,144985 0,999931 0,6
6.8 7640,49984 1,935263 45,263403 0,999935 0,6
1.1 4222,69806 2,603245 43,975653 0,999882 0,7
1.3 3663,00066 2,794875 43,66718 0,999864 0,7
1.5 3470,33823 2,871649 43,54949 0,999856 0,7
2.2 8739,3987 1,809436 45,555373 0,999943 0,7
2.4 8852,0441 1,797898 45,583153 0,999944 0,7
2.6 8800,09913 1,803237 45,570275 0,999943 0,7
2.8 8642,57022 1,819579 45,531093 0,999942 0,7
3.1 4832,88656 2,43344 44,268597 0,999897 0,7
3.3 7087,63062 2,009401 45,100137 0,999929 0,7
3.5 7653,01179 1,933793 45,266705 0,999935 0,7
3.7 7839,40031 1,910626 45,319047 0,999936 0,7
3.9 7879,78982 1,90579 45,330054 0,999937 0,7
4.4 9569,69941 1,72914 45,752502 0,999948 0,7
5.5 8822,70871 1,800775 45,576209 0,999943 0,7
6.8 9872,17203 1,702563 45,819771 0,999949 0,7
Tabla 4.13: Medidas de error a varias tasas de bits para un nivel de descomposicio´n wavelet l = 4.
Cap´ıtulo 5
Conclusiones
Se desarrollo´ una metodolog´ıa de seleccio´n de la funcio´n madre wavelet basada en medidas de compresio´n
y me´todos de dependencia estad´ıstica, con los correspondientes niveles de representacio´n en compresio´n de
ima´genes radiolo´gicas en escala de grises.
– Con la metodolog´ıa empleada, se logro´ determinar, que existe una mejor´ıa en el porcentaje de compre-
sio´n (compresio´n relativa), respecto a compresores basados en el esta´ndar JPEG, en un promedio del
10%.
– Se encontro´ una forma de llevar a un nivel de descomposicio´n wavelet de la imagen, y a un valor de la
tasa de bits a comprimir adecuados para la compresio´n de ima´genes radiolo´gicas en escala de grises.
Con base en los resultados encontrados, no es recomendable usar la correlacio´n cruzada como criterio para
evaluar la calidad de la imagen, debido a que la transformacio´n empleada en la imagen, genera correlacio´n
de la misma funcio´n wavelet empleada y no de la informacio´n presente en la imagen.
Se analizaron y compararon diferentes modelos de distorsio´n de la calidad de las ima´genes radiolo´gicas y, se
encontro´ que, la relacio´n sen˜al a ruido pico PSNR, guarda mayor similitud con el criterio subjetivo realizado
por personal me´dico especializado.
Subjetivamente la diferencia entre las ima´genes comprimidas usando los diferentes codificadores wavelet
(EZW, SPIHT ) no es notoria. Respecto a la comparacio´n objetiva usando las diferentes medidas de error y
las medidas de compresio´n, el algoritmo SPIHT es superior al EZW (Tablas 4.2 y 4.3).
A diferencia de lo reportado en el estado del arte en el cual se muestra a la wavelet madre bioortogonal
9/7 (Bior 4,4) como la de mejor desempen˜o en la compresio´n de ima´genes y con la cual trabaja el nuevo
esta´ndar JPEG2000 ; en ima´genes radiolo´gicas en escala de grises la wavelet madre que mejor desempen˜o
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tuvo respecto a los criterios subjetivos, objetivos y medidas de compresio´n fue la bioortogonal 17/11 (Bior
6,8).
El estudio realizado muestra que los me´todos de compresio´n que emplean la DWT, pueden ser utilizados en
sistemas de ima´genes me´dicas, espec´ıficamente en el a´rea de la Radiolog´ıa, ya que las medidas de compre-
sio´n y los criterios de evaluacio´n tanto objetivos como subjetivos muestran buena calidad en las ima´genes
comprimidas. Adema´s se logro´ determinar mediante las pruebas realizadas que la tasa de bits, el nivel de
descomposicio´n wavelet de las ima´genes y las wavelets de mejor desempen˜o fueron 0.5 bpp, 4 niveles y 9/7,
11/17 respectivamente.
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