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Dr. A. Junyent-Ferré (Imperial College London, UK)
Examination Commitee:
Dr. J. Doval-Gandoy (Universidade de Vigo, Spain)
Dr. D. Montesinos-Miracle (UPC, Spain)
Dr. L. Xu (University of Strathclyde, UK)
Thesis reviewers:
Prof. D. Jovcic (University of Aberdeen, UK)
Dr. S. Norrga (KTH, Sweden)
Barcelona, April 2016
Universitat Politècnica de Catalunya
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This thesis discusses the control of different power converters that will have
a key role in future offshore wind power systems, enabling the integration of
the power generated by the wind turbines into the mainland grid.
First, an overview of the evolution of wind turbines is presented, from
the first prototypes to the latest topologies in use. Then, a new decentral-
ized control strategy of a triple three-phase permanent magnet synchronous
generator, a machine topology specifically designed for offshore wind, is pre-
sented. The proposed controller is tested on a wind turbine emulator with
a scaled down 30 kW nine-phase generator.
It has been suggested that future wind power plants could use medium
voltage DC collection networks. These would require DC/DC converters
to adapt the voltages between the turbine output and the DC collection
grid. Based on this idea, the control design of a DC/DC Dual Bridge Series
Resonant Converter (DBSRC) unit is developed and tested in a scaled 50 kW
converter prototype.
The availability of significant energy resources far from the coast favors
the idea of creating offshore wind farms. This poses important technical and
economical challenges. To this end, Voltage Source Converter-based High
Voltage Direct Current (VSC-HVDC) technology enables high power trans-
mission across distances where High Voltage Alternating Current (HVAC)
is impractical. The Modular Multilevel Converter (MMC) is the preferred
topology to reach high AC and DC voltages. In this work, the control design
of a half-bridge based MMC to enable the converter operation under both
normal and unbalanced AC voltage conditions, is addressed.
Finally, considering that many offshore wind power plants will be installed
in the North Sea in the coming years, a multi-terminal HVDC grid inter-
connecting several production plants and different points of the mainland
grid is envisaged. To deal with DC multi-terminal grid voltage stability, a
methodology to address the grid primary voltage control design is proposed
based on multivariable frequency methods which are able to evaluate the
dynamic behavior of the system.
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Resum
La present tesi tracta sobre el control dels diferents convertidors que tin-
dran un paper essencial en els futurs sistemes eòlics marins, permetent la
integració de la potència generada pels aerogeneradors a la xarxa terrestre.
En primer lloc, es presenta un estudi sobre l’evolució dels aerogeneradors,
des dels primers conceptes a les opcions en ús més modernes. A continuació,
es detalla una estratègia de control descentralitzada d’una màquina śıncrona
d’imants permanents de triple estator trifàsic, una topologia espećıficament
dissenyada per eòlica marina. La proposta de control es valida per mitjà
d’un emulador de turbina eòlica juntament amb una màquina de nou fases
a escala de 30 kW.
En els darrers anys s’ha contemplat la possibilitat de que els futurs parcs
eòlics emprin corrent continu dins la seva xarxa interna. Per tal de construir
aquesta xarxa resulten necessaris convertidors d’adaptació DC/DC entre la
sortida de la turbina i la xarxa interna del parc en corrent continu. En base a
aquesta proposta, es realitza el disseny del control d’un convertidor DC/DC
Dual Bridge Series Resonant Converter (DBSRC). Per validar els resultats
obtinguts, es desenvolupa un prototip del convertidor a escala de 50 kW.
L’alta disponibilitat de recursos eòlics en indrets allunyats de la costa,
afavoreix la creació de nous parcs eòlics marins, fet que presenta reptes
econòmics i tècnics importants. Amb aquesta finalitat, la tecnologia Voltage
Source Converter High Voltage Direct Current (VSC-HVDC) permet realit-
zar la transmissió de potència salvant llargues distàncies, on la transmissió
High Voltage Alternating Current (HVAC) no és adient. El Modular Mul-
tilevel Converter (MMC) és la topologia preferida per assolir altes tensions
en AC i DC. En aquest treball, es desenvolupa el disseny del control d’un
convertidor MMC amb cel·les de mig pont per tal d’operar en presència de
sots de tensió desequilibrats a la xarxa.
Finalment, degut a que en un futur proper s’instal·laran al mar del Nord
un gran nombre de parcs eòlics marins, es preveu la creació d’una gran xarxa
multiterminal HVDC interconnectant diferents plantes de producció eòlica
amb diferents punts de la xarxa terrestre. Per tal d’assegurar l’estabilitat de
la xarxa, es proposa una metodologia de disseny del control primari de tensió
de la xarxa basada en l’anàlisi freqüencial multivariable, capaç d’avaluar el
comportament dinàmic del sistema.
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Renewable power has been used by humans for a long time. In fact, until
the Industrial Revolution, renewable power sources (including hydro, wind,
biofuels and solar) were the only energy sources available. After the Indus-
trial Revolution in the 18th century, a new generation of energy sources came
about, bringing with them a significant development. However, a few years
later, this evolution caused an important increase in the global level of the
planet’s pollution. Apart from that, renewable energy sources were almost
abandoned as the new machinery powered by coal engines were more practi-
cal and powerful. An important part of this evolution was the development
of electrical engineering in the 19th century, which allowed for the generation,
transmission and distribution of electrical energy to supply loads. At first,
generation was carried out in coal and hydro power plants. Then, fuel and
nuclear power plants were installed more frequently to generate electricity.
During recent decades, society has realized that the generation and use
of electricity has to be carried out in a sustainable manner to reduce CO2
emissions, reduce pollution, stop global warming and mitigate the risks of
accidents in nuclear power plants. The scientific evidence of such prob-
lems has created alarm in society which has pushed decision makers to take
meaningful action. This action has facilitated the development of renewable
energies (mainly hydro, wind and photovoltaic (PV) solar power) which are
currently increasing their presence in the energy production market.
Nowadays, renewable energies are an important part of the energy indus-
try, playing a key role in the energy mix of most countries. Such an in-
creased presence presents a number of technical and economical challenges
related to the grid integration of these renewable energy sources. The un-
controllability of these resources has motivated the development of advanced
operation strategies for ensuring the safe and secure operation of power
systems, launching a profound change at all levels in the development of
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modern power systems, which need to include power electronic converters,
flexible and manageable demand, energy storage, intelligent communication
networks and advanced controllers.
Some numbers according to the International Renewable Energy Agency
(IRENA) [1] (Fig. 1.1 and 1.2) show that in 2013 the cumulative world-
wide renewable generation installed capacity was above 1600 GW, whereby
1138 GW corresponded to hydro power plants, 311 GW onshore wind,
7.5 GW offshore wind, 136 GW PV plants, 3.4 GW solar thermal, 73 GW
solid biomass, 12 GW biogas, 11.7 GW geothermal and 0.5 GW tide, wave
and ocean. Fig. 1.3 shows that China is leading worldwide in terms of in-
stalled capacity, followed by the US, Brazil and Germany. It is clear that
the development of renewables is taking place worldwide, and not only in
some specific countries. According to the World Energy Council (WEC) [2],
future trends (Fig. 1.4) show an increasingly important role for solar thermal
power plants, with strong development of both onshore and offshore wind.
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Figure 1.1: Installed renewable power capacity between 2000 and 2013 (see
all sources in World Overview) [1]. Courtesy of IRENA.
Among these numbers, an important fact that must be considered is that
the capacity factor (which can be defined as the ratio of the net MWh of
electricity generated in a given year compared to the electricity that could
have been generated at continuous full-power operation) of renewables tends
2
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Figure 1.2: Installed renewable power capacity between 2000 and 2013 with-
out hydro power plants (see all sources in World Overview) [1].
Courtesy of IRENA.
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Figure 1.4: Cumulative installed power generation capacity (GW) [2]. Cour-
tesy of WEC.
to be much lower than the capacity factor of conventional generation sources.
This is due to the fact that the resource is not always available (clear for
wind and solar energy). Fig. 1.5 shows that for wind or solar power a given
power capacity leads to a more reduced energy production.
Figure 1.5: Installed electricity capacity versus net generation, 2011. Cour-
tesy of WEC.
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1.2 Offshore wind technology context
Offshore wind power is one of the most promising renewable generation
technologies [3]. Over the next few years, a number of wind power plants
will be commissioned in the North Sea. Offshore wind has various advantages
compared to onshore wind, such as abundant wind resources [4], no turbine
size limitation and reduced visual impact. On the other hand, offshore
installations have some financial and technical challenges [5] such as the
need for long-distance transmission systems and the complex and costly
installation, operation and maintenance tasks.
In terms of offshore wind turbines, currently there is no dominant gen-
erator topology as the manufacturers are still proposing different concepts.
Offshore turbines must be designed to be highly efficient, light and reliable
[6, 7], with reduced maintenance requirements in order to increase the cost-
effectiveness of the system to compensate the high initial investment cost. In
the main, two different topologies are being installed offshore: Doubly Fed
Induction Generators (DFIG) and Permanent Magnet Synchronous Genera-
tors (PMSG) with Full Power Converer (FPC) structure. However, although
the DFIG topology is a mature and reliable concept, the market trend seems
to drive the industry in favor of the PMSG technology. Different structures
have been proposed within the PMSG technology. The key differences be-
tween these concepts are the number of generator poles, the gearbox and the
generator number of phases. Focusing both on the gearbox and on the num-
ber of poles, three different topologies can be distinguished: a PMSG with a
reduced number of poles and a gearbox with multiple stages, a medium speed
PMSG with a reduced gearbox or a PMSG with a large number of poles with-
out any gearbox (also known as direct-driven technology). Regarding the
number of phases, conventionally three-phase generators have been installed
on wind turbines. Nevertheless, there are different proposals that suggest
increasing the number of phases, as the number is no longer limited to three
due to the FPC. Among these various concepts, one of the most interesting
topologies proposed for offshore wind that combines several of the previous
introduced concepts is the direct-driven multi-pole triple three-phase PMSG
with FPC [8–10], a machine that expands the operational possibilities of
conventional three-phase generators. Multiphase machines have interesting
advantages [11] compared to conventional ones, such as reduction of the grid
converter power electronics ratings and improved fault tolerance capabilities
due to the redundant structure. Specifically, this machine configuration al-
lows the operation of each three-phase system independently from the other
two, considering that each stator is connected to the grid by means of an
5
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FPC. The active and reactive current flowing through each stator can be
regulated to operate at different power levels, even allowing for operation
with two or even one stators [9]. This structure presents different advantages
that are highly interesting in terms of offshore wind.
Moving on to wind farms, the collection grid is another key element in
the offshore system. Classic wind farm collection is typically carried out
by employing a Medium Voltage (MV) Alternating Current (AC) grid. For
offshore wind, collection is also done in AC, based on the already installed
power plants and those commissioned. However, different Direct Current
(DC) collection concepts, based on DC/DC converter structures, are cur-
rently being proposed for offshore wind power plants [12–16], especially for
those located far away from the shore, which use High Voltage DC (HVDC)
to transfer power from the wind power plant to the main grid. For this
application DC/DC converter units are required and different topologies are
being proposed [13]. Bidirectional DC/DC converters with isolation [17,18]
are interesting candidates for completing the voltage adaptation between the
wind turbine machine side converter DC output and the DC wind farm grid,
as they permit black-starting the wind turbine as well as conducting some
maintenance, such as blade positioning.
In terms of the transmission grid, offshore facilities can be located tens or
hundreds of kilometers away from the coast, connected to the main power
grid by submarine cables. In these situations, studies have proved that the
most convenient power transmission systems are the HVDC networks [19],
consisting of two or more converters connected to a common DC grid [20].
Over the last years, the most common technology for HVDC power trans-
mission has been Line-Commutated Converters (LCC) [21]. Nevertheless,
for offshore wind applications, the use of Voltage Source Converters (VSC)
is preferred [19, 22, 23] as this type of converters offer relevant operational
possibilities for both the offshore wind farms and the transmission grid.
VSC-HVDC technology permits independent control of active and reactive
power and a continuous AC voltage regulation. They present no commuta-
tion failure, black-start capability, and there is no need for voltage polarity
reversal to reverse power. As additional advantages, the filters are more
compact and the cables lighter [24, 25]. On the other hand, the costs and
the commutation losses are higher and they are able to handle only limited
levels of voltage and power.
Focusing on the VSC converter topology, it is well-known that conven-
tional VSC converters are based on a two-level structure, built employing
two switches per phase. However, this structure is only suitable for HVDC
applications if several switches are connected in series, as the blocking volt-
6
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age of a single switch is not enough to withstand complete DC bus voltage
[26]. An alternative solution proposed for HVDC is the Modular Multilevel
Converter (MMC), first introduced in [27]. The converter is mainly built
cascading a large number of submodules per arm. Then, different execu-
tions of the concept [28–30] have been adapted by several manufacturers.
This converter topology allows not only the handling of the high DC bus
voltage, but also provides a high quality voltage output due to the large
number of applicable voltage levels. It also shows a reduced switching speed
due the reduced number of switchings of each module. Only a few MMC
converters have been installed worldwide, thus there is still much research
to be done in this topic, especially in terms of its operation and control.
Assuming that in the near future there will be a large number of off-
shore wind farms connected via VSC-HVDC, it seems reasonable to devise
offshore VSC-HVDC grids interfacing a number of such different terminals
with different AC grids, resulting in the so-called multi-terminal VSC-HVDC
system. Multi-terminal VSC-HVDC stands as an interesting solution to ef-
ficiently connect a number of offshore wind farms, but it also implies several
technical challenges that will have to be addressed, including control [31],
operation [25] and protection issues [24].
1.3 Objectives and scope
Fig. 1.6 shows a picture of an offshore wind system, compounded by two
different offshore wind power plants, connected to the main AC grid by
means of a multi-terminal HVDC grid. This picture summarizes the different
power conversion systems whose control has been analyzed throughout this
thesis.
First, a decentralized control strategy is proposed for a nine-phase per-
manent magnet synchronous generator-based wind turbine 1 . In order
to validate the control strategy, a scaled platform is developed including a
wind turbine emulator and a scaled 30 kW nine-phase generator. In-depth
research of the emulation possibilities for wind power is also carried out 2 .
On the wind farm side, the control design of a bidirectional DC/DC con-
verter unit for DC collection is also addressed. A 50 kW prototype is built to
test the converter operation 3 . Focusing on the HVDC grid transmission,
the study of the control of the MMC is carried out, mainly during unbal-
anced voltage sags 4 . Finally, the primary voltage droop control design of
the HVDC grid is developed 5 , initially focusing only on the DC grid dy-

































Figure 1.6: Global overview of an offshore multi-terminal grid
DC grid and converter dynamics. Once the different parts of the thesis have
been introduced, the objectives and scope of the thesis are described:
• Analyze the different wind turbine topologies proposed by
manufacturers over recent years, focusing on current trend
concepts for offshore wind. A detailed description of the evolu-
tion of the wind turbines topologies is given. Starting from the classic
Squirrel Cage Induction Generator (SCIG) connected directly to the
grid to the DFIG, the current industry workhorse. This study is also
extended to include the current proposals for future onshore and es-
pecially offshore wind turbines, showing the trend towards installing
PMSG-based wind generation systems.
• Design a decentralized control strategy for a nine-phase per-
manent magnet synchronous generator-based wind turbine,
considering the magnetic coupling existing between the three
different stators embedded in the same yoke. Each stator is
controlled by an independent back-to-back converter to inject the gen-
erated power to the wind farm grid. Having three different stators
within the same machine causes magnetic interaction between them.
Typically, centralized controllers can be employed to compensate for
transient effects between stators. However, the proposed approach is
8
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able to control the nine-phase machine, avoiding large interaction be-
tween the three different stators, by designing a proper stator current
controller based on frequency techniques. The decentralized approach
is validated using a real test bench based on a wind emulator and a 30
kW nine-phase scaled wind turbine generator.
• Design the control of a Dual Bridge Series Resonant Con-
verter (DBSRC) to interconnect the turbine converter out-
put and the DC collection grid. Different DC collection struc-
tures for offshore wind are being proposed. The DBSRC could be a
candidate for this application due to its bidirectional nature and its
isolation provided by the High Frequency (HF) transformer. For off-
shore wind, the HF stage also allows reduction of the dimensions of the
equipment. Typically, this type of converters are controlled through a
phase-shift control between the square waves created by the primary
and the secondary bridge. This operation could cause large currents
flowing through the HF AC side if the voltage at both sides varies from
the nominal value. Thus, a modification of the classic phase-shift con-
trol is proposed, including the three-level modulation strategy. This
modulation allows the reduction of the Root Mean Square (RMS) cur-
rent flowing through the AC HF tank, thus reducing the converter
losses. An optimization algorithm is proposed to obtain the converter
minimum current operation points. A 50 kW test bench is built to
test the converter operation.
• Control design and simulation of a Modular Multilevel Con-
verter. A control design strategy to balance the energy of the MMC
converter is proposed. The design of the different system controllers
is detailed considering the energy regulators, the grid and inner cur-
rent regulators and the corresponding reference calculation techniques.
Specifically, the reference calculation for inner and AC currents is
adapted to consider positive and negative sequence AC voltages so
as to be able to operate properly under unbalanced conditions.
• Design a control strategy for Modular Multilevel Convert-
ers to operate under unbalanced AC conditions with equal
positive and negative sequence voltage components. Under
the mentioned voltage condition, the MMC control strategy proposed
requires modification to be able to operate the converter safely. Specif-
ically, the inner current reference calculation technique is not able to
provide any valid current value to accomplish the power set-points ex-
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tracted from the energy regulators. To overcome this problem, three
different methodologies are proposed, one based on the disconnection
of the energy regulators during this voltage condition and two others
based on solving the current reference calculation issue using linear
algebra tools for incompatible systems.
• Analyze and design the current-based droop control to per-
form the primary voltage regulation of multi-terminal VSC-
HVDC grids. The design of the voltage controller is carried out based
on a frequency analysis of the linear model of the DC grid. The DC
grid state-space representation is obtained and based on this model,
multivariable control tools are employed to design the controller con-
sidering restrictions both in steady state and in the frequency domain.
The imposed design criteria are based on the maximum permitted volt-
age at the different grid nodes and the maximum current rating of the
converters, restrictions that can be transferred as boundaries in the
frequency domain.
• Design the droop voltage control of a multi-terminal VSC-
HVDC grid considering the DC grid, the AC grid and the
converter dynamics. In order to expand the scope of the previous
work done, this analysis is performed to include in the droop design
methodology, other dynamics that could affect its response. Thus, the
AC grid, the converter filters, the Phase-Locked Loop (PLL), the cur-
rent loop and the power and voltage loop dynamics are included in
the model of the multi-terminal system that is analyzed to design the
droop controller. The droop controller considered is a power-based
droop, including a power oscillation damping loop to compensate fast
dynamic voltage transients. Considering the different elements, a mul-
tivariable frequency response analysis is carried out to decide which
are the most suitable droop controllers for the system.
• Analyze the different emulation topologies that can be used
to represent renewable energy sources. An emulator is a device
that is able to mimic the behavior of a renewable energy source at
different levels. A detailed description and classification of the different
emulators and laboratories that can be found in the literature is carried
out. Different emulation levels can be identified based on the level of
detail that the device is able to represent. A detailed review for each
technology is performed and different emulation levels are identified.
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1.4 Thesis related work and activities
In this section, an overview of the chronological activities developed during
the PhD thesis are summarized. Predoctoral activities started in April 2011.
During this period, the project ENE2009-08555 (“Multi-terminal HVDC sys-
tems for the integration of renewable energies to the electrical grid”) funded
by the Spanish Ministry of Economy and Competitiveness was already on-
going. The work developed by the author within this project was related to
the dynamic modeling and control of multi-terminal HVDC grids. Derived
from this project, the journal paper [J1]1, two conference papers [C1, C4]
and two book chapters [B1, B3] were published.
At the time, there was a collaborative project with Alstom Wind and
IREC named Windlider 2 (“Modeling and control of wind turbines and
wind power plants”) already ongoing. The tasks developed by the author
during this project were related to the control of a permanent magnet-based
wind turbine generator, specially analyzing grid integration issues as the
fault ride-through capability and the possibility of injecting positive and
negative sequence to the grid. Results from this research were published in
the conference paper [C9]. The outcomes of this project are not included in
the PhD thesis.
Deriving from the previous project, the collaborative project IPT-120000-
2010-017 with Alstom Wind and IREC (“Research and development of an
offshore wind generation system for deep waters”) started. The author devel-
oped the control of a nine-phase permanent magnet synchronous generator-
based wind turbine, validating it in a real setup. From this work, one journal
article [J2], a book chapter [B2] and three conference papers [C3, C5, C7]
have been published. Also, a patent was filed [P1].
In parallel to the wind turbine-related activities, two different projects
focused on emulation techniques were developed, the Llavors project (“Zero
Energy Building Lab”) funded by the UPC, and the project IPT-2011-1892-
920000, from the INNPACTO program funded by the Spanish Ministry of
Economy and Competitiveness (“Design and development of a software for
the smart organization and regulation of the energy management of council
buildings”). The work developed within these projects aimed to perform
a detailed analysis of the emulation possibilities of the different renewable
resources as wind power or PV by designing an emulation platform where
different resources could be emulated. From this work, two journal papers
[J3, J5] and conference papers were published [C2, C10-C13, C16, C17].
1The description of the publications can be found in Appendix B.
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The PhD European mobility lasted from June 2013 to October 2013, at
Alstom Grid, Stafford, UK. The author participated in an ongoing project
developing the control, building and testing a bidirectional isolated DC/DC
converter. From this stage, a conference paper was written [C6].
During the first half of 2014, a second project with Alstom Grid started.
The work completed consisted of developing a current flow controller for
HVDC grids. From the results of this project, two different patents were
filed [P2, P3], and an article has been published [J6]. The results of this
project are not included in this thesis.
Besides, the project ENE2012-33043 (“Electrical transport systems for
large offshore wind power plants”) funded by the Spanish Ministry of Econ-
omy and Competitiveness, started in 2013. The author developed work
related to the control and operation of offshore wind power plants. From
this work, one journal paper has been published [J4], one journal manuscript
has been submitted [S-J9] and a conference paper [C14] has been published.
Then, in 2014 the project ENE2013-47296 (“Offshore wind power plants
integration in the Spanish electrical system by multi-terminal HVDC links”)
started in collaboration with the University Carlos III, funded by the Span-
ish Ministry of Economy and Competitiveness. The work developed by the
author in this project is focused on the control of Modular Multilevel Con-
verters for grid voltage condition. From this work, two different manuscripts
have been submitted to two different journals [S-J7, S-J8] and a conference
paper has been accepted for publication [C8].
Apart from that, another project in collaboration with RTE (Réseau de
Transport d’Électricité), the University of Lille and the University of Ab-
erdeen, to develop a scaled DC/DC converter prototype for HVDC grids,
has started in 2015. Besides, a project related with the state of the art of
FACTS technology in collaboration with REE (Red Eléctrica de España)
also started in September 2015. The results of both projects are not part of
this PhD thesis.
Also, as a result of collaborations with other researchers not linked with
other projects, a conference paper has been accepted for publication [C15].
In addition, the author is participating in the CIGRÉ working group B4-70
(“Guide for Electromagnetic Transient Studies involving VSC converters”)




Next, the content of each of the thesis chapters is detailed:
• Chapter 2 describes the evolution of wind turbine concepts over the
years. Each concept is analyzed chronologically explaining its main
advantages and drawbacks. Also, the wind industry current trends for
offshore applications are addressed.
• Chapter 3 deals with the decentralized control design of a nine-phase
permanent magnet synchronous generator-based wind turbine, one of
the proposed topologies to be installed offshore. The suggested control
strategy is able to regulate the machine stator currents individually
while avoiding large dynamic interaction between stators. The design
of the controller is developed using frequency techniques.
• Chapter 4 describes the control design of a DC/DC Dual Bridge
Series Resonant Converter. A modification of the classic phase-shift
control is proposed, based on a three-level modulation strategy. This
modulation technique allows reduction of the RMS current flowing
through the AC HF tank, thus reducing the converter losses. An op-
timization algorithm is proposed to obtain the converter minimum
current operation points. A 50 kW prototype has also been built to
test the developments.
• Chapter 5 presents a control strategy for MMCs during normal and
unbalanced grid voltage conditions. A detailed control design proce-
dure for the current and arm energy loops is included, to achieve the
desired power exchange between the AC and DC grids while maintain-
ing the converter energy balanced. The controllers and the reference
calculation strategies are adapted to operate under any voltage condi-
tion.
• Chapter 6 describes a modification of the MMC control proposal
described in Chapter 5 to allow MMC operation during unbalanced
AC grid conditions with equal positive and negative sequence voltage.
This singular voltage condition could drive the converter to an unstable
behavior. To overcome this problem, three different methodologies are
proposed.
• Chapter 7 presents the droop control design of a multi-terminal
HVDC grid. A generic state-space model of the multi-terminal net-
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work based on the linear equivalent model of the HVDC grid is ob-
tained. Then, the transfer function matrices of the system are calcu-
lated to perform a multivariable frequency analysis of the system. This
methodology permits designing the droop constant for the converters
performing voltage control, based on maximum voltage error criteria
while considering converter current constraints.
• Chapter 8 expands on the work developed in the Chapter 7 on multi-
terminal HVDC grid droop control. The DC grid model is extended
including the AC grid and the control dynamics of the converters. A
complete linearized model of the HVDC multi-terminal grid is derived
to include the different dynamics that can affect the droop voltage con-
trol performance. Then, a multivariable frequency response analysis
is carried out to decide which is the most suitable droop controller.
The droop control design is developed, including an oscillation damp-
ing loop which is able to compensate fast transients of the DC grid
voltage.
• Chapter 9 draws the conclusions of the thesis and also gathers the
future work research lines on the different topics addressed.
In addition, in Appendix A different emulation possibilities for wind power
and also for different renewable energy resources are described. A detailed





2.1 Introduction to wind energy
In the early stages of the electric power generation, resources such as coal
and oil fuels presented a more consistent production of electricity than the
fluctuating generation of wind power. This consistency was the key factor
that positioned fossil fuels as the basic resource for electricity production for
many decades. Although the first developments of electric power generation
via wind turbines started during the 19th century, it was not until the 1970s,
and specially during the 1990s, that wind power became a more important
energy source. Today, it is one of the most-used renewable energies to obtain
electric power [32].
Focusing on wind turbines technology, in 1881 Poul LaCour built one
of the first wind turbine generators to produce electric power [33]. Since
then, many different topologies have been developed, ranging from a few
to thousands of kilowatts, showing different types of rotor blades, includ-
ing different generator topologies, among other variations. Despite of the
different proposals and manufacturers, wind turbine power has always been
increasing. For instance, in 1989 a common wind turbine could produce up
to 300 kW and it had 30-meter rotor blades. However, a decade later, in
1998, the state of the art was a 1500 kW turbine with 70-meter rotor diam-
eter [34] and today, the largest wind turbines can produce more than 8 MW
of electric power. Analogously, there is also an increasing trend of the wind
power installed worldwide, growing each year, with an installed capacity of
370 GW at the end of 2014 [35].
In recent years, wind turbines have been installed on the mainland in loca-
tions where wind speeds are more favorable. Nevertheless, there is a current
trend towards installing wind turbines in the middle of the sea. Offshore
wind shows several advantages in comparison with onshore locations, such
as better wind climate, higher average wind speeds, reduced visual impact
and unlimited turbine dimensions due to logistics [4]. On the other hand,
15
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these installations present some drawbacks, such as complex wind turbine
marine support structures and logistics for installation, operation and main-
tenance. These new conditions are leading wind power manufacturers to
develop and design new turbine topologies for installation in future offshore
wind power plants.
2.2 Parts of the wind turbine
Different wind turbine types have been proposed during the recent decades.
A first division can be made between machines including a vertical-axis, such
as Savonius, Darrieus or Giromill, or horizontal-axis turbines. Specifically,
the most common structure installed worldwide is the well-known three-
bladed rotor horizontal-axis turbine.
In this section, the main parts of this concept are described in detail,
considering different possible layout variations. Fig. 2.1 shows a conceptual
scheme of a generic horizontal-axis turbine. The rotor is mainly compounded
by the hub, the blades and the mechanical shaft. The blades, which capture
energy from the wind, are attached to the hub by mechanical joints and this
energy is transferred to the generator by means of the shaft. Also, placed in
the rotor, the pitch system allows the limitation of the incoming power from
the wind by changing the blade angle so as to maintain the machine under
its power limits. In addition, mechanical brakes are installed to restrict the
speed of the machine during the operation. Usually, wind turbines include a
gearbox to adapt the slow angular speed of the rotor blades to the high speed
of the generator. This gearbox could also be removed in some topologies if
the generator is modified to adapt the rotor speed to the generator electrical
speed by itself, for instance through multipolar structures.
The high-speed gearbox output shaft is directly connected to the gener-
ator, where power conversion from mechanical to electrical is performed.
Different generators types are typically included, mainly induction or syn-
chronous machines. Depending on the generator installed and the turbine
structure considered, power electronics converters could be connected at the
machine rotor or stator terminals. The generator can be controlled by means
of this converter, achieving better wind power extraction with proper grid
integration of the produced energy. Conventionally, the generator output
is connected to a transformer in order to adapt the voltage level and its
corresponding switchgear is located before the connection to the wind farm
grid. Regarding the distribution of the described elements inside the wind
turbine, commonly the gearbox and the generator are embedded inside the
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nacelle, and other parts as the converter or the transformer can be located
either inside the nacelle or the tower. Fig. 2.2 shows a nacelle scheme of a
current wind turbine including several of the elements presented above.
The previous component description applies to both onshore and offshore
wind turbines. The main difference between them is the support structure
employed. Onshore wind turbines are installed on a conventional concrete
basement, whereas offshore wind turbines have different possibilities. Two
main offshore structures can be differentiated: foundation and floating types.
Foundation structures are based on supporting the wind turbines through a
structure attached to the sea bed, whereas floating structures provide sup-
port systems without a physical joint with the sea bed, employing buoyancy
or ballast techniques.
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Figure 2.1: Horizontal-axis wind turbine conceptual scheme
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Figure 2.2: Horizontal-axis wind turbine view. Courtesy of Nordex.
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2.3 Wind turbine types
This chapter deals with the most important types of wind turbines that have
been proposed since 1970. They can be classified as [34]:
• Fixed-speed wind turbine
• Limited-speed wind turbine
• Variable-speed with partial-scale converter
• Variable-speed with full-scale converter
Each of these types is described, showing its possibilities, advantages and
drawbacks.
2.3.1 Fixed-speed wind turbines
During 1980s and 1990s, the most relevant machine topology was the fixed-
speed wind turbine. This solution, also known as ’the Danish concept’ is
usually composed of a three-bladed rotor, a multiple-stage gearbox and a
Squirrel Cage Induction Generator (SCIG) connected directly to the grid
by means of a transformer [36]. This machine topology is operated over
and near the synchronous speed where the induction machine works as a
generator, fixed due to its direct connection to the grid.
During operation, the SCIG needs to absorb reactive power to magne-
tize the machine, usually provided by a capacitor bank. In terms of power
control, these turbines usually include a thyristor-based soft-starter used to
start up the machine when it is connected to the grid in order to avoid
large currents. Also, in order to increase the power extraction possibilities
some generators incorporate two winding sets with a different number of pole
pairs, so as to be able to change the synchronous speed. These machines can
be divided in three different types depending on the power limiting system
implemented, which can be passive or active stall and pitch [34].
The fixed-speed’s main advantages are the robustness of the system, the
relatively low production costs and its straightforward control [37]. These
advantages were the main reasons that prompted the manufacturers to in-
stall this technology in the first wind farms. However, it also presented
several early disadvantages that caused the shift to other topologies. The
first drawback is related to the generator constant speed operation, which
does not allow the machine to extract the maximum available power from
the wind. Also, a fixed-speed implies high mechanical stress considering that
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any wind speed fluctuations are transmitted in terms of torque, causing po-
tential drive train failures. Other drawbacks were the requisites imposed
by the grid operator as voltage/frequency support and fault ride-through
requirements. The SCIG can not only not provide voltage support injecting
reactive power, but also needs to absorb it during its normal operation. In
terms of the fault ride-through capability, SCIG wind turbines are directly
connected to the grid and it is difficult to avoid a disconnection due to high






Figure 2.3: Fixed-speed wind turbine - SCIG - Multiple-stage gearbox
2.3.2 Limited variable-speed wind turbine
During the 1990s, limited variable-speed was proposed, changing the genera-
tor type from the conventional SCIG to a Wound Rotor Induction Generator
(WRIG) [38]. This technology (Fig. 2.4), also known under the commercial
name Optislip (Vestas manufacturing), introduced a variable rotor resistance
to increase the speed operation range (typically from 0 to 10%). By changing
the rotor resistances value via a power electronic converter, the slip of the
machine (and therefore the speed) can be modified. Nevertheless, in order
to achieve this level of control, some power has to be lost in the wound rotor
resistances. In summary, these machines partially solved the requirement of
needing a variable speed to increase the aerodynamic efficiency, but by large
they still had the same problems than the fixed-speed concept. This was
one of the first steps towards the variable-speed concept, which is leading
the wind turbine market today.
2.3.3 Variable-speed with partial-scale converter wind turbines
The variable-speed concept appeared in order to increase the operation per-
formance of the wind turbines. Specifically, this concept (Fig. 2.5) consists of
a WRIG generator connected to the grid directly by the stator and through
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Figure 2.4: Limited variable-speed - SCIG - Multiple-stage gearbox
the rotor by a partial-scale power converter, resulting in the so called Doubly
Fed Induction Generator (DFIG) [39]. This power converter allows the ma-
chine control over a wider speed range (typically from -40% to +30%) than
the more limited-speed topologies. Using the converter, a proper active and
reactive power control can be carried out on the machine to optimize wind
power extraction. In terms of the grid integration, the partial-scale con-
verter increases the possibilities of the system. The grid side part, operated
independently from the machine side, can be controlled to achieve a better
ride-through capability of the wind turbine [40] and for voltage support.
However, this concept has different drawbacks [34]. Slip rings are needed
in order to extract the power from the rotor and are one of the components
causing machine operation failures. Moreover, the stator is still directly
connected to the grid and so during grid faults managing a proper ride-









Figure 2.5: Variable-speed - DFIG - Multiple-stage gearbox
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2.3.4 Variable-speed with full-scale converter wind turbines
The variable-speed topology with full-scale converter maximizes the speed
operation range of the machine. Therefore, the maximum available power
from the wind can be extracted within the rated limits. In addition, the
grid operators requirements can be satisfied by considering a proper grid
side converter control. These systems can provide support to the grid volt-
age/frequency and they can incorporate ride-through strategies. Usually, a
Direct Current (DC) chopper is included in the DC bus link to bypass the
voltage sags during the operation. This concept can be implemented for
different types of generator, SCIG, Permanent Magnet Synchronous Gener-
ator (PMSG), Wound Rotor Synchronous Generator (WRSG) [41]. Next,
the most common proposals are described.
SCIG Generator
In terms of the induction generators, the common variable-speed proposal
is based on a SCIG generator and a full power converter [42]. Through
the converter, the generator is totally isolated from the grid, so the speed
is completely controllable. Also, the reactive power needed for the machine
operation can be supplied by the machine side converter. This concept is not
available without gearbox due to the construction inconveniences of having
multi-polar SCIG generators [43]. One of the main drawbacks could be
the relatively low efficiency of the overall system considering the generator,








Figure 2.6: Variable-speed - SCIG - Multiple-stage gearbox
Direct-driven WRSG
This concept consists of a WRSG with DC rotor excitation connected to the
grid by means of a back-to-back converter. This type is usually implemented
without gearbox through incrementing the number of poles of the rotor, thus
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obtaining a direct-driven system. The increase in the number of poles im-
plies a large generator diameter, thus giving a machine of bigger dimensions
[44]. On the one hand, the associated costs of the gearbox are eliminated.
On the other hand, the generator costs are increased. Another interest-
ing feature of this machine is the controllable DC excitation. Through the
DC converter, the rotor flux can be controlled for different purposes: field-
weakening strategies for high-speed operation, loss minimization techniques,
among others [45]. Nevertheless, it must be considered that the excitation
control is performed by a converter located outside the rotor and commonly
connected to the machine windings through slip rings. This system implies
losses during operation due to the current flowing through the DC winding.







Figure 2.7: Variable-speed - WRSG - Direct-driven
Direct-driven PMSG
Related to the previous WRSG concept, the PMSG direct-driven generator
connected to the grid by means of a full power converter is proposed. This
type of generator comes from the idea of substituting the wound rotor DC
excitation by magnets, thus eliminating excitation losses [45].
The possibilities of the PMSG being isolated from the grid through the
converter are equivalent to the WRSG. PMSG rotors can also be constructed
with a large number of poles. However, PMSGs are smaller and lighter when
including a large number of poles than the equivalent WRSG [44], therefore
this topology achieves a higher power density.
On the other hand, working with permanent magnets can be difficult dur-
ing the manufacturing and operation stages. Furthermore, the permanent
magnet materials are quite expensive. Nevertheless, in recent years its cost
has been considerably reduced [36].
During the operation, the fact of having a constant flux in the rotor pro-
duced by the magnets may cause large voltage values at the machine ter-
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minals for high speeds, forcing the converter to apply larger voltages which
might not be available. In the WRSG, excitation could be weakened in order
to reduce rotor flux, through reducing DC excitation voltage. In a PMSG,
the flux cannot be reduced because the excitation is permanent. Given this,
a flux-weakening technique must be employed to reduce the terminal volt-
ages at high speed [46]. This technique must be done without too much
effort in order not to demagnetize the magnets. This demagnetization can
also be caused by certain possible faults in the machine. In addition, these
magnets are sensitive to the temperature, therefore this factor should be
controlled during the operation.
There are many different types of PMSG which can be classified by their









Figure 2.8: Variable-speed - PMSG - Direct-driven
PMSG with a single/multiple-stage gearbox
This topology combines a PMSG with a single-stage or a multiple-stage
gearbox system in order not to construct a bigger generator with a large
number of poles [44]. The single-stage topology does not achieve a high
transmission ratio. This is of interest because it combines a small gearbox
with a relatively small generator with a reduced number of poles. Therefore,
the generator does not need to be overly large and expensive and gearbox
complexity can also be reduced. The generator is operated with medium
speed and torque characteristics.
On the other hand, the PMSG with a multiple-stage gearbox can operate a
conventional low-torque, high-speed generator [36]. The PMSG used for this
design is lighter than the other topologies, with a normal number of poles.
The main drawbacks are the cost, weight, maintenance and complexity of
the gearbox needed for this solution.
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Figure 2.10: Variable-speed - PMSG - Multiple-stage gearbox
Direct-driven multiple three-phase PMSG
Recently with the growing interest on the offshore wind power plants, fac-
tors such as reliability and efficiency have gained importance. Three-phase
PMSGs are one of the topologies which could be installed in these offshore
plants. However, the back-to-back converter offers other possibilities which
could be profitable for offshore operation. Since the generator is isolated
from the grid, the number of the generator phases is not limited to three,
therefore redundant structures based on multi-phase machines can be con-
structed in order to increase system reliability [41].
One of the proposed technologies is the direct-driven multipolar PMSG
with multiple stators, which may include two or more three-phase wind-
ing sets with isolated neutral points [47]. Each stator is connected to a
three-phase back-to-back converter in order to control the power flowing
through each of them. This structure increases the reliability by means of
redundancy, allowing for different fault tolerance strategies. Moreover, these
redundant structures reduce the amount of power flowing through each con-
verter, compared to a single three-phase one, thus decreasing the stress















Figure 2.11: Variable-speed - Multiphase PMSG - Direct-driven
Other proposals
In the literature, other new wind turbine topologies can be found. One
of these topologies is the brushless DFIG (BLDFIG) [41] which consists
of eliminating the the DFIG concept slip rings which are one of the main
drawbacks of the topology. This is achieved by constructing a machine with
a double stator, connecting the partial-scale converter to the second one so
avoiding the slip rings of the rotor connection. This machine is operated
similarly to a conventional DFIG machine.
2.4 Conclusions
Since the first steps of wind power generation, manufacturers have proposed
a number of turbine concepts. Two of these types, fixed-speed and variable-
speed with partial-scale converter wind turbines, have been the workhorses
of the wind industry the past decades. However, the current trend is leading
wind technology towards full-scale converter wind turbines due to the possi-
bilities offered by this concept together with the price reduction of the power
electronics and the increasing restrictions imposed by the transmission op-
erator grid codes. To conclude, the evolution of the wind turbine topologies
can be explained as a combination of the technology improvements and other
factors related to the wind industry.
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Decentralized control of a nine-phase
permanent magnet synchronous
generator for offshore wind turbines
3.1 Introduction
The workhorse machine of the offshore wind industry is still being de-
fined and manufacturers are proposing different topologies. However, it
seems clear that there is a trend towards the use of a Full Power Converter
(FPC) structure together with a Permanent Magnet Synchronous Genera-
tor (PMSG). This concept itself has different variants, such as considering
(or not) the incorporation of the gearbox or the number of phases of the
PMSG. In terms of reliability and maintenance, direct-driven multi-polar
generator topologies avoid the installation of the gearbox [7], thus avoiding
its associated costs. Also, the number of generator phases is not limited to
three anymore, due to the FPC. Then, generators with a large number of
phases can be installed to increase the redundancy of the system as well as
reducing converter semiconductor stress [11]. Specifically, the multi-polar
triple three-phase PMSG is an interesting topology for offshore wind due to
its redundancy and its direct-driven configuration.
Nevertheless, including a multi-phase generator (with more than three
phases) in the system complicates the control task due to the internal mag-
netic coupling present between the phases. Different approaches for control-
ling the multi-star machine currents have been proposed in the literature
[11]. Classic vector control can be extended for multi-phase machines [11]
considering that each FPC converter can regulate its corresponding three-
phase stator current, even including a centralized controller able to decouple
the effects between stators [48–50]. In order to apply this decoupling, fast
communications between the converter controllers or a centralized control
are required. However, in this work the nine-phase machine control is de-
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signed to be performed by local stator controllers [51] without communica-
tions between them, posing the challenge of handling the stator coupling
interaction.
The proposed strategy could be of interest for applications that do not
include communications among the different converters connected to each
Permanent Magnet Synchronous Machine (PMSM) stator. If fast communi-
cations between converters or a centralized controller are available, control
approaches capable of decoupling the interaction between stators may be im-
plemented [48–50] due to their notable performance. Nevertheless, if these
communications fail or the bandwidth is not high enough to compensate
the stator couplings, the system could still be controlled with the proposed
decentralized strategy, thus ensuring proper behavior.
For wind power multi-star generators, the decentralized control method-
ology could be interesting as the machine can still be operated, even in case
of a communication failure between the stator controllers. This problem
becomes especially important for offshore wind power plants where mainte-
nance tasks are more complicated compared to onshore sites, due to limited
accessibility [6]. In addition, failures could last for a longer period of time.
Thus, this control strategy could avoid disconnection of an offshore machine
that otherwise might remain non-operative for a long period of time, with
the corresponding negative economic impact.
To the best of the author’s knowledge, there is no methodology for de-
signing a decentralized vector control of a triple three-phase PMSM with-
out communications among the different converter local current controllers
which ensures a proper machine performance by limiting the interaction be-
tween the different stator currents. This work describes the procedure to
design a decentralized current control for a direct-driven triple three-phase
PMSM. The active and reactive power flowing through each of the machine
stators are regulated through six different controllers, implementing two of
them at each of the three-phase converters. The main issue during the de-
sign of the controllers is the existing coupling between machine phases. A
detailed machine model is obtained assuming non-zero mutual coupling be-
tween the three stators in order to analyze the existing interactions. Once
the model is derived, the machine current regulators are designed based on
the machine open and closed loop frequency response of the multivariable
system. The control objectives defined are: the current set-points tracking
with a proper dynamic performance and a reduced interaction between sta-
tors during transients. The proposed decentralized controller is validated
through dynamic simulations and implemented in a real test rig including a
scaled 30 kW nine-phase PMSM.
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The chapter is organized as follows: the equations of a generic triple
three-phase machine model are obtained in Section 3.2. These equations are
used in Section 3.3 to define the methodology to design the decentralized
current controllers. In Section 3.4, this methodology is applied to design the
control of a triple three-phase wind turbine generator and in Section 3.5
the simulation results of the proposed controller are shown. Finally, in
Section 3.6 experimental results of the operation of a scaled nine-phase wind
turbine generator based on the proposed decentralized control are presented.
3.2 Machine modeling
This section details the nine-phase PMSM model derivation in the reference
frame fixed in the rotor. Multi-phase machine modeling in the conventional
qd reference frame has been previously addressed in [52] for an induction ma-
chine with multiple winding sets. Among the different multi-phase machine
topologies, the dual-stator induction machine has been widely analyzed in
the literature [11,48,53,54]. In terms of dual-stator PMSMs, different mod-
eling approaches can be found in [55, 56], even for wind generation systems
in [47]. Also, specific modeling techniques for nine-phase PMSMs have been
proposed [8, 9]. For the present study, the following assumptions are made
to obtain the model:
• Nine-phase, triple three-phase stator configuration.
• Generic winding configuration.
• Round rotor machine. The inductances are considered to be indepen-
dent from the rotor position [52].
• Saturation effects are not considered.
Next, the voltage equations of the nine-phase machine are presented. The
electrical phase layout of the machine stators (s1, s2, s3) is shown in Fig. 3.1.
Each stator has its own isolated neutral point and each one is shifted
40 electrical degrees (2π/9 radians) from the other two. Phases as1, bs1, cs1,
as2, bs2, cs2 and as3, bs3, cs3 form stators 1, 2 and 3 respectively. The machine




















Figure 3.1: Machine electrical phase distribution
where vabcs is the vector of voltages applied to the machine by the converters,
iabcs is the vector of currents flowing through the machine, λ
abc
s is the flux
linkage vector of the stator windings and Rs is the diagonal matrix that
represents the resistance R of the machine windings. The dimension of






















where x is either a current, voltage or flux magnitude, a, b and c are the













where Ls is the inductance matrix of the machine, λm is the flux linkage
of the magnets, ϕ is the electrical angle between two phases (in this case
40 degrees) and θ is the electrical angle of the machine. It is assumed that
the flux created by the magnets is sinusoidally distributed along the air-gap.
Specifically, the inductance matrix Ls of a nine-phase machine, considering
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a generic winding distribution, can be expressed as [8, 9]
Ls =

L M1 M2 M3 M4 M4 M3 M2 M1
M1 L M1 M2 M3 M4 M4 M3 M2
M2 M1 L M1 M2 M3 M4 M4 M3
M3 M2 M1 L M1 M2 M3 M4 M4
M4 M3 M2 M1 L M1 M2 M3 M4
M4 M4 M3 M2 M1 L M1 M2 M3
M3 M4 M4 M3 M2 M1 L M1 M2
M2 M3 M4 M4 M3 M2 M1 L M1
M1 M2 M3 M4 M4 M3 M2 M1 L

(3.4)
The inductance terms of the matrix can be analytically calculated [56–
58] for a specific winding. Alternatively, if detailed information about the
geometry is available, Finite Element Models (FEM) can be used to calculate
the numerical value of the inductances. The correlation of the machine
















Figure 3.2: Inductance values phase relations
Finally, in order to obtain the complete voltage equations of the machine,













where ω is the electrical rotational speed of the machine.
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3.3 Decentralized control of the machine
In this section, the decentralized current controller is designed analyzing the
obtained machine voltage differential equations. The main control objectives
are:
• Stator independent active and reactive power regulation.
• Ensure a time response performance for an active or reactive current
reference change.
• Minimize the interactions between stators.
3.3.1 Machine equations in the rotating reference frame
In order to simplify the control problem, the well-known Park variable trans-
formation [59] is applied to each of machine stator equations, referenced to












This transformation is extended for three stators, considering the electrical




 T(θ) 03x3 03x303x3 T(θ − ϕ) 03x3
03x3 03x3 T(θ − 2ϕ)
 (3.7)
being each component of (3.7) a 3x3 matrix dimension. Note that this






















Then, in order to properly apply the transformation to the variables sorted
as shown in (3.2), the elements of (3.7) should be rearranged. By ordering
and applying (3.7) to the machine equations (3.5), the following system is
obtained












s are the converter voltages applied to the machine, the
machine voltages due to the magnet flux linkages and the current flowing
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Note that the number of equations has been reduced from nine to six be-
cause the machine windings have an isolated neutral point for each stator;
thus, zero sequence currents flowing through the machine are null. Specifi-
cally, matrices A1 and A2 in (3.9) show the relations between the variables
of the machine in the new reference frame
A1 = ω

0 −C C A B B
C 0 −C B A B
−C C 0 B B A
−A −B −B 0 −C C
−B −A −B C 0 −C




A B B 0 C −C
B A B −C 0 C
B B A C −C 0
0 −C C A B B
C 0 −C B A B
−C C 0 B B A

A = L−M3
B = − cos π9M4 − cos
5π
9 M2 + cos
2π
9 M1










1 1 1 0 0 0
]T
(3.12)












where P is the number of machine pole pairs. Hence, (3.13) shows that the
machine torque only depends on the current q variables, considered from
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now on as the active current components. On the other hand, the current d
variables are considered reactive components, as they do not contribute to
the machine torque. There is no reluctance torque component due to the
round rotor machine configuration.
3.3.2 Decentralized vector control
The decentralized control design is based on the classic vector control. It is
designed considering that no communications are available between stators,
so three different vector controllers are designed, one for each stator. To do
so, the equations for one stator are extracted from the total machine model


































where dq and dd gather the interaction elements between stators. The con-
troller approach considers dq and dd to be exogenous signals or disturbances
for the controller and they are not considered within this design stage. Then,
the corresponding equations of one of the machine stators (3.14) are equiva-
lent to a conventional three-phase machine. Thus, the classic design vector
control can be employed [61], including the decoupling loop between the q
and d variables. Hence, the first design step consists of applying the following




































Once q and d variables are decoupled, two Single Input Single Output





















si are the Laplace variables for the q and d voltages
and currents of the stator si. Based on the plants obtained, two different
controllers are designed, one for each corresponding current, based on the
Internal Model Control (IMC) design methodology [61, 62]. This technique
allows for a controller that cancels the plant internal dynamics, while im-
posing a desired one. Applying this technique to the two system transfer
functions (3.17) aiming to obtain a first order time response for the closed





with the following parameters
Kp =
L−M3
τ ; Ki =
R
τ (3.19)
where τ is the first order time constant of the closed loop system. In order
to control the complete machine, two different PI controllers per stator are
required with their corresponding decoupling loops between q and d variables
(3.15), as shown in Fig. 3.3. To complete the control design, the closed loop
response time constant τ should be selected.
3.3.3 Dynamic analysis and interaction between stators
The controllers bandwidth is strictly related to the effect that a current
change in one of the stators has over the currents in other stators. Then,
a multivariable frequency analysis is performed on the machine control sys-
tem (Fig. 3.4) to properly select the controller closed loop time response
to achieve good control performance, all the while maintaining the effects
between stators under certain boundaries. The control design steps are de-
tailed next.
Open loop analysis
First, the open loop transfer function matrix of the machine is obtained (Ma-
trix G in Fig. 3.4) in order to analyze machine dynamics before including a
controller. This transfer function matrix can be calculated as
G = Cs [sI6x6 −As]−1 Bs (3.20)
where I6x6 is a 6x6 identity matrix and As, Bs and Cs are the state-space
matrices of the machine model, that can be obtained by isolating the deriva-
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Figure 3.3: Wind turbine nine-phase generator control
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Figure 3.4: Closed loop control of the multivariable control system. Inputs:
Current set-points in qd reference. Outputs: machine currents
in qd reference.
tives of the current from the machine equations (3.9). Note that open loop
equations (3.9)-(3.11) show that the machine model is dependent on the ro-
tational speed. Therefore, open loop frequency analysis of the machine must
be performed for different rotational speeds. Once the frequency response
is obtained, large frequency gains that could cause interaction between sta-
tors should be identified. The open loop transfer function matrix G has six
voltage inputs and six current outputs (Fig. 3.4) giving thirty-six different
transfer functions. Due to the symmetry of the machine model, only one
voltage input (considering all current outputs) should be analyzed, because
the frequency response is analogous for all the other inputs.
Closed loop analysis
Once the open loop analysis is completed, the frequency response of the
closed loop multivariable system is carried out, based on the closed loop
transfer function matrix T. This matrix can be obtained as
T = GK [I6x6 + GK]
−1 (3.21)
where K is a diagonal matrix with the designed PI controllers (3.18) in each
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component. The frequency response of the T matrix shows the dynamics
between the current set-points iq∗si and i
d∗
si and the actual machine currents
iqsi and i
d
si in closed loop. Through frequency analysis of the T matrix, the
dynamics of the decentralized controller can be evaluated in closed loop,
considering the following objectives:
• The current set-points iq∗si and id∗si should be tracked without steady
state errors, ensuring an approximate first order system response.
• Limit the error of the local current controllers caused by current changes
in the other stators. The closed loop matrix T relates the set-points
iqd∗si with the machine actual currents i
qd
si . Then, setting a maximum
allowed gain on the frequency representation of T, the dynamic inter-
action between the different closed loop controllers is limited. In other
words, the gain limitation can be understood as the maximum current
deviation allowed in one stator current controller caused by a reference
change ∆iqd∗si introduced in the current controller of another stator.
It is also interesting to plot the matrix T frequency response graph for
different rotational speeds, due to the effect that speed has on the machine
behavior. Also note that, as in the open loop study, the frequency analysis
of the T matrix is performed for a single set-point input (considering all the
current outputs) due to the model symmetry.
3.3.4 Grid side converter control
In order to perform the machine control, the machine side converter requires
a controlled Direct Current (DC) bus voltage to be able apply voltages to the
corresponding stator. The mentioned DC voltage regulation is carried out by
each of the Grid Side Converters (GSCs), as shown in Fig. 3.5. The output of
the DC regulator corresponds to the input for the active current set-point of
a classic vector control [61] carried out in the synchronous reference frame,
defined by the grid angle obtained through a Phase Locked Loop (PLL)
system [63]. Note that the control of the different GSCs does not interfere
in the decentralized control approach as long as it is operated properly.
3.4 Case study
In this section, the methodology to design the decentralized control of the
machine is applied to a specific triple three-phase wind generator. The
characteristics are summarized in Table 3.1.
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Figure 3.5: Wind turbine grid side converters control
Table 3.1: Nine phase generator parameters
Parameter Value Units
Inductance L 1.73 mH
Inductance M1 -0.121 mH
Inductance M2 -0.036 mH
Inductance M3 -0.052 mH
Inductance M4 -0.346 mH
Phase resistance R 10 mΩ
Rated Phase voltage Van 550 V
Pole pairs P 60 -
Rated mechanical speed ωn 11 min
−1
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First, substituting values from Table 3.1 into the machine model equations
the open loop G transfer function matrix is obtained. The input selected for
plotting the Bode diagram is the stator 1 q axis voltage vqs1 and as outputs
all the machine currents iqsi and i
d
si, obtaining six different curves. This
diagram is obtained for four machine speeds: rated speed ωn, 2/3 and 1/3



















































































































Speed: a) 0 rpm, b) 1/3 ωn min
−1, c) 2/3 ωn min
−1, d) ωn min
−1.
Figure 3.6: Open loop transfer function matrix Bode diagram representation
at different rotational speeds. Input: stator 1 q axis voltage.
Outputs: machine currents in qd reference.
The open loop Bode diagram shows that the influence that the input
voltage vqs1 has over the current i
d
s1 is strong at all rotational speeds due
to the existing coupling between q and d variables (3.14), except at very
low speeds. This fact reinforces the requirement of the decoupling loop
within each of the three-phase vector controllers. Moreover, cases b, c and
d show large gains close to the rotational speed at which the Bode diagram
is calculated.
Following the discussion of the open loop system, the closed loop transfer
function matrix T is computed based on the decentralized control approach
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employing six different PI controllers (3.18)-(3.19), leaving the closed loop
time constant undefined. In order to properly select this constant, the fre-
quency dynamic analysis of the closed loop transfer function T is performed.
The Bode diagram representation, considering as input the stator 1 q axis





plotted for different closed loop time responses of the controller: 100, 50, 20
and 10 ms. This procedure is repeated for different machine rotational speed
values as it is shown in Figs. 3.7, 3.8, 3.9 and 3.10. In order to limit the cou-
pling effect between stators, it is considered that a set-point iq∗s1 amplitude





for i=2, 3), less than a 10% of the amplitude ∆iq∗s1. Then, the corresponding
gain limitation is



























































































































Speed: a) 0 min−1, b) 1/3 ωn min
−1, c) 2/3 ωn min
−1, d) ωn min
−1.
Figure 3.7: Closed loop transfer function matrix Bode diagram representa-
tion at different rotational speeds. Input: stator 1 q axis current
set-point. Outputs: machine currents in qd reference. Closed
loop time response design: 100 ms.
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di - - - - - -
Speed: a) 0 min−1, b) 1/3 ωn min
−1, c) 2/3 ωn min
−1, d) ωn min
−1.
Figure 3.8: Closed loop transfer function matrix Bode diagram representa-
tion at different rotational speeds. Input: stator 1 q axis current
set-point. Outputs: machine currents in qd reference. Closed





























































































































Speed: a) 0 min−1, b) 1/3 ωn min
−1, c) 2/3 ωn min
−1, d) ωn min
−1.
Figure 3.9: Closed loop transfer function matrix Bode diagram representa-
tion at different rotational speeds. Input: stator 1 q axis current
set-point. Outputs: machine currents in qd reference. Closed
loop time response design: 20 ms.
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Speed: a) 0 min−1, b) 1/3 ωn min
−1, c) 2/3 ωn min
−1, d) ωn min
−1.
Figure 3.10: Closed loop transfer function matrix Bode diagram representa-
tion at different rotational speeds. Input: stator 1 q axis current
set-point. Outputs: machine currents in qd reference. Closed
loop time response design: 10 ms.
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Fig. 3.7 shows the closed loop Bode diagram for different rotational speeds
between iq∗s1 and all the machine currents for a closed loop time constant of
100 ms. The curve relating iq∗s1 and i
q
s1 presents 0 dB at zero frequency, which
implies that the local controller is able to track current references. Besides,
the curve relating the set-point iq∗s1 and the current i
d
s1 presents reduced
gains at all rotational speeds, fact that validates the decoupling loop action.
However, it is observed that at non-zero rotational speeds, the curve relating
stator 1 q axis set-point iq∗s1 and the q and d currents of the other stators
show large gains, even exceeding the gain limitation imposed of -20 dB, fact
that discards this PI settings for the machine current control.
Analogous Bode diagrams are depicted in Figs. 3.8 and 3.9 for closed loop
time response constants of 50 and 20 ms respectively. Both figures show that
the coupling gains between stator one and the others have been reduced, but
they are still exceeding the gain limitation. From these graphs it can be con-
cluded that faster controllers present better control performance, reducing
level of coupling between stators. This fact is reasonable because faster lo-
cal controllers allow rapid compensation of the current deviations caused by
current changes in other stators.
Finally, Fig. 3.10 shows the T matrix frequency response setting the
closed loop time response to 10 ms. It can be seen that the gain curve relat-
ing the q set-point and current flowing through the q axis of the stator one
(iq∗s1 and i
q
s1), presents 0 dB gain for constant reference inputs. Then, the
controller involving these two variables is able to perfectly track constant
current references. Besides, the gain curves related with the interactions
between controllers do not exceed the established limitation. Then, it can
be concluded that this controller is suitable for the machine because it ac-
complishes the defined control objectives.
It should also be considered that there is a maximum allowed bandwidth
for the current loop. Typically, for classic converters, the fastest allowed time
response should be at least 10 times slower than the switching period of the
converter. Wind turbine converters, usually present operational switching
frequencies in the low kilohertz range (1 to 5 kHz). Therefore, assuming
a 2 kHz switching frequency, the fastest allowed closed loop time response
should be larger than 5 ms.
3.5 Control validation
In this section, the previously designed controller is validated through time
domain simulations of the machine carried out in Matlab Simulinkr. To
evaluate the current controller performance, two different case studies are
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prepared. In both cases, the simulation consists of introducing a step change
to the stator 1 q axis current set-point iq∗s1 while maintaining the other current
references set to zero in order to validate the performance of the decentralized
controller. This simulation is repeated at two different machine speeds to
observe the influence of the speed on controller performance.
The frequency design analysis performed in the previous section has con-
cluded that 10 ms was a suitable closed loop time response for the system.
However, these simulations include also the other analyzed controllers (con-
troller time response: 100, 50 and 20 ms) with the aim of validating the
conclusions obtained during the design stage.
3.5.1 Current set-point step change at rated speed
This experiment is performed at the machine rated speed. A step change
of 500 A is applied to the stator 1 q axis current set-point iq∗s1. Simulation
results are shown in Fig. 3.11a.
The designed controller (τ = 10 ms) shows a good performance during
the current step change. The current iqs1 tracks the reference with a first
order system behavior, reaching 63% of the final value in approximately
10 ms, validating the IMC controller design. In addition, the current d
of the stator 1 is maintained near zero during the step change due to the
decoupling loop. It can also be seen that although the effects between the
different stators are present, the current deviations are compensated in a
few milliseconds by their respective local controllers, never exceeding 10%
of the set-point step amplitude (50 A).
Analyzing the temporal response of the slower controllers, it can be seen
that all of them are able to track the current reference. However, after the
reference step change, current deviations larger than the maximum estab-
lished deviation appear (10% of the set-point change ∆iq∗s1). These results
are consistent with the analysis performed in the control design stage.
3.5.2 Current set-point step change at reduced speed
The same experiment is performed at one third of the rated speed. Again,
a step change of 500 A is applied to the stator 1 q axis current set-point iq∗s1.
Simulation results are shown in Fig. 3.11b.
This simulation shows a satisfactory performance of the designed con-
troller (τ = 10 ms), even better than the previous one. It is also observed
that the step change in the stator 1 q axis current set-point iq∗s1 affects the
other stators less than at higher speeds. These results confirm that as the
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machine speed increases, the coupling effects between the variables are more
difficult to compensate.
It should be considered that in the previously presented simulations the
current set-points are changed in a stepwise manner. In real applications,
reference changes should be ramp-limited because fast variations of these
variables (q axis currents in this case) could imply fast fluctuations of the
machine torque that may cause mechanical problems on the wind turbine.
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3.6 Scaled wind turbine test rig
3.6 Scaled wind turbine test rig
Once the methodology for designing the decentralized control is tested in
simulation, the control algorithms are validated in a scaled wind turbine
test rig. This rig is composed of two 30 kW PMSMs, one acting as a motor
and the other as a generator, mechanically connected through their shafts.
The motor is a conventional three-phase machine connected to a standard
frequency converter. The generator is a nine-phase machine with three in-
dependent star-connected stators, connected to the grid by means of three
independent back-to-back converters. Fig. 3.12 shows the aforementioned
machines, the cabinet where the frequency converter and the back-to-back
converters for controlling the multi-phase machine are enclosed and a com-
plete conceptual diagram of the setup.
Figure 3.12: Scaled wind turbine test rig photographs and conceptual draw-
ing
The system is operated as follows: the motor acts as a wind emulator,
using the frequency converter to regulate the speed of its shaft. The gener-
ator regulates the machine currents by means of the designed decentralized
controller. The grid side converters carry out a voltage control of the DC
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bus to inject the active power coming from the generator to the grid.
In terms of generator control, the decentralized control strategy has been
implemented following the steps presented above. First, the machine model
has been obtained based on the parameters from a FEM simulation, to-
gether with experimental tests developed with the machine. Then, applying
the presented control design methodology, six PI current controllers (two
for each stator) have been obtained and implemented on each of the Digital
Signal Processor (DSP) control boards of the back-to-back converters. The
closed loop time response obtained from the study is 60 ms for each sta-
tor controller. Fig. 3.13 shows the transient response of the decentralized
controller for an active step change of the stator one current iq∗s1 while main-
taining the other current set-points at zero, for three different speeds. It can
be seen that the interaction between stators is reduced, even at high speeds.
In addition, the current a of stator one shows a first order response with a
time constant of approximately 60 ms, as chosen in the design stage. This
test ensures that the decentralized controller implemented is able to regu-
late the machine currents without large interactions among stators during
current transients.
Fig. 3.14a shows the experimental results of the decentralized control op-
eration while extracting the same amount of active power from each of the
stators. The oscilloscope capture shows that the currents flowing through
the phase a of each stator are identical according to the power extraction
scenario. In addition, a phase shift between the currents is observed caused
by the electrical phase displacement (40◦) existing between the stator wind-
ing sets. Fig. 3.14b shows the grid side converter variables during the same
experiment. It can be seen that the DC bus voltage is maintained at a
constant value by means of the DC voltage regulator injecting the incoming
power from the generator to the grid. This capture (Fig. 3.14b) also shows
that the three phase a currents are in phase, because these converters are
all connected to the same AC grid.
Fig. 3.15 shows the results of a second experiment, in which the decen-
tralized control is used to extract a different amount of active power from
each of the stators. It can be observed that the controller is able to regulate
different active current set-points for each stator. Again, the phase shift
between the machine phase a currents is present.
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Figure 3.13: Step change of the current q set-point of the stator 1 iq∗s1 for the
decentralized controller designed, at different mechanical rota-
tional speeds: a) 40 min−1, b) 70 min−1, c) 90 min−1 (rated
mechanical speed). Machine side converter phase a stator cur-
rents.
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Figure 3.14: Three converters extracting the same amount of power. a) Ma-
chine side converter phase a stator currents. b) Grid side con-
verter variables.
AC currents scale: 5 A/div.
Figure 3.15: Three converters extracting a different amount of power. Ma-




The decentralized control design of a triple three-phase wind turbine genera-
tor is presented. The control is performed by three independent back-to-back
converters connected to each of the generator stators. Each converter car-
ries out its own vector control without sharing information with the rest
of the converters. A complete control design methodology based on the
classic vector control, combined with frequency analysis of the closed loop
controller is carried out. The control design methodology is applied to a
nine-phase generator, tested in simulation and validated in a scaled wind
turbine generator test rig. The performed tests have shown satisfactory re-
sults proving the concept viability. These results confirm that this generator
configuration combined with the designed controllers could be an interesting
alternative for offshore applications, showing additional capabilities in terms




Control and experimental validation
of a dual active bridge series resonant
converter
4.1 Introduction
Remote located offshore wind power plants use High Voltage Direct Cur-
rent (HVDC) technology to transmit the energy produced to the mainland
Alternating Current (AC) grid. Focusing on the offshore wind farm grid,
there are two different options for collecting the power produced by the
wind turbines: a classic Alternating Current (AC) grid or an innovative
Direct Current (DC) collection grid. For the DC option, several collection
structures have been proposed, employing bidirectional DC/DC converter
units to step up the voltage between the machines’ output and the DC
medium/high voltage grid [12–16]. Bidirectional operation is preferred as it
allows for black-starting the wind turbine and also to conduct some mainte-
nance actions such as blade positioning.
Regarding the DC/DC converter unit itself, the Dual Active Bridge (DAB)
[17] or the Dual Bridge Series Resonant Converter (DBSRC) [18] are inter-
esting topologies to be used within the mentioned DC/DC structures [13],
due to their bidirectional nature, the isolation and turns ratio provided by
the High Frequency (HF) transformer, and their soft-switching operational
capability, which allows reduction of the operational losses. The main differ-
ence between both structures is the HF resonant tank. The DAB converter
has a HF tank compounded only by a HF transformer or a HF transformer
and an inductor in series, whereas the DBSRC has the same structure as
the DAB plus a capacitor connected in series with the HF tank. Then,
comparing the HF AC currents of both converters, the effect of the capaci-
tor included in the DBSRC provides a nearly sinusoidal current in the HF
AC side of the converter, while the DAB AC current shows a triangular
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waveform with evident high order current harmonics.
The DBSRC can be operated at variable or fixed frequency. In [64] the
design and operation of the converter for fixed frequency mode is detailed.
The converter power transfer is achieved similarly to the power exchanged
between two AC voltage sources [65], consisting of generating two voltage
square waves with both bridges controlling the power flow with a variation of
its relative angle. The converter switching operational frequency is set above
the resonant frequency of the HF AC tank, to allow the converter to operate
in continuous mode [64]. This operation mode has an important drawback,
which is the large current flowing through the HF AC side under certain
conditions, even if the system is transferring a reduced amount of power. In
order to solve this problem, the three-level modulation strategy [66] can be
employed in both bridges, permitting reduction of the current stress. This
fact is analyzed in [67], where a steady state analysis of the converter to
find the minimum current trajectories is described for a DBSRC built using
Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) devices.
This chapter is focused on the operation and control of a 50 kW DB-
SRC based on Insulated-Gate Bipolar Transistors (IGBT). Based on the
converter mathematical model, an optimization problem is posed to operate
at a reduced HF AC current level using a three-level modulation strategy.
The solution to this problem gives the operational point at which the cur-
rent flowing through the AC circuit is minimum for the defined working
conditions, accomplishing the demanded power transfer. This strategy is
compared to simulations with the classic two-level modulation phase-shifted
control. Then, the experimental results with the developed prototype are
shown operating with the classic two-level modulation.
The chapter is structured in several sections. Section 4.2 describes the
DBSRC converter. Then, in Section 4.3 the converter model is obtained.
Based on this model, two different controllers for the converter are described
in Section 4.4, including the proposed optimization algorithm, as well as
simulations comparing both control performances. Finally, results showing
the converter operation using the conventional controller are presented in
Section 4.5.
4.2 System description
The DBSRC (Fig. 4.1) is a DC/DC converter compounded by two H-Bridge
converters connected by a HF transformer along with an inductor and a
capacitor in series. The transformer is usually included to provide isola-
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tion between both DC systems, as well as applying a voltage turns ratio
relation between the primary and the secondary voltages. The converter is
able to transmit power in both directions without changing the operation
mode. The resonant tank compounded by the capacitor and the inductor is
usually tuned to a frequency slightly lower than the switching frequency to
operate the system in continuous mode [64]. Specifically, the presence of the
capacitor in the resonant circuit leads to sinusoidal currents, reducing the
harmonic content of the HF currents. Also, this capacitor blocks possible
DC currents flowing through this circuit that could saturate the transformer
[68].
HV Converter LV Converter
HF AC
Figure 4.1: Simplified structure of the DBSRC
Apart from the configuration shown in Fig. 4.1, other DBSRC structures
could be implemented. For instance, splitting the series capacitor and in-
ductor between the primary and the secondary side of the transformer is an
interesting possibility. This scheme is suggested in the literature to achieve
a better performance for bidirectional power applications [69]. Besides, the
components of the primary could be divided between the phase cables, to
increase the symmetry of the system. This technique is used in single-phase
converters to suppress the common mode flowing through the converter.
4.3 Converter model
The DBSRC power flow control is inspired by the operation of a power sys-
tem line. Both H-bridges apply high frequency voltage square waves that
can be analyzed as sinusoidal waves at the switching frequency with an infi-
nite added number of harmonics [70]. For this analysis, only the sinusoidal
component of the square wave is considered. Note that for the DBSRC case,
this simplification is reasonable due to the fact that the AC currents flowing
59
Chapter 4 Control and experimental validation of a DBSRC
through the HF circuit are nearly sinusoidal. Fig. 4.2 shows the equivalent
scheme of the HF circuit used for the mathematical description.





Figure 4.2: Equivalent average model of the DBSRC
Fig. 4.3 shows the fundamental component of a square wave, with a peak
voltage amplitude of 4πVDC . This voltage waveform can be obtained by
applying a two-level modulation. Then, the voltages applied by both H-








V2 cos(ωt+ δ) (4.2)
where V1 and V2 are the DC voltages, ω is the frequency of the square wave
and δ is the phase shift between the voltages applied by the two bridges.
These expressions could be modified if the modulation is able to apply zero
voltage for a certain period (Fig. 4.4). This is the particular case of the
three-level modulation which is able to apply three voltage levels at the









Figure 4.3: Sinusoidal approximation of the AC voltage (two voltage levels)















Figure 4.4: Sinusoidal approximation of the AC voltage (three voltage levels)








V2 cos (ωt+ δ) (4.4)
Note that if α is zero, equations (4.1)-(4.2) and (4.3)-(4.4) are equivalent.
Therefore, the two-level modulation can be considered a particular case of
the three-level modulation. Next, the system equations for the active P and
reactive power Q are deduced considering that the HV bridge is operated
using three-level modulation1. This assumption is made because three-level
modulation can be employed to reduce the Root Mean Square (RMS) voltage
applied by the HV bridge to minimize the currents flowing through the AC
circuit, as further explained in Section 4.4. Also, it is possible to apply
three-level modulation to both bridges, or only to the secondary bridge if
required, for instance, during the converter start-up. Then, the voltage















is defined to link the secondary voltage to the
primary (Fig. 4.5) and nt is the HF transformer ratio. In addition, the
1For the equations derivation, it is assumed that the power is flowing from the HV side
to the Low Voltage (LV) side.
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reactance of the resonant tank can be expressed as
X = Lω − 1
Cω
(4.7)
where L is the equivalent HF inductor and C is the HF capacitor. Then
the AC current flowing through the tank can be calculated in the phasor
domain as
Iac =











Figure 4.5: Reduction of the AC circuit to the primary
Once the equations are defined, it is possible to obtain the active P and
reactive Q power expressions along with the AC and DC current equations
at the output, considering power flowing from the HV bridge to the Low
Voltage (LV) bridge. For the equations deduction, if the parasitic resistance
of the AC circuit is not considered, then
P = − 8
Xπ2




V 21 cosα(cosα−Gv cos δ) (4.10)
Note that active power sign is negative because the power is calculated at the
voltage source v1, which is delivering power for positive angles δ. Also, the
IDC output current expression is obtained dividing the power transmitted




V 21 Gv cosα sin δ (4.11)
Then, defining the values of the capacitor, the inductor, the transformer
ratio and the voltage ranges for the DC input and output, a detailed study
of the system can be performed. Specifically, these equations are used to
analyze the steady state operation of the converter and also to pose the
optimization problem that allows reduction of the current flowing through
the AC circuit by using the three-level modulation.
Once the mathematical model is introduced, the converter analysis is car-
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ried out based on the parameters and nominal values shown in Table 4.1.
Table 4.1: System parameters and nominal values
Magnitude Value Units
Power 50 kW
DC Voltage input V1 650 V
DC Voltage output V2 400 V
DC current input (HV) 77 A
DC current output IDC (LV) 125 A
Maximum AC current 150 Arms
AC HF inductor 145 µH
AC HF Capacitor 0.55 µF
AC Frequency 20 kHz
Transformer ratio 1.3 -
4.4 Converter control
In this section, two different control strategies for the DBSRC (see Fig. 4.6)
are detailed. First, the different modulation techniques used to operate the
converter are described. Once the converter modulation is introduced, the
classic phase shift control and the optimized current control are explained.
Simulations of both controllers are included in order to illustrate and com-
pare their operation.
4.4.1 Converter modulation
The voltage modulation is the basis of the converter operation. The proposed
modulation is known as three-level modulation, as it is able to apply three
different voltage levels. As mentioned above, the two-level modulation is
a particular case of the three-level modulation, when the shift between the
two legs of the same H-bridge is 180◦.
Applying two-level modulation, the duty cycle is fixed at 50% and a certain
dead time is included to avoid a leg short-circuit. Fig. 4.7 shows the square
waves obtained using a triangular wave and a comparator. Applying the
previous modulation, the voltages obtained are those depicted in Fig. 4.8.
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Figure 4.8: Gate signals and voltages applied by the converter for the two-
level modulation
The phase shift between the first and second leg can be modified by chang-
ing the initial value of one of the triangular square waves, in order to apply
the three-level modulation. Fig. 4.9 shows the diagram for a 90◦ phase shift
between both legs. Applying the previous modulation, the voltages obtained
are those depicted in Fig. 4.10.
If the triangular wave of the first leg of the HV converter is used as a
reference, then it is possible to define three different angles to control the
converter:
• Phase shift between HV H-bridge converter legs (δ1)
• Phase shift between LV H-bridge converter legs (δ2)
• Phase shift between both H-bridges (δ)
Note that there is an equivalence between the angle α defined previously
(Fig. 4.4) and the phase shift between the legs of the converter δ1 or δ2,
as changing the angle between the H-bridge legs, the three-level voltage
output changes accordingly. Specifically, for δ1, the mentioned equation is
(in degrees)
δ1 = 180
◦ − 2 · α (4.12)
Once the implemented modulation has been defined, the conventional
phase shift and the optimized converter control strategies are described.
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4.4.2 Classic DC current control
The classic current control of the DBSRC is based on the two-level mod-
ulation strategy (Fig. 4.11). Setting the duty cycle of both converter legs
at 50% and shifting the corresponding generated voltage square waves 180◦
(δ1 = δ2 = 180
◦), results in a voltage square wave that is applied between
the two middle-point connections of each H-bridge. Then, to establish the
power transfer between the HV and the LV H-bridges, the angle between
the two voltage square waves generated must be shifted an angle δ.
In order to perform a closed loop control, the DC current IDC at the LV
side is selected as the controlled variable. The controller can be a simple
PI regulator or a more sophisticated one if an improved performance is
required. The PI controller is able to regulate the output current, shifting
the secondary bridge an angle δ from the primary bridge, which is acting as
the AC slack. While operating the converter using this control strategy, the
effect of the modulation switching dead time should be taken into account.
It is continuously adding a constant deviation to the desired phase shift
δ imposed by the control. This is not a major inconvenience because the
controller is able to compensate this deviation thus achieving zero steady
state current error. However, if so desired, in order to simplify the controller
operation a constant phase shift δDB to compensate the effect of the dead























Figure 4.11: Classic DC current control strategy
Based on the parameters shown in Table 4.1 two different scenarios are
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Figure 4.12: Classic DC current control strategy with dead time phase shift
compensation
simulated using Matlab Simulinkr to illustrate the operation of the classic
control. Fig. 4.13 shows the simulation results imposing a nominal DC
voltage input of 650 V and a DC voltage output of 348 V, while regulating
the DC current to 25 A. It can be observed that the system is able to
track the current reference without steady state error. Note also that the
voltages v1 and v2 are purely square waves, as the two-level modulation is
employed. Regarding AC currents, both the primary and the secondary
side currents are larger than the output DC current, as much as four times,
which is undesirable as an important part of the AC current is not used to
transfer active power. Fig. 4.14 shows the same system operating between
the same primary DC voltage input and a DC voltage output of 400 V, while
regulating the DC current to 100 A. Again, the system is able to track the
current reference. Note that in both scenarios the AC current magnitudes
are similar, thus revealing that the current flowing through the AC circuit
during the first simulation is excessive, as the power transfer in the second
case is around 4.5 times higher.
The main advantage of this type of control is the straightforward imple-
mentation of the modulation and the controller. With a simple two-level
modulation and a conventional PI, the output of the converter can be reg-
ulated. On the other hand, large currents can be seen in the AC tank even
for low DC current outputs, due to the voltage difference between the AC
applied voltages, which increases the losses of the converter.
4.4.3 Optimized current control
Based on a simple steady state analysis, it can be stated that applying a
reduced RMS voltage with the HV H-Bridge, the HF AC current can be
reduced, maintaining the active power transfer. This voltage reduction can
be achieved by applying a three-level modulation, properly selecting the
angle δ1 between the two voltage square waves created by the HV converter
legs.

















































Figure 4.13: Classic DC current control strategy. DC current reference
I∗DC = 25 A. DC input voltage V1 = 650 V. DC output voltage
V2 = 348 V.
69















































Figure 4.14: Classic DC current control strategy. DC current reference
I∗DC = 100 A. DC input voltage V1 = 650 V. DC output voltage
V2 = 400 V.
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current using the phase-shift angle δ between the two H-Bridges, while min-
imizing the AC current flowing through the resonant tank, reducing the HV
RMS applied voltage. The LV bridge, is maintained applying a two-level
modulation (δ2 at 180
◦). Therefore, for given conditions, an optimization
problem can be defined in order to find a pair of δ and δ1 angles that mini-
mize the current flowing through the AC circuit.
Next, the optimization problem is described. For the sake of simplicity,
the angle α is used instead of δ1 (see (4.12)), as the system equations are
simpler to analyze. The objective function F to minimize is the modulus of
the AC current





2 α+G2v −Gv cosα cos δ) (4.13)
This function is minimized under different restrictions. The most impor-
tant condition is that the DC current reference I∗DC must be tracked
8
V2X π2
V 21 Gv cosα sin δ − I∗DC = 0 (4.14)
Also, restrictions to the operational angles applied by the converter can
be imposed. For instance
α ≤ 60◦ (4.15)
δ ≤ 60◦ (4.16)
Note that no losses are considered within the converter, neglecting the
parasitic resistances of the circuit elements. As the optimization restrictions
and the objective function are not linear equations, a nonlinear solver must
be employed. In this case, the problem is solved using the Matlabr tool
fmincon [72], selecting the solver algorithm interior point.
The results of the optimization are a pair of α (or δ1) and δ values for
given conditions of DC primary voltage V1, DC secondary voltage V2 and
current reference I∗DC . Applying these angles to the system through the
converter modulation (Fig. 4.9), the DC current required I∗DC by the appli-
cation should be delivered while minimizing the AC current flowing through
the HF AC circuit.
If the optimization problem is solved for different voltages V2 and current
references I∗DC , given an input DC voltage V1, a predefined calculation of
the angles δ and δ1 that minimize the AC current for all the operational
points of the converter can be calculated. Based on this offline calculation,
71
Chapter 4 Control and experimental validation of a DBSRC
two different lookup tables can be defined to calculate the angles δ1 and δ,
introducing the operational conditions (V2, I
∗
DC), which in theory could lead
the converter to deliver the demanded current I∗DC while minimizing the HF
AC current. However, as the optimization does not consider effects such as
parasitic resistances or the dead time of the IGBTs, a closed loop control
system is still required to properly track the current reference.
The complete control structure is shown in Fig. 4.15. The converter is able
to regulate the LV DC current IDC , setting the phase shift δ between the two
bridges through a PI controller, while the angle δ1 is imposed through the
lookup table obtained from the offline optimization, based on the operational
inputs I∗DC and V2. Also, another lookup table could be included to calculate
the δ angle included in the control scheme as a feed-forward term in order
to simplify the controller operation. The application of the angles δ and δ1




























Figure 4.15: Optimized DC current control strategy
In order to validate the optimization, Fig. 4.16 and Fig. 4.17 are depicted.
These graphs show the system DC and AC currents for different α and δ
operation points, given the DC input and output voltage conditions V1 and
V2.
Specifically, Fig. 4.16a shows, labeled with a red square, the optimal op-
eration point calculated considering that the converter should deliver a DC
current I∗DC of 25 A, while operating between DC voltages V1 = 650 V
and V2 = 348 V. It also shows, labeled with black squares, other α and δ
operation points that are able to deliver the same DC current output. Ad-
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ditionally, Fig. 4.16b shows the AC current magnitude of the highlighted
points in Fig. 4.16a. It confirms that the red square represents the optimal
operation point because it is able to deliver 25 A at the output, while min-
imizing the HF AC current. This procedure is repeated in Fig. 4.17a and
Fig. 4.17b considering that the converter should deliver a DC current I∗DC
of 100 A while operating between DC voltages V1 = 650 V and V2 = 400 V.
Again, it can be seen that the red square point minimizes the AC current
flowing through the tank.
In order to validate the operation of the converter including the AC cur-
rent minimization, the same scenarios presented for the conventional control
(Fig. 4.13 and Fig. 4.14) are again simulated including the proposed con-
trol strategy (Fig. 4.18 and Fig. 4.19). Specifically, Fig. 4.18 (V1 = 650 V,
V2 = 348 V and I
∗
DC = 25 A) shows that the three-level modulation is able to
significantly reduce the current flowing through the AC resonant tank, com-
pared with the classic control under the same conditions (Fig. 4.13). On the
other hand, the optimized control results, shown in Fig. 4.19 (V1 = 650 V,
V2 = 400 V and I
∗
DC = 100 A), are similar in terms of AC current to the
classic control results (Fig. 4.14). Thus, it can be stated that the optimized
control can achieve a larger AC current reduction when the difference be-
tween both DC voltages (even considering the transformer ratio) is large.
When both DC voltages are similar, the optimized control does not achieve
an important AC current reduction.
On comparing the results from the offline optimization and the simula-
tions, a small difference is detected when comparing the angles and the AC
current. The deviation between both can be explained because the opti-
mization does not consider either the parasitic resistances of the circuit, or
the IGBTs switching dead time. Even so, the closed loop DC current control
is able to compensate the small differences to achieve a perfect DC current
IDC regulation.
Optimized control dynamic design
In terms of system dynamics, the plant to represent the converter is obtained
using the Matlabr tool System Identification Toolbox. A step input is ap-
plied to the phase shift δ angle, while observing the DC current output IDC
evolution. Based on the result, an approximate simple first order transfer
function can be obtained. Then, based on the simplified plant obtained (re-
lating δ and IDC) a conventional PI controller can be employed to regulate
the DC current. The parameters of the PI control are designed using the
Internal Model Control (IMC) technique [62], which is able to impose the
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Figure 4.16: AC and DC currents for different α and δ angles. Conditions:
V1 = 650 V V2 = 348 V. a) DC current IDC for different opera-
tion points α and δ. b) AC current IAC for different operation










Figure 4.17: AC and DC currents for different α and δ angles. Conditions:
V1 = 650 V V2 = 400 V. a) DC current IDC for different opera-
tion points α and δ. b) AC current IAC for different operation
points α and δ.
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Figure 4.18: Optimized DC current control strategy. DC current reference
I∗DC = 25 A. DC input voltage V1 = 650 V. DC output voltage

















































Figure 4.19: Optimized DC current control strategy. DC current reference
I∗DC = 100 A. DC input voltage V1 = 650 V. DC output voltage
V2 = 400 V.
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closed loop dynamics. The settling time for the closed loop controller is set
to 100 ms. Fig. 4.20 shows the simulation results of a current reference step
change I∗DC from 0 to 100 A at 0.1 s. It can be observed that the DC current
IDC reaches the steady state value approximately in 100 ms, accomplishing
the design specification. Also, if required, the DC current references can be
filtered to obtain a smoother current evolution.

















Figure 4.20: Dynamic response of the controller to a DC current step refer-
ence input from 0 to 100 A at 0.1 s
The optimized controller does not require a complex implementation in
comparison with the classic controller. Using a three-level modulation, a
lookup table for the angle optimization results and a conventional PI, the
output of the converter can be regulated while reducing the current flowing
through it. Control system simplicity is an important factor when imple-
menting the regulator in a real microprocessor.
4.5 Experimental results
Fig. 4.21 shows a photograph of the implementation of a 50 kW DBSRC.
The prototype is built based on the system parameters and the rated values
shown in Table 4.1. Both H-Bridges are Semikron Semikube (Model IGD-1-
424-P1N4-DL-FA) converters. The inductor and the transformer (designed
by Himag) are both planar. The HF capacitor is compounded connecting
several HF capacitors (designed by NWL) in parallel in order to handle the
rated converter AC current. So as to perform the experimental tests, the
output of the converter is connected to the input, as shown in Fig. 4.22.
Note that as the transformer has a turns ratio of 1.3 and the converter out-
put is connected back to the input, the system will not be operating under
its nominal values (V1 and V2), as the output should have a reduced volt-
age compared to the input. The control system is implemented in a Texas
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Instruments Digital Signal Processor (DSP) TMS320F2809. The modula-
tion is programmed using the ePWM Peripheral, which is able to apply an
angle shifting to the different triangular waves required for the operation
(Fig. 4.9). The following results show the converter operation controlled
using the classic phase shift control with the dead time angle δDB compen-
sation. The three-level modulation has been implemented and tested during
the start-up, in order to smoothly ramp up the voltages applied by both
converters, but it has not been tested under normal operation.





Figure 4.22: Experimental testing implementation
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Fig. 4.23 shows the oscilloscope captures of the converter operation while
transferring power from the primary side to the secondary side. Both DC
voltages are 400 V, imposed by the diode rectifier. It can be observed that
the peak current in the AC primary side is 75 A and in the secondary is
97.5 A. The DC current output measured during the test is approximately
21 A. The system shows a good behavior, both during start-up and normal
operation. Note that the current flowing through the AC circuit is higher
compared with the DC current output, mainly caused by two different rea-
sons. On the one hand, the converter is not operating within its expected
voltage ratio between the primary and secondary DC voltage. On the other
hand the operation is based on the classic two-level modulation. An opti-
mized operation of the converter could help to reduce the amount of AC
current, even far of the nominal DC voltage values.
4.6 Conclusions
The DBSRC control design is addressed. First, the mathematical model of
the system is derived. Then, the classic control is explained and its behav-
ior is detailed through simulations. This analysis reveals that this control
strategy may present large current values flowing through the HF AC side,
even for a reduced active power flow transmission, particularly if the volt-
age ratio of the DC interconnected systems is far from the nominal value.
In order to solve this problem, an optimized controller based on three-level
modulation is developed, which is able to minimize the HF AC currents dur-
ing the converter operation. Simulations of the proposed control are carried
out to compare both control strategies, showing that it is able to reduce the
AC current importantly, especially for large differences between the input
and output DC voltages. Also, a 50 kW DBSRC converter prototype is de-
veloped. Several tests are performed employing the classic control showing
a proper behavior. As expected, this operation mode shows large currents
flowing through the AC circuit, even transferring a reduced amount of active
power. This fact confirms that the optimized control proposed, can be an
interesting option to operate this type of converters, as it can increase the
efficiency of the system.
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Figure 4.23: Experimental results of the performed tests. a) System volt-




Control design of modular multilevel
converters in normal and AC fault
conditions for HVDC grids
5.1 Introduction
Voltage Source Converters (VSCs) are common in low and medium power
motor drives and renewable generation systems. Typically, a VSC uses
Insulated-Gate Bipolar Transistors (IGBTs), enabling a controlled two or
three-level voltage output driven by Pulse Width Modulation (PWM) [73].
This is not well suited for high voltage applications as the rated voltage of
IGBTs is limited to a few kilovolts. Some manufacturers, notably ABB,
chain multiple IGBTs to create high voltage switches; however, this requires
a sophisticated drive circuit that is not easy to scale for very high volt-
ages. To overcome this problem, Modular Multilevel Converters (MMCs)
were first proposed in [27] and different topologies have been adopted by
different manufacturers since then [28–30]. MMC is foreseen as the technol-
ogy of choice for VSC High Voltage Direct Current (HVDC) transmission.
Besides enabling higher voltages, they have several additional benefits such
as reduced harmonic content, reduced transformer dv/dt stress and a great
potential for standardization.
Unlike two-level VSCs, MMCs combine a large number of individually-
controlled sub-modules (see Fig. 5.1) rather than chained IGBTs, requiring
a sophisticated control structure. When compared to former well-known
converter topologies, the MMC is more challenging to control due to its
use of combined Alternating Current (AC) and DC current and voltage
waveforms which have different roles in regulating the energy of the con-
verter. These roles are not obvious but must be fully utilized in order to
ensure that the converter can operate in all possible scenarios, including
those with asymmetrical network voltages. A number of publications have
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addressed the basics of the control of MMCs [74–80]. In terms of unbal-
anced grid voltage operation, MMC control has also been analyzed in the
literature [81–93]. Some of the proposed MMC control structures are based
on extensions of the methods employed in conventional VSC inverters with
feed-forward additions that mitigate some of the issues that only happen in
MMCs (for example, the so-called inner or circulating currents of the con-
verter). Other control structures do not cover all the converter degrees of
freedom, thus leaving certain internal variables uncontrolled. Also, a dy-
namic design methodology for the regulators used to control the converter
variables is not always provided.
In this chapter a complete control structure for a VSC-HVDC providing
a comprehensive and in-depth analysis of the controller design process is
presented. First, a steady-state analysis of the system is conducted, which
enables an intuitive understanding of the role of the different current and
voltage components. Based on this analysis, particular current components
are selected to regulate specific degrees of freedom of the converter. Next,
a discussion of the current reference calculation for both the grid and inner
currents is provided, considering unbalanced grid voltage operation. Then,
the current and energy controllers design is addressed. Finally, the complete
control design proposal is validated through simulation studies under both
normal and unbalanced grid conditions.
This chapter is organized as follows: Section 5.2 describes the converter
and the basic equations of the system. Then, in Section 5.3 a steady state
analysis of the converter is developed, identifying the uses of the current
components within the converter control. In Section 5.4 the different parts
of the converter control are described and the current and energy regulators
are designed. Finally, in 5.5 simulation results to validate the proposed
control design in normal operation and during a voltage sag are shown.
5.2 System description
The MMC has Narm sub-modules (SM) in each arm
1. These can be con-
trolled individually to either insert their capacitor in series with the arm
or to bypass it, which allows the arm to behave as a controllable voltage
source fed from an aggregated capacitor-based energy storage device [75].
The voltage of the arms can be used to control the current flowing through
the converter. The target current is chosen to achieve the desired exchange
1Each phase of the converter is commonly called a leg; whereas the upper and the lower
































































































Figure 5.1: Complete scheme of an MMC converter
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of power between the AC grid and the DC grid as well as maintaining the
internal energy balance of the converter. To represent the converter [94], the
circuit equations can be obtained per each phase j (j = a, b, c)
























where Ra and La are the resistance and inductance of the arm inductor
respectively, Rs and Ls correspond to the phase inductor, Rg and Lg corre-
spond to the equivalent impedance of the AC grid, V DCu and V
DC
l are the
voltages of the upper and the lower halves of the HVDC link, vjg is the AC
grid voltage, vju and v
j
l are the voltages applied by the upper and the lower
arms respectively, iju and i
j
l are the currents flowing through the upper and
lower arms respectively and ijs is the AC grid current. Further, the following
















R , Rs +Rg +
Ra
2




























where vjdiff and v
j
sum are the differential and the additive voltages applied
by the converter respectively and ijsum is the additive (inner) current, which
is common to the upper and lower arms. Adding and subtracting equations
(5.1) and (5.2) while applying the aforementioned variable change leads to
1
2








vjsum − (V DCu + V DCl )︸ ︷︷ ︸
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5.3 Steady state analysis
where V DCoff is half the imbalance between the voltage of positive and the
negative HVDC poles. This will normally be close to zero but can be large
under pole-to-ground faults in the HVDC grid. Also, note that (5.4) is
related to AC side current ijs, whereas (5.5) is related to additive currents
ijsum.





s = 0 (5.6)
This can be combined with the summation of (5.4) over j = a, b, c to obtain



















Note that v0diff is controlled by the converter but does not produce any
current. This is normally exploited by VSCs to extend the AC output voltage
range using third harmonic voltage injection [95]. Due to symmetry, (5.4)
and (5.5) can be written in vector form by combining a, b and c as
















where R, Ra, L and La are 3x3 diagonal matrices with R, Ra, L and La
terms at the diagonal, respectively.
5.3 Steady state analysis
The voltage applied by the converter arms and the current flowing through
them contain both AC and DC components. These play different roles in
the power exchange between the AC and DC networks and the energy stored
in the converter itself. In order to better understand these roles, it is useful
to perform a decoupled AC and DC steady state analysis of the circuit. A
summary detailing the uses of each converter current component can be seen
in Table 5.1.
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5.3.1 AC analysis
For the AC analysis, assuming V DCoff is purely DC, equation (5.8) can be
expressed in the phasor domain as




= Z Iabcs (5.10)
where Z is a 3x3 diagonal matrix with the term R+jωL at the diagonal2. It
is convenient to apply the Fortescue transformation to the previous equation
[96]. The Fortescue transformation Θ+−0 of a phasor vector Θabc is defined
as
Θ+−0 , FΘabc =
1
3
1 p2 p1 p p2
1 1 1
Θabc
with p = ej
−2π









As noted earlier, the zero sequence component of the current flowing to-
wards the AC grid is zero and therefore can be removed from the result. The
current flowing towards the AC network I+−s is used to exchange power with
the AC network and can be controlled using the differential voltage V +−diff .





The positive and negative sequence components of the additive current I+−sum
can be used to exchange energy between the upper and the lower halves of the
converter to achieve internal balance while the zero component I0sum should
be kept close to zero to avoid AC voltage distortion in the DC network.
5.3.2 DC analysis
The DC analysis is performed by making the derivatives of the currents in
(5.8) and (5.9) equal to zero. As with the AC analysis, it is convenient to
distinguish between the zero sequence component and the rest of the current.
In the DC case, this can be done by using the Clarke transformation [97],
2ω is the grid frequency
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which is defined as
Θαβ0 , CΘabc =
1
3
2 −1 −10 −√3 √3
1 1 1
Θabc (5.13)
Transforming the steady state DC form of (5.8) leads to
V αβDCdiff = RI
αβDC
s (5.14)
As in the AC case, the zero sequence component of Is is strictly zero; how-
ever, the remaining DC current IαβDCs can flow through the transformer
windings and must be kept equal to zero in order to avoid undesired core
saturation. This can be controlled using vαβDCdiff . In addition, applying (5.13)









(V DCt − V 0DCsum ) (5.16)
The zero sequence component of the additive DC current is used to exchange
power between the converter and the DC network and can be controlled
using V 0DCsum . On the other hand, I
αβDC
sum is controlled through V
αβDC
sum and
can be used to exchange energy between the different legs of the converter to
achieve internal energy balance. This will be important under severe voltage
unbalances in the AC network, where the power exchanged by the different
legs will be significantly different.
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Table 5.1: Converter current components and their uses
Current Freq. Component Use
Is
AC +,-
Active and reactive current to the
AC grid (continuous).
0
Equal to 0 due to three-wire con-
nection.
DC α,β
Controlled to zero to prevent DC
current flowing through the AC
grid.
0




Internal power exchange between
upper and lower arms (transient).
0
Controlled to zero to avoid AC
distortion in the DC grid.
DC α,β
Internal power exchange between
the legs of the converter (contin-
uous/transient).
0





In this section, a design methodology for the converter controllers is pro-
posed based on the parameters shown in Table 5.2. An overview of the
control structure proposed for the converter is shown in Fig. 5.2, detailing
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Figure 5.2: Overall MMC control structure
The control strategy must be designed to meet several objectives:
• Control the different degrees of freedom of the MMC by means of
specific current components.
• Control the grid and additive currents flowing through the converter.
• Establish a power exchange between the AC and the DC grid.
• Continuous balancing of the energy stored in the converter arms, avoid-
ing large deviations.
• Enable the converter operation under any grid condition.
To meet these objectives, the following parts of the control structure are
addressed:
• Grid and additive current reference calculation considering unbalanced
AC grid voltage conditions.
• Design of the grid and additive current regulators to track AC and DC
current references.
• Design of the energy regulators to balance the energy stored in the
converter arms.
Based on this structure a complete control scheme can be implemented as
shown in Fig. 5.3 and Fig. 5.4. Next, the design of each part of the structure
is addressed in detail.
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Figure 5.4: MMC control structure - Part II
5.4.1 Current reference calculation
As in most VSC topologies, the control structure for an MMC consists of
a high-level power and energy controller which produces current reference
values for a nested current controller, which in turn gives output voltage
commands to a switching signal generator (see Fig. 5.2). Although the
calculation of current reference values has elements in common with that of
a two-level converter, the greater number of degrees of freedom of the MMC
makes it of greater complexity.
AC network current reference calculation
DC component of the AC network current
As discussed earlier, the zero sequence component of the AC network current
is strictly zero due to the three-wire connection, and the reference of IαβDCs
is set to zero and must be controlled to avoid transformer saturation.
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Table 5.2: System parameters for an example MMC
Parameter Symbol Value Units
Rated power S 526 MVA
Rated power factor cosϕ 0.95 (c) -
AC-side voltage U 320 kV RMS ph-ph
HVDC link voltage VDC ±320 kV
Grid equivalent impedance Zg 0.01+j 0.1 pu
Phase reactor impedance Zs j 0.05 pu
Arm reactor impedance Za 0.01+j 0.2 pu
Converter sub-modules per arm Narm 400 sub-modules
Average sub-module voltage Vmodule 1.6 kV
Sub-module capacitance Cmodule 8 mF
AC component of the AC network current
The AC network current references can be calculated using the same meth-
ods as in classic two-level converters. Under balanced conditions, the two
degrees of freedom of the current can be adjusted to obtain the desired active
and reactive power exchange with the AC network [97]. However, when con-
sidering unbalanced AC network voltages several options exist [98], and the
preferred solution has not been selected yet. The most common choice is to
set the negative sequence current to zero and export only positive sequence
current chosen to obtain the desired active and reactive power exchange.
This causes an asymmetrical exchange of power between the AC network
and the different legs of the converter even in steady state, which needs to
be compensated by the converter to ensure internal energy balance. The
calculation of the current reference is simplified by applying the so-called
Park transformation matrix T(θ) to voltage and current variables. The
Park transformation is equivalent to the Clarke transformation combined
with a rotation of angle θ and can be obtained as
Θqd0 = C R(θ)︸ ︷︷ ︸
T(θ)
Θabc; R(θ) =
cos θ − sin θ 0sin θ cos θ 0
0 0 1
 (5.17)
Following the nomenclature introduced by Akagi [97,99], the non-oscillatory
terms of the instantaneous active and reactive power of the power exported
to the AC grid, Pg and Qg respectively can be calculated from the positive
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Assuming vd+g to be zero, which can be granted if the angle of the Park
transformation is chosen to match the angle of the positive sequence, the
















This approach is sometimes known as the feed-forward method, as opposed
to an alternative approach where the current reference is obtained from the
output of a PI controller fed with the error between measured power and
reference power. A discussion about their advantages and drawbacks can be
found in [100]. If the converter is connected to a weak grid, the coupling
between output current and grid voltage seen by the converter may require
further consideration as shown in [101]. Finally, if the losses of the converter
filter are not negligible, these can be included in the calculation of (5.19) for
better accuracy [98].
Additive current reference calculation
DC component of the additive current
The zero sequence component of the DC additive current I0DCsum is used to
export power from the converter to the DC grid Pt, whereas the rest of the
DC additive current is used to exchange power between converter legs Pa→b
and Pa→c. It is convenient to define the following new power variables




where Pj ≈ V DCt i
jDC
sum .
Similarly to the case of the AC network current, the approximation above
assumes the losses of the arm inductors to be negligible. This enables cal-






0 1 10 √3 −√3
1 0 0
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Under normal operation, most of the DC additive current will be zero se-
quence component and it will be in charge of ensuring that the power ex-
changed between the converter and the AC network is equal to the power
exchanged with the HVDC link. However, under severe voltage imbalances
in the AC network, the DC additive current of phases a, b and c can be
significantly different in order to compensate the power imbalance between
phases.
AC component of the additive current
The AC voltage applied by the converter arms will be close to the AC net-
work voltage. This can be seen from (5.11) given that Z is small. When
comparing the AC voltage of the upper and the lower arms, they will have
opposite signs. Therefore, the additive AC current I+−sum can be used to ex-
change power between the upper and lower arms of the converter. On the
other hand, the zero sequence component I0sum must be set to zero to pre-
vent AC current flowing to the HVDC link. Unlike the AC network current,
the additive current can contain positive and negative sequence components
with no impact on the AC grid. The power exchanged between upper and
lower arms can be obtained by multiplying the AC arm voltage by the AC
additive current. The AC arm voltage can be approximated as






















where ψ is the angle between the positive and the negative grid voltages.





I+sum cos(ωt+ γ) + I
−
sum cos(ωt+ α)
I+sum cos(ωt+ γ −
2π
3




I+sum cos(ωt+ γ +
2π
3





where γ and α are the angles of the positive and negative sequence additive
current respectively, taking the positive sequence grid voltage as the refer-
ence of angles. Multiplying the arm voltages by the additive currents for








sumcos (γ − ψ) + V +g I+sum cos γ+
V −g I
−
sum cos(ψ − α) + V +g I−sum cosα (5.24)






γ − ψ − 4π
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Note that there are four parameters that need to be chosen (I+sum, I
−
sum, α





redundant degree of freedom can be used for secondary purposes such as
minimizing losses. Here γ is chosen to be zero, thus the positive sequence
current is chosen to be aligned with the positive sequence voltage. By in-







 V +g 0 V −g cosψ0 V +g −V −g sinψ































Based on the power references given by the energy controllers to maintain
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the energy balance between upper and lower arms, the current references







(V +g )2 − (V −g )2
·

















2 + (− cos(2ψ)− 1)(V −g )2
2V +g




; M33 = V
+
g
M13 = M31 = − cos(ψ)V −g ; M23 = M32 = sin(ψ)V −g
This equation has a discontinuity when V +g = V
−
g , resulting in very high
current reference values when voltage sags with high imbalance occur. One
way to overcome this problem is to disable the AC component of the additive
current upon detecting such disturbance and enabling it once the fault is
cleared. Even though this makes the converter unable to control the balance
between upper and lower arms during the sag, it is worth noting that there
are no sources of sustained drift between upper and lower arms unless faults
occur within the converter itself. The converter control during this specific
voltage condition is analyzed in detail in Chapter 6, providing three different
possible solutions to the mentioned issue.
5.4.2 Current control
Although the equivalent circuit of the MMC is more complex than that
of a two-level converter, by using the transformations introduced earlier it
is possible to transform it into two separate circuits that can be controlled
independently using well-known inverter control techniques. However, in the
MMC, additive currents contain DC plus AC components and modulation
techniques are prone to introduce disturbances in both domains. Therefore,
the current controllers must be designed to track references and to reject
AC and DC disturbances. Under such requirements, there is no advantage
in transforming voltages and currents using the rotating Park matrix (5.17).
Therefore, the Clarke transformation matrix (5.13) is applied in order to
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separate the zero sequence component from the rest. Applying (5.13) to
(5.8) and (5.9) yields
vαβdiff − v
αβ














Note that all these equations are decoupled, therefore individual single-input
single-output (SISO) controllers can be used for each of them. Here, the
current controller of choice is a two-degree of freedom structure with a con-
ventional PI controller and an AC reference pre-filter F (s) [62]. The control
structure is shown in Fig. 5.3, in the grid and additive current control part.
This strategy enables the controller to track both AC and DC references
with the desired tracking error. The parameters of the PI controllers are
chosen using an inverse-based design [61] where the PI is set to cancel out
the current dynamics and to introduce an integrator that enables achieving
the desired performance. In the case of the AC network current, the transfer











where τs is the resulting closed loop time constant which is normally chosen
in the range of few milliseconds [102]. The same controller structure Ksum(s)











Once the current controller has been defined, the AC reference pre-filter is
calculated to compensate the deviation applied by the closed loop controller.
The pre-filter F (s) is a lead compensator that corrects the gain Mt and phase
Mp deviation at the grid frequency ω, as
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As an example, the grid current controller is designed according to the pa-
rameters in Table 5.2 to track references in 10 ms (settling time). Fig. 5.5
presents the bode diagram relating the DC (Fig. 5.5a) and AC (Fig. 5.5b)
component reference with the respective current components, showing that
























































































Figure 5.5: Closed loop transfer function for the grid current controller. a)
DC current regulation: without an AC reference pre-filter. b)




The energy regulators of the MMC sit on top of the additive current con-
trollers. There are six energy variables (as many as arms in the MMC)
controlled by six different regulators. It is useful to define a new set of en-























where Et is the total energy stored in the converter, Ea→b and Ea→c are the
energy differences between legs a and b and a and c respectively, and Ejl→u
is the difference of energy between the upper and lower arms of leg j, with
j = a, b, c. These are linear combinations of the total energy stored in the


















where vju−s and v
j
l−s are the sums of the capacitor voltages of all sub-modules
of the upper and lower converter arms, respectively.
In order to achieve sustained operation, energy differences between legs
and between upper and lower arms must be regulated to zero while the total
energy of the converter must be regulated to its rated value, given by











Total energy and energy differences between legs
The total energy of the arms Et is affected by the mismatch between the
power exchanged with the AC network and the DC network. Then, although
the total energy could be regulated using the AC or the DC power references,
it is normally controlled using the DC power reference P ∗t . In addition, the
energy differences between legs Ea→b and Ea→c are caused by the differences
between the active power exchanged by each converter leg under AC network
voltage imbalances. These differences can be controlled using the DC power




Chapter 5 Control design of MMCs in normal and AC fault conditions
The energy controller structure can be seen in Fig. 5.3 within the energy
control part. These controllers are composed of a feedback term, plus a
feed-forward term corresponding to the power exchanged by each converter
leg with the AC grid PACj , expressed in terms of the total power exchanged





PACj ≈ vjg ijs (5.42)
P ffwa→b , P
AC





To design the controllers, a simplified scheme of the system is depicted
in Fig. 5.6. The transfer function between power and energy is an in-
tegrator, while the transfer function between power references and actual
power Gisum(s) can be modeled as a first-order system with unit gain and a
time constant set according to the design specifications of the additive cur-
rent controllers. The feed-forward loop includes a first-order low-pass filter
Ffw(s) to avoid exceeding the bandwidth of the additive current controller.
Moreover, a notch filter N(s) is also included to avoid that the controller






































































Figure 5.6: Simplified scheme to design the energy regulators to balance the
total energy of the converter and the energy differences between
the converter legs




1 + 2ωn/Q+ ω2n
(5.45)
where ωn is the AC frequency to be avoided and Q is the quality factor
of the filter. In this case, N(s) is chosen as a series combination of Nω(s)
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and N2ω(s) in order to cancel line and double-line frequencies. The effect
of choosing different values of Q is shown in Fig. 5.7. Here, a quality factor
of 3 is chosen, which shows good performance filtering the AC components




































Figure 5.7: Bode plot (left) and step response (right) of the notch filter used
for canceling line and double-line frequencies
The energy controllers are designed considering a disturbance rejection
problem through a loop shaping strategy. The control specifications are:
• Maximum energy allowed error: 10% of the rated total energy.
• Settling time of 1 s to achieve a ±2% deviation from the set-point
value, after a power disturbance.
Based on this requirements, a tentative frequency response of the system
can be defined. For the three controllers, the worst-case scenario disturbance
assumed is a step change of the nominal power. Hence, as the system plant
to be controlled (Fig. 5.6) and the worst disturbance input are equivalent,
the regulators employed to control Et, Ea→b and Ea→c are also equivalent.
To design them, the relevant transfer function to be analyzed is the one that




a→c) with its corresponding
energy error (eEt , eEa→b and eEa→c), typically named SGd [62]. Then, a
maximum gain imposed to this transfer function can be defined based on
the maximum disturbance input (500 MW) and the maximum energy error
(10% deviation)






≈ −46 dB (5.46)
In addition, the low corner frequency of SGd is chosen to be 1 rad/s, in order
to achieve the desired settling time. Based on these boundaries, the shad-
owed area in Fig. 5.8a is defined. Then, the parameters of the controller can
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be selected to fit within the defined area. To verify the design methodology
in Fig. 5.8b, the response of the designed controller for a nominal power step
response is included, showing that the disturbance is rejected in 1 second

































Figure 5.8: Bode diagram and step response of SGd transfer function
Energy differences between upper and lower arms
Imbalanced AC grid voltages are not a source of sustained drift of the dif-
ferences between the energy stored in the upper and lower arms. However,
a small amount of error may still appear during transients, which favors
the inclusion of a feedback controller. The plant to be controlled (shown in
Fig. 5.9) has a similar structure to that of the total energy (see Fig. 5.6);





























































Figure 5.9: Simplified scheme to design the energy regulators to balance the




Simulations are carried out under Matlab Simulinkr with the parameters
shown in Table 5.2 in order to validate the overall design. Two different
transients are simulated showing:
• A power step change of the converter under normal conditions.
• Unbalanced voltage sag operation while injecting nominal power.
5.5.1 Simulation model description
The MMC model used for the simulations is built based on the accelerated
model proposed in [103]. This model allows access to each individual sub-
module voltage and provides enough accuracy compared to a complete model
[104]. Each sub-module is represented by a capacitor that is charged or
discharged depending on its switching state and the current that is flowing
through its arm. The modulation technique implemented is the Nearest
Level Control (NLC) technique [105], which calculates the number of active
sub-modules in each arm and uses a reduced switching frequency strategy
to increase the efficiency of the converter.
5.5.2 Normal operation mode
Fig. 5.10 shows the converter response to a power reference set-point change
from 0 to nominal power (injecting to the AC grid) at time 1 s. The power
reference is changed following a first order system evolution with a settling
time constant of 100 ms [102]. It can be observed that the converter AC
and DC power reach the steady state in the defined time. Fig. 5.10 confirms
that the total sum of the energy of the arms is affected. However, the energy
controller is able to compensate the effect.
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5.5.3 Unbalanced voltage sag
Fig. 5.11 and Fig. 5.12 show the converter response to an asymmetrical type
G voltage sag [106], considering a remaining positive sequence voltage of 0.5
pu and a negative sequence voltage of 0.25 pu. The simulated voltage sag
starts at time 3 s and the voltage is fully restored at time 5 s. Although in a
real network, a deep and highly unbalanced voltage sag condition would be
sustained for less than 250 ms [107], in this case, the sag has been extended
for 2 s to validate the controller stability.
Note that the converter only injects positive sequence current. Due to
the voltage imbalance, the power injected to the grid presents an oscillatory
component at double line frequency. The power injection is reduced by
the same ratio as the positive sequence voltage of the grid. Besides, the
remaining converter current capacity is employed to inject reactive current
to the grid, as required by grid codes [108]. It can be observed that the total
sum of the capacitor voltages (converter energy) is affected by the voltage
sag (see Fig. 5.11). However, the proposed controllers are able to regulate
the converter energy back to their normal state. Finally, Fig. 5.12 shows how
the converter goes back to its initial state upon clearing the fault without a
significant deviation.
107
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5.6 Conclusions
A control structure for the half-bridge-cell based MMC to operate in any grid
condition has been presented. First, a steady state analysis of the converter
is carried out to identify the current components to be used to regulate the
converter degrees of freedom. Based on this analysis, a complete reference
calculation strategy to obtain the grid and additive current references from
the corresponding power references is described, also considering unbalanced
grid conditions. To apply these current references, current regulators are
designed to be able to track both AC and DC current components. Finally,
regulators to balance the converter arms stored energy are designed using
simplified models of the converter. With the proposed control structure,
the converter is able to operate despite the grid conditions, maintaining
the converter balanced. The control strategy proposed is validated through
simulations under both normal and unbalanced grid conditions.
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Control of modular multilevel
converters under singular unbalanced
voltage conditions with equal positive
and negative sequence components
6.1 Introduction
The operation of Modular Multilevel Converters (MMCs) during unbalanced
Alternating Current (AC) grid conditions has been addressed in the litera-
ture [81–93]. Among the different control structures proposed, those includ-
ing a current reference calculation stage could eventually fail during a specific
voltage condition, particularly when the positive and negative sequence of
the AC grid voltage become equal. This voltage state, referred to as singu-
lar voltage condition, may result in singularities in the calculation of current
references, which could cause instability in the converter unless corrective
actions are taken. This issue has been studied in the past for two-level Volt-
age Source Converters (VSCs) [98] where the resulting low-frequency power
ripple going into the Direct Current (DC) bus was a concern. A similar
problem arises in MMCs for both the AC grid and inner current reference
calculation stages, as can be seen in the previous chapter and in [89,91]. The
discussion introduced in [98] for the AC grid current reference calculation
is also valid for MMCs. In terms of the inner current references, a solution
based on applying offset voltage is presented in [91] for double line faults.
In this chapter, three alternative methodologies that enable the operation
of the converter under all possible faults that cause the singular voltage
condition are proposed. The first methodology is based on disabling the
problematic elements of the arm energy-balancing controllers upon detection
of the singular voltage condition. The two other methods are based on
solving the current reference calculation problem using linear algebra tools
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for incompatible systems. In order to validate these methods, a detailed
analysis of the different types of voltage sags that result in the singular
voltage condition is developed. Simulations are carried out to demonstrate
the performance achieved using the different methods.
The chapter is organized as follows: the system converter variables and
the controller employed are described in Section 6.2. Then, the reference cal-
culation problem is explained in Section 6.3. In Section 6.4, three different
methodologies are proposed to overcome the reference calculation problem.
In Section 6.5, the different type of voltage sags that can cause the men-
tioned voltage condition are identified. Finally, in Section 6.6, the proposed
modifications of the reference calculation techniques are validated through
simulations of the cases found in the previous section.
6.2 Converter description and control
The present analysis is based on the MMC structure previously detailed in
Section 5.2 (see Fig. 5.1). In this section, a brief description of the converter
main variables and control is included again for the sake of clarity. The
converter has three phase units with two arms in each. Each arm has Narm
sub-modules (SMs), presenting a half-bridge topology [27]. Each SM can
be either inserted or by-passed, allowing the arm to behave as a positive
controllable voltage source [75]. The voltage applied by the arms is used to
control their current, which in turn is used to transfer power and achieve
internal energy balance in the converter.
6.2.1 System variables
Next, the relevant system variables detailed in Fig. 5.1 are again introduced.




l are the upper
and lower arm voltages respectively, and V DCu and V
DC
l are the voltages of
the upper and the lower poles of the High Voltage DC (HVDC) link. In
addition, another two variables that do not appear in Fig. 5.1, but play an
important role in the energy balancing of the converter, are the sums of
the SM capacitor voltages of the upper and the lower arms vju−s and v
j
l−s,
respectively. The relevant currents are the grid current ijs and the upper
iju and lower i
j
l converter arm currents. Regarding the converter circuit
impedances, Ra and La are the parasitic resistance and the inductance of the
arm reactors respectively, Rs and Ls are the resistance and inductance of the
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phase inductors1, and Rg and Lg correspond to the equivalent impedance of
the AC grid. Besides, as described in Section 5.2 the additive and differential










































where vjdiff and v
j
sum are the differential and the additive voltages applied
by the converter, and ijsum is the additive (inner) current flowing through
the converter.
6.2.2 Control system
The control scheme employed in this chapter has been previously described
in detail in Section 5.4, specifically in Fig. 5.2, Fig. 5.3 and Fig. 5.4. In this
part, the generic scheme has been simplified as shown in Fig. 6.1, where the
main control stages can be straightforwardly identified.
Next, the relevant control variables and features for the analysis developed
in this chapter are detailed. P ∗g and Q
∗
g are the AC grid active and reactive
power references. The corresponding AC output current reference iαβ0∗s is
obtained through a reference calculation structure which takes into account
unbalanced voltage situations [98], while its DC component iαβ0DC∗s is set
to zero to prevent DC current flowing through the AC grid, for instance to
avoid transformer saturation.
In order to balance the internal energy of the converter, six separated en-
ergy control loops are required. Specifically, the controlled energy variables
are: the total energy of the converter Et, the energy differences between the
converter legs Ea→b and Ea→c, and the energy difference between the upper
and lower arms of leg j Ejl→u, with j = a, b, c. The output of the energy






l→u. These are fed to a
reference calculation stage (see Section 5.4.1) in order to obtain the additive
AC and DC current references, iαβ0∗sum and i
αβ0DC∗
sum .
1In some cases the leakage inductance of a grid-interface transformer may be used as the
phase inductor.
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using current controllers in the stationary reference frame (αβ0), which are
able to track AC and DC components through applying voltages with the
converter arms (see Section 5.4.2).
6.3 Reference calculation problem
Table 5.1 in the previous chapter summarizes the different current compo-
nents flowing through the converter [78] and their uses within the control
structure. The reference values of all components of the current are calcu-
lated from the power references given the instantaneous measured AC and
DC grid voltages. A variation of the AC grid voltage affects the AC compo-
nents, whereas a variation of the DC grid voltage causes the DC components
to change.
The choice of the AC grid current reference during an unbalanced voltage
sag has been discussed in the past [98] and the most common approach
to date is to set its negative sequence to zero and to export active and
reactive power using positive sequence current only. In such a scenario,
the active power exchanged between each leg of the converter and the AC
grid is different, resulting in a sustained drift of their energy that must be
compensated using additive DC current.
On the other hand, the additive AC current is normally used to control
the differences between the energy of the upper arms and the energy of the
lower arms which may suffer from deviations during transients. The output
voltage of the converter is close to the grid voltage, therefore the power
exchanged between upper and lower arms per phase P jl→u, eliminating the
oscillatory terms, is expressed in (5.27). For the sake of clarity, the system






 V +g 0 V −g cosψ0 V +g −V −g sinψ










where V +g is the Root Mean Square (RMS) positive sequence voltage, V
−
g is
the RMS negative sequence voltage, and ψ is the angle between the positive
and the negative sequence voltage. Regarding the currents, I+sum is the
RMS positive sequence component of the additive AC current (which is
chosen to be in phase with the positive sequence voltage), I−sum is the RMS
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Figure 6.1: Control structure of the MMC converter
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negative sequence component of the additive AC current, and α is the angle
between the negative sequence current and the positive sequence voltage
[78]. The power references P1, P2, P3 are obtained as a combination of
power exchanged between upper and lower arms of each leg (see (5.28)).
This system of equations in (6.2) can be inverted to obtain the additive AC
current references as a function of the power references given by the energy
controllers that maintain the energy balance between upper and lower arms







(V +g )2 − (V −g )2
·


















2 + (− cos(2ψ)− 1)(V −g )2
2V +g
(6.5)




; M33 = V
+
g (6.6)
M13 = M31 = −V −g cosψ; M23 = M32 = V −g sinψ (6.7)
As has been discussed above, the system of equations has a discontinuity
when V +g = V
−
g (singular voltage condition), resulting in infinite current
being requested when positive and negative sequence voltages are very close
in magnitude. This singularity causes the additive current references to
saturate, which compromises the performance of the energy-balancing con-
trollers.
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6.4 Modification of the additive current calculation
technique
This section discusses three different methods that can be used to overcome
the issue presented in the previous part.
Method 1 - Temporary disabling the upper to lower arms energy
balance control
Unbalanced AC voltage sags do not cause sustained drift between the energy
of the upper arms and the lower arms of the converter. However, stepwise
deviations may be caused by transients. The normal approach to control
these deviations (see (6.3)) would require a very large additive AC current
under voltage imbalances close to the singular voltage condition. Thus, a
possible solution is to disable the energy controller that balances the dif-
ferences between the energy of the upper and the lower arms during the
voltage sag. The main drawback of this method is that the energy devi-
ation may build up during very long fault clearance times and will not be
reduced until the fault is cleared, and the energy regulator is activated again.
Method 2 - Kernel-based approach
The second approach is based on the idea of avoiding the use of current that
does not contribute to power exchange. Such a current can be found by
studying the kernel of matrix X in (6.2), which loses rank under singular
voltage conditions. A vector v, is said to belong to the kernel of X if X·v = 0.


















The vector only belongs to the kernel X, when X loses rank. This can be
easily proven by multiplying v by X
X · v =
 0 0 − V +2g − V −2g√
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where it can be observed that a vector of current v does not produce any
sustained power exchange under the condition of V +g = V
−
g . A linear trans-
formation matrix S can be used to express the additive current in a new
basis where the third component corresponds to the direction that does not



















Applying this transformation to (6.2) leads to
P = X · I → P = X · S︸ ︷︷ ︸
X′
·S−1 · I︸ ︷︷ ︸
I′
(6.11)





0 V +g 0
V −g cosψ −V −g sinψ −





When expressed in the new basis, it is clear that a singular voltage con-
dition makes the last column of (6.12) be zero. Under such condition, it
is not possible to independently control P1, P2 and P3, thus a compromise
solution is needed. One possible choice is to leave P3 as a function of P1
and P2, under singular voltage conditions. This can be done by using the





















where β is a controllable weighting factor and
C1 ,
√
V +2g + V
+2
n
V +2g − V −2g
(6.14)
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6.4 Modification of the additive current calculation technique
The inverted matrix (X′)−1 can be used under conditions where V +g is
significantly different than V −g to obtain the same solution that would be
obtained from (6.3). For conditions where V +g ≈ V −g , β can be set to zero to
avoid large current reference values caused by the singularity in C1. Finally,
the desired current vector can be obtained in the original basis by doing
I = S · (X′)−1|β · P (6.15)
The elimination of one degree of freedom of the additive current in Method 2
makes P3 to be a function of P1 and P2 rather than tracking its reference
value. P3 is the sum of the power references P
j
l→u for the three phases in
(6.2). Therefore, the controller will not be able to compensate the total
deviation between upper and lower arms under singular voltage conditions
until the AC network voltages are restored.
Method 3 - Pseudoinverse-based approach
The third method uses the Moore-Penrose pseudoinverse to find a different
compromise solution to the incompatible system. Assuming that the third
component of I ′ (see X′ in (6.12)) is made to be zero when V +g = V
−
g , the
matrix X′ can be reduced to the following 3 by 2 matrix
X′′ =
 V +g 00 V +g
V −g cosψ −V −g sinψ
 (6.16)
The Moore-Penrose pseudoinverse can be used to find the current vector
that leads to the feasible power exchange that is closest to the desired power.
This idea has been extensively used in other fields such as in control of
robot manipulators close to their singularities [109]. The pseudoinverse of
















As with Method 2, the desired current vector can be obtained by undoing
the kernel transformation with
I = S · (X′′)−1 · P (6.18)
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Anti-windup implementation for the reference current
The proposed methods are able to maintain the additive current references
bounded during singular voltage conditions. However, when the fault is
cleared and normal operating conditions are recovered, integral windup prob-
lems may appear in the energy regulators that control the difference between
the energy of the upper and the lower arms Ejl→u. These problems are caused
by the mismatch between the power set-points of the energy controllers P j∗l→u,
and the actual power exchange.
To overcome this problem, an anti-windup structure controlling the in-
tegral terms of the energy regulators must be implemented. This structure
calculates the difference between the power reference given by the energy reg-
ulators P j∗l→u, and the actual achievable power exchange recalculated from
the chosen current references. The error P j−wl→u is then subtracted to the
input of the integrators to keep them from increasing indefinitely.
6.5 Analysis of the different types of voltages sags
In this section, a detailed analysis of the specific voltage sags that can cause
the singular voltage condition (V +g = V
−
g ) is performed. Table 6.1 shows
a classification of the different types of voltage sags [106]. Note that while
type A is a symmetrical voltage sag, the other types correspond to unbal-
anced cases. Two variables are used to describe the three-phase voltages
during the sag: the pre-fault voltage E1, and the voltage in the faulted
phase (or between faulted phases) V .
The analysis procedure consists of applying the Fortescue transformation
[96] to the voltage equations for each type of voltage sag. The Fortescue
transformation Θ+−0 of a phasor vector Θabc is defined as
Θ+−0 , F ·Θabc = 1
3
1 p2 p1 p p2
1 1 1
 ·Θabc (6.19)
with p = ej
−2π
3 . Then, the positive V +g and negative V
−
g sequence phasors
are made to be equal in magnitude in order to find the fault states V that
cause this condition. An example of this procedure is shown next for a
voltage sag of type C.
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6.5 Analysis of the different types of voltages sags
Table 6.1: General classification of voltage sags
Type Voltages Phasors abc
A
V ag = V











V ag = V











V ag = E1
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6.5.1 Analysis of voltage sag type C
The equations for the voltage sag type C are
V abcg =







Applying the Fortescue transformation to (6.20) gives
V +−0g = F · V abcg =






Solving for the case when |V +| = |V −| yields∣∣∣∣12E1 + 12V
∣∣∣∣ = ∣∣∣∣12E1 − 12V
∣∣∣∣ (6.22)
Assuming that E1 and V are positive, this equation implies that V = 0.
Therefore, the voltage in abc variables is of the form
V abcg = F




Following an analogous procedure for the other types of voltage sags, the
results shown in Table 6.2 are obtained. Note that voltage sags type A2 and
B cannot produce a singular voltage condition while types C, D, E, F and
G can.
2For type A, the singular voltage condition appears when a short-circuit at the output
of the converter is produced. Under such condition it is not possible to exchange any
power.
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6.5 Analysis of the different types of voltages sags
Table 6.2: Voltage sags with singular voltage condition
Type Voltages abc Voltages +− 0 Phasors abc
A
V ag = 0
V bg = 0
V cg = 0
V +g = 0
V −g = 0
V 0g = 0
B - - -
C
V ag = E1
V bg = −12E1







V 0g = 0
D
V ag = 0
V bg = −12jE1
√
3








V −g = −12E1
V 0g = 0
E
V ag = E1
V bg = 0











V ag = 0











V −g = −13E1





V bg = −13E1







V 0g = 0
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6.6 Case study
In this section, various simulations are carried out in Matlab Simulink R© to
study the behavior of the proposed methods under the voltage conditions
described in Table 6.2. The model presented in Section 5.5 is also used
in this chapter to validate the developed methodologies. First, the results
for the methodologies proposed are analyzed in detail for the voltage sag
type C. Then, simulations are carried out for the rest of the voltage sag
types focusing on the impact of each methodology in the converter energy.
The system parameters used for this study are detailed in Table 5.2.
6.6.1 Simulation model description
The simulation model is based on the accelerated model proposed in [103].
It allows access to each individual SM voltage providing enough accuracy
compared to a fully-detailed model [104]. Each sub-module is represented
by its equivalent capacitor that is charged and discharged depending on its
insertion state. The modulation implemented is the Nearest Level Control
(NLC) technique [105], which calculates the number of active sub-modules
in each arm and uses a reduced switching strategy to increase the efficiency
of the converter.
6.6.2 Simulation results - Case C
In this section, the behavior of the converter during a type C voltage sag
with singular voltage condition is simulated. Four scenarios are consid-
ered: the first one is based on not taking any special precaution to han-
dle the sag (Method 0) and is shown in Fig. 6.2. The second one, based
on Method 1 (disconnecting the energy-balancing controller), is shown in
Fig. 6.3. Method 2 (the Kernel-based approach) is shown in Fig. 6.4. Fi-
nally, Method 3 (the Pseudoinverse-based approach) can be seen in Fig. 6.5.
A comparison between the four simulations is also shown in Fig. 6.6. The
comparison is done in terms of the evolution of the average energy difference
between the upper and the lower arms of the converter during the fault,
which is where the main differences between the aforementioned methods
become apparent.
The simulated voltage sag starts at time 3 s and the voltage is fully re-
stored at time 5 s. Although in a real network a deep and highly unbalanced
voltage sag condition would be sustained for less than 250 ms [107], in this




















































































Figure 6.2: Simulation results of the MMC operation. Voltage sag type C.
Method 0 - Conventional control.
the different methods compared.
Fig. 6.2 shows the converter behavior during the first milliseconds after
the fault when Method 0 is used. Although most variables appear to be
stable during the first few cycles, a drift of the arm energies occurs and
leads to the need to disconnect the converter around 1 s after the inception
of the fault as shown in Fig. 6.6a. In the simulation, the disconnection is
triggered when there is a sustained deviation of the average arm energy of
more than 5%. The drift is caused by the saturation of the current references
due to the singularity in the calculation of the additive AC current, which
compromises the effectiveness of the energy regulators.
Fig. 6.3 shows the behavior of the converter when Method 1 is used.
During the fault, the converter remains stable even though the transient
causes a deviation of the energy balance between upper and lower arms
that is not corrected (see Fig. 6.6b). When the fault is cleared, the energy
deviation will remain unless the balance controller is enabled again (see
Fig. 6.3b and Fig. 6.6b.
The response can be improved by using Method 2, shown in Fig. 6.4.
With this method, a singular voltage condition does not cause the current
references to saturate. Therefore, even though the deviation between upper
and lower arms of the converter caused by the transient is not corrected dur-
ing the voltage imbalance, the remaining energy-balancing controls remain
functional leading to a lower energy deviation (see Fig. 6.6c). It is worth
noting that with this method the average energy imbalance between upper
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Figure 6.3: Simulation results of the MMC operation. Voltage sag type C.
Method 1 - Energy balancing disconnection.
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6.7 Conclusions
and lower arms during the fault is the same in each of the three legs of the
converter. This is an inherent property of Method 2, which loses control over
the total balance between upper and lower arms only. Also, unlike Method
1, the energy balance is fully recovered upon restoration of the network AC
voltage (see Fig. 6.4b and Fig. 6.6c).
Finally, Fig. 6.5 shows the results for the last proposed solution, Method 3.
The benefit of Method 3 when compared to Method 2 is that rather than
dismissing P3, it chooses the additive AC current reference that produces
the closest feasible power to that requested by the energy-balancing controls,
which results in the lowest deviation of the energy balance (even though this
may not be symmetrical when comparing the three legs of the converter),
as shown in Fig. 6.6d.
6.6.3 Simulation results - Other cases
Next, a series of simulations are performed for voltage sags type D, E, F
and G with singular voltage condition. The purpose of these tests is to
confirm that the conclusions obtained for a type C voltage sag can also be
extended to all other sag types. The results are focused on the evolution of
the average energy balance between the upper and the lower arms and are
shown in Fig. 6.7 for type D, Fig. 6.8 for type E, Fig. 6.9 for type F and
Fig. 6.10 for type G.
The simulations confirm that Method 0 results in a sustained energy drift
that eventually leads to the disconnection of the converter. By contrast,
Methods 1, 2 and 3 keep the energy balance stable. Method 1 results in a
greater deviation of the energy and must be disabled upon recovery of nor-
mal voltage conditions, while Methods 2 and 3 present a natural transition
between fault and normal operating conditions and result in lower energy
deviation. Method 2 produces the same imbalance between the energy of the
upper and the lower arms in all three legs of the converter while Method 3
results in an asymmetrical imbalance with lower total deviation.
6.7 Conclusions
Unbalanced voltage sags with singular voltage condition pose a challenge for
the regulation of the energy balance between the upper and the lower arms
of the converter. The analysis presented in this section has shown how this
specific condition may cause a singularity in the conventional current refer-
ence calculation. This singularity causes the current references to saturate,
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Figure 6.4: Simulation results of the MMC operation. Voltage sag type C.







































































































































































Figure 6.5: Simulation results of the MMC operation. Voltage sag type C.
Method 3 - Pseudoinverse-based approach.
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Figure 6.6: Average energy comparison between the proposed methods.
Voltage sag type C.















































Figure 6.7: Average energy comparison between the proposed methods.
Voltage sag type D.
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Figure 6.8: Average energy comparison between the proposed methods.
Voltage sag type E.















































Figure 6.9: Average energy comparison between the proposed methods.
Voltage sag type F.
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Figure 6.10: Average energy comparison between the proposed methods.
Voltage sag type G.
which compromises the performance of the energy-balancing controllers.
In order to overcome this issue, one option is to disable the energy-
balancing controller during the fault, which makes the system stable but
results in greater energy deviation. Alternatively, two new calculation meth-
ods have been presented which improve the deviation of the energy during
the fault and naturally regain normal operation once the fault is cleared.
The basis of the aforementioned methods have been discussed in detail and
their benefits have been validated in a simulation model under all possible
AC fault scenarios that produce the singular voltage condition.
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Chapter 7
Methodology for droop control
dynamic analysis of multi-terminal
VSC-HVDC grids for offshore wind
7.1 Introduction
In the near future, there will be a large amount of offshore wind farms
connected to the mainland grid via Voltage Source Converter High Voltage
Direct Current (VSC-HVDC) transmission links. Then, it seems reasonable
to devise offshore VSC-HVDC grids interfacing a number of such different
terminals with different AC grids, resulting in the so-called multi-terminal
VSC-HVDC system. Multi-terminal VSC-HVDC stands as an interesting
solution to efficiently connect a number of offshore wind farms, but also
implies several technical challenges that will have to be addressed, including
control [31], operation [25] and protection issues [24].
The stability of Alternating Current (AC) power systems has been widely
discussed in the literature, see for example [110, 111]. These studies also
include HVDC systems and their possible contribution to improve AC sys-
tem stability. Some DC grid management strategies based on coordinated
closed loop DC voltage control and DC droop characteristics were proposed
and simulated in [112]. Also, the modeling and simulation of multi-terminal
VSC-HVDC transmissions for offshore wind power were studied in [31]. This
chapter analyzes the stability and the dynamic behavior of multi-terminal
HVDC grids for offshore wind farm applications. A design methodology
of a current-based DC voltage droop control for a generic multi-terminal
VSC-HVDC grid based on a multivariable frequency response analysis is
introduced, considering both the DC grid dynamics and the system opera-
tional limitations.
The chapter is organized as follows. The next section provides a brief
discussion of the control of VSC-HVDC multi-terminal networks. Section 7.3
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presents the main contribution, a modeling procedure for complex VSC-
HVDC multi-terminal systems and a methodology for the selection of the
droop constant. The application of the proposed procedure is illustrated in
the case of a four-terminal grid in Section 7.4. Finally, in Section 7.5, some
conclusion remarks are drawn.
7.2 Multi-terminal grid control
Fig. 7.1 illustrates a multi-terminal HVDC network. It consists of the DC
grid, the main AC grid (or AC grids), the wind farm grids, the Wind Farm
Converters (WFCs) and the AC Grid Side Converters (GSCs). The multi-
terminal HVDC network permits the transfer of power among the different
units, where the WFCs act as power sources and the GSCs as loads. In
this power transmission scheme, the sources inject all the available power
into the grid whereas the control of the GSCs seeks to maintain the DC
voltage. This also includes the power sharing among the different GSCs.
The normal operation may be altered when some of the converters reach
the current limits, which usually occurs during severe voltage faults in the
AC grid. Under these circumstances, in this study it is considered that the
WFCs enter in voltage regulation mode and the GSCs extract the maximum
possible power without regulating the DC voltage. In both operation modes,
some converters seek to maintain the DC voltage and the others inject or
extract power without controlling the voltage [25].
To regulate the DC voltage, the so-called droop control is employed, which
is a technique that allows power distribution among different terminals with-
out communications. The control of each converter is usually implemented
in two levels, an inner loop controlling the currents and an outer loop regu-
lating the DC voltage. The droop control acts on the outer loop imposing a
current reference I∗ to the inner loop. The current, and thus the power, in
the converter is directly governed by the current control in accordance with
the reference imposed by the voltage loop. This control scheme is shown in
Fig. 7.2. The control law is given by the following expression
I∗ = K(E − E∗) (7.1)
where E is the DC voltage, E∗ is DC voltage reference and K is the droop
gain. For the present study, the dynamics of current loop can be consid-
ered much faster than the outer loop. Therefore, the DC current I flowing
through the converter will be assumed to be equal to the reference I∗.
The selection of the gain K for each converter must be done taking into
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Figure 7.2: Droop control scheme of a VSC
account the entire multi-terminal behavior. In addition to the static consid-
eration associated to the distribution of the power sources and sinks, each
local controller can affect the global stability and the DC voltage in other
terminals. For these reasons, the droop constant selection must be addressed
in the context of the multivariable system theory.
7.3 Frequency response analysis for droop gain
selection
In this section, a methodology for the droop constant selection based on
multivariable frequency response analysis is presented. Before presenting
this methodology, a systematic procedure to obtain a linear representation
of complex multi-terminal HVDC networks is introduced.
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7.3.1 Multi-terminal HVDC networks modelling
From the viewpoint of a DC grid analysis, the multi-terminal can be rep-
resented as the interconnection of nodes and branches. An example of this
representation is shown in Fig. 7.3. The WFCs injecting power into the
grid are the power input nodes and the GSCs extracting power from the
grid are the power output nodes. The cables interconnecting the nodes are
the branches. There are also nodes where only cables converge; those ones
are called intermediate nodes. The general multi-terminal setup depicted
in Fig. 7.3 consists of m power input nodes, n power output nodes, p in-
termediate connection nodes and r branches. This last number depends on
the particular interconnection pattern. Next, the modeling of each type of
nodes is explained briefly.
Figure 7.3: A node and branch scheme of a multi-terminal HVDC grid
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Input and output power nodes
The wind farms and AC systems are connected to the HVDC grid through
VSC-HVDC power converters. For the present analysis, it is sufficient to
consider the average dynamic behavior. In this situation, the AC side of
the converters is modeled as three voltage sources and the DC side as a
current source and a capacitor [113]. Using this simplified representation,
each wind farm and each AC system are modeled as DC current sources, as
illustrated in Fig. 7.4. At the converter DC side, the power flow in the node





where Pk is the incoming power and Ek is the DC voltage at the node k.
It will be assumed that the voltage Ek remains close to the nominal values
E∗. Under this assumption, the current Ik can be assumed proportional to
the power Pk.
WFC Wind farm
Figure 7.4: Equivalent representation of the wind farm and the AC grid con-
verters for a DC grid analysis
Branches
The cables between nodes are modeled by π-equivalent circuits (see Fig. 7.5).
When these circuits converge to input or output nodes and to other π-
circuits, there are several capacitors in parallel. In these circumstances, and
with the aim of keeping the number of variables as few as possible, the total
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Figure 7.5: π-circuit modeling a branch element
Intermediate nodes
The cables in the DC grid may join two or more terminals at intermediate
points. These nodes, an example of which is marked with m+ p in Fig. 7.3
will be denoted as intermediate nodes. Again, the number of capacitances
can be reduced by replacing the capacitances of the π-equivalent circuits
and the input and output nodes by total capacitances given by (7.3).
An equivalent circuit can be obtained from the interconnection of the
nodes and branches after the simplifications above-mentioned. Then, using
circuits laws and after some variable manipulations, it is possible to find a set
of first order differential equations describing the dynamic behavior of the
entire multi-terminal HVDC grid. These differential equations are known as




= Ax+ Bww + Buu (7.4)
z = Czx (7.5)
y = Cyx (7.6)
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where x is the state vector, w and u are the inputs, z and y are the outputs,
and A, Bw, Bu, Cz and Cy are matrices of suitable dimensions. These
matrices are obtained after arranging the variables and applying matrix
computation laws.
The state vector x consists of internal variables that characterize the entire
state of the system. In electrical systems, the currents in the inductors and
the voltages in the capacitors are commonly selected as states. Therefore,
in the case of the multi-terminal HVDC network in Fig. 7.3, the state vector
is given by
x = [E1, · · · , Em+p+n, IL1 , · · · , ILr ]T (7.7)
Each node has one capacitor and each branch one inductor, therefore the
total number of states is n+ p+m+ r.
The inputs are divided into two vectors, the vector u gathers the variables
that can be used to control the system and w are disturbances, namely,
external variables that are not possible to manipulate. In the case of the
multi-terminal HVDC networks, the inputs of the system are the current
injected or extracted by the converters, therefore
w = [I1, . . . , Ij , . . . , Innc ]
T j ∈ Jnc (7.8)
u = [I1, . . . , Ij , . . . , Inc ]
T j ∈ Jc (7.9)
where Jnc corresponds to the set of indexes of the nodes where the converters
inject or extract power without voltage control and Jc denotes the set of
indexes of the nodes where the droop control is applied. Notice that the
relation nc + nnc = m+ n must be held.
Similarly, the output is partitioned into two vectors. The vector y contains
the variables that can be used in the control of the DC voltage. On the other
hand, z stands for the vector of variables that are not available to be used
by the controller. In the multi-terminal HVDC scheme, the controllers can
only use the information provided by the voltage at the nodes where droop
control is applied. The rest of the voltages must also be maintained close to
the rated values but they cannot be fed back to the controllers. Hence,
z = [E1, . . . , Ej , . . . , Ennc ]
T j ∈ Jnc (7.10)
y = [E1, . . . , Ej , . . . , Enc ]
T j ∈ Jc (7.11)
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is obtained from the state-space equation (7.4), where
Gzw(s) = Cz [sI−A]−1 Bw (7.13)
Gzu(s) = Cz [sI−A]−1 Bu (7.14)
Gyw(s) = Cy [sI−A]−1 Bw (7.15)
Gyu(s) = Cy [sI−A]−1 Bu (7.16)
The transfer function matrices Gzu(s) and Gyu(s) relate the currents im-
posed by the controller with the controlled and non directly controlled volt-
ages, respectively. On the other hand, the transfer function matrices Gzw(s)
and Gyw(s) connect the current not used in the control with the controlled
and non directly controlled voltages, respectively.
7.3.2 Droop gain selection
In a multi-terminal scheme, the distance between converters is usually large
and the communications are not reliable enough to be used in the DC volt-
age control. As a consequence, each controller must compute the control
variables from the information provided by the voltage at its own node. In
matrix terms, the multivariable controller has an expression of the form
K =
Kg · q1 0. . .
0 Kg · qnc
 = Kg
q1 0. . .
0 qnc
 (7.17)
where Kg is a scalar parameter to be determined and qj are the nc constants
obtained from a steady-state study [112]. These constants are associated
with the resistance values of the line and the amount of power incoming or
outgoing from each terminal. These constants are positive in the case of
power output nodes and negative in the case of power input nodes.
The droop control scheme is depicted in Fig. 7.6. It can be observed that
only the variable y is fed back into the controller K. The objective of the
droop control is to maintain the DC voltage within desired limits when the
system is disturbed by the varying currents of the nodes without voltage
control. The control input also must be kept under the limits imposed by
140
7.3 Frequency response analysis for droop gain selection
the maximum currents in the converters. Therefore, the selection of the
gain Kg must take into account these performance specifications besides
guaranteeing closed loop stability. From Fig. 7.6, it is easy to prove that the
variables of interest are given by the following expressions












where v(s) = [w(s) E∗(s)]T , S(s) = [Inc −Gyu(s)K]
−1 is the sensitivity






















Figure 7.6: Droop control scheme in a multi-terminal grid
The effect of the gain Kg on stability can be analyzed by computing the
eigenvalues of the closed loop matrix Acl. Replacing u = K(y − E∗) in
the state-space equations (7.4), the closed loop matrix is given by Acl =
A + KgBuCy. Then, for closed loop stability, the gain Kg must ensure
that all eigenvalues of Acl have negative real part. A simple power analysis
reveals that the closed loop system is stable for any Kg > 0. In fact, since
the control law makes the current Ik (with k ∈ Jc) proportional to the
voltage Ek at the same node, the gain Kgqk can be interpreted as a passive
admittance. That is, the droop control is similar to add energy dissipation
to the system and therefore the closed loop system will be always stable for
Kg > 0.
The relation between the gain Kg and the performance objectives can
be analyzed with the help of the frequency response of the system. This
analysis consists in evaluating the transfer function in s = jω and analyzing
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the singular values of the resultant complex matrix functions of jω. The




where λi(·) denotes the i-th eigenvalue of the matrix. The singular values
provide information about how a vector of sinusoidal signals of frequency
ω is altered by the system. In multi-input multi-output linear systems, a
vector of sinusoidal signals suffers not only a change in its magnitude and
phase, but also a change in its direction. The maximum amplification that
the vector can experience is given by the maximum singular value σ̄(G(jω))
and the minimum amplification by the minimum singular value σ(G(jω)).
This analysis can be interpreted as the extension of the popular single-input
single-output frequency response analysis to multivariable systems. Here,
the magnitude of the frequency response is replaced by the singular values
(see [62] for a more detailed explanation).
The performance specifications are set to minimize the effect of the dis-
turbances on the DC voltages and to maintain the control input under rea-
sonable limits. These specifications can be expressed in terms of the singular
values in order to determine the constraints on Kg. For example, the maxi-











eT e dt denotes the 2-norm of e. Therefore, to minimize the







σ̄ ([(Gzw(jω) + Gzu(jω)KS(jω)Gyw(jω)) −Gzu(jω)KS(jω)]) (7.24)







is bounded in the frequencies of interest.
In general, large values of Kg achieve a smaller voltage error but may also
demand large control inputs. The optimal Kg is a compromise among all
these objectives.
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Table 7.1: Parameters of the four-terminal example
Grid parameters Value
Line resistance R1 0.50 Ω
Line resistance R2 0.25 Ω
Line resistance R3 0.40 Ω
Line inductance L1 5.0 mH
Line inductance L2 2.5 mH
Line inductance L3 4.0 mH
Capacitances Ck (k = 1, . . . , 4) 150 µF
Rated line current IrtdL 667 A
Rated input current Irtdk 667 A
Converter rated power Pk 100 MW
Rated DC voltage Ek 150 kV
Reference voltage E∗ 145 kV
7.4 Four-terminal grid example
A simple four-terminal HVDC grid is used to illustrate the droop selec-
tion methodology presented in previous sections. The four-terminal grid
scheme is depicted in Fig. 7.7 and consists of two offshore wind power plants
connected to the HVDC grid through two different converters WFC1 and
WFC2, and two onshore grid side converters GSC1 and GSC2 connected to
the AC grid. The values of the parameters are listed in Table 7.1 and the
linear model is illustrated in Fig. 7.8. The four-terminal HVDC grid has
two power input nodes, two power output nodes and three branches repre-
senting the cables linking the converters. The capacitors are the result of
combining the capacitances of the nodes and the corresponding branch side,
as explained in Section 7.3.1.
Two scenarios are analyzed. In the first case, droop control is applied in
both grid side converters whereas the wind farm converters inject all the
wind power available. In the second scenario, due to a fault in the AC
grid, both wind farm converters regulate the DC voltages and the grid side
converters extract power from the HVDC grid at their maximum capacity.
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WFC 1 GSC 1 
AC Grid











Figure 7.7: Four-terminal grid case study scheme
7.4.1 Case 1: Droop control in the AC grid side
Applying circuit laws to the four-terminal grid in Fig. 7.8, the following










































(−R3 IL3 + E2 − E4) (7.30)
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Figure 7.8: Four-terminal grid model used to illustrate the droop constant
selection methodology
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and the following algebraic equations
IC1 = I1 − IL1 − IL2 (7.31)
IC2 = I2 − IL3 + IL2 (7.32)
IC3 = −I3 + IL1 (7.33)
IC4 = −I4 + IL3 (7.34)
There are four equivalent capacitors and three equivalent inductors; there-
fore, the variables E1, E2, E3, E4, IL1 , IL2 and IL3 are sufficient to com-
pletely define the state of this system
x =
[
E1 E2 E3 E4 IL1 IL2 IL3
]T
(7.35)
As the WFCs are injecting all available power into the grid and the GSCs



















The purpose of the droop control applied on the grid side converters of the
four-terminal grid in Fig. 7.8 is to maintain the DC voltage stable when the
currents coming from the wind farm converters WFC1 and WFC2 change.
Therefore, the vector of these currents is the disturbance w and the control
input u is the vector of the currents of the GSCs I3 and I4. The voltages
measured and fed back to the controller are the voltages E3 and E4 whereas
the voltages E1 and E2 are not available for the controller but it is desirable
to maintain them close to the rated value. After the previous definitions,
substituting the currents in the capacitors in (7.26)–(7.27) by the relations
(7.31)–(7.34) and reorganizing the differential equations, the matrices in the
146
7.4 Four-terminal grid example
state-space representation (7.4) result
A =





0 0 0 0 0 1C2 −
1
C2
0 0 0 0 1C3 0 0
0 0 0 0 0 0 1C4
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1 0 0 0 0 0 0





0 0 1 0 0 0 0
0 0 0 1 0 0 0
]
(7.41)
The droop controller in the case of two inputs and two outputs is simply





= Kg · I2 (7.42)
The constants q1 and q2 have been set to 1 because all the lines are approx-
imately of same longitude and it is desired to extract the same amount of
power from each terminal.
In Fig. 7.9, the eigenvalues of the closed loop matrix Acl for several values
of gain Kg can be found. Notice that the real parts of the eigenvalues
become more negative for higher values of gain. This stabilizing effect is in
accordance with the fact that an increment in the droop constant is similar
to incrementing the energy dissipation in the system.
As mentioned in Section 7.3.2, the droop constant is selected in accordance
with a performance criterion measured in terms of the 2-norm of the voltage
error e, of the voltage not measured z and of the control input u.
The voltage error is given by (7.18), where the particular reference input
is E∗ = [145 kV 145 kV]T . In this situation, the transfer function matrix
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Figure 7.9: Eigenvalues of the closed loop matrix Acl for several values of
Kg (Case 1)
S(s) has a transmission zero at s = 0 for the particular direction of E∗. For

















this also holds for any other value of Kg. As a consequence, the voltage
error reduces to
e(s) = S(s)Gyw(s)w(s) (7.44)
The singular values of S(s)Gyw(s) can be seen in Fig. 7.10. It is clear that
the larger the Kg, the smaller the error. In particular, at s = 0 and for
the maximum voltage error of 10% (emax = ±15 kV) and the rated current









This constraint can be extended to the rest of the frequencies resulting in
the shadow area in Fig. 7.10. The constraint on the error is relaxed in
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high frequencies since it is impossible to satisfy a uniform limit without vi-
olating the bandwidth limitations of the converters. The transfer functions
S(s)Gyw(s), whose singular values are inside the shadow area in Fig. 7.10,
satisfy the error constraints. Based on this figure, it can be stated that con-
stants Kg ≥ 1/22.5 are able to maintain the voltage error at the controlled


































Figure 7.10: The maximum singular values of the function S(s)Gyw(s) for
several values of Kg (Case 1). The singular values inside the
shadow area satisfy the error constraint.
The effect of Kg on the output z is given by (7.19). The objective is to
maintain the DC voltage in the non directly-controlled terminals close to a
rated value. Again, the particular input E∗ = [145 kV 145 kV]T is consid-
ered. For this particular input, the output of Gzu(s)KS(s) is independent












Therefore, it is possible to analyze the deviation from the rated value by
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defining ez = z − E∗,
ez(s) = (Gzw(s) + Gzu(s)KS(s)Gyw(s))w(s) (7.47)
Fig. 7.11 shows the singular values of this transfer function. It can be ob-
served that for higher values of Kg the maximum singular values of Gzw(s)+
Gzu(s)KS(s)Gyw(s) become smaller in low frequencies. However, in high
frequencies, as Fig. 7.11 shows, an increment of Kg may produce the oppo-
site effect in certain cases. It can be seen that for Kg ≥ 1/20 the singular
values are inside the shadow area, fulfilling the constraints on the variable




















































Figure 7.11: The maximum singular values of the function Gzw(s) +Gzu(s)
KS(s)Gyw(s) for several values of Kg (Case 1). The singular
values inside the shadow area satisfy the constraint on ez.
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The control input is given by (7.20). Again, as the particular reference in-
put is E∗ = [145 kV 145 kV]T , the control action signal results governed by
the transfer function KS(s)Gyw(s). Fig. 7.12 shows the maximum singular
values of KS(s)Gyw(s) for several values of Kg. The shadow area indicates
the singular values that satisfy the performance specifications. Notice that
the constraint decreases in high frequencies to consider the limits on the
bandwidth of the converters. It can be observed that the low frequency
components of the control input are independent of the value of Kg. How-
ever, in high frequencies this transfer function presents resonance peaks that
for some values of Kg violate the constraints indicated by the shadow area.
This constraint imposes an upper limit on the gain Kg. In particular, from


































Figure 7.12: The maximum singular values of the function KS(s)Gyw(s) for
several values of Kg (Case 1). The singular values inside the
shadow area satisfy the constraint on the control input.
From the previous analysis, it can be concluded that the gain Kg that
better suits the performance specifications is 1/20.
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In order to evaluate the droop gain previously selected, simulations are
carried out in Matlab Simulinkr. The analyzed scenario corresponds to two
simultaneous and equal changes in the power injected into the DC grid by
the WFCs. The power injected by the two converters change from 0 MW
to the rated value at 0.05 s and return to 0 MW at 0.20 s. Fig. 7.13a shows
the power flow at each converter. The solid lines correspond to the power
injected by the WFCs and the dashed lines to the power extracted by the
GSCs. It can be observed that the power ongoing from the GSCs is almost
coincident due to the selection of the power distribution factors q1 = q2 =
1. As a consequence, both GSCs extract approximately the same amount
of power. The power losses of the DC grid, at rated power transmission,
are around 375 kW. The evolution of the terminal voltages can be seen in
Fig. 7.13b. The DC voltages remain at 145 kV during the period where
the power flow is zero since there is no voltage drop in the grid resistances.
Once the power input increases, the DC voltages move towards a new voltage
equilibrium. Notice that during non-zero power flow, there are differences
between the voltage at the wind farm terminals and the voltage at the grid
side terminals due to the power flow direction. Fig. 7.13c shows the currents
flowing through each VSC. Both power and current evolutions are similar,
except for a scale factor, which indicates that the initial approximation of
considering the current proportional to the power has been reasonable. It
can also observed that the currents never exceed the converter limits.
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Figure 7.13: Simulations corresponding to a change in the power injected
into the grid by the wind farm converters (Case 1)
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7.4.2 Case 2: Droop control in the wind farm side
In the second case study, it is assumed that a simultaneous fault in both AC
grids forces the GSCs to enter into current limitation mode. In this circum-
stance, the WFCs are responsible for regulating the DC voltage. Hence, the
control inputs are the currents injected by the WFCs and the disturbances










On the other hand, the measured variables are the wind farm side voltages










The state space model have the same matrix A but the input and output


























0 0 1 0 0 0 0





1 0 0 0 0 0 0
0 1 0 0 0 0 0
]
(7.53)
The droop controller in the case is





= −Kg · I2 (7.54)
since the droop control is applied in the wind farm side.
Fig. 7.14 shows the eigenvalues of the closed loop matrix Acl for several
values of gain Kg. Notice that the real parts of the eigenvalues become more
negative for higher values of gain.
Also in this scenario, it is considered the case where E∗ = [145 kV 145 kV]T .
Therefore, the performance is associated only with the input w(s). In
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Figure 7.14: Eigenvalues of the closed loop matrix Acl for several values of
Kg (Case 2)
Figs. 7.15-7.17, it can be seen the maximum singular values of the transfer
functions S(s)Gyw(s), Gzw(s) + Gzu(s)KS(s)Gyw(s) and KS(s)Gyw(s)
for several values of Kg. The resonance peaks are lighter damped in this
case. For this reason, in order to fulfill the low frequencies error, larger
values must be accepted at high frequencies. Notice in Fig. 7.17 that the
constraint on the control input has been relaxed in high frequency for the
same reason. As a consequence, the gain Kg has been set at 1/20.
The system has been also evaluated by simulations. In the scenario con-
sidered, both WFCs inject the rated power value while two voltage sags are
applied in the AC grid. A three-phase voltage sag of 10% of the nominal AC
values is applied to the AC grid connected to the GSC1. At the same time,
another voltage sag of 20% is applied to the grid connected to the GSC2.
Both sags last 0.2 s. The three-phase voltages at each AC grid are shown
in Fig. 7.18, whereas the corresponding three-phase currents can be seen in
Fig. 7.19.
Fig. 7.20 presents the evolution of the variables in the DC grid. It can be
observed that the AC grid fault causes an increment of the all DC voltages
(Fig. 7.20b). These increments are due to the fact that the GSCs operate
in current limitation mode to avoid disconnection by over-currents during
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Figure 7.15: The maximum singular values of the function S(s)Gyw(s) for
several values of Kg (Case 2). The singular values inside the
shadow area satisfy the error constraint.
the grid fault. When the WFCs voltages exceed 160 kV, the corresponding
converters start to apply droop control in the DC grid, reducing the power
injected to the grid from 100 MW to 20 MW (Fig. 7.20a). The DC current
also decreases during the voltage sag due to the power reduction caused by
the droop control in the WFCs (Fig. 7.20c). Notice that the disconnection
of the system due to over-voltage was avoided during the fault.
7.5 Conclusions
A design methodology for droop control in multi-terminal HVDC grids has
been presented. The methodology includes a systematic procedure to for-
mulate a linear model of multi-terminal grids. Based on this model and
a frequency response analysis, a criterion is provided to select the droop
gain taking into account the dynamics of the entire multi-terminal HVDC




































Figure 7.16: The maximum singular values of the function Gzw(s) +Gzu(s)
KS(s)Gyw(s) for several values of Kg (Case 2). The singular
values inside the shadow area satisfy the constraint on ez.
fine a range on the droop gains that achieve the best compromise between
the specifications. Each local controller can affect the global stability and
the DC voltage in other terminals. For these reasons, the droop constant
selection must be addressed in the context of multivariable system theory
to consider the dynamic behavior of the entire multi-terminal grid, both in
normal operation and in fault conditions.
A four-terminal grid example has been used to illustrate the application of
the use of this methodology. Nevertheless, the procedure is applicable to any
other multi-terminal HVDC grid with more inputs and outputs. The com-
plexity of the model increases with the number of nodes and branches but
the computation of the singular values does not involve a serious limitation
with the current algorithms. The range of droop gains is obtained only from
the maximum singular values; therefore, its computation is independent of
the complexity of the particular multi-terminal grid.
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Figure 7.17: The maximum singular values of the function KS(s)Gyw(s) for
several values of Kg (Case 2). The singular values inside the
shadow area satisfy the constraint on the control input.
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Figure 7.18: Simulations corresponding to a voltage sag in the AC grids
(Case 2). a) Three-phase voltages in the grid 1, b) three-phase
voltages in the grid 2.





























Figure 7.19: Simulations corresponding to a voltage sag in the AC grids
(Case 2). a) Three-phase currents in the grid 1, b) three-phase
currents in the grid 2.
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DC voltage droop control design for
multi-terminal HVDC systems
considering AC and DC grid dynamics
8.1 Introduction
Different control structures have been proposed to operate multi-terminal
High Voltage Direct Current (HVDC) grids. Regarding the primary volt-
age regulation, the droop control is a widely accepted solution. It allows
compensation of fast deviations of the voltage, establishing a power shar-
ing between different converters connected to the DC multi-terminal grid
[114]. Different implementations of the droop control, mainly current (see
Chapter 7) or power-based, can be found in the literature [115].
Primary droop voltage control design has been widely addressed in differ-
ent publications. In [112], droop control tuning is performed based on the
steady-state characteristics and the resulting power flow sharing [116]. In
[117] the droop regulator is designed taking into account the effect of the DC
transmission cable over the system dynamics. In [118], a droop selection pro-
cedure is detailed to reduce the perturbations imposed by the DC grid over
the Alternating Current (AC) grid. In [119], the droop control is designed
based on a trade-off between the power losses, the desired power flow and
a minimization of voltage deviations. In the previous chapter of this thesis
(Chapter 7), the droop constants are selected considering the dynamics of
the DC multi-terminal grid and its operational limitations [120].
In this section, a power-based droop control is designed considering the
complete HVDC system, including the DC and AC grid dynamics, the con-
verter controllers and a DC voltage oscillation damping loop. This proposal
expands the scope of Chapter 7, which addresses the droop control design
focusing only on the DC grid dynamics [120]. To do so, a linearized model
of the complete multi-terminal HVDC system is developed, gathering the
161
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different system dynamics. Then, the derived linear model is analyzed using
multivariable frequency methods to select the most suitable droop controllers
to operate the DC grid. The theoretical developments are validated through
simulations in a three-terminal grid.
This chapter is organized as follows: the next section describes the droop
control operation of multi-terminal Voltage Source Converter (VSC) HVDC
grids. Section 8.3 presents the derivation of the linear model of a generic
multi-terminal HVDC grid. The control design methodology is described
in Section 8.4 and in Section 8.5, the control design strategy is applied to
a three-terminal grid. Finally, in Section 8.6 the chapter conclusions are
drawn.
8.2 Multi-terminal grid control
A generic VSC-HVDC multi-terminal grid layout is shown in Fig. 7.1. The
HVDC grid is built to interconnect the offshore wind power plants and the
main land AC grid (or grids) by means of VSC power converters. Wind
Farm Converters (WFC) inject the generated power from the wind power
plants to the DC grid, whereas Grid Side Converters (GSC) regulate the DC
grid voltage employing droop control [25,114].
The droop control allows the regulation of the DC grid voltage without
communications between converters, being implemented at each of the GSCs
locally. Also, it allows the establishment of power sharing between convert-
ers by acting over the corresponding converter power loop (see Fig. 8.1).
Possible power deviations can be compensated through an upper secondary
control [121], that could be implemented using communications between the
GSCs (Fig. 8.1). In this work, the upper secondary level controller is not
included in the analysis as the study is mainly focused on droop-based grid
voltage primary control. The power droop control law, implemented in the
n different GSCs is
P ∗ = K(E − E∗) (8.1)
where E is the voltage measured at the DC terminals of the GSC converter,
E∗ is the voltage reference for the droop controller, K is the droop constant
and P ∗ is the power reference introduced to the power loop. Based on
the power set-point, the power controller (GP ) regulates the power flowing
through the converter in order to track the DC grid voltage reference, even
assuming a DC voltage error due to the proportional nature of the droop
controller. In terms of the AC voltage, it is controlled by means of an AC
module voltage regulator (GU ). The outputs of the power and AC voltage
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regulators are connected to the inner conventional current loop that applies
the corresponding voltages to the AC grid by means of the power converter


























































Figure 8.1: Multi-terminal control structure including DC and AC dynamics
Dynamics of the different interconnected systems could affect the droop
voltage regulation, such as the DC multi-terminal grid, the AC grid connec-
tion points, the AC grid converter filter, the power and voltage controllers
or the current inner control. Then, the design of the droop voltage control
should be performed considering all the mentioned dynamics in order to en-
sure a proper control performance. To do so, in this work a complete linear
model of the multi-terminal grid is derived. Once the model is obtained,
the different controllers, including the droop voltage control, are designed
combining classic and modern control techniques.
8.3 System modelling
In this section, the procedure to obtain a linear model of a generic multi-
terminal grid (Fig. 7.1) is detailed. The complete model is divided in two
parts, the AC system and the DC system. In terms of the AC system, the
linearized equations of a GSC connected to an AC grid are described. On
the other hand, the linearized DC grid model for a simple DC link is derived
and the procedure to expand the model to a larger grid is detailed. The
existing link between both parts is the power converter. The converter is
modeled based on its average model, employing three voltage sources in the
AC side and a dependent current source in the DC side [113]. No losses or
Modular Multilevel Converter (MMC) inner dynamics are considered.
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8.3.1 AC system
In this section, the model of a VSC-HVDC converter connected to the grid
is addressed. The converter grid connection is performed by either an in-
ductance (L) or an inductance and capacitor filter (LC) depending on the
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Figure 8.2: Model of the converter connection to the AC grid
In terms of the AC grid connection, it is represented via a simple Thévenin
equivalent. The state-space model of the converter grid connection consid-
ering the LC filter is
dxlc
dt
= Alcxlc + Blculc (8.2)
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0 0 0 0
0 0 1Lg 0
0 0 0 1Lg

(8.4)
where Lc is the filter inductance value and Rc its parasitic resistance, ω is
the frequency of the grid, Cf is the capacitance of the capacitor filter and Lg
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and Rg are the inductance and resistance of the grid Thévenin equivalent.









vq vd eq ed
]T
(8.6)
where iqdc are the currents flowing from the Point of Common Coupling
(PCC) to the converter, iqdg are the currents flowing to the grid, eqd are
the grid voltages, uqd are the voltages at the PCC and vqd are the voltages
applied by the converter in the synchronous reference frame [59]. Applying




= Alc∆xlc + Blc∆ulc (8.7)
∆ylc = Clc∆xlc + Dlc∆ulc (8.8)
where Alc and Blc are the matrices defined in (8.3) and (8.4). Regarding

































where I6x6 is a 6x6 identity matrix and 08x4 is a zero matrix of 8 rows and
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]T
(8.13)
where U is the PCC voltage magnitude, Pu is the power flowing to the AC
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U0 are the system variables at the linearization point. Note also that the












8.3.2 Phase Locked Loop (PLL)
A Phase Locked Loop (PLL) system is required for orienting the converter
controllers with the grid angle [63]. The synchronous reference frame is
oriented with the d-axis voltage employing a PI regulator. The output of
this controller is the estimated frequency of the grid, which is integrated
to obtain the angle for the system Park transformations. The PI regulator





where kp−pll and ki−pll are the proportional and integral gains of the regula-
tor, calculated based on the amplitude of the AC voltage and the bandwidth
desired for the PLL [63]. The inner dynamics of the PLL system introduce
an angle deviation between the real grid angle and the estimated angle,
especially during voltage transients. In order to introduce this effect into








where eθ is the angle deviation between the grid angle and the PLL esti-
mated angle, and uq0 is the voltage of the q axis at the linearization point.
In addition, the existing deviation between the grid real and estimated an-
gles must be integrated into the model variables. This effect is included as
a rotation of the angle deviation between both angles. Then, two different
synchronous reference frames variables are defined: the xqd (xq and xd) vari-
ables corresponding to the synchronous reference calculated from the grid
angle, and the xqdc (xqc and xdc) variables related to the synchronous ref-
erence frame calculated from the PLL estimated angle. The transformation
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]
(8.18)
where eθ0 is the angle error deviation value at the linearization point and x
d
0
and xq0 are the x
qd components magnitudes at the linearization point. Also,
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The Current Loop (CL) is based on the conventional vector control strategy
[61]. It is based on two different PI regulators GCL besides a decoupling loop,



























































Figure 8.3: Current loop and power and voltage loops linearized control
structures
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8.3.4 Power and voltage control
The power and voltage controllers are implemented by two different regu-
lators (GP and GU ), as shown in Fig. 8.3. Typically, both controllers are
conventional PI regulators [114]. The power and voltage feedback signals
must be linear to be included into the model, then both magnitudes are
































8.3.5 Multi-terminal DC grid system modeling
The approach to model the multi-terminal HVDC link is based on Chapter 7
methodology [120], although in this case the equations are linearized. First,
a connection between two DC grid terminals i − j (Fig. 8.4) is used to
illustrate how to obtain the linearized grid model of the DC system. The
cable is modeled using a π-equivalent model, in which the capacitors at both
ends are the result of adding all the capacitors connected in parallel at those





























where Ei and Ej are the voltages at the equivalent capacitors, Ii and Ij are
the currents flowing through the converters, Pi and Pj are the input/output
power flowing through the converters, ILij is the current flowing through the
line, Ci and Cj are the equivalent capacitances at both sides of the DC link
and Rij and Lij are the equivalent cable resistance and inductance of the
π-equivalent model. Due to the division between variables, the expression of
the DC current should be linearized to be included in the model, as shown











where ∆Ei and ∆Pi are linearized variables representing the voltage at the
node i and the power flowing through the converter i, respectively. Also, Ei0
and Pi0 are the power and the voltage at the linearization point. Finally,
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Figure 8.4: DC connection between two nodes of the multi-terminal grid
This model can be extended to a more complex multi-terminal grid, deriv-
ing the equivalent circuit of the DC grid and obtaining the system equations
as explained above. Then, the linear state-space of DC grid model, obtained
based on the grid equations is
d∆x
dt
= A∆x+ Bu∆u+ Bw∆w,
∆y = Cy∆x, ∆z = Cz∆x,
(8.27)
where ∆x is the state vector, ∆u and ∆w are the controlled and non-
controlled inputs, ∆y and ∆z are the controlled and non-controlled outputs,
and A, Bu, Bw, Cy and Cz are matrices of suitable dimensions. These ma-
trices are obtained after arranging the variables and applying matrix com-
putation laws. Typically, in electrical systems, the inductor currents and
the capacitor voltages are selected as state variables. Thus, for a generic
multi-terminal grid, the state vector is
∆x = [∆E1, · · · ,∆En+m,∆IL1 , · · · ,∆ILr ]
T (8.28)
where n is the number of GSCs performing droop control, m the number
of wind farms and r the number of branch interconnections (previously de-
fined as i − j). The controlled and non-controlled inputs u and w, and the
169
Chapter 8 Droop design for VSC-HVDC grids (AC and DC dynamics)
controlled and non-controlled outputs y and z, can be expressed as
∆u = [∆P1, . . . ,∆Pn]
T , ∆w = [∆Pn+1, . . . ,∆Pn+m]
T
∆y = [∆E1, . . . ,∆En]
T , ∆z = [∆En+1, . . . ,∆En+m]
T (8.29)
Notice that ∆u and ∆y are variables related to the GSCs controlling the
DC voltage, whereas ∆w and ∆z are variables related to the WFCs, where
the voltage is not controlled. Finally, the presented AC and DC grid side
linear models can be combined in order to build a complete model of the
multi-terminal grid, as shown in Fig. 8.5. Note that, for simplicity, only the











































Figure 8.5: Complete linear model of the multi-terminal grid
8.4 Control design methodology
In this section, a theoretical procedure for designing a droop control for
multi-terminal grids is addressed. As explained in Section 8.2, the droop
control behavior not only depends on the DC or AC grid dynamics, but also
on the inner control loops of the converter (Fig. 8.6). Thus, a methodology
to design both the inner control loops and the droop voltage control loop is
presented.
8.4.1 Current control loop
The inner current control is based on vector control in the synchronous ref-
erence frame tuned by Internal Model Control (IMC) technique [61]. There-
fore, two PI regulators (GCL) plus a decoupling loop are employed to track
the xqd current references in a defined time, following a first order system
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Figure 8.6: Converter control scheme











The control closed loop time constant τ can be calculated based on the
desired settling time, which physically represents the time that the system
response takes to settle within a range of the final value (usually ±5% or
±2% depending on the criterion). The current loop settling time is typically
selected to track current references within a few milliseconds. Saturations
are included in the control scheme in order to not exceed the converter’s
maximum current rating.
8.4.2 Power and voltage loop
As shown in Fig. 8.6, two different controllers, one for tracking power refer-
ences (GP ) and another to regulate the AC grid voltage (GU ) are introduced
as an outer loop of the current vector control. As the power loop is receiving
references from the droop voltage loop, fast dynamics could be required to
respond to voltage variations in the DC grid. Therefore, the bandwidth for
the outer loop controller should be designed to follow relatively fast droop
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control outputs without disturbing the inner current control loop. For this
reason, the AC side of the system’s linear model (Fig. 8.5) is employed to
design GP and GU , considering the dynamics of the inner current loop. The
parameters of both controllers are calculated based on optimization robust
control techniques [101, 124]. The optimization inputs are basically the de-
sired settling time for reference tracking for both controllers, expressed as
two different objective transfer functions. Then, the optimization algorithm
is run to design the PI parameters based on the frequency requirements.
8.4.3 Droop control
The droop design should be carried out considering all the dynamics of the
multi-terminal system as these affect the performance of the controller. For
this reason, the control analysis should employ the linear model of the multi-
terminal grid explained above, which includes the different systems involved
in the droop operation. The complete dynamic system of the multi-terminal

























































Figure 8.7: HVDC grid control scheme
Fig. 8.7 is redrawn in a conventional feedback structure in Fig. 8.8, show-
ing the control design problem to be addressed. Based on this scheme,
different closed loop transfer function matrices can be calculated combining
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the converters and both AC and DC grid dynamics










∆v(s) = [∆w(s) ∆r(s)]T









where Er(s) and Ew(s) are the transfer function matrices, relating the droop
voltage references r and the power introduced in the HVDC grid by the
wind farms w, with the system voltage errors e at the controlled nodes,
respectively. Analogously, U
uiq
r (s) and U
uiq
w (s) relate the droop references r
and the wind farms incoming power w, with the active current loop references

















































































Figure 8.8: HVDC multi-terminal grid control structure
The different droop controller constants can be designed analyzing the fre-
quency response of the multivariable system transfer function matrices, using
the singular values representation, further detailed in Chapter 7. Essentially,
the specifications for the different droop controllers are: the desired power
sharing among the different converters controlling the DC voltage, the maxi-
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mum voltage error allowed at the grid terminals and the maximum converter
current ratings. These requirements can be transferred as gain boundaries in
the multivariable frequency response of the overall system [120], as described
in Chapter 7. In order to perform the frequency analysis, the structure of














where Kn are the droop constants implemented in each of the GSCs, Kg
is a generic scale factor and q1 to qn are the weights of the different con-
trollers, which can be calculated based on the power sharing [120]. Thus,
in order to dynamically analyze the system, only the parameter Kg needs
to be selected, assuming that the qn constants have already been defined
[112]. However, according to [125], scaling the parameter Kg maintaining
the different qn values constant could cause deviation in the desired power
sharing between converters. In this work, it is assumed that this deviations
can be compensated by the secondary control [121]. Nevertheless, if the
power deviation obtained is too large, the droop design solution could be
based on performing an analysis of the control dynamics by modifying the
qn parameters as the Kg value is changed, to maintain the defined power
sharing.
8.4.4 DC oscillation damping loop
The power and voltage loops are tuned in the range of tens of milliseconds
so as not to interact with the lower level current controllers, designed to
respond within a few milliseconds. Considering the presented control struc-
ture (Fig. 8.6), as the droop controller output is connected to the power loop
input, certain fast power transients could cause variations of the DC voltage
due to the grid behavior, which could not be properly damped, considering
the limited bandwidth of the power loop.
A modification of the presented control scheme (Fig. 8.6) is shown in
Fig. 8.9. A compensator between the voltage error and the active current
reference is included to damp fast voltage variations of the system, as the
current loop has a higher bandwidth compared to the power loop. The
suggested compensator is based on a band-pass filter, which does not modify
the power sharing in steady state established by the droop control. It should
be tuned to act within the frequency range between power regulator and the
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t2s+ 1︸ ︷︷ ︸
Gf (s)
= KbpGf (s) (8.33)
where Kbp is the gain of the band-pass filter and t1 and t2 are the time
response constants of the high-pass and low-pass filters respectively, com-
pounding the band-pass. If t1 and t2 are selected to be the time constants
of the power loop and the current loop respectively, the band-pass filter will
not interfere in the operation of the mentioned controllers. Also, if differ-
ent converters include this oscillation damping loop within a multi-terminal
grid, different tuning of the filter gains Kbp could allow the establishment
of an oscillation damping effect sharing between the grid converters, acting
similarly to the droop voltage in the defined range of frequencies. Thus, the
filter gain could be selected to impose which of the grid converters absorbs
a higher percentage of the DC grid voltage oscillations. The multivariable
compensator is defined as
Kd =
Kbp1Gf (s) 0. . .
0 KbpnGf (s)
 = Kf





















Figure 8.9: Droop and power loop combined with the DC oscillation damp-
ing
where Kf is a generic scale factor and d1 to dn are the weights of the dif-
ferent compensation loops. Specifically, values from d1 to dn can be defined
based on the oscillation sharing desired for each GSC, analogously to the
droop power sharing parametrization. Thus, selecting the Kf constant, the
controller becomes completely defined. To select the mentioned parameter,
the singular values of the system transfer function matrices can be analyzed,
including the damping loop in the matrix transfer functions calculations.
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8.5 Case study
The analyzed HVDC system consists of a three-node multi-terminal VSC-
HVDC scheme (Fig 8.10). Two power converters are connected to the AC
grid (GSC 1 and GSC 2) and the other is connected to a wind farm (WFC 3).
The parameters used for the study are shown in Tables 8.1 and 8.2. The
proposed system is analyzed assuming that droop voltage control is carried
out by both GSCs, whereas the WFC is supposed to inject all the generated
power from the wind power plant to the HVDC grid. It is considered that
both GSCs are connected to two different grids under equivalent conditions.
The different controllers involved in the system are designed following the













Figure 8.10: Three-terminal VSC-HVDC grid
First, the grid state-space model is obtained. The defined state variables
∆x, input signals ∆u and ∆w, and output signals ∆y and ∆z are
∆x =
[












∆z = ∆E3 (8.37)
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Table 8.1: Parameters of the three-terminal DC grid [114]
DC grid parameters Value Units
Line resistance R 0.0095 Ω/km
Line inductance L 2.112 mH/km
Line capacitance C 0.1906 µF/km
Cable distance 13 d13 100 km
Cable distance 23 d23 150 km
GSC/WFC DC link capacitor Cdc 150 µF
GSC rated power P1, P2 350 MW
WFC rated power P3 700 MW
Reference voltage E∗ 400 kV
Table 8.2: Parameter of the AC side converters [122]
AC side parameters Value Units
Nominal Power P1, P2 350 MW
Nominal Voltage Vac 195 kV
Short Circuit ratio (SCR) 5 -
Grid Thévenin Xn/Rn ratio 10 -
Coupling inductance Lc 0.2 pu
Coupling resistance Rc 0.01 pu
Capacitor filter impedance Xf 5.88 pu
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Once the DC grid state-space model is derived, the AC system models for
both converters are also obtained. Then, the inner current controller is
designed to track references with a settling time of 10 ms [102] based on IMC.
It has been observed that the AC grid voltage measured at the capacitors uqd
can be significantly affected during a fast active current change, especially
for grids with low SCR. As this voltage is employed for the decoupling loop,
a low pass filter is applied to the uqd measurement in order to not introduce
these fast dynamics into the controller [122]. This low pass filter can be
tuned to be around ten times faster than the current loop.
Having defined the current controller, the power and voltage loop PI con-
trollers are designed based on the linear model (Fig. 8.5) applying robust
control tuning techniques [101, 124]. The settling time is defined to be ap-
proximately 100 ms for both power and voltage regulators [102]. The output
of the robust optimization parametric design is shown in Fig. 8.11a, where
the closed loop transfer functions of the power and voltage control are de-
picted, showing an acceptable performance. In addition, a comparison be-
tween the complete simulation model and the linear model, derived to design
the different controllers, is shown in Fig. 8.11b. This comparison shows that
the differences between both models are minimum, thus validating the use
of the linear model for control design purposes. Analogously to the current
loop, low pass filters are applied to the voltage uqd and current iqdg measure-
ments employed for calculating the power and voltage feedback signals in
order to damp fast transients of the magnitudes. These low pass filters can
be also tuned around ten times faster than the current loop.
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Figure 8.11: Design output of the voltage and power loops of the converter.
a) Bode representation of the closed loop transfer functions (P ∗u
to Pu and U
∗ to U). b) Power and voltage response compar-
ison between the complete and linear models for a power step
change.
Once the outer power and voltage loops are designed, the multi-terminal
droop control is addressed. Assuming that the power generated by the wind
power plant, injected to the DC grid by the WFC, must be shared by both
GSCs, an initial parametrization is established for the controller. Thus,
the multivariable droop controller, considering that GSC 1 and GSC 2 are











= Kg · I2 (8.41)
where K1 and K2 are the droop constants locally implemented at each of
the GSCs, expressed in kW/V units. This parametrization could lead to un-
equal power sharing, depending on the grid impedances and the power flow,
something that can be solved by the secondary control. Then, as the exact
power sharing is ensured by the upper control layer, this work is focused
on the design of the droop control considering the dynamics of the whole
multi-terminal grid. Then, based on the linear model of the system, the
transfer function matrices Ew(s), Er(s), U
uiq
w (s) and U
uiq
r (s) are obtained
following the structure shown in Fig. 8.8. Note that, the reference inputs
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E∗ do not introduce any voltage error in the system [120], as concluded in
Chapter 7. Thus the system analysis will only be focused on Ew(s) and
U
uiq
w (s), which relate wind power input to the voltage errors and the control
action, respectively.
Next, the singular values representation of Ew(s) relating the GSC DC
voltage errors and the power coming from the wind farm is depicted in
Fig. 8.12a. Assuming a maximum voltage error of a 10% of the nominal
value at each terminal and a wind power plant of 700 MW, the singular
values representation should not exceed, in steady state, a maximum gain
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Figure 8.12: Singular values representation of Ew(s) (DC voltage errors -
Wind power input) a) Without oscillation damping, b) With
oscillation damping.
According to Fig. 8.12a, all the proposed droop constants Kg are able
to maintain the maximum voltage error below 10% of the nominal voltage
value, in steady state. However, resonance peaks are observed at relatively
low frequencies, which could cause voltage oscillations during wind power
flow variations, especially if the wind farm power input excites those fre-
quencies. In order to damp those peaks, the DC oscillation damping loop is
implemented in both GSCs defining t1 and t2 as the time constants of the
current and the power loop respectively. For a first analysis, the same gain
is applied to both filters, considering a Kf equal to 1/20 A/V.
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Fig. 8.12b shows again the frequency response of Ew(s), including the
designed oscillation damping loop. This graph shows that the gain peaks
have been reduced, confirming that the oscillation damping loop is able to
improve the droop control performance. Moreover, as the damping effect
can be shared between the different GSC converters, Fig. 8.13 is drawn to























































Figure 8.13: Singular values representation of Ew(s) (DC voltage errors -
Wind power input), for different damping loops.
Fig. 8.13 shows that the maximum gains, and consequently the maximum
voltage error, are obtained disconnecting the damping loop (d1 and d2 equal
to 0). On the other hand, the minimum voltage error is achieved when
both converters include the same oscillation damping loop. Moreover, two
intermediate cases are shown where the damping loop of one of the two GSC
converters, has a higher filter gain compared to the other. Both cases show
a gain reduction compared to the system without damping loop, revealing
that the overall grid error can be compensated acting from different nodes.
However, one of the intermediate cases shows lower gain peaks compared to
the other. This fact is caused by the difference between the line impedances,
which allows one of the GSCs to apply a greater damping effect on the overall
grid oscillation damping. This analysis reveals that the damping loop is not
only locally affecting the node where it is implemented, but also the overall
grid voltage oscillations.
From now on, it is considered that the gain of the damping loop at both
GSCs is equal (d1=d2=1). Thus, setting the overall gain Kf (see (8.34)), the
damping controller is defined. Then, an extended analysis of the singular
values of the transfer function Ew(s), considering several droop constants Kg
and including different oscillation damping loops Kf , is shown in Fig. 8.14.
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Figure 8.14: Singular values representation of Ew(s) (DC voltage errors -




In addition, the singular value representation of the transfer function ma-
trix U
uiq
w (s), relating the control action (represented by the current loop ref-
erences) and the power coming from the wind farms, is depicted in Fig. 8.15













































































































Figure 8.15: Singular values representation of U
uiq
w (s) (Current loop refer-
ences - Wind power input), including damping loop, for differ-
ent Kg and Kf .
Figs. 8.14 and 8.15 must be analyzed together in order to decide which are
the most favorable constants Kg and Kf for the system. First, analogously
to the gain limitation imposed on the frequency response of Ew(s), another
limitation is calculated for the singular values of U
uiq
w (s), considering that
the maximum allowed current that could flow through the converter is 110%
of the nominal current value. This corresponds to a gain boundary limitation
of -109.74 dB.
Before analyzing the singular values, it should be mentioned that the
power loop of the WFC is considered to respond with the same bandwidth
as the GSC. Then, power disturbances with frequencies larger than approx-
imately 40 rad/s will not be introduced into the system, unless an AC fault
occurs in the wind farm. In that case, the WFC could reduce the power
injected to the DC grid rapidly to zero.
Fig. 8.14 shows that constants Kg greater than 15 kW/V with Kf also
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greater than 1/20 A/V1 allow the system to be operated maintaining the
voltage error under the defined 10%. In addition, as the system wind power
disturbances are limited in bandwidth, the error can even be maintained
below 5%. To achieve this goal, the GSCs need to inject current to the
grid (control action) without exceeding its own limits. Then, the singular
values gains of U
uiq
w (s), shown in Fig. 8.15, should be maintained below the
calculated boundary. It can be seen that all curves exceed the maximum
allowed gain at a certain frequency, which is not desirable from the perspec-
tive of converter operation. Specifically, certain combinations of Kg and Kf
present gain curves that are crossing the defined boundary below the power
loop bandwidth (40 rad/s), which could lead the converter to operate be-
yond its limits. For this reason, constants Kg higher than 20 kW/V should
not be included in the control system. Finally, in order to select the con-
troller constants, among the different possible available combinations, the
defined criterion is to minimize the voltage error while keeping the converter
operating within its current limits. Based on this criterion, constants Kg of
20 kW/V and Kf of 1/20 A/V are able to operate the system securely,
minimizing the error without exceeding the current limitation.
Once the droop control design is concluded, Matlab Simulinkr simula-
tions of the three-terminal grid (Fig. 8.10) are carried out to validate the
obtained results. Figs. 8.16 and 8.17 show the voltage droop control re-
sponse (performed by the GSCs) to a nominal power input from the WFC
from 0 MW to 700 MW at 2 s. During the simulation, the power reference
of both GSCs Pref is maintained at zero to observe how the designed dis-
tributed droop controller is able to control the overall DC voltage without
communications. The cable model employed is a π-equivalent model with
100 sections. Fig. 8.16 shows that both GSCs meet the power sharing condi-
tion because both are extracting approximately the same amount of power,
despite the variations introduced by the different cable longitudes. The ex-
isting deviation could be compensated by the secondary control. It can also
be observed that no voltage error is present when no power is flowing to the
grid.
Focusing on the dynamics, during the power transient the voltage is main-
tained below 10% of the maximum error defined, even below 5%. Also, the
currents do not exceed the defined converter limits. Thus, the presented sim-
ulations show that the control design is able to operate the system avoiding
large variations both in the AC and the DC side variables, keeping the con-
verters operation within their limits.
1For lower Kg values 1/15 A/V might be required to avoid exceeding the error limitation.
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The same simulation is carried out without including the damping com-
pensation loop in both converters in order to analyze the system behavior.
Fig. 8.17 shows that without including this compensation, the oscillations
in all system variables increase compared to Fig. 8.16, confirming the effec-
tiveness of the damping loop.
Fig. 8.18 shows a fast power reduction introduced by the WFC caused by
an AC fault in the wind farm grid. The power injected from the wind farm is
rapidly reduced to zero at 4.5 s. Large oscillations in voltage and current can
be seen due to the fast power reduction. This can be explained due to the
large gain peaks seen in Figs. 8.14 and 8.15 at high frequencies. Therefore,
when these peaks are excited due to the fast power reduction, oscillations at
those frequencies appear. Despite these transients, the system reaches the














































































































Figure 8.16: Simulation results after applying a WFC reference step power
change. a) DC grid voltages. b) Converters power. c) DC lines
current. d) Currents in qd frame. e) PCC voltages in qd frame
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Figure 8.17: Simulation results after applying a WFC reference step power
change without including the damping loop. a) DC grid volt-

















































































































Figure 8.18: Simulation results after a WFC power reduction - DC grid. a)
DC grid voltages. b) Converters power. c) DC lines current.




A DC voltage droop design methodology considering the different dynamics
involving a multi-terminal VSC-HVDC grid is presented. This methodology
includes a procedure for obtaining a linearized model of the complete system.
Also, a design criterion for the current loop and the power and voltage loops
is provided. Once the inner dynamics of the converter are established, a
multivariable frequency analysis of the droop control performance can be
carried out to determine the proper DC droop voltage gains, in order to
accomplish the defined system requirements. In addition, a controller for
damping the oscillations introduced by the system frequency resonances is






This thesis gathers several studies related with the control of different power
converters for offshore wind. This chapter describes the main conclusions
and contributions of the work done.
9.1 Contributions
The main findings are detailed structured by chapters:
• In Chapter 3 the decentralized control design of a triple three-phase
permanent magnet synchronous generator-based wind turbine is pre-
sented. Basically, each three-phase stator of the generator is connected
to the wind farm grid through an independent back-to-back converter.
The controller is designed to avoid interactions between the different
stators, magnetically coupled, even though each stator performs its
own independent vector control. The design of the controller is devel-
oped based on classic vector control combined with a frequency anal-
ysis of the closed loop controller performance. The proposed method-
ology is first tested on simulations and then validated in a scaled wind
turbine generator test rig. The performed tests have shown satisfac-
tory results proving the concept viability. Then, the proposed concept
combined with the designed controllers could be an interesting alterna-
tive for offshore applications, showing additional capabilities in terms
of redundancy and control possibilities.
• In Chapter 4 the control design of a Dual Bridge Series Resonant
Converter is addressed. A simple analysis of the classic phase-shift
control, reveals that this control strategy may lead to high currents
flowing through the HF AC side, even for a reduced active power flow
transmission, particularly if the voltage ratio of the DC interconnected
systems is far from the nominal value. To solve this problem, an op-
timized controller based on the three-level modulation is developed,
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which is able to minimize the HF AC currents during the converter
operation. The concept is validated on simulations, and both strate-
gies are compared, showing that the proposed technique is able to
significantly reduce the AC current. Also, a 50 kW DBSRC converter
prototype has been developed. Several tests are performed employing
the classic control showing a proper behavior. As expected, this oper-
ation mode shows large currents flowing through the AC circuit, even
transferring a reduced amount of active power, confirming that the
optimized control proposed, can be an interesting option to operate
this type of converters.
• In Chapter 5 the control of a half-bridge-cell based Modular Multilevel
Converter is analyzed in detail. The roles of the current components
flowing through the converter are identified to perform a proper power
exchange between the AC and the DC grid, while maintaining the con-
verter energy balanced. The design of the current regulators for the
grid and additive currents is addressed ensuring a perfect reference
tracking for DC and line frequency components. Also, the reference
calculation strategy, that allows the calculation of the current refer-
ences based on the power reference outputs of the energy controllers,
is developed considering possible unbalanced AC voltage operation.
Then, the design of the energy regulators to balance the converter is
addressed covering all the converter degrees of freedom. The different
controllers design is carried out using classic control techniques. The
control strategy suggested is validated through simulation results.
• In Chapter 6 the operation of half-bridge-cell based Modular Multi-
level Converters during specific unbalanced AC grid voltage sags is
addressed. Based on Chapter 5 results, it can be observed that the
reference calculation strategy developed for the converter inner AC
currents (used to balance the energy of the upper and lower converter
arms) requires a modification if the positive and the negative sequence
AC grid voltages are equal. For this reason, three different techniques
are proposed to solve this problem. First, the disconnection of the en-
ergy balancing between the upper and lower arms during the voltage
sag is proposed, considering that AC voltage sags mainly disturb the
energy differences between phase units. Then, two different solutions
developed using linear algebra tools for incompatible systems are pro-
posed. The three methodologies are tested for all the possible voltage
sags that can cause the problematic grid voltage condition showing
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satisfactory results, especially the algebra-based approaches.
• In Chapter 7 a design methodology for droop control in multi-terminal
HVDC grids is described. First, the methodology details a systematic
procedure to formulate a linear model of generic multi-terminal HVDC
grids. Once the model is obtained, a criterion is provided to select
the droop gain constants, taking into account the dynamics of the
entire multi-terminal HVDC system. The limitation of DC voltage
errors and the converter currents define a range on the droop gains
that achieve the better compromise between the specifications. Each
local controller can affect the global stability and the DC voltage in
other terminals. For these reasons, the droop constant selection must
be addressed in the context of multivariable system theory to consider
the dynamic behavior of the entire multi-terminal grid, both in normal
operation and in fault conditions. The procedure is applicable to any
other multi-terminal HVDC grid with more inputs and outputs.
• In Chapter 8 the methodology proposed in Chapter 7 is expanded. The
droop design methodology is developed considering different dynamics
involving a multi-terminal VSC-HVDC grid. The proposed model not
only includes the dynamics of the DC grid as in Chapter 7, but also
includes the AC grid, the PLL, the current loop and the power and
voltage loops dynamics. Also, design criteria for the current loop and
the power and voltage loops are provided. Once the linearized model is
obtained, including the corresponding converter control loops, a design
of the droop controller based on a multivariable frequency analysis can
be carried out to determine the proper DC droop voltage gains to meet
the defined system requirements. The control structure also considers a
controller to damp the oscillations introduced by the system frequency
resonances. The global control design procedure is validated through
dynamic simulations.
9.2 Future work
Offshore wind technology is one of the most promising renewable energies.
It is a relatively new technology and there is still much research to do in
many different parts of the offshore wind technology. The work developed
on this thesis, related with different power converters of the offshore wind
technology, has raised several research lines for future work. Given this, the




– Design the current controller considering the reluctance effect for
interior permanent magnet machines.
– Compare the performance between a centralized controller and a
decentralized controller.
• Chapter 4
– Test the three-level operation in the experimental platform, not
only for start-up purposes.
– Include restrictions in the optimization parameters that impose
the soft-switching conditions.
– Test the proposed strategy on a classic Dual Active Bridge con-
verter.
– Compare the losses between the two-level modulation and the
three-level modulation.
• Chapter 5 and 6 (gathered by topic)
– Perform a similar study for different types of MMCs.
– Test the control design on an MMC experimental platform.
• Chapter 7 and 8 (gathered by topic)
– Compare different cable models and their impact on the design.
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Appendix A
Renewable energy emulation concepts
A.1 The emulation concept
An emulator is a device that attempts to mimic the behavior of a real re-
source. Essentially, it is compounded by two interrelated parts, a software
and a hardware layer. On the one hand, the software layer calculates the
variables that the real system would show under the same conditions, based
on static or dynamic operations. On the other hand, the hardware layer
imposes the software calculated variables by means of mechanic, electronic
or electrical devices to follow the real system behavior. According to the
previous definition, systems of all kinds could be emulated. However, this
section is mainly focused on analyzing the emulation structures available for
representing energy systems that could be connected to an electrical grid.
In order to clarify the introduced concept, an example of a photovoltaic
(PV) emulator operation (Fig. A.1) connected to the grid is explained in
detail. In this case, the emulator software layer calculates, based on the real
PV installation that is being emulated and the environmental scenario con-
ditions defined for the experiment, the voltage that there would be across the
real PV power connection terminals. Once calculated, this voltage is applied
by the emulator hardware layer at the emulator power terminals by means,
for instance, of a power converter. Therefore, both the real PV installation
and the emulator would show the same voltage at its connection terminals,
allowing the grid integration converter to perform the same control on them
without any difference.
In general, emulation devices present some features that increase the pos-
sibilities of the testing system where they are connected, regardless of the
resource that is being represented:
• An emulator can represent any possible scenario using the same soft-
ware and hardware devices. The experiment conditions are imposed
by the user.
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Figure A.1: Photovoltaic emulator concept
• Experiments performed employing emulators avoid damaging real se-
tups. Emulators usually include protections and securities to avoid
possible problems while testing.
• Emulation allows changes in the experiment’s time scale. For instance,
long time evolution of the real system can be concentrated in a short
period of time.
• Emulators are usually smaller than the emulated real setups. This
feature is interesting for laboratory test benches where the testing
space is usually limited.
• Its hardware and associated costs are usually lower in comparison to
real systems.
• In certain configurations, an emulator is able to represent different
resources or an aggregation of various systems.
• The emulator output power could be scaled to a larger one if it is
needed. The hardware can be designed for a desired power level and
otherwise, the software layer can scale the results of the emulation.
Typically, emulators are included in experimental setups [126] in a low
voltage laboratory testing grid. For the sake of simplicity all the possible
emulation levels will be defined within a laboratory environment using a
microgrid base structure.
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A.2 Emulation levels definition
A.2 Emulation levels definition
Based on the emulator literature review developed, it can be stated that
emulators can be conceptually classified in different groups, defined in this
work as emulation levels. These levels are defined based on the degree of
detail used to represent the emulated resource, not on the software and
hardware devices used for the emulation. In this section, the established
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Figure A.2: Microgrid base electrical layout
The example microgrid scheme is divided in two different current nature
grids, the Alternating Current (AC) side (black lines) where loads and con-
ventional generation are connected and the Direct Current (DC) side (blue
lines) where the renewable generation and storage systems are placed. The
connection of the different resources to the DC microgrid part is carried out
using DC/DC or AC/DC converters, depending on the system current na-
ture. Also note that the nature of the AC grid is not specified, thus it can
be a single-phase, a three-phase or a multi-phase grid.
Once the example layout is introduced, the emulation levels are explained,
starting from the most generic to the most specific ones. Essentially, the
development of the different levels will be focused on the DC grid side el-
ements of the example microgrid. It should be mentioned that converters
drawn with dashed lines are related to emulation, whereas those drawn with
solid lines are considered real elements.
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A.2.1 Level 1: Global emulation
Fig. A.3 shows the most possible generic emulation of systems, defined as
global emulation. This level considers that the generation, storage and load
systems connected to a certain grid could be emulated via software (rep-
resented by a red square in Fig. A.3) and transformed into an equivalent
aggregated active and reactive power consumed or injected to the microgrid
by a single hardware layer. The emulator is not representing a single re-
source, but rather representing the aggregation of a whole system with its
different subsystems connected to it.
Figure A.3: Level 1 - Global emulation scheme
Therefore, the emulation system exchanges a defined amount of power
with the grid based on the total power aggregation computed by the software
layer. If so desired, an individual control could be applied to each resource,
but it has to be implemented in the software stage of the emulation.
Note that, the green block depicted in Fig. A.3, corresponds to the power
supply (PS) of the emulators, needed for the system operation. Thus, if
the emulation system consumes energy from the DC grid, this energy must
be consumed by the PS system and, on the contrary, if the emulation is
injecting power to the grid the PS should deliver it. Therefore, the PS must
be bidirectional to accomplish the emulation system requirements. However,
if the nature of the emulated system is defined the PS could be designed to
be unidirectional. Hereafter, the PS system is depicted using a green box
connected to the emulators.
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A.2.2 Level 2: Aggregated emulation of generation, storage and
loads
This architecture consists of gathering the emulated systems by common
flow direction. As shown in Fig. A.4, three different branches can be differ-
entiated. These branches correspond to three emulation groups, generation,
storage and loads. The emulator software layer computes the aggregation
of different resources by power flow nature, calculating the equivalent power
that they are injecting or absorbing from the grid. Then, the hardware layer
transforms this calculation in a real power flow. The difference between this
emulation level and the previous one is purely conceptual, because the same
emulation devices could perform both emulations perfectly. Again, a specific
control applied to a single resource has to be computed in the software layer,















Figure A.4: Level 2 - Aggregated emulation scheme
A.2.3 Level 3: Resource emulation
The conceptual diagram of this emulation is shown in Fig. A.5. Unlike
the two previous emulation levels, this architecture dedicates an emulator
device to each resource. The emulators employed in this level are power
emulators, so they represent the power output that the real resource system
would be exchanging with the grid, under the defined conditions. Then, not
only is the behavior of the resource being emulated, but also the possible
interconnection systems between the resource and the grid. For instance,
a solar panel would be emulated together with the converter used for the
grid integration of the energy produced. The software layer of the emulator
calculates the variables of the system and the power output that the whole
real system would be injecting under the same conditions, and the hardware
layer will transform the software calculations into real power.
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Figure A.5: Level 3 - Resource emulation scheme
The difference between this emulation level and the previous ones is again
conceptual, because the same emulator devices could be used for the three
different levels. Again, this architecture does not permit carrying out out
real control of the emulated resource because the system is based on power
emulation. Therefore, if so desired, it should be implemented in the software
layer.
A.2.4 Level 4: Specific emulation
This emulation level (Fig. A.6) is focused on the emulation of a resource by
representing its electrical variables. The software layer carries out the calcu-
lation of the resource variables under the defined scenario conditions and the
hardware layer applies these variables to the real system. For instance, the
operation of a PV panel could be emulated. Based on a supposed irradiance,
the software layer calculates the voltage output that the real system would
be applying. Then, the hardware layer regulates the voltage at the output
terminals to apply exactly the calculated magnitude. Therefore, if a grid
integration converter is connected to the emulator, it will not detect any
difference between the emulator and the real system if the first is properly
designed. This fact can be observed in Fig. A.6 where real DC/DC convert-
ers are performing the integration of the emulators to the real grid in the
same way as it would be connecting the real resources to the microgrid.
There is an important difference between the emulation concept described
in this level and the previous ones. While in emulation level 3, the emulators
act as power sources, in this case, emulators are representing mainly the
resource; for instance applying, the same voltage that the real resource would
be applying under the same conditions. Therefore, this level allows carrying
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Figure A.6: Level 4 - Specific emulation scheme
out of real control on the emulators as if they were real resources. Moreover,
this emulation level permits swapping the emulator with the real emulated
resource.
This emulation level defines a boundary on the conceptualization of the
emulators. More complex structures can be defined for each resource indi-
vidually, but further conceptual groups are not easily made. Fig. A.7 shows
further emulation possibilities focusing on each of the elements that com-
pound the example microgrid, starting with the emulation presented above
in Fig. A.6 (indicated with a number 1), to the real system implementa-
tion where the emulator is substituted by a real installation. Next, these
structures are described:
• Wind energy emulation
1. Turbine-generator emulator. The emulator is designed to rep-
resent the electrical system gathering the wind turbine and the
generator.
2. Turbine emulation. The wind resource and the turbine are emu-
lated by a motor controlled by a frequency converter. The motor
axis is coupled to the real (or scaled) generator. Then, supposing
a wind resource and defining the turbine blades, the torque or
the speed of the motor could be calculated and regulated by the
frequency converter. Then, the real generator could be controlled
by a real converter.
3. Wind emulation. The generator and the turbine are the real ones
(or a scaled version). The wind is emulated using a fan, allowing
real tests to be carried out with the whole setup.
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4. Real wind generation system. The wind emulation system is re-
placed by the real resource.
• Solar energy emulation
1. PV cell emulator. The emulator represents the behavior of a PV
cell or a combination of them.
2. Light emulation. The PV emulator is replaced by the real panel
(or a scaled version) and it is excited by artificial light.
3. Real PV installation. The solar emulation system is replaced by
the real resource.
• Battery emulation
1. Battery emulator. The emulator represents the behavior of a
battery. It could be designed and configured to represent any
type of battery.
2. Real batteries. The emulator is replaced by a real battery system.
• Electric vehicle emulation
1. Electric vehicle emulator. The electric vehicle behavior is rep-
resented by an emulator. It can be configured as a fast or con-
ventional charging system. It could also include not only the
electrical part, but also the communications including different
protocols.
2. Real EV with fast charging capability. The EV emulator is sub-
stituted by a car with fast charging capability.
3. Real EV with conventional battery charger. The EV emulator is
substituted by a car with a conventional charging capability.
• Flywheel emulation
1. Flywheel-generator emulator. The flywheel, together with the
generator behavior, is represented by an emulation system.
2. Flywheel emulator. The flywheel is emulated by a motor and
a frequency converter. The real flywheel generator (or a scaled
version) is connected to the emulation motor-frequency converter
setup that will behave as the rotating mass.
3. Real flywheel. The emulator is substituted by a real flywheel.
• Fuel cell emulation
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Figure A.7: Level 4 - Specific emulation scheme for each resource
1. Fuel cell emulation. The behavior of a fuel cell is represented by
an emulation setup.
2. Real fuel cell. The emulator is replaced by a real fuel cell.
As previously mentioned, it is not possible to define another emulation
level including the different emulated resources. Therefore, these emulation
proposals are considered inside the frame of the specific emulation.
To conclude, it is interesting to state that researchers always can choose
between the different emulation levels proposed. Then, depending on the
objectives of the experiment to be performed and the detail of the system
variables needed, an emulation level could be selected to accomplish the
specifications.
A.2.5 Other considerations
It should be mentioned that the emulation level does not depend on the
nature of the grid where the emulator is connected. However, the emulator
hardware should be adapted depending on the grid nature to perform a
proper emulation. As an example, the connection of the elements to the DC
Grid, as shown in Fig. A.2, could be substituted by a connection to an AC
grid without modifying the emulation level.
The power supply of the emulators has been shown in all cases represented
with a green box for all the emulators. Note that each of the emulators could
include its own individual power supply. In addition, the power supply could
also be provided in DC current instead of AC as supposed in the different
emulation systems.
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This document does not include all the systems liable to being emulated.
For example, a diesel generator could also be emulated properly. The analy-
sis is focused on renewable resources, as they are the most common emulated
systems found in the literature. Nevertheless, if so desired, the emulation
level concept can be easily applied to other technologies.
A.3 Emulation literature review
Based on the review presented in this section, the previous emulation level
definition has been made. First, this literature analysis is focused on the
platform laboratories where emulators are part of the platform structure.
Table A.1 shows the results of the literature review, classifying the platforms’
emulators according to their corresponding emulation level.
Table A.1: Classification by emulation levels of the laboratory platform em-
ulators found in the literature
Ref. Wind PV Fuel Cell Battery EV Flywheel Load
[127] 3 - - 3 - - 3
[128] - 4 4 Real - - Real, 3
[129] 3 3 - 3 - - 3
[130] 3 3 Real Real - - 3
[131] - Real - Real - - 2
[132] - 4 Real Real - - Real
[133] - - Real Real - - 3
[134] 3 3 - - - - Real
[135] 1 1 1 1 - - 3
[136] 4 - - Real - - 3
[137] 4 3 3 Real - 4 Real
[138] 4 4 - Real - - Real, 3
[139] 2 2 2 - - - Real
In addition to this classification, other emulation test benches have been
proposed focused on a single resource. Table A.2 shows the classification of
these emulators according to their corresponding emulation level. Note that
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as these devices are emulators that are representing a single resource, they
can be classified between emulation levels three and four.
Table A.2: Classification by emulation levels of the emulation test benches
found in the literature
Emulated resource Level 3 Level 4
Solar power -
[140], [141], [142], [143], [144], [145],
[146], [147], [148], [149], [150], [151]
Wind power -
[152], [153], [154], [155], [156], [157],
[158], [159], [160], [161], [162], [163],
[164], [165], [166], [167], [168], [169],
[170], [171], [172], [173], [174], [175],
[176]
Fuel cell -
[177], [178], [179], [180] ,[181], [182],
[183]
Battery - [184], [185], [186], [187], [188]
Load [189], [190] [191]
Electric vehicle - [192]
The information provided in Tables A.1 and A.2 is expanded in [193],
where a detailed explanation of the laboratories and the emulators found
is further developed. Subsequently, several conclusions are drawn based on
this literature review:
• In the majority of laboratories, emulators are combined with real ele-
ments, a fact that increases the experimental possibilities of the labo-
ratory, allowing scenarios to be represented that could not be possible
without an emulator.
• Laboratories are implemented using an AC grid, a DC grid or a com-
bination of both, with emulators connected at both sides.
• The power levels of the elements included in laboratories, either real
resources or emulators, range from 100 W to a few kilowatts.
• One of the main objectives of this type of laboratories is the validation
of energy management system strategies.
223
Appendix A Renewable energy emulation concepts
• The interconnection of several renewable energy sources within the
same system is another interesting topic to be analyzed within labo-
ratory platforms.
• The AC side voltage range depends on the country where the labora-
tory is installed, according to the local typical voltages.
• It can be observed that the most common emulation systems are lev-
els three and four because usually a single emulator is employed to
represent a single resource. However, there are examples of emulators
representing more than one system, showing that levels one and two
are also interesting structures to experiment with.
• Some emulators articles are focused only on the development of the
emulation device, whereas in the rest of the reviewed articles, the em-
ulator is used to validate new developments, acting as the real resource.
• Emulators that represent the same resource, employing the same emu-
lation level, have the concept of how the resource is being represented
in common. Nevertheless, the software and hardware layers of these
emulators could be sufficiently different. For instance, many different
PV cell emulators classified into level 4 of emulation are built using
various electronic configurations. Of course, depending on the soft-
ware and hardware employed, the accuracy of the emulation results
can vary.
• The hardware layer of the solar emulators reviewed is mainly built
based on a DC/DC converter or programmable DC power supply. Dif-
ferent proposals for the structure of the DC/DC converter are shown
to improve the transient dynamic response and the efficiency thereof.
• Wind emulators are typically based on a 4-2 emulation level struc-
ture, in which the wind resource and the turbine are emulated by a
motor controlled by a converter. The current nature and the power
rating of the motor included in the emulation structure depends on
the experiment.
• Fuel cell and battery emulators hardware layers are based on DC/DC
converters or programmable DC power supplies. The different emula-
tors reviewed show a level 4 emulation structure.
• Load emulators are developed based on a DC/DC converter or a three-
phase Voltage Source Converter (VSC).
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• The electric vehicle emulator found in the literature is based on an
Induction Machine (IM) applying a defined torque to the EV motor.
The emulation levels included are defined for devices connected to
microgrids. In this case, the emulator is developed to analyze the
operation of the EV while it is not connected to the grid. Even so, it
has been included in the literature review due to the interesting test
bench proposal.
• In terms of the emulators software layer, different elements are pro-
posed to control the hardware structures: Digital Signal Processors
(DSP), dSPACEr systems, Field Programmable Gate Arrays (FPGA),
Peripheral Interface Controllers (PICr), among other controllers.
• Typically, emulators are custom systems built in the laboratory. How-
ever, commercial emulators that represent the behavior of PV panels
and fuel cells are available.
The previous points summarize the findings of a selection of the emulation
structures present in the literature. Of course, other emulator topologies can
be developed, based on the testing requirements.
A.4 Conclusions
In this section, a review of the emulation systems available for different re-
sources is developed. First, based on the literature analysis performed, the
emulation concept is defined by differentiating four emulation levels based
on the emulation characteristics. Next, features and possibilities of each of
these levels are explained through an example microgrid. Then, the litera-
ture review results of the laboratory platforms and emulation test benches
classified by resource and emulation level are shown.
Finally, it can be concluded that this literature review, along with its
classification by emulation levels, could be a useful guide during the design
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“Methodology for Droop Control Dynamic Analysis of Multiterminal
VSC-HVDC Grids for Offshore Wind Farms,” IEEE Trans. Power
Del., vol. 26, no. 4, pp. 2476-2485, Oct. 2011.
J2 E. Prieto-Araujo, A. Junyent-Ferré, D. Lavèrnia-Ferrer, O. Gomis-
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