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Abstract
This paper studies simultaneous feature selection and extraction in su-
pervised and unsupervised learning. We propose and investigate selective
reduced rank regression for constructing optimal explanatory factors from a
parsimonious subset of input features. The proposed estimators enjoy sharp
oracle inequalities, and with a predictive information criterion for model se-
lection, they adapt to unknown sparsity by controlling both rank and row
support of the coefficient matrix. A class of algorithms is developed that can
accommodate various convex and nonconvex sparsity-inducing penalties,
and can be used for rank-constrained variable screening in high-dimensional
multivariate data. The paper also showcases applications in macroeconomics
and computer vision to demonstrate how low-dimensional data structures
can be effectively captured by joint variable selection and projection.
1 Introduction
Modern statistical applications may involve many variables. Principal compo-
nent analysis (Hotelling, 1933) offers a popular means of dimension reduction,
and reduced rank regression extends it to supervised learning (Anderson, 1951)
by solving the problem minB∈Rp×m ‖Y − XB‖2F subject to r(B) ≤ r, where
Y ∈ Rn×m and X ∈ Rn×p are response and predictor matrices, r(B) denotes
the rank of B, and ‖ · ‖F is the Frobenius norm. Reduced rank regression pro-
vides a low-dimensional projection space to view and analyze multivariate data,
and finds widespread applications in machine learning, econometrics, and finance
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(Reinsel and Velu, 1998; Izenman, 2008). In fact, once an estimate B of rank r
is obtained, we can write B = B1BT2 for B1 ∈ Rp×r, B2 ∈ Rm×r. This sug-
gests that r factors can be constructed by XB1 from p predictors to explain all
response variables. The number of factors required in real applications is often
much smaller than the number of input x-variables. Unfortunately, the loading
matrix B1 obtained from reduced rank regression typically involves all predic-
tors. In high-dimensional data analysis, factors constructed from a small subset
of variables are much more interpretable; we call this selective factor extraction.
Correspondingly, the coefficient matrix is desired to have both low rank and row-
wise sparsity. To capture the two types of structural parsimony simultaneously,
joint regularization must be applied, which adds nontrivial difficulties in the theo-
retical analysis and numerical computation of the associated estimators, but leads
to reduced errors compared with rank reduction or variable selection alone.
In the unsupervised setting when X = I , selective factor extraction is closely
related to sparse principal component analysis. See, for example, Zou et al. (2006),
Shen and Huang (2008), Witten et al. (2009), Johnstone and Lu (2009) and Ma
(2013). Most of these algorithms seek sparse loading vectors separately, and
progress sequentially. The loading matrix obtained may lack optimality and con-
tain too many variables. To ensure dimension reduction even when constructing
a number of factors, we will formulate the problem as a whole and pursue joint
sparsity across all loading vectors. This turns out be particularly helpful in rank-
constrained variable screening.
There is less work on simultaneous variable selection and rank reduction in the
supervised setting. See Bunea et al. (2012), Chen and Huang (2012), Chen et al.
(2012), Ma et al. (2014a) and a recent report by Ma et al. (2014b). Many the-
oretical and computational questions remain open. Our main contributions are
threefold. First, we are able to provide a unified treatment for various penalties
in the reduced rank model, and successfully build sharper oracle inequalities than
those in the literature (Bickel et al., 2009; Lounici et al., 2011; Cande`s and Plan,
2011). Our results indicate that for joint variable selection and rank reduction,
the error rates and parameter choices previously obtained are suboptimal. Sec-
ond, we develop a computational framework with guaranteed convergence, where
any thresholding rule can be applied. The algorithms adapt to reduced rank vari-
able screening in very high dimensions. Third, we come up with a new infor-
mation criterion for parameter tuning. To the best of our knowledge, this is the
first sound criterion with minimax optimality for selecting among sparse and/or
rank-deficient models.
In the rest of the paper, the following notation and symbols will be used.
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Given a matrix A = (α1, . . . ,αp)T ∈ Rp×m, ‖A‖F and ‖A‖2 denote its Frobe-
nius norm and spectral norm, respectively. We define the (2, 1)-norm of A by
‖A‖2,1 =
∑p
j=1 ‖αj‖2, and use ‖A‖2,0 =
∑p
j=1 1‖αj‖6=0 to characterize the num-
ber of nonzero rows inA. The standard vectorization ofA is denoted by vec (A).
We use A(J , I) to denote a submatrix of A with rows and columns indexed by
J and I, respectively, and occasionally abbreviate A(J , ) to AJ . The set of
column-orthogonal matrices of size m × r is denoted by Om×r = {V ∈ Rm×r :
V TV = I}. Finally, C and c are used to denote constants which are not neces-
sarily the same at each occurrence.
2 Simultaneous Rank Reduction and Variable Se-
lection
2.1 Selective reduced rank regression
Picking only pertinent dimensions is the key to enhance interpretability of fac-
tors in high dimensions. In a multi-factor model, power to select requires elim-
inating the nuisance variables from the construction of factors. To state a gen-
eral framework, we assume that a response matrix Y ∈ Rn×m is available, in
addition to a predictor matrix X ∈ Rn×p, both centered column-wise. Let B
denote the coefficient matrix B = (b1, . . . , bp)T = (bj,k). To provide con-
current rank reduction and feature selection, a possible optimization criterion is
minB∈Rp×m ‖Y −XB‖
2
F +λ
2
1r(B)+λ
2
2‖B‖2,0. But the penalized form does not
seem to enjoy low errors in either theory or practice. We propose the following
form of rank-constrained variable selection
min
B∈Rp×m
1
2
‖Y −XB‖2F +
p∑
j=1
P (‖bj‖2;λ) subject to r(B) ≤ r, (1)
where P is a sparsity-promoting penalty, possibly nonconvex. We call (1) selec-
tive reduced-rank regression. Imposing element-wise sparsity on B, though valid
as a regularization approach, does not seem to have much meaning in applications.
We will introduce a different sparse reduced rank regression in (13) by sparsifying
a component of B.
There is a variety of choices for the penalty function. The popular group
ℓ1-norm function, λ‖B‖2,1 (Yuan and Lin, 2006), leads to the rank-constrained
group lasso, although the group ℓ0 penalty, (λ2/2)‖B‖2,0, is arguably better in
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promoting sparsity (Bunea et al., 2012; Chen and Huang, 2012). Group versions
of the nonconvex penalties proposed by Fan and Li (2001), Zhang (2010a), and
Zhang (2010b) can also be applied.
Solving the selective reduced rank regression problem helps uncover factors
that reduce model complexity. Given a selective reduced rank regression esti-
mate Bˆ, we can use its column space to make a new model matrix Z = XUD,
where U , D, and V are obtained from the singular value decomposition Bˆ =
UDV T. The new design has r columns and involves only a small subset of the
x-variables. This is called Type-I factor extraction. An alternative is to decom-
pose XBˆ. Concretely, let BˆTXTXBˆ = V DV T be the spectral decomposition
of BˆTXTXBˆ. Then Z = XBˆV provides r factors, called Type-II extraction
or post-decorrelation, since the z-variables are uncorrelated with each other. QR
decomposition can be used for efficiency reasons in either case. The two types of
factor extraction are not equivalent in general, but coincide when Bˆ is the solution
to reduced rank regression. Because r ≪ p, a more sophisticated model can be
built on the factors with relative ease.
2.2 Oracle inequalities
We show some non-asymptotic oracle inequalities to reveal the theoretical benefits
of selective reduced rank regression. For clarity, we use the group ℓ0 and group ℓ1
penalties to exemplify the error rate. For B = (b1, . . . , bp)T, define J (B) = {j :
bj 6= 0} and J(B) = |J (B)| = ‖B‖2,0.
Theorem 1. Let Y =XB∗+E, with all entries ofE independent and identically
distributed as N (0, σ2).
(i) Let Bˆ be a selective reduced rank regression estimator that minimizes ‖Y −
XB‖2F + λ
2‖B‖2,0 subject to r(B) ≤ r. Then, under λ = Aσ(r + log p)1/2
where A is a large enough constant, the following oracle inequality holds for any
B ∈ Rp×m with r(B) ≤ r,
E(‖XBˆ −XB∗‖2F ) . ‖XB −XB
∗‖2F + λ
2J(B) + (m− r)rσ2 + σ2. (2)
Here, . means that the inequality holds up to a multiplicative constant.
(ii) In the ℓ1 case, let Bˆ = argminB:r(B)≤r ‖Y −XB‖2F/(2‖X‖2)+λ‖B‖2,1
where λ is as in (i). Then E(‖XBˆ−XB∗‖2F ) . ‖XB−XB∗‖2F+K2λ2J(B)+
(m−r)rσ2+σ2 holds for anyB ∈ Rp×m with r(B) ≤ r, provided thatX satisfies
(1 + ϑ)‖X‖2‖∆J ‖2,1 ≤ K|J |
1/2‖X∆‖F + ‖X‖2‖∆J c‖2,1, ∆ ∈ R
p×m (3)
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where J = J (B), K ≥ 0, and ϑ is a positive constant.
The proof given in the Appendices can deal with various penalties in a univer-
sal way. For example, the oracle inequality (2) applies to any P (·;λ) that takes
λ as the threshold and satisfies PH(θ;λ) ≤ P (θ;λ) ≤ Cλ2, where PH(θ;λ) =
(−θ2/2+λ|θ|)1|θ|<λ+(λ
2/2)1|θ|≥λ. Examples includes the smoothly clipped ab-
solute deviation penalty (Fan and Li, 2001), the minimax concave penalty (Zhang,
2010a) and the capped ℓ1 penalty (Zhang, 2010b). Similarly, the result in part
(ii) of Theorem 1 holds for any sub-additive penalty that is sandwiched between
PH(θ;λ) and P1(θ;λ) = λ|θ|. The ℓp penalties P (θ;λ) = (2− 2p)1−p(2 −
p)p−2λ2−p|θ|p where 0 < p < 1 are particular instances. Moreover, condition (3)
is less demanding than some common regularity assumptions (van de Geer and Bu¨hlmann,
2009; She, 2016), and we do not require ‖X‖2 to be bounded above by Cn1/2.
Let r∗ = r(B∗), J∗ = |J (B∗)|. According to (2), simply taking r = r∗,
B = B∗ so that the bias term ‖XB −XB∗‖2F disappears, we get a prediction
error bound of order
(J∗ +m− r∗)r∗ + J∗ log p, (4)
omitting σ2 and constant factors. The bias term makes the error bound applicable
to coefficient matrices that are approximately row-sparse. In Section 4.2, we will
see that when it is difficult to provide a proper rank value, the predictive informa-
tion criterion can be used to tune r to guarantee the same low error rate.
A comparison between Theorem 1 and some existing non-asymptotic results
follows. Wei and Huang (2010) and Lounici et al. (2011) showed that for group
lasso, the prediction error is of the order J∗m+J∗ log p. Since (J∗+m−r∗)r∗+
J∗ log p . J∗m + J∗ log p, selective rank reduction is uniformly better, and the
performance gain is dramatic for low-rank models. Bunea et al. (2012) obtained
an error rate for the rank-constrained group lasso at J∗r∗ log p +mr∗. Their rate
is, however, suboptimal: when r∗ and J∗ are comparable, their error bound is of
the order J∗2 log p + J∗m, while (4) gives J∗ log p + J∗m. Bunea et al. also re-
quired a multivariate restricted eigenvalue assumption that is more restrictive than
(3). Compared with low-rank matrix estimation (Recht et al., 2010; Bunea et al.,
2011), which has an error rate of mr + qr with q = r(X), our result does not
always show an improvement, because only large values of A are considered in
Theorem 1 to secure selectivity. Practically there will be no performance loss,
because selective reduced rank regression degenerates to reduced rank regression
when λ = 0.
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3 Parameter Tuning and Model Comparison
3.1 A predictive information criterion
Selective reduced rank regression has two regularization parameters, λ and r, to
control the row support and rank of the model. Conventional tuning methods are
not satisfactory in our experience, and indeed they all lack theoretical support in
the sparse and rank-deficient setting. We will propose a novel information crite-
rion from the perspective of predictive learning (Hastie et al., 2009), namely, the
best model should give the smallest prediction error among all candidate models.
Unlike consistent variable selection or rank selection, such a principle does not
require high signal-to-noise ratios to work.
To make our results more general, the noise matrix is assumed to have sub-
Gaussian marginal tails in this section. A random variable ξ is sub-Gaussian if
P(|ξ| ≥ t) ≤ Ce−ct
2 for any t > 0 and some constants C, c > 0, and its scale
is defined as σ(ξ) = inf{σ > 0 : E{exp(ξ2/σ2)} ≤ 2}. Gaussian random
variables and bounded random variables are particular instances. More generally,
ξ ∈ Rp is a sub-Gaussian random vector with its scale bounded by σ, if 〈ξ,α〉 is
sub-Gaussian and σ(〈ξ,α〉) ≤ σ‖α‖2 for any α ∈ Rp.
The function proposed as the model complexity penalty is
Po(B) = σ
2[{q ∧ J(B) +m− r(B)}r(B) + J(B) log{ep/J(B)}], (5)
where q = r(X) and q ∧ J(B) = min{q, J(B)}.
Theorem 2. Assume that the vectorized noise matrix, or vec (E), is sub-Gaussian
with mean zero and scale bounded by σ. Let Bˆ ∈ argminB 12‖Y −XB‖
2
F +
APo(B), where A is a constant. Then for all sufficiently large values of A, Bˆ
satisfies the following oracle inequality
E
[
max{‖XBˆ −XB∗‖2F , Po(Bˆ)}
]
. inf
B∈Rp×m
{‖XB −XB∗‖2F + Po(B)}+ σ
2.
(6)
Theorem 2 is a strong non-asymptotic result because the obtained error rate is
uniformly better than those by selection or rank reduction as mentioned in Section
2.2. Indeed, we can show that Po gives the minimax optimal error rate in this
jointly sparse setting. Moreover, (6) holds under no restrictions on X or B∗, and
its right-hand side takes the infimum over all reference signals B ∈ Rp×m.
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The theorem gives rise to a model comparison criterion. By the same reason-
ing as in its proof, for any collection of random non-zero matricesB1, . . . ,Bl, . . .,
if we choose the optimal one, Bo, by minimizing the following predictive infor-
mation criterion over all given matrices
‖Y −XB‖2F + APo(B), (7)
thenBo satisfies E(‖XBo−XB∗‖2F ) ≤ C inf l≥1 E{‖XBl−XB∗‖2F+Po(Bl)}.
Interestingly, Po indicates that J(B) log{ep/J(B)}, the inflation term due to se-
lection, should be additive to the degrees-of-freedom term. This is legitimate for
sub-Gaussian noise contamination, but to our knowledge new when compared
with other information criteria that take the form of loss + c(n, p)× degrees-of-
freedom. For example, the extended Bayesian information criterion (Chen and Chen,
2008), derived under p = O(nκ) with κ > 0 and some other regularity condi-
tions, has a multiplicative factor log n + log p on the degrees-of-freedom of the
model. For single-response models with m = 1, Po simplifies to σ2[q ∧ J(B) +
J(B) log{ep/J(B)}], which essentially corresponds to the risk inflation criterion
(Foster and George, 1994), but is slightly finer. Our result applies to any n, p,m.
3.2 Scale-free predictive information criterion
The predictive information criterion contains a scale parameter σ. In sparse princi-
pal component analysis, one can substitute an estimate σˆ for the unknown σ, e.g.,
σˆ2 = med(‖xj‖22/n) (Johnstone and Lu, 2009). In supervised learning, however,
estimating the scale parameter could be as hard as estimating the coefficients. We
propose a scale-free form of predictive information criterion that can bypass σ.
Again, no incoherence assumption is made for the predictor matrix.
Theorem 3. Let E have independent and identically distributed N (0, σ2) en-
tries. Suppose that the true model is parsimonious in the sense that Po(B∗)/σ2 <
mn/A0 for some constant A0 > 0. Consider the criterion
‖Y −XB‖2F/{mn− APo(B)/σ
2}, (8)
where the constant A satisfies 0 < A < A0. Then, for sufficiently large values
of A0 and A, any Bˆ that minimizes (8) subject to Po(B)/σ2 < mn/A satisfies
‖XBˆ−XB∗‖2F . Po(B
∗), with probability at least 1−Cp−c−C ′ exp(−c′mn)
for some constants C,C ′, c, c′ > 0.
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The real model complexity penalty is of the form A1 × degrees-of-freedom +
A2 × inflation, with constants A1, A2 that can be determined by computer ex-
periments. Experience shows that when σ2 is known or can be well-estimated,
the choice A1 = 2.4, A2 = 1.8 works well in (7), and we recommend A1 = 2,
A2 = 1.8 for the scale-free form (8).
4 Computation
4.1 A computational framework
To ensure that selective reduced rank regression can be applied, we must address
some challenges in computation. First, the rank constraint makes problem (1)
nonconvex and non-smooth. Moreover, in view of Theorem 1, to relax the in-
coherence conditions required by ℓ1-type penalties, nonconvex penalties may be
of interest (Zhang, 2010a; Zhang and Zhang, 2012). Since different nonconvex
penalty forms may lead to the same thresholding rule, we study thresholding-
induced penalties.
Definition 1 (Threshold function). A threshold function is a real-valued function
Θ(s;λ) defined for −∞ < s < ∞ with λ ≥ 0 as the parameter such that (i)
Θ(−s;λ) = −Θ(s;λ), (ii) Θ(s;λ) ≤ Θ(s′;λ) for s ≤ s′, (iii) lims→∞Θ(s;λ) =
∞, and (iv) 0 ≤ Θ(s;λ) ≤ s for 0 ≤ s < ∞. Moreover, ~Θ is defined to be
a multivariate function associated with Θ if for any vector a ∈ Rm, ~Θ(a;λ) =
aΘ(‖a‖2;λ)/‖a‖2 for a 6= 0 and 0 otherwise. For any matrix A ∈ Rp×m with
A = (a1 . . . ap)
T
,
~Θ(A;λ) = {~Θ(a1;λ) . . . ~Θ(ap;λ)}T.
Some thresholding functions, such as the hard-thresholding Θ(s;λ) = s1|s|≤λ
or s1|s|<λ, have discontinuities. To avoid ambiguity in definition, when using such
thresholdings, we assume that the quantity to be thresholded does not correspond
to a discontinuity point. Let us consider the following scaled version of problem
(1),
min
B=(b1,...,bp)T∈Rp×m
F (B;λ) =
1
2K
‖Y −XB‖2F +
p∑
j=1
P (‖bj‖2;λ), s.t. r(B) ≤ r,
(9)
where P is associated with Θ through (10) and K is a large enough number to
be specified in Theorem 4. To get rid of the low-rank constraint, we may write
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B = SV T, with S = (s1, . . . , sp)T ∈ Rp×r and V ∈ Om×r = {V ∈ Rm×r :
V TV = I}. The optimization is now with respect to V and sj (j = 1, . . . , p).
We abuse notation and use F (s1, . . . , sp,V ;λ) to denote the objective function.
Algorithm 1 is developed based on a block coordinate descent method, where the
V -optimization can be solved by Procrustes rotation and the sj can be obtained
by iterative thresholding.
Algorithm 1: Selective reduced rank regression
Data: 1 ≤ r ≤ p, λ ≥ 0, S(0) ∈ Rp×r, Θ: thresholding rule, Minner: maximum
number of inner iterations, Mouter: maximum number of outer iterations
1) t← 0, K ← ‖X‖22 ;
repeat
2) t← t+ 1;
3) Let W ← Y TXS(t−1), and compute its reduced singular-value
decomposition W = UwDwV Tw ;
4) V (t) ← UwV Tw ;
5) Execute the subroutine below to update S
5.a) l← 0, S˜(0) ← S(t−1);
repeat
5.b) l← l + 1;
5.c) Ξ(l,t) ←XTY V (t−1)/K + (I −XTX/K)S˜(l−1);
5.d) S˜(l) ← ~Θ(Ξ(l,t);λ);
until l ≥Minner or ‖S˜(l) − S˜(l−1)‖ is sufficiently small;
6) S(t) ← S˜(l);
7) B(t) ← S(t)(V (t))T;
until t ≥Mouter and ‖B(t) −B(t−1)‖ is sufficiently small.
Output Bˆ = B(t), Vˆ = V (t).
We will show that, given any Θ, the algorithm is guaranteed to converge under
a universal choice of K. For simplicity, in the following theorem we assume that
~Θ(·;λ) is continuous at any point in the closure of {Ξ(l,t) : l ≥ 1, t ≥ 1}. The
condition holds for all continuous thresholding rules. Practically used threshold-
ing rules have few discontinuity points and such discontinuities rarely occur in
real data analysis.
Theorem 4. Given an arbitrary thresholding function Θ(·;λ), let P be an asso-
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ciated penalty satisfying
P (θ;λ)− P (0;λ) =
∫ |θ|
0
[sup{s : Θ(s;λ) ≤ u} − u] du+Q(θ;λ), (10)
for some Q satisfying Q(·, λ) ≥ 0, and Q(θ;λ) = 0 if θ = Θ(s;λ) for some
s ∈ R. Let K ≥ ‖X‖22. Then given any starting point S(0) ∈ Rp×r, F (B(t);λ)
converges, r(B(t)) ≤ r, and
F (B(t))− F (B(t+1)) ≥ (1− ‖X‖22/K)‖S
(t) − S(t+1)‖2F/2. (11)
Furthermore, if K > ‖X‖22, then any accumulation point of (s(t)1 , . . . , s(t)p ,V (t))
is a coordinatewise minimum point of F and the function value converges mono-
tonically to F (s∗1, . . . , s∗p,V ∗) for some coordinatewise minimum point (s∗1, . . . , s∗p,
V ∗).
Equation (10) covers all aforementioned convex and nonconvex penalties; see
She (2012) for more examples. For penalties with Q(·;λ) = 0, Theorem 4 pro-
vides a stationary point guarantee. When Θ has discontinuities, Q can have in-
finitely many choices, which means that different penalties may be associated with
the same thresholding function. For instance, define a hard-ridge thresholding rule
ΘHR(s;λ, η) =
{
0, |s| < λ
s/(1 + η), |s| ≥ λ.
(12)
Then, with a nontrivialQ defined byQ(θ;λ, η) = 0.5(1+η)(λ−|θ|)210<|θ|<λ, (10)
gives an ℓ0 + ℓ2 penalty P (θ;λ, η) = ηθ2/2 + λ21θ 6=0/(2 + 2η), or P (B;λ, η) =
η‖B‖2F/2 + λ
2‖B‖2,0/(2 + 2η) in the context of (1). The Frobenius component
in the hybrid penalty can shrink the coefficients to compensate for collinearity and
large noise in large-p applications. Section 4.2 makes use of a constraint variant
of the penalty for screening.
When we apply a component-wise Θ in place of ~Θ in Step 5d, a result similar
to Theorem 4 can be obtained for the objective function
min
S=(sj,k)∈Rp×r ,V ∈Om×r
‖Y −XSV T‖2F/(2K) +
p∑
j=1
r∑
k=1
P (|sj,k|;λ
e). (13)
The sparsity is imposed on S rather than on the overall coefficient matrix SV T.
We call (13) sparse reduced rank regression. With S = (s˜1, . . . , s˜r) and V =
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(v1, . . . , vr), we see that XSV T is a sum of r factors, Xs˜1vT1 + · · · +Xs˜rvTr ,
and every s˜k is sparse (k = 1, . . . , r).
Algorithm 1 is simple to implement and has low computational complexity.
When r > 1, in addition to some elementary matrix multiplication and threshold-
ing operations, a singular value decomposition is carried out on W , which, how-
ever, has only r columns. To initialize the algorithm, we can use the reduced rank
regression estimate (XTX)+XTY VrV Tr and set S(0) = (XTX)+XTY Vr,
where + denotes the Moore–Penrose inverse and Vr is formed by the first r eigen-
vectors of Y TX(XTX)+XTY . Other initialization schemes are possible; see
Rousseeuw and Van Driessen (1999).
From Algorithm 1, or the proof of Theorem 4 in the Appendices, the optimal
V can be expressed in terms ofS, i.e.,Vo(S) = UwV Tw = {(XS)TY Y TXS}−1/2
(XS)TY . Hence ‖Y−XSV To (S)‖2F = ‖[I−XS{STXTY Y TXS}−1/2(XS)T]
Y ‖2F or ‖XS‖
2
F − 2‖Y
TXS‖∗ + ‖Y ‖2F , where ‖ · ‖∗ is the nuclear norm. This
means that the loading matrix obtained from (9) or (13) depends on Y through
Y Y T.
Some recent theoretical studies (Berthet and Rigollet, 2013; Gao et al., 2016)
show that computationally efficient algorithms, such as those with polynomial
time complexity, may possess an intrinsic lower bound in statistical accuracy that
is larger than the minimax error rate derived for most challenging problems. This
seems to hold in our problem as well. We will not further pursue this in the current
paper.
4.2 Rank-constrained variable screening
Statisticians are frequently confronted with challenges in large-scale computing,
so variable screening has become a popular practice in high-dimensional data
analysis. In multivariate problems, we are interested in rank-constrained vari-
able screening, which can be achieved by the following form of selective reduced
rank regression
min
B∈Rp×m
F (B) =
1
2K
‖Y −XB‖2F +
η
2
‖B‖2F subject to ‖B‖2,0 ≤ d, r(B) ≤ r.
(14)
Similar to the rank constraint, which limits the number of factors, the cardinality
constraint, rather than a penalty, enables one to directly control the number of
predictors selected for factor construction. The upper bound d can be loose for
the purpose of screening, provided it is not too small.
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We show below how to use a quantile version of the hard-ridge thresholding
(12) to solve such problems. Given 1 ≤ d ≤ p, η ≥ 0, for any s = (s1, . . . , sp)T ∈
Rp, Θ#(s; d, η) is defined to be a vector t = (t1, . . . , tp)T ∈ Rp satisfying t(j) =
s(j)/(1 + η) if 1 ≤ j ≤ d, and 0 otherwise. Here, s(1), . . . , s(p) are the order
statistics of s1, . . . , sp, i.e., |s(1)| ≥ · · · ≥ |s(p)|, and t(1), . . . , t(p) are defined
similarly. In the case of ties, a random tie breaking rule is used. The multivariate
quantile thresholding function ~Θ#(S; d, η) for any S = (s1, . . . , sp)T ∈ Rp×r,
is defined as a p × r matrix T = (t1, . . . , tp)T with tj = sj/(1 + η) if ‖sj‖2 is
among the d largest elements in {‖sj‖2 : 1 ≤ s ≤ p}, and 0 otherwise. Now
we modify Step 5.d of Algorithm 1 to S˜(l) ← ~Θ#(Ξ(l,t); d, η), and all other steps
remain unchanged. The resulting algorithm for rank-constrained screening always
converges.
Theorem 5. Assume K ≥ ‖X‖22. Then, given any S(0) ∈ Rp×r, F (B(t)) is
non-increasing and satisfies F (B(t)) − F (B(t+1)) ≥ (1 − ‖X‖22/K)‖S(t) −
S(t+1)‖2F/2, and B(t) obeys the constraints ‖B(t)‖2,0 ≤ d and r(B(t)) ≤ r for
any t ≥ 1.
To get some intuition, let us set S(0) = 0. Then, at the first iteration, W = 0,
V (1) = I , and the quantile thresholding picks d features according to the marginal
statisticsXTY , which amounts to sure independence screening (Fan and Lv, 2008).
Our algorithm iterates further to lessen the greediness of independence screening.
To accelerate the computation, we recommend progressive screening in the itera-
tive process. Concretely, we use a sequence Q(t) that decreases from p to d, e.g.,
Q(t) = 2p/{1 + exp(αt)} with α = 0.01 and 0 ≤ t ≤ (1/α) log(2p/d− 1), and
perform S˜(l) ← ~Θ#(Ξ(l,t);Q(t), η) in Step 5d; after obtaining B(t) in Step 7, the
following data squeezing operations are carried out, J ← {j : S(t)(j, 1 : r) 6= 0},
S(t) ← S(t)(J , 1 : r), X ← X(1 : n,J ). An attractive feature of the imple-
mentation is that as the cycles progress, the problem size drops quickly and the
computational load can be significantly reduced.
For the sparse reduced rank regression with an ℓ0-constraint
min
S∈Rp×r ,V ∈Om×r
1
2K
‖Y −XSV T‖2F +
η
2
‖S‖2F subject to ‖S‖0 ≤ de, (15)
similar algorithms can be developed based iterative quantile thresholding. In big
data applications, a good idea is to combine (14) with (15), because calling the
rank-constrained screening algorithm in an earlier stage can reduce the dimen-
sionality from p to d. In this hybrid scheme, d satisfies d ≤ de ≤ dr, and d = de
gives a conservative screening choice.
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5 Unsupervised Selective and Sparse Principal Com-
ponent Analyses
This section studies selective factor construction in principal component analysis.
We assume that only one data matrix X ∈ Rn×p is available and it has been
column-centered. Principal component analysis can be interpreted as finding a
low-rank matrix B to approximate the observed data. Similar to Section 4.1, we
write B = V ST with S = (sj,k) = (s1, . . . , sp)T ∈ Rp×r and V ∈ On×r. The
selective principal component analysis problem is defined as
min
S∈Rp×r ,V ∈On×r
1
2
‖X − V ST‖2F +
p∑
j=1
P (‖sj‖2;λ). (16)
Obviously, (16) can be rephrased as a special case of selective reduced rank re-
gression, by taking XT as the response matrix and Ip×p as the design matrix.
Likewise, adapting (13) to the unsupervised setting leads to the following crite-
rion for sparse principal component analysis,
min
S∈Rp×r ,V ∈Op×r
1
2
‖X − V ST‖2F +
p∑
j=1
r∑
k=1
P (|sj,k|;λ
e). (17)
Unsupervised versions of (14) and (15) can also be defined. Moreover, based on
the discussions in Section 4.1, all these criteria depend on X through XTX .
Problems (16) and (17) are perhaps less challenging than their supervised
counterparts, but they still provide new insights into sparse principal component
analysis. For example, (17) defines a multivariate criterion that is able to find all
sparse loading vectors simultaneously. In computation, our algorithms developed
in Section 4 simplify greatly. In fact, because of the identity design, the inner
loop in Step 5 of Algorithm 1 converges in one iteration and the overall procedure
reduces to
XS(t−1) = UDV T, S(t) ← ~Θ(XTUV T;λ). (18)
In other words, S(t) is updated by thresholding XTXS(t−1){(S(t−1))TXTX
S(t−1)}−1/2, and various thresholding operators can be used. When r = 1, the
singular value decomposition is unnecessary, sinceUV T can be directly obtained
by normalizing the column vector XS(t−1).
We now point out some recent literature related to (16) and (17). Under a
spiked covariance model assumption, Cai et al. (2013) proposed and studied an
13
adaptive multi-step procedure to solve a problem similar to (16). Our algorithm
(18) is closest in spirit to the thresholding procedure in Johnstone and Lu (2009).
Ma (2013) proposed an iterative algorithm for principal subspace estimation, but
it has no guarantee of numerical convergence. Another type of sparse princi-
pal component analysis sets Y = X in (13); the idea seems to first appear in
Zou et al. (2006). But the self-regression formulation may bring some ambiguity
in selection. Consider a noise-free model where J ∗ gives the set of indices of
all nonzero columns in X , and r∗ = r(X) obeys r∗ < |J ∗|. Then, given any
index set J ⊂ {1, . . . , p} satisfying r(XJ ) = r∗, we can find a matrix B with
J (B) ⊂ J and r(B) ≤ r∗ such that X =XB, but |J | can be smaller or larger
than |J ∗|.
6 Applications
6.1 Paper quality data
Aldrin (1996) described two paper datasets collected from Norwegian paper in-
dustry. We focus on the first dataset. The production of paper depends on a
huge number of predictors. The data were obtained by varying three control vari-
ables x1, x2, x3 that are coded as 1, 0, and −1. There are 15 design points for
(x1, x2, x3). At each point the paper quality was measured twice, except once at
design point (0, 1, 1), which results in 29 observations. The response variables are
the 13 measures used to evaluate paper quality.
The first model we considered is a full quadratic model recommended by
Aldrin, with 9 predictors and 13 responses in total. Previous analysis suggests
that the model is factor driven. Reduced rank regression can be used to construct
explanatory score variables for paper quality assessment (Aldrin, 1996; Izenman,
2008), but has to keep all predictors in the final model. Our proposed approach
has the ability of identifying a small set of predictors for selective factor extrac-
tion. We split the whole dataset at random, with 60% for training and 40% for test,
and repeat the process for 100 times to compare the performance of the two meth-
ods. All parameters were tuned by the scale-free predictive information criterion.
Based on the median statistics, both reduced rank regression and selective reduced
rank regression gave two factors, and showed comparable test errors, 167 and 168,
respectively. The difference is that selective reduced rank regression achieved this
with only 5 predictors, about half of the model size of reduced rank regression.
A careful examination of the data shows some interesting findings that merit
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further investigation. Although sample 5 and sample 6 correspond to the same de-
sign point (0, 0, 0), their response values demonstrate larger-than-normal discrep-
ancies. Take the first response variable y1 for instance. We get y1(5) − y1(6) =
−1.7831, but the differences in y1 for all the other observation pairs are bounded
by 0.4458 in absolute value. We suspect that there exist outliers in the data. Their
occurrence might be due to the crude coding of control variables when they were
varied. Therefore, a robust factor model is perhaps more appropriate. Specifically,
the factors constructed from input variables, F = XA, may need correction at
certain anomaly points, which amounts to Y = (F +O)C +E. The correction
termO is desired to be row-wise sparse, since the outliers should not be the norm.
Therefore, we have
Y = X¯B¯ +E, X¯ = [X I] ∈ Rn×(n+p),
where B¯ is desired to have low rank and sparse rows. For such an augmented
model, the number of predictor variables is always larger than the sample size.
We repeated the analysis with the augmented design. In the 100 experiments, two
variables,X1 and X3, got selected all the time; the other predictors, including all
interaction terms, never entered the model. The median model size is however 5,
due to the existence of some automatically detected outliers. Sample 6 and sam-
ple 7, corresponding to design points (0, 0, 0) and (−1, 0, 1), respectively, were
identified as anomalies more than 50% of the time. The rank is now as low as 1,
but the test error is substantially reduced to 148.
6.2 Macroeconomic data
Stock and Watson (2012) summarized 194 quarterly observations on 144 macroe-
conomic time series observed from 1960 to 2008, with some earlier observations
used for lagged values of regressors as necessary. We preprocessed the data using
the transformations given in Table B.2 of Stock and Watson (2012). One variable,
non-borrowed reserves of depository institutions, was removed because its trans-
formation involves logarithms but it has negative values. Of the 143 series, 35 are
high-level aggregates, the information of which is all contained in the rest. Our
predictors are the 108 disaggregated series and their lagged values. The series are
grouped into thirteen broad categories. We use the interest rates category, which
consists of 13 time series, as our response variables. The dataset is a good example
to show that although forecasters and policymakers can access many potentially
relevant macroeconometric time series, excluding noninformative ones is often
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ad hoc. In fact, to the best of our knowledge, there is no acknowledged model
to describe all the 13 interest rates covering treasuries, corporate, term spreads
and public-provide spreads. Low-rank models naturally arise (Reinsel and Velu,
1998), and the necessary factors can be as few as two or even one, which has been
theoretically established in a large body of economics literature.
First, we used the 108 series observed in the past four quarters as predictors,
giving p = 4×108 = 432 predictors and 432×13 unknowns. We used Algorithm
1 for selective reduced rank regression and the scale-free predictive information
criterion for parameter tuning. The resulting model has rˆ = 1 and Jˆ = 3, achiev-
ing a remarkable dimension reduction. The single explanatory factor in response
to all interest rates series is constructed from capital utilization, the 3-month trea-
sury bill secondary market rate minus the 10-year treasury constant maturity rate,
and Moody’s Baa corporate bond yield minus the 10-year treasury constant ma-
turity rate. Since no variables of lag order 2 or above were selected, we repeated
the analysis using the series with only one lag, thus selecting four variables and
two factors. The last two variables shown in the 1-factor model appear again,
and the employment category contributes the other two variables, relating to em-
ployees on nonfarm payrolls in wholesale trade and help-wanted advertising in
newspapers. Both the 1-factor model and the 2-factor model show a high level of
parsimony.
Next, we did a forecasting experiment to compare the obtained factor models
with auto-regressive modeling with four lags, which is a conventional but quite
accurate forecasting method. The performance is evaluated by a rolling scheme:
a rolling estimation window of the most recent 100 quarterly observations is used
to estimate the parameters, and forecasts are made in the forecast window. Both
windows move forward by one quarter at a time, and the procedure is repeated 94
times. Table 1 shows the mean squared errors of each method for the 13 interest
rates. Overall, the three methods have comparable prediction errors. Of course,
the comparison is, in some sense, unfair to factor models. The auto-regression
method builds a separate model for each interest rate using four relevant predic-
tors, while the 1-factor method, say, regresses every response on the same single
score variable. Our purpose here is to demonstrate the usefulness of category-level
factors; better models can be possibly built on the factors to improve the accuracy
further.
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Table 1: Mean-squared errors of AR(4), the one-factor model, and the two-factor
model, for 13 time series in the interest rate category, with their medians and
means reported in the last column
Series index 1 2 3 4 5 6 7 8 9 10 11 12 13 (med,mean)
AR(4) 9.2 10.6 10.3 13.5 12.3 8.7 7.1 9.0 0.7 2.4 12.7 1.7 1.9 (9.0,7.7)
1-factor 9.7 7.8 8.4 8.8 16.0 8.0 5.4 6.9 1.7 10.1 14.2 8.0 8.8 (8.4,8.8)
2-factor 9.5 8.4 8.8 12.7 10.4 8.4 5.3 7.3 1.3 8.1 11.1 6.4 8.3 (8.3,8.1)
6.3 Face data
The Extended Yale Face Database B (Lee et al., 2005; Georghiades et al., 2001)
contains aligned and cropped face images of 38 subjects with the same frontal
pose under 64 different illumination conditions. We down-sampled the images
to 96 × 84, each containing 8064 pixels. Given a subject, a data matrix of size
64×8064 can be formed from the associated images. In face recognition, prin-
cipal component analysis is widely used to extract basis features, referred to as
eigenfaces, the number of which is controlled by the rank. We set r = 30 through-
out this experiment and focus on the 22nd subject in the database, whose image
examples are shown in the upper panel of Fig. 1. Selective principal component
analysis was performed in the hope of capturing regions of interest under different
light source directions. As seen in the lower panel, some informative regions sen-
sitive to illumination conditions, e.g., forehead and nose tip, were automatically
detected.
Table 2: Performance comparison between sparse and hybrid principal compo-
nent analyses in terms of computational time, adjusted variance percentages (AV),
and the number of pixels involved
de = 4800 de = 2400 de = 1200
Time Pixels AV Time Pixels AV Time Pixels AV
Sparse 254 4435 51.3 278 2370 33.4 293 1198 20.8
Hybrid 131 4377 51.1 87 2187 35.9 81 1127 20.5
To reduce the computational burden caused by the large number of pixels, we
tested the screening-guided hybrid sparse principal component analysis. See its
description below (15) and recall that de controls the number of nonzero elements
in the loading matrix S, and d controls the number of nonzero rows. Table 2
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Figure 1: Upper panel: face image examples for subject 22 with image numbers
1, 10, 20, 50. Lower panel: regions of interest, denoted by white, identified by
selective principal component analysis with r = 30, and d = 2400, 1200, 600, 200
from left to right.
shows the results with a conservative screening choice d = de. The adjusted vari-
ance rates were computed according to Shen and Huang (2008). The hybrid prin-
cipal component analysis gave essentially the same adjusted variances as sparse
principal component analysis, but used fewer pixels. More importantly, the hybrid
approach offered impressive time savings. Then, we did an experiment with a less
conservative screening choice, d = 2400, de = 3600. Sparse principal component
analysis used 3517 pixels to reach an adjusted variance rate of 43%, while hybrid
principal component analysis reduced the model size to 2400 pixels, and gave ad-
justed variance rate 40%. When using 2400 pixels, sparse principal component
analysis only reached an adjusted variance rate of 34%.
7 Discussion
The techniques we developed to study selective reduced rank regression are ap-
plicable to pure variable selection or rank reduction. For example, the recipe
for proving Theorem 1 can handle Schatten p-norm penalized trace regression
models, without using the sophisticated quasi-convex Schatten class embeddings
(Rohde and Tsybakov, 2011). The scale-free predictive information criterion ad-
dresses the issue of adaptive rank selection in p≫ nmodels, as raised by Bunea et al.
(2011).
In this work, all the problems under consideration are nonconvex. In common
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with papers like Rohde and Tsybakov (2011) and Bunea et al. (2012), we studied
the properties of global minimizers. In some less challenging situations, the pro-
posed algorithms, when initialized by the reduced rank regression estimator, can
deliver a good estimate within a few iteration steps. This was also evidenced by
Ma et al. (2014b) in a recent technical report. In some hard cases, we found the
multi-start strategy of Rousseeuw and Van Driessen (1999) to be quite effective.
The study of how to initialize and when to terminate is beyond the scope of the
current paper, but is an interesting topic for further research.
A Proofs of Theorems
Throughout the proofs, we use C, c, L to denote constants. They are not nec-
essarily the same at each occurrence. Given any matrix A, we use CS(A) and
RS(A) to denote its column space and row space, respectively. Denote by PA
the orthogonal projection matrix onto CS(A), i.e., PA = A(ATA)+AT, where
+ stands for the Moore-Penrose pseudoinverse, and P⊥
A
the projection onto its or-
thogonal complement. Finally, we use [p] to denote {1, . . . , p}. Recall that for
A = (α1, . . . ,αp)
T
, ‖A‖2,0 =
∑p
j=1 1‖αj‖6=0, ‖A‖2,1 =
∑p
j=1 ‖αj‖2, ‖A‖F =
{tr(ATA)}1/2, and ‖A‖2 is the the largest singular value of A.
A.1 Proof of Theorem 1
Recall the following three basic penalties
P1(t;λ) = λ|t|, P0(t;λ) = λ
21t6=0/2, PH(t;λ) = (−t
2/2+λ|t|)1|t|<λ+(λ
2/2)1|t|≥λ.
It is easy to verify that both P1(t;λ) and P0(t;λ) are bounded below by PH(t;λ).
For convenience, we use P2,1(B;λ) to denote λ‖B‖2,1; P2,0 and P2,H are used
similarly. Let us consider a scaled selective reduced rank regression problem
min
B:r(B)≤r
‖Y −XB‖2F/2 +
p∑
j=1
P (ρ‖bj‖2;λ), (19)
where ρ = ‖X‖2 and P ≥ PH . We also write the penalty term as P (ρB;λ)
when there is no ambiguity. Then for any globally optimal solution Bˆ, we have
the inequality below for all B satisfying r(B) ≤ r
1
2
‖XBˆ −XB∗‖2F ≤
1
2
‖XB −XB∗‖2F + P (ρB;λ)− P (ρBˆ;λ) + 〈E,X∆〉.
(20)
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Here,∆ = Bˆ −B and so r(∆) ≤ 2r.
Lemma 1. There exist universal constants A0, C, c > 0 such that for any a ≥
A
−1/2
0 , the following event, denoted by A,
sup
1≤r≤m
sup
∆:r(∆)≤r
[2〈E,X∆〉 −
1
a
‖X∆‖2F − 2aA0{P2,H(ρ∆;λ
o) + σ2r(m− r}] ≥ aσ2t
(21)
occurs with probability at mostC exp(−ct) for any t > 0, where λo = σ(r + log p)1/2.
Lemma 1 is the key to bound the last stochastic term in (20). The proof of
the lemma is based on a combination of statistical and computational analyses as
stated by the following two lemmas.
Lemma 2. Given any X satisfying ‖X‖2 ≤ 1, there exists a globally optimal
solutionBo = (bo1, . . . , bop)T to the problem
min
B:r(B)≤r
1
2
‖Y −XB‖2F + P2,H(B;λ)
such that for any j = 1, . . . , p, either boj = 0 or ‖boj‖2 ≥ λ.
Lemma 3. Suppose the entries ofE are independent and identically distributed as
N (0, σ2). For any given 1 ≤ J ≤ p, 1 ≤ r ≤ J , define RJ ,V = ‖PXJEV ‖2F =
‖PXJEPV ‖
2
F and RJ,r = sup|J |=J,V ∈Om×r RJ ,V , where J ⊂ [p], |J | = J and
V ∈ Om×r. Let Po(J, r) = σ2{(q ∧ J +m − r)r + J log(ep/J)}. Then for any
t > 0,
P{RJ,r > tσ
2 + LPo(J, r)} ≤ C exp(−ct), (22)
where L,C, c > 0 are universal constants.
Define lH(∆, r) = 2〈E,X∆〉−‖X∆‖2F /a−2aA0{P2,H(ρ∆;λo)+σ2r(m−
r)} and R = sup1≤r≤m sup∆:r(∆)≤r lH(∆, r). Then for∆ = Bˆ −B
2〈E,X∆〉 ≤
1
a
‖X∆‖2F + 2aA0{P2,H(ρ∆;λ
o) + 2σ2r(m− r)}+R,
where ER ≤ Cσ2 due to Lemma 1. Substituting the bound into (20), we have
‖XBˆ −XB∗‖2F ≤‖XB −XB
∗‖2F + 4aA0σ
2r(m− r) +
1
a
‖X∆‖2F +R
+ 2P (ρB;λ)− 2P (ρBˆ;λ) + 2aA0P2,H(ρ∆;λ
o).
(23)
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When P = P2,0, P2,0(ρ∆;λo) = P2,0(∆;λo) and
P2,H(ρ∆;λ
o) ≤ P2,0(ρ∆;λ
o) ≤ P2,0(B;λ
o) + P2,0(Bˆ;λ
o).
By the Cauchy-Schwartz inequality, ‖X∆‖2F/a ≤ 2‖XB−XB∗‖2F/a+2‖XBˆ−
XB∗‖2F/a. The oracle bound thus follows, by choosing a > 2 ∨ A
−1/2
0 and
λ = Aλo with A > (aA0)1/2.
When P = P2,1, we assume the condition
(1 + ϑ)ρ‖∆J ‖2,1 ≤ KJ
1/2‖X∆‖F + ρ‖∆J c‖2,1, (24)
where J = J (B) and J = J(B). It follows that for θ = ϑ/(1 + ϑ),
(1 + θ)ρλ‖∆J ‖2,1
≤(1− θ)KJ1/2λ‖X∆‖F + (1− θ)ρλ‖∆J c‖2,1
≤(1− δ)‖X∆‖2F/2 + {(1− θ)
2/(2− 2δ)}K2λ2J + (1− θ)ρλ‖∆J c‖2,1,
(25)
where δ can be any number in (0, 1), e.g., δ = 0.5.
Under λ = Aλo with A ≥ θaA0, we have the following result from the sub-
additivity of P1
2ρλ‖B‖2,1 − 2ρλ‖Bˆ‖2,1 + 2aA0P2,H(ρ∆;λ
o)
≤ 2ρλ‖∆J ‖2,1 − 2ρλ‖∆J c‖2,1 + 2aA0P2,1(ρ∆;λ
o)
≤ 2(1 + θ)ρλ‖∆J ‖2,1 − 2(1− θ)ρλ‖∆J c‖2,1.
(26)
Adding (23), (25) and (26) together, we get
‖XBˆ −XB∗‖2F ≤‖XB −XB
∗‖2F + 4aA0σ
2r(m− r) + (1 +
1
a
− δ)‖X∆‖2F
+ {(1− θ)2/(2− 2δ)}K2λ2J +R.
Choosing a > δ−1 ∨ A−1/20 and A ≥ θaA0 gives the desired oracle inequality.
Remark 1. A popularly used regularity condition in the studies of ℓ1-type penal-
ties is the restricted eigenvalue assumption; see Bickel et al. (2009), Lounici et al.
(2011) and Bunea et al. (2012). We extend it to our setting as follows. Specifically,
X ∈ Rn×p satisfies the restricted eigenvalue condition for an index set J ⊂ [p]
and positive number κ, if and only if
‖X∆‖2F ≥ κ‖X‖
2
2
∑
j∈J
‖δj‖
2
2 (27)
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holds for all∆ = [δ1, . . . , δp]T ∈ Rp×m satisfying
(1 + ϑ)
∑
j∈J
‖δj‖2 ≥
∑
j∈J c
‖δj‖2,
where ϑ > 0 is a constant. The version defined by Bunea et al. (2012), after
correcting the typo, is slightly more stringent than (27).
In comparison with the multivariate restricted eigenvalue assumption, our reg-
ularity condition (24) has a simpler form and is less demanding. To show this,
consider two cases. The case (1 + ϑ)‖∆J ‖2,1 ≤ ‖∆J c‖2,1 is trivial. Suppose the
reverse inequality holds. Then
(1+ ϑ)‖X‖2‖∆J ‖2,1 ≤ (1+ ϑ)J
1/2‖X‖2‖∆J ‖F ≤ (1 +ϑ)J
1/2‖X∆‖F/κ
1/2,
and so (24) holds with K = (1 + ϑ)/κ1/2.
A.2 Proof of Theorem 2
In this proof, given any index set J ⊂ [p], PXJ is abbreviated to PJ when
there is no ambiguity. Because Po(B) = σ2[{q ∧ J(B) + m − r(B)}r(B) +
J(B) log{ep/J(B)}] only depends on J(B) and r(B), we also denote it by
Po{J(B), r(B)}. The optimality of Bˆ implies
1
2
‖XBˆ −XB∗‖2F ≤
1
2
‖XB −XB∗‖2F + APo(B)− APo(Bˆ) + 〈E,XBˆ −XB〉.
(28)
Let ∆ = Bˆ −B, Jˆ = J (Bˆ), J = J (B), J = J(B), Jˆ = J(Bˆ), r = r(B),
rˆ = r(Bˆ). Let Prs be the orthogonal projection onto the row space of XJBJ
and P⊥rs be its orthogonal complement. DecomposeX∆ as follows
X∆ =X∆Prs +X∆P
⊥
rs
=PJX∆Prs +P
⊥
JX∆Prs +XJˆ BˆJˆP
⊥
rs
=PJX∆Prs +P
⊥
JXJˆ BˆJˆPrs +XJˆ BˆJˆP
⊥
rs.
(29)
Clearly, ‖X∆‖2F = ‖PJX∆Prs‖2F + ‖P⊥JXJˆ BˆJˆPrs‖2F + ‖XJˆ BˆJˆP⊥rs‖2F . It
follows that
〈E,X∆〉 = 〈E,PJX∆Prs〉+ 〈E,P
⊥
JXJˆ BˆJˆPrs〉+ 〈E,XJˆ BˆJˆP
⊥
rs〉
≡ I + II + III. (30)
22
Lemma 4. Suppose vec (E) is sub-Gaussian with mean zero andψ2-norm bounded
by σ. Given X ∈ Rn×p, 1 ≤ J ≤ p, 1 ≤ r ≤ J ∧m, define ΓJ,r = {∆ ∈ Rn×m :
‖∆‖F ≤ 1, r(∆) ≤ r, CS(∆) ⊂ CS(XJ ) for some J : |J | = J}. Let
P ′o(J, r) = σ
2
{
(q ∧ J)r + (m− r)r + log
(
p
J
)}
.
Then for any t ≥ 0,
P[ sup
∆∈ΓJ,r
〈E,∆〉 ≥ tσ + {LP ′o(J, r)}
1/2] ≤ C exp(−ct2), (31)
where L,C, c > 0 are universal constants.
Term I and term III on the right-hand side of (30) can be handled by Lemma
4. Take the first term as an instance. For any a, b, a′ > 0,
〈E,PJX∆Prs〉 −
1
a
‖PJX∆Prs‖
2
F − bLPo(J, r)
≤‖PJX∆Prs‖F 〈E,PJX∆Prs/‖PJX∆Prs‖F 〉 − 2(b/a)
1/2‖PJX∆Prs‖F{LPo(J, r)}
1/2
≤
1
a′
‖PJX∆Prs‖
2
F +
a′
4
sup
1≤J≤p,1≤r≤m∧J
sup
∆∈ΓJ,r
[〈E,∆〉 − 2(b/a)1/2{LPo(J, r)}
1/2]2+
≡
1
a′
‖PJX∆Prs‖
2
F +
a′
4
sup
1≤J≤p,1≤r≤m∧J
R2J,r ≡
1
a′
‖PJX∆Prs‖
2
F +
a′
4
R2.
Then, with 4b > a, we can show that R2 is bounded by a constant in expectation.
In fact,
P(R ≥ tσ)
≤
p∑
J=1
m∧J∑
r=1
P(RJ,r ≥ tσ)
≤
p∑
J=1
m∧J∑
r=1
P[ sup
∆∈ΓJ,r
〈E,∆〉 − {LP ′o(J, r)}
1/2 ≥ tσ + 2(b/a)1/2{LPo(J, r)}
1/2 − {LP ′o(J, r)}
1/2]
≤
p∑
J=1
m∧J∑
r=1
C exp(−ct2) exp[−c{(2(b/a)1/2 − 1)2LPo(J, r)/σ
2}]
≤C exp(−ct2) exp(−c log p)
p∑
J=1
m∧J∑
r=1
exp{−cLPo(J, r)/σ
2}
≤C exp(−ct2)p−c,
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with the third inequality due to the Stirling formula, the fourth inequality due to
the fact that J log(ep/J) ≥ log p for any J ≥ 1, and the fifth based on the sum of
geometric series. It follows from P(R ≥ tσ) ≤ C exp(−ct2) that E(R2) ≤ Cσ2.
Similarly, for term III, noticing that r(XJˆ BˆJˆP⊥rs) ≤ r(BˆJˆ ) ≤ rˆ andCS(XJˆ BˆJˆP⊥rs) ⊂
CS(XJˆ ), we have
〈E,XJˆ BˆJˆP
⊥
rs〉−‖PJˆX∆P
⊥
rs‖
2
F/a−bLPo(Jˆ , rˆ) ≤ ‖PJX∆Prs‖
2
F/a
′+a′R2/4.
Lemma 5. Suppose vec (E) is sub-Gaussian with mean zero andψ2-norm bounded
by σ. Given X ∈ Rn×p, 1 ≤ J ≤ p, 1 ≤ J ′ ≤ p, 1 ≤ r ≤ J ∧m, define ΓJ ′,J,r =
{∆ ∈ Rn×m : ‖∆‖F ≤ 1, r(∆) ≤ r, CS(∆) ⊂ CS(P⊥J ′PJ ) for some J ′,J ⊂
[p] satisfying |J ′| = J ′, |J | = J}. Let
P ′′o (J
′, J, r) = σ2
[
{q ∧ J ∧ (p− J ′)}r + (m− r)r + log
(
p
J
)
+ log
(
p
J ′
)]
.
Then for any t ≥ 0,
P[ sup
∆∈ΓJ′,J,r
〈E,∆〉 ≥ tσ + {LP ′′o (J
′, J, r)}1/2] ≤ C exp(−ct2),
where L,C, c > 0 are universal constants.
Likewise, we can get the following bound for II from Lemma 5:
〈E,P⊥JXJˆ BˆJˆPrs〉 −
1
a
‖P⊥JXJˆ BˆJˆPrs‖
2
F − bLP
′′
o (J, Jˆ, rˆ) ≤
1
a′
‖P⊥JX∆Prs‖
2
F +
a′
4
R′
2
,
and E(R′2) ≤ Cσ2 for some L large enough. In summary, we have
〈E,X∆〉
≤(
1
a
+
1
a′
)‖X∆‖2F + bL{Po(J, r) + Po(J, r) + Po(Jˆ , rˆ) + Po(Jˆ , rˆ)}+
a′
4
(2R2 +R′
2
)
≤(
1
a
+
1
a′
)(1 + b′)‖XB −XB∗‖2F + (
1
a
+
1
a′
)(1 +
1
b′
)‖XBˆ −XB∗‖2F
+ 2bL{Po(J, r) + Po(Jˆ , rˆ)}+
a′
4
(2R2 +R′
2
),
where we used P ′′o (J, Jˆ, rˆ) ≤ Po(J, r) + Po(Jˆ , rˆ). Choosing constants a, a′, b,
b′, and A sufficiently large such that (1/a + 1/a′)(1 + 1/b′) < 1/2, 4b > a, and
A > 2bL, we obtain the oracle inequality as desired.
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Remark 2. Theorem 1 of Bunea et al. (2012) gives a related but different result.
In comparison, our penalty is of a smaller order and achieves the optimal rate.
There is also an error in their proof of Theorem 1: ‖XJ∩Jˆ (Bˆ − B)J∩Jˆ ‖2F +
‖XJ c∩Jˆ (Bˆ−B)J c∩Jˆ ‖
2
F +‖XJ∩Jˆ c(Bˆ−B)J∩Jˆ c‖
2
F . ‖X(Bˆ−B)‖
2
F does not
hold in general. Our approach is not subject to the issue and results in a stronger
conclusion.
A.3 Proof of Theorem 3
Let h(B) = 1/{mn− APo(B)/σ2}. By definition, Bˆ satisfies
‖XBˆ −XB∗‖2F
≤‖E‖2F{h(B
∗)/h(Bˆ)− 1}+ 2〈E,XBˆ −XB∗〉
=
A‖E‖2F
mnσ2 − APo(B∗)
Po(B
∗)−
A‖E‖2F
mnσ2 − APo(B∗)
Po(Bˆ) + 2〈E,XBˆ −XB
∗〉
≤
A‖E‖2F
mnσ2 − APo(B∗)
Po(B
∗)−
A‖E‖2F
mnσ2
Po(Bˆ) + 2〈E,XBˆ −XB
∗〉.
The stochastic term 2〈E,XBˆ −XB∗〉 can be decomposed and bounded in
the same way as in the proof of Theorem 2, except that we use the high-probability
form results here. For example, for term 〈E,PJX∆Prs〉 in (30), Lemma 4
shows that for any constants a, b, a′ > 0 satisfying 4b > a, the following event
〈E,PJX∆Prs〉 ≤ (1/a+ 1/a
′)‖PJX∆Prs‖
2
F + bLPo(J, r)
occurs with probability at least 1−
∑p
J=1
∑m∧J
r=1 C exp[−c{(2(b/a)
1/2−1}2LPo(J, r)/σ2]
or 1−Cp−c for a sufficiently large value of L. Making use the fact and repeating
the argument in the proof of Theorem 2, the following event
2〈E,XBˆ−XB∗〉 ≤ 2(1/a+1/a′)‖XBˆ−XB∗‖2F +4bL{Po(Bˆ) +Po(B
∗)}
occurs with probability at least 1− Cp−c for some c, C > 0.
Let γ and γ′ be constants satisfying 0 < γ < 1, γ′ > 0. On A = {(1 −
γ)mnσ2 ≤ ‖E‖2F ≤ (1 + γ
′)mnσ2} , we have
A‖E‖2F
mnσ2 − APo(B∗)
Po(B
∗)−
A‖E‖2F
mnσ2
Po(Bˆ) ≤
(1 + γ′)AA0
A0 −A
Po(B
∗)−(1− γ)APo(Bˆ).
From Laurent and Massart (2000), the complement of A occurs with probability
at most C ′ exp(−c′mn) with c′, C ′ dependent on γ, γ′. When A0 is large enough,
we can choose a, a′, b, A such that (1/a + 1/a′) < 1/2, 4b > a, and 4bL ≤
(1− γ)A, and the conclusion results.
25
A.4 Proof of Theorem 4
We first show the function-value convergence. Given V , the S-optimization re-
duces to a group variable selection problem
1
2K
‖ vec ((Y V )T)− (X ⊗ I) vec (ST)‖2F +
p∑
j=1
P (‖sj‖2;λ),
where ⊗ is the Kronecker product. Applying Theorem 1 of She (2012) gives the
following result.
Lemma 6. Let Θ be an arbitrary threshold function and P be a Θ-associated
penalty as in the theorem. Given V ∈ Om×r and S ∈ Rp×r, define TV : Rp×r →
Rp×r by TV ◦ S = ~Θ(Ξ;λ) with
Ξ = (ξ1, . . . , ξp)
T =XTY V /K + (I −XTX/K)S.
Assume K ≥ ‖X‖22. Then, F (S,V ) ≥ F (TV ◦ S,V ), and if Θ is continuous at
‖ξ1‖2, . . . , ‖ξp‖2, F (S,V )−F (TV ◦S,V ) ≥ (1− ‖X‖22/K)‖TV ◦S−S‖
2
F/2.
It follows from Lemma 6 and the triangle inequality that the inner loop of the
algorithm satisfies
F (S(t−1),V (t))− F (S(t),V (t)) ≥ (1− ‖X‖22/K)
αt∑
l=1
‖S˜(l−1) − S˜(l)‖2F/2
≥ (1− ‖X‖22/K)‖S
(t−1) − S(t)‖2F/2.
Given S, Steps (3)–(4) give a solution to the V -minimization over Om×r by
Procrustes rotation; see, e.g., She (2013) for a justification. Hence for any t ≥ 1,
F (S(t−1),V (t−1)) ≥ F (S(t−1),V (t)) ≥ F (S(t),V (t))+(1− ‖X‖22/K)‖S
(t−1)−
S(t)‖2F/2.
Next, we prove the accumulation-point property. Observe that in updating S,
the algorithm allows one to perform TV (t) for αt many times, provided that αt
does not go beyond the pre-specified Minner. To handle the ambiguity of S(t) and
the non-uniqueness of V (t), we use point-to-set mappings (Luenberger and Ye,
2008). Let T α
V
with α ≥ 1 be the composition of α TV ’s. Define MS(S,V ) =
{(S¯, V¯ ) ∈ Ω : S¯ ∈ {TV ◦S, T 2V ◦S, . . . , T
Minner
V
◦S}, V¯ = V }, andMV (S,V ) =
{(S¯, V¯ ) ∈ Ω : inf
V˜ ∈Om×r F (S, V˜ ) ≥ F (S, V¯ ), S¯ = S}. Then M = MSMV
characterizes the algorithm.
26
By the continuity assumption, it is easy to show that M is closed at any accu-
mulation point of {S(t−1),V (t)}, cf. Lemma 14 in Bunea et al. 2012. Moreover,
from F (S(0),V (1)) − F (S(t),V (t)) ≥ (1− ‖X‖22/K)‖S(0) − S(t)‖2F/2, S(t),
V (t), and B(t) are all uniformly bounded in t.
The rest of the proof proceeds along similar lines of the proof of Theorem 7 in
Bunea et al. (2012), with minor modifications. Let (S∗,V ∗) ∈ Ω be an arbitrary
accumulation point of (S(t−1),V (t)). Assume, without loss of generality, that
(S(t),V (t+1)) converges to (S¯, V¯ ). Then (S¯, V¯ ) ∈ M(S∗,V ∗), since M is
closed. It follows from the first conclusion that F (S¯, V¯ ) = F (S∗,V ∗), and thus
F (S¯,V ∗) = F (S∗,V ∗). Lemma 6 further implies S¯ = S∗, or T α0
V ∗
◦S∗ = S∗ for
some α0 ∈ N. So F (T αV ∗ ◦ S∗,V ∗) = F (S∗,V ∗) for any α ≤ α0. In particular,
F (TV ∗ ◦S∗,V ∗) = F (S∗,V ∗). Applying Lemma 6 again yields TV ∗ ◦S∗ = S∗,
i.e., S∗ is a fixed point of TV ∗ . Following the lines of the proof of Lemma 1 in
She (2012), it can be shown that for fixed (s1, . . . , sj−1, sj+1, . . . , sp, V ∗), s∗j is a
global minimizer of F (s1, . . . , sj, . . . , sp,V ∗), j = 1, . . . , p. On the other hand,
from S¯ = S∗, we have (S∗, V¯ ) ∈ MV (S∗,V ∗) and V¯ is a global minimizer
of F (S∗,V ) given S∗. But F (S∗, V¯ ) = F (S¯, V¯ ) = F (S∗,V ∗), so V ∗ also
minimizes F (S∗,V ) given S∗. The proof is complete.
Remark 3. A more careful study following She (2012) can be made to strengthen
the factor (1 − ‖X‖22/K) to 1 + ess inf { dΘ−1(u;λ)/ du : u ≥ 0} − ‖X‖22/K,
where Θ−1(u;λ) = sup{s : Θ(s;λ) ≤ u} and ess inf is the essential infimum. For
example, when Θ(s;λ) = sgn(s)(|s| − λ)+, which corresponds to the ℓ1-penalty
P (θ;λ) = λ|θ|, K = ‖X‖22/2 suffices.
A.5 Proof of Theorem 5
Given any Ξ ∈ Rp×m, Bˆ = ~Θ#(Ξ; d, η) is an optimal solution to
min
B∈Rp×m
1
2
‖Ξ−B‖22 +
η
2
‖B‖22 = f(B; η) subject to J(B) ≤ d. (32)
In fact, for any given J ⊂ [p] with |J | = d, if B(J c, 1 : m) = 0, the optimal
solution Bˆ must satisfy Bˆ(J , 1 : m) = Ξ(J , 1 : m)/(1 + η) and f(Bˆ; η) =
‖Ξ‖2F/2 − ‖Ξ(J , 1 : m)‖
2
F/{2(1 + η)}. Hence ~Θ#(Ξ; d, η) delivers a global
minimizer to (32).
For the general problem which involves a predictor matrix, theS-optimization
withV held fixed amounts to minimizing g(S) = ‖Y ′−XS‖2F/(2K)+η‖S‖2F/2
subject to ‖S‖2,0 ≤ d, where Y ′ = Y V . Similar to Lemma 6, we can construct
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a surrogate function G(S, S˜) = g(S˜) + 〈(I −XTX/K)(S − S˜),S − S˜〉, and
apply an iterative quantile thresholding algorithm that gurantees the function value
is decreasing. The rest of the proof can be shown following the lines of the proof
of Theorem 4; the details are omitted.
B Proofs of Lemmas
B.1 Proof of Lemma 1
Proof. Let lH(∆, r) = 2〈E,X∆〉−‖X∆‖2F/a−2aA0{P2,H(ρ∆;λo)+σ2r(m−
r)} and l0(∆, r) = 2〈E,X∆〉−‖X∆‖2F/a−2aA0{P2,0(ρ∆;λo)+σ2r(m−r)}.
Event A as defined by (21) can be formulated as
sup
r:1≤r≤m
sup
∆:r(∆)≤r
lH(∆, r) ≥ atσ
2.
Let AH = {sup∆:r(∆)≤r lH(∆, r) ≥ atσ2} and A0 = {sup∆:r(∆)≤r l0(∆, r) ≥
atσ2}. The occurrence of AH implies that
lH(∆
o, r) ≥ atσ2 for any∆o ∈ arg min
r(∆)≤r
1
a
‖X∆‖2F − 2〈E,X∆〉+ 2aA0P2,H(ρ∆;λ
o).
From Lemma 2 and a2A0 ≥ 1, there exists∆o such that l0(∆o, r) = lH(∆o, r) ≥
atσ2. HenceAH ⊂ A0 and it suffices to show P(A0) ≤ C exp(−ct). We point out
that the optimization-based reduction is by no means trivial because P0(s;λ) ≥
PH(s;λ), for any s ∈ R.
Applying von-Neumann’s trace inequality and Cauchy-Schwarz inequality gives
2〈E,X∆〉
=2〈PXJ (∆)EPRS(∆),X∆〉
≤2‖PXJ (∆)EPRS(∆)‖F‖X∆‖F
≤a‖PXJ (∆)EPRS(∆)‖
2
F +
1
a
‖X∆‖2F .
This means that l0(∆, r) ≥ atσ2 implies ‖PXJ (∆)EPRS(∆)‖2F − 2A0{σ2(r +
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log p)J(∆) + σ2r(m− r)} ≥ tσ2. Therefore, P(A0) is bounded above by
P{ sup
r:1≤r≤m
sup
∆:r(∆)≤r
lH(∆, r) ≥ atσ
2}
=P{ sup
J :1≤J≤p
sup
r:1≤r≤m∧J
sup
∆:|J (∆)|=J,r(∆)≤r
lH(∆, r) ≥ atσ
2}
≤
p∑
J=1
m∧J∑
r=1
P[RJ,r ≥ 2A0{σ
2(r + log p)J + σ2r(m− r)}+ tσ2],
where we use the notation RJ,r in Lemma 3. Setting A0 sufficiently large, e.g.,
A0 ≥ L with L the universal constant in Lemma 3, leads to A0{σ2(r + log p)J +
σ2r(m − r)} ≥ LPo(J, r) + cA0Jrσ2 + cA0σ2 log p for some c > 0. From (22)
and the sum of geometric series, we obtain
P(E0) ≤
p∑
J=1
m∧J∑
r=1
P{RJ,r ≥ LPo(J, r) + cA0Jrσ
2 + cA0σ
2 log p+ tσ2}
≤
p∑
J=1
m∧J∑
r=1
C exp(−ct) exp(−cA0Jr) exp(−cA0 log p)
≤ C exp(−ct)p−cA0 ,
and hence P(E0) ≤ C exp(−ct).
B.2 Proof of Lemma 2
Proof. The proof follows similar lines as the proof of Theorem 4 but does not
require the continuity condition. Write B = SV T and define F (B) or F (S,V )
as ‖Y − XSV T‖2F/2 + P2,H(S;λ). Let Bo = SoV To be an arbitrary global
minimizer of F . Construct So = ~ΘH{XTY Vo + (I −XTX)So;λ}, where ~ΘH
is the multivariate hard thresholding induced by ΘH(t;λ) = t1|t|>λ. As in the
proof of Theorem 4, with a surrogate function GV (S, S˜) = ‖Y V −XS˜‖2F/2 +
P2,H(S˜;λ) + 〈(I −XTX)(S − S˜),S − S˜〉/2 + ‖Y V⊥‖2F/2, we can obtain
F (So,Vo) ≥ GVo(So,S
o) ≥ F (So,Vo),
with the first inequality due to the construction of So, and the second inequality
due to ‖X‖2 ≤ 1. Therefore, Bo = SoV To is a global minimizer of F as well.
Clearly, ‖boj‖2 = ‖soj‖2. From the definition of ~ΘH , boj satisfy the desired property.
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B.3 Proof of Lemma 3
Proof. First, for fixed J and V , RJ ,V /σ2 ∼ χ2(df) with df ≤ (J ∧ q)r. The
standard tail bound for X ∼ χ2(df) (Laurent and Massart, 2000, Lemma 1) gives
P(X − df ≥ t) ≤ exp[−t2/{4(df + t)}] for any t ≥ 0 .
Let T be an ε-net of the Grassmann manifold {PV : V ∈ Om×r} under the
operator norm ‖·‖2. From Szarek (1982), the cardinality of the ε-netN (ε) satisfies
N (ε) ≤ (C/ε)r(m−r) , where C is a universal constant. Given V1 ∈ Om×r, there
exists V2 with PV2 ∈ T such that ‖V1V T1 − V2V T2 ‖2 ≤ ε. Let U˜D˜V˜ be the full
singular value decomposition of [V1,V2], where U˜ = [U˜1, U˜2] with both U˜1 and
U˜2 having r columns. Then
‖PXJEV1‖
2
F = tr(PXJEV2V
T
2 E
T) + tr{PXJE(V1V
T
1 − V2V
T
2 )E
T}
= tr(PXJEV2V
T
2 E
T) + tr{PXJEPU˜(V1V
T
1 − V2V
T
2 )PU˜E
T}
≤ tr(PXJEV2V
T
2 E
T) + ε‖PXJEPU˜‖
2
F
= tr(PXJEV2V
T
2 E
T) + ε‖PXJEPU˜1‖
2
F + ε‖PXJEPU˜2‖
2
F .
Taking the supreme on both sides, we getRJ,r ≤ maxJ :|J |=J,PV ∈T ‖PXJEPV ‖2F+
2εRJ,r or
RJ,r ≤ max
J :|J |=J,PV ∈T
‖PXJEPV ‖
2
F/(1− 2ε).
Applying the χ2 tail bound and the union bound gives
P
{
RJ,r ≥ σ
2 (J ∧ q)r + t
1− 2ε
}
≤
(
p
J
)(
C
ε
)r(m−r)
exp[−Ct2/{t+ (J ∧ q)r}].
The conclusion follows for L large enough.
B.4 Proofs of Lemma 4 and Lemma 5
Proof. By definition, for any fixed ∆, 〈E,∆〉 is a mean-centered sub-Gaussian
random variable with scale bounded by σ‖∆‖F . Therefore, {〈E,∆〉 :∆ ∈ ΓJ,r}
is a stochastic process with sub-Gaussian increments. Dudley’s entropy integral
can be used to bound its supremum, see, e.g., Talagrand (2014). The induced
metric on ΓJ,r is Euclidean: d(∆1,∆2) = σ‖∆1 −∆2‖F .
To bound the metric entropy logN (ε,ΓJ,r, d), whereN (ε,ΓJ,r, d) is the small-
est cardinality of an ε-net that covers ΓJ,r under d, we characterize each matrix
in ΓJ,r using its row/column spaces, motivated by Recht et al. (2010). Given
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∆ ∈ ΓJ,r, its column space must be contained in CS(XJ ) for some J with
|J | = J , and its row space must be contained in an r-dimensional subspace in
Rm. Hence
∆ = UΣV T, (33)
where PU = PXJ , V ∈ Om×r, Σ ∈ R(J∧q)×r.
It is easy to see that the number of candidateXJ is no more than the number of
ways of choosing J dimensions from p dimensions, and RS(∆) is a point on the
Grassmann manifold Gm,r of all r-dimensional subspaces of Rm. Equipped with
metric d′′ that is the operator norm, i.e., ‖V1V T1 −V2V T2 ‖2 for anyV1,V2 ∈ Om×r,
N (ε, Gm,r, d′′) ≤ (C1/ε)
r(m−r)
, where C1 is a universal constant (Szarek, 1982).
Moreover, it is easy to see that Σ = UT∆V is in a unit ball of dimensionality
(J ∧ q)× r, denoted by B(J∧q)×r. By a standard volume argument,
N (ε, B(J∧q)×r, d
′) ≤ (C0/ε)
(J∧q)×r,
where d′ is the Euclidean distance in R(J∧q)×r and C0 is a universal constant. We
claim that under the metric d,
logN (ε,ΓJ,r, d) ≤ log
(
p
J
)
+ {(J ∧ q)r + r(m− r)} log(Cσ/ε). (34)
In fact, given any∆1 ∈ ΓJ,r, we can write∆1 = U1Σ1V T1 according to (33) and
find V2 and Σ2 such that ‖V1V T1 − V2V T2 ‖2 ≤ ε and ‖Σ1V T1 V2 − Σ2‖F ≤ ε.
Then, for∆2 = U1Σ2V T2 ,
‖∆1 −∆2‖F ≤ ‖∆1 −∆1V2V
T
2 ‖F + ‖U1Σ1V
T
1 V2V
T
2 −U1Σ2V
T
2 ‖F
≤ [tr{∆T1∆1(PV1 −PV2)
2}]1/2 + ‖Σ1V
T
1 V2 −Σ2‖F
≤ (‖∆1‖
2
F‖PV1 −PV2‖
2
2)
1/2 + ε ≤ 2ε.
From Dudley’s integral bound, we obtain
P
{
sup
∆∈ΓJ,r
〈E,∆〉 ≥ tσ + L
∫ σ
0
log1/2N (ε,ΓJ,r, d) dε
}
≤ C exp(−ct2).
Simple computation gives∫ σ
0
log1/2N (ε,ΓJ,r, d) dε . σlog
1/2
(
p
J
)
+ σ{(J ∧ q)× r + r(m− r)}1/2 . P ′1/2o (J, r).
The proof of Lemma 5 is similarly based on the entropy integral bound. The
details are omitted.
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