Infectious disease transmission in animals is an inherently spatial process in which a host's 15 home location and their social mixing patterns are important, with the mixing of infectious 16 individuals often different to that of susceptible individuals. Although incidence data for 17 humans have traditionally been aggregated into low-resolution data sets, modern representative 18 surveillance systems such as electronic hospital records generate high volume case data with 19 precise home locations. Here, we use a high resolution gridded spatial transmission model of 20 arbitrary resolution to investigate the theoretical relationship between population density, 21 differential population movement and local variability in incidence. We show analytically that 22 uniform local attack rate is only possible for individual pixels in the grid if susceptible and 23 infectious individuals move in the same way. Using a population in Guangdong, China, for 24 which a robust quantitative description of movement is available (a movement kernel), and a 25 natural history consistent with pandemic influenza; we show that for the estimated kernel, 26 local cumulative incidence is positively correlated with population density when susceptible 27 individuals are more connected in space than infectious individuals. Conversely, when 28 infectious individuals are more connected, local cumulative incidence is negatively correlated 29 with population density. The amplitude of correlation is substantial for the estimated kernel.
Population gradient was defined as the difference between the population density of a cell and the average population density of the 9 surrounding cells in the square lattice.
When only susceptible individuals were assumed to be mobile, location-specific attack rates 147 were positively correlated with log population density, correlation coefficient c=0.75 148 ( Figure 1C ). Attack rates varied between a minimum of 33.72% to a maximum of 45.76%, an 149 absolute range of 12.04%. Location-specific attack rates were slightly less correlated with the 150 log gradient of population density (correlation coefficient c=0.73, Figure 1D ). Locations with 151 higher attack rates tended to be densely populated relative to neighboring locations 152 (Figures 2A and 2C) . Figure 2B illustrates the uniformity in attack rate obtained from dual 153 mobility (locations with attack rate 0 are empty). S-mobility and (D) I-mobility. We change color scale between plots to better illustrate the emergent patterns. A total of 3 pixels are unpopulated and so attack rates are necessarily always zero in these locations.
Conversely, when only infectious individuals were assumed to be mobile, pixel attack rates 155 were negatively correlated with log population density (c=-0.7707, Figure 1E ) and even more 156 strongly negatively correlated with log density gradient (c=-0.8816, Figure 1F ). Attack rates even the strong variability outlined above would be missed by most surveillance systems. The absolute range of attack rates for the susceptible-only movement was reduced to 1.67% when 163 aggregated to 8km by 8km pixels. Even though the effect of infectious-only movement was 164 stronger than for susceptible-only mobility, it was rapidly hidden by the aggregation of pixels, 165 with the absolute range dropping to 3.78% when aggregated to 8km by 8km pixels. Results of 166 aggregation are plotted in figures S1 and S2. The underlying mobility choice kernel K was defined by the relative probability of making a 176 contact in a population at a distance x and of population size m. It was parameterized by an 177 offset distance d, a distance power γ and destination population power α; 178 K = m α /(1 + d/x) −γ , with values obtained by fitting to data from this population [22] . 179 Qualitatively, our conclusions about the impact of differential contact rates by susceptible 180 individuals were not sensitive to values for the offset distance d nor the distance power γ ( Figures 4A-4D ). However, they were sensitive to values of the destination power α for which Intriguingly, with the often-assumed default value α = 1, the correlation between local attack 184 rates and population density or gradient have the opposite sign ( Figures S3 and S4 ). Moreover, 185 α = 1 induces weaker correlations with local population gradient. Stochastic solutions to the meta-population models suggest that attack rate variation driven by 187 asymmetric mobility would not be dominated by demographic stochasticity ( Figure 5 ).
188
Although attack rate variation driven may be dominated by stochastic effects for small 189 populations, this was not the case for medium and high population densities. For pixels with 190 the smallest population, the amplitude of variation expected to arise from asymmetric mobility 191 is similar to that which may arise by chance due to stochastic effects. However, as the size of 192 the pixel populations increases, the expected amplitude of stochastic variation diminishes more 193 quickly than does the expected amplitude of variation due to asymmetric mobility ( Figure S5 ).
194
For example, using susceptible-only mobility for 1km by 1km pixels with populations between 195 1 and 85,163, the standard deviation in attack rate due to stochasticity is 9.45% while the 196 standard deviation of expected attack rates due to asymmetric mobility is 2.61%. Figure S7 ).
201
Summary statistics for these alternate scenarios for a range of deterministic model variants we 202 have studied are shown in Table S1 . 203 Table S1Summary statistics for different model parameters, populations and mobility assumptions. Results for different grid sizes involve aggregation of result obtained at 1km by 1km resolution. In all cases, empty cells are omitted from calculations. It is therefore possible to obtain a smaller minimum value of attack rate after aggregation. Conversely, for the often implicitly assumption that the kernel is directly proportional to 212 population size, susceptible-only movement is positively correlated with population density.
213
Our study has a number of limitations. We have not considered spatial variation in the age 214 distribution of people, because these data were not available for our study population.
215
Variability in local attack rates will very likely also be driven in non-trivial ways by spatial 216 correlation in the proportion of the population in different age classes. Nor have we considered 217 multiple years of transmission which would extend the applicability of our results beyond 218 pandemic scenarios for influenza and other emergent pathogens.
219
The negative correlation between local attack rate and population density that we observe with 220 the most likely parameter values for some mobility assumptions is intriguing and somewhat 221 counter intuitive. However, our sensitivity analysis with respect to kernel population power α is locally densely populated, and prevalence is initially proportional to population density.
If the travel kernel K is dominated by distance (α small, c.f. figure S3a), then some of the infectious population in each pixel will relocate to neighbouring pixels. The result is a higher prevalence in locally sparsely populated pixels. Moreover, a larger local gradient will allow this phenomenon to persist. Infection status is recorded by home location, which, under the I-mobility assumption, is equivalent to location when susceptible/recovered.
These results illustrate the potential knock-on effects of little or no dependence between 232 transmissibility and population density: that infectious people from more densely populated 233 areas go to nearby sparsely populated areas and in some sense "seek out" people in those areas 234 to infect so they can reach their quota (I-mobility). Within the realm of parameters that are 235 supported by studies of human movement and infectious processes, the behaviors implied by 236 the models we presented here seem valid.
237
Mobility assumptions also have implications for the interpretation of attack-rates derived from 238 individual-based models, many of which assume implicitly that the spread of infection is 239 driven by the movement of individuals. We have shown that, whichever mobility assumption is 240 made in a given model, it is possible to modify this assumption by replacing isotropic K by a 241 convoluted non-isotropic kernel L that accounts for different contact patterns. In particular, the 242 low-prevalence assumption makes this transformation achievable with minimal modification to 243 existing computer programs. Therefore, developers of individual-based models may wish to 244 consider alternate connectivity matrices for their simulations so as to explicitly reflect different 245 spatial assumptions about the force of infection. 246 We have also shown that the implications of typical assumptions that are made in spatially explicit FOI terms, including approximations to this crucial normalization, are non-trivial at 248 small spatial scales. Such assumptions are, however, often not addressed explicitly and so may 249 contribute unknowingly to results. We hope to offer clarity in the interpretation of FOI in 250 spatial models, and to have provided a comprehensive framework from which we can gain a 251 deeper understanding of the role of spatial mobility in disease transmission dynamics as 252 infectious disease incidence data become available at higher and higher spatial resolution. 
261
The way in which these contacts are distributed in space does, however, depend on distance 262 and population density, and is described via a spatial kernel K. In matrix notation, K ij is 263 defined as the proportion of time spent by an agent from location i in location j. The 264 assumption of uniformity of total contact therefore means that the rows of K sum to unity. Our 265 model employs the offset gravity kernel, defined as follows:
with baseline parameters of a = 0.58, p = 2.72, α = 0.52, where r ij denotes the geodesic 267 distance between the centre-points of cells i and j. Of the kernel structures studied in [22], 268 offset gravity is shown to best represent contact data. Imposing the constraint that K is 269 stochastic renders redundant the factor N i in the numerator (owing to row-normalisation).
270
Population density map 271 We used rectangular excerpts from the Landscan dataset [25] with the lower left corner of the 272 rectangle located on the centre of the city of Guangzhou, China. The rectangle is 55 k from 273 east to west and 33 k from north to south, and a 4 k boundary area was excluded after 274 simulation.
275
The boundary area was chosen according to the following rationale: when population density 276 data for large suburban areas is truncated for the purpose of simulation, it is equivalent to 277 imposing empty space outside of the boundary, and this modification may effect the attack 278 rates calculated in cells close to that boundary. We ran simulations on a large area of 1km by 279 1km squares, and on smaller areas contained within this larger area. We found that attack rates 280 agree on all cells on the interior of the smaller area once a 4km perimeter is removed.
281

Force-of-infection 282
Let A denote the S-mobility kernel and B the I-mobility kernel. Then the age-independent 283 generalized FOI equation is given by:
(2)
For reduced mobility, movement of the non-infectious population is governed by a parameter δ 285 such that A = (1 − δ)E + δK, where E is an identity matrix representing absence of spatial 286 mobility. Similarly, we describe mobility of infective individuals by such that 287 B = (1 − )E + K.
288
If K is the n × n spatial kernel, indexed by i, j, k, l, and C the 4 × 4 age-mixing matrix, 289 indexed by a, b, c, d, then the age-explicit dual-mobility equation is given by:
where 1 bc = 1 ∀b, d. This can be combined with equation (2) to give the age-dependent system 291 with reduced mobility.
292
In all simulations presented in this study, we use the pointwise product of the matrices defining 293 number of contacts and duration of contact between age groups 0 − 4, 5 − 19, 20 − 64 and Figure 6 : Illustration of the transmission process with infectious-only mobility: location x is locally densely populated, and prevalence is initially proportional to population density. If the travel kernel K is dominated by distance (α small, c.f. figure S3a) , then some of the infectious population in each pixel will relocate to neighbouring pixels. The result is a higher prevalence in locally sparsely populated pixels. Moreover, a larger local gradient will allow this phenomenon to persist. Infection status is recorded by home location, which, under the I-mobility assumption, is equivalent to location when susceptible/recovered.
Protocol S1: Algebraic analyses
Uniform local attack rates for dual mobility assumptions 402 To show uniformity of attack rate with respect to space, we construct the final size equation for 403 the system. If the final size for age-group a in location i is given by z a,i = R a,i /N i , then
As reasoned in Ref [26] (for the S-mobility FOI with denominator N i , and in the absence of 405 age-mixing), if there exists a solution z such that z a,i = x a , i.e. final sizes are independent of 406 space, then we have:
If the distribution of age-groups is uniform in space, then we have N a,i /N i = q a , and so, if 408 there exists a solution to the age-only final size equation:
then z a,i = x a is a solution to equation (7), and final sizes are uniform in space.
It is shown in [26] that susceptible-only mobility induces uniformity of attack rate, using a FOI 412 with normalization by native population. In fact, we can show that uniformity is guaranteed 413 only when all agents are equally mobile, owing to denominator in the force of infection term, 414 which must be corrected to account for spatial mobility within the whole population.
415
For ease of notation, the following formulae are presented without explicit reference to 416 age-mixing, but this is always included in computational results (c.f. methods for age-explicit 417 formulae). The dual mobility FOI assumes that all agents are fully mobile as described by the 418 kernel K (a stochastic matrix). The dual mobility FOI on an agent resident in pixel i is given
where M j denotes the total population present in cell j. Crucially, when a model incorporates 421 spatial mobility, we can not say M j = N j . This FOI assumes frequency-dependent 422 transmission based on constant contacts, and describes the expected dynamics in an 423 agent-based system with explicit travel determined by K.
424
In the literature, the S-and I-mobility kernels are typically denoted as follows:
We claim that the denominators N j and N i do not accurately represent the population present 426 in cells j and i respectively in high resolution gridded models, owing to spatial mobility. The 427 argument below shows that the classic IM FOI serves as at least as a good approximation when 428 incidence is small, but the SM FOI does not.
429
Using the above equations, SM and DM both induce uniform cumulative attack rates in space.
430
The real SM FOI is significantly different to equation (14) in a way that is described by the ratio of total time spent in each cell and the native population of that cell.
432
Consider deriving the S-mobility and I-mobility FOIs from the dual mobility FOI. This 433 involves starting with equation (12) and replacing either the single appearance of K or the 434 single appearance of K T with the identity matrix (denoted E to avoid confusion with the I i ), 435 and adjusting denominators M j accordingly:
The denominator in equation (18) is not N j (the native population of cell j) but is instead the 437 population present in cell j according to K. In the case where these 2 quantities are equal, we 438 have uniformity of attack rates, as seen in the literature (using a similar argument to our proof 439 that the DM FOI induces uniform attack rates). This approximation makes the assumption that 440 prevalence is low, i.e. I i N i ∀i.
441
The further approximation in equation (19) requires that the total number of people leaving 442 each cell is the same as the total number of people arriving in each cell, or, because the row 443 sums of K are equal to 1 (k is stochastic), then K T is also stochastic. This is a weaker 444 assumption but is related to the N i → ∞ approximation used in [27] . When using the full FOI 445 terms for S-and I-mobility, the only case in which these conventional mobility assumptions 446 induce uniformity of attack rate is when each location is equally visited (in mathematical 447 terms, uniformity of total contact means that the spatial kernel is a stochastic matrix, and the 448 latter requirement is equivalent to the transpose of K also being stochastic, hence K is 449 orthogonal). The notion of normalization by total population present is not new to the 450 literature [28] , though is often excluded in the construction of spatial epidemic models.
451
Non-isotropic convoluted kernels 452 It is possible to change the mobility assumption in an existing model via an effective, or 453 convoluted kernel L such that replacing K with L in a given explicit FOI is equivalent to a 454 change of mobility assumption. In fact, we can write any spatially explicit FOI in the form:
for some matrix L. This formulation is essential in final size calculations. Then, for example, 456 the convoluted D-mobility kernel L D is given by In all simulations, we use the next generation matrix (NGM) method [23] to derive a global 462 transmissibility parameter β that yields our desired global R 0 . NGMs are derived from λ i , 463 evaluated at disease-free equilibrium (DFE). We can show that, in all 3 cases, using the 464 approximations to S-and I-mobility given in equations (18) and (22) the value of β obtained is 465 equal to that of the spatially heterogeneous system, maintaining heterogeneity in age only.
466
In the I-mobility case, the NGM is given by
Since K is a stochastic matrix, we have λ 1 (K) = 1 and so λ 1 (K T ) = 1, thus the dominant eigenvalue of G I is equal to the dominant eigenvalue of
Using S-mobility, we have
Note that X is a stochastic matrix, and so the dominant eigenvalue of G S is equal to the 471 dominant eigenvalue of G age .
472
A similar argument applies to dual mobility, where we have
Here, since Y is the product of 2 stochastic matrices, it must itself be stochastic, and so the 474 dominant eigenvalue of G D is also equal to the dominant eigenvalue of G age .
475
The arguments presented above for susceptible-only and dual mobility require that the same 476 travel kernel K be used to describe the movement of all age groups, i.e. K ij be independent of Table S1 : Summary statistics for different model parameters, populations and mobility assumptions. Results for different grid sizes involve aggregation of result obtained at 1km by 1km resolution. In all cases, empty cells are omitted from calculations. It is therefore possible to obtain a smaller minimum value of attack rate after aggregation. 
