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a b s t r a c t
In this paper a novel two-dimensional lattice Boltzmannmodel (LBM) is developed for uni-
form channel flows. The axial velocity is solved from amomentum diffusion equation over
the cross-sectional plane. An extrapolation boundary condition is also introduced to en-
hance the no-slip boundary in the momentum equation. This boundary treatment can also
be applied to LBM simulations of other diffusion processes. The algorithm and boundary
treatment are validated by simulations of steady Poiseuille and pulsatile Womersley flows
in circular pipes. The numerical convergence and accuracy are comparable to those of ex-
isting models. Moreover, comparison with general three-dimensional lattice Boltzmann
simulations demonstrates the advantages of our two-dimensional model, including lower
computational resource requirements (memory and time), easier boundary treatment for
arbitrary cross-sectional shapes, and no velocity constraint. These features are attractive
for practical applications with uniform channel flows.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The lattice Boltzmannmethod (LBM) is a relatively newsimulation technique for complex fluid systems [1–3]. Originating
from classical statistical physics, LBM is a mesoscopic method, in which the fluid is modeled as a collection of pseudo-
particles, and such particles propagate and collide over a discrete lattice domain. Macroscopic continuity and momentum
equations can be obtained from this propagation–collision dynamics through a rigorous mathematical analysis. The
particulate nature and local dynamics provide advantages for complex boundaries and parallel computation. Successful
LBM applications include, to name but a few, those for multiphase flows, biological flows, particulate flows, flows in porous
materials, solid–fluid interfacial phenomena, and electrokinetics and electrohydrodynamics.
Uniform channel flows are commonly found in many industrial applications. In such situations, the transverse velocity
is zero and the axial velocity is independent of the axial position. Traditional numerical methods can easily simplify such
problems by solving them over a two-dimensional (2D) domain, i.e., the channel cross-section. This greatly reduces the
computational demand. However, due to the particular discretization of space and velocity in LBM, three-dimensional (3D)
lattice structures are required to resolve the axial velocity and the cross-sectional shapes even for such uniform channel
flows [4,5]. In addition to the large computation demand, such an approach also raises difficulties in the boundary treatment
for curved surfaces. This has been a weak point of this attractive LBM algorithm when compared to other traditional
computational fluid dynamics methods. Several axisymmetric LBM models [6–9] have been proposed; however, their
applications are limited to circular pipes and are no help for channels with arbitrary, non-circular cross-sectional shapes.
Therefore, in this work, we propose to solve the governing Navier–Stokes equation of fluid dynamics in uniform channel
flows as a convection–diffusion equation for the axial momentum over a 2D lattice space. This algorithm has been proved
by our numerical results with a much lower computational demand (time and memory), easier boundary treatment, and
comparable accuracy as compared to the commonly used 3D LBM models. In addition, the low velocity limit in the general
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Fig. 1. Schematic of a uniform channel with arbitrary cross-sectional shape.
LBM algorithm has been removed. This could be advantageous for reducing the computational time with a larger time step
and for improving the simulation accuracy with a larger velocity range.
2. Theory and model
2.1. Uniform channel flows
In general, the dynamic behaviors of incompressible flows are governed by the continuity
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and the Navier–Stokes equations [10]
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Here, t is time, g = (gx, gy, gz) is the body force, P is the pressure, ρ is the density, andµ is the viscosity. u, v, andw are the
three velocity components in the x, y, and z directions, respectively, in the Cartesian coordinates. For the particular situation
of flows through long, straight, and uniform channels (Fig. 1), there is no transverse velocity in the cross-sectional plane, i.e.,
v = w = 0 (5)
and, according to hydrostatics, the pressure in the cross-sectional plane is adjusted to counterbalance the external force [10]
− ∂P
∂y
+ ρgy = −∂P
∂z
+ ρgz = 0. (6)
In addition, the axial velocity u now is independent of the axial location x:
u = u(y, z, t). (7)
Under such conditions, Eqs. (1), (3) and (4) are automatically satisfied and Eq. (2) is simplified to
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where
Fx = −∂P
∂x
+ ρgx. (9)
Substituting the fluid momentum
n = ρu (10)
into Eq. (8) and taking ρ = constant for incompressible flows yields
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, (11)
where ν = µ/ρ is the kinematic viscosity. The above equation can also be considered as a diffusion equation for the axial
momentumn, with Fx as a source termand ν as the diffusion coefficient. Actually ν is also often interpreted as themomentum
diffusion coefficient in fluid mechanics [10].
2.2. The lattice Boltzmann method for solving the diffusion equation
In addition to its applications in simulating fluid systems, LBM has also been employed as a differential equation solver
for other problems, such as those of heat transfer [11], electrical fields [12–14], and convection–diffusion processes [15–18].
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Fig. 2. Boundary treatment for the no-slip boundary condition in the momentum diffusion equation. A lattice link (dashed line) intersecting with the
boundary (curved line) at xb connects a fluid node xf and a solid node xs .
To solve the above axial momentum diffusion equation (11), here we adopt a LBMmodel recently proposed by Shi et al. [18].
In this model, the distribution function fi is updated according to the following lattice Boltzmann equation:
fi(x+ ci1t, t +1t)− fi(x, t) = − fi(x, t)− f
eq
i (x, t)
τ
+1tFi + 1t
2
2
D¯iFi, (12)
where x = (y, z) is the transverse position in the cross-sectional plane, and τ is a relaxation parameter. The source term Fx
in Eq. (11) is represented by
Fi = wiFx (13)
and D¯i = ∂t + θci · ∇ , with θ ∈ [0, 1] as a parameter for different difference schemes [18]. In this work we use a forward
scheme for the temporal derivative with θ = 1 for simplicity, i.e., [18]
D¯iFi(x, t) = Fi(x, t)− Fi(x− ci1t, t −1t)
1t
. (14)
For a D2Q9 (2D, nine lattice velocities) lattice structure utilized in this work, the lattice velocity ci is
c0 = (0, 0); (15)
ci = [cos(i− 1)π/2, sin(i− 1)π/2], i = 1–4; (16)
ci = [cos(2i− 9)π/4, sin(2i− 9)π/4], i = 5–8, (17)
and the lattice weight factorsw0 = 4/9,w1−4 = 1/9, andw5−8 = 1/36. The axial momentum n can be calculated from the
distribution functions by
n =
−
i
fi (18)
and the equilibrium distribution f eqi is related to the axial momentum n via
f eqi = win. (19)
Through a Chapman–Enskog analysis [18], the diffusion equation (11) can be recovered from the above LBM algorithmwith
the non-dimensional relaxation parameter τ related to the momentum diffusion coefficient ν as
τ = 1
2
+ 3ν1t
1x2
. (20)
2.3. The no-slip boundary condition
The no-slip boundary condition in fluid mechanics required n = 0 at the channel surface. However, most existing
boundary treatments in LBM were proposed to enhance
∑
i fici = 0 or a specified vector at the boundary, and cannot
be directly utilized to address our need here, n =∑i fi = 0. Note now that n is the axial momentum and it can be positive,
negative, or even zero, without causing a numerical stability problem, since the operation
∑
i fici/
∑
i fi usually used to
calculate the fluid velocity in general LBM is not necessary any longer.
For this reason, here we modify the extrapolation method originally proposed by Guo et al. [19]. Consider a lattice link
connecting a fluid node xf and a solid node xs and intersecting with the boundary at xb (Fig. 2). The distribution function
f +i (xs, t), which is leaving the solid node xs after collision in the ci direction (i = 5 in Fig. 2) and will arrive at the fluid node
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xf at the next time step, can be expressed as [19]
f +i (xs, t) = f eqi (xs, t)+

1− 1
τ

f neqi (xs, t), (21)
where the equilibrium distribution
f eqi (xs, t) = win(xs, t) (22)
and the non-equilibrium distribution f neqi is to be discussed soon. Since the solid node xs is outside of the fluid domain, the
axial momentum n and distribution functions at this position are in fact just fictitious values. We assume a linear variation
of n along the lattice direction (dashed line in Fig. 2) and then the unknown n(xs) is approximated as
n(xs) = ∆− 1
∆
n(xf ), ∆ ≥ 0.75; (23)
n(xs) = ∆− 1
∆+ 1n(xff ), ∆ < 0.75, (24)
to achieve the no-slip boundary condition at xb, i.e., n(xb) = 0. Here ∆ = |xf − xb|/|xf − xs| and xff is the next fluid node
along the lattice direction, i.e., xff = 2xf − xs (Fig. 2). Similarly, following the process in [19], we estimate the unknown
non-equilibrium distribution f neqi at the solid node xs as
f neqi (xs) = f neqi (xf ), ∆ ≥ 0.75; (25)
f neqi (xs) = ∆f neqi (xf )+ (1−∆)f neqi (xff ), ∆ < 0.75, (26)
with
f neqi (x) = fi(x)− f eqi (x). (27)
Therefore, with Eqs. (21)–(25), we are able to estimate the distributions incoming to the fluid domain and therefore
complete the proposed algorithm. Numerical results will be presented next to validate and demonstrate the above model
and boundary treatment.
3. Validation and demonstration simulations
First, steady Poiseuille flows in a circular pipe with a radius R = 25 is simulated with the above described model. A
31×31 D2Q9 lattice domain is utilized and the pipe is put in the center of this domain. Also we set the relaxation parameter
τ = 0.8 and the fluid density ρ = 1. The flow is generated by applying a body force g = 10−5. The simulated axial velocity
u at different positions is compared to the analytical solution
u(r) = gR
2
4ν

1− r
2
R2

(28)
in Fig. 3(a). Here r = y2 + z2 is the distance to the pipe centerline. Clearly, all data points from our simulation fall
on the theoretical parabolic curve; this indicates excellent agreement and a good spatial isotropy in all redial directions.
Furthermore, Fig. 3(b) displays the relative error
ϵ = |uLBM − u(r)|
umax
, (29)
where umax = gR2/4ν is the maximum velocity at the pipe center. We can see that the errors are of the order of 10−3, which
is close to that from the original extrapolation method [19]. The maximum errors occur near the pipe surface (r ≈ R). This
is reasonable since the boundary treatment involves artificial linear extrapolations and assumptions (Fig. 3).
The numerical convergence behavior of thismodel and boundary condition is also investigated by checking themaximum
relative error ϵmax and the global L2-normal error
E2 =
∑[uLBM − u(r)]2∑
u2(r)
1/2
(30)
over the entire fluid domainwith different pipe sizes (Fig. 4). Again the error order is similar to those reported for the original
extrapolationmodel [19]. Linear fittings yield a slope of 1.90 for log10 ϵmax ∼ log10 R and a slope of 2.31 for log10 E2 ∼ log10 R,
indicating a second-order accuracy of thismethod. Both the absolute error values and the accuracy order are similar to those
of previous Womersley flow simulations using an axisymmetric 2D [9] or general 3D LBMmodels [20].
Next, we study pulsatile Womersley flows generated by a body force g = g0 cosωt with the amplitude g0 = 10−5 and
the angular frequency ω = 2π/50001t . The unsteady analytical solution is given by [21]
u(r, t) = Re

eiωt
iων
[
J0(λr)
J0(λR)
− 1
]
. (31)
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Fig. 3. The velocity u (a) and relative error ϵ of a Poiseuille flow in a circular pipe.
Fig. 4. The maximum and normal errors of Poiseuille flows in circular pipes with different radii.
Here i = √−1, λ = i3ω/ν, and J0 is the zero-order Bessel function of the first kind. Fig. 5(a) shows five representative
velocity profiles at ωt/2π = 3.7, 3.8, 3.9, 4.0, and 4.1 (from bottom to top). The agreement between our LBM results
(symbols) and the predictions from Eq. (31) is very good and the relative errors are less than 2%, which is even smaller than
that reported in a previous study using the general 3D LBMmethod [20]. Also Fig. 5(b) displays the velocity at the pipe center
changing with time over two periods. Again excellent agreement can be seen in both the velocity amplitude and the phase.
The center velocity amplitude u0 and phase lag φ are measured by fitting the LBM results (Fig. 5(b)) with
u(r = 0, t) = u0 cos(ωt + φ). (32)
The u0 and φ values obtained with different Womersley numbers α = R√ω/ν are plotted in Fig. 5(c) and compared with
analytical predictions from Eq. (31), with very good agreement found.
Recall that the purpose of this work is to reduce the computational demand by simulating such uniform channel flows
with 3DLBM.Obviously our 2DLBMmodel requires lessmemory; for example, theD2Q9 latticemodel has only 9distribution
functions at each node, but the typical D3Q19 model uses 19 distribution functions. To examine the performance of our 2D
model in terms of computational time, we simulate the flow in a 125 × 25 rectangular channel with both our 2D and the
general 3D LBMmodels. The 2D LBM simulation is carried out over a 131× 31 D2Q9 domain, while the 3D LBM calculation
is conducted using a 125 × 25 × 1 D3Q19 space. We use only one layer of lattice nodes in the axial direction in 3D LBM
to maximize the computational efficiency. Results from both 2D and 3D LBM simulations are found to both be in good
agreement with the theoretical solution [5], as shown in Fig. 6. Here, e and h are the channel sizes, respectively, in the
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Fig. 5. Comparisons of LBM results (symbols) with analytical solutions (lines) of pulsatileWomersley flows in a circular pipe: (a) velocity profiles at differ-
ent time instances, (b) the center velocity variation with time, and (c) the center velocity amplitude and lag phase changing with Womersley number α. .
y and z directions. However, to complete 10,000 time steps, our 2D model takes 48 s, while the general 3D LBM model
runs in 73 s. Please be aware that this comparison is conducted under exactly the same conditions: the same programmer,
same programming language, same compiler, and same computer. Also it should be noted that such a rectangular channel
is the best scenario for the 3D model, since a simple bounce-back mechanism serves the no-slip boundary condition. For
non-rectangular shapes, the simple bounce-back boundary conditionwill produce large inaccuracy, and amore complicated
boundary treatment is necessary [20]. Certainly the involvement of these complicated boundary conditionswill increase the
computational time as well as posing difficulties for program development. To demonstrate our method in such situations,
we simulated channel flows in elliptical and triangle pipes and the simulated velocity distributions were compared with
analytical solutions [22]:
u(x, y) = ga
2b2
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(33)
for an elliptical pipe with half-axes a and b in the x and y directions, respectively, and
u(x, y) =
√
3gy
2νa
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x+ y√
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2
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x− y√
3
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2

(34)
for an equilateral triangle with side length a. Again, excellent agreement was found here (Fig. 7). Note that these two cases
cannot be treated with the axisymmetric models [6–9]. On the other hand, simulating such flows with the general 3D LBM
model needs some special boundary treatments for the irregular, off-grid wall shapes. This will certainly further increase
the computational time over that for rectangular channels. However, no extra effort is required for any cross-sectional shape
with our current model, and the simulation time remains the same.
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Fig. 6. Velocity profiles of a rectangular channel flow across the symmetric planes from our 2D model (circles), the general 3D LBM model (crosses), and
fluid mechanics theory (lines).
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Fig. 7. Velocity distributions in elliptical ((a) and (b)) and triangle ((c) and (d)) channels. The velocity contours at 10% to 90% of the maximum velocity are
displayed in (a) and (c) with the channel boundary shown as thick lines. The simulated velocity profiles (circles) at three vertical planes (x = constant) are
compared with the respective analytical solutions, Eqs. (33)–(34) (lines), in (b) and (d).
In addition, an extra bonus from this 2D model is that a much larger axial velocity can be simulated without losing
numerical stability. For the D3Q19 model, the maximum body force is g = 0.0025 and the resulting maximum center
velocity is umax = 1.148; after that the simulation becomes unstable. It is interesting to note that, at this point, the
calculation is still stable but some of the distribution functions are already negative. On the other hand, we observe no
numerical instability even when the body force g = 1 and the center velocity umax = 461.17. We do not increase the force
further simply because it will take longer time to reach the steady state. The relative error remains constant as the force and
velocity increase. On the other hand, we have changed the relaxation parameter τ values from 0.51 (τ must be larger than
1/2 to ensure a positive fluid viscosity ν; see Eq. (20)) up to 4, for the circular pipe flow with R = 25 and g = 10−5. The
corresponding Reynolds numbers range from 0.06 to 7000, while all simulations are stable and the relative errors for the
maximum velocity are within 1%. These simulations demonstrate that our 2D LBMmodel can achieve amuch larger velocity
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(Reynolds number) without sacrificing numerical stability. This fact could be advantageous for reducing the computational
time with a larger time step and for improving the simulation accuracy with a larger velocity range.
4. Summary
We have proposed a novel 2D LBMmodel for uniform channel flows by solving the Navier–Stokes equation for the axial
velocity as a momentum diffusion equation in the cross-section plane. An extrapolation boundary treatment for the no-slip
boundary condition at the channel surface has also been developed. Also we have modified the extrapolation boundary
method to achieve a Dirichlet boundary condition (constant value) for the diffusion equation. The algorithm and boundary
condition have been validated by simulating steady Poiseuille flows and pulsatile Womersley flows through circular pipes.
Excellent agreement has been observed in comparison with theoretical solutions, and a second-order accuracy can be
achieved. Simulations of flows through a rectangular channel demonstrated that our 2Dmodel uses less computer memory,
takes less computational time, and withstands larger velocity than the general 3D LBMmodels. According to a recent study
by Kang et al. [23], the computational efficiency could be further improved by utilizing the two-dimensional, four-speed
(D2Q4) lattice model, without losing numerical accuracy. Also this model can deal with any arbitrary cross-sectional shapes
with no extra effort required, as demonstrated with flows in elliptical and triangle channels. Therefore, we believe that this
model has great practical potential for many applications.
Although itmay appear obvious and straightforward, this paper represents the first application of such an approach to the
LBM algorithm. A similar strategy has been commonly utilized in other computational fluid dynamics methods. However,
LBM deals with the distribution functions instead of macroscopic properties (e.g., pressure and velocity). In order to resolve
the axial velocity and the cross-sectional shapes, in previous works 3D LBM models were necessary. By considering the
axial momentum as a scalar property, 2D LBM models can therefore be utilized. Moreover, this method can be readily
extended to uniform channel flows with secondary flows in the cross-sectional plane, such as rotating microchannels in
lab-on-a-CD devices [4], by introducing a set of distribution functions for the in-plane velocity field over the same 2D lattice
grid. The boundary treatment proposed here is also useful for LBM simulations of convection–diffusion processes in various
applications.
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