Stability and convergence of a new finite volume method for a two-sided space-fractional diffusion equation by Feng, L. et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Feng, L.B., Zhuang, P., Liu, F., & Turner, I.
(2015)
Stability and convergence of a new finite volume method for a two-sided
space-fractional diffusion equation.
Applied Mathematics and Computation, 257, pp. 52-65.
This file was downloaded from: http://eprints.qut.edu.au/82699/
c© Copyright 2015 Elsevier B.V.
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://doi.org/10.1016/j.amc.2014.12.060
Stability and convergence of a new nite volume
method for a two-sided space-fractional diusion
equation
L.B. Fenga, P. Zhuanga, F. Liub,, I. Turnerb
aSchool of Mathematical Sciences, Xiamen University, Xiamen 361005, China
bSchool of Mathematical Sciences, Queensland University of Technology,
GPO Box 2434, Brisbane, Qld. 4001, Australia
Abstract
In this paper, we consider a two-sided space-fractional diusion equation with
variable coecients on a nite domain. Firstly, based on the nodal basis func-
tions, we present a new fractional nite volume method for the two-sided space-
fractional diusion equation and derive the implicit scheme and solve it in matrix
form. Secondly, we prove the stability and convergence of the implicit fractional
nite volume method and conclude that the method is unconditionally stable
and convergent. Finally, some numerical examples are given to show the eec-
tiveness of the new numerical method, and the results are in excellent agreement
with theoretical analysis.
Keywords: finite volume method, variable coecients, Riesz fractional
derivative, fractional diusion equation, nodal basis functions, stability and
convergence
1. Introduction
There has been increasing interests in the description of physical and chem-
ical process by means of equations involving fractional derivatives over the last
decades. And, fractional derivatives have been successfully applied into many
sciences, such as the fractional diusion and wave equations [1, 2, 3, 4], subdiu-
sion and superdiusion equations [5, 6], electrical systems [7], bioengineering [8],
system biology [9], chemistry and biochemistry [10], hydrology [11, 12, 13, 14],
and nance [15, 16, 17, 18]. In the area of physics, fractional space derivatives
are utilized to model anomalous diusion or dispersion, where a particle spreads
at a rate inconsistent with the classical Brownian motion model [5]. Particularly,
the Riesz fractional derivative includes a left-sided Riemann-Liouville derivative
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and a right-sided Riemann-Liouville derivative that allow the modeling of ow
regime impacts from either side of the domain [19].
In this paper, we consider the following two-sided space-fractional diusion
equation with variable coecients:
@u(x; t)
@t
=
@
@x
§
C (x)
@u(x; t)
@x
 D(x)@
u(x; t)
@( x)
ª
+ f(x; t); (1)
subject to the initial condition
u(x; 0) =  (x); 0  x  L; (2)
and the zero Dirichlet boundary conditions:
u(0; t) = 0; u(L; t) = 0; 0  t  T (3)
where 0 <  < 1, C (x) and D(x) are the nonnegative diusion coecients, and
f(x; t) is a source term. The operators @
u(x;t)
@x ,
@u(x;t)
@( x) are the left and right
Riemann-Liouville fractional derivatives on a finite domain [a; b] dened by
@u(x; t)
@x
=
1
 (1  )
@
@x
Z x
a
(x  ) u(; t)d;
@u(x; t)
@( x) =
 1
 (1  )
@
@x
Z b
x
(   x) u(; t)d:
where  () represents the Euler gamma function.
Remark. When the variable coecients considered in Eq.(1) take the following
special form
C (x) = D(x) =   k
2 cos((1 + )=2)
; k > 0;
a space-fractional diusion equation with Riesz fractional operator can be ob-
tained as
@u(x; t)
@t
= k
@1+u(x; t)
@jxj1+ + f(x; t); (4)
where the Riesz fractional operator @
1+u
@jxj1+ is dened as
@1+u(x; t)
@jxj1+ =  
1
2 cos (1+)2

@1+u(x; t)
@x1+
+
@1+u(x; t)
@( x)1+

; (5)
The Riesz fractional derivative is a symmetric fractional derivative, which
was derived from the kinetics of chaotic dynamics by Saichev and Zaslavsky [20]
and summarized by Zaslavsky [19]. Generally, the Grunwald-Letnikov deriva-
tive is used to approximate to the Riesz fractional derivative, most of which
are nite dierence methods [21, 22, 23, 24, 26, 27, 29, 37, 38]. In addition,
the matrix transform method [25, 35], Galerkin nite element method [28],
2
predictor-corrector method [36], variational iteration method [39] and alternat-
ing direction method [30] are also proposed to applied to the fractional diusion
equations with Riesz space fractional derivative.
Applying the nite volume method to solve the fractional diusion equations
is sparse. Hejazi et al. [31] and Liu et al. [32] proposed the nite volume method
for solving the fractional diusion equations respectively, and Yang et al. [34]
extend the nite volume method to the two dimensional fractional diusion e-
quation, all of which are without theoretical analysis. Recently, Hejazi et al. [33]
employed the nite volume method for the space advection-dispersion equation.
They utilized fractionally-shifted Grunwald formulae for the fractional deriva-
tive and proved the stability and convergence of the scheme, whose accuracy is
O( + h). To the best of the authors' knowledge, stability and convergence of
the nite volume method based on the nodal basis functions to the two-sided
space-fractional diusion equation are still not reported in the literature. To-
tally dierent from [33], in this paper, we propose a new nite volume method
based on the nodal basis functions for the two-sided space-fractional diusion
equation, and obtain the implicit nite volume method. Furthermore, we prove
that the new implicit nite volume method for the two-sided space-fractional
diusion equation is unconditionally stable and convergent with the accuracy
of O( + h2).
The outline of the paper is as follows. In Section 2, we rst present a
new fractional nite volume method for the two-sided space-fractional diusion
equation, and then the implicit fractional nite volume method based on the
nodal basis functions is derived. We prove the stability and convergence of the
implicit fractional nite volume method for Eq.(4) in Section 3. Finally, some
numerical results for the nite volume method are carried out and the results
are compared with the exact solution.
2. A new fractional nite volume method
In this section, we propose a new nite volume method using nodal basis
functions for solving the two-sided space-fractional diusion equation, which is
subject to zero Dirichlet boundary conditions.
@u(x; t)
@t
=
@
@x
§
C (x)
@u(x; t)
@x
 D(x)@
u(x; t)
@( x)
ª
+ f(x; t); (6)
We dene tn = n , n = 0; 1;    ; N , let 
 = [0; L] be a nite domain, setting
Sh be a uniform partition of 
, which is given by xi = ih for i = 0; 1;    ;m,
where  = T=N and h = L=m are the time and space steps, respectively. First,
we present the semi-discrete form of Eq.(6), the implicit Euler scheme:
u(x; tn)  u(x; tn 1)

=
@
@x
§
C (x)
@u(x; tn)
@x
 D(x)@
u(x; tn)
@( x)
ª
+ f(x; tn) (7)
3
Furthermore, let xi 1=2 = (xi 1 + xi)=2 (i = 1; 2;    ;m) be the mid-point of
the interval [xi 1; xi]. Then, we take the integration of the governing equation
over a control volume [xi 1=2; xi+1=2] for i = 1; 2;    ;m  1, which leads toZ xi+1=2
xi 1=2
u(x; tn)dx  
h
C (x)
@u(x; tn)
@x
 D(x)@
u(x; tn)
@( x)
ixi+1=2
xi 1=2
=
Z xi+1=2
xi 1=2
u(x; tn 1)dx+ 
Z xi+1=2
xi 1=2
f(x; tn)dx (8)
Now, we dene the space Vh as the set of piecewise-linear polynomials on the
mesh Sh, the nodal based functions 0; 1; : : : ; m of Vh can be expressed in the
form
i(x) =
8<:
x xi 1
h ; x 2 [xi 1; xi],
xi+1 x
h ; x 2 [xi; xi+1],
0; elsewhere.
(9)
where i = 1; 2; : : : ;m  1, and
0(x) =
 x1 x
h ; x 2 [x0; x1],
0; elsewhere.
(10)
m(x) =
 x xm 1
h ; x 2 [xm 1; xm],
0; elsewhere.
(11)
Then the approximation solution uh(x; tn) 2 P (a; b) with piecewise polynomials
can be expressed as
uh(x; tn) =
m 1X
j=1
unj j(x): (12)
Substituting Eq.(12) into Eq.(8), the corresponding scheme can be formulated
as
m 1X
j=1
unj
Z xi+1=2
xi 1=2
j(x)dx  
m 1X
j=1
unj
h
C (x)
@j(x)
@x
 D(x)@
j(x)
@( x)
ixi+1=2
xi 1=2
=
m 1X
j=1
un 1j
Z xi+1=2
xi 1=2
j(x)dx+ 
Z xi+1=2
xi 1=2
f(x; tn)dx (13)
To solve Eq.(13), we recall the following results, which can be derived by direct
calculation. For i = 1; 2;    ;m  1, we have
Z xi+1=2
xi 1=2
j(x)dx =
8<:
h=8; ji  jj = 1,
3h=4; i = j,
0; otherwise.
(14)
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The operators @

@x and
@
@( x) are non-local operators. We can summarize the
main results as follows:
@j(xi+1=2)
@x
=
1
 (2  )h
8>><>>:
0; j > i+ 1
2 1; j = i+ 1
(3=2)1    2; j = i
ci j+1; j < i
(15)
@j(xi 1=2)
@x
=
1
 (2  )h
8>><>>:
0; j > i
2 1; j = i
(3=2)1    2; j = i  1
ci j ; j < i  1
(16)
@j(xi+1=2)
@( x) =
1
 (2  )h
8>><>>:
cj i; j > i+ 1
(3=2)1    2; j = i+ 1
2 1; j = i
0; j < i
(17)
@j(xi 1=2)
@( x) =
1
 (2  )h
8>><>>:
cj i+1; j > i
(3=2)1    2; j = i
2 1; j = i  1
0; j < i  1
(18)
where ci = (i  3=2)1    2(i  1=2)1  + (i+ 1=2)1 , i = 2; 3;   
Therefore, we can rewrite Eq.(13) as
h
8
(uni 1 + 6u
n
i + u
n
i+1) 
m 1X
j=1
unjGij
=
h
8
(un 1i 1 + 6u
n 1
i + u
n 1
i+1 ) + 
Z xi+1=2
xi 1=2
f(x; tn)dx (19)
where
g1;ij = C (xi+1=2)
@j(xi+1=2)
@x
  C (xi 1=2)
@j(xi 1=2)
@x
; (20)
g2;ij = D(xi+1=2)
@j(xi+1=2)
@( x)   D(xi 1=2)
@j(xi 1=2)
@( x) ; (21)
and
Gij = g1;ij   g2;ij : (22)
5
Here, for i = 1; 2;    ;m  1, we define
(Fn)Ti =
Z xi+1=2
xi 1=2
f(x; tn)dx (23)
Aij =
Z xi+1=2
xi 1=2
j(x)dx; U
n = [un1 ; u
n
2 ;    ; unm 1]T : (24)
Thus, the equation (19) can be simplied as
(A G)Un = AUn 1 + Fn; (25)
The boundary and initial conditions are discretized as
u0i =  (ih); U
0 = [u01; u
0
2;    ; u0m 1]T ;
where i = 1; 2;    ;m  1.
3. Theoretical analysis of the finite volume method
For simplicity, we consider the theoretical analysis of special form (4), i.e.
C (x) = D(x) =   k
2 cos((1 + )=2)
; k > 0:
3.1. Stability
Here, we consider the stability of the implicit Euler scheme (25). Before
giving the proof, we start with some useful lemmas.
Lemma 1. Assume that 0 <  < 1, we define ci as
ci = (i  3
2
)1    2(i  1
2
)1  + (i+
1
2
)1 ; i = 2; 3;    (26)
then ci is increasing monotonically as i increases, and
ci < 0; i = 2; 3;    (27)
Proof. Setting functions f(x) and F (x) in the interval (0;+1) as
f(x) = x1    (x+ 1)1 ;
and
F (x) = f(x)  f(x+ 1):
First, we shall prove F (x) < 0 for all x > 0. Since x > 0 and 0 <  < 1, then
we have
f 0(x) = (1  )

x    (x+ 1) 

= (1  )
 1
x
  1
(x+ 1)

> 0:
6
Therefore, f(x) is increasing monotonically as x increases and
f(x)  f(x+ 1) < 0;
which means, for all x > 0,
F (x) < 0:
Now, we consider the property of F (x). Since x > 0 and 0 <  < 1,
f 00(x) =  (1 )

x  1 (x+1)  1

=  (1 )
 1
x+1
  1
(x+ 1)+1

< 0:
By using the Taylor expansion, we have
f(x+ 1) = f(x) + f 0(x) +
1
2
f 00() < f(x) + f 0(x);  2 (x; x+ 1)
f(x  1) = f(x)  f 0(x) + 1
2
f 00() < f(x)  f 0(x):  2 (x  1; x)
To sum each side of the inequalities respectively, we obtain
f(x+ 1) + f(x  1) < 2f(x);
which means
f(x  1)  f(x) < f(x)  f(x+ 1);
namely,
F (x  1) < F (x):
Thus, for all x > 0, we have F (x) < F (x+ 1).
It is easy to check that
ci = F (i  3
2
):
When i  2, it holds
ci < 0 and ci < ci+1:
Hence, the proof is completed.
Lemma 2. Assume that 0 <  < 1, ci is defined the same as (26), then
lim
i!+1
ci = 0; (28)
and
+1X
i=2

ci+1   ci

=  c2: (29)
7
Proof. By using the Taylor expansion, we obtain
lim
x!+1

x   2(x+ 1) + (x+ 2)

= lim
x!+1x


1  2(1 + 1
x
) + (1 +
2
x
)

= lim
x!+1x


1  2(1 + 
x
+O(
1
x2
)) + (1 +
2
x
+O(
1
x2
))

= lim
x!+1x
O(
1
x2
)
= 0;
where 0 <  < 1.
Hence,
lim
i!+1
h
(i  3
2
)1    2(i  1
2
)1  + (i+
1
2
)1 
i
= 0;
namely,
lim
i!+1
ci = 0:
Thanks to (28), the sum (29) can be obtained directly by summing ci+1   ci
from i = 2 to +1.
Now, we discuss the property of matrix G and matrix A G. Dene
k0 =   k
2 cos((1 + )=2)
> 0:
Theorem 1. Suppose that 0 <  < 1, the coecients Gij satisfy
jGiij >
m 1X
j=1;j 6=i
jGij j; i = 1; 2;    ;m  1: (30)
i.e., G is strictly diagonally dominant.
Proof. It is easy to obtain
Gij = P0
8>>>><>>>>:
cj i+1   cj i; j > i+ 1
3(1=2)1    (3=2)1  + c2; j = i+ 1
2

(3=2)1    3(1=2)1 

; j = i
3(1=2)1    (3=2)1  + c2; j = i  1
ci j+1   ci j : j < i  1
(31)
where P0 =
k0
 (2 )h > 0, ci = (i  32 )1  2(i  12 )1 +(i+ 12 )1 ; i = 2; 3;    .
First, we consider the signs of Gij . According to Lemma 1, Gij > 0 when
j > i+ 1 or j < i  1. For the items Gi;i+1 and Gi;i 1, we have
Gi;i+1 = Gi;i 1 = P0 

3(1=2)1    (3=2)1  + c2

= P0  (1=2)1   (4  3  31  + 51 ):
8
Since s(x) = 4  3  3x + 5x is decreasing monotonically as x increases in (0; 1)
and s(1) = 0, s(x) > 0. In addition, 0 <  < 1 and P0 > 0, therefore,
Gi;i+1 = Gi;i 1 > 0. For the item Gi;i,
Gi;i = 2P0 

(3=2)1    3(1=2)1 

= 2P0  (1=2)1   (31    3) < 0
as 0 < 1   < 1 and P0 > 0.
Now, for a given i, we consider the sum
m 1X
j=1;j 6=i
jGij j =
i 2X
j=1
jGij j+
m 1X
j=i+2
jGij j+ jGi;i 1j+ jGi;i+1j
= P0
§ i 2X
j=1
(ci j+1   ci j) +
m 1X
j=i+2
(cj i+1   cj i) + 2c2 + 2

3(
1
2
)1    (3
2
)1 
ª
< P0
§ i 2X
j= 1
(ci j+1   ci j) +
+1X
j=i+2
(cj i+1   cj i) + 2c2 + 2

3(
1
2
)1    (3
2
)1 
ª
= 2P0 

3(
1
2
)1    (3
2
)1 

=  Gi;i = jGi;ij
i.e.,
m 1X
j=1;j 6=i
jGij j < jGiij:
Thus, the proof is completed.
Theorem 2. Suppose that 0 <  < 1, define B = A G, then the coecients
Bij satisfy
jBiij >
m 1X
j=1;j 6=i
jBij j; i = 1; 2;    ;m  1: (32)
namely, B is strictly diagonally dominant. And the spectral radius of B 1 sat-
ises
(B 1) < 2=h: (33)
Proof. Now, we split the proof into two parts.
Part a: It is easy to obtain
Bij =
8>>>><>>>>:
P0 

cj i   cj i+1

; j > i+ 1
h=8  P0 

3(1=2)1    (3=2)1  + c2

; j = i+ 1
3h=4 + 2P0 

3(1=2)1    (3=2)1 

; j = i
h=8  P0 

3(1=2)1    (3=2)1  + c2

; j = i  1
P0 

ci j   ci j+1

; j < i  1
(34)
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Bii > 0 and Bij < 0 for j > i + 1 and j < i   1. For a given i, recalling the
property and coecients of Gij , we have
m 1X
j=1;j 6=i
jBij j =
i 2X
j=1
jBij j+
m 1X
j=i+2
jBij j+ jBi;i 1j+ jBi;i+1j
= P0
i 2X
j=1
(ci j+1   ci j) + P0
m 1X
j=i+2
(cj i+1   cj i)
+2
h=8  P0  3(1=2)1    (3=2)1  + c2
< P0
i 2X
j=1
(ci j+1   ci j) + P0
m 1X
j=i+2
(cj i+1   cj i)
+h=4 + 2P0 
3(1=2)1    (3=2)1  + c2
= h=4 +
m 1X
j=1;j 6=i
jGij j
< h=4 + jGiij = h=4 + 2P0 

3(1=2)1    (3=2)1 

< 3h=4 + 2P0 

3(1=2)1    (3=2)1 

= jBiij;
Hence,
m 1X
j=1;j 6=i
jBij j < jBiij;
and
jBiij  
m 1X
j=1;j 6=i
jBij j > h=2: (35)
Thus, B is strictly diagonally dominant.
Part b: As B is symmetric and strictly diagonally dominated with positive
diagonal elements, B is symmetric positive denite. Therefore, the eigenvalues
of B are real numbers. Let 0 be the eigenvalue of the matrix B. Then by the
Gerschgorin's circle theorem, we have
j0  Biij  ri =
m 1X
j=1;j 6=i
jBij j
i.e.,
Bii  
m 1X
j=1;j 6=i
jBij j  0  Bii +
m 1X
j=1;j 6=i
jBij j
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In view of (35), we have
0 < h=2 < 0;
thus
0 < 1=0 < 2=h:
Therefore, we obtain
(B 1) < 2=h;
which completes the proof.
The matrix B is strictly diagonally dominant, so B is nonsingular and in-
vertible. The scheme (25) can be rewritten as
Un = B 1AUn 1 + B 1F (36)
where B = A G.
Theorem 3. The spectral radius of B 1A satises (B 1A) < 1, hence the
scheme (36) is unconditionally stable.
Proof. As both B and A are symmetric positive denite, it is easy to conclude
that B 1 is symmetric positive denite and B 1A = B 
1
2 (B 
1
2AB 
1
2 )B
1
2 ,
which means that matrix B 1A is similar to matrix B 
1
2AB 
1
2 , i.e., B 1A 
B 
1
2AB 
1
2 . Therefore, matrix B 1A and matrix B 
1
2AB 
1
2 have the same
eigenvalues. Due to the symmetric positive deniteness of A and B, matrix
B 
1
2AB 
1
2 is symmetric positive denite. Thus, all the eigenvalues of matrix
B 
1
2AB 
1
2 are real and so are matrix B 1A. Letting  be the eigenvalue of
B 1A, to evaluate , we need to solve
det(I  B 1A) = det(B 1) det(B  A) = 0:
B is nonsingular and invertible, thus det(B 1) 6= 0. Now we just need to
consider the roots of det(B  A) = 0. Setting D = B  A, then
D = B  A
= (A G) A
= (  1)A  G
In a similar fashion, we can prove that when  > 1 or   0, D is diagonally
dominant. (see Appendix) Moreover, when  = 1, D is reduced to  G. Thanks
to Theorem 1, we have that G is strictly diagonally dominant, thus D is strictly
diagonally dominant as well. Therefore, det(D) 6= 0 for all   1 or   0.
According to the above analysis, as the roots of the equation det(B   A) = 0
exist,  must satisfy 0 <  < 1, which means the eigenvalue of B 1A satisfy
jj < 1. Thus, the spectral radius of B 1A satises
(B 1A) < 1;
which completes the proof.
11
3.2. Convergence
In the following, we suppose the symbol C ia a generic positive constant,
which may take dierent values at dierent places.
First we give the local truncation error of the implicit scheme. It is easy to
conclude that,Z xi+1=2
xi 1=2
@u(x; t)
@t
dx

t=tn
=
Z xi+1=2
xi 1=2
u(x; tn)  u(x; tn 1)

dx+O(h): (37)
Lemma 3 ([40]). If W (x) 2 C2[0; L], then
W (x) =
m 1X
j=1
Wjj(x) +O(h
2); (38)
and Z xi+1=2
xi 1=2
W (x)dx =
Z xi+1=2
xi 1=2
m 1X
j=1
Wjj(x)dx+O(h
3): (39)
Lemma 4. If 0 <  < 1, W (x) 2 C+1[0; L], then
@W (x+ h=2)
@x
  @
W (x  h=2)
@x

xi
=
@W (x)
@x
xi+1=2
xi 1=2
= O(h); (40)

@W (x+ h=2)
@( x)  
@W (x  h=2)
@( x)

xi
=
@W (x)
@( x)
xi+1=2
xi 1=2
= O(h): (41)
Proof. We dene G (x) = @
W (x)
@x , applying the Lagrange's mean value theorem,
we have
G (x+ h=2)  G (x  h=2) = hG 0(); x  h=2 <  < x+ h=2
namely,
@W (x+ h=2)
@x
  @
W (x  h=2)
@x
= h
@
@x

@W (x)
@x

x=
= h
@+1W ()
@x+1
As W (x) 2 C+1[0; L],@W (x+ h=2)@x   @W (x  h=2)@x
 = h@+1W ()@x+1
  Ch:
Thus, Eq.(40) holds. In a similar fashion, we can obtain Eq.(41) holds as well.
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Corollary 1. Combining Lemma 3 and Lemma 4, we obtain
@u(x; tn)
@x
xi+1=2
xi 1=2
=
m 1X
j=1
unj

@(xi+1=2)
@x
  @
(xi 1=2)
@x

+O(h3); (42)
@u(x; tn)
@( x)
xi+1=2
xi 1=2
=
m 1X
j=1
unj

@(xi+1=2)
@( x)  
@(xi 1=2)
@( x)

+O(h3): (43)
Proof. From Lemma 3, we have
u(x; tn) =
m 1X
j=1
unj j(x) +O(h
2):
In view of Lemma 4, we obtain
@[u(x; tn) 
Pm 1
j=1 u
n
j j(x)]
@x
xi+1=2
xi 1=2
= O(h  h2) = O(h3);
namely,
@u(x; tn)
@x
xi+1=2
xi 1=2
=
@(
Pm 1
j=1 u
n
j j(x))
@x
xi+1=2
xi 1=2
+O(h3);
Thus, Eq.(42) holds. In a similar fashion, we can obtain Eq.(43) holds as well.
Theorem 4. Let u be the exact solution of the problem (1)-(3). Then the
numerical solution u unconditionally converges to the exact solution u as h and
 tend to zero, and
jjun   unjj  C( + h2):
Proof. Let eni denote the error at grid points (xi; tn). Substituting u(xi; tn) =
u(xi; tn)  eni into Eq.(19) and combining Eqs.(37)-(43) yields
h
8
(eni 1 + 6e
n
i + e
n
i+1) 
m 1X
j=1
enjGij
=
h
8
(en 1i 1 + 6e
n 1
i + e
n 1
i+1 ) +O(
2h+ h3)
Using the conditions (2) and (3), we obtain the errors e0i = 0 and e
n
0 = e
n
m = 0
for i = 1; 2;    ;m  1 and j = 0; 1;    ; N . We can write the system in matrix-
vector form as
(A G)En = AEn 1 +O(2h+ h3)
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or
En =MEn 1 + b
where  = [1; 1;    ; 1]T , En = (en1 ; en2 ;    ; enm 1)T , M = (A   G) 1A and
b = O(2h+ h3)(A G) 1. By iterating and noting that E0 = 0, we obtain
En = (Mn 1 +Mn 2 +   + I)b:
Now, from Theorem 2 and Theorem 3, we have ((A G) 1) < 2h and (M) < 1
and so we can choose a vector norm and induced matrix norm jj  jj such that
jjM jj < 1 and jj(A G) 1jj < Ch 1. Then upon taking norms,
jjEnjj  (jjMn 1jj+ jjMn 2jj+   + 1)jjbjj
 (1 + 1 +   + 1)jjbjj
 O( + h2):
Thus,
jjEnjj  C( + h2);
which completes the proof.
4. Numerical examples
In order to demonstrate the eectiveness of our fractional nite volume
method, two examples are presented.
Example 1 First, we consider the following Riesz space fractional diusion
equation (RSFDE)
@u(x; t)
@t
=
@1+u(x; t)
@jxj1+ + f(x; t) (44)
subject to
u(x; 0) = x2(1  x)2; 0  x  1;
u(0; t) = u(1; t) = 0; 0  t  T
where 0 <  < 1,
f(x; t) =  x2(1  x)2e t + e
 t
2 cos (1+)2
n 24
 (4  ) [x
3  + (1  x)3 ]
  12
 (3  ) [x
2  + (1  x)2 ] + 2
 (2  ) [x
1  + (1  x)1 ]
o
;
and the exact solution is u(x; t) = x2(1  x)2e t.
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The L2-norm error between the exact solution un and the numerical solution
un is dened as
E2(h; ) =
Ì
h
m 1X
i=1
[uni   uni ]2:
The related numerical results is given in Table 1. Table 1 shows the error and
convergence rate of the implicit Euler scheme of RSFDE at t = 1:0 with  = h2,
where  is corresponding to three distinct values of  = 0:2,  = 0:5,  = 0:8.
According to the error and convergent rate in the table, as expected, the implicit
Euler scheme is stable. It can be seen that the numerical results are in excellent
agreement with the exact solution with the accuracy of O( + h2).
Table 1: The error and convergence rate of RSFDE.
h( = h2)
 = 0:2  = 0:5  = 0:8
E2(h; ) Rate E2(h; ) Rate E2(h; ) Rate
1=10 2.7712E-04 3.0779E-04 3.3713E-04
1=20 6.9875E-05 1.99 7.8099E-05 1.98 8.5633E-05 1.98
1=40 1.7325E-05 2.01 1.9427E-05 2.01 2.1608E-05 1.99
1=80 4.2932E-06 2.01 4.7881E-06 2.02 5.4228E-06 1.99
1=160 1.0684E-06 2.01 1.1766E-06 2.02 1.3553E-06 2.00
Example 2 Now, we consider the following two-sided space-fractional dif-
fusion equation (TSSFDE)
@u(x; t)
@t
=
@
@x
§
C (x)
@u(x; t)
@x
 D(x)@
u(x; t)
@( x)
ª
+ f(x; t); (45)
subject to
u(x; 0) = x2(1  x)2; 0  x  1;
u(0; t) = u(1; t) = 0; 0  t  T
where 0 <  < 1, C (x) = 1 x2 , D(x) =
1+x
2 , and the exact solution is u(x; t) =
x2(1  x)2e t.
The related numerical results are given in Table 2. Table 2 shows the error
and convergence rate of the implicit Euler scheme of TSSFDE at t = 1:0 with
 = 1=10000, where  is corresponding to three distinct values of  = 0:2,
 = 0:5,  = 0:8. According to the error and convergent rate in the table, as
expected, the implicit Euler scheme is stable. It can be seen that the numerical
results are in good agreement with the exact solution with the accuracy of
O( + h2 ).
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Table 2: The error and convergence rate of TSSFDE.
h
 = 0:2  = 0:5  = 0:8
E2(h; ) Rate E2(h; ) Rate E2(h; ) Rate
1=4 3.7380E-03 1.8801E-03 1.6317E-03
1=8 8.4249E-04 2.15 5.7789E-04 1.70 4.0121E-04 2.02
1=16 1.9809E-04 2.06 1.6781E-04 1.78 1.1427E-04 1.81
1=32 4.8979E-05 2.02 5.0249E-05 1.74 4.0472E-05 1.50
1=64 1.2668E-05 1.95 1.5704E-05 1.68 1.6763E-05 1.27
5. Conclusions
In this paper, we have developed and demonstrated a novel fractional nite
volume method with a nonlocal operator (using nodal basis functions) for solving
a class of two-sided space-fractional diusion equation. First, based on the
nodal basis functions, we derive the implicit fractional nite volume method of
the problem and rewrite the scheme in matrix form. Secondly, for the Riesz
space fractional diusion equation, we prove that the implicit fractional nite
volume method is unconditionally stable and convergent with the rate of O( +
h2). Finally, some numerical results for the fractional nite volume method are
given to show the stability, consistency and convergence of our computational
approach. This novel simulation technique provides excellent tools for practical
problems even when a complex transition zone is involved. This technique can
be extended to two-dimensional or three-dimensional problems with complex
regions. In the future, we would like to investigate the nite volume method for
fractional problem in high dimensions.
Appendix The property of matrix D.
Theorem 5. Suppose that 0 <  < 1, define D = (  1)A  G, when  > 1
or   0, the coecients Dij satisfy
jDiij >
m 1X
j=1;j 6=i
jDij j; i = 1; 2;    ;m  1: (46)
namely, D is strictly diagonally dominant.
Proof. It is easy to obtain
Dij =
8>>>>><>>>>>:
P0[cj i   cj i+1]; j > i+ 1
(  1)h8   P0[3( 12 )1    ( 32 )1  + c2]; j = i+ 1
(  1) 3h4 + 2P0[3( 12 )1    ( 32 )1 ]; j = i
(  1)h8   P0[3( 12 )1    ( 32 )1  + c2]; j = i  1
P0[ci j   ci j+1]; j < i  1
(47)
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Here we split the proof into two cases and four parts.
Case I: The value of  satises  > 1, then it is easy to conclude that Dii > 0
and Dij < 0 for j > i+ 1 and j < i  1.
Part a: If Di;i+1 = Di;i 1 = (  1)h8   P0[3(12 )1    ( 32 )1  + c2]  0, for a
given i, we consider the sum
m 1X
j=1;j 6=i
jDij j =
i 2X
j=1
jDij j+
m 1X
j=i+2
jDij j+ jDi;i 1j+ jDi;i+1j
= P0
i 2X
j=1
(ci j+1   ci j) + P0
m 1X
j=i+2
(cj i+1   cj i)
+(  1)h
4
  2P0[3(1
2
)1    (3
2
)1  + c2]
< P0
i 2X
j= 1
(ci j+1   ci j) + P0
+1X
j=i+2
(cj i+1   cj i)
+(  1)h
4
  2P0[3(1
2
)1    (3
2
)1  + c2]
= (  1)h
4
  2P0[3(1
2
)1    (3
2
)1  + 2c2]
= (  1)h
4
  2P0[5(1
2
)1    5(3
2
)1  + 2(
5
2
)1 ]
< (  1)3h
4
+ 2P0[3(
1
2
)1    (3
2
)1 ] = jDiij;
as
2P0[8(
1
2 )
1    6( 32 )1  + 2( 52 )1 ]
= 4P0(
1
2 )
1 [4  3  31  + 51 ] > 0 >  (  1)h2 :
Therefore,
m 1X
j=1;j 6=i
jDij j < jDiij:
Part b: If Di;i+1 = Di;i 1 = (  1)h8   P0[3( 12 )1    ( 32 )1  + c2] < 0, for a
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given i, we consider the sum
m 1X
j=1;j 6=i
jDij j =
i 2X
j=1
jDij j+
m 1X
j=i+2
jDij j+ jDi;i 1j+ jDi;i+1j
= P0
i 2X
j=1
(ci j+1   ci j) + P0
m 1X
j=i+2
(cj i+1   cj i)
 (  1)h
4
+ 2P0[3(
1
2
)1    (3
2
)1  + c2]
< P0
i 2X
j= 1
(ci j+1   ci j) + P0
+1X
j=i+2
(cj i+1   cj i)
 (  1)h
4
+ 2P0[3(
1
2
)1    (3
2
)1  + c2]
= 2P0[3(
1
2
)1    (3
2
)1 ]  (  1)h
4
< 2P0[3(
1
2
)1    (3
2
)1 ] + (  1)3h
4
= jDiij
Therefore,
m 1X
j=1;j 6=i
jDij j < jDiij:
Case II: The value of  satises   0, then it is easy to conclude that Dii < 0
and Dij  0 for j > i+ 1 and j < i  1.
Part c: If Di;i+1 = Di;i 1 = (  1)h8   P0[3( 12 )1    ( 32 )1  + c2]  0, for a
given i, we consider the sum
m 1X
j=1;j 6=i
jDij j =
i 2X
j=1
jDij j+
m 1X
j=i+2
jDij j+ jDi;i 1j+ jDi;i+1j
= P0
i 2X
j=1
(ci j   ci j+1) + P0
m 1X
j=i+2
(cj i   cj i+1)
+(  1)h
4
  2P0[3(1
2
)1    (3
2
)1  + c2]
< P0
i 2X
j= 1
(ci j   ci j+1) + P0
+1X
j=i+2
(cj i   cj i+1)
+(  1)h
4
  2P0[3(1
2
)1    (3
2
)1  + c2]
= (  1)h
4
  2P0[3(1
2
)1    (3
2
)1 ]
<  (  1)3h
4
  2P0[3(1
2
)1    (3
2
)1 ] = jDiij
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Therefore,
m 1X
j=1;j 6=i
jDij j < jDiij:
Part d: If Di;i+1 = Di;i 1 = (  1)h8   P0[3( 12 )1    ( 32 )1  + c2] < 0, for a
given i, we consider the sum
m 1X
j=1;j 6=i
jDij j =
i 2X
j=1
jDij j+
m 1X
j=i+2
jDij j+ jDi;i 1j+ jDi;i+1j
= P0
i 2X
j=1
(ci j   ci j+1) + P0
m 1X
j=i+2
(cj i   cj i+1)
 (  1)h
4
+ 2P0[3(
1
2
)1    (3
2
)1  + c2]
< P0
i 2X
j= 1
(ci j   ci j+1) + P0
+1X
j=i+2
(cj i   cj i+1)
 (  1)h
4
+ 2P0[3(
1
2
)1    (3
2
)1  + c2]
=  (  1)h
4
+ 2P0[3(
1
2
)1    (3
2
)1  + 2c2]
=  (  1)h
4
+ 2P0[5(
1
2
)1    5(3
2
)1  + 2(
5
2
)1 ]
<  (  1)3h
4
  2P0[3(1
2
)1    (3
2
)1 ] = jDiij;
as
2P0[8(
1
2 )
1    6( 32 )1  + 2( 52 )1 ]
= 4P0(
1
2 )
1 [4  3  31  + 51 ] < 0 <  (  1)h2 :
Therefore,
m 1X
j=1;j 6=i
jDij j < jDiij:
Thus, the proof is completed.
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