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Abstract 
K-Means algorithm is one of the famous partitioning clustering techniques that has been studied extensively. 
However, the major problem with this method that it cannot ensure the global optimum results due to the random 
selection of initial cluster centers. In this paper, we present a novel method that selects the initial cluster centers with 
the help of Voronoi diagram constructed from the given set of data points. The initial cluster centers are effectively 
selected from those points which lie on the boundary of higher radius Voronoi circles. As a result, the proposed 
method automates the selection of the initial cluster centers to supply them for K-means. The proposed method is 
experimented on various artificial (hand-made) as well as real world data sets of various dimensions. It is observed 
that it is able to produce better clustering results than the traditional K-means and the improved K-means. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of C3IT 
Keywords: Clustering; K-means; improved K-means; Voronoi diagram; error rate 
1. Introduction and background 
  Clustering is one of the efficient data mining techniques to classify the intrinsic structure that lies 
behind the given data objects (points) [1]. It refers to the process of organizing the given objects into 
homogeneous classes called clusters whose members are similar to each other.  Clustering has been 
applied in a wide variety of fields. For instance wireless sensor networks [2], economic science [3], 
medicine [4] etc. Based on various characteristics, clustering mainly divided into two models, namely, 
partitioning algorithms [1] and hierarchical algorithms [1]. Partitioning clustering algorithms have widely 
been applied because of its effectiveness and applicability for the large data sets. It mainly involves in 
partitioning the given data set into a number of disjoint clusters. K-means [1] is the most popular one 
among all the partitioning clustering techniques. Although it is very simple and robust in clustering large 
data sets, the method suffers from a few draw backs. The user needs to provide the number of clusters 
which is difficult to know in advance for many real world data sets. But the major problem it suffers that 
it is very sensitive for the selection of initial cluster centers. As a result, it cannot always produce global 
optimum results. A number of attempts [5], [6], [7] have been made to resolve this problem. In this paper, 
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we propose a new method to solve the same problem. However, our method is based on the Voronoi 
diagram [8] constructed from the given data set. We use the points lying on the higher radius Voronoi 
circles to find the initial cluster centers. We experiment our method on various synthetic and real world 
data sets from UCI machine learning repository [12] and observe that it is able to produce the results 
better than the K-means [1] and improved K-means [9] algorithms. The rest of the paper is organized as 
follows. The useful preliminaries are discussed in section 2. The proposed method is given in section 3. 
The experimental results are described in section 4 followed by the conclusion in sections 5.  
2. Preliminaries 
2.1. K-means clustering 
The K-means algorithm [10] has the following steps: 
Step 1: Select k initial cluster centers c1, c2,…,ck  randomly from the given n points {x1, x2, …, xn}, k  n.
Step 2: Assign each point xi, i =1, 2, … , n  to the cluster Cj corresponding to the cluster center cj, for j = 
1, 2, … , k  iff  piji  - cx - cx d ,    p = 1, 2, …, k and  j  p.







    for  i = 1, 2, …, k.
where ni is the number of data points belonging to the cluster  Ci.
Step 4: If   ci* = ci , i = 1, 2, …, k, then  terminate. Otherwise continue from step 2. 
It is clear from the step 1 that the clustering results depend on the initial cluster centers which are chosen 
randomly.  
2.2 Voronoi diagram 
      Given a set of n points S = {p1, p2, …,  pn} in a m-dimensional Euclidean space, the Voronoi diagram 
[8] of S is defined as the subdivision of the space into n cells such that each point belongs to only one cell.
We denote the Voronoi diagram of S as Vor(S). Let d(a, b) denote the distance between the points a and b
in this space.  Then the definition implies that a point u lies in the cell corresponding to the point pi iff 
d(u, pi) < d(u, pj) for each pj   S and  j  i. The Voronoi diagram of twenty three points is shown in         
Fig. 1 (a) as an example. For a Voronoi vertex v, we define the largest empty circle of v (see Fig. 1(b)) 
with respect to S, as the largest circle with v as its center that contains no point of S in its interior. We 
denote it by CirS(v). The Voronoi vertices have the property that a point q is a vertex of Vor(S) iff CirS(q)
contains three or more points of S on its boundary. There are a maximum of 2n5 Voronoi vertices in a 
Voronoi diagram of n points.
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Fig. 1. (a) Voronoi diagram of 23 points; (b) Voronoi circles (all circles are not shown)   
2.3 Error rate 
     We evaluate the quality of the proposed algorithm using error rate (ER) proposed in [11]. The error 
rate (ER) is measured by the percentage of total number of objects over the number of misclassified 
objects. It is given by 
                                           
%100u 
objectsofnumberTotal
objectsiedmisclassifofNumberER                                                 (2.1) 
It can be noted that lesser the error rate, the better will be the clustering results. 
3. Proposed Initialization Method for K-means 
      The proposed method has the following two phases 1) Formation of initial cluster centers 2) 
Application of the K-means algorithm with these initial cluster centers. The basic idea is as follows. 
Given the set of n data points S and the required number of clusters k, the Voronoi diagram Vor(S) is 
constructed first. All the vertices vi (i = 1, 2,…, 2n5 maximum) of Vor(S) are then located. We next sort 
these vertices in non-increasing order of their radius of largest empty Voronoi circles CirS(vi) and store 
them in sorted_vertex[i]. We maintain two arrays namely, Test[] and ccenter[] which are initially empty. 
Test[] is to used to store all the points on the circumference of Voronoi circle CirS(v) and ccenter[] holds 
the partial or final initial cluster centers. We start the iteration with the largest radius Voronoi circle, i.e., 
CirS(sorted_vertex[0]). In every iteration i (i = 1, 2,…, 2n5 maximum), we perform the following three 
steps to form the initial cluster centers.  1) Store all the points on the boundary of CirS(sorted_vertex[i]) 
in Test[]. If the distance between any two points say P1 and P2 of Test[] is less than the radius of 
CirS(sorted_vertex[i]), remove any one of them from Test[]. 2) Check the distance between every point of 
Test[] and all the points of ccenter[]. If the distance between any two points of Test[] and ccenter[] is less 
than the radius of CirS(sorted_vertex[i] then also remove the point from Test[]. 3) Store all the remaining 
points of Test[] into ccenter[]. At the end of the final iteration, the set of initial cluster centers are stored 
in ccenter[] which is then provided to the K-means clustering algorithm. It is obvious to note that at some 
stage of the proposed method any one point belongs to the outlier region is assigned as an initial cluster 
center. This selection separates the outlier region form the other clusters during the process of K-means 
clustering. Once all such points are located in the form of separate clusters, we declare them as outliers 
based on the cardinality. Here, we use a limit on the cardinality of clusters for outlier detection. The 
pseudo code of the algorithm is as follows.  
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Algorithm Voronoi_K-means(S, k)
Input: A set S of n data points and the number of clusters k;  Output: The set Ci of clusters i = 1, 2, …, k; 
Functions and variables used: 
VD(S):  A function to construct the Voronoi diagram for the given data set S 
r(v): A function when called finds the radius of the Voronoi circle CirS(v) 
sort(vi): A function to sort the vertices vi i = 1, 2, …, 2n5 in non-increasing order of the radiuses CirS(vi)
sorted_vertex[i]: An array to store all the sorted vertices vi i = 1, 2, …, 2n5
circumpoints(v): A function to find the points on the circumference of CirS(v)
KM(S, k): A function to return a set of k clusters for the given set S of n points using K-means clustering  
d(p, q): A function to calculate the Euclidean distance between the points p and q
ccenter[]: An array to store the already assigned cluster centers  /* initially empty */ 
Test[]: An array to store the partially located cluster centers /* initially empty */ 
Temp[]: A temporary array /* initially empty */, i m a temporary variable  /* initially zero*/ 
Step 1: Call VD(S)
Step 2: Find the radius of vi where i = 1, 2, …, 2n5 (max) using r(vi)
Step 3: Call sort(vi) to sort all the vertices vi and store them in sorted_vertex[i] where i = 1, 2, …, 2n5
Step 4: i m 0; 
Step 5: Call circumpoints(sorted_vertex[i]) to find the points say, Pi for some i = 1, 2, …, m. where m  3
on the circumference of (i+1)th large Voronoi circle and store them in Test
               i.e., Test m Test  {Pi} i = 1, 2, …, m
Step 6: Call d(Pj, Pk)  Pj, Pk   Test and j  k
Step 7: If d(Pj, Pk) < r(CirS(sorted_vertex[i])) for any j, k then ignore either Pj or Pk
               i.e., Test m Test  {Pj or Pk}
Step 8: If ccenter =   then {   ccenter m Test; 
                                                if (|ccenter| == k) then go to step 12; 
                                                 else{ 
                                                         i m i + 1;  
                                                         Test m  ;
                                                         go to step 5 
                                                       }  
                                           } 
Step 9: For j = 1 to |ccenter|
            For k = 1 to |Test|   
            { 
          Call d(cj, Pk) where cj   ccenter and Pk  Test
          If d(cj, Pk) < r(CirS(sorted_vertex[i])) for any j, k then store Pk in Temp, i.e. Temp m Temp  {Pk};
             }            
Step 10: ccenter m ccenter  Test  Temp;
Step 11: If (|ccenter| == k) then go to step 12; 
               Else  { 
                         i m i + 1;  
                         Test && Tempm  ; 
                         go to step 5   
                        }
Step 12: Call KM(S, k) with the k initial cluster centers c1, …, ck  stored in the set ccenter
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      For the time complexity we proceed as follows. The Voronoi diagram is constructed in O(n log n)
time. For sorting all the 2n-5 (maximum) Voronoi vertices, it is needed O(n log n) time. K-means runs in 
O(knĲ) time which dominates the other computation time, where Ĳ is the number of iterations. Hence the 
overall complexity of the proposed method is O(knĲ).
4. Experimental Design 
     In order to evaluate the performance of the proposed method we ran it on several artificial and real 
world data sets from UCI machine learning repository [12] and compared the results with that of the 
traditional K-means and improved K-means. We initially show the results on 3 synthetic data sets. The 
algorithm is applied on a five-cluster data set where three clusters are of very small size to represent the 
outliers. The Voronoi-based K-means produced two clusters shown in pink and green colors in the Fig. 2 
(c). The outliers are also located by means of separate clusters which can be seen from the same Figure. 
But the same result is not obtained by any of K-means and improved K-means as shown in Figs. 2(a-b). 
Similarly, the proposed method works well in case of the ring-curve-parallelogram and four cluster data 
over the existing techniques as shown in Figs. 3(a-c) and 4(a-c). We show the results of the proposed 
method for real world data using the error rate defined in section 2.3. The comparison of the proposed 
method with K-means and improved K-means is shown in Table 1.   
  
Fig. 2. Results on five-cluster data with outliers (a) K-means; (b) improved K-means; (c) proposed 
            
Fig. 3. Results on ring-curve-parallelogram data with outliers (a) K-means; (b) improved K-means; (c) proposed 
            
Fig. 4. Results on four-cluster data with outliers (a) K-means; (b) improved K-means; (c) proposed 
400   Damodar Reddy and Prasanta K. Jana /  Procedia Technology  4 ( 2012 )  395 – 400 
Table 1. Comparison of the proposed scheme with K-means and improved K-means using Error Rate (ER). 
Data set       Total no. of                              Misclassified patterns                                                        ER
                      Patterns                      K-means     improved K-means     Ours                   K-means     improved K-means     Ours          
                  
Iris                    150                             22                    20                        17                       14.67                13.33                    11.33        
S. Heart            187                             14                    13                        14                        7.49                  6.95                      7.49 
Wine                 178                             23                    19                        17                       12.92                10.67                     9.56 
Ecoli                 336                             65                    54                        45                       19.34                16.07                    13.39 
St. Heart           270                             44                    41                        30                       16.23                15.19                    11.11 
P.I.Diabetes     768                            193                  153                       109                      25.13                19.92                    14.19 
Soybean             47                              11                     8                          8                        23.40               17.02                     17.02 
B. Tissue          106                              23                   19                        16                        21.69               17.92                     15.09 
5. Conclusion 
     A novel initialization method has been proposed for K-means with the help of Voronoi diagram. The 
proposed method is experimented on various synthetic and real world data sets. The comparison results 
shows that the proposed initialization method produce better results than the traditional K-means as well 
as the improved K-means. In our future work, we attempt to devise a method to automate the number of 
clusters so that it will be a total package of a parameterless clustering algorithm.  
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