Steady State Convergence Acceleration of the Generalized Lattice
  Boltzmann Equation with Forcing Term through Preconditioning by Premnath, Kannan N. et al.
ar
X
iv
:0
80
9.
47
30
v1
  [
ph
ys
ics
.co
mp
-p
h]
  2
7 S
ep
 20
08
Steady State Convergence Acceleration of the
Generalized Lattice Boltzmann Equation with
Forcing Term through Preconditioning
Kannan N. Premnath a,b,∗ Martin J. Pattison a
Sanjoy Banerjee a,b,c,d
aMetaHeuristics LLC, 3944 State Street, Suite 350, Santa Barbara, CA 93105
bDepartment of Chemical Engineering, University of California Santa Barbara,
Santa Barbara, CA 93106
cDepartment of Mechanical Engineering, University of California Santa Barbara,
Santa Barbara, CA 93106
dBren School of Environmental Science and Management, University of California
Santa Barbara, Santa Barbara, CA 93106
Abstract
Several applications exist in which lattice Boltzmann methods (LBM) are used to
compute stationary states of fluid motions, particularly those driven or modulated
by external forces. Standard LBM, being explicit time-marching in nature, requires
a long time to attain steady state convergence, particularly at low Mach numbers
due to the disparity in characteristic speeds of propagation of different quantities.
In this paper, we present a preconditioned generalized lattice Boltzmann equation
(GLBE) with forcing term to accelerate steady state convergence to flows driven by
external forces. The use of multiple relaxation times in the GLBE allows enhance-
ment of the numerical stability. Particular focus is given in preconditioning external
forces, which can be spatially and temporally dependent. In particular, correct forms
of moment-projections of source/forcing terms are derived such that they recover
preconditioned Navier-Stokes equations with non-uniform external forces. As an il-
lustration, we solve an extended system with a preconditioned lattice kinetic equa-
tion for magnetic induction field at low magnetic Prandtl numbers, which imposes
Lorentz forces on the flow of conducting fluids. Computational studies, particularly
in three-dimensions, for canonical problems show that the number of time steps
needed to reach steady state is reduced by orders of magnitude with precondition-
ing. In addition, the preconditioning approach resulted in significantly improved
stability characteristics when compared with the corresponding single relaxation
time formulation.
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1 Introduction
In recent years, the lattice Boltzmann method (LBM) has emerged as an al-
ternative and accurate approach for computational physics, and, in particular,
for computational fluid dynamics (CFD) problems [1,2]. It is generally based
on minimal discrete kinetic models whose emergent behavior, under appropri-
ate constraints, corresponds to the dynamical equations of fluid flows or other
physical systems. It involves the solution of the lattice-Boltzmann equation
(LBE) that represents the evolution of the distribution of particle populations
due to their collisions and advection on a lattice. When the lattice, which
represents the discrete directions for propagation of particle populations, sat-
isfies sufficient rotational symmetries, the LBE recovers the weakly compress-
ible Navier-Stokes equations (NSE) in the continuum limit. The LBE can be
constructed to simulate complex flows by incorporating additional physical
models [3,4].
Though it evolved as a computationally efficient form of lattice gas cellular
automata [5], it was well established about a decade ago that the LBE is actu-
ally a much simplified form of the continuous Boltzmann equation [6,7]. As a
result, several previous results in discrete kinetic theory could be directly ap-
plied to the LBE. This led to, for example, improved physical modeling in var-
ious situations, such as multiphase flows [8,9] and multicomponent flows [10],
and in an asymptotic theory suitable for rigorous numerical analysis [11]. In
particular, the latter development has made it possible to study consistency,
convergence and accuracy of the LBE in a manner similar to the classical nu-
merical methods for continuum based approaches. As a result of features of
the stream-and-collide procedure of the LBE such as the algorithmic simplic-
ity, amenability to parallelization with near-linear scalability, and its ability to
represent complex boundary conditions and incorporate physical models more
naturally, it has rapidly found a wide range of applications [12,13,14,15,16].
Several applications exist where steady state solutions to fluid flow problems
are highly desirable. Examples include magnetohydrodynamic flows and mul-
tiphase porous media, where one is often mainly interested in investigations of
their steady state characteristics. On the other hand, the standard form of the
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LBE is hyperbolic in nature and its solution involves explicit marching in time.
As a result, it necessarily involves evolving through a transient phase before
reaching a stationary state. Due to the need to march for many number of time
steps in this transient phase, it incurs significant computational cost. Another
important related issue is that the LBE actually represents compressible NSE
valid at low Mach numbers, Ma. Its deviation from the incompressible NSE,
which we shall call “compressibility deviations”, is independent of grid reso-
lution. When one intends to simulate close to incompressible flow using LBE,
such deviations (or the Ma) should be made smaller. This is also desirable
from a computational viewpoint as the stability regime of the LBE generally
widens at lower Ma. However, as the Ma is lowered, there is a greater dis-
parity between the propagation speeds of density perturbations, i.e. the speed
of sound, and the convection speed of the fluid. In a hyperbolic system, the
numerical domain of influence should encompass the physical domain [17], re-
quiring resolution of the time scales of the fluid motion. As a result, computing
lower Ma flows further compounds the issue and requires a larger number of
time steps to achieve steady state convergence.
In recent years, several approaches have been proposed to improve the con-
vergence rate of the LBE to steady state. These include, in one category,
reformulations of the LBE to time-independent versions that can be solved
as a linear system [18,19] and a finite-difference time-independent version
solved by a multigrid method [20]. In another, they involve adding an artifi-
cial body force to the time-dependent LBE [21], constructing an implicit LBE
in a finite-difference or finite-element formulation that allows taking larger
time steps [22,23,24], or by using a non-linear form of multigrid solver with
a non-linear LBE time stepping scheme [25]. All these schemes can signifi-
cantly improve convergence rates, but at the cost of increased complexity as
compared with the standard LBE.
On the other hand, Guo et al. [26] proposed an alternate approach to reduce
the number of time steps necessary for steady state convergence by applying
preconditioning to the LBE, while maintaining its simplicity. The essential
principle of this approach, which was originally developed for general hyper-
bolic schemes by Turkel and others, is as follows [27,28,29,30]. At low Ma,
in explicit formulations, there is a disparity in propagation speeds of density
perturbation and fluid convection. This is formally characterized by higher
values of condition number, which is defined as the ratio of the fastest to the
slowest speeds of propagation, or equivalently, the ratio of the maximum to
minimum eigenvalues of the hyperbolic system, and is inversely proportional
to Ma. By applying a preconditioner, the speeds of propagation of various
quantities can be made closer to one another. This can be achieved only at
the cost of sacrificing the temporal accuracy of the solutions, which in any
case is not very important as the chief interest is in obtaining steady state
flow characteristics. Guo et al. [26] achieved this in the context of LBE by
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applying a preconditioning parameter that modifies the equilibrium distribu-
tion function in its collision model. Its emergent behavior is a preconditioned
compressible NSE with reduced stiffness and hence significantly reduces the
number of time steps to reach steady state.
All the preconditioning approaches for LBM mentioned above employ the
single relaxation time (SRT) model [31] to represent the effect of particle col-
lisions, with the exception of a recent work that adopts a different approach to
preconditioning a general form of the LBE than considered here [32]. A com-
monly used form, the SRT-LBE involves relaxation of particle distributions
to their local equilibria at a rate determined by a single parameter [33,34].
On the other hand, an equivalent representation of distribution functions is in
terms of their moments, such as various hydrodynamic fields including den-
sity, mass flux, and stress tensor. The relaxation process due to collisions can
more naturally be described in terms of a space spanned by such moments,
which can in general relax at different rates. This forms the basis of the gener-
alized lattice-Boltzmann equation (GLBE) based on multiple relaxation times
(MRT) [35,36,37]. By carefully separating the time scales of various hydro-
dynamic and kinetic modes through a linear stability analysis, the numeri-
cal stability of the GLBE or MRT-LBE can be significantly improved when
compared with the SRT-LBE, particularly for more demanding problems at
high Reynolds numbers [36]. The MRT-LBE has also been extended for mul-
tiphase flows [38,39,40,41,42], and, more recently, for magnetohydrodynamic
problems [43], with superior stability characteristics. It has also been used
for LES of a class of turbulent flows [44,45,46]. It is known that for a given
grid resolution and Reynolds number, the standard LBM based on the SRT
model becomes less stable as Ma is lowered due to the relaxation time becom-
ing smaller [47,26]. Since the preconditioning is mainly intended to accelerate
steady state convergence at lower Ma, it is also important to stabilize the
computations, which can be optimally achieved by using the MRT-LBE.
Another consideration is how to precondition the LBE in the presence of ex-
ternal forces. While Guo et al. [26] suggest a way to precondition a particular
form of forcing term, details on preconditioning general forms of spatially
and temporally varying forcing terms are lacking. Such forms are important
in many situations including magnetohydrodynamic (MHD) flows, where the
Lorentz force impressed on the fluid can vary spatially and temporally, and
multiphase flows represented by mean-field models, and buoyant flows. More-
over, previous studies were limited to a narrower class of two-dimensional (2D)
flows, largely in the absence of any body force. In addition, dynamics of flow
of complex fluids is generally represented by a system of LBE, typically with
one LBE representing the flow fields and another one characterizing the evo-
lution of other physical processes occurring within the fluid. For example, for
MHD flow, we have one LBE to represent the fluid flow and another one for
the magnetic induction equation. Similarly, in the case of multiphase flows,
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we have two sets of LBE – one for the fluid dynamics and another one for the
dynamics of an order parameter that distinguishes the phases. Thus, it is also
important to extend the preconditioning to such systems of LBE.
It is important to note that preconditioning a system of LBE formally improves
the condition number of its equivalent macroscopic system. For example, in
the context of MHD, preconditioning a system of LBE actually improves the
condition number of the equivalent system consisting of the NSE and the
magnetic induction equation. As a result, while the convergence rate of the
LBE scheme, which is typically associated with an exponent, is unchanged,
the prefactor of the convergence rate is modified by preconditioning. In effect,
the number of time steps needed to reach a steady state representation of the
equivalent macroscopic system is significantly reduced.
The primary objective of this paper is then to develop a preconditioning
method for the MRT-LBE with general forms of forcing terms representing
non-uniform forces to accelerate convergence to steady state flows. In this re-
gard, we derive expressions for preconditioned equilibrium moments that gives
rise to the linear viscous and non-linear convective behavior of a fluid. Based
on a Chapman-Enskog multiscale analysis [48], we also derive correct func-
tional forms of the moment projections of source/forcing terms corresponding
to spatially and temporally dependent variation of forces, which avoids dis-
crete lattice artifacts. A limiting case of the source terms for the SRT-LBE
will also be presented. To illustrate the use of preconditioning for a system
of LBEs, we derive a preconditioned lattice kinetic model for MHD, and also
provide a simple approach to attain lower values of magnetic Prandtl num-
ber at steady state, which is important for simulating liquid metal flows. We
illustrate the advantages of these approaches for a set of canonical problems,
particularly in three-dimensions (3D). In doing so, we also present some new
results with shear driven MHD flows. It may be noted that the approach pre-
sented here, though illustrated for MHD problems, may be readily extended
to develop preconditioning to a system of MRT-LBEs for a variety of other
problems.
This paper is organized as follows. After a brief description of the generalized
lattice-Boltzmann equation with forcing term in Sec. 2, in Sec. 3 we present
a derivation of the preconditioned GLBE with forcing term in both 2D and
3D. The corresponding preconditioned form of lattice kinetic equation for
magnetic induction is discussed in Sec. 4. Some canonical examples simulated
using preconditioned LBM are discussed in Sec. 5. Finally, the summary and
conclusions of this paper are provided in Sec. 6.
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2 Generalized Lattice Boltzmann Equation with Forcing Term
The lattice-Boltzmann method computes the evolution of distribution func-
tions as they move and collide on a lattice grid. The collision process considers
their relaxation to their local equilibrium values, and the streaming process de-
scribes their movement along the characteristics directions given by a discrete
particle velocity space represented by a lattice. Typical lattice velocity models
include the two-dimensional, nine velocity (D2Q9) and the three-dimensional,
nineteen velocity (D3Q19) models [33], which are considered in this paper.
The particle velocity −→eα corresponding to the D2Q9 model may be written as:
−→eα =

(0, 0) α = 0
(±1, 0), (0,±1) α = 1, · · · , 4
(±1,±1) α = 5, · · · , 8
(1)
and for the D3Q19 model:
−→eα =

(0, 0, 0) α = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1) α = 1, · · · , 6
(±1,±1, 0), (±1, 0,±1), (0,±1,±1) α = 7, · · · , 18.
(2)
The GLBE computes collisions in moment space, while the streaming process
is performed in the usual particle velocity space [37]. The form of the GLBE
considered here [46] also computes the forcing term, which represents the effect
of external forces as a second-order accurate time-discretization, in moment
space [39,46]. We use the following notation in our description of the procedure
below: In particle velocity space, the local distribution function f , its local
equilibrium distribution f eq, and the source terms due to external forces S
may be written as the following column vectors: f = [f0, f1, f2, . . . , fb]
†, f eq =
[f eq0 , f
eq
1 , f
eq
2 , . . . , f
eq
b ]
†
, and S = [S0, S1, S2, . . . , Sb]
†, where b is the number of
non-zero discrete velocity directions for a given lattice model. Thus, b = 8
and b = 18 for D2Q9 and D3Q19 models, respectively. Here, the superscript
† represents the transpose operator.
In particular, the form of the source terms in particle velocity space are ob-
tained from the expression used in the discrete velocity Boltzmann equation
−−→F /ρ · −→∇−→e αfα by approximating it to −
−→
F /ρ · −→∇−→e αf eq,Mα [49] and fur-
ther simplifying by neglecting terms of the order of O(Ma2) or higher to
get [39] Sα = wα [3 (−→e α −−→u ) + 9 (−→eα · −→u )−→e α] · −→F where f eq,Mα = wα{1 +
3−→eα ·−→u +9/2(−→eα ·−→u )2−1/2−→u 2} is the local discrete Maxwellian truncated to
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O(Ma2) [33]. Here, wα is a weighting factor [33], ρ and
−→u are the local fluid
density and velocity, respectively, and
−→
F is the external force field, whose
Cartesian components are Fx, Fy and Fz.
The moments f̂ are related to the distribution function f through the relation
f̂ = T f where T is the transformation matrix. Here, and in the following,
the “hat” represents the moment space. The transformation matrix T is con-
structed such that the collision matrix in moment space Λ̂ is a diagonal matrix
through Λ̂ = T ΛT −1, where Λ is the collision matrix in particle velocity space.
The elements of T are obtained in a suitable orthogonal basis as combinations
of monomials of the Cartesian components of the particle velocity −→eα through
the standard Gram-Schmidt procedure, which are provided by Lallemand and
Luo [36] and d’Humie`res et al. [37] for 2D and 3D lattice models, respectively.
Similarly, the equilibrium moments and the source terms in moment space
may be obtained through the transformation f̂ eq = T f eq, Ŝ = T S. The com-
ponents of moment-projections of these quantities are: f̂ =
[
f̂0, f̂1, f̂2, . . . , f̂b
]†
,
f̂ eq =
[
f̂ eq0 , f̂
eq
1 , f̂
eq
2 , . . . , f̂
eq
b
]†
, and Ŝ =
[
Ŝ0, Ŝ1, Ŝ2, . . . , Ŝb
]†
. The expressions
for these quantities are provided in Appendix A for both D2Q9 and D3Q19
models.
The solution of the GLBE with forcing term can be written in terms of the
following “effective” collision and streaming steps, respectively:
f˜(−→x , t) = f(−→x , t) +̟(−→x , t), (3)
and
fα(−→x +−→e αδt, t+ δt) = f˜α(−→x , t), (4)
where the distribution function f = {fα}α=0,1,...,b is updated due to “effective”
collisions resulting in the post-collision distribution function f˜ = {f˜α}α=0,1,...,b
before being shifted along the characteristic directions during the streaming
step. The change in distribution function due to collisions as a relaxation
process and external forces is represented by ̟, and following Premnath et
al. [46] it can written as
̟(−→x , t) = T −1
[
−Λ̂
(
f̂ − f̂ eq
)
+
(
I − 1
2
Λ̂
)
Ŝ
]
, (5)
where I is the identity matrix and Λ̂ = diag(s0, s1, . . . , sb) is the diagonal
collision matrix in moment space. Also, here and henceforth, f̂ ≡ f̂(−→x , t),
f̂ eq ≡ f̂ eq(−→x , t) and Ŝ ≡ Ŝ(−→x , t).
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It may be noted that Eqs. (3) and (4) are obtained from the second-order
trapezoidal discretization of the source term in the GLBE [39], viz., fα(−→x +−→eαδt, t + δt) − fα(−→x , t) = −∑β Λαβ [fβ(−→x , t)− f eqβ (−→x , t)] + ϕα where ϕα =
1/2 [Sα(
−→x , t) + Sα(−→x +−→eαδt, t+ δt)] δt, which is made effectively time-explicit
through a transformation fα = fα − 1/2Sαδt [49], and then dropping the
“overbar” in subsequent representations for convenience. Subsequently, both
the collision and source terms are represented in the natural moment space of
GLBE. The second-order discretization provides a more accurate treatment
of source terms, particulary in correctly recovering general forms of external
forces in the continuum limit without spurious terms due to discrete lattice
effects [50], and its time-explicit representation faciliates numerical solution
in a manner analogous to the standard LBE.
Now, some of the relaxation times sα in the collision matrix, i.e. those corre-
sponding to hydrodynamic modes can be related to the transport coefficients,
such as the bulk and shear viscosities. The rest of the relaxation parameters,
i.e. for the kinetic modes, can be chosen through a von Neumann stability
analysis of the linearized GLBE [36,37]. See also Appendix A for more details.
Once the distribution function is known, the hydrodynamic fields, i.e., the
density ρ, velocity −→u , and pressure p can be obtained as follows:
ρ =
b∑
α=0
fα,
−→
j ≡ ρ−→u =
b∑
α=0
fα
−→e α + 1
2
−→
F δt, p = c
2
sρ, (6)
where, cs = c/
√
3 with c = δx/δt being the particle speed, and δx and δt are
the lattice spacing and time step, respectively.
The computational procedure for the solution of the GLBE with forcing term
is optimized by fully exploiting the special properties of the transformation
matrix T : these include its orthogonality, entries with many zero elements,
and entries with many common elements that are integers, which are used
to form the most common sub-expressions for transformation between spaces
in avoiding direct matrix multiplications [37]. For details, we refer the reader
to Ref. [46]. As a result of such optimizations, the additional computational
overhead when GLBE is used in lieu of the popular SRT-LBE is small, typically
between 15%− 30%, but with much enhanced numerical stability that allows
maintaining solution fidelity on coarser grids and also in simulating flows at
higher Reynolds numbers.
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3 Preconditioned Generalized Lattice Boltzmann Equation with
Forcing Term for Fluid Flow
As noted earlier, computation of flows at low Ma using the standard LBE can
be slow to converge to steady state due to the condition number of its equiv-
alent NSE being large, as it is inversely proportional to Ma. Moreover, for a
given Reynolds number, there is a limit on how lowMa can be before numerical
stability problems result, as the relaxation time in the standard LBE, τ , can
become very close to 0.5 when Ma is made smaller. Preconditioning effectively
reduces the disparity in propagation speeds of density perturbation and fluid
convection, or improves the condition number of the equivalent NSE being
simulated. The use of the GLBE or MRT-LBE improves numerical stability
by appropriately tuning the relaxation times of the non-hydrodynamic kinetic
or ghost modes through a von Neumann stability analysis. We now present
the preconditioned generalized lattice Boltzmann equation with forcing term.
Several factors need to be considered in preconditioning the GLBE. The
streaming step in the GLBE is a Lagrangian free-flight or propagation process
from one lattice node to another node. The collision process is a relaxation
step that contains linear, faster density propagation process and slower viscous
momentum transfer process, and non-linear fluid convective process. They are
individually described in moment space and their separate effects or contribu-
tions need to be properly preconditioned. Also, careful consideration should
be given to the preconditioning of the forcing terms in moment space, as their
contributions, depending on the moment, vary widely, from simple Cartesian
component of external forces to work due to such forces. In particular, as
noted in Appendix A, the moment projections of forcing terms are functions
of external force fields and velocities, and their products. Hence, care needs to
be exercised in properly preconditioning individual components of the forcing
terms corresponding to hydrodynamic and kinetic or ghost modes. As in Guo
et al. [26], we introduce a preconditioning parameter γ, with 0 < γ ≤ 1, on the
GLBE with forcing term. It may be noted that setting γ equal to 1 reduces
to the standard form without preconditioning, while γ < 1 improves the con-
dition number of the equivalent NSE system of the GLBE. By performing a
Chapman-Enskog analysis on such GLBE, its preconditioning can be properly
constructed such that it recovers the corresponding preconditioned compress-
ible NSE in the continuum limit. The details of this procedure carried out for
the D2Q9 model is presented in Appendix B, which can be extended to other
lattice models.
The preconditioned GLBE with forcing term can be written in terms of the
following “effective” collision and streaming steps, respectively:
f˜(−→x , t) = f(−→x , t) +̟∗(−→x , t), (7)
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and
fα(−→x +−→e αδt, t+ δt) = f˜α(−→x , t), (8)
where̟∗ represents the change in distribution function due to preconditioned
collisional relaxation and forcing terms due to external forces. It can be written
as
̟
∗(−→x , t) = T −1
[
−Λ̂∗
(
f̂ − f̂ eq,∗
)
+
(
I − 1
2
Λ̂∗
)
Ŝ∗
]
. (9)
Here, I is the identity matrix, Λ̂∗ is the preconditioned diagonal collision
matrix in moment space, f̂ eq,∗ is the preconditioned equilibrium moments and
Ŝ∗ is the preconditioned moment projections of source terms due to external
forces. Here, and in the following, the superscript “∗” denotes preconditioned
variables.
The preconditioning of the components of the equilibrium moments,
f̂ eq,∗ =
[
f̂ eq,∗0 , f̂
eq,∗
1 , f̂
eq,∗
2 , . . . , f̂
eq,∗
b
]†
(10)
which are functions of the conserved moments, can be performed by analyzing
the GLBE using the Chapman-Enksog expansion, as in Appendix B. The
components of f̂ eq,∗ can be written for the D2Q9 model as: f̂ eq,∗0 = ρ, f̂
eq,∗
1 ≡
eeq,∗ = −2ρ + 3
−→
j ·
−→
j
γρ
, f̂ eq,∗2 ≡ e2,eq,∗ = ρ − 3
−→
j ·
−→
j
γρ
, f̂ eq,∗3 = jx, f̂
eq,∗
4 ≡ qeq,∗x =
−jx, f̂ eq,∗5 = jy, f̂ eq,∗6 ≡ qeq,∗y = −jy, f̂ eq,∗7 ≡ peq,∗xx = (j
2
x−j
2
y)
γρ
, f̂ eq,∗8 ≡ peq,∗xy = jxjyγρ .
The definition of the components of the equilibrium moments are provided in
Appendix A.
For the D3Q19 model, they become: f̂ eq,∗0 = ρ, f̂
eq,∗
1 ≡ eeq,∗ = −11ρ+19
−→
j ·
−→
j
γρ
,
f̂ eq,∗2 ≡ e2,eq,∗ = 3ρ − 112
−→
j ·
−→
j
γρ
, f̂ eq,∗3 = jx, f̂
eq,∗
4 ≡ qeq,∗x = −23jx, f̂ eq,∗5 =
jy, f̂
eq,∗
6 ≡ qeq,∗y = −23jy, f̂ eq,∗7 = jz, f̂ eq,∗8 ≡ qeq,∗z = −23jz , f̂ eq,∗9 ≡ 3peq,∗xx =[
3j2x−
−→
j ·
−→
j
]
γρ
, f̂ eq,∗10 ≡ 3πeq,∗xx = 3
(
−1
2
peq,∗xx
)
, f̂ eq,∗11 ≡ peq,∗ww = [
j2y−j
2
z ]
γρ
, f̂ eq,∗12 ≡ πeq,∗ww =
−1
2
peq,∗ww , f̂
eq,∗
13 ≡ peq,∗xy = jxjyγρ , f̂ eq,∗14 ≡ peq,∗yz = jyjzγρ , f̂ eq,∗15 ≡ peq,∗xz = jxjzγρ , f̂ eq,∗16 =
0, f̂ eq,∗17 = 0, f̂
eq,∗
18 = 0.
A general observation is that only the non-linear terms in the components
of the equilibrium moments are preconditioned by the parameter γ. This is
consistent with the argument that the hydrodynamic convective effects, which
are non-linear, emerge from relaxation process during collisions should be con-
tained in these terms; they should be preconditioned to match the faster prop-
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agation of density perturbations, which are represented by linear terms in the
equilibrium moments. It may be noted that an alternative approach to pre-
conditioning the equilibria has been proposed recently [32].
The preconditioned components of the source terms
Ŝ∗ =
[
Ŝ∗0 , Ŝ
∗
1 , Ŝ
∗
2 , . . . , Ŝ
∗
b
]†
(11)
can be written, for the D2Q9 model as: Ŝ∗0 = 0, Ŝ
∗
1 = 6
(Fxux+Fyuy)
γ2
, Ŝ∗2 =
−6 (Fxux+Fyuy)
γ2
, Ŝ∗3 =
Fx
γ
, Ŝ∗4 = −Fxγ , Ŝ∗5 = Fyγ , Ŝ∗6 = −Fyγ , Ŝ∗7 = 2 (Fxux−Fyuy)γ2 , Ŝ∗8 =
(Fxuy+Fyux)
γ2
.
The corresponding components of Ŝ∗ for the D3Q19 model are: Ŝ∗0 = 0, Ŝ
∗
1 =
38 (Fxux+Fyuy+Fzuz)
γ2
, Ŝ∗2 = −11 (Fxux+Fyuy+Fzuz)γ2 , Ŝ∗3 = Fxγ , Ŝ∗4 = −23 Fxγ , Ŝ∗5 = Fyγ , Ŝ∗6 =
−2
3
Fy
γ
, Ŝ∗7 =
Fz
γ
, Ŝ∗8 = −23 Fzγ , Ŝ∗9 = 2 (2Fxux−Fyuy−Fzuz)γ2 ,
Ŝ∗10 = − (2Fxux−Fyuy−Fzuz)γ2 , Ŝ∗11 = 2 (Fyuy−Fzuz)γ2 ,
Ŝ∗12 = − (Fyuy−Fzuz)γ2 , Ŝ∗13 = (Fxuy+Fyux)γ2 , Ŝ∗14 = (Fyuz+Fzuy)γ2 , Ŝ∗15 = (Fxuz+Fzux)γ2 , Ŝ∗16 =
0, Ŝ∗17 = 0, Ŝ
∗
18 = 0.
The preconditioning of the moment projections of the source terms may also
be compactly written as
Ŝ∗ = PSŜ, (12)
where
PS = diag
(
1,
1
γ2
,
1
γ2
,
1
γ
,
1
γ
,
1
γ
,
1
γ
,
1
γ2
,
1
γ2
)
(13)
for the D2Q9 model, and
PS = diag
(
1,
1
γ2
,
1
γ2
,
1
γ
,
1
γ
,
1
γ
,
1
γ
,
1
γ
,
1
γ
,
1
γ2
,
1
γ2
,
1
γ2
,
1
γ2
,
1
γ2
,
1
γ2
,
1
γ2
, 1, 1, 1
)
(14)
for the D3Q19 model, where the components of the unpreconditioned source
terms Ŝ are given in Appendix A.
Clearly, the external forces have a first-order effect on the convective motion
of the fluid, and thus to “condition” the moments linearly influenced by such
forces, the moment projections need to be preconditioned by the inverse of γ.
On the other hand, other moments are effected by the external forces at second
order. These include the “work” contribution by their interaction with the fluid
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motion on the moment corresponding to kinetic energy (see Appendix A).
Similarly, the moment projections of the source terms for the momentum flux
tensors have second-order influence. In general, the Chapman-Enskog analysis
reveals that all higher order moments that involve non-linear effects from
interaction of external forces and fluid motion are much slower than the fluid
motion itself and needs to be preconditioned by the inverse of the square of
the preconditioning parameter, i.e. 1/γ2 (see Appendix B).
For the preconditioned collision relaxation time matrix,
Λ̂∗ = diag(s∗0, s
∗
1, . . . , s
∗
b), (15)
some of the relaxation times s∗α, i.e. those corresponding to hydrodynamic
modes, can be related to the transport coefficients. The rest, i.e. those for the
kinetic modes, can be chosen through a von Neumann stability analysis of the
linearized GLBE [36,37]. For the D2Q9 model, we have 1
s∗
1
= 3 ζ
γ
+ 1
2
, where
ζ is the bulk viscosity, and s∗7 = s
∗
8 = s
∗
ν , where
1
s∗ν
= 3 ν
γ
+ 1
2
, with ν being
shear viscosity. For the kinetic modes, we have [36] s∗1 = 1.63, s
∗
2 = 1.14 and
s∗4 = s
∗
6 = 1.92. On the other hand, for the D3Q19 model [37], we have, for
the hydrodynamic modes, 1
s∗
1
= 9
2
ζ
γ
+ 1
2
, s∗9 = s
∗
11 = s
∗
13 = s
∗
14 = s
∗
15 = s
∗
ν , where
1
s∗ν
= 3 ν
γ
+ 1
2
and for the kinetic modes [37], s∗1 = 1.19, s
∗
2 = s
∗
10 = s
∗
12 = 1.4,
s∗4 = s
∗
6 = s
∗
8 = 1.2 and s
∗
16 = s
∗
17 = s
∗
18 = 1.98.
The hydrodynamic fields, i.e., the density ρ, velocity −→u and pressure p ob-
tained from the solution of preconditioned GLBE, satisfy the equivalent pre-
conditioned compressible NSE (see Appendix B), and can be written as
ρ =
b∑
α=0
fα,
−→
j ≡ ρ−→u =
b∑
α=0
fα
−→e α + 1
2
−→
F
γ
δt, p = c
∗2
s ρ, (16)
where, c∗s =
√
γcs with cs = c/
√
3. The preconditioning of the GLBE effec-
tively reduces the speed of sound by a factor
√
γ. As a result, the disparity be-
tween the propagation speed of density perturbation and that of fluid motion
is decreased by decreasing the parameter γ. Moreover, the “effective” Mach
number after preconditioning is Ma∗ = u/c∗s = Ma/
√
(γ). It may be noted
that a Chapman-Enskog analysis of the GLBE carried out in Appendix B)
also shows how the evolution of kinetic modes, in addition to the hydrody-
namic modes of interest, are affected by preconditioning. It is evident that the
structure of the preconditioned GLBE with forcing term is very similar to that
without preconditioning, involving only local scaling of the equilibrium mo-
ments, the moment projections of source terms and the relaxation matrix. As
a result, the optimized computational procedure for GLBE with forcing term
described in the previous section can be fully exploited for the preconditioned
12
version.
3.1 Limiting Form: Preconditioned SRT-LBE with Forcing Term
When all the relaxation parameters are set to the same constant, i.e. sα =
1/τ ∗, we arrive at the SRT-LBE, which can be conveniently written as the
following collision and streaming steps, respectively, where both steps are ex-
pressed in particle velocity space:
f˜α(−→x , t) = − 1
τ ∗
(fα − f eq,∗α ) +
(
1− 1
2τ ∗
)
S∗αδt, (17)
where fα ≡ fα(−→x , t), f eq,∗α ≡ f eq,∗α (−→x , t), and S∗α ≡ S∗α(−→x , t), and
fα(
−→x +−→eαδt, t+ δt) = f˜α(−→x , t). (18)
Here, f eq,∗α is the preconditioned equilibrium distribution
f eq,∗α = wα
[
1 + 3−→eα · −→u + 9
2γ
(−→eα · −→u )2 − 1
2γ
−→u · −→u
]
. (19)
The hydrodynamic fields can be obtained from the distribution functions in
the same manner as before, i.e. from Eq. (16). One important consideration
is in obtaining the correct expression for the corresponding preconditioned
source terms. They can be obtained simply by an inverse transformation of
the moment projections of preconditioned source terms from Eq. (12). That
is,
S∗ = T −1Ŝ∗ = T −1PSŜ. (20)
Explicit evaluation of this equation, Eq. (20), yields
S∗α = wα
3
(
−→e α −
−→u
γ
)
· −→F
γ
+ 9
(−→eα · −→u )−→e α · −→F
γ2
 , (21)
which is the desired expression for the source term of the SRT-LBE with
preconditioning. It may be noted that it is essential to maintain the above
form of preconditioned source term to correctly recover the corresponding
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preconditioned hydrodynamic behavior. On the other hand, for example, if,
one na¨ıvely sets
S∗α = wα
[
3 (−→e α −−→u ) · −→F + 9 (−→eα · −→u )−→e α · −→F
]
γ
, (22)
a Chapman-Enskog analysis of the resulting SRT-LBE (not explicitly shown
here, for brevity) yields macrodynamical equations with non-vanishing spuri-
ous terms (with γ < 1). The i-th Cartesian component of these extra spurious
terms to the corresponding preconditioned momentum equations turns out to
be
Extra Termi = ∂j
[
(γ − 1)
γ2
(
τ ∗ − 1
2
)
δt (Fiuj + Fjui)
]
(23)
These terms can indeed dominate with particularly strong preconditioning at
lower γ, when (γ−1)/γ2 can become very large, particularly for spatially and
temporally dependent external forces. For example, simulation of MHD prob-
lems, where Lorentz forces can vary both in space and time, using a precon-
ditioned SRT-LBE with Eq. (21) yielded accurate results, but with Eq. (22),
it resulted in grossly wrong behavior. This stresses the critical importance of
properly preconditioning forcing terms, as the temporal change in the effect
of the external forces on various physical processes during collisional relax-
ation are different. In this regard, analysis of their contributions in moment
space, as shown above, is particularly revealing: the individual contributions
of the external forces spanned in the moment space need to be separately
preconditioned depending on the nature of their effects on the moments.
4 Preconditioned Vector Lattice Kinetic Equation for Magnetic
Induction
As an illustration of preconditioning an extended system of LBE for complex
fluid flows subjected to external forces, we will now discuss preconditioning
lattice kinetic equations for the magnetic induction equation required for sim-
ulation of MHD flows. Dellar [51] concluded that a vector formulation of the
kinetic equation is necessary to properly recover the magnetic induction equa-
tion and constructed a 2D model to accomplish this, which was extended to
3D by Breyannis and Valeougeorgis [52]. The GLBE with forcing term is used
in conjunction with such a lattice kinetic equation, with the latter providing
the Lorentz force field to the former.
In addition to the propagation of the density perturbation as sound with speed
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cs, MHD flows are characterized by the propagation of perturbation of mag-
netic induction, the so-called Alfve´n waves. If Bi is the Cartesian component
of magnetic induction, we can obtain the corresponding Alfve´n velocity as
VA,i = Bi/
√
ρµ, where ρ and µ are the density and magnetic permeability,
respectively. Thus, we can define a local Alfve´n number Al = VA,i/cs, and
Dellar [51] constructed a lattice kinetic equation that recovers the magnetic
induction equation applicable at low Al, with deviations O(Al2). In this scal-
ing, O(VA,i) ≈ O(ui), or O(Al) ≈ O(Ma). Thus, in MHD flows, there is an
additional disparity between the speed of perturbation of the magnetic induc-
tion field and the the speed of sound, The condition number, in this case, is
inversely proportional to the Alfve´n number, i.e. O(1/Al). Preconditioning the
lattice kinetic equation accelerates its steady state convergence by reducing
the disparity between such characteristic speeds in MHD flows.
We now develop a preconditioning formulation for a unified vector lattice ki-
netic equation for magnetic induction applicable in both 2D and 3D. Unlike
the case of fluid flow, which has fourth-order isotropy requirements on lat-
tice velocity models to correctly recover viscous stress tensor, the magnetic
induction imposes lower order symmetry requirements. Thus, we need only a
smaller number of particle velocity directions for magnetic induction −→eαm, and
following previous work, we consider a D2Q5 model
−→e mα =

(0, 0) α = 0
(±1, 0), (0,±1) α = 1, · · · , 4
(24)
and a D3Q7 model
−→e mα =

(0, 0, 0) α = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1) α = 1, · · · , 6
(25)
in 2D and 3D, respectively. The preconditioned lattice kinetic equation can,
then, be written in terms of the following collision and streaming steps, re-
spectively:
g˜αj(
−→x , t) = − 1
τ ∗m
(
gαj − geq,∗αj
)
(26)
where gαj ≡ gαj(−→x , t) and geq,∗αj ≡ geq,∗αj (−→x , t), and
gαj(
−→x +−→e mαjδt, t+ δt) = g˜αj(−→x , t), (27)
where gαj is the vector distribution function in index notation α = 0, 1, · · · , bm.
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Here, bm = 4 and bm = 6 in 2D and 3D, respectively. The subscript Roman
indices i, j, etc., represent Cartesian components of the coordinate directions.
Assuming the usual summation convention of repeated indices, the Cartesian
component of the preconditioned vector equilibrium distribution function geq,∗αj
is given as
geq,∗αj = Wα
{
Bj +
emαk
θm
(
ukBj −Bkuj
γm
)}
, (28)
where
Wα =

1/Nm α = 0
1/(2Nm) α = 1, · · · , bm
(29)
and θm = 1/Nm, with Nm = 3 and Nm = 4 in 2D and 3D, respectively.
Here, Bj is the Cartesian component of the magnetic induction and γm is
the preconditioning parameter, with 0 < γm ≤ 1. Thus, the preconditioning
is carried out on the non-linear part of the vector equilibrium distribution,
Eq. (28), which represents the transport of magnetic induction field by the
fluid motion. The preconditioned relaxation time τ ∗m is related to the magnetic
diffusivity of the fluid ηm, where ηm = 1/(µσ) with µ and σ being the magnetic
permeability and electrical conductivity, respectively, and is given as
τ ∗m =
ηm
γmθm
+
1
2
. (30)
Once the vector distribution function is calculated, the components of the
magnetic induction Bi and the current density Ji can be obtained by taking
their zeroth and first moments as:
Bi =
bm∑
α=0
gαi (31)
and
Ji ≡ 1
µ
(−→∇ ×−→B )
i
= −1
µ
1
τ ∗mθm
ǫijk
bm∑
α=0
(
eαkgαj − eαkgeq,∗αj
)
, (32)
where ǫijk is the Levi-Civita or the third-order permutation tensor. It can be
shown that the preconditioned vector lattice kinetic equation can recover the
corresponding preconditioned lattice induction equation given as follows (see
16
Appendix C):
∂tBi +
1
γm
∇j (ujBi − Bjui) = 1
γm
∂j (ηm∂jBi) . (33)
As shown by Dellar [51], the magnetic induction will remain solenoidal, i.e.
∂iBi = 0, provided the initial condition on the magnetic induction satisfies
the divergence free condition.
The interaction of the magnetic induction and the current density gives rise
to the Lorentz force on the fluid flow. This force can be written as
−→
F Lorentz =
−→
J ×−→B (34)
and enters as
−→
F =
−→
F Lorentz in the preconditioned GLBE discussed in the
previous section.
4.1 Achieving Low Magnetic Reynolds Number or Magnetic Prandtl Number
at Steady State
If L, u0, B0 are the characteristic length, velocity and magnetic induction
scales, respectively, then we can non-dimensionalize various quantities as
−→∇ ←
L
−→∇ , t← (u0/L)t, u← u/u0 and B ← B/B0, and obtain the non-dimensional
form of magnetic induction equation, Eq. (C.10) as
γm∂tBi +∇j (ujBi − Bjui) = ∂j
(
1
Rem
∂jBi
)
, (35)
where Rem = u0L/ηm is the magnetic Reynolds number and the corresponding
dimensionless current density is
−→
J = (1/Rem)
−→∇ ×−→B .
Now, in many practical MHD applications, particularly for liquid metals, Rem
is relatively very small, or so is the magnetic Prandtl number Prm, which is
given by Prm = ν/η = Rem/Re: Rem ≪ O(1) and Prm ≪ O(1). To achieve
lower Rem or Prm, we need to make ηm smaller, which, in turn, from Eq. (30),
means reducing τm. However, true for a typical lattice based method, as τm
approaches 0.5, it can cause numerical instability. This situation can be reme-
died for the steady state situation by considering the following: at steady
state, we have ∇j (ujBi − Bjui) = ∂j
(
1
Rem
∂jBi
)
, to which we apply a scaling
factor χ as χ∇j (ujBi −Bjui) = ∂j
(
1
Rem
∂jBi
)
. This effectively changes Rem
to χRem at steady state. Thus, we can write Rem,eff = χRem, resulting in
Prm,eff = χPrm. In the context of preconditioning, a lattice kinetic scheme
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for this “effective” steady state magnetic induction equation can readily be
constructed.
Thus, in dimensional form, we need to construct a scaled lattice kinetic scheme
with preconditioning for the following macroscopic equation
∂tBi +
χ
γm
∇j (ujBi − Bjui) = 1
γm
∂j (ηm∂jBi) . (36)
The magnetic field satisfying this equation, Eq. (36), can be obtained by solv-
ing the above preconditioned lattice kinetic scheme, i.e. Eqs. (26) and (27),
with its associated auxiliary equations, except for the following changes in the
computation of vector equilibrium distribution and current density:
geq,∗αj = Wα
{
Bj +
emαk
θm
χ
γm
(ukBj −Bkuj)
}
(37)
and
Ji ≡ 1
µχ
(−→∇ ×−→B )
i
= − 1
µχ
1
τ ∗mθm
ǫijk
bm∑
α=0
(
eαkgαj − eαkgeq,∗αj
)
. (38)
5 Results and Discussion
We will now present investigations of the preconditioned computational ap-
proach presented in the previous sections by means of a set of canonical exam-
ples. Unless otherwise stated, all the results will be expressed in the natural
lattice units of the method, i.e. we use the lattice spacing δx as the length
scale and the particle velocity c as the velocity scale (with δx/c used to scale
the temporal quantities).
First, we simulate the simple classical problem of flow with a fluid viscosity
ν between parallel plates spaced 2L apart and driven by a pressure gradient
−dp/dx, i.e. plane Poiseuille flow using the preconditioned GLBE with forcing
term. We consider the domain to be periodic in the streamwise and spanwise
directions, and thus the pressure gradient is applied as a body force. No slip
conditions at the walls are specified by using the half-way or link bounce
back scheme [53]. For this setup, if
−→
F = −(dp/dx)̂i is the driving force, the
maximum fluid velocity occurring at the center is umax = FL
2/(2ρ0ν), where
ρ0 is the nominal fluid density. We set L = 32, ν = 0.001 and ρ0 = 1, and
apply a pressure gradient such that the maximum velocity is umax = 0.00051,
or Ma = 0.0008333. The Reynolds number based on the above velocity and
L becomes Re = 32.6. Figure 1 shows the convergence history with different
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Fig. 1. Convergence histories (in log-log scale) of preconditioned MRT-LBE
with forcing term for simulation of Poiseuille flow with maximum flow velocity
umax = 0.00051 and kinematic viscosity ν = 0.001; Re = 32.6.
values of preconditioning parameter γ (no preconditioning corresponds to γ =
1) for this external force driven flow problem with relatively low Ma. The
convergence to steady state is measured by the second-norm of the residual
error of the velocity, ||u(t+10)−u(t)||2. It can be seen that preconditioning the
GLBE with forcing term dramatically accelerates the steady state convergence
for this problem, in particular, by more than two orders of magnitude with
strong preconditioning carried out using γ = 0.001.
Next, we simulate plane Poiseuille flow with relatively higher Ma and Re. As
before, we set L = 64, but use ν = 0.005 and apply a pressure gradient such
that Ma = 0.00222 and Re = 163.8. The convergence history for this problem
is presented in Fig. 2. Again, a significant reduction in the number of time
steps for convergence to steady state is achieved through preconditioning. On
the other hand, it appears that to maintain numerical stability the minimum
possible value of the preconditioning parameter γ needs to be higher at higher
Ma. The computed velocity profile for problem with preconditioning using
γ = 0.1 compared with the analytical solution is shown in Fig. 3. Excellent
agreement is seen.
When all the other parameters are maintained constant, the deviation of the
computed solution from the analytical solution is related to the ratio ν/γ,
which, in turn, is related to the hydrodynamic relaxation time in the precon-
ditioned GLBE as 1
s∗ν
= 3 ν
γ
+ 1
2
(see Sec. 3). Figure 4 shows the relative error
in the computed velocity as a function of ν/γ. It is evident that the error,
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MRT-LBE for simulation of Poiseuille flow as a function of the ratio ν/γ.
which remains relatively small, is linearly proportional to this ratio. Thus, by
maintaining low values of ν/γ, the error can be correspondingly kept small.
We now investigate the influence of preconditioning the GLBE on numeri-
cal stability for the case of plane Poiseuille flow considered above. This can
be done by systematically carrying out simulations at different characteris-
tic parameters, including γ, ν and Ma, and determine the threshold at which
the computations become unstable, i.e. small variations growing exponentially
with time. The results can be conveniently expressed in the form of a regime
map or parameter space that delineates stable and unstable parameter sets.
Figure 5 shows the stability-instability parameter space determined by the
maximum flow velocity umax and the preconditioning parameter γ for differ-
ent fluid viscosity ν. Arrows normal to the curves pointed upwards indicate
stable parameter space, while those pointed downwards pertain to unstable
space. This regime map is particularly revealing. First, for a given fluid viscos-
ity ν, as the maximum velocity or, equivalently, Ma is reduced, lower values of
the preconditioning parameter γ can be used, i.e. the GLBE can be strongly
preconditioned resulting in greater computational gains while maintaining nu-
merical stability. The fluid viscosity appears to significantly affect the stability
parameter space. For a given umax, the minimum possible value of γ is higher at
higher values of ν. That is, the extent of preconditioning is greater with lower
fluid viscosities. Interestingly, Fig. 5 also shows that the delineating curve has
a linear functional relationship between γ and umax at higher ν, while at lower
ν, the stability envelope is nearly flat with a constant γ for a wide variation
of umax. Thus, in general, the benefits of preconditioning, while maintaining
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Fig. 5. Parameter space of the preconditioning parameter γ for stable/unstable
computations using the preconditioned MRT-LBE for simulation of Poiseuille flow
at different maximum possible flow velocities umax and kinematic viscosities ν of
the fluid.
numerical stability, is greater at lower Ma and lower ν. It may be noted that
the use of GLBE in lieu of SRT-LBE in the context of preconditioning results
in significant enhancement of numerical stability, as will be shown later for
fully 3D problems characterized by complex fluid motions.
Let us now consider a problem in which we can investigate preconditioning
a system of LBE, where the external force impressed on the fluid is a also
a strong function of the fluid motion itself. This is, we consider the classical
Hartmann flow, consisting of pressure driven flow between two parallel plates
in the presence of a magnetic field perpendicular to the walls. In addition
to the Reynolds number Re, this problem is characterized by the Hartmann
number Ha, which is given by Ha = B0L
√
σ
ρν
, where B0 and σ are the applied
magnetic field strength and fluid’s electrical conductivity, respectively, and
other parameters are as previously defined.
We now simulate this problem by using a vector lattice kinetic scheme precon-
ditioned by parameter γm for magnetic induction (as in Sec. 4), in conjunction
with the GLBE with forcing term preconditioned by parameter γ (as in Sec. 3).
The Lorentz force arising from the interaction of the magnetic induction and
velocity field is introduced into consistently preconditioned forcing terms. To
simulate the flow of liquid metals at low magnetic Reynolds number Rem or
magnetic Prandtl number Prm, we further apply a scaling factor χ to the
preconditioned lattice kinetic scheme (as in Sec. 4.1).
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with analytical solution for simulation of Hartmann flow with preconditioning pa-
rameters γ = γm = 0.05 and kinematic viscosity ν = 0.004; Re = 286, Ha = 71.6.
Figure 6 shows the computed steady state velocity profile of Hartmann flow
with Re = 286, Ha = 71.6, Prm = 1.0 × 10−6. This is achieved by using
transport coefficients of ν = 0.004, and η = 0.004, and L = 64, along with
preconditioning and scaling factors of γ = 0.05, γm = 0.05 and χ = 1.0 × 10−6.
The corresponding computed steady state magnetic induction profile is pre-
sented in Fig. 7. The flattening of the velocity profile observed is characteristic
of MHD flows due to the Lorentz force, with most of the velocity variation
being confined to the region very close to the wall, in the so-called Hartmann
layer. In general, the thickness of Hartmann layer δH is inversely proportional
to the Hartmann number (δH ∼ 1/Ha). The analytical solution for this prob-
lem is provided in standard texts on MHD (e.g., Ref. [54]). It is seen that
these profiles computed using preconditioned system of LBE are in excellent
agreement with corresponding analytical solutions.
Let us now investigate the behavior of steady state convergence of this problem
by applying various levels of preconditioning. Figure 8 shows the convergence
history obtained at various values of γm at a fixed value of γ, i.e. γ = 0.05.
Interestingly, preconditioning only the GLBE with forcing term, but not the
vector lattice kinetic scheme (i.e. with γm = 1.0) results in the slowest conver-
gence. However, as we increase the extent of preconditioning by lowering the
values of γm, the number of time steps to reach steady state is significantly
reduced. The benefits of preconditioning are greatest when both the precondi-
tioning parameters are equal to one another, i.e. γ = γm = 0.05. Moreover, it
is also interesting to observe that if the lattice kinetic scheme is more strongly
preconditioned than that for the GLBE, i.e. γm < γ, the approach to steady
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for simulation of Hartmann flow with flow preconditioning parameter γ = 1.0 for
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state becomes slower as compared with the case with γm = γ. This is consis-
tent with the scaling O(Al) ∼ O(Ma), that is, the propagation speeds of both
magnetic field and velocity field by the fluid convective motion occur at similar
time scales. Both these are slower than the speed of density perturbation and,
thus, preconditioning the terms representing these two physical processes by
the same magnitudes would result in the fastest steady state convergence.
This notion is further illuminated by considering cases in which the GLBE is
used without preconditioning (γ = 1), while the lattice kinetic scheme is solved
with different values of the preconditioning parameter γm. The results with
these tests are plotted in Fig. 9. It shows that the convergence rate actually
becomes slower if only one of the LBEs is preconditioned, no matter what the
value of the preconditioning parameter is used, when the other LBE is used
without preconditioning. Thus, preconditioning should be done for both the
LBE and at the same levels. This is further corroborated by considering a
series of cases with γ = γm, as shown in Fig. 10, with lower values for these
parameters providing more rapid convergence to steady state.
It may be noted that, in a recent work, we studied a series of problems with
very thin Hartmann layers by introducing stretched grids through the Roberts
boundary layer transformation [55] by means of an interpolation-supplemented
streaming step in the LBE framework [43]. In particular, using this modified
LBE, we simulated Hartmann flow with Ha as high as 10, 000 in very good
comparison with corresponding asymptotic analytical results, leading to very
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Fig. 10. Convergence histories (in log-log scale) of preconditioned MRT-LBE with
forcing term in conjunction with preconditioned vector lattice kinetic scheme for
simulation of Hartmann flow with equal values of flow (γ) and induction (γm) pre-
conditioning parameters; Re = 286, Ha = 71.6.
significant reduction in the number of grid nodes as compared to using stan-
dard LBE using uniform grids [43].
We now present some applications of preconditioned LBE for simulation of
3D wall bounded shear flows of electrically conducting fluids such as liquid
metals mediated by magnetic fields. In this regard, we consider a cubic cavity
of side length W containing liquid metal which is driven by its top lid moving
at velocity U0. An external magnetic field B0 is applied parallel to the lid
surface and perpendicular to its direction of motion. A schematic of this flow
problem is shown in Fig. 11.
We consider the top lid moving with a velocity U0 = 0.0235 imparting shear
on the fluid of viscosity ν = 0.015 contained in a cavity discretized by 643
grid nodes, such that the Reynolds number is 100. Initially, we clarify the
advantage of preconditioning for this highly 3D flow even for a simpler case
that does not involve the application of magnetic field. The velocity boundary
conditions at the walls, including the top moving lid, were imposed by using
a link bounce back scheme [53]. For the moving wall, this scheme adds con-
tributions due to appropriate momentum to the distribution functions. The
convergence histories in the absence of an external magnetic field for different
values of γ are shown in Fig. 12. It is seen that significant reduction in the
number of time steps to reach steady sate, is obtained with preconditioning
for this problem.
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Fig. 11. Schematic illustration of a three-dimensional (3D) cubical cavity with its
top lid moving at velocity U0 in the presence of an external magnetic field B0,
applied parallel to the lid surface and perpendicular to its direction of motion.
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Fig. 12. Convergence histories (in log-log scale) of preconditioned MRT-LBE with
forcing term for simulation of flow in a 3D cubical driven cavity in the absence
of an applied magnetic field with lid velocity U0 = 0.0235 and kinematic viscosity
ν = 0.015 at different values of flow preconditioning parameters γ; Re = 100, grid
resolution is 643.
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Fig. 13. Convergence histories (in log-log scale) of preconditioned MRT-LBE with
forcing term for simulation of flow in a 3D cubical driven cavity in the presence
of an applied magnetic field with lid velocity U0 = 0.0235 and kinematic viscosity
ν = 0.015 at different values of preconditioning parameters, with γ = γm; Re = 100,
Ha = 45, grid resolution is 643.
We now consider the case involving the application of an external magnetic
field such that the Hartmann number is 45, which is obtained by setting
η = 0.015, and the magnetic Prandtl number is 5.625 × 10−7. We consider
the induced magnetic fields at far-off distances outside of the cavity to be zero
as our boundary condition. This is achieved by considering a larger computa-
tional domain for the magnetic induction field encompassing the cavity walls.
On these extended computational boundaries, we implement a zero induced
field condition through an extrapolation method [56] applied to the vector
distribution functions. The corresponding convergence histories for this 3D
MHD flow problem are shown in Fig. 13. Again, a significant reduction in the
number of time steps to reach steady state is achieved through precondition-
ing. Moreover, to put things in perspective, when the SRT-LBE was employed
for the same grid resolution as above, the simulations were found to be stable
only for ν ≥ 0.166. On the other hand, with GLBE, as indicated above, we
could use a much lower value for 0.015 while maintaining numerical stability.
Thus, for this problem, by using the preconditioned GLBE rather than the
preconditioned SRT-LBE, the numerical stability is enhanced by almost an
order of magnitude.
We will now investigate the accuracy of preconditioned LBE for this problem.
Figures 14, 15 and 16 show the computed velocity profiles for the cases with
Ha = 0 (i.e. no magnetic field) and Ha = 45 and compared with recent results
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Fig. 14. Comparison of computed velocity profile u along the line x = W/2 and
y =W/2 using the preconditioned MRT-LBE with finite-difference solution of NSE
(Morley et al. (2004)) for simulation of 3D cubical lid-driven cavity flow with and
without magnetic field, i.e., Ha = 0 and Ha = 45, respectively; Re = 100.
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Fig. 15. Comparison of computed velocity profile u along the line x = W/2 and
z =W/2 using the preconditioned MRT-LBE with finite-difference solution of NSE
(Morley et al. (2004)) for simulation of 3D cubical lid-driven cavity flow with and
without magnetic field, i.e., Ha = 0 and Ha = 45, respectively; Re = 100.
from simulations carried out using finite-difference method (FDM) involving
the solution of the Navier-Stokes equations [57]. The presence of Lorentz
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Fig. 16. Comparison of computed velocity profile w along the line y = W/2 and
z =W/2 using the preconditioned MRT-LBE with finite-difference solution of NSE
(Morley et al. (2004)) for simulation of 3D cubical lid-driven cavity flow with and
without magnetic field, i.e., Ha = 0 and Ha = 45, respectively; Re = 100.
forces appears to significantly influence the characteristics of fluid motion in
this 3D problem. In particular, the velocity profile appears to be markedly flat-
tened by the presence of magnetic field. The computed results are in excellent
agreement with the FDM. It was noticed that the velocity profile bounded
by the Hartmann walls (i.e. those perpendicular to the direction of B0, see
Fig. 11), is somewhat sensitive to the grid resolution employed. Morley et
al. [57], who studied this problem using different numerical schemes with dif-
ferent grid resolutions, also observed such effects. In this work, we find that
by further refining the grid, i.e. by doubling the number of grid nodes in each
direction, the computed solution converges to the FDM results.
For the sake of completeness, we will now consider 3D MHD driven cavity flow
with the magnetic field applied in a different manner, i.e. B0 perpendicular to
the lid surface and its direction of motion as shown in Fig. 17.
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Fig. 17. Schematic illustration of a three-dimensional (3D) cubical cavity with its
top lid moving at velocity U0 in the presence of an external magnetic field B0,
applied perpendicular to both the lid surface and its direction of motion.
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Fig. 18. Effect of magnetic Prandtl number Prm on computed velocity profile u
along the line x =W/2 and y =W/2 for simulation of 3D cubical lid-driven cavity
in the presence of magnetic field perpendicular to the lid surface and its direction
of motion; Re = 100 and Ha = 45.
We will consider the effect of magnetic Prandtl number Prm for this case by
employing different values of the scaling factor χ in the preconditioned LBE.
Figures 18, 19 and 20 show the velocity profiles along different directions
for Re = 100, Ha = 45 with γ = γm = 0.1 for two values of Prm, i.e.,
Prm = 5.6 × 10−7 and Prm = 1.0, with the former corresponding to liquid
metal. It is noticed that the values of Prm appears to strongly modulate
the velocity field for those cases in which they are bounded on both sides by
stationary walls (Figs. 19 and 20). Moreover, the direction of the application
of magnetic field appears to have a profound influence on the flow field. In
particular, in contrast to the previous case, we notice the presence of wall jet
like features when B0 is perpendicular to both the surface of the top lid and
its direction of motion (see Fig. 21).
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Fig. 19. Effect of magnetic Prandtl number Prm on computed velocity profile u
along the line x =W/2 and z =W/2 for simulation of 3D cubical lid-driven cavity
in the presence of magnetic field perpendicular to the lid surface and its direction
of motion; Re = 100 and Ha = 45.
0 0.2 0.4 0.6 0.8 1
−0.1
−0.05
0
0.05
0.1
0.15
x/W
w
/U
0
χ = Pr
m
 = 5.6 x 10−7
χ = Pr
m
 = 1.0
Re = 100
Ha = 45
γ = γ
m
 = 0.1
Fig. 20. Effect of magnetic Prandtl number Prm on computed velocity profile u
along the line y =W/2 and z =W/2 for simulation of 3D cubical lid-driven cavity
in the presence of magnetic field perpendicular to the lid surface and its direction
of motion; Re = 100 and Ha = 45.
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Fig. 21. Computed velocity field u along the plane z =W/2 showing side wall-jets in
a 3D cubical lid-driven cavity in the presence of magnetic field perpendicular to the
lid surface and its direction of motion; Re = 100, Ha = 45 and Prm = 5.6× 10−7.
6 Summary and Conclusions
In this paper, we devised a preconditioning approach for accelerating the
steady state convergence of the solution of the generalized lattice Boltzmann
equation (GLBE) with forcing term representing non-uniform force fields. A
preconditioning parameter is introduced in the equilibrium moments and in
the forcing terms of the GLBE that alleviates the disparity between the prop-
agation speeds of density perturbation and fluid flow processes at low Mach
numbers. The use of multiple relaxation times in the collision step involving
the solution of the GLBE significantly improves the numerical stability of the
approach as compared with the single relaxation time approach. Particular
attention is paid to consistently preconditioning the projections of the forcing
terms in the natural moment space of the GLBE. In particular, it is shown that
to avoid spurious effects due to preconditioning, the slower processes involving
the interaction of the velocity field and the external forces need to be precon-
ditioned by the square of the prconditioning parameter. The limiting form of
the consistent forcing term, which avoids discrete lattice artifacts particularly
for spatially and temporally dependent external forces, is also obtained in the
case of SRT-LBE.
As an example of preconditioning an extended system of LBE for complex
flows, we also developed a preconditioning procedure for a vector lattice ki-
netic scheme that accelerate convergence of magnetohydrodynamics (MHD)
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equations. In the case of MHD flows, there is an additional disparity between
the propagation speeds of the perturbation of magnetic induction and the
perturbation of the density field, which is mitigated by preconditioning an ad-
ditional parameter. Motivated by applications in fusion engineering involving
handling of liquid metals as blanket walls, in the context of preconditioning,
we also devised a simple strategy to simulate flows with low magnetic Reynolds
numbers or low magnetic Prandtl numbers. The greatest reduction in the num-
ber of time steps to reach steady state is obtained when the preconditioning
parameters of both the GLBE and the lattice kinetic scheme are the same.
The preconditioned approach yielded solutions in very good agreement with
prior solutions for several canonical examples. It is found that the precondi-
tioned LBE reduced the number of steps for steady state convergence between
several factors and as much as one or two orders of magnitude depending
on the problem. In particular, for 3D MHD cavity flows that are character-
ized by shear and other complex flow features, the preconditioning approach
also yields accurate results in comparison with other numerical solutions. The
preconditioning approach presented in this paper can be readily extended for
other complex problems such as multiphase flows.
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A Moments, Equilibrium Moments, Moment-projections of Source
Terms
A.1 D2Q9 Model
The components of the various elements in the moments are as follows [36]:
f̂0 = ρ, f̂1 = e, f̂2 = e
2, f̂3 = jx, f̂4 = qx, f̂5 = jy, f̂6 = qy, f̂7 = pxx, f̂8 = pxy.
Here, ρ is the density, e and e2 represent kinetic energy that is independent of
density and square of energy, respectively; jx and jy are the components of the
momentum, i.e. jx = ρux and jy = ρuy, qx, and qy are the components of the
energy flux, and pxx and pxy are the components of the symmetric traceless
viscous stress tensor.
The corresponding components of the equilibrium moments, which are func-
tions of the conserved moments, i.e. density ρ and momentum
−→
j , are as
follows [36]:
f̂ eq0 = ρ, f̂
eq
1 ≡ eeq = −2ρ + 3
−→
j ·
−→
j
ρ
, f̂ eq2 ≡ e2,eq = ρ − 3
−→
j ·
−→
j
ρ
, f̂ eq3 = jx, f̂
eq
4 ≡
qeqx = −jx, f̂ eq5 = jy, f̂ eq6 ≡ qeqy = −jy, f̂ eq7 ≡ peqxx = (j
2
x−j
2
y)
ρ
, f̂ eq8 ≡ peqxy = jxjyρ .
The components of the source terms in moment space are functions of external
force
−→
F and velocity fields −→u , and are given as follows: Ŝ0 = 0, Ŝ1 = 6(Fxux+
Fyuy), Ŝ2 = −6(Fxux + Fyuy), Ŝ3 = Fx, Ŝ4 = −Fx, Ŝ5 = Fy, Ŝ6 = −Fy, Ŝ7 =
2(Fxux − Fyuy), Ŝ8 = (Fxuy + Fyux).
A.2 D3Q19 Model
The components of the various elements in the moments are as follows [37]:
f̂0 = ρ, f̂1 = e, f̂2 = e
2, f̂3 = jx, f̂4 = qx, f̂5 = jy, f̂6 = qy, f̂7 = jz, f̂8 = qz, f̂9 =
3pxx, f̂10 = 3πxx, f̂11 = pww, f̂12 = πww, f̂13 = pxy, f̂14 = pyz, f̂15 = pxz, f̂16 =
mx, f̂17 = my, f̂18 = mz . Here, ρ is the density, e and e
2 represent kinetic
energy that is independent of density and square of energy, respectively; jx,
jy and jz are the components of the momentum, i.e. jx = ρux, jy = ρuy,
jz = ρuz, qx, qy, qz are the components of the energy flux, and pxx, pxy, pyz
and pxz are the components of the symmetric traceless viscous stress tensor;
The other two normal components of the viscous stress tensor, pyy and pzz,
can be constructed from pxx and pww, where pww = pyy − pzz. Other moments
include πxx, πww, mx, my and mz . The first two of these moments have the
same symmetry as the diagonal part of the traceless viscous tensor pij, while
the last three vectors are parts of a third rank tensor, with the symmetry of
jkpmn.
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The corresponding components of the equilibrium moments, which are func-
tions of the conserved moments, i.e. density ρ and momentum
−→
j , are as
follows [37]:
f̂ eq0 = ρ, f̂
eq
1 ≡ eeq = −11ρ+19
−→
j ·
−→
j
ρ
, f̂ eq2 ≡ e2,eq = 3ρ− 112
−→
j ·
−→
j
ρ
, f̂ eq3 = jx, f̂
eq
4 ≡
qeqx = −23jx, f̂ eq5 = jy, f̂ eq6 ≡ qeqy = −23jy, f̂ eq7 = jz, f̂ eq8 ≡ qeqz = −23jz , f̂ eq9 ≡
3peqxx =
[
3j2x−
−→
j ·
−→
j
]
ρ
, f̂ eq10 ≡ 3πeqxx = 3
(
−1
2
peqxx
)
, f̂ eq11 ≡ peqww = [
j2y−j
2
z ]
ρ
, f̂ eq12 ≡
πeqww = −12peqww, f̂ eq13 ≡ peqxy = jxjyρ , f̂ eq14 ≡ peqyz = jyjzρ , f̂ eq15 ≡ peqxz = jxjzρ , f̂ eq16 =
0, f̂ eq17 = 0, f̂
eq
18 = 0.
The components of the source terms in moment space are functions of external
force
−→
F and velocity fields −→u , and are given as follows [46]:
Ŝ0 = 0, Ŝ1 = 38(Fxux + Fyuy + Fzuz), Ŝ2 = −11(Fxux + Fyuy + Fzuz), Ŝ3 =
Fx, Ŝ4 = −23Fx, Ŝ5 = Fy, Ŝ6 = −23Fy, Ŝ7 = Fz, Ŝ8 = −23Fz, Ŝ9 = 2(2Fxux −
Fyuy − Fzuz), Ŝ10 = −(2Fxux − Fyuy − Fzuz), Ŝ11 = 2(Fyuy − Fzuz), Ŝ12 =
−(Fyuy − Fzuz), Ŝ13 = (Fxuy + Fyux), Ŝ14 = (Fyuz + Fzuy), Ŝ15 = (Fxuz +
Fzux), Ŝ16 = 0, Ŝ17 = 0, Ŝ18 = 0.
B Chapman-Enskog Analysis of the Preconditioned GLBE with
Forcing Term for D2Q9 Model
In this section, by employing the Chapman-Enskog multiscale analysis [48,39],
we derive the macroscopic dynamical equations for the preconditioned GLBE
with forcing term corresponding to the D2Q9 model. The analysis of the pre-
conditioned GLBE with other two- or three-dimensional models can be carried
out in an analogous way. First, we introduce the expansions
f̂ =
∞∑
n=0
ǫnf̂ (n), (B.1)
∂t=
∞∑
n=0
ǫn∂tn , (B.2)
where ǫ = δt, along with the Taylor series into the preconditioned GLBE pre-
sented in Sec. 3. Then, recognizing that it was derived after making use of the
the transformation f̂ = f̂ − 1/2Ŝ on a second-order time discretization of the
source terms to make it effectively explicit, and dropping the “overbar” sub-
sequently for convenience, the following equations are obtained as consecutive
orders of the parameter ǫ in moment space (see Ref. [39] for details)
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O(ǫ0) : f̂ (0) = f̂ eq,∗, (B.3)
O(ǫ1) :
(
∂t0 + Êi∂i
)
f̂ (0) =−Λ̂∗f̂ (1) + Ŝ∗, (B.4)
O(ǫ2) : ∂t1 f̂
(0) +
(
∂t0 + Êi∂i
)(
I − 1
2
Λ̂∗
)
f̂ (1) =−Λ̂∗f̂ (2), (B.5)
where Êi = T eαiT −1. As it is known that the non-linear terms in the equilib-
rium moments give rise to slower convective behavior of the fluid as compared
with the propagation speed of the density perturbations, we precondition those
terms by the parameter γ to obtain f̂ eq,∗. The forcing terms in moment space
are functions of external forces and velocity fields as given in Appendix A. We
assume that for the components linear in
−→
F , we precondition them by γ. On
the other hand, we precondition those that are non-linear due to interactions
between
−→
F and −→u by an unknown parameter γ1, whose form will be deduced
as part of the analysis. The final expressions for the preconditioned quantities
f̂ eq,∗ and S∗, as well as Λ̂∗ are given in Sec. 3.
The components of the first-order equations in moment space, i.e. Eq. (B.4)
can be written as
∂t0ρ+ ∂xjx + ∂yjy = 0 (B.6)
∂t0
(
−2ρ+
−→
j · −→j
γρ
)
= −s∗1e(1) + 6
−→
F · −→u
γ1
(B.7)
∂t0
(
ρ− 3
−→
j · −→j
γρ
)
−−→∇ · −→j = −s∗2e2(1) − 6
−→
F · −→u
γ1
(B.8)
∂t0jx + ∂x
(
1
3
ρ+
j2x
γρ
)
+ ∂y
(
jxjy
γρ
)
=
Fx
γ
(B.9)
∂t0 (−jx) + ∂x
(
−1
3
ρ− j
2
x − j2y
γρ
)
+ ∂y
(
jxjy
γρ
)
= −s∗4q(1)x −
Fx
γ
(B.10)
∂t0jy + ∂x
(
jxjy
γρ
)
+ ∂y
(
1
3
ρ+
j2y
γρ
)
=
Fy
γ
(B.11)
∂t0 (−jy) + ∂x
(
jxjy
γρ
)
+ ∂y
(
−1
3
ρ+
j2x − j2y
γρ
)
= −s∗6q(1)y −
Fy
γ
(B.12)
∂t0
(
j2x − j2y
γρ
)
+ ∂x
(
2
3
jx
)
− ∂y
(
2
3
jy
)
= −s∗7p(1)xx + 2
Fxux − Fyuy
γ1
(B.13)
∂t0
(
jxjy
γρ
)
+ ∂x
(
1
3
jx
)
+ ∂y
(
1
3
jy
)
= −s∗8p(1)xy +
Fxuy + Fyux
γ1
(B.14)
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Similarly, the components of the second-order equations in moment space, i.e.
Eq. (B.5) are
∂t1ρ = 0 (B.15)
∂t1
(
−2ρ+
−→
j · −→j
γρ
)
+ ∂t0
([
1− 1
2
s∗1
]
e(1)
)
+
∂x
([
1− 1
2
s∗4
]
q(1)x
)
+ ∂y
([
1− 1
2
s∗6
]
q(1)y
)
= −s∗1e(2) (B.16)
∂t1
(
ρ− 3
−→
j · −→j
γρ
)
+ ∂t0
([
1− 1
2
s∗2
]
e2(1)
)
+
∂x
([
1− 1
2
s∗4
]
q(1)x
)
+ ∂y
([
1− 1
2
s∗6
]
q(1)y
)
= −s∗2e2(2) (B.17)
∂t1jx + ∂x
(
1
6
[
1− 1
2
s∗1
]
e(1) +
1
2
[
1− 1
2
s∗7
]
p(1)xx
)
+
∂y
([
1− 1
2
s∗8
]
p(1)xy
)
= 0 (B.18)
∂t1 (−jx) + ∂t0
([
1− 1
2
s∗4
]
q(1)x
)
+
∂x
(
1
3
[
1− 1
2
s∗1
]
e(1) +
1
3
[
1− 1
2
s∗2
]
e2(1) −
[
1− 1
2
s∗7
]
p(1)xx
)
+
∂y
([
1− 1
2
s∗8
]
p(1)xy
)
= −s∗4q(2)x (B.19)
∂t1jy + ∂x
([
1− 1
2
s∗8
]
p(1)xy
)
+
∂y
(
1
6
[
1− 1
2
s∗1
]
e(1) − 1
2
[
1− 1
2
s∗7
]
p(1)xx
)
= 0 (B.20)
∂t1 (−jy) + ∂t0
([
1− 1
2
s∗6
]
q(1)y
)
+ ∂x
([
1− 1
2
s∗8
]
p(1)xy
)
+
∂y
(
1
3
[
1− 1
2
s∗1
]
e(1) +
1
3
[
1− 1
2
s∗2
]
e2(1) +
[
1− 1
2
s∗7
]
p(1)xx
)
= −s∗6q(2)y (B.21)
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∂t1
(
j2x − j2y
γρ
)
+ ∂t0
([
1− 1
2
s∗7
]
p(1)xx
)
+
∂x
(
−1
3
[
1− 1
2
s∗4
]
q(1)x
)
+ ∂y
(
1
3
[
1− 1
2
s∗6
]
q(1)y
)
= −s∗7p(2)xx (B.22)
∂t1
(
jxjy
γρ
)
+ ∂t0
([
1− 1
2
s∗8
]
p(1)xy
)
+
∂x
(
1
3
[
1− 1
2
s∗6
]
q(1)y
)
+ ∂y
(
1
3
[
1− 1
2
s∗4
]
q(1)x
)
= −s∗8p(2)xy (B.23)
To obtain preconditioned hydrodynamical equations, we need to combine the
evolution equations of moments corresponding to Eqs. (B.6), (B.9) and (B.11)
with Eqs. (B.15), (B.18) and (B.20), respectively. Inspection of these six equa-
tions show that we need explicit expressions for the following non-equilibrium
moments: e(1), p(1)xx and p
(1)
xy . Thus, from Eqs. (B.7), (B.13) and (B.14), we get
e(1) =
1
s∗1
−∂t0
(
−2ρ+ 3
−→
j · −→j
γρ
)
+ 6
−→
F · −→u
γ1
 (B.24)
p(1)xx =
1
s∗6
[
−∂t0
(
j2x − j2y
γρ
)
− ∂x
(
2
3
jx
)
+ ∂y
(
2
3
jy
)
+ 2
(Fxux − Fyuy)
γ1
]
(B.25)
p(1)xy =
1
s∗7
[
−∂t0
(
jxjy
γρ
)
− ∂x
(
1
3
jx
)
− ∂y
(
1
3
jy
)
+
(Fxuy + Fyux)
γ1
]
(B.26)
Eqs. (B.24)-(B.26) require time derivatives of the density and velocity (or
momentum) fields, which can be obtained from Eqs. (B.6), (B.9) and (B.11)
and truncating terms of O(Ma2) or higher. Thus, we have
∂t0
(
j2x
ρ
)
≈ 2Fxux
γ
, ∂t0
(
j2y
ρ
)
≈ 2Fyuy
γ
, ∂t0
(
jxjy
ρ
)
≈ 2 (Fxuy+Fyux)
γ
Substituting the above relations in Eq. (B.24)
e(1) =
1
s∗1
−2−→∇ · −→j − 3
2Fxuxγ + 2Fyuyγ
γ
+ 6−→F · −→u
γ1
 (B.27)
In order to eliminate the dependence of forcing terms in the above equation,
Eq. (B.27), so that the macrodynamical equations recover correct physics with-
out any spurious effects, we need to set
γ1 = γ
2. (B.28)
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Thus, Eq. (B.28) suggests that the moment projections of forcing terms in-
volving non-linear interactions of external force and velocity fields should be
preconditioned by a factor of 1/γ2, as they represent slower physical processes
than fluid flow itself. Hence, we get
e(1) = −2 1
s∗1
−→∇ · −→j . (B.29)
Similarly,
p(1)xx = −
2
3
1
s∗7
(∂xjx − ∂yjy) , (B.30)
and
p(1)xy = −
1
3
1
s∗8
(∂xjy + ∂yjx) . (B.31)
So, the preconditioned dynamical equations of the conserved moments are fi-
nally obtained by adding Eqs. (B.6), (B.9) and (B.11) to Eqs. (B.15), (B.18)
and (B.20), respectively, after multiplying the latter with δt, and using Eqs. (B.29)-
(B.31). They correspond to the following preconditioned weakly compressible
Navier-Stokes equations
∂tρ+ ∂xjx + ∂yjy = 0 (B.32)
∂tjx +
1
γ
[
∂x
(
j2x
ρ
)
+ ∂y
(
jxjy
ρ
)]
= −1
γ
∂xp+
1
γ
∂x
(
2ν
[
∂xjx − 1/3−→∇ · −→j
]
+ ζ
−→∇ · −→j
)
+
1
γ
∂y (ν [∂xjy + ∂yjx]) +
Fx
γ
(B.33)
∂tjy +
1
γ
[
∂x
(
jxjy
ρ
)
+ ∂y
(
j2y
ρ
)]
= −1
γ
∂yp+
1
γ
∂x (ν [∂xjy + ∂yjx]) +
1
γ
∂y
(
2ν
[
∂yjy − 1/3−→∇ · −→j
]
+ ζ
−→∇ · −→j
)
+
Fy
γ
(B.34)
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where the pressure field p is given by
p = γ
1
3
ρ (B.35)
and the transport coefficients, viz., the bulk and shear viscosities, respectively,
as
ζ = γ
1
3
[
1
s∗1
− 1
2
]
δt (B.36)
and
ν = γ
1
3
[
1
s∗β
− 1
2
]
δt, β = 7, 8 (B.37)
C Chapman-Enskog Analysis of the Preconditioned Vector Ki-
netic Equation
We now perform the Chapman-Enskog analysis of the preconditioned vector
kinetic equation by introducing the expansions
gαi=
∞∑
n=0
ǫng
(n)
αi , (C.1)
∂t=
∞∑
n=0
ǫn∂tn , (C.2)
with ǫ = δt, in conjunction with the Taylor series [48,51], which result in the
following:
O(ǫ0) : g
(0)
αi = g
eq,∗
αi , (C.3)
O(ǫ1) : (∂t0 + eαj∂j) g
(0)
αi =−
1
τ ∗m
g
(1)
αi , (C.4)
O(ǫ2) : ∂t1g
(0)
αi +
(
1− 1
2τ ∗m
)
(∂t0 + eαj∂j) g
(1)
αi =−
1
τ ∗m
g
(2)
αi . (C.5)
Now, using the following summational constraints
∑bm
α=0 g
(0)
αj = Bj,
∑bm
α=0 eαig
(0)
αj =
Λ
(0)
ij ,
∑bm
α=0 g
(n)
αj = 0 and
∑bm
α=0 eαig
(n)
αj = Λ
(n)
ij for n ≥ 1, with Λ(0)ij = uiBj−Biujγm ,
and taking zeroth moments of Eqs. (C.4) and (C.5), we get
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∂t0Bi + ∂jΛ
(0)
ji =0, (C.6)
∂t1Bi +
(
1− 1
2τ ∗m
)
∂jΛ
(1)
ji =0. (C.7)
Taking the first moment, i.e.
∑bm
α=0 eαj(·) of Eq. (C.4) and using the identity∑bm
α=0 eαjeαkg
(0))
αi = θmδjkBi, where δjk is the Kronecker delta, we get
Λ
(1)
ji = −τ ∗m
[
∂t0Λ
(0)
ji + θm∂jBi
]
. (C.8)
With the scaling O(Bi) ∼ O(ui) [51] and considering the zeroth-order momen-
tum and magnetic induction equations, ∂t0Λ
(0)
ji ∼ O(Ma3) and hence can be
neglected. As a result,
Λ
(1)
ji ≈ −τ ∗mθm∂jBi. (C.9)
Finally, adding Eq. (C.6) and Eq. (C.7)×δt and using ∂t ≈ ∂t0 + δt∂t1 , along
with Eq. (C.9), we get the preconditioned magnetic induction equation
∂tBi +
1
γm
∇j (ujBi − Bjui) = 1
γm
∂j (η∂jBi) , (C.10)
where η = γmθm (τ
∗
m − 1/2) δt.
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