In recent years, simple GO/NOGO behavioural tasks have become popular due to the relative 9 ease with which they can be combined with technologies such as in vivo multiphoton imaging. 10
What is the impact of motivation on behaviour? Reinforcement learning theory assumes that an 23 animal optimises behaviour according to the value placed on the goal of an action under 24 different levels of deprivation (Dayan and Niv 2008; Guitart-Masip et al. 2010 ). Beyond the value 25 placed on the goal (directional effect), motivational state is also critically important in regulating 26 the overall effort and rate of activity (activating effect) an animal engages in (Niv et al. 2007; 27 Salamone and Correa 2012). The combination of behavioural training with sophisticated 28 electrophysiological and imaging techniques is beginning to provide unprecedented insight into 29 the functioning of neural circuits underpinning perceptually-driven decision making (Huberman 30 and Niell 2011; Carandini and Churchland 2013) . A commonly employed paradigm for studying 31 perceptual decisions is the two-category GO/NOGO task, where the animal performs a response 32 to obtain a reward during a 'Go' stimulus, and needs to withhold the response for the 'NoGo' behaviour have also been documented both in rodents (Niv 2007 , Komiyama et al. 2010 ) and 38 other species (Mayack and Naug 2015) . These factors increase the difficulty of devising 39 appropriate training protocols and can impact on the interpretation of results (Carandini and 40 Churchland 2013). 41
The typical timeline for observation during simple decision-making tasks in modern 42 neuroscience extends to hundreds of trials, thus capturing a range of motivational levels 43 throughout a single behaviour session. While there have been mentions of changes in 44 motivation within individual sessions previously (Andermann et al. 2010 , Stüttgen et al. 2011 , 45 these effects are often ignored (Niv et al. 2007 ; Busse et al. 2011) or factored out of analyses 46 (Rivalan et al. 2013 ). Here, we have analysed the effect of motivation on a GO/NOGO visual 47 4 discrimination task. Despite slight differences in the absolute values of Hit and False Alarm (FA) 77 rates, all mice showed the same pattern of changes to their licking behaviour over the course of 78 a session. To analyse these changes, we split each session into three equal segments (Initial, 79 Middle, Final). Our aim was to examine the impact of motivation on the expression of a learned 80 instrumental behaviour on the timescale of a single session (within-session changes). We 81 normalised the length of the three segments to the total number of trials, for each mouse, and 82 used standard signal detection theory (SDT) measures of Hit and FA rates in each segment (see = 0.04 ± 0.01. In other words, we observed that the Hit and FA rates of water-restricted mice 89 showed dramatic variation over the course of a session, with corresponding changes in the SDT 90 discriminability measure, d′. In Figure 2 , we show these changes in d′ during the Initial, Middle 91 and Final segments as performance curves in Receiver Operating Characteristic (ROC) space 92 (see Methods). The sensitivity of the mice in the early part of the session was less than half of 93 the value seen in the later segments of the session (d′ Initial = 0.56 ± 0.07, d′ Middle = 1.25 ± 0.14, 94 d′ Final = 1.22 ± 0.16). A comparison of the group values for each of the 3 segments showed that 95 the sensitivity of the mice during the Initial segment was significantly different to the d′ values 96 that emerged in the later stages of the session (Student's t-test, p<0.0003). The Final and Initial 97 segment d′ distributions were also significantly different (Student's t-test, p<0.005) but no 98 difference was found between sensitivity values for the Middle and substantially underestimates the true discrimination ability of the mice, with a d′ of 0.76 ± 0.04 for 104 the group. The use of means to assess both the within-session performance of individuals and 105 group progression of learning can distort individual acquisition trends and can cause inaccurate 106 estimates of performance (Gallistel et al. 2004) . 107
We conclude from this that stable discrimination sensitivity only emerges after the initial 108 part of a behaviour session in water-restricted mice. The performance of the mice during this 109 initial segment may skew the estimate of discrimination ability when mean discriminability is 110 taken over the whole session. We hypothesise that the changes we observed in mouse 111 behavioural performance were due to fluctuating motivational state. In the remainder of this 112 paper we examine this hypothesis in more detail. 113
114
Behavioural performance can be explained by a motivation-augmented Actor-115 Critic model 116 We first used the SDT response bias measure, criterion value, to assess motivation. In a learnt 117 task modelled using SDT, the criterion designates the threshold at which an animal places the 118 decision to "Go". The negative or positive signage of the criterion reflects the direction of the bias 119 away from a neutral baseline where the animal is equally likely to "Go" or not. Criterion value can 120 thus be understood as reflecting the "directional" aspects of motivation. Figure 2d shows that the 121 criterion value steadily increased over the course of the behaviour session (C initial = -0.42 122 (±0.12), C middle = 0.51 (±0.16), C final = 1.46 (±0.13)), changing from a low criterion (risk-taking) 123 approach to a higher and more conservative (risk-averse) decision policy. 124 125 FIGURE 3 goes here 126 6 We next explored a modelling approach to test whether a "motivation" variable could account for 127 the stereotyped behaviour we saw during the task. Actor-Critic models are commonly used to 128 describe reinforcement learning in simple two-alternative and operant behavioural tasks (Dayan 129 and Balleine 2002; Dayan and Niv 2008) . We compared the performance predicted by two 130 models. The first (AC) was based on the classic Actor-Critic approach with Q-learning (see 131
Methods for details). The second model (MAC) shown in Figure 3a maintains the classic Q-132 learning framework and initialisation parameters, but also takes motivational state into account. 133
Motivational state is incorporated through a "thirst" variable, which adjusts the Q-values (see 134
Methods) of the Actor-Critic over the course of the behaviour session. The top panels in Figure  135 3a show the proportion of Hits/FAs and ROC performance predicted by 15 iterations of the 136 models. They predict the performance trajectory that would be seen in animals that have been 137 trained on a Go/NoGo task. We used the baseline assumption that mice had prior knowledge of 138 the task contingencies during the test session, so that S+ stimuli were valued more highly than 139 the S-stimuli (ie, that mice had attained criterion performance) and initialised the starting Q-140 values accordingly. We estimated the goodness of the predictions made by the models by 141 calculating the Euclidean distance between the experimental data and the simulated results. A 142 perfect match gives a value of 0, while the furthest possible separation gives a value of 2. The 143 performance predicted by the MAC model (distance = 0.15) more closely reflects the behaviour 144 recorded during the experiments than the classic Q-learner (distance = 0.78). Inclusion of a 145 motivation variable reproduced the lower d′ observed during the Initial segment of the session, 146 and gradually changed towards a consistent discrimination level in the Middle and Final 147 segments of the session. The model was also able to capture the change in task participation 148 whilst maintaining discrimination sensitivity for the Middle and Final segments, as seen in the 149 experimental data. 150
We devised a ROC space classification scheme to assign motivational state (Figure 3b found that behaviour early in the session mostly fell within the section reflecting "high or over-154 motivation" (red shading) while the Hit/FA pairs from the later stages of the session fell within the 155 purple and green shading regions ("unbiased" and "low motivation", respectively). 156
An alternative explanation might posit that mice spend the Initial segment of the session 157 re-learning the task contingencies, until they are able to perform again at a high standard. We 158 compared the typical motivational variation shown by mice during the learning stage of the 159 behavioural training to get a better understanding of the interaction of these two processes. 160 Our modelling results thus strongly support a causal role for motivational state in 168 determining the performance trajectory observed on a GO/NOGO task within individual 169 behaviour sessions. In the next section we seek to define these changes in a more quantitative 170 way by considering the activating aspects of motivation. For each stage, we compared how LRel changed over the session for rewarding time-203 periods versus those that carried no instrumental gain (Stimulus+Reward vs Buffer or inter-trial 204 interval (ITI) for "Hit" trials, Figure 4b ). Figure 4c shows that at the start of the session, the Buffer 205 period (Initial: 1.16 ± 0.13) had similar LRel values to the Stimulus+Reward (Initial: 1.38 ± 0.07) 206 period, which were not significantly different (p=0.75). Over the course of the session, these two 207 values separated and the animals licked much more efficiently. This is shown in the significantly 208
higher LRel values for the Stimulus+Reward condition than the time-periods where licking held 209 no behavioural advantage (LRel Final ), indicating that animals limited their licking to the 210 instrumentally rewarding periods of the trial. 211
Comparisons with the time-periods where licking did not lead to a water reinforcement 212 highlighted an interesting difference between the two conditions. We noticed that while LRel 213 values during the "hits" time-periods gradually increased, LRel in the Buffer period decreased 214 over the course of the session (Initial: 1.16 ± 0.13, Middle:1.01 ± 0.13, Final:0.62 ± 0.11). In 215 contrast, the LRel values for the ITI period showed more stability over the session and less 216 variability between mice (Initial: 0.75(±0.04), Middle: 0.53(±0.05), Final: 0.35(±0.04)), suggesting 217 they represented a baseline licking tendency while Buffer licking was more prone to motivational 218 effects. 219
The response vigour measures of LFreq and LRel confirmed that motivation changed in 220 a quantifiable, consistent pattern between all animals to provide a readout of motivational level 221 during a session. Next, we sought to determine whether an analysis of lick timing might allow us 222 to gain a more nuanced insight into the behavioural strategy governing the "activating" licking 223 rates. 224 225 We calculated first lick peri-stimulus-histograms (PSTHs) pooling latencies from all trial 236 outcomes to identify the general trends of lick timing for a behaviour session. Figure 5a shows 237 these group latencies for the monocular test session. We decomposed the response into two 238 episodes: a primary lick response, defined by a sharp early peak immediately after stimulus 239 onset, and a broad, multi-peaked secondary response which occurred at the end of the Buffer 240 period, clustered around the 0.5s time-bin. The sharpness of the primary peak indicates a more 241 stereotyped behaviour that is inflexible from trial to trial, typically seen in Pavlovian and over-242 trained habitual instrumental responses due to the availability of precise temporal information. 243
First-lick latencies reveal the balance of Impulsive and Instrumental influences on
To avoid habitual responses, animals were taken off daily training regimens immediately after 244 attaining criterion and were kept on a reduced "reminder" regimen until testing. Comparisons 245 with previous cohorts who formed habits after training for longer periods on easier stimuli 246 confirmed the success of this strategy (data not shown). In the case of rodent lick-based tasks, The spread in lick latency values seen during the secondary response on the other hand 255 reflects more flexible decision-making. In this case, an animal's Go/NoGo choice is based on the 256 prior knowledge of the task contingencies in view of the trial-specific stimulus (S+ or S-) that is 257
shown. We therefore describe the primary response as an "Impulsive" contribution to the 258 behaviour and the secondary response as the "Instrumentally Driven" component. As the main 259 features of the PSTHs were observed within the 0-2 sec time range (ie, during the Stimulus 260 state), we focussed on comparing the latency profiles for the two outcomes where the animals 261 made a 'Go decision' (Hits for S+ trials and FA for S-trials) and therefore necessarily made their 262 first lick before 2 sec. 263
In order to relate the differences to our other performance indicators, we split the 264 sessions into 3 equal segments as with the previous analyses ( Figure 5 ). We extracted all Hit 265 and FA trial latencies from within each segment and used a time range of between 0 and 2 266 seconds to construct PSTHs for the lick latencies. The lick latency PSTHs for both the Hit and 267 FA trials changed considerably over the course of a session (Figure 5b) . The difference between 268
Hit and FA licks ( Figure 5c ) reveal that responses during these two trial types increasingly 269 diverge in the secondary response (post buffer period), towards the end of a session. There is 270 little difference between the primary response for both trial types, which might be expected given 271 that licks during the buffer period had no consequence. This implies that the lick responses of 272 the mice during the earliest part of the session show little difference irrespective of the stimulus 273 presented (dark grey line in Figure 5c ) and that discriminative licking patterns emerge later in the 274 session (lighter grey lines, Figure 5c Interestingly, the latency of the peaks for the secondary component of the FA trials showed two 284 widely separated modal peaks, at 0.48 sec and 1.44 sec. These groupings suggest two 285 underlying error types, 'Failure to Stop', and 'Failure to Wait', which were previously reported by 286 Mayse et al (2014) . Such nuanced errors are indicative of a cost/benefit judgement of 287 performing an action. The emergence of these lick latencies towards the end of the task 288 reinforces the idea that mice start to rely on a behavioural strategy to solve the task in a goal 289 directed manner. 290
We calculated the ratio between the peaks of the secondary and primary responses to 291 quantify which grouping (Impulsive or Instrumental) contributed more to first-lick responses. To 292 estimate the ratio we first quantified the licks within the Impulsive and Early Instrumental 293 components by calculating the area under the curve for the lick PSTH between the times 0 -0.2 294 sec and 0.4 -0.6 sec respectively. The Impulsive component of the behaviour dominated the 295 Initial segment for all mice, and this was reflected in the ratio of 2.88 for the peaks of the two 296 response types (~3 Impulsive first licks for every 1 Instrumental first lick). By the Middle 297 segment, the ratio shifted to 1.39 reflecting the shift to goal-directed behaviour. Nearer to the 298 end of the session, Instrumental licking behaviour began to dominate (ratio=0.76). Over the 299 course of the session, the Impulsive component gradually became less prominent, and the most 300 frequently occurring first lick values belonged to the second, Instrumental grouping. Although 301 this result might imply that the behavioural strategy is only optimised in the Final segment, an 302 examination of the participation levels of the animals suggests otherwise. Namely, while the 303 separation between Hit and FA values remains large and gives an appropriately high sensitivity 304 13 value in the Final segment, the high proportion of Misses (71% (±0.05)) demonstrates that the 305 mice were no longer well engaged in the task. 306
Overall, our analysis of the lick latency distribution revealed that as motivation changes, 307 the balance of the behavioural processes contributing to decision-making shifts between 308 impulsive and Instrumentally determined actions. Thus a highly motivated state is dominated by 309 an Impulsive component, which obscures the optimal performance that Instrumental actions 310 would otherwise result in. As a final test that high levels of motivation are in fact detrimental to 311 performance on a discrimination task, we compared the performance of a mouse on consecutive 312 days under satiation and deprivation. 313 314 315 Deprivation may facilitate learning but prevents optimal performance once a task 316 is learnt. Figure 3b ). To further test our hypothesis of the behaviour being motivation 326 dependent, we compared the performance on consecutive days under a state of relative 327 satiation on day 1 and normal deprivation on day 2. Figure 6 gives a typical example of these 328 14 conditions for a single mouse to demonstrate the persistent vulnerability of Instrumental 329 behaviour to "masking" by motivation irrespective of prior performance. 330
Once criterion was reached, we established satiation by pre-feeding. Pre-feeding has 331
previously been described as an effective short-term manipulation of motivation for reward 332 incentive and responding (Salamone et al. 1991; Aberman and Salamone 1999) . During the first 333 session from the 'Satiated' state ( Figure 6a , left) we found that the Instrumental component of 334 the behaviour remained stable, with high d′ values throughout (d′=1.90-2.01). In contrast, when 335 we returned to normal procedures for the session on the following day (Figure 6a , right), we 336 confirmed that over-motivation affected even the best performing animals during the 'Initial' 337 segment of the session. There was a negligible difference between the Hit and FA rates at the 338 start of the session (Figure 6a , right: Initial), indicating that the animal was responding without 339 any differentiation between the two stimuli (d′ Initial =0.04, Hit Initial =0.78, FA Initial =0.77). Once the 340 influence of motivation normalised, the animal returned to levels of response and performance 341 indicators of a level that had been previously demonstrated (d′ Middle = 1.54 d′ Final =2.56). We also 342 assessed the lick-based and response bias measures for the two sessions. As expected, the 343 'Deprived' session ( Figure 6c ) followed the same trajectories as described in the group results 344 ( Figure 4a ). The session under relative satiation, in contrast, showed remarkable stability over 345 the lick-based indicators (LFreq and LRel) indicating that the motivational influences described 346 for the cohort were much reduced or completely absent. Specifically, the slope of the decrease 347 followed by the LFreq over the 3 segments was minimal (Figure 6c ), there was no crossover for 348
LRel Hit and LRel BUFF (Figure 6b ). 349
We also explored the relative contributions of the Impulsive and Instrumental Instrumental responses are engaged to a high level, resulting in high participation and good 389 discrimination. We conclude that the best performance on discrimination tasks requires a 390 combination of these components. observed in our behavioural data were most closely replicated by introducing a motivation 405 variable into the framework. This further supports the idea that the "masking" of high 406 discrimination ability is caused by short-term motivational influences, rather than the persistence 407 of a dynamic learning phase throughout the testing period. Guided by the previous work of 408 Salamone & Correa (2002 , 2012 and Niv et al (2007) , we quantified the activational aspect to 409 motivation with the licking frequency, showing a linear decrease over the course of the session. 410
We also showed that licking became differentially more focused towards the rewarding times 411 within the trial (LRel Hits vs LRel Buff comparison, as has previously been suggested with a different 412 behavioural paradigm with rodents (Komiyama et al. 2010 ). We consider it likely that a Pavlovian 413 response is enhanced by the display of the visual stimulus at the start of trials, as it has 414 previously been suggested that Pavlovian responses can undergo a generalisation effect that 415 dissociates them from the specific details of a stimulus (Dayan and Berridge 2014). Therefore, 416 licking under Pavlovian influence should be disproportionately increased during the Buffer for all 417 stimuli in the early stages of a session. Towards the end of a session, actions (licks) are 418 deployed in a more strategic manner, supporting our claim that the balance of behavioural 419 strategy shifts towards goal-directed as the trial progresses. 420
As such tasks become more widespread, the behavioural analyses described here may 421 be a useful resource for neurophysiologists investigating the neurobiological basis of behaviour. 422
Our results may help with task design and appropriate analysis constraints. reinforced with dental acrylic and the cut edges of the skin were re-attached using Histoacryl. 472
Throughout the surgery, the eyes were covered with Vaseline or eye ointment to prevent drying. 473
Following the procedure, animals were transferred to a heated (~35°C) incubation chamber, 474
where they were allowed to recover to normal activity with ad libitum water and food access. The 475 water restriction protocol was started 1-2 days following surgery. 476
Behavioural apparatus 477
We used a 800mm (i. Animals took much longer to reach criterion performance levels, in some cases requiring 522 adjustment of stimuli parameters (TF) to make them more easily discernable. Criterion 523 performance was evaluated using a combination of mean/optimal d' values and observing the 524 profile of Correct Rejection rates over session. When high sensitivity (as indicated by d' values 525 >1.0) was observed in three of four sessions, the mice were considered well-trained. After 526 reaching criterion animals were taken out of the daily training regime to prevent overtraining to 527 habitual responding. Thereafter, animals were kept on a regular "reminder" regime limiting 528 sessions to one every 2/3 days, which enabled us to ensure a high level of performance on the 529 task. These criteria were established in accordance with current behavioural literature 530 "Satiated" state: Satiation was established by pre-feeding, which consisted of free water 533 access for 1-2 minutes before the behaviour session. 534
Timings and State Flow of Task:
Each trial started with a Stimulus State (2 sec total), which 535 consisted of an initial 0.5 sec "Buffer period" and a 1.5 sec "Response Window". During the 536 Buffer, licks made by the animal did not count towards a decision/state change. The Buffer 537 period was used within the trial structure to allow mice enough time to attend to the stimulus in 538 view of the rapid succession of trials, and for mice to have time to bring licking under control, as 539 guided by previous behavioural task literature ( Inter-trial Interval (ITI) State immediately followed the Reward, Punishment or Miss/CR States. 550 Data analysis: All analyses were carried out in MATLAB using scripts developed in house and 551 built-in functions. Over a given session, a sliding window over 30 trials was used to calculate Hit 552 and FA rates (step size: 1 trial). Hit rate was calculated as (Hits/ total S+ trials) and FA rate 553 (FA/total S-trials). We clipped values of Hit and FA rates that were >0.99 or <0.01 (Miller 1996) . 
Lick latency peri-stimulus-time-histogram (PSTHs):
We calculated histograms (time bins = 560 0.04 sec) of first licks per trial for the group. All PSTHs were convolved with a Gaussian filter for 561 smoothing and normalized to the maximum bin count for the session (whole session PSTH) or 562 for the segment (trial outcome PSTHs) to determine the relative likelihood of licks occurring 563 within particular time bins. We classified the bimodal distribution of the lick latencies, into primary 564 (1°) "Pavlovian" (0 -0.2 sec) and secondary (2°) "Instrumentally Driven" responses (0.4 sec+). 565
Reinforcement Learning Modelling 566
To model behavioural responses, we used the classic Q learning model (Watkins 1989, Sutton 567 and Barto 1998). In this model, the agent takes probabilistic actions in certain states, given a set 568
of real values called Q-values. Our version of the model uses two actions (L, NL) and two states 569 (GO, NOGO). The states correspond to two different stimuli, S+ and S-, for Go and NoGo 570 respectively, and the two actions are L (Lick) and NL (No Lick). In total there are two Q-values in 571 each time step, each corresponding to a given state (Q 1,t :S+ at time t and Q 2,t :S-at time t). The 572 higher the Q-value the more likely the agent will take the lick action. Conversely the lower the Q-573 value the less likely the agent will take the no-lick action. To model mouse decision making, we 574 used the non-deterministic Softmax decision rule, 575
where p(A i,t =1) is the probability of taking the lick action given that the mouse is in the i-th state 577 at time t, Q i,t is the value of licking in the i-th state in the t-th time bin, and T is a "temperature" 578 parameter that was fixed to 1 in all our simulations. A session corresponds to N=150 trials 579 where the first action is randomly assigned to 0 or 1 with a probability of p=0.5. We used R=15 580 repetitions of this protocol and computed the hit and false alarm rate each time. This choice of 581 parameters reflected the experimental protocol. 582
24
We compared two different models, which we have denoted AC and MAC. The AC 583 model is the classic actor-critic Q-learner, which learns at the single session level, with the Q-584 values being modified as 585
where Q t is the value at a given time t, α is the learning rate, and R t the reward provided to the 587 agent at time t. This updated rule guarantees that the Q values converge towards the mean 588 reward when the agent takes the action in this state. For AC model, the reward is 1 when the 589 mouse licks during a GO stimulus or when it refrains from licking during a NOGO stimulus, 590 otherwise the reward is -1. Figure 3a 
(3) 598 M is modified if the mouse receives a liquid reward during a GO stimulus: 599
The code used to generate Figure 3 is available as a module (motivBCS2015) that can be 601 downloaded from our website (link to be provided). All the parameters used in our model are 602 presented in Table 2 . Relative Lick Rate (LRel) Number of licks within defined sections of a trial (eg. Buffer, ITI, referred to as time-periods hereafter) normalised to the lick frequency (LFreq).
Lick Latency (LLat)
Exact timing of first lick within a trial relative to trial onset. 
