Abstract-The conventional view of axon as a transmission cable has been challenged by continuous progress in neuroscience discoveries, which indicate the rich functional and computational repertoire of the axon. Recent experimental findings of slow integration induced persistent firing in distal axons of interneurons have shown that the slow integration from tens of seconds to minutes in distal axon leads to persistent firing of action potentials lasting for similar duration, suggesting that the axon performs its own integration functions. In this paper, we present an artificial neuron model including both somatic and axonal computation units, which reproduces the neural behavior of persistent firing. Complementary to the classic somatic computational unit which evokes action potentials by integrating dendritic inputs in a short timescale, the axon integrates the soma evoked spikes in a longer timescale of tens of second to minutes. Consequently the persistent firing behavior of the axon is determined through toggling the axon dynamics between passive conduction mode and persistent firing mode based on the integrated axonal potential. We present and discuss in this work the mathematical and neuromorphic models of the artificial neuron, as well as their simulation results. The artificial neuron proposed, being computationally efficient yet bio-plausible, would be useful to construct and simulate the large scale models of animal or human cortex, which provides a neuromorphic platform for further investigation of the possible functions of persistent firing and their roles in animal and human brain, especially their correlations with working memory.
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I. INTRODUCTION
Axons have long been considered as reliable transmission cables in which stable propagation occurs once an action potential has been generated. However, recent findings suggest that the functional and computational repertoire of the axon is much richer than traditionally thought, indicating that several different, complex operations are specifically achieved along the axon [1] . Beyond axonal propagation, intrinsic voltagegated conductances together with the intrinsic geometrical properties of the axon determine complex phenomena such as selective conduction failures [2] , [3] , reflected propagation [4] , [5] , and action potential modulation [6] - [8] .
A recent experimental finding of slow integration induced persistent firing in distal axons of rodent hippocampal and neocortical interneurons [9] , has shed new light on the functional and computational capabilities of axons. In addition to the prevalent observations of persistent neural activities in diverse brains and species [10] , it was found that as compared to classic somatic integration of synaptic currents on a timescale of milliseconds to seconds, the slow integration from tens of seconds to minutes in distal axon, leads to persistent firing of action potentials lasted for similar duration [9] . To trigger such persistent firing, axonal action potential was required but somatic depolarization was not, implying that the axon may perform its own neural computations without any involvement from the soma or dendrites.
In contrast to the classic cable model of axon, the implicated role of axon as a slow integrator is particularly interesting, which requires us to rethink the neuron models to take into account corresponding axonal functions. In the field of computational neuroscience, there are roughly two kinds of neuron models, depending on the level of abstraction. One of them focuses on detailed and complex description of channel dynamics and biophysics basis, for example, the HodgkinHuxley model [11] and compartment models [12] . The second kind of model focuses on capturing the spiking nature and essential elements of the behavior with simplified complexity, for example, leaky integrate-and-fire (LIF), Izhikevich [13] , Wilson [14] , Hindmarsh-Rose [15] , Morris-Lecar [16] , FitzHugh-Nagumo [17] , and Resonate-and-Fire [18] models. These models well emulate the somatic integration behavior of neuron. However, there is no neuron model that captures the axonal persistent firing behavior.
In this paper, we propose a new artificial neuron model in which axon is an independent computational unit complementary to the classic somatic computational unit which evokes action potentials. Compared to the soma which integrates dendritic inputs in a timescale of milliseconds to seconds, the axon integrates the spikes evoked by soma in a timescale of tens of second to minutes, and consequently determines the persistent firing behavior of the axon. The main contributions of this paper are 1) the mathematical model of the artificial neuron, which extends the Izhikevich model and includes additional equation and parameters to capture the essence of the persistent firing behavior of neurons, while remaining computationally efficient; and 2) the neuromorphic model of persistent firing neurons, which provides methods for translating the mathematical model into silicon implementation. The rest of the paper is organized as follows. Section 2 describes the neuronal model and presents its simulation results. Section 3 presents the analog circuit design for the proposed neuromorphic model as well as the simulation results. In the final section we conclude and discuss the implications of this work.
II. NEURON MODEL WITH AXONAL COMPUTATION
We consider the axon as a slow leaky integrator, which is capable to alter the axonal functions between passive conduction and persistent firing modes, depending on the potential of axonal integrator. In the passive conduction mode, the axon acts as a transmission cable; and in the persistent firing mode, the axon acts as a bistable oscillator which does not require stimulus from dendrites to sustain the persistent firing of action potentials. This neuron model is illustrated in Fig. 1 .
The neuron model can be mathematically described by equations (1) -(6) [19] :
with the auxiliary resettings:
where v, u and w are dimensionless variables that describe the membrane potential, the membrane recovery, and the potential of the axonal leaky integrator, respectively. = d/dt, where t is the time. a, b, c, d, e, and f are dimensionless parameters. a describes the time scale of u, b represent the sensitivity of u to the subthreshold fluctuations of v, c is the after-spike reset value of membrane potential, d describes the after-spike reset of u. e represents the after-somatic-spike axonal accumulation in the passive conduction mode, and f is the value describing the rate of the axonal leak. w p is the high threshold (rising edge) value of w to trigger the persistent firing mode of axon, and w n is the low threshold (falling edge) value of w for the axon to return to passive conduction mode. (a, b, c, d, e) p and (a, b, c, d, e) n describe the parameter sets of a, b, c, d, e variables when the axon is in the persistent firing mode and passive conduction mode, respectively. The Izhikevich neuron model is described by equations (1) -(2) [13] , which well captures the somatic spiking dynamics. By modifying the a, b, c, d variables in equations (1), (2), and (4), different firing patterns can be generated, as shown in Fig.  2 . One important concept of our model is the axon-dependent switch of the neuron firing patterns by dynamically selecting different variable set of a, b, c, and d.
When a cortical inhibitory interneuron shows the fast spiking (FS) firing pattern, its axon is in the passive conduction mode. In this case, external stimulus is required to sustain the firing activities (see Fig. 2, fast spiking) . However, when the inhibitory interneuron is in the persistent firing mode, in which the model parameters are chosen to set the axon to be self-oscillatory, the persistent firing behavior can be observed without the presence of any stimulus. This may explain in Sheffield's experiment [9] , the firings of axonal action potentials can be sustained without any dendritic inputs.
In contrast to the somatic leaky integrator which accounts for the integration of dendritic inputs, the axonal leaky integrator has a larger time constant for its integration and leakage, integrating incoming spikes generated in the axon hillock in the timescale from tens of seconds to minutes, due to its slow rate of leakage, f , as described in equation (3) . When the potential w in the axonal leaky integrator exceeds the high threshold (rising edge), w p , the persistent firing will be triggered, and the firing pattern is determined by the parameter set of (a, b, c, d, e) p .
When the axon is in the persistent firing mode, if there are no somatic spikes accumulated in the axon, the potential w decreases at the rate of f . When w reaches the low threshold (falling edge), w n , the axon returns to the passive conduction mode, and the a, b, c, d, e variables in the model will be reset to (a, b, c, d, e) n .
The interplay between the axonal integrated potential (as described by w) and its multiple thresholds in the axon (described by w p and w n ) consequently determines the persistent firing dynamics of neurons. We can therefore describe the hypothesized axonal computation unit in the neuron (see Fig.  1 ) as a leaky integrator with a voltage-gated switch of axonal firing modes.
The persistent firing neuronal behaviors can be simulated using our model. We have developed a MATLAB program based on equations (1) -(6) with the parameters summarized in Table I for two different stimulation protocols.
The simulation results with step/pause stimulation protocol [9] are shown in Fig. 3 . We applied 1-second current step of 15 pA during each 5-second sweep to the simulation model. During the sweeps of step/pause input stimulus, it is observed that the FS pattern appears when the synaptic Step/pause protocol (Fig. 3) Long pulse protocol (Fig. 4) ( input stimulus is presented and disappears when the stimulus is removed. When w accumulates to a level higher than the high threshold, w p , the persistent firing occurs, after which w decreases monotonically due to the axonal leakage and no stimulus, as described in equation (3). The persistent firing ends when w is lower than the low threshold, w n . It should be noted that in this model, when the axon is in the persistent firing mode, the resting potential is about 20 mV below the one for the fast spiking mode, which fits well with the data from patch-clamp recordings in the persistent firing neurons [9] . We can emulate this phenomenon through switching the parameter c in equation (4) between c p and c n .
We also applied the stimulation with a 40-second long pulse of 15 pA current to the persistent firing neuron model with a different parameter set (see Table I ). The simulation results are shown in Fig. 4 . The persistent firing is triggered shortly after the input stimulus is removed, and lasts for more than a minute.
By tuning the parameters of e, f, w p and w n , we can set different time scales for the axonal slow integration, allowing the model to accommodate different types of neurons with persistent firing behavior.
III. NEUROMORPHIC MODEL OF THE ARTIFICIAL NEURON
Since the last two decades, there has been a continuing interest in developing the neuromorphic circuits and systems that mimic the operation of biological neurons and brains, which enables considerably faster and more energy-efficient emulations of the neurons and neural systems.
Due to the computational simplicity of our model, it is rather straightforward to implement the proposed neuron model in hardware, either in digital circuits or analog circuits. There have been several circuit implementations of Izhikevich neuron model and its variants [20] - [25] . Thus in our case it is intuitive to add a leaky integrator emulating the axon, as well as the switching devices for selecting one of two sets of a, b, c, d, e parameters, which may be stored in memory devices, e.g. non-volitive memory.
Two equivalent conceptual designs of the proposed artificial neuron are shown in Fig. 5 . The main difference between these two designs is how the axonal persistent firings of spikes are generated: there is explicitly an oscillator to generate axonal spikes in design A (Fig. 5a) , while in design B (Fig. 5b) the axonal spikes are originated from the unstable state of the neuron circuit.
As shown in Fig. 5a , the somatic computing unit of the conceptual design A integrates the dendritic inputs with a leak, and generates spikes if the integrated potential exceeds its threshold. The somatic computing unit can be realized based various spiking neuron models such as LIF and Izhikevich model. The axonal computing unit integrates the spikes from the somatic computing unit with a leak, and generates sustained spikes with an oscillator, if the axonal integrated potential exceeds the threshold. The output of the oscillator is summed with the output of somatic computing unit, in such a way that if no persistent firing happens, the artificial neuron behaves as a normal spiking neuron.
In the conceptual design B shown in Fig. 5b , the artificial neuron is considered as a parameter-dependent dynamic system. The parameters of such dynamic system can be stored in non-volatile memory devices. Through modifying the parameter values in the memory, the spiking neuron unit can alter the axonal dynamics between the passive conduction mode and the persistent firing mode.
We have built the neuromorphic model based on the design B, with SPICE and Verilog-A languages, and simulated the model in Synopsys R HSPICE Simulator. The circuit model is shown in Fig. 6 . The soma membrane circuit (Fig. 6a) essentially implements the Izhikevich neuron model [18] , which includes a SPICE block describing equations (1) - (2), an adder, a Schmitt trigger and two NMOS transistors (M1, M2) as switches. The stimulus I is the only external input to the soma unit, which also requires to fetch a parameter set of a, b, V p and c from the its memory during the operation. The Schmitt trigger implemented in Verilog-A, compares the membrane potential v with V p (peak of the spike, typically 30 mV) and c (rest potential, typically -65 mV), and produces the output, C v , of VDD only when v > V p , and GND only when v < c. When C v is high (VDD), which means a spike is generated, the two NMOS switches (M1, M2) are turned on thus the potentials of u and v are reset to u new and c, respectively. When C v is low (GND), the potentials of u and v remain to be solely determined by equations (1) - (2) in the SPICE block.
In the axon circuit (Fig. 6b) , a parallel RC circuit implements the axonal leaky integrator. When the soma membrane is generating a spike, C v is high (VDD) and NMOS M5 will be turned on and pull the current from the current mirror (M3, M4), and charge the RC leaky integrator, increasing the axon potential w. The potential w is compared with w n and w p by a Schmitt trigger, which produces the output C w , of VDD when w > w p (the persistent firing should start) and GND when w < w n (the persistent firing should stop). The C w signal controls five 2-way switches, which subsequently determine the value of x to be x n or x p , where x ∈ {a, b, c, d, e}, and the neuron spiking dynamics.
Based on the long-pulse stimulation protocol and the circuit parameters given in Table II , The simulation results of the circuit are shown in Fig. 7 . It should be noted that the values of the stimulus current I and simulation time here are different from those discussed in the previous section, with the purpose of achieving simpler implementation in the circuits. Nevertheless, it can be clearly seen that after we continuously applied the stimulus current for a period of time and stopped the input, the persistent firing of spikes was triggered, lasted for a similar duration, and finally stopped, depending on the level of axonal integrator potential w.
IV. DISCUSSION AND CONCLUSION
In this paper, we present the design of an artificial neuron consisting of a somatic computation unit and an axonal computation unit. The somatic computation unit processes fast neural signals, which evokes action potentials when the integrated dendritic inputs exceeds the threshold, in the timescale of milliseconds to seconds. The axonal computation unit processes slow neural signals, which integrates the somatic spikes in the timescale of tens of seconds to minutes, and toggles the dynamics of axon between passive conduction mode and persistent firing mode based on the integrated axonal potential. This artificial neuron model captures the essence of the recently discovered persistent firing behavior of neurons: 1) the persistent firing of action potentials is induced by the axonal slow integration in a much larger timescale compared to somatic integration, 2) Once the persistent firing has been triggered, no stimulus is required to maintain the persistent firing of action potentials, and 3) axonal spikes are different from the spikes evoked by somatic depolarization, in term of rest potential and spiking frequency.
The mathematical model presented in this paper maintains the capability of producing firing and bursting behaviors of known types of cortical neurons as described by the Izhikevich neuron model, and expand the capability to reproduce the spiking behavior of biological persistent firing neurons through introducing only one more equation and auxiliary resettings.
We also present a neuromorphic model of the artificial neuron developed using SPICE and Verilog-A, which reproduces the neuronal persistent firing behavior by integrating somatic [20] - [25] , the silicon implementation of the proposed artificial neuron will be straightforward by incorporating the axonal computation unit into the Izhikevich VLSI designs. The persistent firing activity is found in a diverse set of brain regions and organisms and serval in vitro systems, it may represent a very general and fundamental form of brain dynamics [10] . The positive-feedback processes or the feedforward mechanism are often hypothesized to explain the persistent activities in the neuronal network [26] . The discovery of the persistent firing phenomenon in hippocampal and neocortical interneurons has shed new light on identifying the mechanism of neuronal persistent activities. The artificial neuron proposed in this paper, being computationally efficient yet bio-plausible, would be useful to construct and simulate the large scale models of animal or human cortex, which provides a platform for further investigation of the possible functions of persistent firing and their roles in animal and human brain.
For example, we can study the relationship between the working memory and the persistent firing phenomenon, and the neural correlative of working memory with computer simulation or hardware emulation. Memory storage on short timescales is thought to be maintained by neuronal activity that persists after the stimulus is removed [27] . By incorporating the persistent firing neuron model and corresponding spiking networks in the simulation, we can simulate a more bioplausible and realistic memory system in animal or human cortex. Recently, we proposed an initial framework of Artificial Cognitive Memory with the objective of developing a novel function-driven memory technology in comparison to conventional density-driven storage technology [28] . The future directions of this research include the exploration of the bio-inspired cognitive memory architectures with spiking networks containing the artificial persistent firing neurons presented in this paper, and the practical implementation of such neuromorphic network in silicon.
