Graph-based algorithms for the efficient solution of a class of
  optimization problems by Consolini, Luca et al.
ar
X
iv
:1
80
9.
01
97
0v
1 
 [m
ath
.O
C]
  6
 Se
p 2
01
8
Graph-based algorithms for the efficient solution of a class of
optimization problems
Luca Consolini1, Mattia Laurini1, Marco Locatelli1
1 Dipartimento di Ingegneria e Architettura, Universita` degli Studi di Parma,
Parco Area delle Scienze 181/A, 43124 Parma, Italy.
luca.consolini@unipr.it, mattia.laurini@unipr.it, marco.locatelli@unipr.it
Abstract
In this paper, we address a class of specially structured problems that include speed planning,
for mobile robots and robotic manipulators, and dynamic programming. We develop two new
numerical procedures, that apply to the general case and to the linear subcase. With numerical
experiments, we show that the proposed algorithms outperform generic commercial solvers.
Index terms— Computational methods, Acceleration of convergence, Dynamic programming, Com-
plete lattices
1 Introduction
In this paper, we address a class of specially structured problems of form
max
x
f (x)
subject to a≤ x≤ g(x),
(1)
where x ∈ Rn, a ∈Rn, f : Rn→ R is a continuous function, strictly monotone increasing with respect
to each component and g = (g1,g2, . . . ,gn)
T : Rn → Rn, is a continuous function such that, for i =
1, . . . ,n, gi is monotone not decreasing with respect to all variables and constant with respect to xi.
Also, we assume that there exists a real constant vector U such that
g(x) ≤U,∀x : a≤ x≤ g(x) . (2)
A Problem related to (1) that is relevant in applications is the following one
max
x
f (x)
subject to 0≤ x≤
∧
ℓ∈L
{Aℓx+bℓ} , x≤U, (3)
where, for each ℓ ∈L = {1, . . . ,L}, with L ∈ N, Aℓ is a nonnegative matrix and bℓ is a nonnegative
vector.
Note that the expression
∧
ℓ∈L
, on the right hand side of (3), denotes the greatest lower bound of L
vectors. It corresponds to the component-wise minimum of vectors Aℓx+bℓ, where a different value
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Figure 1: A path to follow for an autonomous car-like vehicle.
of ℓ ∈ L can be chosen for each component. We will show that Problem (3) is actually a subclass
of (1) after a suitable definition of function g in (1).
We will also show that the solution of Problems (1) and (3) is independent on the specific choice
of f . Hence, Problem (3) is equivalent to the following linear one
max
x
n
∑
i=1
xi
subject to 0≤ x,Cx+d ≤ 0,x ≤U,
(4)
whereC is a matrix such that every row contains one and only one positive entry and d is a nonpositive
vector.
The structure of the paper is the following: in Section 1.1 we justify the interest in Problem
class (1) and, in particular, its subclass (3), by presenting some problems in control, which can be
reformulated as optimization problems within subclass (3). In Section 2 we derive some theoretical
results about Problem (1) and a class of algorithms for its solution. In Section 3 we do the same for the
subclass (3). In Section 4 we discuss some theoretical and practical issues about convergence speed of
the algorithms and we present some numerical experiments. Some proofs are given in the appendix.
1.1 Problems reducible to form (3)
1.1.1 Speed planning for autonomous vehicles
This example is taken from [8] and we refer the reader to this reference for further detail. We consider
a speed planning problem for a mobile vehicle (see Figure 1). We assume that the path that joins the
initial and the final configuration is assigned and we aim at finding the time-optimal speed law that
satisfies some kinematic and dynamic constraints. Namely, we consider the following problem
min
v∈C1([0,s f ],R)
∫ s f
0
v−1(s)ds (5a)
subject to v(0) = 0, v(s f ) = 0 (5b)
0< v(s)≤ v¯, s ∈ (0,s f ), (5c)
|2v′(s)v(s)| ≤ AT , s ∈ [0,s f ], (5d)
|k(s)|v(s)2 ≤ AN , s ∈ [0,s f ], (5e)
where v¯, AT , AN are upper bounds for the velocity, the tangential acceleration and the normal acceler-
ation, respectively. Here, s f is the length of the path (that is assumed to be parameterized according
to its arc length) and k is its scalar curvature (i.e., a function whose absolute value is the inverse of the
radius of the circle that locally approximates the trajectory).
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The objective function (5a) is the total maneuver time, constraints (5b) are the initial and final
interpolation conditions and constraints (5c), (5d), (5e) limit velocity and tangential and normal com-
ponents of acceleration.
After the change of variable w= v2, the problem can be rewritten as
min
w∈C1([0,s f ],R)
∫ s f
0
w(s)−1/2ds (6a)
subject to w(0) = 0, w(s f ) = 0, (6b)
0< w(s)≤ v¯2, s ∈ (0,s f ), (6c)
|w′(s)| ≤ AT , s ∈ [0,s f ], (6d)
|k(s)|w(s) ≤ AN , s ∈ [0,s f ]. (6e)
For i= 1 . . . ,n, set wi = w((i−1)h), with h= s fn−1 , then Problem (6) can be approximated with
min
w∈Rn
φ(w) (7a)
subject to w1 = 0, wn = 0, (7b)
0< wi ≤ v¯2, i= 2, . . . ,n−1, (7c)
|wi+1−wi| ≤ hAT , i= 1, . . . ,n−1, (7d)
|k(h(i−1))|wi ≤ AN , i= 2, . . . ,n−1, (7e)
where the total time to travel the complete path is approximated by
φ(w) =
n−1
∑
i=1
ti = 2h
n−1
∑
i=1
1√
wi+
√
wi+1
. (8)
Note that conditions (7d) is obtained by Euler approximation of w′(hi). Similarly, the objective
function (8) is a discrete approximation of the integral appearing in (6a). By setting f (w) = φ(w),
a= 0, g1(w) = 0, gn(w) = 0 and, for i= 2, . . . ,n−1,
gi(w) =
∧{
v¯2,
AN
|k(h(i−1))| ,hAT +wi−1,hAT +wi+1
}
,
Problem (7) takes on the form of Problem (1) and, since g is linear with respect to w, it also belongs
to the more specific class (3). We remark that, with respect to the problem class (3), we minimize a
decreasing function which is equivalent to maximizing an increasing function.
Our previous works [7], [8] present an algorithm, with linear-time computational complexity with
respect to the number of variables n, that provides an optimal solution of Problem (7). This algorithm
is a specialization of the algorithms proposed in this paper which exploits some specific feature of
Problem (7). In particular, the key property of Problem (7), which strongly simplifies its solution, is
that functions gi fulfill the so-called superiority condition
gi(wi−1,wi+1)≥ wi−1,wi+1,
i.e., the value of function gi is not lower than each one of its arguments.
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1.1.2 Speed planning for robotic manipulators
The technical details of this second example are more involved and we refer the reader to [6] for the
complete discussion. Let Rp be the configuration space of a robotic manipulator with p-degrees of
freedom. The coordinate vector q of a trajectory inU satisfies the dynamic equation
D(q)q¨+C(q, q˙)q˙+ ℓ(q) = τ , (9)
where q ∈ Rp is the generalized position vector, τ ∈ Rp is the generalized force vector, D(q) is the
mass matrix,C(q, q˙) is the matrix accounting for centrifugal and Coriolis effects (assumed to be linear
in q˙) and ℓ(q) is the vector accounting for joints position dependent forces, including gravity. Note
that we do not consider Coulomb friction forces.
Let γ ∈C2([0,s f ],Rp) be a function such that (∀λ ∈ [0,s f ]) ‖γ ′(λ )‖= 1. The image set γ([0,s f ])
represents the coordinates of the elements of a reference path. In particular, γ(0) and γ(s f ) are the
coordinates of the initial and final configurations. Define t f as the time when the robot reaches the end
of the path. Let λ : [0, t f ]→ [0,s f ] be a differentiable monotone increasing function that represents the
position of the robot as a function of time and let v : [0,s f ]→ [0,+∞] be such that (∀t ∈ [0, t f ]) λ˙ (t) =
v(λ (t)). Namely, v(s) is the velocity of the robot at position s. We impose (∀s ∈ [0,s f ]) v(s)≥ 0. For
any t ∈ [0, t f ], using the chain rule, we obtain
q(t) = γ(λ (t)),
q˙(t) = γ ′(λ (t))v(λ (t)),
q¨(t) = γ ′(λ (t))v′(λ (t))v(λ (t))+ γ ′′(λ (t))v(λ (t))2.
(10)
Substituting (10) into the dynamic equations (9) and setting s = λ (t), we rewrite the dynamic
equation (9) as follows:
d(s)v′(s)v(s)+ c(s)v(s)2 +g(s) = τ(s), (11)
where the parameters in (11) are defined as
d(s) = D(γ(s))γ ′(s),
c(s) = D(γ(s))γ ′′(s)+C(γ(s),γ ′(s))γ ′(s),
g(s) = ℓ(γ(s)).
(12)
The objective function is given by the overall travel time t f defined as
t f =
∫ t f
0
1dt =
∫ s f
0
v(s)−1 ds. (13)
Let µ ,ψ ,α : [0,s f ]→ Rp+ be assigned bounded functions and consider the following minimum
4
time problem:
min
v∈C1,τ∈C0
∫ s f
0
v(s)−1 ds, (14a)
subject to (∀s ∈ [0,s f ])
d(s)v′(s)v(s)+ c(s)v(s)2 +g(s) = τ(s), (14b)
γ ′(s)v(s) = q˙(s), (14c)
γ ′(s)v′(s)v(s)+ γ ′′(s)v(s)2 = q¨(s), (14d)
|τ(s)| ≤ µ(s), (14e)
|q˙(s)| ≤ ψ(s), (14f)
|q¨(s)| ≤ α(s), (14g)
v(s)≥ 0, (14h)
v(0) = 0, v(s f ) = 0, (14i)
where (14b) represents the robot dynamics, (14c)-(14d) represent the relation between the path γ and
the generalized position q shown in (10), (14e) represents the bounds on generalized forces, (14f) and
(14g) represent the bounds on joints velocity and acceleration, respectively. Constraints (14i) specify
the interpolation conditions at the beginning and at the end of the path.
After some manipulation and using a carefully chosen finite dimensional approximation (again,
see [6] for the details), Problem (14) can be reduced to form (see Proposition 8 of [6]).
min
w
φ(w)
subject to wi ≤ f j,iwi+1+ c j,i i= 1, . . . ,n−1, j = 1, . . . , p,
wi+1 ≤ bk,iwi+dk,i i= 1, . . . ,n−1, k = 1, . . . , p,
0≤ wi ≤ ui i= 1, . . . ,n,
(15)
where, φ is defined as in (8) and w= (w1, . . . ,wn)
T . For i= 1, . . . ,n, wi = v((i−1)h)2, h= s fn−1 , is the
squared manipulator speed at configuration γ((i−1)h). Moreover ui, f j,i, c j,i, bk,i, dk,i are nonnegative
constant terms depending on problem data.
Problem (15) belongs to classes (1) and (3). Also in this case, the performance of the algorithms
proposed in this paper can be enhanced by exploiting some further specific features of Problem (15).
In particular, in [6], we were able to develop a version of the algorithm with optimal time-complexity
O(np).
1.1.3 Dynamic Programming
This section is based on Appendix A of [3], to which we refer the reader for more detail. Consider a
control system defined by the following differential equation in Rn:{
x˙(t) = f (x(t),u(t))
x(0) = x0,
(16)
where f : Rn×U → Rn is a continuous function, x0 is the initial state, u(t) ∈U ⊂ Rm is the control
input and U is a compact set of admissible controls. Consider an infinite horizon cost functional
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defined as follows
Jx0(u) =
∞∫
0
g(x(t),u(t))e−λtdt, (17)
where g : Rn×U → R is a continuous cost function. The viscosity parameter λ is a positive real
constant. Following [3], we assume that there exist positive real constants L f , Lg, C f , Cg such that,
∀x1,x2 ∈ Rn, ∀u ∈U ,
| f (x1,u)− f (x2,u)| ≤ L f |x1− x2|, ‖ f (x1,u)‖∞ ≤C f ,
|g(x1,u)−g(x2,u)| ≤ Lg|x1− x2|, ‖g(x1,u)‖∞ ≤Cg.
Define the value function v : Rn → R as
v(x0) = inf
u∈U
Jx0(u).
As shown in [3], the value function v is the unique viscosity solution of the Hamilton-Jacobi-Bellman
(HJB) equation:
λv(x)+ sup
u∈U
{−∇v(x) f (x,u)−g(x,u)} = 0, x ∈ Rn, (18)
where ∇v denotes the gradient of v.
In general, a closed form solution of the partial differential equation (18) does not exist. Various
numerical procedures have been developed to compute approximate solutions, such as in [1], [3] [13],
[15].
In particular, [3] presents an approximation scheme based on a finite approximation of state
and control spaces and a discretization in time. Roughly speaking, in (18) one can approximate
∇v(x) f (x,u) ≃ h−1(v(x+h f (x,u))− v(x)), where h is a small positive real number that represents an
integration time. In this way, (18) becomes
(1+λh)v(x) =min
u∈U
{v(x+h f (x,u))+hg(x,u)} = 0, x ∈ Rn,
and, by approximating (1+ λh)−1 ≃ (1− λh), (1+ λh)−1h ≃ h, one arrives at the following HJB
equation in discrete time
vh(x) =min
u∈U
{(1−λh)vh(x+h f (x,u))+hg(x,u)} , x ∈ Rn. (19)
For a more rigorous derivation of (19), again, see [3].
A triangulation is computed on a finite set of vertices T = {xi}i∈V ⊂Rn, with V ⊆N and |V |=N.
Evaluating (19) at x ∈T , we obtain
vh(xi) =min
u∈U
{(1−λh)vh(xi+h f (xi,u))+hg(xi,u)} , i ∈ V . (20)
Note the dependence of the value cost function on the choice of the integration step h. Using the
triangulation, function v can be approximated by a linear affine function of the finite set of variables
vh(xi), with i ∈ {1, . . . ,N}.
Theorem 2.1 of Appendix A of [3] shows that, if λ > L f and h ∈
(
0, 1λ
]
, system (20) has a unique
solution that converges uniformly to the solution of (18) as h,d, d
h
tend to 0, where d is the maximum
diameter of the simplices used in the triangulation. Note that, for convergence results, one should
choose λ large enough since it is bounded from below by L f .
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To further simplify (20), it is possible to discretize the control space, substituting U with a finite
set of controls {uℓ}ℓ ∈L , so that we can replace (20) with
vh(xi) =min
ℓ∈L
{(1−λh)vh(xi+h f (xi,uℓ))+hg(xi,uℓ)} , i ∈ V . (21)
Figure 2 illustrates a step of construction of problem (21). Namely, for each node of the triangu-
lation xi and each value of the control uℓ, all end points xi+ h f (xi,uℓ) of the Euler approximation of
the solution of (16) from the initial state xi are computed. The value cost function for these end points
is given by a convex combination of its values on the triangulation vertices.
xi
x+hf( x,u )
i ki
Figure 2: Approximation of the HJB equation on a triangulation with four controls.
Set vector w := [w1, . . . ,vn]
T = [vh(x1),vh(x2), . . . ,vh(xN)]
T
, in this way w ∈ RN represents the
value of the cost function on the grid points.
Note that, for each xi,uℓ, the right-hand side of (21) is affine with respect to w, so that Problem (21)
can be rewritten in form
max
w
∑
i
wi
subject to 0≤ w≤
∧
ℓ∈L
{Aℓw+bℓ} , w≤ 1
λ
,
where for ℓ ∈L , Aℓ ∈ RN×N are suitable nonnegative matrices and bℓ ∈ RN are suitable nonnegative
vectors. Hence, Problem (21) belongs to class (3). Moreover, observe that if h is sufficiently small,
matrices {Aℓ}ℓ∈L are dominant diagonal.
1.2 Statement of Contribution
The main contributions of the paper are the following ones:
• We develop a new procedure (Algorithm 2) for the solution of Problem (1) and a more specific
one (Algorithm 3) for its subclass (3). We prove the correctness of these solution methods.
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• With numerical experiments, we show that the proposed algorithms outperform generic com-
mercial solvers in the solution of linear problem (3).
1.3 Notation
The set of nonnegative real numbers is denoted by R+ := [0,+∞) and 0 denotes the zero vector of Rn.
Given n,m ∈ N, let x ∈ Rn and A ∈ Rn×m, for i ∈ {1, . . . ,n}, we denote the i-th component of x
with [x]i and the i-th row of A with [A]i∗; further, for j ∈ {1, . . . ,m} we denote the j-th column of A
with [A]∗ j and the i j-th element of A with [A]i j.
Function ‖·‖∞ : Rn → R+ is the infinity norm, namely the maximum norm, of Rn (i.e., ∀ x ∈
Rn ‖x‖∞ = max
i∈{1,...,n}
|[x]i|); ‖·‖∞ is also used to denote the induced matrix norm. Given a finite set S,
the cardinality of S is denoted by |S|, the power set of S is denoted by℘(S) and symbol ∅ denotes the
empty set.
Consider the binary relation ≤ defined on Rn as follows
∀x,y ∈ Rn (x ≤ y ⇐⇒ y− x ∈ Rn+).
It is easy to verify that ≤ is a partial order of Rn.
Finally, given a nonempty set V let us define a priority queue Q as a finite subset of Q := V ×R
such that, if (v,q) ∈ Q, then, no other element (v¯, q¯) ∈ Q can satisfy that v¯= v. Let us also define two
operations on priority queues: Enqueue :℘(Q)×Q→Q, which, givenQ∈℘(Q) and (v,q)∈Q, ifQ
does not contain elements of the form (v, p), with p≥ q, then Enqueue adds (v,q) to the priority queue
Q and removes any other element of the form (v, p), with p < q, if previously present. The second
operation we need on priority queues is Dequeue :℘(Q)→℘(Q)×V which extracts from a priority
queue Q the pair (v,q) with highest priority (i.e., it extracts (v,q) ∈Q such that ∀(v¯, q¯) ∈Q,q≥ q¯) and
returns element v.
2 Characterization of Problem (1)
In this section, we consider Problem (1) with the additional assumption g(a) ≥ a which guarantees
that the feasible set of Problem (1)
Σ = {x ∈ Rn : a≤ x≤ g(x)}
is non-empty.
For any Γ ⊂ Σ define ∨Γ as the smallest x ∈ Σ, if it exists, such that (∀y ∈ Γ)x ≥ y. We call ∨Γ
the least upper bound of Γ. Note that
∨
∅= a. The following proposition shows that
∨
Γ exists.
Proposition 2.1. For any Γ⊂ Σ, ∨Γ exists.
Proof. We first prove that, if x,y ∈ Σ, then x ∨ y ∈ Σ (recall that ∨ denotes the component-wise
maximum). It is obvious that x∨ y ≥ a. Thus, we only need to prove that, for each j = 1, . . . ,n,
[y∨x] j ≤ g j(x∨y). To see this, let us assume, w. l. o. g. , that [x] j ≤ [y] j. Since y∈Σ, then [y] j ≤ g j(y).
Moreover, g j(y) ≤ g j(y∨ x) since g j is monotone non decreasing, so that [y∨ x] j ≤ g j(y∨ x) as we
wanted to prove.
Set Σ is closed since it is defined by non strict inequalities of a continuous function, Σ is bounded
by assumption, hence Σ is compact. Set x+ =
∨
Σ, note that x+ ≤U since (∀x ∈ Σ)x≤U , whereU is
defined in (2). There exists a sequence x : N→ Σ such that limk→∞ x(k) = x+. Namely, for any k > 0,
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choose x
(1)
k , . . . ,x
(n)
k ∈ Σ such that [x+−x(i)k ]i < k−1 and set x(k) =
∨{x(1)k , . . . ,x(n)k }. Being Σ compact,
Σ is also sequentially compact and x+ ∈ Σ.
Similarly, define
∧
Γ as the largest x, if it exists, such that (∀y ∈ Γ)x≤ y, we call ∧Γ the greatest
lower bound of Γ.
For x,y ∈ Σ, note that x∨ y=∨{x,y}, x∧ y=∧{x,y}.
The following proposition characterizes set Σ with respect to operations ∨, ∧. In particular, it
shows that the component-wise minimum and maximum of each subset of Σ belongs to Σ.
Proposition 2.2. Set Σ with operations ∨,∧ defined above is a complete lattice.
Proof. It is a consequence of the dual of Theorem 2.31 of [9]. Indeed Σ has a bottom element (a) and∨
Γ exists for any non-empty Γ⊂ Σ by Proposition 2.1.
A consequence of the previous definition is that also
∧
Γ exists.
The following proposition shows that the least upper bound x+ of Σ is a fixed point of g and
corresponds to an optimal solution of Problem (1).
Proposition 2.3. Set
x+ =
∨
Σ ,
then i)
x+ = g(x+) (22)
ii) x+ is an optimal solution of problem (1).
Proof. i) It is a consequence of Knaster-Tarski Theorem (see Theorem 2.35 of [9]), since (Σ,∧,∨) is
a complete lattice and g is an order-preserving map.
ii) By contradiction, assume that x+ is not optimal, this implies that there exists x ∈ Σ such that
f (x) > f (x+). Being f monotonic increasing, this implies that there exists i ∈ 1, . . . ,n such that
[x]i > [x
+]i, which implies that x
+ 6=∨Σ.
Remark 2.4. The previous proposition shows that the actual form of function f is immaterial to
the solution of Problem (1), since the optimal solution is x+ for any strictly monotonic increasing
objective function f .
The following defines a relaxed solution of Problem (1), obtained by allowing an error on fixed-
point condition (22).
Definition 2.5. Let ε be a positive real constant, x is an ε-solution of (1) if
x≥ a, ‖x−g(x)‖∞ < ε .
The following proposition presents a sufficient condition that guarantees that a sequence of ε-
solutions approaches x+ as ε converges to 0.
Proposition 2.6. If there exists δ > 0 such that
(∀x,y≥ a) ‖g(x)−g(y)‖∞‖x− y‖∞ /∈ [1−δ ,1+δ ] (23)
then, there exists a constant M such that, for any ε > 0, if x ∈ Rn is an ε-solution of (1), then
‖x− x+‖∞ ≤Mε .
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Proof. Let x be an ε-solution. By Proposition 2.3 we have that
x− x+ = g(x)−g(x+)+ξ ,
where ‖ξ‖∞ ≤ ε .
By assumption (23), either ‖g(x)−g(y)‖∞ > (1+δ )‖x−y‖∞ or ‖g(x)−g(y)‖∞ < (1−δ )‖x−y‖∞.
In the first case,
‖x− x+‖∞ ≥−‖ξ‖∞ +(1+δ )‖x− x+‖∞ ,
in the second case,
‖x− x+‖∞ ≤ ‖ξ‖∞ +(1−δ )‖x− x+‖∞ .
In both cases it follows that
‖x− x+‖∞ ≤ δ−1‖ξ‖∞ ≤ δ−1ε .
Remark 2.7. If condition (23) is not satisfied, an ε-solution of (1) can be very distant from the
optimal solution x+. Figure 3 refers to a simple instance of Problem (1) with x ∈ R, so that g is a
scalar function. The optimal value x+ corresponds to the maximum value of x such that x≤ g(x). The
figure also shows x˜, which is an ε-solution, for the value of ε depicted in the figure. In this case there
is a large separation between x+ and x˜. Note that in this case function g does not satisfy (23).
PSfrag replacements
x
g(x)
x
ε x
+
x˜
Figure 3: Representation of an instance of problem (1) in which conditions (23) does not hold.
Remark 2.8. If g is a contraction, namely, if there exists γ ∈ [0,1), such that ∀x,y ∈ Rn ‖g(x)−
g(y)‖∞ ≤ γ‖x− y‖∞ (a subcase of (23)), then x+ can be found with a standard fixed point iteration{
x(k+1) = g(x)
x(0) = x0,
(24)
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and, given ε > 0, an ε-solution x of (1) can be computed with Algorithm 1. This algorithm, given an
input tolerance ε , function g and an initial solution x0 ∈ Rn, repeats the fixed point iteration x= g(x)
until x satisfies the definition of ε-solution, that is, until the infinity norm of error vector ξ = x−g(x)
is smaller than the assigned tolerance ε .
Algorithm 1 Fixed Point Iteration.
1: INPUT: initial vector x0, tolerance ε , function g.
2: OUTPUT: vector x.
3:
4: x := x0
5: repeat
6: xold := x
7: x := g(x)
8: ξ := xold− x
9: until ‖ξ‖∞ ≤ ε
10:
11: return x
The special structure of Problem (1) leads to a solution algorithm that is much more efficient than
Algorithm 1 in terms of overall number of elementary operations. As a first step, we associate a graph
to constraint g of Problem (1).
2.1 Graph associated to Problem (1)
It is natural to associate to Problem (1) a directed graphG= (V,E), where the nodes correspond to the
n components of x and of constraint g, namely V = V ∪C , with V = {v1, . . . ,vn}, C = {c1, . . . ,cn},
where vi is the node associated to [x]i and ci is the node associated to gi. The edge set E ⊆ V ×V is
defined according to the rules:
• for i= 1, . . . ,n, there is a directed edge from ci to vi,
• for i= 1, . . . ,n, j = 1, . . . ,n, there is a directed edge from vi to c j if g j depends on xi,
• no other edges are present in E .
For instance, for x ∈R3 consider problem
max
x
f (x)
subject to 0≤ x1 ≤ g1(x2,x3)
0≤ x2 ≤ g2(x1)
0≤ x3 ≤ g3(x1,x2).
The associated graph, with V = {v1,v2,v3}, C = {c1,c2,c3}, is given by
11
v1 v2 v3
c1 c2 c3
We define the set of neighbors of node i ∈ V as
N (i) := { j ∈ V | ∃c ∈ C : (i,c),(c, j) ∈ E} ,
namely, a node j ∈ V is a neighbor of i if there exists a directed path of length two that connects i to
j. For instance, in the previous example, v1 ∈N (v3) and v2 /∈N (v3). In other words, v j ∈N (vi) if
constraint g j depends on xi.
2.2 Selective update algorithm for Problem (1)
In Algorithm 1, each time line 7 is evaluated, the value of all components of x is updated according
to the fixed point iteration x = g(x), even though many of them may remain unchanged. We now
present a more efficient procedure for computing an ε-solution of (1), in which we update only the
value of those components of x that are known to undergo a variation. The algorithm is composed
of two phases, an initialization and a main loop. In the initialization, x is set to an initial value x0
that is known to satisfy x0 ≥ x+. Then the fixed point error ξ = x−g(x) is computed and all indexes
i= 1, . . . ,n for which [ξ ]i > ε are inserted into a priority queue, ordered with respect to a policy that
will be discussed later. In this way, at the end of the initialization, the priority queue contains all
indexes i for which the corresponding fixed point error [ξ ]i exceeds ε .
Then, themain loop is repeated until the priority queue is empty. First, we extract from the priority
queue the index i with the highest priority. Then, we update its value by setting [x]i = gi(x) and update
the fixed point error ξ by setting [ξ ] j = [x] j−g j(x) for all variables j ∈N (i). This step is actually the
key-point of the algorithm: we recompute the fixed point error only of those variables that correspond
to components of g that we know to have been affected by the change in variable [x]i. Finally, as in
the initialization, all variables j ∈N (i) such that the updated fixed-point error satisfies [ξ ] j > ε are
placed into the priority queue.
The order in which nodes are actually processed depends on the ordering of the priority queue.
The choice of this ordering turns out to be critical in terms of computational cost for the algorithm, as
can be seen in the numerical experiments in Section 4.3. Various orderings for the priority queue will
be introduced in Section 4.3 and the ordering choice will be discussed in more detail. The procedure
stops once the priority queue becomes empty, that is, once none of the updated nodes undergoes a
significant variation. As we will show, the correctness of the algorithm is independent on the choice
of the ordering of the priority queue.
We may think of graph G as a communication network in which each node transmits its updated
value to its neighbours, whilst all other nodes maintain their value unchanged.
These considerations lead to Algorithm 2. This algorithm takes as input an initial vector x0 ∈ Rn,
a tolerance ε , function g and the lower bound a. From lines 4 to 6 it initializes the solution vector x,
the priority queue Q and the error vector ξ . From line 8 to 12 it adds into the priority queue those
component nodes whose corresponding component of the error vector ξ is greater than tolerance ε .
The priority with which a node is added to the queue will be discussed in Section 4.3, here symbol *
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denotes a generic choice of priority. Lines from 14 to 24 constitute the main loop. While the queue
is not empty, the component node i with highest priority is extracted from the queue and its value is
updated. Then, each component node j which is a neighbor of i is examined; the variation of node j
is updated and, if it is greater than tolerance ε , neighbor j is added to the priority queue. After this,
the component corresponding to node i in ξ is set to 0. Finally, once the queue becomes empty, the
feasibility of solution x is checked and returned along with vector x. We remark that Algorithm 2
can be seen as a generalization of Algorithm 1 in [5], where a specific priority queue (namely, one
based on the values of the nodes) was employed. Also note that Algorithm 2 can be seen as a bound-
tightening technique (see, e. g., [4]) which, however, for this specific class of problem is able to return
the optimal solution.
Algorithm 2 Solution algorithm for Problem (1)
1: INPUT: initial vector x0, tolerance ε , function g, vector a.
2: OUTPUT: vector x, bool f easible.
3:
4: x := x0
5: Q :=∅
6: ξ := x−g(x)
7:
8: for i= 1, . . . ,n do
9: if [ξ ]i > ε then
10: Q := Enqueue(Q,(i,∗))
11: end if
12: end for
13:
14: while Q 6=∅ do
15: (Q, i) := Dequeue(Q)
16: [x]i := [x]i− [ξ ]i
17: for all j ∈N (i) do
18: [ξ ] j := [x] j−g j(x)
19: if [ξ ] j > ε then
20: Q := Enqueue(Q,( j,∗))
21: end if
22: end for
23: [ξ ]i := 0
24: end while
25:
26: f easible := x≥ a
27:
28: return x, f easible
The following proposition characterizes Algorithm 2 and proves its correctness.
Proposition 2.9. Assume that x0 ≥ x+ and g(x0)≥ x0, then Algorithm 2 satisfies the following prop-
erties:
i) At all times, x≥ x+ and x≥ g(x).
ii) At every evaluation of line 14, x= g(x)+ξ and ξ ≥ 0.
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iii) The algorithm terminates in a finite number of steps for any ε > 0.
iv) If Problem (1) is feasible, output “feasible” is true.
v) If output “feasible” is true, then x is an ε-feasible solution of Problem (1).
Proof. i) We prove both properties by induction. Note that x is updated only at line 16 and that
line 16 is equivalent to [x]i = gi(x). For m ∈ N, let x(m) be the value of x after the m-th evaluation of
line 16. Note that x(0) = x0 ≥ x+ and that x is changed only at step 16. Then [x(m)]i = gi(x(m−1))≥
gi(x
+) = x+, where we have used the inductive hypothesis x(m−1)≥ x+ and the fact that g(x+) = x+
(by Proposition 2.3).
Further, note that g(x(0)) = g(x0) ≥ x0 by assumption. Moreover, [x(m)]i = gi(x(m− 1)) =
gi(x(m)), since gi does not depend on [x]i by assumption and variables x(m), x(m− 1) differ only
on the i-th component. By the induction hypothesis, [x(m)]i = gi(x(m− 1)) ≤ [x(m− 1)]i which im-
plies that x(m) ≤ x(m− 1). Thus, in view of the monotonicity of g and of the inductive assumption,
for k 6= i, [g(x(m))]k = gk(x(m))≤ gk(x(m−1))≤ [x(m−1)]k = [x(m)]k.
ii) Condition x = g(x) + ξ is satisfied after evaluating 6. Moreover, after evaluating line 23,
[x]i = [g(x)]i+[ξ ]i and all indices j for which potentially [x] j 6= [g(x)] j+[ξ ] j belong to set N (i). For
these indices, line 18 re-enforces [x] j = [g(x)] j +[ξ ] j. The fact that ξ ≥ 0 is a consequence of point
i).
iii) At each evaluation of line 16 the value of a component of x is decreased by at least ε . If the
algorithm did not terminate, at some iteration we would have that x x+ which is not possible by i).
iv) If Problem (1) is feasible, then x+ ≥ a is its optimal solution. By point 1), x ≥ x+ ≥ a and
output “feasible” is true.
v) When the algorithm terminates, Q is empty, which implies than ‖x−g(x)‖∞ ≤ ε , if “feasible”
is true, it is also x≥ a and x is an ε-solution.
3 Characterization of Problem (3)
In this section, we consider Problem (3) and we propose a solution method that exploits its linear
structure and is more efficient than Algorithm 2. First of all, we show that Problem (3) belongs to
class (1). To this end, set
Pℓ := I−Dℓ, (25)
where I ∈Rn×n is the identity matrix and, for ℓ ∈L , Dℓ ∈Rn×n is a diagonal matrix that contains the
elements of Aℓ on the diagonal. Note that here and in what follows we assume that all the diagonal
entries of Aℓ are lower than 1. Indeed, for values larger than or equal to 1 the corresponding constraints
are redundant and can be eliminated. The proof of the following proposition is in the appendix.
Proposition 3.1. Problem (3) can be reformulated as a problem of class (1). Namely, this is achieved
by setting
Aˆℓ := Pℓ
−1(Aℓ−Dℓ), bˆℓ := Pℓ−1bℓ (26)
and gˆ(x) =
∧
ℓ∈L
{Aˆℓx+ bˆℓ}∧U.
Then we apply the results for Problem (1) to Problem (3). The following proposition is a corollary
of Proposition 2.3.
Proposition 3.2. Problem (3) is feasible and its optimal solution x+ satisfies the two equations
x+ =
∧
ℓ∈L
{
Aˆℓx
++ bˆℓ
}∧U . (27)
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x+ =
∧
ℓ∈L
{
Aℓx
++bℓ
}∧U . (28)
Proof. Note that g(0) = bℓ∧U ≥ 0, which implies that Σ 6=∅ and that Problem (1) is feasible. Then,
by Proposition 2.3, its solution x+ satisfies x+ = g(x+), which implies (27) and (28).
The following result, needed below, can be found, e. g., in [11].
Lemma 3.3. Let L ∈ R+ and {gi : i ∈ I}, with I set of indices, be a family of functions gi : Rn → Rn
such that ∀x,y ∈ Rn
‖gi(x)−gi(y)‖∞ ≤ L‖x− y‖∞.
Then, function g(x) :=
∧
i∈I
{gi(x)} also satisfies ∀x,y ∈ Rn
‖g(x)−g(y)‖∞ ≤ L‖x− y‖∞.
The following proposition illustrates that if the infinity norm of all matrices Aℓ is lower than 1,
equation (28) is actually a contraction.
Proposition 3.4. Assume that there exists a real constant γ ∈ [0,1) such that
∀ℓ ∈L , ‖Aℓ‖∞ < γ , (29)
then function
g¯(x) =
∧
ℓ∈L
{Aℓx+bℓ}∧U . (30)
is a contraction in infinity norm, in particular, ∀x,y ∈Rn,
‖g¯(x)− g¯(y)‖∞ ≤ γ‖x− y‖∞ . (31)
Proof. Note that, for any ℓ ∈L , function h(x) = Aℓx+bℓ is a contraction, in fact, for any x,y ∈Rn
‖h(x)−h(y)‖∞ = ‖Aℓ(x− y)‖∞ ≤ γ‖x− y‖∞ .
Then, the thesis is a consequence of Lemma 3.3.
The following result proves that, under the same assumptions, also (27) is a contraction. The proof
is in the appendix.
Proposition 3.5. Assume that (29) holds and set
Aˆℓ = Pℓ
−1(Aℓ−Dℓ) and bˆℓ = Pℓ−1bℓ, (32)
with Pℓ and Dℓ defined as in (25). Let
gˆ(x) =
∧
ℓ∈L
{Aˆℓx+ bˆℓ}∧U, (33)
then gˆ is a contraction in infinity norm, in particular, ∀x,y ∈ Rn,
‖gˆ(x)− gˆ(y)‖∞ ≤ γˆ‖x− y‖∞ , (34)
where
γˆ :=max
ℓ∈L
i∈V
{
γ− [Dℓ]ii
1− [Dℓ]ii
}
. (35)
Moreover, it holds that γˆ ≤ γ .
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Hence, in case (29) is satisfied, Problem (3) can be solved by Algorithm 1 using either g = g¯
in (30) or g= gˆ in (33). As we will show in Section 4, the convergence is faster in the second case.
Algorithm 2 can be applied to Problem (3), being a subclass of (1). Anyway, the linear structure of
Problem (3) allows for a more efficient implementation, detailed in Algorithm 3. This algorithm takes
as input an initial vector x0 ∈ Rn, a tolerance ε , matrices Aℓ and vectors bℓ, for ℓ ∈L , representing
function g and the lower bound a. It operates like Algorithm 2 but it optimizes the operation performed
in line 18 of Algorithm 2. Lines from 6 to 9 initialize the error vector ξ and they correspond to line 6
of Algorithm 2. Whilst, lines 21 from to 24 are the equivalent of line 18 of Algorithm 2 in which the
special structure of Problem (3) is exploited in such a way that the updating of the j-th component
of vector ξ only involves the evaluation of L scalar products and L scalar sums, with L = |L |, as
opposed to (up to) nL scalar products and nL scalar sums of Algorithm 2 applied to Problem (3).
4 Convergence Speed Discussion
In this section, we will compare the convergence speed of various methods for solving Problem (3).
First of all, note that Problem (3) can be reformulated as the linear problem (4). Hence, it can be solved
with any general method for linear problems. As we will show, the performance of such methods is
poor since they do not exploit the special stucture of Problem (4).
4.1 Fixed point iterations
In case hypothesis (29) is satisfied, as discussed in Section 3, Problem (3) can be solved by Algo-
rithm 1 using either g = g¯ in (30) or g = gˆ in (33). In other words, x+ can be computed with one of
the following iterations: 

x(k+1) = g¯(x) =
∧
ℓ∈L
{Aℓx(k)+bℓ}∧U
x(0) = x0,
(36)


x(k+1) = gˆ(x) =
∧
ℓ∈L
{
Aˆℓx(k)+ bˆℓ
}∧U
x(0) = x0,
(37)
where x0 ∈Rn is an arbitrary initial condition and Aˆℓ and bˆℓ are defined as in (26).
We can compare the convergence rate of iterations (36) and (37). The speed of convergence of
iteration (36) can be measured by the convergence rate:
χ¯ := max
x∈RN
x6=x⋆
{‖g¯(x)− g¯(x+)‖∞
‖x− x+‖∞
}
.
Similarly, we call χˆ the convergence rate of iteration (37). Note that, by Proposition 3.4, χ¯ ≤ γ and,
by Proposition 3.5, χˆ ≤ maxℓ∈L
i∈V
{
γ−[Dℓ]ii
1−[Dℓ]ii
}
≤ γ . Hence, in general, we have a better upper bound of
the convergence rate of iteration (37) than (36).
Now, let us assume that matrices {Aℓ}ℓ∈L are dominant diagonal, that is, there exists ∆ ∈
[
0, 1
2
)
such that, ∀i ∈ {1, . . . ,n}, ∀ℓ ∈L ,
[Aℓ]ii ≥ (1−∆)γ and
n
∑
j=1
j 6=i
[Aℓ]i j ≤ ∆γ . (38)
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Algorithm 3 Solution algorithm for Problem (3).
1: INPUT: initial vector x0, tolerance ε , matrices Aℓ, vectors bℓ for ℓ ∈L , vector a.
2: OUTPUT: vector x.
3: x := x0
4: Q :=∅
5:
6: for all ℓ ∈L do
7: ηℓ := Aℓx+bℓ
8: end for
9: ξ := x− ∧
ℓ∈L
ηℓ
10:
11: for all i ∈ V do
12: if ([ξ ]i > ε) then
13: Q := Enqueue (Q,(i,∗))
14: end if
15: end for
16:
17: while Q 6=∅ do
18: (Q, i) := Dequeue(Q)
19: [x]i = [x]i− [ξ ]i
20: for all j ∈ V : i ∈N ( j) do
21: for all ℓ ∈L do
22: [ηℓ] j := [ηℓ] j− [Aℓ] ji · [ξ ]i
23: end for
24: [ξ ] j := [x] j−min
ℓ∈L
[ηℓ] j
25: if [ξ ] j > ε then
26: Q := Enqueue (Q,( j,∗))
27: end if
28: end for
29: [ξ ]i = 0
30: end while
31:
32: f easible := x≥ a
33:
34: return x, f easible
Recall that in the applications discussed in Section 1.1.3 this is attained when h is small enough. In
the following theorem, whose proof is proved in the Appendix, we state that, if ∆ is small enough,
iteration (37) has a faster convergence than iteration (24).
Proposition 4.1. Assume that (29) holds and let ∆∈ [0, 1
2
)
be such that matrices {Aℓ}ℓ∈L satisfy (38).
Then, if the starting point x0 is selected in such a way that x0 ≥ x+, then the solutions of both (36)
and (37) satisfy x(k)≥ x0, ∀k ∈N. Moreover, if
∆ ∈
[
0,
√
1− γ− (1− γ)
γ
)
,
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then for any x≥ x+
‖gˆ(x)− x+‖∞ < ‖g¯(x)− x+‖∞. (39)
4.2 Speed of Algorithm 3 and priority queue policy
As we will see in the numerical experiments section, Algorithm 3 solves Problem (3) more efficiently
than iterations (36) and (37).
As we already mentioned in the previous section, the order in which we update the values of the
nodes in the priority queue does not affect the convergence of the algorithm but impacts heavily on its
convergence speed. We implemented four different queue policies, detailed in the following.
4.2.1 Node variation
The priority associated to an index i is given by the opposite of the absolute value of the variation of
[x]i in its last update. In this case, in lines 10, 20 of Algorithm 2 and lines 13, 26 of Algorithm 3,
symbol ∗ is replaced by the opposite of the corresponding component of ξ of the node added to the
queue (see Table 1). This can be considered a “greedy” policy, in fact we update first the components
of the solution [x]i associated to a larger variation [ξ ]i, in order to have a faster convergence of the
current solution x to x+.
4.2.2 Node values
The priority associated to an index i in the priority queue is given by [x]i. In this case, in lines 10, 20
of Algorithm 2 and lines 13, 26 of Algorithm 3, symbol ∗ is replaced by the opposite of the value
of the node added to the queue (see Table 1). The rationale of this policy is the observation that, in
Problem (4), components of x with lower values are more likely to appear in active constraints. This
policy mimics Dijkstra’s algorithm, in fact the indexes associated to the solution components with
lower values are processed first.
4.2.3 FIFO e LIFO policies
The two remaining policies implement respectively the First In First Out (FIFO) policy, (i.e., a stack)
and the Last In First Out (LIFO) policy (i.e., a queue). Namely, in case of FIFO, the nodes are updated
in the order in which they are inserted in the queue. In case of LIFO, they are updated in reverse order.
In order to formally implement these two policies in a priority queue, we need to introduce a
counter k initialized to 0 and incremented every time a node is added to the priority queue. In
lines 10, 20 of Algorithm 2 and lines 13, 26 of Algorithm 3, symbol ∗ is replaced by k in case we want
to implement a LIFO policy and by −k for implementing a FIFO policy (see Table 1). These steps
are required to formally represent these two policies in Algorithm 3. As said, these two policies can
be more simply implemened with an unordered queue (for FIFO policy) or a stack (for LIFO policy).
The rationale of this two policies is to avoid the overhead of managing a priority queue. In fact, insert-
ing an entry into a priority queue of n elements has a time-cost of O(logn), while the same operation
on an unordered queue or a stack has a cost of O(1). Note that, with these policies, we increase the
efficiency in the management of the set of the indexes that have to be updated at the expense of a
possible less efficient update policy.
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Policy Alg.2 line 10, Alg.3 line 13 Alg.2 line 20, Alg.3 line 26
Variation Q := Enqueue (Q,(i,−[ξ ]i)) Q := Enqueue (Q,( j,−[ξ ] j))
Value Q := Enqueue (Q,(i, [x]i)) Q := Enqueue (Q,( j, [x] j))
FIFO Q := Enqueue (Q,(i,k)); k := k+1 Q := Enqueue (Q,( j,k)); k := k+1
LIFO Q := Enqueue (Q,(i,−k)); k := k+1 Q := Enqueue (Q,( j,−k)); k := k+1
Table 1: Possible priority queue policies.
4.3 Numerical Experiments
In this section, we test Algorithm 3 on randomly generated problems of class (3). We carried out two
sets of tests. In the first one, we compared the solution time of Algorithm 3 with different priority
queue policies with a commercial solver for linear problems (Gurobi). In the second class of tests, we
compared the number of scalar multiplications executed by Algorithm 3 (with different priority queue
policies) with the ones required by the fixed point iteration (36).
4.3.1 Random problems generation
The following procedure allows generating a random problem of class (3) with n variables. The
procedure takes the following input parameters:
• U ∈ R+: an upper bound for the problem solution,
• MA ∈R+: maximum value for entries of A1, . . . ,AL,
• Mb ∈ R+: maximum value for entries of b1, . . . ,bL,
• G1, . . . ,GL: graphs with n nodes.
A problem of class (3) is then obtained with the following operations, for i= 1, . . . ,L:
• Set Di as the adiacency matrix of graph Gi,
• define Ai as the matrix obtained from Di by replacing each nonzero entry of Di with a random
number generated from a uniform distribution in interval [0,MA],
• define bi ∈ Rn so that each entry is a random number generated from a uniform distribution in
interval [0,Mb].
Graphs G1, . . . ,GL are obtained from standard classes of random graphs, namely:
• the Baraba´si-Albert model [2], characterized by a scale-free degree distribution,
• the Newman-Watts-Strogatz model [14], that originates graphs with small-world properties,
• the Holm and Kim algorithm [12], that produces scale-free graphs with high clustering.
In our tests, we used the software NetworkX [10] to generate the random graphs.
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4.3.2 Test 1: solution time
We considered random instances of Problem (3) obtained with the following parameters: U = 105,
MA = 0.5, Mb = 1, L = 4, using random graphs with a varying number of nodes obtained with the
following models.
• The Baraba´si-Albert model (see [2] for more details), in which each new node is connected to
5 existing nodes.
• The Watts-Strogatz model (see [14]), in which each node is connected to its 2 nearest neighbors
and with shortcuts created with a probability of 3 divided by the number of nodes in the graph.
• The Holm and Kim algorithm (see [12]), in which 4 random edges are added for each new node
and with a probability of 0.25 of adding an extra random edge generating a triangle.
Figures 4, 5 and 6 compare the solution times obtained with Algoritm 3 (using different queue
policies) to those obtained with Gurobi. The figures refer to random graphs generated with Baraba´si-
Albert model, Watts-Strogatz model and Holm and Kim algorithm, respectively. For each figure, the
horizontal axis represents the number of variables (that are logarithmically spaced) and the vertical-
axis represents the solution times (also logarithmically spaced), obtained as the average of 5 tests. For
each graph type, the policies based on FIFO and node variation appear to be the best performing ones.
In particular, for problems obtained from the Barabasi-Albert model (Figure 4) and Holm and Kim
algorithm (Figure 6), the solution time obtained with these two policies are more than three orders of
magnitude lower than Gurobi. Moreover, the solution time with FIFO policy is more than one order of
magniture lower than Gurobi for problems obtained from Watts-Strogatz model (Figure 5). Note that,
in every figure, Gurobi solution times are almost constant for small numbers of variables. A possible
explanation could be that Gurobi performs some dimension-independent operations which, at small
dimensions, are the most time-consuming ones. Note also that, in Figures 4 and 6, the solution times
for node value and LIFO policies are missing starting from a certain number of variables. This is
due to excessively high computational times, however, the first collected data points are enough for
drawing conclusions on the performances of these policies which, as the number of variables grows,
perform far worse than Gurobi.
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Figure 4: Solution times for graphs with growing number of nodes generated with Baraba´si-Albert
model.
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Figure 5: Solution times for graphs with growing number of nodes generated with Newman-Watts-
Strogatz model.
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Figure 6: Solution times for graphs with growing number of nodes generated with Holm and Kim
algorithm.
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Figure 7: Scalar multiplications for different tolerances on a graph generated with Baraba´si-Albert
model.
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Figure 8: Scalar multiplications for different tolerances on a graph generated with Newman-Watts-
Strogatz model.
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Figure 9: Scalar multiplications for different tolerances on a graph generated with Holm and Kim
algorithm.
23
4.3.3 Test 2: number of operations
We considered three instances of Problem (3), obtained from the three classes of random graphs
considered in the previous tests, with the same parameters and with 500 nodes. For each instance, we
considered 10 logarithmically spaced values of tolerance ε between 10−1 and 10−10. We solved each
problem with the following methods:
• the preconditioned fixed point iteration (37),
• Algorithm 3 with FIFO, LIFO, node value and node variation policies.
The results are reported in Figures 7, 8 and 9. These figures show that the number of product
operations required with node variation policy is much lower (of one order of magnitude) than those
required by the fixed point iteration (36). The iteration based on FIFO, even though slightly less
performing than the the node variation policy, also gives comparable results to it. Observe that, even
though the iteration based on node variation requires (slightly) less scalar multiplications than the
one based on FIFO, its solution times are worse than those obtained with the FIFO policy, since the
management of the priority queue based on node variation is computationally more demanding than
a First-In-First-Out data structure. The iteration based on nodes value provides poor performances
even with high tolerances. Also, the iteration based on LIFO gives poor computational results,
underperforming the fixed point iteration (36) for tolerances smaller than 10−7, in Figures 7 and 9,
and smaller than 10−6, in Figure 8. Note that, in Figures 7, 8 and 9, below a certain value of the
tolerance, the numbers of scalar multiplications for the priority queue based on node value are
missing due to excessively high computational times. However, the first collected data points are
enough for drawing conclusions on the performances of this policy.
As a concluding remark, we observe that all the experiments confirm our previous claim about
the relevance of the ordering in the priority queue. While convergence is guaranteed for all the
orderings we tested, speed of convergence and number of scalar multiplications turn out to be
rather different between them. In what follows we give a tentative explanation of such different
performances. The good performance of the node variation policy can be explained with the fact that
such policy guarantees a quick reduction of the variables values. The LIFO and value orderings seem
to update a small subset of variables before proceeding to update also the other variables. This is
particularly evident in the case of the value policy, where only variables with small values are initially
updated. The FIFO ordering guarantees a more uniform propagation of the updates, thus avoiding
stagnation into small portions of the feasible region.
Appendix: Proofs of the Main Results
4.4 Proof of Proposition 3.1
Proof. Given A ∈ Rn×n let us define, for i= 1, . . . ,n the sum of the elements of row i
si(A) :=
n
∑
j=1
[A]i j. (40)
Note that, for any ℓ ∈ L , matrix Pℓ defined in (25) is positive diagonal since, by assumption, all
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elements of Dℓ are less than 1. One can rewrite the inequality of Problem (3) as
0≤
∧
ℓ∈L
{Aℓx− (Dℓ−Dℓ+ I)x+bℓ}
⇔ 0≤
∧
ℓ∈L
{(Aℓ−Dℓ)x− (I−Dℓ)x+bℓ}
⇔ 0≤
∧
ℓ∈L
{(I−Dℓ)−1(Aℓ−Dℓ)x− x+(I−Dℓ)−1bℓ}
⇔ x≤
∧
ℓ∈L
{(I−Dℓ)−1(Aℓ−Dℓ)x+(I−Dℓ)−1bℓ}
⇔ x≤
∧
ℓ∈L
{Pℓ−1(Aℓ−Dℓ)x+Pℓ−1bℓ}
Then, set Aˆℓ := Pℓ
−1(Aℓ−Dℓ) and bˆℓ := Pℓ−1bℓ and gˆ(x) =
∧
ℓ∈L
{gˆℓ(x)}∧U , where, for ℓ ∈L ,
gˆℓ(x) := Aˆℓx+ bˆℓ. (41)
Note that gˆ is monotonic (since all entries of Aˆℓ are nonnegative) and for i= 1, . . . ,n, [gˆ]i is independent
on xi (since the diagonal entries of Aˆℓ are null). Note also that bˆℓ is nonnegative. Hence, Problem (3)
takes on the form of Problem (1).
4.5 Proof of Proposition 3.5
Given Pℓ as in (25) for i ∈ V and ℓ ∈L we have that
si(Aˆℓ)≤ γ− [Dℓ]ii
[Pℓ]ii
,
where si is defined in (40) and Aˆℓ is defined as in (26). Let us note that
max
ℓ∈L
i∈V
{
si(Aˆℓ)
}≤max
ℓ∈L
i∈V
{
γ− [Dℓ]ii
[Pℓ]ii
}
=max
ℓ∈L
i∈V
{
γ− [Dℓ]ii
1− [Dℓ]ii
}
= γˆ , (42)
where γˆ is defined as in (35). Note that the term on the left-hand side is the maximum of si(A)
for all possible i ∈ V and for all possible matrices A ∈ Rn×n which can be obtained by all possible
combinations of the rows of matrices Aℓ, with ℓ∈L . We prove that γˆ ≤ γ , under the given assuptions.
Indeed, it is immediate to see that function
S(d) :=
γ−d
1−d (43)
is monotone decreasing for any d ∈ [0,γ ]. We remark that, for any ℓ ∈L , ∥∥Aˆℓ∥∥∞ ≤ γˆ . Now, for any
x ∈ Rn, let us define gˆU(x) :=U , while for any ℓ ∈ L , gˆℓ(x) is defined as in (41). It is immediate
to see that ∀x,y ∈ Rn, ‖gˆi(x)− gˆi(y)‖∞ ≤ γˆ‖x− y‖∞, for any i ∈L ∪{U}. Then, by Lemma 3.3 we
have that, for gˆ(x) =
∧
k∈L∪{U}
gˆk(x), it holds that ∀x,y ∈ Rn, ‖gˆ(x)− gˆ(y)‖∞ ≤ γˆ‖x− y‖∞, that is, gˆ is
a contraction.
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4.6 Proof of Proposition 4.1
We first remark that x0 ≥ x+ implies xk ≥ x+ and g¯(xk)≥ x+ for any k, where g¯ is defined as in (30).
Then, we provide a lower bound for ‖g¯(xk)− g¯(x+)‖∞. Let A¯ ∈ Rn×n+ and b¯ ∈ Rn+ be such that A¯xk+
b¯= g(xk). Note that A¯ is obtained by a combination of the rows of matrices Aℓ, with ℓ ∈L . In other
words, for each i∈ {1, . . . ,n}, [A¯]
i∗ = [Aℓi]i∗ for some ℓi ∈L . Then, in view of xk ≥ x+, x+ ≤ A¯x++ b¯
and A¯≥ 0,∥∥g¯(xk)− g¯(x+)∥∥∞ =∥∥A¯xk+ b¯− x+∥∥∞ ≥ ∥∥A¯xk+ b¯− (A¯x++ b¯)∥∥∞ = ∥∥A¯(xk− x+)∥∥∞ ≥
≥∥∥diag(A¯)(xk− x+)∥∥∞ ≥ (1−∆)γ ∥∥xk− x+∥∥∞ ,
where the last inequality follows from (38). Then, the result follows by observing that
∆γ
1− (1−∆)γ < (1−∆)γ ⇔ ∆γ < (1−∆)γ− (1−∆)
2γ2 ⇔
⇔ γ2∆2+2(1− γ)γ∆− (1− γ)γ < 0⇔ ∆ ∈
[
0,
√
1− γ− (1− γ)
γ
)
.
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