The clique-rank of a perfect graph G introduced by Fonlupt and Sebö is the linear rank of the incidence matrix of the maximum cliques of G. We study this rank for 3-chromatic perfect graphs. We prove that if, in addition, G is diamond-free, G has two distinct colorations. An immediate consequence is that the Strong Perfect Graph Conjecture holds for diamond-free graphs and for graphs with clique number equal to three. The proofs use both linear algebra and combinatorial arguments.
Introduction
A graph G is perfect if for each of its induced subgraphs G the chromatic number χ(G ) equals the clique number ω(G ), i.e., the maximum number of pairwise adjacent nodes in G . A perfect graph G with clique number equal to ω is ω-chromatic and an ω-coloration of G will refer to a minimum coloration in ω colors. If this minimum coloration is unique, we will say that G is uniquely colorable. A hole is a chordless cycle with at least four nodes. An antihole is the complement of a hole; holes or antiholes are called even or odd according to the parity of their number of nodes. Berge [1] conjectured that a graph is perfect if and only if it contains no odd hole and no odd antihole as induced subgraph. This conjecture is known as the Strong Perfect Graph Conjecture. The "only if" part is trivial but the "if" part remains open after more than forty years. We shall call a graph Berge if it contains no odd hole and no odd antihole as induced subgraph. A graph G is critically imperfect if it is not perfect, i.e., ω(G) < χ(G) but all his induced subgraphs are perfect. Clearly odd holes and odd antiholes are critically imperfect and the hard part of the Strong Perfect Graph Conjecture consists in proving that a critically imperfect graph is either an odd hole or an odd antihole. Critically imperfect graphs play an important role in the study of perfect graphs and some of their properties will be reviewed in Section 2; for the moment, let us just mention the following theorem proved by Padberg [5] :
The interest of this result is, firstly, that it is related to the Forcing Rule Conjecture formulated by Fonlupt and Sebö [3] (see Section 3). The validity of this conjecture for 3-chromatic perfect graphs would provide a simple characterization of uniquely colorable 3-chromatic perfect graphs. The proof of this conjecture will appear in a forthcoming paper but uses (in a more complicated way) arguments similar to those developped in this paper. An other interest is that our proof uses simultaneously two kind of tools, some issued from linear algebra and other from graph theory. This idea appears in Fonlupt and Sebö [3] where the clique-rank (called also the rank) of a graph was introduced: the rank r(G) of a graph G is the (linear) rank of the incidence matrix of the maximum cliques of G. This matrix, called the associated matrix to G throughout this paper, plays an important role when the graph G is perfect. In our approach, we study this rank and we give an interpretation of linear dependence and linear independence in connection with the cycle structure of the graph G. A last interest is that this theorem has as immediate consequence that the Strong Perfect Graph Conjecture is true for diamond-free graphs and it also provides a new and simple proof of the validity of this conjecture for graphs with clique number equal to three. The first result was settled by Parthasaraty and Ravindra [6] and the second by Tucker [8] . The two proofs are independent and more or less technical. Our result provides a kind of unification of these two results (in the original proof of Tucker for graphs with clique number equal to three the difficult situation precisely occurs when the critically imperfect graph that he considers is diamond-free but in our aproach, this case is straightforward). The organization of the paper is as follows. In Section 2, we give some notation and review some results related to critically imperfect graphs and the rank r(G) of a perfect graph G. In Section 3, we show how our main result is related to the Forcing Rule Conjecture. Section 4 and Section 5 contain preliminary results for the proof of Theorem 1.2 and Section 6 is devoted to the proof of this theorem. In Section 7, we give a simple and new proof of the validity of the Strong Perfect Graph Conjecture for graphs with clique number equal to three (Tucker's theorem).
Preliminaries 2.1 Notation
A graph G is included in a graph G (G ⊆ G) if G is an induced subgraph of G. A 3-clique of G will be called a triangle. An edge st of G extends into a triangle if there is a triangle of G containing s and t; if G is diamond-free and ω = 3, an edge of G extends into at most one triangle. If P is a path with nodes p 1 , p 2 , . . . , p m and edges p 1 p 2 , p 2 p 3 , . . . , p m−1 p m , we write P = p 1 p 2 . . . p m and we borrow the notation used for intervals:
. . , p j and Q = p j+1 p j+2 , . . . , p m be two paths and assume that p j p j+1 is an edge of G; we denote by P Q the path p 1 p 2 , . . . , p j p j+1 p j+2 , . . . , p m If all the nodes of P are distinct, to avoid complicated notation, we will also denote by P the node set of the path P ; the parity of P is the parity of the edge set of P .
The rank of a perfect graph
Let G be an ω-chromatic perfect graph and let A be its associated matrix i.e. A is the incidence matrix of the ω-cliques of G (an ω-clique is a clique of size ω). Note that A has |V | columns and k rows where k is the number of ω-cliques. Let V be the vector space whose components are indexed by the node set V of G, and let 1l be the column-vector of k with all components equal to 1. Consider the following system of linear equations:
As mentionned in the introduction, the rank of G, denoted by r(G), is the linear rank of A. Fonlupt and Sebö [3] proved that for a perfect graph G r(G) ≤ |V | − ω + 1,
Let y be a row-vector in k . From the original system (1) we can obtain the following equation, called dependence relation:
We will say that y induces the relation (3). A linear equation is a dependence relation if and only if any solution of linear system (1) is also a solution of this equation. Assume that G is uniquely colorable and let χ 1 , χ 2 , . . . , χ ω be the set of incidence vectors of the color classes in this coloration. These vectors are linearly independent and by relation (2) they generate the vector space of all solutions of linear system (1). If two nodes u and v of G are similarly colored,
Thus for any solution x of linear system (1)
and equation (4) is a dependence relation; hence, there exists a row-vector y ∈ k such that:
If we take now for ground field the binary field GF(2) = {0, 1} rather than the real field the rank of A may be different but if ω = 3 Fonlupt and Sebö [3] proved that the rank is the same and given by relation (2) . In the rest of this paper, we will work with the binary field if ω = 3; in this case, the dependence relation associated with the two similarly colored nodes u, v is:
and the row vector y which induces the dependence relation (6) has all its components equal to 0 or 1.
Critically imperfect graphs
Consider a given class of graphs closed under graph-inclusion (for instance, the class of diamondfree graphs). This class satisfies the Strong Perfect Graph Conjecture if it contains no critically imperfect Berge graph and this statement will be settled if we can prove that any Berge graph in this class violates some properties characterizing critically imperfect graphs. We list below some of these properties used in the next sections of this paper.
Let ω be the clique number of a graph G, α be its stability number (α is the largest number of pairwise nonadjacent nodes of G) and A be its associated matrix. If G is Berge and critically imperfect, G satisfies the following properties:
i. G is a Berge graph.
ii. α ≥ 3 and ω ≥ 3.
iii. |V | = αω + 1.
iv. A is a square nonsingular matrix and r(G) = |V |.
v. Each node of G belongs to ω cliques of size ω.
vi. For any node v of G, there exists a unique partition of G − {v} in ω stable sets (of cardinality α) and each of these stable sets intersects all but one of the ω-cliques containing v (unique colorability of G − {v}).
vii. G is a (2ω − 2)-connected graph (connectivity refers to node-connectivity).
The fundamental conditions iii, iv, v, vi were discovered and proved (among other conditions) by Padberg [5] (for condition iii, see also Lovász [4] ). Condition vii was stated by Sebö [7] as a direct application of condition iv and equation (2) . Assume, in addition, that there exists an edge e of G which does not extend into a triangle and that G and G − e belong to our class of graphs. A is the associated matrix of G − e since ω ≥ 3; by condition iv and relation (2) G − e is not perfect. If G − e is not critically imperfect, there exists a proper induced subgraph of G − e which is critically imperfect. Let V be the set of nodes of this graph, ω its clique number and A its associated matrix. As G is a Berge graph, this subgraph is not an odd hole; hence ω ≥ 3. This implies that A is also the associated matrix of the subgraph of G induced on V . By condition iv, this subgraph is not perfect and G is not critically imperfect. So, if we want to prove the Strong Perfect Graph Conjecture for our class of graphs, we can replace G by G − e. Thus we can also assume that G satisfies the following condition:
viii. All the edges of G extend into triangles.
The Forcing Rule Conjecture
Let G = G 0 be a 3-chromatic perfect graphs and assume that G contains a diamond induced on the set {v, w, s, t} with st as missing edge. In any 3-coloration of G, the same color is assigned to s and t. Let G 1 be the graph obtained by identification of s and t. Clearly any 3-coloration of G 0 induces a 3-coloration of G 1 and vice versa; moreover G 0 is uniquely colorable if and only if G 1 is uniquely colorable. If G 1 contains a diamond we can again implement this operation and we obtain a second graph G 2 . Reiterating this operation as far as we can, we obtain a sequence of graphs: G 0 , G 1 , . . . , G k and the last graph G k is diamond-free. If G k is a triangle G k is uniquely 3-colorable and so is G. In a forthcoming paper we will prove the following theorem:
THEOREM 3.1 G is uniquely colorable if and only if G k is a triangle.
Note that this theorem settles the Forcing Rule Conjecture stated by Fonlupt and Sebö [3] in the case ω = 3. The main difficulty in the proof of Theorem 3.1 is that the last graph G k is diamond-free but, in general, is not perfect. However, if our original graph G = G 0 is perfect and diamond-free, G k = G 0 and G k is perfect and diamond-free. So, we can see Theorem 1.2 as a special case of Theorem 3.1.
Some Combinatorial Results
We shall often rely on the following simple lemma:
LEMMA 4.1 Let G be a graph with clique number equal to three and with at least four edges; assume also that G contains a unique clique of size three
Proof: Let Q be a component of G − {v 1 , v 2 , v 3 }. We may assume that Q is bipartite (else Q contains an odd hole and we are done); thus the set of nodes of Q splits into stable sets S 1 and S 2 . Since each G − {v i , v j } is connected, each of the three nodes v k must have a neighbor in S 1 ∪ S 2 . Hence two of the three nodes, say v 1 and v 2 must have a neighbor in the same S i . It follows that the subgraph of G induced by Q ∪ {v 1 , v 2 } is not bipartite, and so it contains an odd hole.
We will assume from now on that G is a 3-chromatic Berge graph. Let S be a set of nodes of G with the same color in an initial 3-coloration of G. S is a stable set and the graph B = G − S is a bipartite graph. We shall denote by E the edge set of B.
Definition. A node v of S and a hole H of B = G − S form an active pair if the subgraph of G induced by H ∪ {v} contains an odd number of triangles. The edges of these triangles which belong to H are called active edges; finally a hole H is active if it creates an active pair with a node v of S.
LEMMA 4.2 If a node v of S and a hole H of B form an active pair, the subgraph of G induced by H ∪ {v} contains a unique triangle.
Proof: Let F be the set of active edges of the subgraph induced by H ∪ {v} and assume that F is odd and that |F | > 1. H − F splits into disjoint chordless paths; if P is one of these paths, the subgraph of G induced on P ∪ {v} is bipartite and P is even. Hence H and F have the same parity and H is odd contradicting our assumption that G is Berge.
In the remainder of this section we will also assume that G is diamond-free. Note that if there exists an edge e which extends into no triangle, G − e is also Berge and also diamond-free. As G and G − e have the same associated matrix G is uniquely colorable if and only if G − e is uniquely colorable. Hence, we can assume that each edge of G extends into a triangle and more precisely into a unique triangle since G is diamond-free.
LEMMA 4.3
Assume that each node of G belongs to at least two triangles; let e = st be an active edge of G. The graph B − {s, t} is not connected.
Proof: By Lemma 4.2, there exists a node v ∈ S and a hole H of B such that {v, s, t} is the unique triangle of the subgraph induced by H ∪ {v}. If B − {s, t} is connected, there exists in B − {s, t} a path P from a neighbor of v distinct from s, t to a node of H − {s, t}. Taking for P the smallest possible path, we can assume that no internal node of P is adjacent to v. As G is diamond-free, {v, s, t} is the unique triangle of the subgraph induced by H ∪ B ∪ {v} but this graph satisfies the hypothesis of Lemma 4.1 and contains an odd hole, which is impossible if G is Berge.
Dependence Relations
We shall assume throughout this section that G is Berge, diamond-free, 3-chromatic and uniquely colorable; note that G is also perfect. S, B, E are as defined in Section 4. As it was noticed in Section 2, we will study the linear system (1): Ax = 1l over the binary field GF(2). Note that each triangle contains an edge in E and that each edge of E extends into a unique triangle. Hence we can consider that the rows of A are indexed by the edges of B and that the vectors y which induce a dependence relation are the incidence vectors of subsets of E. A dependence relation may be written:
Definition. We say that the relation (7) is an Eulerian relation if:
Note that all the dependence relations (6): x u + x v = 0 for all u, v ∈ S are Eulerian relations.
LEMMA 5.1 A dependence relation < µ, x >=< yA, x >=< y, 1l > is an Eulerian relation if and only if y is the incidence vector of the edge set F of an Eulerian subgraph of B.
Proof: Let y be the incidence vector of a subset F ⊂ E; y induces a dependence relation:
< µ, x >=< yA, x >=< y, 1l > .
Let v be a node of B; µ v is congruent (mod 2) to the number of edges of F incident to v. Thus µ v = 0 for all v ∈ V − S if and only if the subgraph (V − S, F ) of B is Eulerian.
Definition. An Eulerian relation is a hole relation if it is induced by the incidence vector h of a hole H of B.
LEMMA 5.2
The set of Eulerian relations is generated by the set of hole relations.
Proof: A classical basic result in graph theory (see for instance Bondy and Murty [2] ) states that the incidence vectors of the edges of the holes of a graph generate (over the field GF(2)) the set of incidence vectors of the edges of the Eulerian subgraphs of this graph. Hence, let y be the incidence vector of the edge set F of an Eulerian subgraph of B; there exists a set of holes H 1 , H 2 , . . . , H k with incidence vectors h 1 , h 2 , . . . , h k such that
It follows immediately that,
This establishes our claim. We will finish this section with a last lemma.
LEMMA 5.3
Assume that h is the incidence vector of the edge set of a hole H of B and let < µ, x >=< hA, x >=< h, 1l > be the corresponding hole relation.
i. < h, 1l >= 0.
ii. µ = 0 if and only if H is an active hole.
iii. An active hole contains an even number of active edges and at least 2 active edges.
iv. For any v ∈ S there exists a hole H of B which forms an active pair with v.
Proof:
i. h has an even number of components equal to 1 and < h, 1l >= 0.
ii. For any v ∈ S, µ v = 0 if and only if the subgraph of G induced on H ∪ {v} has an even number of triangles.
iii. If x is the incidence vector of the stable set S, x is a solution of linear system (1) and satisfies the relation: < µ, x >= v∈S µ v = 0.
iv. In equation (8) let us set:
Assume that the dependence relation < µ, x >= 0 is the equation x u + x v = 0 for v and some other node u of S. 
Proof of the Main Theorem
Our proof will proceed by induction on the number of nodes |V | of G. Let G be a diamond-free, 3-chromatic perfect graph with more than three nodes. If |V | = 4, G has obviously two distinct 3-colorations. Assume now that |V | > 4 and that every 3-chromatic induced subgraph of G has two distinct 3-colorations. If B is not connected, B has two distinct 2-colorations and G is not uniquely colorable. If there exists a node v ∈ S which belongs to one triangle, the variable x v appears in only one row of linear system (1): Ax = 1l. When we delete this row from A we obtain the matrix associated to the graph G − {v} and: r(G) = r(G − {v}) + 1, r(G − {v}) < (|V | − 1) − 2, by relation (2) and our induction hypothesis. Hence, r(G) < |V | − 2 and G is not uniquely colorable. So, we can assume that B is connected and that each node of S belongs to at least two triangles. As the color assigned to S plays no special role, we may also assume that each node of B belongs to at least two triangles and has at least two neighbors in B. This implies that, if B is not 2-connected, there exists an induced 2-connected graph B of B and a node r of B such that B − r is a component of B − r. B is a block of B and r is the root of B . If B is 2-connected, B itself is a block with no root. The proof will now proceed by contradiction: we will prove that if G is uniquely colorable, G contains an odd hole. Let st be an active edge of B (Lemma 5.3. iv insures that there are at least |S| active edges). By Lemma 4.3 the set {s, t} disconnects B. Let W be the node set of a component of B − {s, t}. A hole of B either lies in the graph induced by W ∪ {s, t} or in the graph B − W . If all the active holes belong to B − W , the equations x u + x v = 0 for all u, v ∈ S are still dependence relations of the linear system (1) associated to G − W and, in any coloration of G − W , the same color will be assigned to all the nodes of S. But B − W is a connected bipartite graph and uniquely colorable in two colors. Thus G − W is uniquely colorable, which is impossible by our induction assumption. Note that by the same argument, we can assert that each block of B contains at least one active edge. Thus consider a block B of B and an active edge with end nodes s, t in B and let us prove first the following claim: Claim 1 One of the two nodes s, t is the root of B .
Proof: Assume the contrary and let W be the node set of a component of B − {s, t} which does not contain the root of B . We can also assume that st is chosen among all possible candidates so that |W | is minimum. We know that the subgraph of B induced on W ∪ {s, t} contains an active hole H and an active edge s t distinct from st by Lemma 5.3.iii. Our choice for s and t insures that B − {s} and B − {t} are connected. Hence, B − (W ∪ {s}) and B − (W ∪ {t}) are also connected and eventually contain the root of B if B = B. Since st = s t , at least one of these two subgraphs is included in a connected component of B − {s , t }; hence there exists a component W of B − {s , t } which does not contain the root and such that W ⊂ W , contradicting our choice of W . Claim 1 shows that B is not 2-connected and that B ⊂ B. Let H be an active hole of B ; by Claim 1, H has two active edges rt and rt (recall that r is the root of B ). H − {r} is a chordless path P = p 1 p 2 , . . . , p n and none of the edges of P is active (again by Claim 1). Hence if for some node v ∈ S the graph induced on P ∪ {v} contains one triangle, it contains an even number of triangles by Lemma 4.2. It follows immediately that there exists a subchain L = [p i p i+1 , . . . , p j ] 1 < i < j < n of P and two nodes v 1 , v 2 of S such that, in the graph induced on L ∪ {v 1 , v 2 }, the adjacent nodes of v 1 are p i , p j and the adjacent nodes of v 2 are p i , p i+1 . Since G is diamond-free, i + 1 < j. Note also that no node of L is adjacent to r. Let B be the induced graph obtained from B by deleting all the nodes of B − {r}. This graph is connected and all the active edges have at least one end node in B . Thus the graph induced on B ∪ {v 1 , v 2 } is connected and there exists in this graph a chordless path Q from v 1 to v 2 . No node of Q is adjacent to a node of L and {v 2 , p i , p i+1 } is the unique triangle of the graph induced on L ∪ Q ∪ {v 1 , v 2 }. By Lemma 4.1 this graph contains an odd hole which is impossible if G is a Berge graph. COROLLARY 6.1 Diamond-free graphs satisfy the Strong Perfect Graph Conjecture.
Proof: Let G be a diamond-free graph, and assume that G satisfies conditions i, ii and vi of Subsection 2.3. So, G is a Berge graph, ω ≥ 3, and if v is a node of G, G − {v} is uniquely colorable in ω colors. But if we consider the subgraph G of G − {v} induced on three classes of colors, Theorem 1.2 asserts that G is not uniquely 3-colorable and therefore G − {v} is not uniquely colorable in ω colors, a contradiction.
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A New Proof of Tucker's Theorem
Let G be a graph with clique number equal to three, and assume that G satifies all the conditions listed in Subsection 2.3. If G is diamond-free, G is not critically imperfect. So, let us assume that G contains a diamond with nodes v, w, s, t and with st as missing edge. Denote by T 1 = {v, w, s}, T 2 = {v, w, t} the two triangles containing v and w. By condition v of Subsection 2.3 each node of G belongs to three triangles. So, the third triangle containing v (resp. w) will be called T 3 = {v, s 3 , t 3 } (resp. T 4 = {w, s 4 , t 4 }).
Consider in G− {v, w} a path P from s to t, with distinct nodes (but not necessarily a chordless path); let us prove first the following claim:
Claim 2 If the subgraph of G induced on P is bipartite, P is odd if and only if both triangles T 3 , T 4 are included in P ∪ {v, w}.
Proof: If P is odd the subgraph induced in G by P ∪ {v} (resp. P ∪ {w}) is an odd cycle and contains a triangle since G is Berge; but the only possible triangle is T 3 (resp. T 4 ) if the subgraph of G induced on P is bipartite. Assume now that P is even and that at least one of the two triangles T 3 , T 4 is included in P ∪ {v, w}; we can suppose that this triangle is T 3 and that s 3 appears before t 3 in the description of P from s to t. P [s, s 3 ] and P [t 3 , t] are even since G is Berge (consider the holes {v} ∪ P [s, s 3 ] and {v} ∪ P [t 3 , t]). Thus P is odd, a contradiction. In the unique 3-coloration of G − {v} the nodes s, w, t receive distinct colors by condition vi of Subsection 2.3. Take for path P a chordless path from s to t in the connected bipartite graph induced by the set of nodes with the same color as s or t. P is odd and by Claim 2, P can be written:
} is a clique of size 4 which contradicts our definition of G. i + 1 = j implies that v belongs to a fourth triangle: {v, w, p i+1 } which again is impossible; so, j > i + 1. Let {q, p i+1 , p i+2 } be a triangle of G extending the edge (p i+1 , p i+2 ). As G − {v, p i+1 , p j } is connected by condition vii of Subsection 2.3, there exists in this graph a path Q from q to a node r adjacent to some node P [p 1 , p i ] ∪ P [p j+1 , p k ] and we can assume without loss of generality that r is adjacent to some node of P [p 1 , p i ]. Note that w / ∈ Q since the adjacent nodes of w in G − {v, p i+1 , p j } belong to P [p 1 , p i ] ∪ P [p j+1 , p k ]. We may also consider that Q is as short as possible with respect to this assumption and therefore no internal node of Q is adjacent to some node of P [p 1 , p i ] ∪ P [p j+1 , p k ]. The subgraph of G induced on P [p 1 , p j ] ∪ Q − {p i+1 } is connected and there exists in this subgraph a chordless path R from p 1 to p j . The path P = RP [p j+1 , p k ] contains {p j , p j+1 } but not {p i+1 }; hence the subgraph induced on P ∪ {v, w} contains the triangle T 4 but not T 3 . By Claim 2 the graph induced on P is not bipartite else G contains an odd hole. Therefore P contains at least one triangle. Our definition of Q implies that this triangle contains r and is contained in {r} ∪ P [p j , p k ]. By symmetry, there exists also a triangle containing r and contained in {r} ∪ P [p 1 , p i+1 ]. If {r} ∪ P [p 1 , p i+1 ] ∪ P [p j , p k ] contains three triangles, q = r and r belongs to a fourth triangle {r, p i+1 , p i+2 }, which is impossible. Let us assume now that the unique triangle of {r}∪ P [p 1 , p i+1 ] is also included in {r}∪ P [p 1 , p i ]. Let l be the largest subscript such that p l is adjacent to r. Note that l ≥ j + 1. The subgraph of G induced on P [p 1 , p i ] ∪ P [p l , p k ] ∪ {v, r} satisfies the conditions of Lemma 4.1 and contains an odd hole, which contradicts our assumption that G is a Berge graph. Thus {r, p i , p i+1 } and for similar reasons {r, p j , p j+1 } are triangles.
To finish our proof, consider the subgraph of G induced on {v, w, s, t, r, p i , p i+1 , p j , p j+1 }. This subgraph has at most nine nodes and is a proper subgraph of G by conditions (ii) and (iii) of Subsection 2.3. In any coloration r, v should get the same color (consider the diamond {v, r, p i , p i+1 }) and r, w should get the same color (consider the diamond {w, r, p j , p j+1 }). But v and w are adjacent nodes and cannot be colored by the same color. Hence this subgraph is not 3-chromatic and is not perfect. G is not critically imperfect.
