Methodology proposal to train a model for the task of automatic driving of vehicles with reinforcement learning using cloud computing by Marín Mejía, Santiago
Universidad Tecnológica de Pereira
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Society has changed his perception towards vehicles, from leisure objects
to a vital part of everyday life. Besides, vehicles manufacturers are being
pushed to produce eco-friendly, safe and able to connect vehicles. Recent
new technology advances introduced the possibilities to equip vehicles with
sensors, like cameras, radars, etc. Within this conditions, academic research
in robotics is going from indoors platforms to full-scale vehicles operating
with a high level of autonomy(Thrun, 2012).
In 2010, Google produced its Toyota Prius automated car in the USA, by 2012
they introduced the Lexus RX450h and by 2015 a fully automated vehicle
with no steer was presented named “Firefly” (Abduljabbar, Dia, Liyanage, &
Bagloee, 2019). They now develop automated vehicles through an indepen-
dent company named “Waymo”, they use several sensors on their vehicles
including a 360 degree camera to visualize the context of the world while
driving (Waymo, 2018).
Reinforcement learning has been used in a broad variety of robotics related
tasks, such as videogames (Mnih et al., 2015), robot locomotion (Endo, Mo-
rimoto, Matsubara, Nakanishi, & Cheng, 2008; Kohl & Stone, 2004), and
autonomous driving (Shalev-Shwartz, Shammah, & Shashua, 2016; Abbeel,
Coates, Quigley, & Ng, 2007). One of the difficulties in functional uses of
reinforcement learning is the high-dimensionality of state space just as the
enormous activity extend. Building up an ideal strategy over such high-
complexity space is tedious. Ongoing work in deep reinforcement learning
has gained extraordinary ground in learning in a high dimensional space with
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the strength of deep neural networks (Pan, You, Wang, & Lu, 2017).
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1.1 Justification
It is not difficult to explain the potential benefits of autonomous vehicle con-
trol for both military and commercial applications. The benefits range from
finding and helping earthquake victims or on the battlefield, or operating in
dangerous environments such as minefields, to exploring planets (Unlimited,
2004). Every year, 1.2 million lives are lost to traffic accidents worldwide,
and in the United States the number of tragedies is growing. A common
element of these accidents is that 94% involve human error. Driving is not
as safe or as easy as it should be, while distractions while driving are on
the rise. If we look at the data from Tesla and NHTSA, we can see that
in the meantime, Tesla cars with autopilot enabled record one accident for
every 2.87 million miles driven and without autopilot one accident for ev-
ery 1.76 million miles driven. In comparison, the most recent NHTSA data
shows that in the United States there is one auto accident every 436,000
miles (Tesla Vehicle Safety Report , 2019). Thanks to this huge difference
in safety and its potential to radically change mobility and transportation,
self-driving has captured the attention of both the research community and
businesses (Kendall et al., 2018; Rosenzweig & Bartl, 2015).
As a result, the development of different techniques to train the control agent
has increased proportionally, one of the most recent approaches is the use
of reinforcing learning algorithms. However, one of the biggest obstacles to
progress in this area is the difficulty of training reinforcement learning mod-
els in a real environment, and performance in the real world scenario is not
as expected due to the large differences between the visual appearance of the
virtual simulation and the appearance of the real world driving scene (Pan
et al., 2017). To solve this problem, there is software to simulate real-world
environments and scaled vehicles to implement these trained algorithms.
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1.2 Problem definition
The autonomous driving of vehicles is an issue that has been strongly de-
veloped for some years now, can be divided into several levels, from level 0
where there is no help, through level 1 where the help is only in acceleration
or braking, to level 5 where the vehicle is in the ability to take full control of
driving and the driver becomes a passenger more (NHTSA, 2019). Currently,
deep learning algorithms in neural networks are used to make a vehicle reach
level 5 with performance similar to that of a human. The training of these
algorithms has been done with supervised learning for decades. The prob-
lem with this approach is that model performance is highly dependent on
the quality and quantity of data, and driving policies are too simplistic to
handle complicated real-world cases (Chen, Chen, Zhang, & Hu, 2019; Liang,
Wang, Yang, & Xing, n.d.; Xu, Tan, & Kong, 2018). Another technique used
is learning by imitation, which aims to learn a driving policy by observing
expert demonstrations. However, the lack of expert databases that mimic
each potential scenario makes this approach difficult to scale.
In relation to the obstacles presented by the supervised learning algorithms, a
system is required that is capable of determining long-term driving strategies,
what is called a generalizable and scalable ”driving policy”. It is beneficial
to have a stronger control policy that takes into account a large number of
environmental reactions, collisions and off-road conditions for autonomous
driving. Deep Reinforcement Learning (RL) offers, a reasonable system for
learning such policies from exploration (Večeŕık et al., 2017) because of its
expertise in action planning, such as the Deep Q-Network (DQN) (Mnih et
al., 2015) which has also demonstrated the ability to achieve superhuman
performance and has had unprecedented success even in the most complex
domains such as the game GO and Atari 2600 without any prior human
knowledge (Mnih et al., 2016; Silver et al., 2017). However, these algorithms
require agents to interact with the environment and unwanted events to oc-
cur. Due to the above, training autonomous vehicles using RL in the real
world would cause damage to other vehicles and their surroundings so the
training of these algorithms in recent studies has been done through simula-
tions.
However, although these agents achieve superhuman performance in sim-
ulators when tested in real environments, their performance is poor due to
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visual differences, unknown dynamics and uncertainty in system parameters
(Pan et al., 2017; Genc et al., 2019). Consequently, an attempt has been
made to close this gap between the real and the virtual with the appearance
of different simulators, one of which is offered by Amazon DeepRacer, which
is a platform that allows us to train reinforced learning algorithms in its sim-
ulator and then be deployed in a vehicle to scale and test the robustness of
the algorithms.
Thus, it is proposed to train a reinforced learning algorithm in the cloud
simulator offered by Amazon SageMaker and Amazon RoboMaker able to
complete the tracks available in the Amazon RoboMaker environment.
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1.3 General Objective and Specific Objectives
1.3.1 General Objective
Implement an algorithm for a self-powered vehicle in the Amazon Web Ser-
vices RoboMaker virtual environment using reinforcement learning strategies
that give the agent the ability to navigate a track without a definition of pre-
established rules.
1.3.2 Specific objectives
1. Evaluate and understand the Amazon SageMaker platform and its dif-
ferent functionalities.
2. Analyze reward functions for reinforcement learning that best suit au-
tonomous driving problems.
3. Implement a metric to evaluate the performance of the different reward
functions used in the algorithm.
4. Execute and evaluate the different reward functions and choose the one




This chapter will describe the theory behind machine learning, reinforcement
learning, and cloud computing to understand how they work and how this
project is built around these concepts.
2.1 Machine Learning
A machine learning algorithm is an algorithm that can learn from data. Ma-
chine learning enables us to tackle tasks that are too difficult to solve with
fixed programs written and designed by human beings. From a scientific
and philosophical point of view, machine learning is exciting because devel-
oping our understanding of it entails developing our understanding of the
principles that underlie intelligence.(Goodfellow, Bengio, & Courville, 2016)
Usually, machine learning algorithms are divided into two classes supervised
learning and unsupervised learning.
In supervised learning, the algorithm is given a pair of inputs (x, y) related
to an unknown function y = f(x), the algorithm then tries to learn f esti-
mating p(y|x), if successful, it will be able to calculate any (y) given a new
(x). For example, in the task of image recognition, the algorithm would be
given an image (x) with a label (y), like cars and bikes, after training the
algorithm for some time it would be able to differentiate image containing
cars from images containing bikes, and it will be able to classify new images
into one of both categories.
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In unsupervised learning, only (x) is given to the system for the training,
and then the algorithm is expected to find patterns and group the data into
k number of groups that share similar characteristics.
There are other kinds of machine learning algorithms like the reinforcement
learning algorithm, which is based on a reward function and a set of actions,
it tries to maximize the reward chosen the best action based on its interac-
tion with the environment and its actual situation.
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2.2 Reinforcement Learning
Reinforcement learning is learning what to do—how to map situations to
actions—so as to maximize a numerical reward signal. The agent has to
discover which set of actions depending on the situation will return a higher
reward, this trough trial and error, it has to take into account not only the ac-
tual reward but also the possible reward in the future (Sutton & Barto, 2017)
The agent in a given environment ε and an initial state S is given a set
of actions called the action space denoted as A. On every time t this agent
in a state st will proceed to receive an Observation ot with a Reward rt, then
it will choose an Action at from A moving the agent to a new state st+1 and
receive a new observation ot+1 with a reward rt+1. The goal of the agent is
to choose at from A aiming to receive the highest rt possible, the selection of
actions can be made based on previous iterations or even randomly.
Figure 2.1: Reinforcement learning overview
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Since the agent has access to partial information about the task from its
actual state in the current screen, it is impossible to completely understand
the situation from xt. As a result, It’s considered sequences of actions and
observations, st = x1, a1, x2, ..., at−1, xt, and learn strategies that depend
upon these sequences. All sequences are assumed to terminate in a finite
number of time-steps.This arises a large but finite Markov decision process
(MDP) where each sequence is a separate state. Therefore, conventional
reinforcement learning methods for MDPs can be applied by using all the
sequence st as the state at time t(Mnih & Silver, 2013).
Exploration and Exploitation
Every reinforcement learning algorithm needs to balance between exploration
and exploitation. The algorithm has to explore different unexplored actions
that may not return any rewards. The agent should explore all the states and
actions in the action space to discover which actions return higher rewards.
The agent should also start using those actions that mean higher reward so
that the model converges to a solution. This is known as the exploration and
exploitation trade-off. It decrease the plausibility that the agent might learn
a less efficient policy. (Sadeghi, Toshev, & Jang, 2017)
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2.3 Cloud Computing
Cloud computing is a model that enables access to a shared pool of flexible
and configurable computing resources (servers, storage, networks, services,
and applications), can be managed and provisiones with minimum manage-
ment effort. The model is constituted of five essential characteristics, three
service models, and four deployment models.(Mell & Grance, 2011)
Essential Characteristics:
On-demand self-service. The user can provision server time and storage,
according to necessities without requiring direct interaction with each ser-
vice.
Broad network access. Services are available to be accessed from a wide
variety of platforms (e.g., mobile phones, tablets, laptops, and workstations).
Resource pooling. The provider serves multiple consumers using a multi-
tenant model, customers, or ”tenants” with provisional and scalable services.
These services are flexible and can be adjusted depending on the need of the
users without affecting any of them. Examples of resources include storage,
processing, memory, and network bandwidth.
Rapid elasticity. The services provided are rapidly scalable and answer au-
tomatically in many cases, for the user it could seem like the resources are
unlimited, and they are always ready following the demand.
Measured service. To be able always to fulfill the client demand with the
flexibility of the service and the scalability of the services (e.g., storage,
processing, bandwidth, and active user accounts). the cloud system has to
monitor the resources, providing transparency for both the provider and con-
sumer of the utilized service.
Service Models:
Software as a Service(SaaS). It grants the user the capability to run the
provider’s applications on the cloud infraestructure. The applications can be
accessed from different devices, such a program interface or a web browser.
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The underlying cloud infraestructure like servers, network, storage, and op-
erating systems are not managed by the client but by the cloud provider.
Platform as a Service (PaaS). It gives the user the possibility to deploy on
the cloud infraestructure the applications aquired or created using libraries,
programming language, tools, and libraries supported by the cloud provider.
The cloud infraestructure like servers, operating systems, storage or networks
are nor controlled by the customer, but has control over the configuration
settings of the environment and the applications.
Infrastructure as a Service(IaaS). It presents the user the capability to pro-
vision storage, networks, processing, among other computing resources in
which the customer can deploy and run any software, including applications
and operating systems. The cloud infraestructure is not controlled by the
user but he can control over operating systems, storage and configuration
settings of the environment and the applications.
Deployment Models:
Private cloud. The cloud infrastructure is provisioned for private use by
a single organization, including various users. It may be owned, controlled,
and managed by the company, a third party, or the combination of them.
Community cloud. The cloud infrastructure is provisioned for private use
by a particular association of users from groups that have shared inter-
ests(e.g., mission, security requirements, policy,and compliance considera-
tions). It may be maintained, controlled, and managed by one or more of
the groups in the association, a third party, or a combination of them.
Public cloud. The cloud infrastructure is provisioned for public use. It may
be maintained, controlled, and managed by a company, government, or aca-
demic organization, or some combination of them.
Hybrid cloud. The cloud infrastructure is a combination of two or more cloud
infraestructures (public, private, or community) by allowing information flow
between public and private clouds. It gives companies greater flexiblity and
allows application portability.
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2.4 Amazon Web Services
To train the agent in this project Amazon Web Services (AWS) was used.
AWS offers instances that can be scaled depending on the needs and budget
of the user. It offers over 175 services, among which are Amazon SageMaker,
Amazon RoboMaker, and Amazon DeepRacer. In this section will be dis-
cussed the most relevant aspects of each one.
2.4.1 AWS SageMaker
AWS SageMaker is a web service that provides the user the opportunity to
build, train and deploy machine learning models, all of these using Amazon
cloud computing services where the customers can choose from different con-
figurations according to their needs and budget.
2.4.2 AWS RoboMaker
With AWS RoboMaker the customer is able to run simulation where robots
can stream data, navigate, communicate, comprehend and learn. RoboMaker
provides AWS DeepRacer the perfect environment to train and evaluate the
agents. For the simulation engine it uses open source Gazebo engine. The de-
fault physics engine is ODE (Open Dynamics Engine). The default rendering
engine is OGRE (Object-Oriented Graphics Rendering Engine).
Figure 2.2: RoboMaker simulation environment
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2.4.3 AWS DeepRacer
Amazon DeepRacer is a new AWS service that provides developers of any
skill level to get started with machine learning with hands-on tutorials and
guidance on building reinforcement learning models. It has an integrated
simulation environment hosted on the AWS Cloud for experimentation and
optimization of your autonomous racing models, built with reinforcement
learning.
In AWS DeepRacer the developers can choose the action space they want
to use, varying the steering angles and the speed that the agent can take;
besides which track they want to use in the simulation for the training, but
the most relevant part is that developers can build their reward function.
The reward function is a Python function which is given specific parameters
that describe the current state and returns a numeric reward value.
The parameters passed to the reward function describe various aspects of
the state of the vehicle, such as its position and orientation on the track, its
observed speed, steering angle and more.
We will explore some of these parameters and how they describe the ve-
hicle as it drives around the track:




• Distance from center line




AWS DeepRacer integrates with Amazon SageMaker for reinforcement learn-
ing model training, AWS RoboMaker to provide the racing simulator, Ama-
zon Kinesis Video Streams for video streaming of virtual simulation footage,
Amazon S3 for model storage, and Amazon CloudWatch for log capture.




In this chapter the methodology used on the experiments will be explained.
3.1 Equipment
The training of the network was made on an Amazon SageMaker ml.t2.medium
instance equipped with 2 virtual CPUs and 4 GB of memory. The simulated
track to train the agent was made in the Amazon RoboMaker service.
3.2 Model
The model used on the Proximal Policy Optimization (PPO), a state-of-
the-art policy gradient algorithm(Sadeghi et al., 2017). The algorithm used
two neural network during the training, one is a policy network and a value
network. The policy network chooses an action based on the input image
from the agent and the value network estimates the discounted reward given
the actual state. The policy network collect data. The resulting dataset
is then used to update the policy and value networks. The updated policy
then interacts with the environment and collects new data and the training
continues until a time limit.
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3.3 Action Space
The action space used in the experiments had two parameters on each one,
the speed and the steering angle, the speed in the set of actions ranged from
0, 33 m/s to 1 m/s and the steering angle ranged from -30◦ to 30◦, the next
table shows the action space used:




1 -30 degrees 0,33 m/s
2 -30 degrees 0,66 m/s
3 -30 degrees 1 m/s
4 -15 degrees 0,33 m/s
5 -15 degrees 0,66 m/s
6 -15 degrees 1 m/s
7 0 degrees 0,33 m/s
8 0 degrees 0,66 m/s
9 0 degrees 1 m/s
10 15 degrees 0,33 m/s
11 15 degrees 0,66 m/s
12 15 degrees 1 m/s
13 30 degrees 0,33 m/s
14 30 degrees 0,66 m/s
15 30 degrees 1 m/s
3.4 Reward Function
When training and agent using reinforcement learning one of the essential
parts is the reward function, for this project three reward functions were
tested, the first one is the default reward function offered by AWS DeepRacer,
this reward function gives a higher reward to the agent for staying inside the
track, no matter where as long as it stays inside the track; the second reward
function also reward higher speed and gives more reward depending on the
progress of the agent; and the third reward function, takes into account the
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speed, the progress, and also the direction which the agent is heading, this
to prevent zigzagging.
3.4.1 First reward function ”Stay inside the two bor-
ders”
This reward function gives a higher reward to the agent for staying inside




Example of rewarding the agent to stay inside the two borders of the track
'''




# Give a very low reward by default
reward = 1e-3
# Give a high reward if no wheels go off the track and
# the agent is somewhere in between the track borders
if all_wheels_on_track and \
(0.5*track_width - distance_from_center) >= 0.05:
reward = 1.0
# Always return a float value
return float(reward)
3.4.2 Second reward function ”Reward speed and progress”
To give a reward for being inside the two borders of the track can be a very
simplistic reward, it may be useful for generalizing but not so good for effi-
ciency, this reward is not motivating the agent to go faster, nor to be more
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efficient. This new reward function gives extra reward if the agent goes faster
and also gives an extra reward depending on the progress of the agent in the
track, so the further it goes, the higher the reward will be.
def reward_function(params):
'''
Example of rewarding the agent to stay inside the two borders of the track
'''






# Set the speed threshold based your action space
SPEED_THRESHOLD = 0.67
# Give a very low reward by default
reward = 1e-3
# Give a high reward if no wheels go off the track and
# the agent is somewhere in between the track borders
if all_wheels_on_track and \
(0.5*track_width - distance_from_center) >= 0.05 and \
speed>=SPEED_THRESHOLD:
reward = 1.0+(progress/100)
elif all_wheels_on_track and \
(0.5*track_width - distance_from_center) >= 0.05 and \
speed < SPEED_THRESHOLD:
# Penalize if the car goes too slow
reward = 0.5+(progress/100)
# Always return a float value
return float(reward)
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3.4.3 Third reward function ”Reward speed, progress
and direction”
The last reward function tries to tackle another obstacle observed with the
last two reward functions, the zigzagging, to do this, this reward function
gives an extra reward every time the agent is facing no more than 10 degrees
away from the next waypoint in the track.
def reward_function(params):
'''
Example of rewarding the agent to stay inside the two borders of the track
'''
import math









# Calculate the direction of the center line based on the closest waypoints
next_point = waypoints[closest_waypoints[1]]
prev_point = waypoints[closest_waypoints[0]]
# Calculate the direction in radius, arctan2(dy, dx), the result is
#(-pi, pi) in radians
track_direction = math.atan2(next_point[1] - prev_point[1], \
next_point[0] - prev_point[0])
# Convert to degree
track_direction = math.degrees(track_direction)
# Set the speed threshold based your action space
SPEED_THRESHOLD = 0.67
# Give a very low reward by default
reward = 1e-3
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# Give a high reward if no wheels go off the track and
# the agent is somewhere in between the track borders
if all_wheels_on_track and \
(0.5*track_width - distance_from_center) >= 0.05 and \
speed>=SPEED_THRESHOLD:
reward = 1.0+(progress/100)
elif all_wheels_on_track and \
(0.5*track_width - distance_from_center) >= 0.05 and \
speed < SPEED_THRESHOLD:
# Penalize if the car goes too slow
reward = 0.5+(progress/100)
# Calculate the difference between the track direction and the heading
#direction of the car
direction_diff = abs(track_direction - heading)
if direction_diff > 180:
direction_diff = 360 - direction_diff
# Penalize the reward if the difference is too large
DIRECTION_THRESHOLD = 10.0
if direction_diff > DIRECTION_THRESHOLD:
reward *= 0.5
# Always return a float value
return float(reward)
3.5 Training
To better understand the way the training conditions can affect the results
of a model, the reward functions were trained in two different instances, first
on an easy track, and a hard track. The agents were trained in the AWS
DeepRacer server, as mentioned in section 3.1, different agents were used for
each reward function, and the training was done for one hour with the model
described in section 3.2.
For the first training, the re:Invent 2019 track was used for the training; this
track was the official 2019 DeepRacer League Summit Circuit track, it has a
length of 17.6 m, a width of 76 cm and is considered an easy track.
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For the second training, the Cumulo Carrera track was used, this was the
training track for the Virtual Circuit World Tour in September 2019. It has
a length of 20.51 m, a width of 76 cm, and is considered a hard track.
Figure 3.1: re:Invent 2018 track
For the second training, the Cumulo Carrera track was used, this was the
training track for the Virtual Circuit World Tour in September 2019. It has
a length of 20.51 m, a width of 76 cm, and is considered a hard track.
Figure 3.2: Cumulo Carrera track
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3.6 Evaluation
The evaluation was done in four different tracks; the tests were done five
times on each track, controlling the completion percentage and the time on
each track, the tracks used for the evaluation are shown next:
re:Invent 2018 track
The official 2019 DeepRacer League Summit Circuit track.
• Length: 17.6 m (57.97’)
• Width: 76 cm (30”)
• Difficulty: Easy
Figure 3.3: re:Invent 2018 track
Bowtie track
The Bowtie offers a simple symmetrical track with a twist. The track features
shallow turns that you can use to experiment with different racing behaviors.
• Length: 17.43 m (57.19’)
• Width: 76 cm (30”)
• Difficulty: Easy
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Figure 3.4: Bowtie track
London Loop track
This is the training track for the Virtual Circuit World Tour in May 2019.
• Length: 19.45 m (63.81’)
• Width: 76 cm (30”)
• Difficulty: Medium
Figure 3.5: London Loop track
Cumulo Carrera track
This is the training track for the Virtual Circuit World Tour in September
2019.
• Length: 20.51 m (67.29’)
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• Width: 76 cm (30”)
• Difficulty: Hard
Figure 3.6: Cumulo Carrera track
3.6.1 Overall Performance Metric
To compare and measure the overall performance of each reward function we
created a metric to take into account the percentage of completion, the time
taken to complete the track and the times the reward function was able to
complete the track. The function created for the metric is:
CP ∗ (TC + 1)
t
(3.1)
Being CP the Completion Percentage, TC the Times Completed the tracks
and t the time taken to complete the track. This metric takes into account
the average completion percentage of all the evaluation in all the tracks, the
average time taken to complete the track, and the times that the agent could
complete the track (100%). The higher the value on the metric means a




The following chapter will present the results divided into two sections, sec-
tion 4.1 will show the results from the different reward functions trained on
the easy track, and section 4.2 will present the results from the reward func-
tions trained on the hard track.
The results will be presented on tables showing the five trial, their respective
completion percentage and the time that the agent took, furthermore, at the
end of each table and average of completion and time will be shown, it is
important to note that the average time will only take into account the trials
where the completion percentage was 100%.
4.1 Training on the easy track
The first approach to the training problem was to use an easy track to train
the agent, the re:Invent track, shown on figure 3.6, was the track used for
this training task, now we will present the results for the training for each
reward function.
This section is divided into two subsections, subsection 4.1.1 will present
the graphics from the training, showing with a green line the reward from
every episode and with a purple line the track completion in percentage; and




First reward function ”Stay inside the two borders”
Here the training and evaluation results for the reward function presented
on subsection 3.4.1 will be presented:
Figure 4.1: First reward function training graphic on the easy track
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Second reward function ”Reward speed and progress”
Figure 4.2: Second reward function training graphic on the easy track
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Third reward function ”Reward speed, progress and di-
rection”
Figure 4.3: Third reward function training graphic on the easy track
4.1.2 Evaluation
For this evaluation, four different tracks were used, the tracks used were
described in section 3.6. Also, we will explain the metric used to measure
how good the reward functions are.
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Table 4.4: Evaluation in Cumulo
Carrera Track
The results from table 4.1 show that this reward function has an excellent
performance when it is tested on the same track where it was trained. When
tested on another easy track the results were good too as shown on table
4.2, finishing the track on three of five trials, but performing poorly in the
medium and hard tracks as shown on tables 4.3 and 4.4 respectively, this
can be an evidence that this reward function has problems to generalize to
perform in more exigent scenarios.
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Table 4.8: Evaluation in Cumulo
Carrera Track
According to table 4.5, 4.6 and 4.7, The results for the second reward function
shows a better performance when generalizing, also is the reward function
with the best performance when it comes to the evaluation of the hard track
(Table 4.8), having an average of 62,8%, compared to the 51,4% and the 32%
completion percentage accomplished by the first and third reward functions
respectively. It is also important to note that even though it rewards high
speeds, it got the worst average time on the first track, but a better time on
the bowtie track, this could be due to zigzagging.
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Table 4.12: Evaluation in Cumulo
Carrera Track
This reward function only performed well on the first track where it was
trained, it got the best time average on that track but was the worst one
when it came to generalizing the driving policy to complete the other tracks,
the agent trained under this reward function was not able to complete any
trial in any other track on the evaluation phase.
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Figure 4.4: Reward functions trained in the easy track evaluation perfor-
mance overview
Reward Function CP t Avg. TC Metric
1 60,8 22,5 7 21,61
2 75,2 25,13 9 29,93
3 53 17,76 3 11,93
Table 4.13: Evaluation Summary trained in the Easy track
The Figure 4.4 shows how the second reward function is the one with the
best average track completion when evaluated in all the tracks, also, when we
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look at the Table 4.13 and compare the overall performance metric we can
clearly see how the second reward function has the best performance there
too.
4.2 Training on the hard track
The second approach to the training problem was to use a hard track to train
the agent, the Cumulo Carrera track, shown on figure 3.9, was the track used
for this training task, now we will present the results for the training for each
reward function.
This section is divided into two subsections, subsection 4.2.1 will present
the graphics from the training, showing with a green line the reward from
every episode and with a purple line the track completion in percentage; and




Figure 4.5: First reward function training graphic on the hard track
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Second reward function ”Reward speed and progress”
Figure 4.6: Second reward function training graphic on the hard track
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Third reward function ”Reward speed, progress and di-
rection”
Figure 4.7: Third reward function training graphic on the hard track
4.2.2 Evaluation
For this evaluation, four different tracks were used, the tracks used were
described in section 3.6.
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Table 4.17: Evaluation in Cumulo
Carrera Track
This reward function shows an excellent performance in the London Loop
track, as shown in table 4.15 but poor performance in the Cumulo Carrera
track where it was trained; it also performed poorly in the easy tracks, show-
ing poor generalizing potential again.
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Table 4.21: Evaluation in Cumulo
Carrera Track
The agent trained with the second reward function displays a better perfor-
mance on all the tracks except the first one shown in table 4.17, not only
could generalize better but also got the best times.
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Table 4.25: Evaluation in Cumulo
Carrera Track
The agent trained with the third reward function could only perform well on
the last two tracks showing again a lack of generalizing potential.
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Figure 4.8: Reward functions trained in the hard track evaluation perfor-
mance overview
Reward Function CP t Avg. TC Metric
1 53,7 21,79 5 14,78
2 57,5 19,3 7 23,83
3 62,3 22,9 5 16,31
Table 4.26: Evaluation Summary trained in the Hard track
In here the Figure 4.8 shows how the third reward function has a better
performance when it comes to average track completion and the first one is
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the worst, however when we check the Table 2.26 and we compare the metric,
we can see that the second reward function is still the best one overall but
on this training scenario the first reward function becomes the worst one in




The task was to implement an algorithm for a self-propelled vehicle in the
amazon web services RoboMaker virtual environment using reinforcement
learning strategies that give the agent the ability to navigate a track without
a definition of pre- established rules, the agent would take a single image
from the frontal camera and make a decision based on the policy made based
on the reward function, the lack of depth perception made the task more
difficult.
We created and trained two different reward functions and using the default
”Stay inside the two borders” reward function as a baseline for comparison,
we evaluated them on four different tracks with different difficulties to mea-
sure the generalization capabilities of each reward function.
Both reward functions that we created were based on the ”Stay inside the two
borders” but added different parameters to reward the agent, the first one,
called ”Reward speed and progress” used the speed and the general progress,
it would reward the agent higher if it goes faster and would reward higher
depending on the progress in the track. The second reward function, called
”Reward speed, progress, and direction,” used the speed and the progress
but also rewarded the agent if it would go in the same direction as the track,
this was implemented to avoid the zigzagging of the agent.
For the training we used two different scenarios, the first one was to train
the agent on an easy track, the second one was to train it on a hard track
and then the evaluation of each model would be on four tracks including the
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one where they were trained.
The evaluation showed that ”Reward speed and progress” reward function
had a better performance generalizing the driving policies in both scenar-
ios, even though the ”Reward speed, progress, and direction” was a more
complex reward function it showed that complicated reward functions can
be counterproductive when it comes to generalizing policies. When it comes
to choosing the training scenario, it seems that training in the easy track
allowed the agents to develop a better driving policy. One interesting fact is
that from all the three reward functions, the only one that performed better
after being trained on the hard track was the third reward function ”Reward
speed, progress and direction” this means that this reward function is better
at making driving policies from harsh scenarios than easy ones.
5.1 Future Work
We only trained the agents for one hour on each scenario; this is a short time
for an agent to develop a driving policy able to generalize and perform well
in other tracks. Also, other reward functions could be explored; for example,
having a simple reward function would be an excellent point to compare
the trade-off between complex and straightforward reward functions. This
project tackled the task where the agent only has to navigate through the
track, no objects or other agents were sharing the track; these are two critical
points for the autonomous driving task.
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Večeŕık, M., Hester, T., Scholz, J., Wang, F., Pietquin, O., Piot, B., . . .
Riedmiller, M. (2017). Leveraging demonstrations for deep reinforce-
ment learning on robotics problems with sparse rewards. arXiv preprint
arXiv:1707.08817 .
Waymo. (2018). On the road to Fully Self-driving -
Waymo Safety Report (Tech. Rep.). Retrieved from
https://storage.googleapis.com/sdc-prod/v1/safety-report/waymo-safety-report-2017-10.pdf
doi: 10.1016/B978-0-08-037539-7.50012-0
Xu, N., Tan, B., & Kong, B. (2018). Autonomous Driving in Reality
with Reinforcement Learning and Image Translation. Retrieved from
http://arxiv.org/abs/1801.05299
51
