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$\epsilon_{i}=y_{i}-(b+j\sum_{=1}^{p}ajX_{i}j) (i=1,2, \ldots, n)$ , (3)
$-Mz_{j}\leq a_{j}\leq Mz_{j} (j=1,2, \ldots,p)$ , (4)
$\sum_{J^{=1}}^{p}z_{j}=k\prime$ , (5)






(Mixed Integer SOCP; MISOCP)
AIC (2)
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( $k$ ) :
$minimizea,b,\epsilon, k,z n\log(\frac{1}{n}\sum_{i=1}^{\mathfrak{n}}\epsilon_{i}^{2})+2k$ (7)




$\Leftrightarrow minimizea,b,\epsilon, k,z \exp(\log(\frac{1}{n}\sum_{\prime,\iota=1}^{n}\epsilon_{i}^{2})+\frac{2k}{n})$




subject to $\sum_{i=1}^{n}\epsilon_{i}^{2}\leq f\cdot\exp(-\frac{2k}{n})$ , (8)
(3), (4), (5), (6).
(8) 0-1 $wj(j=0,1, \ldots,p)$ $wj$
$\sum_{j=0}^{p}(wj.j)=k$ $\sum_{jj}^{p_{=0^{w=}}}1$ (5) (6)
$k$ $wj$ $=k$ $wj=1$ 0-1
$w_{j}$ (8) (
SOS type 1 [4, 5] ) :
$\sum_{i=1}^{n}\epsilon_{i}^{2}\leq f\cdot\exp(-\frac{2k}{n})$
$\Leftrightarrow \sum_{i=1}^{n}\epsilon_{i}^{2}\leq f\cdot g, g=\exp(-\frac{2k}{n})$
$\Leftrightarrow$ $\{\begin{array}{l}\sum_{i=1}^{n}\epsilon_{i}^{2}\leq f\cdot g, g=\sum_{j=0}^{p}(w_{j}\cdot\exp(-\frac{2j}{n})) ,k=\sum_{j=0}^{p}(w_{J}\cdot j) , \sum_{j=0}^{p}w_{j}=1.\end{array}$
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$g= \sum_{j}^{p_{=0}}(wj. \exp(-2j/n))$ $wj$
$\sum_{i=1}^{n}\epsilon_{i}^{2}\leq f\cdot g$
[10] $($ $\Vert u\Vert=(u^{T}u)^{1/2})$ :
$\epsilon^{T}\epsilon\leq f\cdot g, f\geq 0, g\geq 0$





$\epsilon_{i}=y_{i}-(b+\sum_{j=1}^{p}a_{j}x_{ij}) (i=1,2, \ldots, n)$,
$\sum_{i=1}^{n}\epsilon_{i}^{2}\leq f\cdot g, g=\sum_{j=0}^{p}(w_{j}\cdot\exp(-\frac{2j}{n}))$ ,
$\sum_{j=0}^{p}(w_{j}\cdot j)=k, \sum_{j=0}^{p}w_{j}=1, \sum_{j=1}^{p}z_{j}=k,$
$-Mz_{j}\leq a_{j}\leq Mz_{j} (j=1,2, \ldots,p)$ ,
$w_{j}\in\{0,1\} (j=0,1, \ldots,p)$ ,
$z_{j}\in\{0,1\} (j=1,2, \ldots,p)$ .
MISOCP MISOCP (SOCP; [2])
MISOCP
$g$ $=$ $\sum_{j}^{p_{=0}}(wj \exp(-2j/n))$ $g$ $=$ $\sum_{jj}^{p_{=0(w}}$
$\exp((ln)/n))=\sum_{j}^{p_{=0}}(w\cdot n^{-j/n})$ BIC MISOCP
AIC (corrected AIC; [14]), Hannan-Quinn









Housing 506 13 Housing
Servo 167 19 Servo
AutoMPG 392 25 Auto MPG
SolarFlare$C$ 1066 26 Solar Flare ( $C$-class flares production)
SolarFlare$M$ 1066 26 Solar Flare ($M$-class flares production)
SolarFlare$X$ 1066 26 Solar Flare ($X$-class flares production)
BreastCancer 194 32 Breast Cancer Wisconsin
ForestFires 517 63 Forest Fires
Automobile 159 65 Automobile
Crime 1993 100 Communities and Crime
AIC MISOCP CPLEX12.5[8]
CPU: Intel Xeon W55903.33 GHz $\cross 2$ ;RAM: 24 $GB$ ; $OS$ : $64bit$ Windows 7Ultimate
$SP$ l; chipset: Inte15520 MISOCP (8 )
10000 MATLAB $R2012b[11]$ LinearModel. stepwise
CPU: Intel




$n$ $p$ AIC $k$ (s)
Housing 506 13 $SWR_{const}$ 776.36 11 1.31
$SWR_{a11}$ 776.36 11 0.51
MISOCP776.36 10.62
Servo 167 19 $SWR_{const}$ 258.66 9 1.85
$SWR_{a11}$ 266.36 14 0.75
MISOCP 258.66 9 8.41
AutoMPG 392 25 $SWR_{const}$ 333.22 15 3.96
$SWR_{a11}$ 339.44 19 1.59
MISOCP 333.22 15 51.23
SolarFlare $C$ 1066 26 $SWR_{const}$ 2816.34 9 3.09
$SWR_{a11}$ 2819.73 13 4.02
MISOCP 2816.34 9 227.25
SolarFlare$M$ 1066 26 $SWR_{const}$ 2926.93 7 2.38
$SWR_{a11}$ 2926.93 7 5.99
MISOCP 2926.93 7 92.18
SolarFlare $X$ 1066 26 $SWR_{const}$ 2882.81 3 1.20
$SWR_{a11}$ 2882.81 3 7.59
MISOCP 2882.81 3 10.73
BreastCancer 194 32 $SWR_{const}$ 509.72 8 3.07
$SWR_{a11}$ 510.58 14 8.13
MISOCP 508.73 $10$ $>10000$
ForestFires 517 63 $SWR_{const}$ 1429.81 12 9.56
$SWR_{a11}$ 1429.81 12 71.19
MISOCP 1430.25 $13$ $>10000$
Automobile 159 65 $SWR_{const}$ $-26.87$ 21 14.20
$SWR_{a11}$ $-47.50$ 38 24.75
MISOCP $-58.49$ $32$ $>10000$
Crime 1993 100 $SWR_{const}$ 3424.26 41 84.94
$SWR_{a11}$ 3410.92 50 312.82
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