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Abstract
We consider a variance reduction approach for the stochastic ho-
mogenization of divergence form linear elliptic problems. Although
the exact homogenized coefficients are deterministic, their practical
approximations are random. We introduce a control variate technique
to reduce the variance of the computed approximations of the homoge-
nized coefficients. Our approach is based on a surrogate model inspired
by a defect-type theory, where a perfect periodic material is perturbed
by rare defects. This model has been introduced in [2] in the context
of weakly random models. In this work, we address the fully random
case, and show that the perturbative approaches proposed in [2, 4] can
be turned into an efficient control variable.
We theoretically demonstrate the efficiency of our approach in sim-
ple cases. We next provide illustrating numerical results and compare
our approach with other variance reduction strategies. We also show
how to use the Reduced Basis approach proposed in [20] so that the
cost of building the surrogate model remains limited.
1
1 Introduction
In this work, we introduce a variance reduction approach based on the con-
trol variate technique for the homogenization of the following stochastic,
elliptic, linear problem:
− div
(
A
(x
ε
, ω
)
∇uε
)
= f in D, uε(·, ω) = 0 on ∂D, (1)
set on a bounded domain D in Rd, where f is a deterministic function in
L2(D). The random matrix A is assumed to be uniformly elliptic, bounded
and stationary in a sense made precise below.
It is well-known that, in the limit when ε goes to 0, the above problem
converges to the homogenized problem
− div (A⋆∇u⋆) = f in D, u⋆ = 0 on ∂D, (2)
where the homogenized matrix A⋆ is deterministic, and given by an expec-
tation of an integral involving the so-called corrector function, that solves a
random auxiliary problem set on the entire space. In practice, the corrector
problem is approximated by a problem set on a bounded domain QN (see
Section 1.2 below for details). A by-product of this truncation procedure is
that the deterministic matrix A⋆ is in practice approximated by a random,
apparent homogenized matrix A⋆N (ω). Randomness therefore comes again
into the picture. In this work, we introduce a variance reduction approach
to obtain practical approximations of A⋆ with a smaller variance. Our ap-
proach is a control variate technique, which is based on a surrogate random
model, simple enough to allow for easier computations, and close enough to
the reference model to eventually improve the accuracy.
We mention that, in our previous works [7, 6, 13], we have already pro-
posed variance reduction approaches to compute better approximations of
A⋆. We used there the technique of antithetic variables, which is a generic
variance reduction approach. In addition, we have shown in [21] that this
technique carries over to nonlinear stochastic homogenization problems,
when the problem at hand is formulated as a variational convex problem.
In this work, we return to the linear equation (1), and design an approach
based on the control variate technique, where a surrogate model is used to
improve the computational efficiency. Our approach here is therefore much
more specific to the problem at hand than the antithetic variable approaches
proposed previously. We therefore expect this technique to provide better
results. This is indeed the case, as discussed along the numerical examples
of Section 5.1.
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Generally speaking, control variate approaches are based on using sur-
rogate models as a kind of preconditioner (see Section 1.3 below for more
details). In this work, the surrogate model that we use is inspired by a
defect-type model, introduced in [2, 3, 4] in the context of weakly random
models. The model considered there is that of a perfect periodic material
perturbed by rare defects. These defects may introduce a significant change
in the local properties of the random matrix A(x, ω). However they only oc-
cur with a small probability η. In that setting, when η is small, the authors
of [2, 3, 4] have shown that a good approximation of the homogenized prop-
erties can be obtained by only solving deterministic problems rather than
random problems, as usually required in stochastic homogenization. In this
work, we build our surrogate model upon the ideas of [2, 3, 4]. However, we
address the regime when η is not small, hence perturbative approaches are
not accurate enough.
Our article is organized as follows. In the sequel of this introduction, we
present in more details some basic elements of stochastic homogenization,
situate the questions under consideration in a more general setting, and
introduce the control variate approach in a general setting (see Section 1.3).
In Section 2, we recall the weakly stochastic model introduced in [2, 3, 4].
Next, in Section 3, we describe how to use this weakly stochastic model
to build surrogate models that can be used in the “fully random” (non
perturbative) regime. We introduce two control variate approaches. The
first approach (see Section 3.1) is based on a first-order weakly stochastic
approach, where defects are considered as isolated from one another. The
second one (see Section 3.2) is based on a second-order weakly stochas-
tic approach, where pairs of defects are considered. The main qualitative
difference between these two control variate approaches is that the second
one takes into account the geometry, whereas the first one essentially only
depends on
∫
QN
A(x, ω) dx. It is well known that, in dimension d ≥ 2, ge-
ometry – i.e. the way different materials are located one with respect to the
other – matters in the homogenization process. The fact that our second
approach takes into account the geometry is thus a very interesting feature.
We next collect in Section 4 some elements of theoretical analysis. We
first consider the one-dimensional case (Section 4.1) and provide there a
complete analysis of our approach (see Propositions 11 and 13). We show
that the variance of the apparent homogenized coefficient scales as N−1
(where N is the size of the large domain on which, in practice, the corrector
problem is solved), while it is decreased to N−2 (resp. N−3) when using our
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first-order (resp. second-order) control variate approach. In Section 4.2, we
next turn to the multi-dimensional case. Our main result is Lemma 14.
Section 5 is devoted to numerical experiments. We quantitatively demon-
strate the efficiency of our approach on two test cases in Sections 5.1 and 5.2.
As pointed out above, our second approach is based on considering pairs of
defects. In order to keep limited the offline cost associated to building the
surrogate model, we show in Section 5.3 that it is possible to use the Re-
duced Basis approach introduced in [20]: the precomputation cost is then
dramatically decreased, while the gain in variance with respect to a Monte
Carlo approach remains similar.
1.1 Homogenization theoretical setting
To begin with, we introduce the basic setting of stochastic homogenization
we employ. We refer to [24] for some seminal contribution, to [14] for a
general, numerically oriented presentation, and to [5, 12, 17] for classical
textbooks. We also refer to [19] and the review article [1] (and the ex-
tensive bibliography contained therein) for a presentation of our particular
setting. Throughout this article, (Ω,F ,P) is a probability space and we
denote by E(X) =
∫
Ω
X(ω)dP(ω) the expectation of any random variable
X ∈ L1(Ω, dP). We next fix d ∈ N⋆ (the ambient physical dimension), and
assume that the group (Zd,+) acts on Ω. We denote by (τk)k∈Zd this action,
and assume that it preserves the measure P, that is, for all k ∈ Zd and all
A ∈ F , P(τkA) = P(A). We assume that the action τ is ergodic, that is, if
A ∈ F is such that τkA = A for any k ∈ Zd, then P(A) = 0 or 1. In ad-
dition, we define the following notion of stationarity (see [8, 9]): a function
F ∈ L1loc
(
R
d, L1(Ω)
)
is stationary if
∀k ∈ Zd, F (x+ k, ω) = F (x, τkω) a.e. in x and a.s. (3)
In this setting, the ergodic theorem [18, 25, 26] can be stated as follows:
Let F ∈ L∞ (Rd, L1(Ω)) be a stationary random variable in the above sense.
For k = (k1, k2, . . . , kd) ∈ Zd, we set |k|∞ = sup
1≤i≤d
|ki|. Then
1
(2N + 1)d
∑
|k|∞≤N
F (x, τkω) −→
N→∞
E (F (x, ·)) in L∞(Rd), almost surely.
This implies (denoting by Q the unit cube in Rd) that
F
(x
ε
, ω
)
∗−⇀
ε→0
E
(∫
Q
F (x, ·)dx
)
in L∞(Rd), almost surely.
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Besides technicalities, the purpose of the above setting is simply to for-
malize that, even though realizations may vary, the function F at point
x ∈ Rd and the function F at point x+ k, k ∈ Zd, share the same law. In
the homogenization context we now turn to, this means that the local, mi-
croscopic environment (encoded in the matrix field A in (1)) is everywhere
the same on average. From this, homogenized, macroscopic properties will
follow. In addition, and this is evident reading the above setting, the micro-
scopic environment has a relation to an underlying periodic structure (thus
the integer shifts k in (3)).
We consider problem (1), where D is an open, bounded domain of Rd
and where f ∈ L2(D) is deterministic. The random matrix A is assumed
stationary in the sense of (3). We also assume that A is bounded and that, in
the sense of quadratic forms, A is positive and almost surely bounded away
from zero: there exist deterministic constants c and C such that, almost
surely,
‖A(·, ω)‖L∞(Rd) ≤ C and ∀ξ ∈ Rd, ξTA(x, ω)ξ ≥ cξT ξ a.e. (4)
In this specific setting, the solution uε(·, ω) to (1) converges (when ε goes to
0) to the solution u⋆ to the homogenized problem (2) almost surely, weakly
in H1(D) and strongly in L2(D). The homogenized matrix A⋆ that appears
in (2) reads
∀p ∈ Rd, A⋆ p = E
[∫
Q
A(x, ·) (∇wp(x, ·) + p) dx
]
, Q = (0, 1)d, (5)
where, for any vector p ∈ Rd, the corrector wp is the solution (unique up to
the addition of a random constant) to the following corrector problem:
− div [A(∇wp + p)] = 0 in Rd a.s.,
∇wp is stationary in the sense of (3),
∫
Q
E(∇wp) = 0.
(6)
1.2 Practical approximation of the homogenized matrix
The corrector problem (6) is set on the entire space Rd, and is therefore
challenging to solve. Approximations are in order. In practice, the deter-
ministic matrix A⋆ is approximated by the random matrix A⋆N (ω) defined
by
∀p ∈ Rd, A⋆N (ω) p =
1
|QN |
∫
QN
A(x, ω)
(
p+∇wNp (x, ω)
)
dx, (7)
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which is obtained by solving the corrector problem on a truncated domain,
say the cube QN = (−N/2, N/2)d :
− div (A(·, ω) (p+∇wNp (·, ω))) = 0, wNp (·, ω) is QN -periodic. (8)
As briefly explained above, although A⋆ itself is a deterministic object, its
practical approximation A⋆N is random. It is only in the limit of infinitely
large domains QN that the deterministic value is attained. Indeed, as shown
in [11], we have
lim
N→∞
A⋆N (ω) = A
⋆ almost surely.
Many studies have been recently devoted to establishing sharp estimates
on the convergence of the random apparent homogenized quantities (com-
puted on QN ) to the exact deterministic homogenized quantities. We refer
e.g. to [11, 16, 23, 27] and to the comprehensive discussion of [7, Section
1.2]. We take here the problem from a slightly different perspective. We
observe that the error
A⋆ −A⋆N (ω) =
(
A⋆ − E [A⋆N ]
)
+
(
E [A⋆N ]−A⋆N (ω)
)
is the sum of a systematic error and of a statistical error (the first and sec-
ond terms in the above right-hand side, respectively). We focus here on
the statistical error, and propose approaches to reduce the confidence inter-
val of empirical means approximating E [A⋆N ], for a given truncated domain
QN . Optimal estimates on the variance of A
⋆
N have been established in [23,
Theorem 1.3 and Proposition 1.4]. For a setting slightly different from ours
(namely for homogenization problems set on random lattices), optimal esti-
mates on the systematic and statistical errors have been established in [16,
Theorem 2]. The authors noted there that “the systematic error is much
smaller than the statistical error”, in the sense that the latter decays with
a slower rate with respect to N than the former. For large values of N , the
statistical error (that we address in this work) is therefore dominating over
the systematic error.
A standard technique to compute an approximation of E
[
(A⋆N )ij
]
(for
any entry ij) is to consider M independent and identically distributed re-
alizations of the field A, solve for each of them the corrector problem (8)
(thereby obtaining i.i.d. realizations A⋆,mN (ω)) and proceed following a Monte
Carlo approach:
E
[
(A⋆N )ij
]
≈ IMCM :=
1
M
M∑
m=1
(
A⋆,mN (ω)
)
ij
. (9)
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In view of the Central Limit Theorem, we know that our quantity of interest
E
[
(A⋆N )ij
]
asymptotically lies in the confidence interval
IMCM − 1.96
√
Var
[(
A⋆N
)
ij
]
√
M
, IMCM + 1.96
√
Var
[(
A⋆N
)
ij
]
√
M

with a probability equal to 95 %.
In this article, we show that, using a control variate approach, we can
design a practical approach that, for any finite N , allows to compute a
better approximation of E
[
(A⋆N )ij
]
than IMCM . Otherwise stated, for an
equal computational cost, we obtain a more accurate (i.e. with a smaller
confidence interval) approximation.
1.3 Control variate approach
Before presenting our specific approach, we describe here the control variate
approach in a general context (see [15, page 277]). Consider a general prob-
ability space (Ω,F ,P) and a scalar random variable X ∈ L2(Ω,R). Our aim
is to compute its expectation E(X). In the sequel, we will use that approach
for the random variable (A⋆N (ω))ij , for any entry 1 ≤ i, j ≤ d.
As always, a first possibility is to resort to M i.i.d. realizations of X,
denoted Xm(ω) for 1 ≤ m ≤M . The expectation is then approximated by
the Monte Carlo empirical mean
IMCM :=
1
M
M∑
m=1
Xm(ω)
and we know that, with a probability equal to 95 %, E [X] asymptotically
lies in the confidence interval[
IMCM − 1.96
√
Var [X]√
M
, IMCM + 1.96
√
Var [X]√
M
]
. (10)
To reduce the variance of the estimation, consider now a random variable
Y ∈ L2(Ω,R), the expectation of which is analytically known. Then, for any
scalar deterministic parameter ρ to be fixed later, we consider the controlled
variable
Dρ(ω) = X(ω)− ρ
(
Y (ω)− E[Y ]
)
. (11)
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Since E[Y ] is known exactly, sampling realizations of Dρ amounts to sam-
pling realizations of X and Y . We obviously have E[Dρ] = E[X]. To approx-
imate E[X], the control variate approach consists in performing a standard
Monte Carlo approximation on Dρ. We hence consider M i.i.d. realizations
of Dρ, denoted D
m
ρ (ω), introduce the empirical mean
ICVM :=
1
M
M∑
m=1
Dmρ (ω)
and write that, with a probability equal to 95 %, E[Dρ] = E [X] asymptoti-
cally lies in the confidence interval[
ICVM − 1.96
√
Var [Dρ]√
M
, ICVM + 1.96
√
Var [Dρ]√
M
]
. (12)
If ρ and Y are such that Var [Dρ] < Var [X], then the width of the above
confidence interval is smaller than that of (10), and hence we have built a
more accurate approximation of E [X].
We now detail how to choose ρ and Y in (11). Suppose for now that Y is
given. We wish to pick ρ such that the variance of Dρ is minimal. Writing
that
Var[Dρ] = Var[X]− 2ρCov[X,Y ] + ρ2Var[Y ],
we see that the optimal value of ρ reads
ρ⋆ = argmin Var[Dρ] =
Cov[X,Y ]
Var[Y ]
. (13)
For this choice, we have, using the Cauchy-Schwarz inequality,
Var[Dρ⋆ ] = Var[X]
(
1− (Cov[X,Y ])
2
Var[X]Var[Y ]
)
≤ Var[X].
We thus observe that, for any choice of Y , we can choose ρ such that the
variance of Dρ is indeed smaller than that of X. Of course, the ratio of
variances
Var[Dρ⋆ ]
Var[X]
, which is directly related to the gain in accuracy, depends
on Y , and more precisely on the value of
(Cov[X,Y ])2
Var[X]Var[Y ]
. The larger the
correlation between X and Y , the better. In contrast to the choice of ρ, the
choice of Y is problem dependent. In addition, the control variable Y needs
to be random.
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Remark 1. In practice, we do not have access to the optimal value (13),
which involves exact expectations. One possibility (which is the one we adopt
in this work) is to replace (13) by the empirical estimator
ρ⋆ ≈
∑M
m=1(X
m(ω)− µM(X)) (Y m(ω)− E[Y ])∑M
m=1(Y
m(ω)− E[Y ])2 ,
where µM (X) =
1
M
M∑
m=1
Xm(ω). This choice corresponds to minimizing with
respect to ρ the empirical variance of Dρ defined as
1
M
M∑
m=1
(
Dmρ (ω)− µM (X)
)2
,
where Dmρ (ω) = X
m(ω)− ρ
(
Y m(ω)− E[Y ]
)
.
2 A weakly random setting: rare defects in a pe-
riodic structure
As pointed out above, the surrogate model that we use to build our con-
trolled variable is inspired by a defect-type model, introduced in [2, 3, 4] in
the context of weakly random models, and that we describe now.
2.1 Presentation of the model
Assume that, in (1), the random matrix A is of the form
A(x, ω) = Aη(x, ω) = Aper(x) + bη(x, ω)
(
Cper(x)−Aper(x)
)
(14)
where Aper and Cper are Z
d-periodic matrices that are bounded and positive
in the sense of (4), and
bη(x, ω) =
∑
k∈Zd
1Q+k(x)B
η
k(ω), (15)
where (Bηk)k∈Zd are i.i.d. scalar random variables. The matrix A is indeed
stationary in the sense of (3). We furthermore assume that Bηk follows a
Bernoulli law of parameter η ∈ (0, 1):
P(Bηk = 1) = η, P(B
η
k = 0) = 1− η. (16)
The matrix A(x, ω) then satisfies assumption (4).
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In each cell Q + k, the field A is equal to Aper with the probability
1− η, and equal to Cper with the probability η. When η is small, then (14)–
(15)–(16) models a periodic material (described by Aper) that is randomly
perturbed (and then described by Cper). The perturbation is rare when η
is small (therefore the material is described by Aper “most of the time”),
and thus it can be considered as a defect. However, the perturbation is not
small in L∞ norm: ‖Cper −Aper‖L∞ is not assumed to be small. We refer
to [4] for practical examples motivating this framework.
On Fig. 1, we show two realizations of the field Aη(x, ω) (on the domain
QN for N = 20) for some specific choices of Aper and Cper (see [4, Fig. 4.2]
for more details). On the right part of that figure, we set η = 0.4, which is
close to the value η = 1/2, when defects are as frequent as non-defects.
Note that specifying Aη(x, ω) on QN simply amounts to specifying the
values of Bηk(ω) for all k such that k +Q ⊂ QN .
Figure 1: Two instances of material (14). Left (η = 0): perfect material
with circular inclusions located on a periodic network. Right (η = 0.4):
perturbed material (each inclusion is deleted with a probability equal to
0.4). Courtesy A. Anantharaman and C. Le Bris.
The above setting is actually quite general. Consider for instance a
classical test-case, the random checkerboard case:
A(x, ω) =
∑
k∈Zd
1Q+k(x)Xk(ω),
where Xk are i.i.d. random variables satisfying P(Xk = α) = P(Xk = β) =
1/2. This model falls into the framework (14)–(15)–(16) with
Aper = α Id, Cper = β Id, η = 1/2.
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An alternate choice (corresponding to choosing a different reference periodic
materials) is
Aper = β Id, Cper = α Id, η = 1/2.
In this work, we restrict our attention to the case (14)–(15)–(16), i.e. when
Bηk are i.i.d. Bernoulli random variables. This is the case specifically studied
in [4]. See [2, 3] for more general settings.
2.2 Weakly-random homogenization result
Consider the model (14)–(15)–(16). The random variable Bηk(ω) can take
only two values, 0 or 1. Therefore, on the domain QN , there are only a
finite number of realizations of Aη(x, ω). The realizations with the highest
probability are as follows.
With probability (1 − η)|QN |, there are no defects in QN , and the real-
ization actually corresponds to the perfect periodic situation. We introduce
the periodic corrector w0p, solution to
− div (Aper (p+∇w0p)) = 0, w0p is Q-periodic, (17)
and the associated matrix A⋆per, obtained by periodic homogenization:
∀p ∈ Rd, A⋆per p =
∫
Q
Aper
(
p+∇w0p
)
. (18)
With probability η(1 − η)|QN |−1, there is a unique defect in QN , located,
say, in the cell k +Q (see Fig. 2). Let us define
Ak1 = Aper + 1k+Q
(
Cper −Aper
)
, (19)
the associated corrector w1,k,Np , solution to
− div
(
Ak1
(
p+∇w1,k,Np
))
= 0, w1,k,Np is QN -periodic, (20)
and the homogenized matrix A⋆1,k,N , given by
∀p ∈ Rd, A⋆1,k,N p =
1
|QN |
∫
QN
Ak1
(
p+∇w1,k,Np
)
. (21)
With probability η2(1− η)|QN |−2, there are two defects in QN , located, say,
in the cells k +Q and l +Q (see Fig. 2). Let us define
Ak,l2 = Aper +
(
1k+Q + 1l+Q
)(
Cper −Aper
)
, (22)
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the associated corrector w2,k,l,Np , solution to
− div
(
Ak,l2
(
p+∇w2,k,l,Np
))
= 0, w2,k,l,Np is QN -periodic, (23)
and the homogenized matrix A⋆2,k,l,N , given by
∀p ∈ Rd, A⋆2,k,l,N p =
1
|QN |
∫
QN
Ak,l2
(
p+∇w2,k,l,Np
)
. (24)
All the other configurations (with three defects or more) have a smaller
probability.
Figure 2: Left: material modelled by Ak1 , with a single defect. Right: mate-
rial modelled by Ak,l2 , with two defects (Courtesy A. Anantharaman and C.
Le Bris).
Let us define
IN :=
{
k ∈ Zd; Q+ k ⊂ QN
}
.
As shown in [4], we then have the following result:
Proposition 2 ([4], Section 3.2). Let A⋆η,N (ω) be the apparent homogenized
matrix defined by (7), where A ≡ Aη is given by (14)–(15)–(16). Then
E
[
A⋆η,N
]
= A⋆per + ηA
N
1 + η
2A
N
2 +ON (η
3), (25)
where ON (η
3) is a quantity of the order of η3 with a prefactor that may
depend on N , A⋆per is given by (18) and
A
N
1 =
∑
k∈IN
(
A⋆1,k,N −A⋆per
)
,
A
N
2 =
1
2
∑
k,l∈IN ,k 6=l
(
A⋆2,k,l,N −A⋆1,k,N −A⋆1,l,N +A⋆per
)
.
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We note that
A
N
1 =
∑
k∈IN
A
k,N
1 def , and A
N
2 =
1
2
∑
k∈IN
∑
l∈IN ,l 6=k
A
k,l,N
2 def , (26)
where A
k,N
1 def (resp. A
k,l,N
2 def ) is the marginal contribution to the homogenized
matrix from a configuration with a single defect in k+Q (resp. two defects
in k +Q and l +Q):
A
k,N
1 def = A
⋆
1,k,N −A⋆per, (27)
A
k,l,N
2 def = A
⋆
2,k,l,N −A⋆1,k,N −A⋆1,l,N +A⋆per. (28)
Remark 3. Passing to the limit N → ∞ in (25) is not easy. We refer
to [4, Section 3.2] and [22].
When η is small, the advantage of (25) over the approach recalled in Sec-
tion 1.2 is evident. Rather than solving the random problem (8) (for several
realizations of Aη), it is enough to solve the deterministic problems (17), (20)
and (23) to infer an accurate approximation of E
[
A⋆η,N
]
. We refer to [4] for
illustrative numerical results.
Furthermore, due to periodic boundary conditions (20), that are remi-
niscent of the periodic boundary conditions in (8), we have that
A⋆1,k,N does not depend on k. (29)
Likewise, A⋆2,k,l,N depends only on k−l. Thus, there is only one problem (20)
to be solved (say for k = 0). Likewise, there are |IN | − 1 problems (23) to
be solved (say for k = 0 and l 6= 0), and not |IN | (|IN | − 1). Noticing
that (23) is a problem parameterized by l, the authors of [20] have shown
how to use a Reduced Basis approach to further speed-up the computation
of A
N
2 . In practice, one can still obtain a good approximation of A
N
2 without
solving all the |IN | − 1 problems (23). We return to this specific question
in Section 5.3.
3 Control variate approaches for stochastic homog-
enization
We now introduce, for the model (14)–(15)–(16), a control variate approach.
Our aim is now to address the regime when η is not close to 0 or 1 (the ap-
proximation (25) is therefore not accurate enough). Recall also that, in
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view of the discussion at the end of Section 1.3, we need a random surrogate
model to build our controlled variable. In what follows, we first build an
approximate model based on configurations with a single defect (see Sec-
tion 3.1), and next turn to building a better approximate model that also
uses configurations with two defects (see Section 3.2). As will be seen below,
this second approximate model not only depends on the quantity of defects,
but also on their geometry, that is on where the defects are located in QN .
3.1 A first-order model
Introduce
Aη,N1 (ω) =
∑
k∈IN
Bηk(ω)A
k,N
1 def , (30)
where A
k,N
1 def , defined by (27), is the marginal contribution to the homoge-
nized matrix coming the configuration with a single defect located in k+Q.
In view of (26), we notice that
E
[
Aη,N1
]
=
∑
k∈IN
E
[
Bηk
]
A
k,N
1 def = η
∑
k∈IN
A
k,N
1 def = ηA
N
1 ,
which is the first order correction in the expansion (25). When η is small,
the expectation of A⋆per + A
η,N
1 (ω) is a good approximation of the expecta-
tion of A⋆η,N (ω), accurate up to an error of the order of η
2. The following
observation provides additional motivation for our choice (30). It turns out
that the law of the random variable A⋆per+A
η,N
1 (ω) is a good approximation
of that of A⋆η,N (ω):
Lemma 4. For any deterministic and continuous function ϕ, we have
E
[
ϕ
(
A⋆η,N
)]
= E
[
ϕ
(
A⋆per +A
η,N
1
)]
+ON (η
2).
The proof of Lemma 4 is postponed until Section 4.2.1.
We thus think that A⋆per+A
η,N
1 (ω) is a good surrogate model for A
⋆
η,N (ω).
As shown by Lemma 4, this is the case when η ≪ 1, which is however not the
regime we address. One-dimensional computations presented in Section 4.1
and numerical observations reported in Section 5 (for two-dimensional test-
cases) confirm that it is indeed the case, even when η is not small.
Following (11), we now introduce our controlled variable as
D1,ηρ (ω) = A
⋆
η,N (ω)− ρ
(
A⋆per +A
η,N
1 (ω)− E
[
A⋆per +A
η,N
1
])
= A⋆η,N (ω)− ρ
(
Aη,N1 (ω)− ηA
N
1
)
. (31)
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In view of (30), (27) and (29), we recast (31) as
D1,ηρ (ω) = A
⋆
η,N (ω)− ρ
∑
k∈IN
Bηk(ω)
− η |IN |
A0,N1 def . (32)
Remark 5. Note that, in (32), A⋆η,N (ω) and
∑
k∈IN
Bηk(ω) are correlated.
Indeed, in practice, we start by drawing a realization of the random variables
Bkη (ω) for all k ∈ IN . This determines first
∑
k∈IN
Bηk(ω), and second
the field A(x, ω) on QN , from which we compute the associated A
⋆
η,N (ω)
following (7)–(8).
Computing M realizations of D1,ηρ (ω) therefore amounts to:
• offline stage: determine A0,N1 def by solving the problem (17)–(18) on Q
and solving only once the problem (20)–(21) on QN (say for k = 0).
• online stage: solve M corrector problems (7)–(8) on QN (for M i.i.d.
realizations of A on QN ), and evaluate D
1,η
ρ (ω) according to (32).
Let CN be the cost to solve a single corrector problem on QN . The Monte
Carlo empirical estimator and the Control Variate empirical estimator, de-
fined respectively by
IMCM =
1
M
M∑
m=1
A⋆,mη,N (ω) and I
CV
M =
1
M
M∑
m=1
D1,η,mρ (ω)
therefore share the same cost (M CN for the former, (1 + M) CN for the
latter). To minimize the variance of D1,ηρ , the parameter ρ in (31) is chosen
following (13).
Notice that, in the above construction, we have considered as reference
configuration the defect-free material, i.e. that for η = 0. Since, in the
regime we focus on, η is not small, there is no reason to favor the defect-free
configuration (η = 0) rather than the full defect configuration (η = 1), which
corresponds to the periodic matrix Cper. We therefore introduce (compare
with (27))
C
k,N
1 def = C
⋆
1,k,N − C⋆per,
where C⋆1,k,N is the homogenized matrix corresponding to a unique defect
with respect to the periodic configuration Cper (compare with (19), (20)
and (21)):
∀p ∈ Rd, C⋆1,k,N p =
1
|QN |
∫
QN
Ck1
(
p+∇v1,k,Np
)
, (33)
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where, for any p, the corrector v1,k,Np is a solution to
− div
(
Ck1
(
p+∇v1,k,Np
))
= 0, v1,k,Np is QN -periodic,
where Ck1 = Cper − 1k+Q
(
Cper − Aper
)
. In the spirit of (32), we introduce
the controlled variable
D̂1,ηρ̂ (ω) = A
⋆
η,N (ω)− ρ̂
∑
k∈IN
(1−Bηk(ω))
 − (1− η) |IN |
C0,N1 def ,
that we recast as
D̂1,ηρ̂ (ω) = A
⋆
η,N (ω) + ρ̂
∑
k∈IN
Bηk(ω)
− η |IN |
C0,N1 def .
Consider now any entry 1 ≤ i, j ≤ d of the homogenized matrix. Assuming
that our control variate model is non trivial (i.e. that
[
A
0,N
1 def
]
ij
6= 0), we see
that, for any deterministic ρ̂, there exists a deterministic parameter ρ such
that
[
D̂1,ηρ̂ (ω)
]
ij
=
[
D1,ηρ (ω)
]
ij
a.s. Working with the controlled variable
D1,ηρ (ω) is hence equivalent to working with the controlled variable D̂
1,η
ρ̂ (ω).
In the sequel, we only consider the former.
Remark 6. The situation is different in the second order model, where
taking Aper or Cper as reference is not equivalent. See Section 3.2 below.
Remark 7. In view of (32), we see that our first order control variable only
depends on
∑
k∈IN
Bηk(ω), which is the number of defects in the material. This
approach can thus be extended to any two-phase materials, say of the type
A(x, ω) = A1+χ(x, ω)A2, where χ is stationary and equal to 0 or 1. In this
case, the control variable reads
∫
QN
χ(x, ω) dx. We refer to [10] for works
in that direction.
3.2 A second-order model
We now introduce a model that not only takes into account the contributions
from single defects (through A
k,N
1 def , see (30)) but also contributions from
pairs of defects. To that aim, we introduce
Aη,N2 (ω) =
1
2
∑
k∈IN
∑
l∈IN , l 6=k
Bηk(ω)B
η
l (ω)A
k,l,N
2 def , (34)
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where A
k,l,N
2 def , defined by (28), is the marginal contribution to the homog-
enized matrix associated to the configuration with two defects located in
k +Q and l +Q. In view of (26), we notice that
E
[
Aη,N2
]
=
1
2
∑
k∈IN
∑
l∈IN , l 6=k
E
[
Bηk B
η
l
]
A
k,l,N
2 def =
η2
2
∑
k∈IN
∑
l∈IN , l 6=k
A
k,l,N
2 def = η
2A
N
2 ,
which is the second order correction in the expansion (25). When η is
small, the expectation of A⋆per+A
η,N
1 (ω)+A
η,N
2 (ω) is a good approximation
of the expectation of A⋆η,N (ω), accurate up to an error of the order of η
3.
Furthermore, we have the following result (compare with Lemma 4), the
proof of which follows the same lines as that of Lemma 4 and is therefore
omitted:
Lemma 8. For any deterministic and continuous function ϕ, we have
E
[
ϕ
(
A⋆η,N
)]
= E
[
ϕ
(
A⋆per +A
η,N
1 +A
η,N
2
)]
+ON (η
3).
In a way similar to (31), we now introduce our second-order controlled
variable as
D2,ηρ1,ρ2(ω) = A
⋆
η,N (ω)−ρ1
(
Aη,N1 (ω)− ηA
N
1
)
−ρ2
(
Aη,N2 (ω)− η2A
N
2
)
. (35)
We have introduced two deterministic parameters ρ1 and ρ2, which need
not be equal. For any choice of these parameters, we have E
[
D2,ηρ1,ρ2
]
=
E
[
A⋆η,N
]
.
To evaluate (35), we first have to precompute the deterministic matrices
A
k,N
1 def = A
0,N
1 def and A
k,l,N
2 def = A
0,l−k,N
2 def .
Computing M realizations of D2,ηρ1,ρ2(ω) therefore amounts to:
• offline stage: (i) determine A0,N1 def by solving the problem (17)–(18) on
Q and by solving only once the problem (20)–(21) on QN (say for
k = 0); (ii) determine A
0,l,N
2 def by solving |IN | − 1 problems (23)–(24)
on QN (for k = 0 and l ∈ IN , l 6= 0).
• online stage: solve M corrector problems (7)–(8) on QN (for M i.i.d.
realizations of A on QN ), and evaluate D
2,η
ρ1,ρ2(ω) according to (35).
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Questions related to the cost for evaluating A
0,l,N
2 def are discussed at the end
of this section.
As pointed out in Section 3.1, in our regime of interest, there is no reason
to favor the defect-free configuration rather than the full defect configura-
tion, which corresponds to the periodic matrix Cper. We have shown there
that there is no use to introduce the terms representing the first order cor-
rection with respect to Cper. We therefore solely introduce the second order
correction (compare with (28)):
C
k,l,N
2 def = C
⋆
2,k,l,N − C⋆1,k,N −C⋆1,l,N + C⋆per, (36)
where C⋆1,k,N is defined by (33) and C
⋆
2,k,l,N is defined by (compare with (22),
(23) and (24)):
∀p ∈ Rd, C⋆2,k,l,N p =
1
|QN |
∫
QN
Ck,l2
(
p+∇v2,k,l,Np
)
, (37)
where, for any p ∈ Rd, the corrector v2,k,l,Np is a solution to
− div
(
Ck,l2
(
p+∇v2,k,l,Np
))
= 0, v2,k,l,Np is QN -periodic,
where Ck,l2 = Cper−
(
1k+Q+1l+Q
)(
Cper−Aper
)
. As in (34), we introduce
Cη,N2 (ω) =
1
2
∑
k∈IN
∑
l∈IN , l 6=k
(
1−Bηk(ω)
)(
1−Bηl (ω)
)
C
k,l,N
2 def , (38)
where C
k,l,N
2 def is defined by (36), and its expectation reads
C
η,N
2 := E
[
Cη,N2
]
=
1
2
∑
k∈IN
∑
l∈IN , l 6=k
E
[
(1−Bηk) (1−Bηl )
]
C
k,l,N
2 def
=
1
2
∑
k∈IN
∑
l∈IN , l 6=k
(1− η)2 Ck,l,N2 def .
We eventually introduce the controlled variable (compare with (35))
D3,ηρ1,ρ2,ρ3(ω) = A
⋆
η,N (ω)− ρ1
(
Aη,N1 (ω)− ηA
N
1
)
− ρ2
(
Aη,N2 (ω)− η2A
N
2
)
− ρ3
(
Cη,N2 (ω)− C
η,N
2
)
. (39)
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Consider now a specific entry 1 ≤ i, j ≤ d of the homogenized ma-
trix. The control variate approach consists in approximating E
[(
A⋆η,N
)
ij
]
by considering a Monte Carlo estimator for E
[(
D3,ηρ1,ρ2,ρ3
)
ij
]
. The deter-
ministic parameters ρ1, ρ2 and ρ3 are chosen to minimize the variance of(
D3,ηρ1,ρ2,ρ3(ω)
)
ij
. They are thus the solution of the following 3 × 3 linear
system (we drop the subscript i, j for conciseness):
Var[Aη,N1 ]ρ1 + Cov[A
η,N
1 , A
η,N
2 ]ρ2 + Cov[A
η,N
1 , C
η,N
2 ]ρ3 = Cov[A
⋆
η,N , A
η,N
1 ]
Cov[Aη,N2 , A
η,N
1 ]ρ1 + Var[A
η,N
2 ]ρ2 + Cov[A
η,N
2 , C
η,N
2 ]ρ3 = Cov[A
⋆
η,N , A
η,N
2 ]
Cov[Cη,N2 , A
η,N
1 ]ρ1 + Cov[C
η,N
2 , A
η,N
2 ]ρ2 + Var[C
η,N
2 ]ρ3 = Cov[A
⋆
η,N , C
η,N
2 ]
(40)
depending on the covariances between the entries ij of A⋆η,N , A
η,N
1 , A
η,N
2
and Cη,N2 . In practice, these covariances are approximated by empirical
estimators (see Remark 1).
In practice, computing the matrices A
0,l,N
2 def (and likewise C
0,l,N
2 def ) is rather
expensive (because each problem is set on the large domain QN , and the
number of these problems increases when N increases). It is therefore useful
to approximate them using the Reduced Basis strategy introduced in [20],
which dramatically decreases the computational cost. The procedure is es-
sentially as follows. We first solve the single defect problem (20) for k = 0,
and solve (23) for a limited number of locations of the defect pairs, say
k = 0 and l close to k. On the basis of these computations, we are then in
position to obtain very efficient approximations of the matrices A
0,l,N
2 def for
all l ∈ IN , l 6= 0. Evaluating (34) is thus inexpensive. Thus, up to a limited
offline cost (i.e. the cost for solving the few problems (23) that we have
to consider), the Monte Carlo empirical estimator and the Control Variate
empirical estimator, defined respectively by
IMCM =
1
M
M∑
m=1
A⋆,mη,N (ω) and I
CV
M :=
1
M
M∑
m=1
D3,η,mρ1,ρ2,ρ3(ω)
share the same cost. We refer to Section 5.3 for numerical experiments using
this procedure.
Remark 9. In sharp contrast to the first order control variable, the second
order control variable not only depends on the number of defects in the ma-
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terials, i.e.
∑
k∈IN
Bηk(ω), but also on their location. The specific geometry of
the materials, which is ignored in (32), is taken into account in (39).
4 Elements of theoretical analysis
This section is devoted to establishing estimates on the gain provided by
our approach. We proceed in two directions. First, in Section 4.1, we
consider the one-dimensional case. Our main results are Propositions 11
and 13. We consider the large N regime, and estimate the variance (in terms
of N) of A⋆η,N , the controlled variables D
1,η
ρ defined by (31) and D
3,η
ρ1,ρ2,ρ3
defined by (39). We show that they are of the order of N−1, N−2 and N−3,
respectively. Note that, in this section, we do not assume η to be close to 0
or 1, i.e. we are in a fully random case.
In Section 4.2, we turn to the multi-dimensional case. Our main result
is Lemma 14. We consider the regime when η is small, and estimate the
variance (in terms of η) of A⋆η,N and of the controlled variables D
1,η
ρ defined
by (31) and D2,ηρ1,ρ2 defined by (35). We show that the control variate ap-
proach using the first order (resp. second order) surrogate model allows to
decrease the variance from O(η) to O(η2) (resp. from O(η) to O(η3)).
Still in the regime η ≪ 1, we show in Section 4.2.3 that, for an equal
computational cost, the weakly stochastic approach proposed in [4] (which
directly compute E(A⋆η,N ) as in series in powers of η) is more accurate than
the control variate approach proposed in this work. The regime of interest
for our approach is therefore when η is neither close to 0 nor to 1. This is
the regime we consider in the numerical experiments of Section 5.
4.1 One-dimensional case
In the one-dimensional case, we know that
A⋆η,N (ω) =
(
1
N
∫ N
0
1
Aη(x, ω)
)−1
,
where, for ease of notation, we setQN = (0, N) rather thanQN = (−N/2, N/2)
as before. In view of (14)–(15)–(16), we thus have
1
A⋆η,N (ω)
=
1
N
N−1∑
k=0
∫ k+1
k
dx
Aper(x) +B
η
k(ω)
(
Cper(x)−Aper(x)
) .
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Introducing the functions
f(x) =
1
x
and φ(b) =
∫ 1
0
dx
Aper(x) + b
(
Cper(x)−Aper(x)
) ,
we thus see that
A⋆η,N (ω) = f
(
1
N
N−1∑
k=0
φ(Bηk(ω))
)
.
SinceBηk(ω) are equal to 0 or 1, we can write φ(B
η
k(ω)) = φ(0)+B
η
k(ω)(φ(1)−
φ(0)), and thus
A⋆η,N (ω) = g
(
1
N
N−1∑
k=0
Bηk(ω)
)
(41)
where the smooth function g is defined by g(b) = f
(
φ(0) + b(φ(1)− φ(0))
)
.
4.1.1 First order model
In view of (31), (30) and (27), the first-order surrogate model is given by
A⋆per +A
η,N
1 (ω), with
Aη,N1 (ω) =
N−1∑
k=0
Bηk(ω)A
k,N
1 def = A
0,N
1 def
N−1∑
k=0
Bηk(ω). (42)
We first state the following general result, the proof of which is postponed
until Section 4.1.3.
Lemma 10. Let
X(ω) = g
(
1
N
N−1∑
k=0
Bk(ω)
)
where Bk(ω) are i.i.d. random variables valued in [0, 1] and g is a function
in C3(R). Then
Var(X) =
(g′(η))2 σ2
N
+O
(
1
N2
)
(43)
with η = E(B0) and σ =
√
Var(B0).
For any ρ, introduce
Dρ(ω) = X(ω)− ρ
(
Y1(ω)− E [Y1]
)
where Y1(ω) =
N−1∑
k=0
Bk(ω). (44)
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There exists a constant C independent of N and some deterministic param-
eter ρN such that
Var (DρN ) ≤
C
N2
. (45)
The following proposition, of direct interest to us, directly falls from the
above lemma.
Proposition 11. Consider the model (14)–(15)–(16). Let A⋆η,N be the ap-
parent homogenized matrix defined by (7)–(8) and D1,ηρ be the first-order
controlled variable defined by (31). In the one-dimensional case, we have
Var(A⋆η,N ) =
C
N
+O
(
1
N2
)
(46)
and, for the optimal value of the deterministic parameter ρ,
min
ρ
Var
(
D1,ηρ
)
= Var
(
D1,ηρ⋆
)
= O
(
1
N2
)
. (47)
Using the control variate approach based on the first-order model, the
variance is thus improved by at least one order in terms of N . Note in
particular that, in the above results, we have not assumed η to be small.
Proof of Proposition 11. The proof of (46) falls from (41) and (43). We now
prove (47). In view of (31), (41), (42) and (44), we see that
D1,ηρ = X(ω)− ρA0,N1 def
(
Y1(ω)− E [Y1]
)
.
Using (45), we thus have
min
ρ
Var
(
D1,ηρ
)
≤ Var
(
DρN
)
≤ C
N2
,
which concludes the proof of Proposition 11.
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4.1.2 Second order model
In view of (39), (30), (34) and (38), the second-order controlled variable
reads
D3,ηρ1,ρ2,ρ3(ω) = A
⋆
η,N (ω)− ρ1A0,N1 def
N−1∑
k=0
(
Bηk(ω)− η
)
− ρ2A0,1,N2 def
N−1∑
k 6=l
(
Bηk(ω)B
η
l (ω)− η2
)
− ρ3C0,1,N2 def
N−1∑
k 6=l
(
(1−Bηk(ω))(1 −Bηl (ω))− (1− η)2
)
where we have used (29) and the fact that, in the one-dimensional case,
A
k,l,N
2 def and C
k,l,N
2 def are independent of k and l. We hence obtain that
D3,ηρ1,ρ2,ρ3(ω) = A
⋆
η,N (ω)− ρ1
N−1∑
k=0
(
Bηk(ω)− η
)
− ρ2
N−1∑
k 6=l
(
Bηk(ω)B
η
l (ω)− η2
)
(48)
with
ρ1 = ρ1A
0,N
1 def − 2(N − 1)ρ3C0,1,N2 def , ρ2 = ρ2A0,1,N2 def + ρ3C0,1,N2 def .
We first state the following general result, the proof of which is postponed
until Section 4.1.3.
Lemma 12. Let
X(ω) = g
(
1
N
N−1∑
k=0
Bk(ω)
)
where g is a function in C3(R) and Bk(ω) are i.i.d. random variables taking
values in {0, 1}. Let Y1 be defined by (44) and Y2 be defined by
Y2(ω) =
N−1∑
k=0
N−1∑
l=0,l 6=k
Bk(ω)Bl(ω). (49)
There exists a constant C independent of N and some deterministic param-
eters ρ1 and ρ2 (that depend on N) such that
Var
(
Dρ1,ρ2
)
≤ C
N3
(50)
where Dρ1,ρ2(ω) = X(ω)− ρ1
(
Y1(ω)− E(Y1)
)
− ρ2
(
Y2(ω)− E(Y2)
)
.
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The following proposition directly falls from the above lemma.
Proposition 13. Consider the model (14)–(15)–(16). Let A⋆η,N be the ap-
parent homogenized matrix defined by (7)–(8) and D3,ηρ1,ρ2,ρ3(ω) be the second-
order controlled variable defined by (39). In the one-dimensional case, for
the optimal value of the deterministic parameters ρ1, ρ2 and ρ3, we have
min
ρ1,ρ2,ρ3
Var
(
D3,ηρ1,ρ2,ρ3
)
= O
(
1
N3
)
. (51)
We recall that
Var
(
A⋆η,N
)
=
C
N
+O
(
1
N2
)
.
Thus, using the control variate approach based on the second-order model,
the variance is improved by at least two orders in terms of N . This result
is to be compared with Proposition 11.
Proof of Proposition 13. In view of (48), (41), (44) and (49), we see that
D3,ηρ1,ρ2,ρ3(ω) = X(ω)− ρ1
(
Y1(ω)− E [Y1]
)
− ρ2
(
Y2(ω)− E [Y2]
)
.
Using (50), we thus have
min
ρ1,ρ2,ρ3
Var
(
D3,ηρ1,ρ2,ρ3
)
≤ Var
(
Dρ1,ρ2
)
≤ C
N3
,
which concludes the proof of Proposition 13.
4.1.3 Proofs of Lemmas 10 and 12
Proof of Lemma 10. Introducing the centered random variables
dk(ω) = Bk(ω)− η
and a smooth function h on [0, 1], we write
h
(
1
N
N−1∑
k=0
Bk(ω)
)
= h
(
η +
1
N
N−1∑
k=0
dk(ω)
)
= h(η) +
h′(η)
N
N−1∑
k=0
dk(ω) +
h′′(η)
2
(
1
N
N−1∑
k=0
dk(ω)
)2
+
h′′′(θN3 (ω))
6
(
1
N
N−1∑
k=0
dk(ω)
)3
(52)
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for some θN3 (ω) ∈ [0, 1]. Recall now that any i.i.d. variables dk with mean
value zero satisfy the following bounds:
∀p ∈ N⋆, ∃Cp > 0,
∣∣∣∣∣E
[(
1
N
N−1∑
k=0
dk
)p]∣∣∣∣∣ ≤

Cp
Np/2
if p is even;
Cp
N (p+1)/2
if p is odd.
(53)
This is proved by developing the power p of the sum, and then using the fact
that the variables are i.i.d and have mean value zero. Taking expectations
in (52), we thus deduce that
E
[
h
(
1
N
N−1∑
k=0
Bk(ω)
)]
= h(η) +
h′′(η)
2N
σ2 +O
(
1
N2
)
,
where σ2 = E[d20] = Var(B0). Choosing h(x) = g(x) and h(x) = (g(x))
2, we
obtain (43).
We next turn to proving (45). As in (52), we have
X(ω) = g
(
1
N
N−1∑
k=0
Bk(ω)
)
= g(η) +
g′(η)
N
N−1∑
k=0
dk(ω) +
g′′(θN2 (ω))
2
SN (ω)
= g(η) +
g′(η)
N
(
Y1(ω)− E [Y1]
)
+
g′′(θN2 (ω))
2
SN (ω)
for some θN2 (ω) ∈ [0, 1], where SN (ω) =
(
1
N
N−1∑
k=0
dk(ω)
)2
. Set ρN =
g′(η)
N
.
Then
DρN (ω) = X(ω)− ρN
(
Y1(ω)− E [Y1]
)
= g(η) +
g′′(θN2 (ω))
2
SN (ω).
Using (53), we thus obtain that
Var (DρN ) ≤ E
[(
g′′(θN2 (ω))
2
SN (ω)
)2]
≤ CE [(SN )2] ≤ C
N2
which is the claimed bound (45). This concludes the proof of Lemma 10.
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Proof of Lemma 12. We follow the same lines as in the proof of Lemma 10.
Introducing the centered random variables
dk(ω) = Bk(ω)− η,
we write, as in (52), that
X(ω) = g
(
1
N
N−1∑
k=0
Bk(ω)
)
= g(η) +
g′(η)
N
N−1∑
k=0
dk(ω) +
g′′(η)
2N2
(
N−1∑
k=0
dk(ω)
)2
+
g′′′(θN3 (ω))
6
SN (ω)(54
for some θN3 (ω) ∈ [0, 1], where SN (ω) =
(
1
N
N−1∑
k=0
dk(ω)
)3
. We now recall
that
N−1∑
k=0
dk(ω) = Y1 − E(Y1). Furthermore, we compute that
(
N−1∑
k=0
dk(ω)
)2
= N2η2 + (1− 2Nη)Y1(ω) + Y2(ω).
We thus recast (54) as
X(ω) = C+ g
′(η)
N
Y1(ω)+
g′′(η)
2N2
(
(1−2Nη)Y1(ω)+Y2(ω)
)
+
g′′′(θN3 (ω))
6
SN (ω)
where C is a deterministic quantity.
Set ρ1 =
g′(η)
N
+
g′′(η)
2N2
(1− 2Nη) and ρ2 = g
′′(η)
2N2
. Then
Dρ1,ρ2(ω) = X(ω)−ρ1
(
Y1(ω)−E(Y1)
)
−ρ2
(
Y2(ω)−E(Y2)
)
= C+g
′′′(θN3 (ω))
6
SN (ω).
Using (53), we thus obtain that
Var
(
Dρ1,ρ2
) ≤ E[(g′′′(θN3 (ω))
6
SN (ω)
)2]
≤ CE [(SN )2] ≤ C
N3
which is the claimed bound (50). This concludes the proof of Lemma 12.
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4.2 Multi-dimensional case
4.2.1 Proof of Lemma 4
The proof follows the same lines as that of (25). It falls by enumerating the
possible configurations according to the number of defects they include. We
thus have, following Section 2.2,
E
[
ϕ
(
A⋆η,N
)]
= (1−η)|QN |ϕ (A⋆per)+ ∑
k∈IN
η(1−η)|QN |−1ϕ (A⋆1,k,N)+ON (η2).
(55)
On the other hand, using (30) and (27), we write
E
[
ϕ
(
A⋆per +A
η,N
1
)]
= (1− η)|QN |ϕ (A⋆per)+ ∑
k∈IN
η(1 − η)|QN |−1ϕ
(
A⋆per +A
k,N
1 def
)
+ON (η
2)
= (1− η)|QN |ϕ (A⋆per)+ ∑
k∈IN
η(1 − η)|QN |−1ϕ (A⋆1,k,N)+ON (η2).
We deduce from the above relation and (55) the claimed result.
4.2.2 Estimates of the variances as a function of η
Lemmas 4 and 8 show that our surrogate model is a good approximation
(in terms of its law) of the random variable A⋆η,N . The lemma below shows,
again in the regime η ≪ 1, that variance is indeed decreased.
Consider any entry ij of the homogenized matrix. The estimation of
E
[(
A⋆η,N
)
ij
]
can be done by a Monte Carlo empirical mean on
(
A⋆η,N (ω)
)
ij
,(
D1,ηρ (ω)
)
ij
(see Section 3.1) or
(
D2,ηρ1,ρ2(ω)
)
ij
(see Section 3.2).
Lemma 14. For any entry ij of the homogenized matrix, we have
Var
[(
A⋆η,N
)
ij
]
= ηC0N +ON (η
2), (56)
Var
[(
D1,ηρ=1
)
ij
]
= ON (η
2), (57)
Var
[(
D2,ηρ1=ρ2=1
)
ij
]
= ON (η
3), (58)
where C0N is a positive constant.
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In practice, we would not necessarily work with ρ = 1, but with the
optimal parameter ρ⋆. A direct consequence of (57) is of course that
Var
[(
D1,ηρ⋆
)
ij
]
= inf
ρ
Var
[(
D1,ηρ
)
ij
]
= ON (η
2).
Remark 15. Even though the variance of D1,ηρ⋆ is much smaller than that of
A⋆η,N , we will see in Section 4.2.3 below that, in the regime η ≪ 1, the weakly
stochastic approximation described in Section 2.2 is even more efficient.
Proof. We infer from (55) and (29) that, for any function ϕ,
E
[
ϕ
(
A⋆η,N
)]
= ϕ
(
A⋆per
)
+ η|QN |
(
ϕ
(
A⋆1,0,N
)− ϕ (A⋆per) )+ON (η2).
Taking ϕ(M) =Mij and ϕ(M) =M
2
ij , we obtain (56).
We next turn to proving (57). For any function ϕ, we write, using (31)
and (27), that
E
[
ϕ
(
D1,ηρ=1
)]
= (1− η)|QN |ϕ
(
A⋆per + ηA
N
1
)
+
∑
k∈IN
η(1− η)|QN |−1ϕ
(
A⋆1,k,N −Ak,N1 def + ηAN1
)
+ON (η
2)
= (1− η)|QN |ϕ
(
A⋆per + ηA
N
1
)
+
∑
k∈IN
η(1 − η)|QN |−1ϕ
(
A⋆per + ηA
N
1
)
+ON (η
2)
= ϕ
(
A⋆per + ηA
N
1
)
+ON (η
2).
Taking ϕ(M) = Mij and ϕ(M) = M
2
ij , we obtain (57). The proof of (58)
follows the same lines.
4.2.3 Comparison to a weakly stochastic approach
In the regime η ≪ 1, we have three approaches at our disposal to estimate
E
[
A⋆η,N
]
: the standard Monte Carlo approach, the control variate approach,
and the weakly stochastic approach described in Section 2.2. We compare
here their efficiency. Let CN be the cost to solve a single corrector problem
on QN .
The standard Monte Carlo approach amounts to writing
E
[
A⋆η,N
] ≈ 1
M
M∑
m=1
A⋆,mη,N (ω).
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In the above approximation, the error on the entry ij is controlled by√
Var
[(
A⋆η,N
)
ij
]
/M . In view of (56), it is thus of the order of
√
η/M .
The cost is M CN .
The control variate approach (say using the first order surrogate model)
amounts to writing
E
[
A⋆η,N
] ≈ 1
M
M∑
m=1
D1,η,mρ (ω),
where D1,ηρ (ω) is defined by (31). The error is of the order of
√
η2/M in
view of (57). The cost is that of solving M corrector problems and that of
determining A
0,N
1 def , namely (1 +M) CN .
Using the same kind of information as in the above control variate ap-
proach, the weakly stochastic approximation (25) reads
E
[
A⋆η,N
] ≈ A⋆per + ηAN1 .
The error is of the order of η2. The cost is that of determining A
0,N
1 def , i.e.
CN .
Obviously, the control variate approach is always more efficient than
the Monte Carlo approach. However, to reach the same accuracy as the
weakly stochastic approach, one would need to take M = η−2 realizations,
leading to a cost much larger than with the weakly stochastic approach. The
same observation holds when using the control variate approach using the
second order surrogate model. Therefore, in the regime η ≪ 1, the weakly
stochastic approach (25) is the most efficient one.
5 Numerical results
We consider the so-called random checkerboard case, in dimension d = 2
(see Fig. 3). It falls into the framework (14)–(15)–(16) with
Aper(x) = αId2 and Cper(x) = βId2. (59)
In what follows, we choose α = 3 and β = 23 (in Section 5.1) or β = 103
(in Section 5.2). All variances are estimated on the basis of M = 100
independent realizations.
29
Figure 3: A typical realization of the checkerboard test-case with η = 1/2.
5.1 Low contrast test-case
We choose here (α, β) = (3, 23). The motivation for this choice is that we
already considered this test-case in [7, 6, 13] when introducing an antithetic
variable approach. We are thus in position to compare the results obtained
here with our previous results.
On Fig. 4, we plot as a function of η ∈ (0, 1) three quantities:
• the first entry of the matrix E
[
A⋆η,N
]
(obtained in practice by an
expensive Monte Carlo estimation);
• the weakly stochastic approximation (25), which is an approximation
of E
[
A⋆η,N
]
with an error of the order of ON (η
3);
• the weakly stochastic approximation obtained in the regime (1−η)≪
1, which is an approximation of E
[
A⋆η,N
]
with an error of the order of
ON
(
(1− η)3).
In all cases, we work with N = 10, and the following observations are also
valid for larger values of N . We see on Fig. 4 that, when η ≤ 0.4, the deter-
ministic expansion (25) is a very accurate approximation of E
[(
A⋆η,N
)
11
]
.
This approximation is inexpensive to compute. The same observation holds
in the regime η ≥ 0.7, where the deterministic expansion around η = 1
provides a satisfying approximation. However, we note that none of the
two weakly stochastic expansions are accurate when 0.4 ≤ η ≤ 0.7. In that
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regime, one has to compute E
[(
A⋆η,N
)
11
]
by considering several realiza-
tions of (7)–(8). In that regime, considering a variance reduction approach
is useful.
Figure 4: E
[(
A⋆η,N
)
11
]
as a function of η, for N = 10. Black curves: weakly
stochastic approximations. Blue curve: Monte Carlo standard estimator.
In the regime we have identified, we show on Fig. 5 the ratios of variance
Rη,N =
Var
( [
A⋆η,N
]
11
)
Var(D)
, (60)
where D is either the first-order controlled variable D1,ηρ (ω) defined by (31),
or the second-order controlled variable D2,ηρ1,ρ2(ω) defined by (35), or the
controlled variable D3,ηρ1,ρ2,ρ3(ω) defined by (39). The parameter ρ (resp.
(ρ1, ρ2) and (ρ1, ρ2, ρ3)) is chosen to minimize the variance of the estima-
tor. In this section, we exactly compute (up to finite element errors) the
quantities A
k,l,N
2 def needed to build the controlled variables (35) and (39). In
Section 5.3 below, we approximate them using a Reduced Basis approach.
We postpone until that section the discussion on computational costs and
only focus here on accuracy.
Remark 16. The second-order controlled variable D2,ηρ1,ρ2(ω) defined by (35)
is built by considering Aper as the reference. One could alternatively build a
second-order controlled variable considering Cper as the reference. Numerical
results obtained with such a controlled variable are similar to those obtained
with D2,ηρ1,ρ2(ω) (results not shown).
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Figure 5: Ratio Rη,N defined by (60) as a function of η (N = 10). Black
curve: controlled variable D1,ηρ (ω). Red curve: controlled variable D
2,η
ρ1,ρ2(ω).
Blue curve: controlled variable D3,ηρ1,ρ2,ρ3(ω).
We observe on Fig. 5 that, for η = 1/2, the approach using the first-order
controlled variable (31) provides a variance reduction ratio (60) close to 6.
This gain is close to the gain obtained using an antithetic variable approach
(see [13, Table 2]). In contrast, when using the controlled variable (39)
taking into account first order and second order corrections with respect to
both the cases η = 0 and η = 1, we obtain a gain close to 40.
We now monitor how the gain depends on the size of the domain QN . To
that aim, we show on Table 1 the ratio (60) as a function of N , for η = 1/2.
We observe that the gain is essentially independent of N .
N = 6 N = 10 N = 20 N = 30 N = 50
First order 7.57 5.18 6.55 8.51 7.34
Second order 35.9 41.8 37.6 35.6 40.4
Table 1: Ratio Rη,N defined by (60) as a function of N (η = 1/2).
First order: controlled variable D1,ηρ (ω). Second order: controlled variable
D3,ηρ1,ρ2,ρ3(ω).
Remark 17. In the one-dimensional case, we have shown that the vari-
ance ratio is proportional to N or N2 (see Propositions 11 and 13). In the
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two-dimensional case, we do not observe such an excellent behavior for our
approach. The gain rather seems to be independent of N (see also Fig. 9).
Nevertheless, the variance ratio is significantly higher than 1, making the
approach definitely superior to the standard Monte Carlo approach.
5.2 High contrast test-case
We now turn to a test-case with a larger contrast and set (α, β) = (3, 103)
in (59). On Fig. 6, we plot as a function of η ∈ (0, 1) the same three
quantities as on Fig. 4 (again with N = 10). We again see that, when
0.3 ≤ η ≤ 0.7, none of the two weakly stochastic expansions are accurate.
This is the regime we focus on.
We also show on Fig. 6 the ratios of variance (60) for the same three
control variate approaches as on Fig. 5. We observe that, for η = 1/2, the
approach using the controlled variable (39) provides a gain close to 6.7. This
gain is smaller than in the case of Section 5.1 (the contrast is now larger),
but still significant. As in the low-contrast test-case, the gain is essentially
independent of N , as shown in Table 2.
Figure 6: Left: E
[(
A⋆η,N
)
11
]
as a function of η, for N = 10. Blue curve:
standard Monte Carlo estimator. Black curves: weakly stochastic approx-
imations. Right: Ratio Rη,N defined by (60) as a function of η (N = 10).
Black curve: controlled variable D1,ηρ (ω). Red curve: controlled variable
D2,ηρ1,ρ2(ω). Blue curve: controlled variable D
3,η
ρ1,ρ2,ρ3(ω).
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N = 10 N = 30 N = 50
First order 2.40 3.62 3.87
Second order 6.69 6.32 5.82
Table 2: Ratio Rη,N defined by (60) as a function of N (η = 1/2).
First order: controlled variable D1,ηρ (ω). Second order: controlled variable
D3,ηρ1,ρ2,ρ3(ω).
5.3 Using a Reduced Basis (RB) approach
In Sections 5.1 and 5.2, we have used the second-order surrogate model (39),
which takes into account the contributions from pairs of defects located at
any site k and l, namely A⋆2,k,l,N defined by (24) and C
⋆
2,k,l,N defined by (37).
These quantities are deterministic, and computed beforehand. However,
in practice, computing these quantities is expensive, because we have to
consider all possible configurations of pairs of defects.
This high computational cost can be decreased by using the Reduced
Basis (RB) approach proposed in [20]. This approach amounts to solving
the one-defect problem (20), and a few two-defects problems (23), for k = 0
and l in some set NN ⊂ IN \ {0} (in practice, we solve (23) for some l
close to k). Then, it turns out that the solutions to the other two-defects
problems, i.e. w2,k,l,Np for k = 0 and l /∈ NN , can be well-approximated on
the basis of w1,0,Np and
{
w2,k,l,Np
}
k=0, l∈NN
.
In the sequel, we consider the low-contrast test-case (i.e. (α, β) = (3, 23)
in (59)), set η = 1/2, and use this RB approach in order to decrease the
offline cost of our control variate approach.
5.3.1 Robutness with respect to the RB basis set
First, we evaluate the robustness of the gain in variance when we approx-
imate the quantities A⋆2,k,l,N and C
⋆
2,k,l,N by the above RB approach, in
contrast to computing them exactly (i.e., up to a small Finite Element er-
ror). To do so, we fix N and monitor the variance ratio for the sets NN
shown on Fig. 7. Results are given in Table 3. We see that the gain in
variance is independent of the set NN : we can use the RB approach with a
very small set of configurations for which the correctors w2,k,l,Np are exactly
computed (thereby dramatically decreasing the offline computational cost),
and still retain an excellent variance reduction.
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Figure 7: Sets NN of position of second defect that we consider to build the
RB basis set (the first defect is always in the central white cell). Top left:
Card NN = 20. Top right: Card NN = 12. Bottom left: Card NN = 8.
Bottom right: Card NN = 4.
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N = 6 N = 20
NN = IN \ {0} 35.9 37.6
Card NN = 20 36.1 37.6
Card NN = 12 35.7 37.0
Card NN = 8 36.6 36.5
Card NN = 4 36.6 37.6
Table 3: Ratio Rη,N defined by (60) for two values of N (η = 1/2), using the
second order model D3,ηρ1,ρ2,ρ3(ω) defined by (39). The first line corresponds
to the reference computation of A⋆2,k,l,N and C
⋆
2,k,l,N . The subsequent lines
correspond to using a RB approach to compute A⋆2,k,l,N and C
⋆
2,k,l,N , with a
decreasing set NN .
Following the above idea, we have also tested the approach when we set
A
k,l,N
2 def = C
k,l,N
2 def = Id in (34) and (38) for any k 6= l (which amounts to
setting A⋆2,k,l,N = Id+2A
⋆
1,0,N −A⋆per, see (28)). We do not expect (and this
is indeed the case) to obtain good results. The controlled variable reads
D3,η,approxρ1,ρ2,ρ3 (ω) = A
⋆
η,N (ω)− ρ1
(
Aη,N1 (ω)− ηA
N
1
)
− ρ2
2
∑
k 6=l∈IN
(
Bηk(ω)B
η
l (ω)− E
[
BηkB
η
l
] )
− ρ3
2
∑
k 6=l∈IN
(
(1−Bηk(ω))(1 −Bηl (ω))− E
[
(1−Bηk)(1−Bηl )
] )
(61)
instead of (39). Computing the second order surrogate model is then ex-
tremely cheap, and as expensive as computing the first order surrogate
model: one only has to solve the one-defect problem (20). In that case,
for N = 20 and η = 1/2, the variance ratio is equal to 6.96, which is ex-
tremely close to the variance ratio obtained by simply using the first order
model (see Table 1), which is equal to 6.55. Considering the last two lines
in (61) therefore does not improve the efficiency.
The above results show that it is not needed to compute with a high
accuracy the quantities A⋆2,k,l,N and C
⋆
2,k,l,N to obtain a significant variance
reduction. Using a RB approach with a very small set NN is sufficient and
the gain (in terms of variance reduction) is essentially the same as that
if A⋆2,k,l,N and C
⋆
2,k,l,N are exactly computed. However, even though the
approach is quite flexible, it still requires approximations of A⋆2,k,l,N and
36
C⋆2,k,l,N with a reasonable accuracy. Otherwise, the efficiency significantly
drops down, as shown by our last test.
5.3.2 Results as a function of N
We now fix the RB basis set corresponding to Card NN = 12 on Fig. 7, and
compare the Monte Carlo results with our control variate results, using the
controlled variable (39). To evaluate the Monte Carlo estimator
IMCM =
1
M
M∑
m=1
A⋆,mη,N (ω),
we need to solve M corrector problems. In contrast, to evaluate the Control
Variate estimator
ICVM :=
1
M
M∑
m=1
D3,η,mρ1,ρ2,ρ3(ω),
we need to solve first the problem (20) and the problems (23) for k = 0 and
l ∈ NN , and second M corrector problems. Let CN be the cost to solve a
single corrector problem on QN . Then the Monte Carlo cost is M CN , the
Control Variate offline cost is (1 + NN ) CN = 13CN , and its online cost is
M CN . In the sequel, we work with M = 100, therefore the Control Variate
cost is just 13% higher than the Monte Carlo cost.
First, we plot on Fig. 8 the confidence intervals obtained for the Monte
Carlo approach and the Control Variate approach based on (39). The latter
confidence interval width is dramatically smaller than the former.
We next show on Fig. 9 the variance ratios (60). They somewhat vary
with N . Recall that these ratios are computed on the basis of M = 100
i.i.d. realizations. From one set of i.i.d. realizations to another, results may
slightly vary, although qualitative conclusions remain alike. For the first
order method based on (31), the variance ratio is between 5 and 10, whereas
it is around 30 or more for the second order method based on (39).
We plot on Fig. 10 the optimal values of ρ1, ρ2 and ρ3, solution to (40).
None of these parameters is close to 0: all random variables Aη,N1 (ω), A
η,N
2 (ω)
and Cη,N2 (ω) are useful in (39) to decrease the variance.
On Fig. 11, we eventually plot the complete errors, that is
eMCN,M =
∣∣∣∣∣ 1M
M∑
m=1
A⋆,mη,N (ω)−A⋆η
∣∣∣∣∣ , eCVN,M =
∣∣∣∣∣ 1M
M∑
m=1
D3,η,mρ1,ρ2,ρ3(ω)−A⋆η
∣∣∣∣∣ ,
(62)
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Figure 8: Estimation of E
([
A⋆η,N
]
11
)
as a function of N . Blue: standard
Monte-Carlo estimator. Red: Control Variate estimator based on (39). In
both cases, estimators are built using M = 100 i.i.d. realizations.
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Figure 9: Variance ratio (60) as a function of N . Black curve: using the first
order controlled variable (31). Red curve: using the second order controlled
variable (39). We have considered all values N ∈ {4, 6, . . . , 66} as well as
N = 100.
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Figure 10: Optimal values of ρ1 (black), ρ2 (red) and ρ3 (blue) for the
controlled variable (39) as a function of N . We have considered all values
N ∈ {4, 6, . . . , 66} as well as N = 100.
where the exact value A⋆η is actually approximated using Mref realizations
on a large domain QNref . These errors are a sum of:
• the bias error E
[
A⋆η,N
]
−A⋆η,
• the statistical error, which scales as
√
Var
(
A⋆η,N
)
/M for the Monte-
Carlo approach and
√
Var
(
D3,ηρ1,ρ2,ρ3
)
/M for the Control Variate ap-
proach.
When d ≥ 3, the variance of A⋆η,N has been shown to scale as N−d in [23,
Theorem 1.3 and Proposition 1.4]. For homogenization problems set on
random lattices, optimal estimates on the above two errors have been estab-
lished in [16, Theorem 2] for any d ≥ 2: the former scales N−d(lnN)d while
Var
(
A⋆η,N
)
scales as N−d.
In the standard Monte Carlo approach, for large values of N , we expect
the statistical error to dominate, and thus the error to be of the order of
N−d/2. This is indeed what we observe on the blue curve of Fig. 11. For the
Control Variate approach, we observe that the error decreases as N−d (see
red curve of Fig. 11). This is consistent with the fact that, for the values of
N we consider, the statistical error has been dramatically decreased and is
now smaller than the bias error.
39
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Linear fit: −0.77, −1.94
Figure 11: Errors (62) as a function of N (M = 100; log-log plot). Blue
curve (with slope -0.77): Monte-Carlo approach. Red curve (with slope -
1.94): Control Variate approach using (39). The reference value has been
computed using Nref = 100 and Mref = 100.
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