Abstract-To meet the ever growing demand for both high throughput and uniform coverage in future wireless networks, dense network deployment will be ubiquitous, for which cooperation among the access points is critical. Considering the computational complexity of designing coordinated beamformers for dense networks, low-complexity and suboptimal precoding strategies are often adopted. However, it is not clear how much performance loss will be caused. To enable optimal coordinated beamforming, in this paper, we propose a framework to design a scalable beamforming algorithm based on the alternative direction method of multipliers (ADMM). Specifically, we first propose to apply the matrix stuffing technique to transform the original optimization problem to an equivalent ADMMcompliant problem, which is much more efficient than the widelyused modeling framework CVX. We will then propose to use the ADMM algorithm, a.k.a. the operator splitting method, to solve the transformed ADMM-compliant problem efficiently. In particular, the subproblems of the ADMM algorithm at each iteration can be solved with closed-forms and in parallel. Simulation results show that the proposed techniques can result in significant computational efficiency compared to the stateof-the-art interior-point solvers. Furthermore, the simulation results demonstrate that the optimal coordinated beamforming can significantly improve the system performance compared to sub-optimal zero forcing beamforming.
I. INTRODUCTION
The proliferation of smart mobile devices, coupled with new types of wireless applications, has led to an exponential growth of wireless and mobile data traffic. In order to meet the data explosion, many advanced network architectures with dense deployment and coordination among the access points (APs) have been proposed for 5G cellular networks. For instance, in network MIMO systems [1] , all the APs are connected through the backhaul links such that the channel state information (CSI) and user data can be shared among the APs. By deploying a large number of APs, a large-scale full cooperative network will be created. In the recently proposed Cloud-RAN [2] , all the baseband signal processing is shifted to a single baseband unit (BBU) pool with very powerful computational capability. The centralized signal processing is performed at the BBU pool, to support large-scale cooperative transmission/reception among APs.
With the increasing demand of high capacity, it is critical to design efficient coordinated beamforming to take advantage of the full cooperation in dense networks. Considering the computational complexity, zero-forcing (ZF), regularized zero-forcing (RZF), and maximum ratio transmission (MRT) precoding are often adopted. However, such low-complexity strategies might significantly degrade system performance. The existing works on designing optimal coordinated beamforming either apply the advanced off-the-shelf interior-point solvers like SeDuMi [3] or exploit the problem structures to design the custom solver, e.g., using the uplink-downlink duality theory [4] . Although these algorithms have polynomial time complexity, such second-order methods still are not efficient for the coordinated beamforming problems with a large dimension. For practical implementation, the first-order method ADMM [5] has recently been widely used to solve large-scale optimization problems to modest accuracy within reasonable time. However, most existing works (e.g., [6] ) on applying the ADMM algorithms still need to solve convex problems (e.g., semidefinite programming (SDP) problem) for the subproblems at each iteration, though they enjoy the distributed implementation property. Therefore, in order to improve the efficiency of the ADMM algorithm, we need to reduce the computational complexity for solving the subproblems in the ADMM algorithm.
In this paper, we propose a framework to design a scalable optimization algorithm based on the ADMM method to solve the coordinated beamforming problems in dense networks, with the number of cooperating APs as high as 100. By introducing a new variable for each subexpression in the original coordinated beamforming problem based on the Smith form reformulation [7] , we transform the original problem into the equivalent ADMM-compliant problem. For any fixed size networks (i.e., given the number of APs and MUs), the structure of the ADMM-compliant problem is fixed. Therefore, we can first generate and store the structure of the ADMMcompliant problem for any network with a fixed size, which can be done offline. For any particular network realization, we only need to copy the parameters of the original problem to the ADMM-compliant problem. A similar idea was presented in [7] for embedded systems, called the matrix stuffing technique. Compared to the modeling framework CVX [8] , this method only needs to copy the memory and can be much more efficient. We shall propose to use the ADMM method to solve the transformed ADMM-compliant problem. With the special structure of the transformed ADMM-compliant problem, we can solve the subproblems of the corresponding ADMM algorithm at each iteration with closed-forms and in parallel. Simulation results will demonstrate speedups of several orders of magnitude of the proposed techniques for 2 large-scale coordinated beamforming over the state-of-theart interior-point solvers. Furthermore, simulation results will show that the optimal coordinated beamforming outperforms zero forcing beamforming significantly.
II. COORDINATED BEAMFORMING FOR MAXIMIZING THE MINIMUM NETWORK-WIDE ACHIEVABLE RATE
Consider a cellular network with L access points (APs), where the l-th AP is equipped with N l antennas, and with K single-antenna mobile users (MUs) 1 . We mainly consider the full cooperative networks, though the algorithms proposed in this paper can be easily extended to other kinds of cooperation strategies. The critical question is how to take full advantage of the cooperation with scalable and efficient coordinated beamforming algorithms instead of simply adopting the suboptimal strategies such as zero-forcing beamforming. In this paper, we mainly focus on maximizing the minimum network-wide achievable rate. This problem is formulated as the following max-min fairness optimization problem with per-AP transmit power constraints:
where ω k > 0 is the weight for MU k and Γ k (v; h k ) is the achievable SINR at MU k using the single user detection
where
T ∈ C N with v lk ∈ C N l as the beamforming vector at AP l for MU k, and P l is the maximum transmit power at AP l.
Problem (1) can be solved by the bi-section method [9] . Specifically, given a threshold γ, we need to solve the following optimization problem
which can be reformulated as an SOCP problem [2] , [4] . Therefore, the max-min fairness optimization algorithm is presented as Algorithm 1, in which, the γ max can be obtained by the broadcast channel (BC)-multiple-access channel (MAC) duality approach [2, (24) ]. 1 The algorithms proposed in this paper can easily to be extended to the case with multiple antennas at MUs, e.g., via antenna selection.
Algorithm 1: Max-min Fairness Optimization Algorithm
• Initialize the γ low = 0 and γ up = γ max ;
2) Solve problem P with the given γ; if it is feasible, set γ low ← γ; otherwise, set γ up ← γ;
• Until γ up − γ low < ϵ, where ϵ represents the accuracy requirement.
A. Problem Analysis
The main computational complexity of the optimal coordinated beamforming is solving the convex optimization problem P with different SINR thresholds. In order to solve the problem P, one might use the advanced off-the-shelf interiorpoint solvers like SeDuMi [3] . But such second-order method is unable to handle problems with a large dimension, as it has the computational complexity O(N 3.5 K 3.5 ). Moreover, in order to use the standard interior-point solvers, one needs to transform the problem P into a standard form. The modeling framework CVX [8] can carry out a sequence of equivalence transformations to yield a problem that can be handled by a standard interior-point solver. But this procedure is not efficient, as for each problem instance (i.e., given the problem parameters), CVX will check the convexity of the problem P and then transform it to a standard form using the graph implementation [10] to represent the convex functions. In order to solve the large-scale optimization problem P, in this paper, we propose a framework based on the ADMM method.
1) ADMM Algorithm: For practical implementation of the coordinated beamforming, we propose to use the first-order method, i.e., the ADMM algorithm, to solve the large-scale optimization problem P. Consider the following convex optimization problem of the form
where f (x) and g(y) are convex functions. The ADMM algorithm solves problem (4) iteratively by the following three steps at each iteration k:
where ρ > 0 is a step size parameter and λ is the dual variable associated with the constraint x − y = 0. Under some very mild conditions [5, Section 3.2] (e.g., the functions f and g are closed, proper, and convex), the solutions obtained from the ADMM algorithm converge to a global optimal solution, i.e.,
) converges to the optimal value, λ [k] converges to an optimal dual variable, and
converges to zero. The main advantage of the ADMM algorithm is that the subproblems (5) and (6) can be solved with closed-form and in parallel in many applications, e.g., in machine learning and high dimensional statistics. However, for the coordinated beamforming problem P, it is not clear how to reformulate the problem P such that the subproblems of the corresponding ADMM algorithm can be solved with closed-forms and in parallel. Although there are some works applying the ADMM algorithm to solve the coordinated beamforming problems [6] with distributed implementation, they still need to solve SDP problems for the subproblems of the ADMM algorithm at each iteration. This is not efficient in terms of computational complexity.
To apply the ADMM algorithm to solve the large-scale optimization problem P efficiently, in this paper, we propose a framework as shown in Fig. 1 . It will first transform the original problem P to the equivalent ADMM-compliant form P ADMM as follows based on the Smith-form reformulation [7] :
where ν ∈ R n and µ ∈ R m are the optimization variables,
|∥x∥ ≤ t} as the second-order cone of dimension p, and Q 1 is defined as the cone of nonnegative reals, i.e., R + . Here,
The idea of Smith form reformulation is simple and we only need to introduce a new variable for each subexpression in the original problem P. We then propose to use the ADMM algorithm to solve the homogeneous self-dual embedding [11] of the problemP ADMM . As a result, each subproblem in the corresponding ADMM algorithm can be solved with closed-forms and in parallel. This will be much more efficient than the previous works on applying the ADMM algorithms to design the coordinated beamformers [6] .
III. MATRIX STUFFING FOR FAST TRANSFORMATION
In this section, we propose a framework to transform the original problem P to the equivalent ADMM-compliant problem P ADMM , i.e., for the first stage of Fig. 1 . Although CVX can perform this procedure automatically, it needs to carry out a sequence of equivalence transformations. This is not efficient, especially with a large number of constraints in a dense network.
Instead, in this paper, we propose to transform the original problem P using the Smith form reformulation, which involves introducing a new variable for each subexpression in the functions of problem P. This transformation has two advantages: first, the parameters in the original problem P only appear in the affine functions of the transformed ADMMcompliant problem P ADMM , which is suitable for matrix stuffing as will be shown in Section III-B; second, the cone in P ADMM is a Cartesian product of the standard cones, thus the subproblems (5) and (6) of the corresponding ADMM algorithm can be solved with closed-forms and in parallel. We first deal with the real-field case, the extension to the complexfield case will be discussed in Section III-C.
A. ADMM-Compliant Form Reformulation for Problem P
In this subsection, we reformulate the real-field problem P by introducing a new variable for each subexpression in P, resulting in the equivalent ADMM-compliant form P ADMM .
Specifically, for the objective function f (v) = ∥v∥ 2 , by introducing the new variables x 0 and x 1 , minimizing f (v) is equivalent to minimizing x 0 with the following constraints
where M = KN . With variable [x 0 ; v] and the same order of equations as in G 1 , G 1 can be rewritten as
with
T ∈ R KN l , we first have the following equivalent expressions
By introducing the new variables y l 0 and y l 1 , we have the following equivalent formulation for the constraint ∥D l v∥ 2 ≤ √ P l , i.e.,
With variable [y l 0 ; v] and the same order of equations as in G 2 (l), G 2 (l) can be rewritten as
where (14) and µ
γ/ω k − 1, we have the following equivalent expressions
where 4 and r k = 0 
As a result, with variable [t k 0 ; v] and the same order of equations as in G 3 (k), G 3 (k) can be rewritten as
and µ . The ADMM-compliant problem P ADMM structure is characterized by the following data
where V is the Cartesian product of 2(L + K) + 1 closed convex cones, and A and b are given as follows:
B. Matrix Stuffing for Transformation
Given the network size, i.e., the number of APs and MUs, the structure of the ADMM-compliant problem P ADMM is fixed. Therefore, we can first generate and store the problem structure of P ADMM for a fixed-size network, i.e., the structure of A, b, c, and the descriptions of V. This procedure can be done offline as the number of APs and MUs will keep constant for a long period. Then for any specific network realization, we only need to copy the parameters of the original problem to the corresponding data in P ADMM . Specifically, we only need to copy the parameters of the maximum transmit power P l 's to the data of the ADMM-compliant problem, i.e., √ P l 's in b, copy the parameters of the SINR thresholds γ to the data of the ADMM-compliant problem, i.e., β k 's in A, and copy the parameters of the channel realizations h k 's to the data of the ADMM-compliant problem, i.e., r k 's and C k 's in A. As we only need to perform copying the memory for the transformation, this procedure can be very efficient compared to the state-of-the-art modeling framework CVX.
C. Extension to the Complex Case
In this subsection, we present how to extend the real-field problem to the complex-field problem. For
. Therefore, the complexfield problem can be changed into the real-field problem by the transformations: h k ⇒h k and v i ⇒ṽ i .
IV. THE ADMM ALGORITHM FOR LARGE-SCALE COORDINATED BEAMFORMING
In this section, we propose to use the ADMM algorithm [5] , a.k.a. the operator splitting method [12] , to solve the ADMM-compliant problem P ADMM . Specifically, we first introduce the homogeneous self-dual embedding [11] for the ADMM-compliant problem P ADMM . Then we use the ADMM algorithm [5] , [12] instead of the interior-point method to solve the embeddings with a large dimension. This approach can solve large-scale optimization problems to modest accuracy very efficiently and can also be parallelizable across multiple processors.
A. Homogeneous Self-Dual Embedding
The dual problem of P ADMM is given by
where λ ∈ C n and η ∈ C m are the dual variables, V * is the dual cone of the non-empty closed convex cone V and {0} n is the dual cone of R n . The Karush-Kuhn-Tucker (KKT)
satisfies the KKT conditions and is primaldual optimal. By introducing two new nonnegative variables τ and κ, the original primal-dual problems P ADMM and D ADMM can be converted into a single feasibility problem by embedding the Karush-Kuhn-Tucker (KKT) conditions into the following single system of equations, i.e., the homogeneous self-dual embedding [11] :
B. ADMM Algorithm for the Homogeneous Self-Dual Embedding
To apply the ADMM algorithm, we first transform the embedding system (27) to the following ADMM form
where I S is the indicator function of the set S. Applying the ADMM algorithm to the problem P Emb , the final algorithm is shown as follows [12] :
where Π S (x) denotes the Euclidean projection of x onto the set S. The first step is performing projection onto a subspace, i.e., solving a linear system with the coefficient matrix I + Q. Some efficient algorithms can be found in [12] . The last step is computationally trivial. The second step is performing projection onto the cone C. As C is the Cartesian product of the cones C i , we can project onto C by projecting onto C i separately and in parallel. Furthermore, the projection onto cones can be done with closed-forms and can be very efficient. For instance, for C i = R + , we have that [13, Section 6.3] Π Ci (ω) = ω + , where the nonnegative part operator (·) + is taken elementwise. For the second-order cone C i = {(t, x) ∈ R × R p−1 |∥x∥ ≤ t}, we have that [13, Section 6.3]
The details on the convergence and termination criteria of this ADMM algorithm can be found in [12] . 
V. SIMULATION RESULTS
In this section, we simulate the large-scale optimization framework consists of matrix stuffing and the ADMM solver for the large-scale coordinated beamforming problems 2 . We consider the channel model for the link between the k-th MU and the l-th AP as h kl = 10
is the path-loss at distance d kl , s kl is the shadowing coefficient, ϕ kl is the antenna gain and f kl is the smallscale fading coefficient. We use the standard cellular network parameters as showed in [2, Table I ]. All the simulations are carried out on a personal computer with 2.3 GHz quad-core Intel Core i7 processor and 8 GB of RAM running OS X 10.9.2.
A. Comparison with CVX and SeDuMi
In this section, we compare the proposed matrix stuffing and ADMM algorithm (implemented in the software package SCS available at https://github.com/cvxgrp/scs) with the modeling framework CVX and the interior-point solver SeDuMi. Note that SeDuMi are multiple threaded (i.e., they can utilize multiple threads to gain extra speedups), while the operator splitting algorithm solver SCS is single threaded. Consider a network with L = 100 2-antenna RRHs and K = 50 single-antenna MUs uniformly and independently distributed in the square region [−1000, 1000]×[−1000, 1000] meters. We consider a particular network realization for the optimization problem P, in which the channel coefficients can be found at http://ihome.ust.hk/∼yshiac. Table I compares the time consumption of the proposed matrix stuffing and CVX for transforming the original problem P to the equivalent ADMM-compliant problem P ADMM . This table demonstrates that the time for transformation of proposed matrix stuffing technique is less than one second and can speedup about 200 times compared to the modeling framework CVX. Table II compares the ADMM method with the interiorpoint method. With closed-form solutions for the subproblems in the ADMM algorithm and parallelized projection on the cones (30), the ADMM algorithm can speedup in several orders of magnitude over the interior-point method (i.e., about 1000 times from this table). Table III presents the optimal values obtained from the modeling framework CVX with the interior-point solver SeDuMi and the proposed large-scale optimization framework. We can see that the proposed framework can provide a solution to modest accuracy with much less time.
B. Minimum Network-Wide Achievable Rate Versus SNR
Consider a network with L = 100 single-antenna RRHs and K = 50 single-antenna MUs uniformly and independently distributed in the square region [−5000, 5000]×[−5000, 5000] meters. Fig. 2 demonstrates the minimum network-wide achievable rate versus different SNRs with the weights in (1) being one. Each point of the simulation results is averaged over 1000 randomly generated network realizations. From this figure, we can see that the optimal coordinated beamforming can improve the per-user rate by 2.0 bps/Hz compared to the zero-forcing beamforming, which is quite an improvement at low to medium SNRs. This motives us to develop the largescale optimization algorithm to find the optimal coordinated beamformers to improve the spectral efficiency.
C. Capacity Scaling Law of Large-Scale Networks
Consider a network with L 2-antenna RRHs and K singleantenna MUs uniformly and independently distributed in the square region [−5000, 5000]×[−5000, 5000] meters. The SNR is set as 10 dB. We keep the ratio of β = K/L = 1 and investigate the rate scaling law of large-scale cooperative networks. Fig. 3 demonstrates the minimum network-wide achievable rate versus the user density. Each point of the simulation results is averaged over 400 randomly generated network realizations. From this figure, we can see that the performance gap between the optimal coordinated beamforming and the zero-forcing beamforming becomes larger when the network density is higher. Thus optimal beamforming is required for dense networks. 
VI. CONCLUSIONS
In this paper, we proposed a framework for large-scale optimization for coordinated beamforming in dense wireless cooperative networks. We first proposed to use the matrix stuffing method to transform the original problem to the equivalent ADMM-compliant problem. The ADMM algorithm was then applied to solve the transformed ADMM-compliant problem. Simulation results have demonstrated the advantage and thus the necessity of the proposed large-scale optimal beamforming algorithm.
