Complete symbolic reachability analysis using back-and-forth narrowing  by Thati, Prasanna & Meseguer, José
Theoretical Computer Science 366 (2006) 163–179
www.elsevier.com/locate/tcs
Complete symbolic reachability analysis using back-and-forth
narrowing
Prasanna Thatia,∗, José Meseguerb
aCarnegie-Mellon University, USA
bUniversity of Illinois at Urbana-Champaign, USA
Abstract
We propose a method called back-and-forth narrowing for solving reachability goals of the form (∃−→x ).t1→∗t ′1 ∧ · · · ∧ tn→∗t ′n
in general term rewrite systems. The method is a complete semi-decision procedure in the sense that it is guaranteed to ﬁnd a
solution when one exists, but in general it may not terminate when there are no solutions. The completeness result is very general
in that it makes no assumptions about the given term rewrite system. Speciﬁcally, the rewrite rules need not be linear, conﬂuent, or
terminating, and can even have extra-variables in the right-hand side. Such generality is often essential while modeling concurrent
systems or axiomatizing inference systems as rewrite rules, and in such applications back-and-forth narrowing can be used as a
sound and complete technique for symbolic reachability analysis or as a deductive procedure for proving existential formulae.
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1. Introduction
A concurrent or an inference system can be naturally expressed as a rewrite system R = (, R), where  is a
signature andR is a collection of rewrite rules. For a concurrent system terms represent states, and a rewrite rule t → t ′
is understood as a (parametric) local transition. For an inference system terms represent formulae, and rewrite rules
specify basic inference steps. In this paper, we address the question of solving reachability goals in a rewrite systemR.
By a reachability goal we mean an existentially quantiﬁed formula of the form
(∃−→x ) t1 →∗ t ′1 ∧ · · · ∧ tn →∗ t ′n,
where each source ti is a term with variables Var(ti) ⊆ −→x specifying a possibly inﬁnite set of initial conﬁgurations
(namely all its instances by ground substitutions), and each target t ′i is a termwith variablesVar(t ′i ) ⊆ −→x that represents
likewise a possibly inﬁnite set of conﬁgurations that we want to reach by a sequence of transitions starting from the
corresponding source ti . Solutions to this reachability problem can then be described by substitutions  for which indeed
we have, R  (ti) →∗ (t ′i ) for 1 in. The meaning and interest of solving reachability goals such as the above is
clear; it would serve as both a symbolic reachability analysis technique for concurrent systems, and, alternatively, as a
deductive procedure for proving existential formulae in inference systems.
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We propose a semi-decision procedure called back-and-forth-narrowing for solving reachability goals. This proce-
dure is complete in the solvability sense in that it is guaranteed to ﬁnd a solution when there is one. The procedure
is very general in the sense that there are absolutely no assumptions on the given rewrite system R. In particular, the
rewrite rules inR need not be left or right linear, or conﬂuent, or terminating, and can also have extra variables in the
right-hand side. This is to be contrasted with other approaches such as model-checking results for special classes of
systems [7,13,28], or tree-automata (TA)-based reachability analysis [14,26,6] where typically the rules and the goal
are assumed to be linear. In some TA approaches [14,26] non-linearity is dealt with using abstractions or conservative
approximations of the reachability set; in contrast, back-and-forth narrowing is an exact procedure. A more detailed
comparison with related work is presented in Section 7. This article is an extended version of [25].
Back-and-forth-narrowing is a generalization of narrowing, a technique originally introduced as a complete method
for generating all solutions of an equational uniﬁcation problem. Speciﬁcally, narrowing was introduced for solving
goals of the form (∃−→x ) t1 = t ′1 ∧· · ·∧ tn = t ′n in free algebras modulo a set of conﬂuent and terminating equations used
as rewrite rules [15,16,20]. Of course, in our new reachability setting, the meaning of a rewrite rule is changed from the
previous meaning as an equality to a new meaning as a transition or inference. Further, the completeness of narrowing
for equational uniﬁcation critically depends on the conﬂuence property of equations; an assumption which is done away
with in our reachability setting. As a result of these generalizations, a naive extension of narrowing to the reachability
setting turns about to be incomplete as shown in [19]. It is also shown in [19] that the naive narrowing procedure, however,
is complete for certain restricted classes of rewrite theories such as those that are top-most or right-linear. We show,
in this paper, that completeness can be regained for arbitrary rewrite systems by using back-and-forth narrowing.
Several applications of solving reachability goals using (naive) narrowing have been reported, especially in the
area of veriﬁcation of computer security protocols [4,17,11,19]. While the approach in [4,17,11] is to use narrowing to
symbolically search the reachable state space of a protocol, the approach in [19] is to use narrowing to solve appropriate
existential formulae in the Dolev–Yao inference system [8] in order to discover attacks if any. These applications exploit
the fact mentioned above that naive narrowing is complete for a restricted class of rewrite systems that is sufﬁcient to
model the protocols being considered. Our back-and-forth narrowing procedure would substantially expand the scope
of these applications to cases where one needs completeness for general rewrite systems.
In the following section, we describe the essential idea behind back-and-forth narrowing at an intuitive level. We
follow it up with a more formal treatment in Sections 3–6. We discuss related work in Section 7, and conclude in
Section 8.
2. The basic idea
The essential idea behind using narrowing for solving reachability goals is that a single narrowing sequence starting
from a term t can be used to symbolically represent many rewrite sequences starting from instances of t . Speciﬁcally,
for a term t and substitution , suppose (t) → t ′ by rewriting with the rule l → r at a non-variable position  in t .
Then clearly, l and t | (the subterm of t at position ) are uniﬁable. If  is the most general uniﬁer, then we can
show that (t) → t ′′ for some t ′′ by applying l → r at position , and there is a substitution  such that t ′ = (t ′′).
This observation motivates the deﬁnition of the narrowing step t  t ′′; the intention is to use this narrowing step to
symbolically represent different rewrite steps, one for each uniﬁer  of l and t |.
Building on the above idea, one can compose several narrowing steps to get a sequence that symbolically represents
many different underlying rewrite sequences. One can then hope to use narrowing sequences to search for solutions
of reachability goals. Speciﬁcally, to solve a given goal ∃−→x .t1 →∗ t2 we systematically explore the narrowing tree
starting from t1, and look for a narrowing sequence t1
1 · · · n t ′1 such that t ′1 and t2 are uniﬁable. If  is one such
uniﬁer then  ◦ n ◦ · · · ◦ 1 is a solution. Unfortunately, although sound, this procedure is not always complete, not
even in the solvability sense, i.e., it may fail to ﬁnd a solution even when one exists. The crucial reason is that, by
deﬁnition, narrowing can be performed only at non-variable positions, and therefore cannot account for rewrites that
occur within the solution (i.e., under variable positions). 1 Such “under-the-feet” rewrites can have non-trivial effects
if the rewrite rules or the reachability goal are non-linear, and the rules are not conﬂuent.
1 One could of course generalize the deﬁnition of narrowing to allow narrowing steps at variable positions. But that would make the narrowing
procedure very inefﬁcient since, in general, we will have to perform arbitrary instantiations of variables.
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Example 1. Consider for example the rewrite rules: (i) a → b, (ii) a → c, (iii) f (b, c) → d, and the reachability
goal ∃x.f (x, x) →∗ d . The substitution {a/x} is a solution, but the narrowing procedure returns no solutions since
f (x, x) can neither be narrowed further nor uniﬁed with d.
A natural question to ask is whether the simple narrowing procedure described above is complete for speciﬁc
classes of rewrite systems, or with respect to speciﬁc classes of solutions. Indeed, as shown in Section 5, the narrowing
procedure above is weakly complete, in that it can ﬁnd allR-normalized solutions (that is, solutions whose substitutions
are irreducible byR) provided the rewrite rules have no extra variables in the right-hand side (see Theorems 11 and 12).
However, narrowing may not ﬁnd solutions that are not normalized. More generally, in [19] we also identiﬁed several
classes of rewrite systems for which the naive narrowing procedure can ﬁnd all solutions, and applied these results
to verify safety properties of cryptographic protocols. One such class is the so-called “topmost” rewrite theories that
includes most object-oriented systems, a wide range of Petri net models, and many reﬂective distributed systems [18].
Another such class is one where the rewrite rules are right linear and the reachability goal is linear.
In this paper, we establish a completeness result of a much broader scope by:
• generalizing the basic narrowing step through linearization of the term being narrowed, and
• using a combination of forward and backward narrowing with this generalized relation.
Speciﬁcally, we account for under-the-feet rewrites by deﬁning an extended narrowing step that is capable of “skip-
ping” several such rewrites and capturing the ﬁrst rewrite that occurs at a non-variable position. This is achieved by
linearizing a term before narrowing it with a rule. The intermediate under-the-feet rewrites that have thus been skipped
will be accounted for by extending the reachability goal with appropriate subgoals. For example, consider the goal
∃x. f (x, x) →∗ d again. We: (i) linearize the term f (x, x) to, say, f (x1, x2), (ii) narrow the linearized term with the
rule f (b, c) → d and the uniﬁer {b/x1, c/x2}, and (iii) extend the reachability goal with subgoals x →∗ b and x →∗ c.
This gives us the goal ∃x. d →∗ d ∧ x →∗ b ∧ x →∗ c.
However, in general linearization alone is not enough to regain completeness:we also need to use the “back-and-forth”
idea. For example, consider a goal ∃−→x .t →∗ t ′, where the solution  is such that any rewrite sequence (t) →∗ (t ′)
is such that none of the rewrites occur at non-variable positions of t . But observe that if at least one of these rewrites
occurs at a non-variable position in t ′, then we can narrow the right side t ′ in the backward direction, i.e., using R−1,
to obtain a simpler goal. For instance, in the goal ∃x. d →∗ d ∧ x →∗ b ∧ x →∗ c above, backward narrowing twice
gives us the goal ∃x. d →∗ d ∧ x →∗ a ∧ x →∗ a, which has the uniﬁer (solution) {a/x}.
In general, backward narrowing might in turn enable forward narrowing steps using R on the left-hand side, and so
on, until we reach a point where all the rewrites occur under variable positions of both the left-hand and right-hand
sides. In this case, however, the left-hand and right-hand sides are uniﬁable, and we are therefore done. To keep the
presentation simple at this point, we postpone a detailed example illustrating all the back-and-forth narrowing features
until Section 6 (see Example 17). For the simple example considered above, however, note that just backward narrowing
with R−1, even without any linearization, gives us the solution as follows: d id f (b, c) id id f (a, a). But as shown
in Example 17, a combination of forward and backward narrowing is necessary, in that neither is complete by itself. In
Theorems 23 and 24 we prove that with both the generalizations above we regain completeness in the solvability sense
for arbitrary rewrite systems.
An important problem for back-and-forth narrowing to be effective in practice is to devise strategies that improve its
efﬁciency. Otherwise, one could quickly face a combinatorial explosion in the number of possible narrowing sequences.
When several back-and-forth narrowing derivations are possible for the same solution, the question is whether there
is a preferred strategy and whether a standardization result is possible. In the equational setting, an important advance
towards an efﬁcient narrowing strategy was the extension of lazy rewriting strategies [23,1,2,9] to a lazy narrowing
strategy called needed narrowing by Antoy et al. [3,2]. This was an optimal demand-driven strategy that lazily narrowed
only those outermost positions that are demanded the most often. Needed narrowing was then improved by a more
reﬁned notion of demandedness and it was also extended to a larger class of rewrite systems by the natural narrowing
strategy proposed by Escobar [9,10]. However, these lazy narrowing strategies are complete only under certain strong
assumptions, such as that the rewrite rules are left-linear and constructor-based. These assumptions, while reasonable
in an equational setting, are quite restrictive in the more general reachability setting that we are interested in.
In a recent work of Escobar and the two authors [12], we have proposed a generalization of natural narrowing
to a reachability setting where the rewrite rules can be non-left-linear, non-constructor-based, non-terminating, and
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non-conﬂuent. This generalization is strictly more efﬁcient than needed narrowing when specialized to the equational
setting, and it is complete in the weak sense that it is guaranteed to ﬁnd all R-normalized solutions. We conjecture that
it is possible to combine the ideas of natural narrowing with back-and-forth narrowing in order to regain completeness
in the solvability sense, even for non-normalized solutions. A detailed treatment of such a narrowing strategy is beyond
the scope of this paper, and is left as an important direction for future work.
3. Background
A signature  is a ranked alphabet  = {n | n ∈ N}, where n is a set of function symbols of arity n. A -algebra
is a set A together with a function fA : An → A for each f ∈ n. We assume an inﬁnite set of variables X that are
all different from constant symbols in . We write T for the -algebra of ground terms over , and T(X) for the
-algebra of terms with variables from the set X.
We use a ﬁnite sequence of positive integers, called a position, to denote an access path in a term. We let  range
over positions. For t ∈ T(X) let Var(t),Pos(t),FuPos(t) denote the set of variables, positions, and non-variable
(or functional) positions in t , respectively. The root of a term is at position . We denote the subterm of t at position 
by t |. The expression t[ ← u] denotes the result of replacing the subterm t | by the term u at position  in t .
A substitution is a mapping  : X → T(X) which maps variables to terms, and which is different from the identity
for only a ﬁnite subset Dom() of X. We denote the homomorphic extension of  to T(X) also by . The set of
variables introduced by  is Ran() = ∪x∈Dom()Var((x)). The restriction of a substitution  to a set of variables V ,
is deﬁned as |V (x) = (x) if x ∈ V , and |V (x) = x otherwise. We say that a substitution  is away from a set of
variables V if Ran() ∩ V = ∅. For substitutions ,  such that Dom() ∩ Dom() = ∅ we deﬁne their union as
( ∪ )(x) =
⎧⎨
⎩
(x) if x ∈ Dom(),
(x) if x ∈ Dom(),
x otherwise.
For a substitution  that maps xi to ti for 1 in, we write {t1/x1, . . . , tn/xn} to denote . We denote the identity
substitution by id.
The subsumption preorder> on T(X) is deﬁned by t>t ′ if there is a substitution  such that (t) = t ′; such a
substitution  is said to be a match from t to t ′. For substitutions ,  and a set of variables V we deﬁne |V = |V if
(x) = (x) for all x ∈ V , and |V>|V if there is a substitution  such that |V = ( ◦ )|V .
A -equation is an expression of the form t = t ′. A uniﬁer for the equation t = t ′ is a substitution  such that
(t) = (t ′). It is the case that, if t and t ′ are uniﬁable, then for any given ﬁnite set of variables V containing
W = Var(t) ∪ Var(t ′), there is a most general uniﬁer  = MGU(t = t ′, V ) away from V such that (i) Dom() ⊆ W ,
and (ii) |V>|V for any other uniﬁer  of t = t ′. This most general uniﬁer  is unique up to renaming of variables
and can be computed by a uniﬁcation algorithm [22].
A rewrite rule is an expression of the form l → r , where l, r ∈ T(X). An (unconditional and unsorted) rewrite
system is a tuple R = (, R) with  a signature, and R a set of rewrite rules. We say that a rule l → r has extra
variables in the right-hand side if Var(r)\Var(l) = ∅. From now on we allow rules to have extra variables, unless
explicitly stated otherwise. We write R−1 for the set that contains l → r if and only if r → l is in R. We deﬁne the
one-step rewrite relation on T(X) as follows: t →R t ′ if there is an  ∈ Pos(t), a rule l → r in R, and a substitution
 such that t | = (l) and t ′ = t[ ← (r)]. We also write t []−→R t ′ to make explicit the position at which the
rewrite occurs. Note that t →R t ′ if and only if t ′ →R−1 t . Further, note that during a rewrite step, extra variables
in the right-hand side of the rewrite rule being used may be instantiated with arbitrary substitutions. For example,
if g(x) → h(x, y) ∈ R, then we have f (g(a), b) [1]−→R f (h(a, g(b)), b), where the extra variable y is substituted
by g(b).
A term t ∈ T(X) is called R-irreducible (or just irreducible if R is clear from the context) if there is no t ′ ∈ T(X)
such that t →R t ′. For substitutions ,  and a set of variables V we deﬁne |V →R |V if there is x ∈ V such that
(x) →R (x) and for all other y ∈ V we have (y) = (y). A substitution  is called R-normalized if (x) is
irreducible for all x.
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4. Reachability goals
A reachability goal G is a conjunction of the form ∃−→x .t1 →∗ t ′1 ∧ · · · ∧ tn →∗ t ′n. To simplify notation, we
drop the existential quantiﬁcation from now on, and simply write t1 →∗ t ′1 ∧ · · · ∧ tn →∗ t ′n. It is understood that
the order of the subgoals ti →∗ t ′i in the expression is irrelevant, i.e., the conjunction operator ∧ is assumed to be
associative and commutative. We deﬁne |G| = n, and Var(G) = ⋃i Var(ti) ∪ Var(t ′i ). We write G−1 to denote the
goal t ′1 →∗ t1 ∧ · · · ∧ t ′n →∗ tn. A substitution  is an R-solution of G (or just a solution of G when R is clear from the
context) if (ti) →∗R (t ′i ) for 1 in. Note that since (ti) →∗R (t ′i ) if and only if (t ′i ) →∗R−1 (ti), we have that
 is an R-solution of G if and only if  is an R−1-solution of G−1. We denote the empty goal, i.e., for the case n = 0,
by , and deﬁne every substitution to be a solution of . We call a goal G of the form x1 →∗ y1 ∧ · · · ∧ xn →∗ yn,
where all the left-hand sides and the right-hand sides are variables, a trivial goal. Note that the substitution  such that
(xi) = (yi) = z for some variable z, is a solution of this goal. We also deﬁne  to be a trivial goal.
Deﬁnition 2. We deﬁne the rewrite relation on goals as follows:
(Reduce) G ∧ t1 →∗ t2 []−→R G ∧ t ′1 →∗ t2 if t1
[]−→R t ′1
(Eliminate) G ∧ t →∗ t []−→R G.
Note that in G []−→R G′, the position  is not sufﬁcient to determine the exact subgoal at which the rewrite happens.
However, we adopt this less precise notation because it is sufﬁcient for our purposes and it simpliﬁes the presentation.
Further, instead of G []−→R G′ we may simply write G →R G′.
Lemma 3.  is an R-solution of G if and only if (G) →∗R .
For a set of variables V containing Var(G), we say that a set of substitutions CSS(G, V ) is a complete set of
R-solutions of G away from V if
(1) every  ∈ CSS(G, V ) is an R-solution of G,
(2) for each solution  of G there is a  ∈ CSS(G, V ) such that |Var(G)>|Var(G), and
(3) for every  ∈ CSS(G, V ), Dom() ⊆ Var(G) and Ran() ∩ V = ∅.
We are interested in ﬁnding a complete set of R-solutions of a goal G in an (unconditional) rewrite systemR.
5. Narrowing: soundness and weak completeness
In this section we show that narrowing provides a sound but only weakly complete procedure (in the sense made
precise below) for computing the solutions of reachability goals. We introduced the main ideas in this section in [19],
but here we reformulate their technical presentation in a manner that allows a smooth extension to our more general
back-and-forth narrowing procedure in the next section.
The essential idea behind narrowing is to symbolically represent the transition relation between terms as a narrowing
relation between terms. Speciﬁcally, narrowing instantiates the variables in a term by the most general uniﬁer that
enables a rewrite with a given rule and a term position. This narrowing relation on terms is then extended to reachability
goals by narrowing only the left-hand sides of the goals, while the right-hand sides only accumulate substitutions. The
idea is to repeatedly narrow the left-hand sides until each left-hand side uniﬁes with the corresponding right-hand
side. The composition of the uniﬁer with all the substitutions generated (in the reverse order) gives us a solution of
the goal.
Deﬁnition 4 (narrowing of terms). We deﬁne t R t ′ if there is  ∈ FuPos(t), a rule l → r in R (we assume
Var(t) ∩ Var(l, r) = ∅ by renaming the variables in l → r if necessary), such that for a set of variables V containing
Var(t) and Var(l, r) and  = MGU(t | = l, V ), we have t ′ = (t[ ← r]).
Note that since by deﬁnition Dom() ⊆ Var(t |)∪Var(l), any extra variables in the right-hand side r of the rewrite
rule are not instantiated during the narrowing step. This is in contrast to rewrite steps, where such extra variables can
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be instantiated with arbitrary substitutions. The intention is that extra variables are lazily instantiated in subsequent
narrowing steps, when more constraining information becomes available.
Deﬁnition 5 (narrowing of goals). The narrowing relation on goals is deﬁned by the following two inference rules:
(Narrow) G ∧ t →∗ t ′ R (G) ∧ t ′′ →∗ (t ′) if t R t ′′ and  is away from Var(G, t, t ′),
(Unify) G ∧ t →∗ t ′ R (G) if  = MGU(t = t ′,Var(G, t, t ′)).
We write G 
∗
R G
′ if either G = G′ and  = id, or there is a sequence of derivations G 1R . . . nR G′ such that
 = n ◦ n−1 ◦ · · · ◦ 1.
5.1. Soundness
We ﬁrst consider the soundness problem. Following the idea in [15], we associate to each narrowing step between
terms, a corresponding rewrite step. The proofs of the propositions below are easy.
Lemma 6. t R t ′ implies (t) →R t ′.
Lemma 7. If G R G′ and  is a solution of G′ then  ◦  is a solution of G.
This gives us the following soundness theorem.
Theorem 8 (Soundness). If G ∗R , then  is solution of G.
5.2. Weak completeness
The idea behind provingweak completeness is to associate to a rewrite step a corresponding narrowing step. However,
not all rewrite steps can be thus lifted to narrowing steps: such a correspondence can only be established under certain
assumptions, hence the weakness in the completeness. In the following, note that we assume that each rule l → r in
R has no extra variables in its right-hand side, i.e., that Var(r) ⊆ Var(l). However, we will drop this assumption in the
following section where we consider the more general back-and-forth narrowing.
Lemma 9. Let R be a set of rules with no extra variables in their right-hand sides,  be an R-normalized substitution,
V be a ﬁnite set of variables containing Var(t), and (t) →R t ′. Then there are , t ′′,  such that
(1) t R t ′′ using the same rule,  away from V ,
(2) |V = ( ◦ )|V ,
(3)  is R-normalized, and
(4) (t ′′) = t ′.
Proof. Without loss of generality we may assume that Dom() ⊆ V , otherwise we can consider V ∪ Dom() instead
of V . Let (t) →R t ′ using the rule l → r . We may also assume V ∩ Var(l) = ∅. Now, since  is R-normalized,
the rewrite (t) →R t ′ must occur at some position  ∈ FuPos(t). Then there is ′ such that Dom(′) ⊆ Var(l),
′(l) = (t)| = (t |), and t ′ = (t)[ ← ′(r)]. Let W = Var(t |)∪Var(l), and  = MGU(t | = l, V ∪Var(l)).
Then |W>( ∪ ′)|W . Since (t |) = (l) we have Var((t |)) = Var((l)). But since V ∩ Var(l) = ∅,  is away
from V ∪ Var(l), and Dom() ⊆ W , we deduce Dom() = W and Ran() = Ran(|Var(t |)). Let ′ be such that
(∪′)|W = (′ ◦)|W , and  = ′|Ran() ∪|V . Then we have |V = (◦)|V , and ′|Var(l) = (◦)|Var(l) (note that
Dom() = W ⊇ Var(l)). Then for t ′′ = (t[ ← r]), we have t R t ′′, and, further, since Var(r) ⊆ Var(l), we have
(t ′′) = t ′. Now, we prove by contradiction that  isR-normalized. Suppose it is not. Then sinceDom() ⊆ Ran()∪V ,
|V = |V , and  is R-normalized it follows that there is x ∈ Ran() such that (x) is not R-normalized. Now since
Ran() = Ran(|Var(t |)), it follows that there is y ∈ V such that ◦(y) is notR-normalized. But since(y) = ◦(y),
we have that (y) is not R-normalized, a contradiction. 
The above lemma can be easily lifted to goals as follows.
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Lemma 10. LetR be a set of rules with no extra variables in their right-hand sides,  be anR-normalized substitution,
V be a ﬁnite set of variables containing Var(G), and let (G) →R G′. Then, there are ,G′′,  such that
(1) G R G′′,  away from V ,
(2) |V = ( ◦ )|V ,
(3)  is R-normalized, and
(4) (G′′) = G′.
This gives us the following weak completeness result.
Theorem 11 (Weak completeness). Let R be a set of rewrite rules with no extra-variables in the right-hand side, let 
be an R-normalized solution of a reachability goal G, and let V be a ﬁnite set of variables containing Var(G). Then
G

∗
R  for some  away from V such that |V>|V .
Proof. By Lemma 3, we have (G) →∗R . The proof is by induction on the length of this derivation. The base
case is obvious. For the induction step, suppose (G) →R G′ →∗R . By Lemma 10, there are 1, ,G′′ such that
G
1R G′′, 1 is away from V ,  is R-normalized, (G′′) = G′, and |V = ( ◦ 1)|V . Let W = V ∪ Ran(1). Note
that Var(G′′) ⊆ W . Then by the induction hypothesis there is 2 such that G′′ 2
∗
R  for some 2 away from W and
2|W>|W . Then, for  = 2 ◦ 1 we have G ∗R ,  is away from V , and |V>|V . 
We show below that Theorem 11 need not hold for substitutions  that are not R-normalized, and hence narrowing
is only weakly complete.
5.3. A weakly complete algorithm for reachability goals
A simple consequence of Theorems 8 and 11 is the following.
Theorem 12. Let R be a set of rules with no extra-variables in the right-hand side. Then for a ﬁnite set of variables
V containing Var(G), the set of all substitutions |Var(G) such that G ∗R  and  is away from V , is a complete set
of solutions of G away from V , with respect to R-normalized solutions.
Proof. From Theorems 8 and 11. 
This theorem provides a general algorithm which builds a narrowing tree starting from G, to ﬁnd all normalized
solutions. Nodes in this tree correspond to goals, while edges correspond to one-step narrowing derivations. Since
there can be inﬁnitely long narrowing derivations, the algorithm has to expand the tree in a fair manner to cover each
possible derivation—breadth ﬁrst expansion would be one such strategy.
5.4. Incompleteness of narrowing
Narrowing is complete only with respect to normalized solutions. Speciﬁcally, it may not ﬁnd solutions that are not
normalized. We showed an example in the Introduction where a reachability goal had a single non-normalized solution,
but the narrowing procedure failed to ﬁnd it. Here is another example.
Example 13. Let R = (, R), where the signature  has unary function symbols s, f, g, and R has the following
two rules: s(x) → s2(x), and f (s2(x)) → g(s(x)). The reachability goal G = f (x) →∗ g(x) has solutions
k = {sk(y)/x} for k1 (none of which is R-normalized). But narrowing returns only 2 as a solution, and it is not
the case that 2|{x}>1|{x}.
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6. Back-and-forth narrowing
The main reason for the incompleteness of narrowing is that, since terms can be narrowed only at non-variable
positions (see Deﬁnition 4), it is not possible to associate a narrowing step for the rewrite (t) []−→R t ′ where  /∈
FuPos(t). Such rewrites “under-the-feet” of t are possible if the substitution  is not normalized. This is precisely the
reason for the assumption in Theorem 11 that the solution  of the goal G is normalized. Fortunately, it is possible to
generalize the narrowing relation to one that, in some sense, also accounts for such under-the-feet rewrites.
Suppose  is a (not necessarily normalized) solution of the reachability goal G = G1 ∧ t1 →∗ t2. Let
(t1)
[1]−→R . . . u [k]−→R v . . . [n]−→R (t2) (1)
and let k be such that i /∈ FuPos(t1) for 1 i < k and k ∈ FuPos(t1). Suppose we linearize the term t1 by renaming
each occurrence of a variable x ∈ Var(t1) to a distinct variable x′ /∈ Var(G), and thereby obtain a term t1. Then, since
all the rewrites in (t1) →∗R u occur under-the-feet of t1, i.e., at positions /∈ FuPos(t1), there is a substitution ′ such
that ′(t1) = u. Speciﬁcally, if a variable x ∈ Var(t1) is renamed to, say, x1, . . . , xn, in t1, then (x) →∗R ′(xi) for
1 in. Now, as in Lemma 9, we can associate to the rewrite step ′(t1)
[k]−→R v a narrowing step t1 R w for some
 and w.
The observation above motivates the deﬁnition of an extended narrowing relation on goals that effectively “skips”
several under-the-feet rewrites and captures the ﬁrst rewrite that occurs at a non-variable position in one of the left-hand
sides of the goal. Speciﬁcally, in this generalized narrowing relation, to solve the goal G = G1 ∧ t1 →∗ t2 above, we:
• linearize the left-hand side t1 to t1,
• narrow the linearized term t1 as, say, t1 R w, and
• add to the resulting goal a subgoal H that accounts for the intermediate under-the-feet rewrites that have been
skipped.
Speciﬁcally, for each variable x ∈ Var(t1) whose occurrences are renamed to, say, x1 . . . xn, in t1, the subgoal H
contains x →∗ (x1) ∧ · · · ∧ x →∗ (xn). According to this extended narrowing relation, the goal G above narrows
to the goal G′ = G1 ∧w →∗ t2 ∧H . 2 Since G has a solution  as assumed above, it is the case that G′ has a solution
 such that |Var(G) = |Var(G).
The above discussion applies in particular to the case where in the rewrite sequence (1) above, there is a k such that
k ∈ FuPos(t1). Otherwise, there are two possibilities. First, if there is a k such thatk ∈ FuPos(t2), then we can apply
the above idea in the backward direction, i.e., we can linearize the right-hand side t2 and narrow the resulting term using
R−1. This is justiﬁed by the observation that t →∗R t ′ if and only if t ′ →∗R−1 t . Thus, we have a procedure that combines
forward and backward reachability analysis. Of course, for this idea to work, unlike in Section 5, we should allow the
rules in R to have extra variables in their right-hand sides. Finally, we are left with the case where i /∈ FuPos(t1, t2)
for all 1 in. We note that in this case, (t1) and (t2) should be identical at all positions  ∈ FuPos(t1, t2). This
observation can be used to further instantiate variables in G, or to reduce G to a trivial goal.
Deﬁnition 14 (extended narrowing of terms). For a term t , let t be a linearized form of t , where each occurrence of a
variable x ∈ Var(t) is renamed to a distinct fresh variable y /∈ Var(t). Further, suppose t R t ′ for  away from Var(t).
Then we deﬁne t R t ′;H , where H is the reachability goal such that if the occurrences of a variable x ∈ Var(t) are
renamed to, say, x1, . . . , xn, then H includes the subgoal x →∗ (x1) ∧ · · · ∧ x →∗ (xn).
For example, consider the rewrite system of the example in the Introduction. We have f (x, x) R d; (x →∗
b ∧ x →∗ c), using the rule f (b, c) → d .
Deﬁnition 15 (back-and-forth narrowing of goals). We deﬁne a back-and-forth narrowing relation on goals as a
decorated relation of the form G

R G′ deﬁned as follows.
(Narrow-left) G ∧ t →∗ t ′ idR G ∧ t ′′ →∗ t ′ ∧ H if t R t ′′;H
2 Note that the subgoal G1 is unchanged in the narrowing step. This is because the variables x1, . . . , xn that are introduced during linearization
of t1 are fresh w.r.t G1, and therefore the substitution  has no effect on G1 (see Deﬁnitions 14 and 15).
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(Narrow-right) G ∧ t →∗ t ′ idR G ∧ t →∗ t ′′ ∧ H−1 if t ′ R−1 t ′′;H
(Decompose) G ∧ f (t1, . . . , tn) →∗ f (t ′1, . . . , t ′n)
id
R G ∧ t1 →∗ t ′1 ∧ · · · ∧ tn →∗ t ′n
(Match-left) G ∧ x →∗ f (t1, . . . , tn) R (G) ∧ x1 →∗ (t1) ∧ · · · ∧ xn →∗ (tn)
if xi /∈ Var(G, x, t1, . . . , tn) for 1 in, and  = {f (x1, . . . , xn)/x}
(Match-right) G ∧ f (t1, . . . , tn) →∗ x R (G) ∧ (t1) →∗ x1 ∧ · · · ∧ (tn) →∗ xn
if xi /∈ Var(G, x, t1, . . . , tn) for 1 in, and  = {f (x1, . . . , xn)/x}
(Unify) G ∧ t →∗ t ′ R (G) if  = MGU(t = t ′,Var(G, t, t ′))
For t R t ′′;H in the case Narrow-left above, we impose the following additional condition. Suppose t is linearized
to t and t R t ′′, then we require that the new variables introduced in linearizing t to t are fresh with respect to
Var(G, t, t ′), and the substitution  is away from Var(G, t, t ′). Similar conditions apply to Narrow-right. The relation
G

R
∗
G′ is deﬁned by composing the substitutions of each step as expected.
We present a back-and-forth narrowing procedure that is complete as far as solvability of goals is concerned.
Speciﬁcally, if a given goal G has a solution, then the procedure is guaranteed to ﬁnd some solution of G. For example,
for a trivial goal G = x1 →∗ y1 ∧ · · · ∧ xn →∗ yn, the substitution  such that (xi) = (yi) = z will be returned
as a solution. In addition, if we have a procedure that enumerates a complete set of solutions for trivial goals, we can
combine it with the procedure for solvability to obtain a procedure that enumerates a complete set of solutions for any
given goal G (see Theorem 24).
6.1. Examples
Wenow showa few exampleswhere the narrowing procedure of Section 5 fails to ﬁnd any solution, but back-and-forth
narrowing succeeds.
Example 16. Consider the rewrite theoryR and the reachability goal G = f (x, x) →∗ d of Example 1 in Section 2.
We have
f (x, x) →∗ d idR f (x, x) →∗ f (b, c) (Narrow-right)
id
R f (x, x) →∗ f (a, c) (Narrow-right)
id
R f (x, x) →∗ f (a, a) (Narrow-right)
{a/x}
R  (Unify)
Thus, back-and-forth narrowing ﬁnds the solution  = {a/x}, whereas the narrowing procedure of Section 5 fails to
ﬁnd any solution. Here is another back-and-forth narrowing derivation that ﬁnds the same solution.
f (x, x) →∗ d idR d →∗ d ∧ x →∗ b ∧ x →∗ c (Narrow-left)
id
R x →∗ b ∧ x →∗ c (Unify)
id
R
id
R x →∗ a ∧ x →∗ a (2 × Narrow-right)
{a/x}
R
id
R  (2 × Unify)
Example 17. Here is an example that illustrates the use of Decompose, and Match-left. Consider the rewrite theory
R = (, R), where the signature  contains the constants a, b, c, a unary function symbol g, and two binary function
symbols f, h, and the set R contains the following three rules
a → h(u, v), b → g(a), c → h(b,w).
Note that some of the rules have extra variables in their right-hand side. Now, consider the goal G = f (x, y) →∗
f (g(y), h(x, y)). Clearly, there is no narrowing derivation (in the sense of Section 5) starting from f (x, y). But G has
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the solution  = {g(a)/x, h(b, c)/y} because
f (g(a), h(b, c))
[1.1]−→R f (g(h(b, c)), h(b, c)) [2.1]−→R f (g(h(b, c)), h(g(a), c))
[2.2]−→R f (g(h(b, c)), h(g(a), h(b, c)).
Note that in the ﬁrst and third rewrite steps, the extra-variables in the rewrite rules used are substituted by ground
terms. Further, note that all the above rewrites occur under-the-feet of both the left-hand and right-hand sides of G.
The solution  is found by back-and-forth narrowing as follows.
f (x, y) →∗ f (g(y), h(x, y))
id
R x →∗ g(y) ∧ y →∗ h(x, y) (Decompose)
1R x1 →∗ y ∧ y →∗ h(g(x1), y) (Match-left)
2R x1 →∗ h(y1, y2) ∧ y1 →∗ g(x1) ∧ y2 →∗ h(y1, y2) (Match-left)
id
R x1 →∗ h(y1, y2) ∧ y1 →∗ g(x1) ∧ y2 →∗ c ∧ b →∗ y1 (Narrow-right)
3R
∗
x1 →∗ h(b, c) ∧ b →∗ g(x1) (2 × Unify)
id
R x1 →∗ h(b, c) ∧ g(a) →∗ g(x1) (Narrow-left)
4R a →∗ h(b, c) (Unify)
id
R
∗
 (Narrow-right,Unify)
where 1 = {g(x1)/x}, 2 = {h(y1, y2)/y}, 3 = {b/y1, c/y2} and 4 = {a/x1}. Thus, back-and-forth narrowing
ﬁnds the solution  = (4 ◦ 3 ◦ 2 ◦ 1)|{x,y}, while the narrowing procedure of Section 5 does not. Finally, note that
narrowing the right-hand sides in the backward direction essentially ﬁnds the substitutions for extra-variables generated
during the rewrite steps.
6.2. Soundness
We now prove the soundness of back-and-forth narrowing of reachability goals. First, the following lemma is the
analogue of Lemma 6 for the extended narrowing relation on terms.
Lemma 18. If t R t ′;H and  is a solution of H , then (t) →∗R (t ′).
Proof. Let t be a linearized form of t , t R t ′ at position , and H be the corresponding reachability goal as
constructed in Deﬁnition 14. By Lemma 6, we have (t) →R t ′. Suppose the occurrences of a variable x ∈ Var(t)
are renamed to fresh variables x1, . . . , xn. Then since  is a solution of H , we have (x) →∗R  ◦ (xi) for 1 in.
Then it follows that (t) →∗R  ◦ (t). Further, since (t) →R t ′, we have  ◦ (t) →R (t ′). Putting together these
observations we get (t) →∗R (t ′). 
The lemma above is lifted to goals as expected.
Theorem 19. If G R G′ and  is a solution of G′ then  ◦  is a solution of G.
Proof. We consider each of the six cases of Deﬁnition 15.
• Narrow-left: Suppose G = G1 ∧ t →∗ t ′,  = id and G′ = G1 ∧ t ′′ →∗ t ′ ∧ H , where t R t ′′;H . Since  is a
solution of G′ it is also a solution of H , and (t ′′) →∗R (t ′). Then by Lemma 18 we have (t) →∗R (t ′′). Putting
these observations together we have (t) →∗R (t ′). This in turn implies that  is a solution of G.
• Narrow-right: Suppose G = G1 ∧ t →∗ t ′,  = id and G′ = G1 ∧ t →∗ t ′′ ∧ H−1, where t ′ R−1 t ′′;H . We
are done if we show that (t) →∗R (t ′). Since  is an R-solution of H−1 it is also an R−1-solution of H . Then, by
Lemma 18, (t ′) →∗
R−1 (t
′′), which implies that (t ′′) →∗R (t ′). Now, since  is a solution of G′, we also have
(t) →∗R (t ′′). Putting these observations together, we get (t) →∗R (t ′).
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• Decompose: SupposeG = G1 ∧f (t1, . . . , tn) →∗R f (t ′1, . . . , t ′n),  = id, andG′ = G1 ∧ t1 →∗ t ′1 ∧· · ·∧ tn →∗ t ′n.
We are done if we show that (f (t1, . . . , tn)) →∗R (f (t ′1, . . . , t ′n)) a sufﬁcient condition for which is that (ti) →∗R
(t ′i ) for 1 in. But this is indeed true since  is a solution of G′.• Match-left: Suppose G = G1 ∧ x →∗ f (t1, . . . , tn),  = {f (x1, . . . , xn)/x}, and G′ = (G1) ∧ x1 →∗ (t1) ∧
· · · ∧ xn →∗ (tn). We are done if we show that  ◦ (x) →∗R  ◦ (f (t1, . . . , tn)), a sufﬁcient condition for which
is (xi) →∗R  ◦ (ti) for 1 in. But this is indeed true since  is a solution of G′.• Match-right: Suppose G = G1 ∧ f (t1, . . . , tn) →∗ x,  = {f (x1, . . . , xn)/x}, and G′ = (G1) ∧ (t1) →∗
x1 ∧ · · · ∧ (tn) →∗ xn. We are done if we show that  ◦ (f (t1, . . . , tn)) →∗R  ◦ (x), a sufﬁcient condition for
which is  ◦ (ti) →∗R (xi) for 1 in. But this is indeed true since  is a solution of G′.• Unify: Suppose G = G1 ∧ t →∗ t ′, G′ = (G1), and  = MGU(t = t ′,Var(G, t, t ′)). Then we have that
 ◦ (t) =  ◦ (t ′), and this in turn implies that  ◦  is a solution of G. 
6.3. Completeness
Recall that in Section 5 the main idea behind establishing weak completeness of narrowing was to associate to each
suitable rewrite step on terms a corresponding narrowing step on terms (Lemma 9). To establish the completeness of
back-and-forth narrowing, we generalize this idea to associate to a sequence of rewrites starting from (t), where all
but the last rewrite occur at positions /∈ FuPos(t), a single extended narrowing step starting from t . This is formalized
in Lemma 21.
In all the results that follow, we allow rewrite rules to have extra variables in their right-hand side. In the case of
basic narrowing in Section 5.2, the no-extra-variable assumption was necessary to preserve the R-normalized property
of substitutions in order to prevent under-the-feet rewrites. In particular, the no-extra-variable assumption is required in
Lemma 9 to guarantee that  isR-normalized. This was in turn required for the assumption that  isR-normalized while
inductively composing several applications of Lemma 10 to obtain Theorem 11. In contrast, back-and-forth narrowing
can account for under-the-feet rewrites, and hence we can drop the assumption that there are no extra variables.
First, we prove Lemma 20, which is the analogue of Lemma 9, but allows for extra variables. Note that Lemma 20
neither assumes  to be R-normalized, nor does it guarantee that  is R-normalized. The proof is a simple modiﬁcation
of the proof of Lemma 9.
Lemma 20. Let R be a set of rules (possibly with extra variables in their right-hand sides), and let (t) []−→R t ′ for
some  ∈ FuPos(t). Then for any ﬁnite set of variables V containing Var(t), there are , t ′′,  such that
(1) t R t ′′ using the same rule,  away from V ,
(2) |V = ( ◦ )|V , and
(3) (t ′′) = t ′.
Proof. Without loss of generality we may assume that Dom() ⊆ V , otherwise we can consider V ∪ Dom() instead
of V . Let (t) →R t ′ using the rule l → r . Let V ′ be a ﬁnite set of variables such that Var(l) ∪ Var(r) ⊆ V ′. We may
also assume V ∩V ′ = ∅. Now there is ′ such that Dom(′) ⊆ V ′, ′(l) = (t)| = (t |), and t ′ = (t)[ ← ′(r)].
Let W = Var(t |) ∪ Var(l), and  = MGU(t | = l, V ∪ V ′). Then |W>( ∪ ′)|W . Since (t |) = (l) we have
Var((t |)) = Var((l)). But since V ∩Var(l) = ∅,  is away from V ∪V ′, and Dom() ⊆ W , we deduce Dom() =
W and Ran() = Ran(|Var(t |)). Let ′ be such that ( ∪ ′)|W = (′ ◦ )|W , and  = ′|Ran() ∪ |V ∪ ′|V ′ .
Then we have |V = ( ◦ )|V , and ′|V ′ = ( ◦ )|V ′ . Then for t ′′ = (t[ ← r]) we have t R t ′′, and
(t ′′) = t ′. 
Lemma 21. Let V be a ﬁnite set of variables containing Var(t), and let (t) [1]−→R . . . [n]−→R []−→R t ′ such that
i /∈ FuPos(t) for 1 in and  ∈ FuPos(t). Then there are t ′′, H,  such that t R t ′′;H ,  is a solution of H ,
|V = |V , and (t ′′) = t ′.
Proof. Let t be a linearized form of t , where the occurrences of each variable x ∈ Var(t) are renamed to distinct
variables that are fresh with respect to V , i.e., Var(t) ∩ V = ∅. From the hypothesis of the statement above, it follows
that there is a substitution ′ such that (t) [1]−→R · · · [n]−→R ′(t) []−→R t ′ and  ∈ FuPos(t). In fact, if a variable
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x ∈ Var(t) is renamed to x′ in t , then (x) →∗R ′(x′). Let the rule used in ′(t) →R t ′ be l → r . We may assume
(V ∪ (Var(t))) ∩ Var(l, r) = ∅. Now, by Lemma 20, there are , , and t ′′ such that t R t ′′ using the rule l → r ,
′|Var(t) = (◦)|Var(t), and (t ′′) = t ′. Without loss of generality we may also assume that  is away from V . LetH be
the reachability goal such that for every variable x ∈ Var(t) whose occurrences in t are renamed to, say, x1, . . . , xn, to
obtain t ,H contains the subgoal x → (x1)∧· · ·∧x → (xn). Then t R t ′′;H . LetW = Var(t)∪Ran()∪Var(r).
Then for  = |V ∪ |W , we have  is a solution of H , |V = |V and (t ′′) = t ′. 
Lifting the above lemma to goals is substantially harder than its analogue, Lemma 10. Suppose  is a solution of G,
and 	 is a rewrite sequence
(G)
[1]−→R G1 [2]−→R · · · [n]−→R .
We call 	 a witness for the solution  of G. Deﬁne the metrics d(	) = ∑|	|i=1 |i | and 
(	) = (|	|, d(	)). Let  be
the usual lexicographic ordering on pairs of natural numbers, i.e., (m1, n1)(m2, n2) if m1 < m2, or m1 = m2 and
n1n2. Deﬁne (m1, n1) ≺ (m2, n2) if (m1, n1)(m2, n2) and (m1, n1) = (m2, n2). Note that ≺ is a well-founded
relation with (0, 0) as the least element.
Lemma 22. Let G be a non-trivial reachability goal, V a ﬁnite set of variables containing Var(G),  a solution of G,
and 	 a witness for the solution . Then there are , ,G′ such that G R G′,  is away from V , |V = ( ◦ )|V , 
is a solution of G′, and there is a witness 	′ for  such that 
(	′) ≺ 
(	).
Proof. Since G is non-trivial, it is of the form G = G′ ∧ t →∗ t ′, where at least one of t, t ′ is not a variable. Suppose
	 involves the rewrites
(t)
[1]−→R · · · [k]−→R (t ′).
Note that it is possible that k = 0, i.e., that  is a uniﬁer of t = t ′. By reshufﬂing the rewrites in 	, we can assume that
all the rewrites in (t) →∗R (t ′) occur at the beginning of 	, i.e., that 	 is of the form
(G) →∗R (G1) ∧ (t ′) →∗ (t ′) →R (G1) →∗R .
Note that such re-shufﬂing of rewrites in 	 does not change 
(	). Now, we have the following exhaustive analysis of
cases:
• k = 0: Then  is a uniﬁer of t = t ′, and for  = MGU(t = t ′, V ) we have |V>|V . Let  be such that
|V = ( ◦ )|V . Then we have G R (G1) and  is a solution of (G1). Further if we take 	′ to be the rewrite
sequence (G1) →∗R , we have that 	′ is a witness for the solution  of (G1), |	′| = |	| − 1, and therefore

(	′) ≺ 
(	).
• k > 0 and there is 1 ik such that i ∈ FuPos(t). This case is similar to the next one below, and hence we skip it.
• k > 0 and there is 1 ik such that i ∈ FuPos(t ′). Let j be the largest such i, and
(t)
[1]−→R · · · [j−1]−→ R u [j ]−→R v [j+1]−→ R · · · [k]−→R (t ′).
Then we have
(t ′) [k]−→R−1 · · · v
[j ]−→R−1 u
[j−1]−→ R−1 · · · [1]−→R−1 (t).
Then, by Lemma 21, there are u′, , H such that t ′ R−1 u′;H ,  is an R−1-solution of H , |V = |V , and
(u′) = u. Then for  = id, G′ = G1 ∧ t →∗ u′ ∧H−1, we have G R G′, and  is a solution of G′. Further, from
	 we can, in the obvious way, obtain a witness 	′ for the solution  of G′, and |	′| = |	| − 1, i.e., 
(	′) ≺ 
(	).
Speciﬁcally, 	′ has a rewrite corresponding to every rewrite in 	 except u
[j ]−→R v. In particular, for the rewrites
v →∗R (t ′), 	′ will have corresponding rewrites in H−1.
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• k > 0 and for all 1 ik we have i /∈ FuPos(t, t ′). Since at least one of t, t ′ is not a variable, we have three
subcases (that correspond to Decompose, Match-left, and Match-right rules of Deﬁnition 15):
◦ Both t and t ′ are not variables. Then it is the case that t = f (u1, . . . , un) and t ′ = f (v1, . . . , vn) for some f ,
ui , vi , and (ui) →∗R (vi) for 1 in. Then for  = id, and G′ = G1 ∧ u1 →∗ v1 ∧ · · · ∧ un →∗ vn, we
have G

R G′, and  is a solution of G′. Further, from 	 we can, in the obvious way, derive a witness 	′ for
the solution  of G′ such that |	′| = |	| and d(	′) < d(	), i.e., 
(	′) ≺ 
(	). Now, the statement holds by
taking  = .
◦ t is a variable, say, x, and t ′ = f (v1, . . . , vn) for some f, v1, . . . , vn. Then (x) = f (u1, . . . , un) for some
u1, . . . , un and ui →∗R (vi) for 1 in. Let y1, . . . , yn be variables that are fresh with respect to V ,  ={f (y1, . . . , yn)/x}, G′ = (G1) ∧ y1 →∗ (v1) ∧ · · · ∧ yn →∗ (vn). Let  = |V ∪ {u1/y1, . . . , un/yn}.
Then G

R G′, |V = ( ◦ )|V , and  is a solution of G′. Further, from 	 we can derive a witness 	′ for the
solution  of G′ such that |	′| = |	| and d(	′) < d(	), i.e., 
(	′) ≺ 
(	).
◦ t = f (v1, . . . , vn) for some f, v1, . . . , vn, and t ′ is a variable. This case is similar to the one above. 
We are now ready to state the completeness of back-and-forth narrowing.
Theorem 23 (Completeness). Let  be a solution of a reachability goal G, and let V be a ﬁnite set of variables
containing Var(G). Then there are  and G′ such that G

R
∗
G′,  is away from V , G′ is a trivial goal, and there is
a solution  of G′ such that |V = ( ◦ )|V .
Proof. First note that for any trivial goalG, the theorem holds withG′ = G,  = id, and  = . Now, let 	 be a witness
of the solution  ofG. The proof is by noetheranian induction on 
(	) using Lemma 22. For the base case 
(	) = (0, 0),
we have |	| = 0 which implies that G = , i.e., G is a trivial goal, and hence we are done. For the induction step, we
can again assume G is non-trivial because otherwise we are done by the above remark for trivial goals. Now, since G
is non-trivial, using Lemma 22, there are G′′, 1, and ′ such that G
1R G′′, 1 is away from V , |V = (′ ◦ 1)|V ,
′ a solution of G′′, and there is a witness 	′ of ′ such that 
(	′) ≺ 
(	). Let V ′ = V ∪ Ran(1) ∪ Var(G′′). Now,
using noetherian induction on G′′, 	′, and ′, there are G′, 2, and  such that G′′
2R
∗
G′, 2 away from V ′, G′ is
trivial,  is a solution of G′, and ′|V ′ = ( ◦ 2)|V ′ . Let  = 2 ◦ 1. Then we have G R
∗
G′,  away from V ,
|V = ( ◦ )|V , and the theorem holds. 
6.4. A complete algorithm for solvability of reachability goals
Theorem 24. Let V be a ﬁnite set of variables containing Var(G), and let S be the set of all substitutions of the form
( ◦ )|Var(G), where G R
∗
G′,  is away from V , G′ is a trivial goal, and  ∈ CSS(G′, V ∪ Ran() ∪ Var(G′)).
Then S is a complete set of solutions of G away from V .
Proof. From Theorems 19 and 23. 
Thus, if we are given a procedure for enumerating complete sets of solutions of trivial goals, then we also have
a procedure for enumerating complete sets of solutions for any goal. In addition, since for the trivial goal x1 →∗
y1 ∧ · · · ∧ xn →∗ yn, the substitution  such that (xi) = (yi) = z is a solution, it follows from Theorems 19 and 23
that we have a complete procedure for solvability of reachability goals. That is, if a given goal G has a solution, then
the procedure ﬁnds some solution of G.
The usefulness of this algorithm for purposes of reachability analysis comes from its generality. The point is that, as
explained in this paper and also in [19], narrowing is incomplete for general rewrite theories. Consider, for example,
the problem of a security protocol for which we want to ﬁnd out if the goal init →∗ attack, with init a term describing
a set of initial states, and with attack a term describing a set of attack states has a solution, that is, if there is an attack.
For usual security protocols that implicitly assume a ﬂat multiset structure made up of principle and messages, the
results in [19] ensure that narrowing is a complete procedure. This has been recently exploited by Escobar, Meadows
and the second author [11] to formalize the NRL Protocol Analyzer’s search process as a narrowing process associated
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to the rewrite theory describing a protocol’s transitions, and to implement in Maude a new tool, the Maude-NPA, that
performs such analyses by narrowing. It turns out that, as done in theMaude-NPA, backwards narrowing (i.e., narrowing
the right-hand side with R−1) is in fact a very convenient way of analyzing such protocols. It is, however, interesting to
consider extensions of this kind of protocol analysis to general non-ﬂat distributed state structures, for which narrowing
can fail to be complete. For example, network domains whose entrance is guarded by ﬁrewalls provide a natural instance
of a non-ﬂat state structure. Back-and-forth narrowing could be used in such cases to perform complete analyses of
security protocols. Notice also that completeness in the sense of solvability is the crucial property for these analyses:
we are not necessarily interested in a, usually inﬁnite, recursive enumeration of all attacks, but rather on whether any
such attack is possible and if so in ﬁnding one.
Of course, as discussed in Section 2, and quite dramatically shown in [11] for the case of protocol analysis, ﬁnding
good strategies that, while still ensuring completeness can drastically cut down the search space is crucial for narrowing
analyses to be effective in practice. As already mentioned in Section 2, we conjecture that the natural narrowing strategy
proposed in [12] will be generalizable to back-and-forth narrowing.
Another important area of applicability for our algorithm discussed below is the solution of equational uniﬁcation
problems.
6.5. A complete algorithm for equational uniﬁcation
We ﬁrst clarify the relationship between back-and-forth narrowing and equational uniﬁcation by narrowing for a
conﬂuent equational theory. We then explain how back-and-forth narrowing provides a new equational uniﬁcation
algorithm for arbitrary equational theories.
In equational uniﬁcation by narrowing with conﬂuent equations R [15,16,20,21], a uniﬁcation goal ∃−→x .t1 = t2 is
transformed into the reachability goal
∃−→x .eq(t1, t2) →∗ tt
and is then narrowed using R ∪ {eq(t, t) → tt}. Superﬁcially, the fact that in the goal eq(t1, t2) one can narrow
both the left-hand and right-hand sides t1 and t2 using R might seem to have some similarities with back-and-forth
narrowing. But in fact the situations are completely different. Indeed, note that in equational narrowing t1 and t2 are
both narrowed only in the forward direction. 3 Further, under the conﬂuence assumption linearization is not necessary
in the equational setting, where under-the-feet rewrites are inconsequential due to conﬂuence. But in a general setting
where such assumptions are dropped, linearization becomes essential. In summary, under the conﬂuence assumption
an equational uniﬁcation procedure is a special case of narrowing of goals as deﬁned in Deﬁnition 5, and should not be
confused with back-and-forth narrowing, which is a much more general procedure. Indeed, and as shown by examples
in Sections 5 and 6, narrowing cannot solve certain reachability goals which back-and-forth narrowing can.
An interesting question is how to solve equational uniﬁcation problems for arbitrary equational theories that need
not be conﬂuent. In general, given an equational theory E with a ﬁnite set of equations, it is not possible to complete it
into an equivalent ﬁnite set R of conﬂuent and terminating rewrite rules. The Knuth–Bendix procedure attempts such
a completion, but in general it does not terminate. If it were to always terminate, the word problem for all equational
theories would be decidable, but we know that in general it is not. The point is that, when we have an equational
theory E for which no equivalent completion to a set of rules R is available, back-and-forth narrowing offers a new
E-uniﬁcation algorithm that is in fact complete in the strong sense of enumerating a complete set of solutions. The
rewrite theory RE associated to E consists of rules t → t ′ plus t ′ → t for each equation t = t ′ in E, plus the rule
eq(x, x) → tt, with eq and tt new symbols. An E-uniﬁcation problem ∃−→x .u1 = v1 ∧ · · · ∧ un = vn is expressed as
the equivalent reachability problem G = ∃−→x .eq(u1, v1) →∗ tt ∧ · · · ∧ eq(un, vn) →∗ tt and we have,
Theorem 25. Let E be an equational theory, and let G be the reachability goal associated in RE to an E-uniﬁcation
problem, as described above. Then back-and forth narrowing provides a completeE-uniﬁcation algorithm. It generates
a complete set of E-uniﬁers as follows. Let V be a ﬁnite set of variables containing Var(G), then the complete set of
3 The idea behind the transformation is that for a conﬂuent equational theory E, (t1) =E (t2) if and only if (t1) →∗E t and (t2) →∗E t
for some term t . The proof of Lemma 22 should shed some light on the fact that this idea is totally different from the one behind back-and-forth
narrowing.
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uniﬁers is the set of all substitutions of the form ( ◦ )|Var(G), where G R
∗
G′,  is away from V , G′ is a trivial
goal, and  is the most general uniﬁer of the trivial goal G′ viewed as a conjunction of equations between variables,
that is, when each x →∗ y in G′ is viewed as an equation x = y.
Proof. It is easy to check from the deﬁnition of RE and the inference rules of equational logic that E  u = v iff
RE  eq(u, v) →∗ tt. The rest of the argument consists in applying the generation of a complete set of solutions given
in Theorem 24, observing that in this case there is a unique most general solution to the trivial goal G′ associated
to each solution found by the back-and-forth narrowing algorithm, namely, the most general uniﬁer of G′ as a set of
equations. The point is that, when the terms in a uniﬁcation problem are just variables, the standard uniﬁcation algorithm
provides a completeE-uniﬁcation algorithm for such trivial goals for anyE; in fact, for solving such trivial goals in any
algebra A. 
7. Related work
The relationship and applicability of our ideas to equational uniﬁcation have already been discussed in detail in
Section 6.5. Here, we discuss the relationships between symbolic reachability analysis using narrowing and TA-based
techniques for reachability analysis [14,26]. The nth unfolding of the narrowing tree roughly corresponds to the TA
recognizing the states that are reachable within n steps. However, there are important differences between the two
approaches, which we highlight after brieﬂy recalling the main TA-based approaches. In the TA setting, given a rewrite
system R and a regular tree language L, one considers the set [→∗R]L = {t ∈ T | ∃u ∈ L s.t. u →∗R t}. Then,
given regular tree languages I and F , the reachability problem is posed as the question of whether the intersection
([→∗R]I ) ∩ F is non-empty. In general, [→∗R]I is not a regular tree language and this problem is undecidable. A ﬁrst
approach is to characterize classes of rewrite systemsR for which, given any regular tree language L, the set [→∗R]L
is also regular and we can effectively construct a TA recognizing it if we are given a tree automaton recognizing L.
Since the set of instances of a non-linear term is not regular, some linearity assumptions are placed onR to characterize
suitable classes (see [27,26] for some of the most general classes known so far). A second, more generally applicable
approach is to iteratively compute TA to recognize [→nR]L (terms reachable from L in at most n steps). Since [→∗R]L = ∪n[→nR]L, this yields a semi-decision procedure for reachability analysis provided each [→nR]L is regular; for
this again some linearity assumptions onR are needed; however, in some approaches [24] non-linearity is dealt with by
over approximations. A third related approach is to compute TA-based abstractions that approximate the reachability
set [14,26].
In comparison with back-and-forth narrowing, the main differences have to do with the quite restrictive assumptions
on term rewriting systems required by TA approaches in order to ensure preservation of the regularity of the relevant
sets of terms involved in the reachability analysis. By contrast, back-and-forth narrowing is a complete semi-decision
procedure for arbitrary rewrite systems. In particular, regularity-preserving restrictions on a term rewriting system are
typically non-symmetric, i.e., even though a set of rules R satisﬁes the restrictions, R−1 need not. In contrast, inverting
the rules is part of the back-and-forth narrowing procedure. Under regularity-preserving conditions allowing the use of
the ﬁrst TA approach, the reachability problem is decidable, whereas back-and-forth narrowing is only a semi-decision
procedure. The third TA approach works by over-approximation, which ensures correctness of negative answers, but
can result in false positives; instead, with back-and-forth narrowing a positive solution is always correct and is always
found if there is one.
8. Conclusions and future work
We have presented back-and-forth narrowing as a semi-decision procedure for solving reachability goals in unsorted
and unconditional rewrite systems, and we have proved its completeness in the solvability sense. Although we have
given an unsorted treatment using standard rewriting, our method can be extended to general order-sorted rewrite
theories of the form (, E,R) with equations E, under appropriate assumptions along the lines adopted in [19]. These
assumptions include pre-regularity of , that E = ∪B, where the equations  are conﬂuent and terminating modulo
B, and that  and R satisfy certain coherence properties relative to B. Another direction of generalization is to also
consider rewrite rules with conditions. One possibility, as proposed in [5], would be to extend a narrowing step so
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that while narrowing with a conditional rule the substituted instance of the condition is also added to the goal. These
extensions, which will be documented in subsequent papers, will make our results available for many other systems.
Finally, an important problem from the efﬁciency point of view is to extend the natural narrowing strategy to a back-and-
forth version to regain completeness for arbitrary solutions instead of only for R-normalized solutions (see Section 2
for a brief discussion on this).
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