Abstract. The aim of this article is to analyze the Fourier properties of stationary, periodic and Gaussian processes in order to characterize them. The Fourier link allows to build models with feasible computational parameter estimates. Properties of asymptotic maximum likelihood estimates are provided together with results on path regularity of such processes. As an analytic consequence, we show that the Brownian bridge cannot be a good noise model on the circle.
Introduction
The Brownian bridge is a universally known model which is widely used in several areas of applied mathematical science. As only an example, the recent publication of [11, 13] and the reference therein provide a huge interested literature, while [2] provide a theoretical analysis of such a process. The main aspect of the Brownian bridge is its periodicity, that makes this model widely used. On the other hand, a lack of this model is its non-stationarity, which is almost a must when one models pure noise. This is due to the fact that Brownian bridge is assumed to be 0 at t = 0. One question arises: is the Brownian bridge a stationary and periodic process conditioned to be 0 when t is 0?
The recent interest in random noise models can be seen in the modeling of planar objects without landmarks (see e.g. [9] and the references therein). In [8] is proposed a parametric random Fourier series model (called generalized p-order model) to describe the border of random planar star-shaped objects in terms of normalized radius-vector function; again, in [8] are also provided results about sample path regularity, and an expression for the maximum likelihood function for the model parameters, even if there are not asymptotic results about these estimators.
We focus here on H , the set of Gaussian, stationary, periodic processes, which can be thought as the space of the 'noises' on a periodic data, e.g. the noise on a contour of a closed feature of an image, or, more generally, the noise on a stationary, periodic, functional data process. We recall in the next section that H is isometrically equivalent to ℓ 2 as a consequence of Karhunen-Loève's theorem. Notably, the isometry is build via Fourier transform. In particular, FFT is used in application, which makes the set H computationally feasible.
A "good" noise model is then generated by a process in H conditioned to be 0 when t = 0. We call the class of this process H 0 , and we study the correlation function that defines the process in H 0 . Surprisingly, the Brownian bridge can not be generated in this way. Indeed, it is generated by Gaussian, stationary, antiperiodic processes conditioned to be 0 when t = 0 (and hence periodic!), as shown in Section 3.
In Section 4 we show that any process in H shares asymptotically the spectrum with the corresponding process in H 0 . In Section 5 it is proven that also the path regularity is maintained for such couples, as a consequence of Kolmogorov's continuity conditions and a result of Boas (see [12] ).
The Section 6 presents a simple parametric model in H which is is the discrete approximation of the model given in [8] . The number n of discrete approximation is linked to the maximum number of available measures, and it defines the "observation window". The particular choice of n may be used to discriminate between different behavior, even when they will be the same asymptotically outside the observation window (see, e.g., the difference between fractal dimension and topologic dimension of liver fibrosis morphological quantities in [4] ). In other words, the discrete approximation may be assumed to describe different behavior.
For what concerns notations, s, t, . . . relates to time variables, and will often belong to [0, 1] . We denote by {x t } t∈ [0, 1] , {y t } t∈ [0, 1] , . . . stochastic adapted process defined on a given filtered space (Ω, F , {F t } t∈[0,1] , P), while (X n ) n , (Y n ) n , (Z n ) n , . . . are sequences of random variables. C(s, t) is a positive semidefinite function (it will be the correlation function of a stochastic process). When a process has stationar increments, its covariance function will often be replaced by the associated covariogram functionC(t − s) = C(s, t). The sequence (e k (t)) k∈N denotes a sequence of orthogonal function on L 2 ([0, 1]). Finally, we denote by [|t|] 1 the fractional part sawtooth function of the real number t, which is defined by the formula [|t|] 1 = t − floor(t).
Preliminaries and Karhunen-Loève's decomposition theorem
In this section we recall some basic results from Gaussian processes theory. The first theorem we need is the Karhunen-Loève's decomposition theorem (see [10] ), that states what follows. Theorem 2.1 (Karhunen-Loève). Let {x t } t∈ [0, 1] , such that E[x t ] ≡ 0, and Cov(x t , x s ) = C(t, s), continuous in both variables. Then x t = ∞ k=1 Z k e k (t), where • the functions (e k (·)) k are the eigenfunctions of the following integral operator from
and (e k (·)) k form an orthonormal basis for the space spanned by the eigenfunctions corresponding to nonzero eigenvalues; • the random variables Z 1 , Z 2 , . . . are given by Z k = 1 0 x t e k (t)dt and form a zero-mean orthogonal system (i.e., E(Z k Z j ) = 0 for k = j) with variance λ 2 k , where λ k is the eigenvalue corresponding to the eigenfunction e k (·). The series ∞ k=1 Z k e k (t) converges in mean square to x t , uniformly in t:
Finally, x t is a Gaussian process if and only if (Z k ) k is a sequence of independent Gaussian random variables.
2.1. Representation of the set H with respect to the Fourier basis (s k (t), c k (t)) k . We deal in this paper with the following set H of processes, thought as the set of 'pure Gaussian noises' on the unit circle.
Definition 2.1. Let {x t } t∈[0,1] be a stochastic process with covariance function C(s, t) = Cov(x t , x s ). H is the set of real Gaussian stochastic processes {x t } t∈ [0, 1] such that zero-mean:: E(x t ) = 0, ∀t ∈ [0, 1]; continuously stationary:: there exists a continuous real functionC such that C(s, t) =C(s − t), ∀s, t ∈ [0, 1]; periodic:: {x t } t∈[0,1] admits a periodical extension to R (i.e. x 0 = x 1 , a.s.).
Remark 1. A necessary and sufficient condition for a continuously stationary process to be periodic is thatC(1) =C(0). This allows a continuous version of the process with V ar(x t+1 − x t ) = 0 for any t ∈ R.
Remark 2. We remark that if {x t } t∈[0,1] ∈ H and ifC(s − t) = C(s, t) is its covariogram function, thenC(t) =C(t + 1).
The set H is a Hilbert space, when it is equipped with the inner product given by
Karhunen-Loève's decomposition theorem can be specialized to H , in order to show that a process is in H if and only if it can be written as limit of a canonical trigonometric random series, namely the sequence 1, (s k (t), c k (t)) k , where s k (t) = √ 2 sin(2kπt) and c k (t) = √ 2 cos(2kπt).
Theorem 2.2. Let {x t } t∈[0,1] ∈ H with covariance C(s, t) =C(t − s); then in mean square, uniformly in t,
where (Y n ) n , (Y ′ n ) n are two independent sequence of independent standard Gaussian variables, and (c k ) k ∈ ℓ 2 is such that
(s) cos(2nπs)ds, n = 0, 1, 2, . . .
n be two independent sequence of independent standard Gaussian variables, and (c k ) k ∈ ℓ 2 . Then the sequence
The process {x t }, conditioned to be 0 at t = 0, is the periodic zero-mean Gaussian process {y t } with covariance function
Let us define the set H 0 of such processes.
Definition 2.2. Let H 0 be the following set
We call: Generator process:: the process {x t } t∈[0,1] ∈ H ; Generated process:: the process
It is easy to show that {y t } t∈[0,1] / ∈ H because it is not stationary. However, the function R(s, t) is symmetric, and hence it is the L 2 -limit of its 2-D Fourier series. With the notation given above, with c 0 (t) = 1, we get the series expansion:
The following theorem gives a necessary and sufficient condition for a process {y t , t ∈ [0, 1]} with covariance function R(s, t) to have a unique process {x t } ∈ H Z which generates it. The trivial case when R(s, t) = 0 (generated by a constant process) is omitted since it is the sole case when the solution is not unique. The proof may be found in Appendix A.
Theorem 2.4. For any Gaussian process {y t , t ∈ [0, 1]} such that y 0 = 0, E(y t ) = 0 and continuous covariance function R(s, t) = 0, there exists a unique (in law) stationary process {x t } ∈ H Z which generates {y t } if and only if the Fourier coefficients of R(s, t) satisfy:
• the mixed matrices cos − sin and sin − cos are null: 
On the Brownian bridge
In the previous sections we built the set H as the set of the Gaussian stationary and periodical processes. A process in this set should be used when one models a pure Gaussian noise on the circle. When one needs the process to be zero at the starting point, he should restrict the choice to H 0 .
One of the models mainly used for periodic noise is the Brownian bridge, i.e. the process {y t } t∈[0,1] such that y t = W t − tW 1 , where W t is a Brownian motion. This process is Gaussian, periodic and not stationary, since y 0 = y 1 ≡ 0. In order to be a good model for pure noise the Brownian bridge should belong to H 0 , i.e., it should be the conditioned process of a stationary process {x t } ∈ H . The next theorem shows that this is not the case. 
The Brownian bridge is generated by an 1-antiperiodic stationary process.
which is 1-antiperiodic.
Proof. See Appendix B.
4.
A process in H 0 shares the same asymptotic behavior for the spectrum with its generator
We want to get information about Fourier coefficients of Karhunen-Loève expansion for processes in H 0 with respect to the coefficients of their generators in H . To do this, as described in the Theorem 2.1, it is sufficient to study the spectrum of the integral operator induced by the covariance function of the process 
Then the Karhunen-Loève expansion of the process {y t } t∈[0,1] has the following form:
where f k (t) is the eigenfunction related to the eigenvalueã n =c 2 n , and, for all n ∈ N,
where (a kn ) n is a decreasing reordering of the sequence (a n ) n .
Proof. See Appendix C.
5.
A process in H 0 shares the same path regularity properties with its generator.
We showed in Theorem 4.1 that a process in H 0 and its generator in H share the same asymptotic behavior for the spectrum. In this section, we show that the regularity of the paths is also maintained.
5.1.
Hölder regularity of the paths of processes in H and in H 0 . We first remind that the Hölder space C k,α ([0, 1]), where k ≥ 0 is an integer and 0 < α ≤ 1, consists of those functions on [0, 1] having continuous derivatives up to order k and such that the k th -derivative is Hölder continuous with exponent α. We recall a classic regularity theorem.
Theorem 5.1 (Kolmogorov-Centsov continuity criterion [15] ). Let {x t } t∈[0,1] a real stochastic process such that there exist three positive constants γ, c and ǫ so that 
It is simple to apply this last theorem to processes laying in H and in H 0 : assume that {x t } t∈[0,1] ∈ H and let C(s, t) =C(s − t) be its covariance function.
The same argument can be applied to H 0 processes. In fact we can say something more.
Theorem 5.3. Let {x t } t∈[0,1] ∈ H and let C(s, t) =C(s − t) be its covariance function. Consider its generated H 0 process {y t } t∈[0,1] ∈ H 0 , and let R(s, t) be its covariance function. Then we have, for any β < α 2 ,
This last result implies that regularity properties of almost all trajectories of {x t } t∈[0,1] and of its generated process {ỹ t } t∈ [0, 1] have the same lower bound, obtained by studying regularity of their covariance function.
5.2.
Upper order regularity. In Section 2.2, a sequence in ℓ 2 is uniquely associated to each stochastic process in H . We are now showing how the decrease rate of such sequence ia associated with the regularity of the process trajectory path.
A very useful result for our analysis will be the following one, whose proof may be found in [12] .
be a function whose Fourier expansion has only nonnegative cosine terms, and let (a n ) n be the sequence of its cosine coefficient. Then
Boas' Theorem may be used in connection with Theorem 2.2 and Theorem 2.3 to deduce more regularity properties of the processes in H , sinceC is a function whose Fourier expansion has only nonnegative cosine terms. In fact, take (c n ) n as in Theorem 2.2 and Theorem 2.3. From Boas' Theorem we have that if 
A parametric model in H
Results provided in this paper allow to create a Gaussian parametric family of stationary and periodic processes of arbitrary regularity. In fact, let us consider the following family of processes in H : This family is the discrete approximation of the model given in [8] . We note that for the limiting process Theorem 5.2 states that the paths become more regular as p increases. This property is shown in Figure 1 , which suggests how to smooth a process by changing p.
Model (6.1) gives a family of Gaussian processes. In application, maximum likelihood estimates of a and p is a straightforward consequence of a Fast Fourier transform of the observed discretized process {x t } t∈[0,i/n] , i = 0, . . . , n. The property of these estimators are studied in the following section.
6.1. Maximum likelihood estimators of (6.1). Given (x t0 , x t1 , . . . , x tn ) sampled from (6.1), we want to find the property of the maximum likelihood estimator (â,p) of the parameters (a, p).
More precisely, with a equispaced or nonequispaced Fourier transform (see, e.g., [3, 5] ), we first transform (x t0 , x t1 , . . . , x tn ) into (y 
The log-likelihood function then reads ℓ n (a, p) = −n log(2π) − 2n log(a) + 2p
. . , n and ψ = n k=1 log(k), we get
As expected, when p 0 is a known parameter,
where χ 2 2n is a chi-square distribution with 2n degree of freedom, while nothing is known about the distribution ofp, for small n, and for the distribution of the couple (â,p). We have the following asymptotic results, whose proof may be found in Appendix E. 
−→
where Z is a standard Gaussian variable.
As a corollary of Theorem 6.1, the joint perfect correlation betweenâ n andp n is asymptotically predicted. In Figure 2 we show this fact by simulating the processes and the maximum likelihood estimates (ρ > 0.94 for n = 40 and different values of a 0 and p 0 ).
Appendix A. Proofs of results of Section 2
Proof of the Theorem 2.2. By Mercer Theorem (see, e.g., [1] ) we know that if (e n ) n is an orthonormal basis for the space spanned by the eigenfunctions corresponding to nonzero eigenvalues of the integral operator (2.1) then, uniformly, absolutely and in where λ k is the eigenvalue corresponding to e k . By hypothesis, since C(s, t) = C(|t − s|) =C(|t − s| ± 1) by Remark 2, we get
(s) cos(2nπs)ds = a n , It is simple to prove that the sequence (s n (t), c n (t)) n contains all the eigenfunctions of the operator (2.1). In fact,
sin(2nπs)C(s)ds = a n c n (t), the same relation holding when c n (t) is replaced by s n (t). By (A.3), we get
where this equality holds uniformly, absolutely and in
Now, since C(s, t) is a covariance function, it is positively definite, and hence a n ≥ 0, ∀n. Moreover, since (a n ) n ∈ ℓ 1 , if we define c n = √ a n , then (c n ) n ∈ ℓ 2 . From Theorem 2.1 we deduce the existence of two independent sequence of independent standard Gaussian variables (Y n ) n , (Y ′ n ) n such that in mean square, uniformly in t
Proof of the Theorem 2.3. The sequence of Gaussian processes y (n) t converges to a periodical {y t } t∈[0,1] in mean square uniformly in t, since it is a Cauchy sequence:
Hence, E[y t ] ≡ 0, and
is a continuous function. Finally, {y t } t∈[0,1] is a Gaussian process, since the two sequences (Y n ) n and, (Y ′ n ) n are formed by independent Gaussian variables. Proof of the Theorem 2.4. Necessity. Assume there exists a process {x t } ∈ H Z which generates {y t } ∈ H 0 . The covariance function C(s, t) of {x t } is given as in (2.2):
then, x > 0 and, by (2.3), we obtain (A.5)
(A.5) and (2.4) give r .
Then (p k ) k≥0 is a non-negative sequence such that k p k = 1. Define
By Theorem 2.2, we have
It is straightforward to check that (A.6) and (A.7) hold. The fact that the solution is unique follows immediately from the necessary condition.
Appendix B. Proofs of results of Section 3
Proof of the Theorem 3.1. We recall that E(y t ) = 0, and ∀0 ≤ s, t ≤ 1, Cov(y t , y s ) = min(s, t)(1 − max(s, t)). A straightforward calculation yields, for any k ≥ 1, 2 is given bỹ
where i = 1 relates to the antiperiodic extension and i = 2 to the periodic one. Theorem 2.4 states that if each of this two extensions may be generated by a (unique) process {x
. Now, we prove that it is not possible to have both the extensions at the same time. In fact, this fact would imply that both the functions
by (2.3).
p 2k+1 cos((2k + 1)πs)
• Again, since 2kπ(
By integrating (B.1) and (B.2) on [0, 1] with respect to cos(2(k + 1)πs), we obtain p 2k+1 = 0 for any k, which implies C (1) ≡ 0.
Proof of the Theorem 3.3. First, we prove that {x t , t ∈ [0, 2]} given in (3.1) generates the antiperiodic extension of the Brownian bridge to [0, 2]. In fact, it is sufficient to note that • the function
is a positive defined function on [0, 2], since the well-known Fourier series expansion of f (x) = |x| on [−1, 1] gives
• the function C (1) may be extended to a continuous 2-periodic function; • the process {x t , t ∈ [0, 2]} has covariogram function C (1) by Theorem 2.2 and Theorem 2.3 (extended on [0, 2]);
Then, since (3.1) is 1-antiperiodic, the process {ỹ
To prove the uniqueness, by Lemma 3.2, we must prove that the periodic extension of the Brownian bridge does not belong to H 0 (0, 2). Assume the converse, there would be a 1-periodic periodic process which generates the Brownian bridge, which contradicts Theorem 3.1.
Appendix C. Proof of the Theorem 4.1
The case x t ≡ k is obvious. Let C(t, s) =C(t − s) be the covariogram function of {x t } t∈[0,1] (see (2.2) for its expansion). Since x t ≡ k ⇐⇒C(0) = 0, we assume, without loss of generalities, thatC(0) = 1.
A straightforward computation gives that, if {y t } t∈[0,1] ∈ H 0 is generated by {x t } t∈[0,1] ∈ H , then {y t } t∈[0,1] is a Gaussian process with null expectation and continuous covariance function
Hence, given the covariogram function C(s, t) =C(t−s) of the generating process {x t } t∈[0,1] , we need to study the spectrum of the operator (2.1), where C is replaced by R given in (C.1).
As in (A.3) and (2.2), we writeC(t) = a 0 + 2 ∞ n=1 a n cos(2nπt) with 1 = a 0 + 2 ∞ n=1 a n sinceC(0) = 1. Let f (t) be an eigenfunction of (C.1); from the expansion theorem (see [1] ) we have in
where
Let's look for the eigenvalue related to f : C.1. s n (s) eigenfunctions. For any a n = 0, it is straightforward to see that f (s) = s n (s) is an eigenfunction, by a direct substitution in (C.4), and thatã = a n . Moreover, we are going to state more: the only eigenfunctions which contains some f s k = 0 are indeed s n (s) (when a n = 0). Assume that ∃k : f s k = 0 and, by contradiction, f (t) = s k (t). By multiplying both members of (C.4) by s k (s) and integrating, we obtain a k f s k = af s k , i.e., a k =ã. Since a k = 0, then s k (t) is an eigenfunction. This eigenfunction is orthogonal to f (s) by Mercer Theorem, and hence
Summing up, for any a n = 0, s n (t) is an eigenfunction associated toã = a n , and the other eigenfunctions do not contain the terms in (s n (t)) n (they are even function).
C.2. The other eigenfunctions of (C.4). To conclude the proof, we should find another sequence of eigenfunctions with eigenvalues (ã n ) n ≍ (a n ) n . We will first obtain a simple result on the coefficients of the eigenfunctions. Then we will introduce the multiplicity of the eigenvectors (a n ) n in order to conclude the proof accordingly.
The other eigenfunction takes the form f (t) = f 0 + ∞ k=1 f c k c k (t). By multiplying both members of (C.4) by c n (s) and integrating, we obtain
As an immediate consequence, (a n = 0) ⇒ (f c n = 0).
Proof. Recall that a n ≥ 0, and that a 0 + 2 ∞ n=1 a n =C(0) = 1. For n > 0, by (C.5), we have
and since (a k |f c k |) k ∈ ℓ 1 (as a product of two ℓ 2 sequences), and (a n ) n ∈ ℓ 1 , we obtain the first part of the thesis. By (C.5) and a 0 + 2 ∞ n=1 a n =C(0) = 1, we get
Definition C.1 (Multiplicity and support). Given (a n ) n , we define the support Sã ofã:
The multiplicity mã of a numberã > 0 is the cardinality of Sã:
It is clear that mã < ∞ because (a n ) n ∈ ℓ 1 .
Lemma C.2. If mã = k > 0, then there are exactly k −1 orthogonal eigenfunctions of R related toã. Moreover for anyone of these k − 1 eigenfunctions,
It is simple to prove that there always exist mã − 1 orthogonal eigenfunctions related toã with f c n = 0 if a n ∈ Sã. We have two possibilities: • 0 ∈ Sã or, equivalently, a 0 =ã. In this case, (C.5) is equivalent to the following system
• 0 ∈ Sã. In this case, (C.5) is equivalent to the following system f c n = 0, n ∈ Sã a n∈Sã f c n = 0. In both cases, there exist a k − 1-dimensional orthogonal basis for the solution system.
We now need to prove that there are not other eigenfunctions related toã. Assume that f c n = 0. We recall that this fact implies an = 0. Ifn = 0, from (C.5) we have that
, since a n =ã, and hence a 0 =ã, which means thatn ∈ Sã. Analogously, ifn = 0, from (C.5) we can prove thatn ∈ Sã, that completes the proof.
Let (a (n) ) n be the decreasing reordering of the sequence (a n ) n , positive and without repetition: a (1) > a (2) > · · · > a (n) > · · · and ∀a n > 0, exists k such that a n = a (k) . To conclude the proof, we must find a sequence of eigenvalues (ã n ) n such that a (n) >ã n > a (n+1) .
Lemma C.3. For each n ∈ N, there exists a unique eigenvalueã n such that a (n) > a n > a (n+1) . Moreover, mã n = 1. 
These relations with, again,
We are going to show that there exists a unique solutionã n of (C.7) such that a (n) >ã n > a (n+1) . This solution is the searched eigenvalue, whose corresponding eigenfunction' expansion is given in (C.6). Let us consider the series
2 n a n − x and the derivative series
(a n − x) 2 then they converge absolutely in each compact set not containing (a n ) n . We have that
Moreover for each n,
Hence, there exists a uniqueã n ∈ (a (n+1) , a (n) ) such that S(ã n ) = 1, i.e. for which (C.7) holds. The unique corresponding eigenfunction is given by (C.6), that implies also mã n = 1:
a n a n −ã n c n (t).
To complete the proof, we show that there are not eigenvalues greater then a (1) = max n a n or smaller than any a n > 0. In fact, if we assume that there exists an eigenvalueâ > max a n , then (C.6) shows that the sequence (f c k ) k is made of either nonnegative or nonpositive numbers, that together with Lemma C.1 implies f c k = 0, for any f . In the same way it can be shown that there are no eigenvalues smaller than any a n > 0.
Appendix D. Proofs of results of Section 5
We simply deduce the results basing on the fact that if Y ≈ N (0, σ 2 ), then
, (see, e.g., [14] ).
Proof of the Theorem 5.2. . Observe that
t+h − 2x t+h x t ) = = R(t + h, t + h) + R(t, t) − 2R(t + h, t) but there exists an M such that |R(s + δ 1 , t + δ 2 ) − R(s, t)| ≤ M (δ 1 , δ 2 ) α and so there exists a D such that
Then the thesis follows.
Proof of the Theorem 5.3. The first part of the theorem is a simple calculation. The second holds because, using theorem 5.1 we have E(|x t+h − x t | 2 ) = E(E(|x t+h − x t | 2 |x 0 )) = = E(E((x t+h − x 0 ) − (x t − x 0 )) 2 |x 0 )) = = R(t + h, t + h) + R(t, t) − 2R(t + h, t) ≤ D|h| α .
Proof of the Theorem 5.5. It is clear that and that ∂ 2C ∈ C 0,α ([0, 1]), for some 0 < α ≤ 1. Moreover we have that uniformly in t and in mean square
and, from Theorem 2.2, there also exist a stochastic process in H such that uniformly in t and in mean squarẽ 
−→ n→∞
∞ is a consequence of (E.2). As I n (p 0 ) = E(I n (p 0 )), then I n (p 0 )/E(I n (p 0 )) → 1 uniformly on compacts. By (E.2) and (E.3), we have
