Explicit evaluations of the symmetric Euler integral R 1 0 u 1,u fudu are obtained for some particular functions f. T h e s e e v aluations are related to duplication formulae for Appell's hypergeometric function F1 which g i v e reductions of F1 ; ; ; 2 ;y; z i n t e r m s of more elementary functions for arbitrary with z = y=y , 1 and for = + 1 2 with arbitrary y;z. These duplication formulae generalize the evaluations of some symmetric Euler integrals implied by the following result: if a standard Brownian bridge is sampled at time 0, time 1, and at n independent random times with uniform distribution on 0; 1 , then the broken line approximation to the bridge obtained from these n + 2 v alues has a total variation whose mean square is nn + 1 =2n + 1 .
Introduction
This paper is concerned with the explicit eva l u a t i o n o f s o m e i n tegrals of Euler type for particular functions f, especially in the symmetric case a = b. These evaluations are related to various reduction formulae for hypergeometric functions represented by s u c h integrals. Sections 4 and 5 explain how w e w ere led to consider such i n tegrals by a simple formula found in 24 , for the mean square of the total variation of a discrete approximation to a Brownian bridge obtained by sampling the bridge at n independent random times with uniform distribution on 0; 1.
We rst recall the basic Euler integrals which de ne the beta function Appell 4, x4 gave a n umber of reduction formulae which a l l o w F 1 to be expressed in terms of simpler functions when its arguments are subject to various constraints. In particular, Appell gave formulae for F 1 ; ; 0 ; ; y;ty; and F 1 ; ; 0 ; + 0 ; y;z in terms of Gauss's hypergeometric function. These reduction formulae for F 1 , and various transformations between F 1 and Appell's three other hypergeometric functions of two v ariables y and z, commonly denoted F 2 ; F 3 and F 4 , can be found in many places 5, 6 , 8 , 1 0 , 2 8 . Some of the main results of this paper are the formulae 9 and 11 stated below, as well as their generalization stated throughout the paper. These duplication formulae for the Appell function F 1 are reductions in the special case when = 2 and 0 = , w h i c h do not seem to appear in the classical sources. For all complex ; ; y with jyj 1=2 Section 2 derives this formula, explains its close relation to the well known duplication formulae for the sine and gamma functions, and gives a generalization to one of Lauricella's multiple hypergeometric functions. In view of 4, the case = + is an algebraic function of y for each and each positive i n teger d. F ormula 10 is the particular case z = y=y ,1 of another duplication formula for F 1 which w e learned from Ira Gessel: for all complex ; y; z with jyj 1 a n d jzj 1 In the process of trying to understand 9-11 we realized that our approach g i v es more general results. Examples are 26 and 28. The referee pointed out a di erent w ay t o p r o ve 9-11. His proof is in Section 8. 3 Formula 10 and related topics We rst start with Gessel's proof of formula 11. Gessel argues that formula 11 can be obtained by taking the average of the following two formulas: The hypergeometric function in the above expression is algebraic as can be seen from the Pfa -Kummer transformation 6. The nal result is It is clear from this formula that the choice 0 = k+1+ =2, so that = ,k+ =2, k = 1 ; 2; : : : , k j + 1 =2, and the Pfa -Kummer transformation 6 reduce the F 1 in 30 to an algebraic function.
We take this opportunity to add that a general useful identity which generalizes 6 is the j e n;i j where e n;i := bU n;i , bU n;i,1 34 for U n;1 U n;2 U n;n the uniform order statistics obtained by putting the n uniform random variables in increasing order, and U n;0 = 0 ; U n;n+1 = 1 . I n 2 4 the distribution of The formula for EV n is easily checked as follows, by conditioning on the U ni . I t i s w ell known that the Brownian bridge b has exchangeable increments, and that the spacings n;i := U n;i , U n;i,1 for 1 i n + 1 are exchangeable 2 . It follows that in the sum 34 de ning V n the n + 1 t e r m s j e n;i j are exchangeable. Combined with the consequence of 33 that e n;1 d = q U n;1 U n;1 Z 37 where U n;1 := 1 , U n;1 , a n d Z is a standard Gaussian variable independent o f U n;1 , s o EjZj = r 2 ; EZ 2 = 1 ; 38 the exchangeability of the j e n;i j allows the following evaluation:
EV n = n + 1 Ej e n;1 j = n + 1 E q U n;1 U n;1 EjZj = n + 1 n , 3 2 ,n + 1 2 ,n + 2 r 2 which reduces to the expression for EV n in 36.
It is not so easy to check the evaluation of EV 2 n in 36 by the same method. Rather, this method yields an expression for EV 2 n which when compared with that in 36 leads by a remarkable sequence of integral identities to the evaluation of Euler integral presented in the introduction as 1, an example is 57. It might also be interesting to explore the integral identities implied similarly by 35 for n = 3 ; 4; : : : , but these appear to be much more complicated.
By the same considerations of exchangeability
j e n;i j ! 2 = n + 1 E e 2 n;1 + n + 1 nEj e n;1 e n;2 j: 39 Now b y 3 7 n + 1 E e 2 n;1 = n + 1 , EU n;1 U n;1 EZ 2 = n + 1 n n + 1n + 2 = n n + 2 40
and by a straightforward extension of 37 Ej e n;1 e n;2 j = E jX n j q n;1 n;1 jY n j q n;2 n;2 41 where x := 1 , x and X n ; Y n is a pair of random variables which g i v en n;1 and n;2 has the standard bivariate normal distribution with correlation EX n Y n j n;1 ; n;2 : = , s n;1 n;2 n;1 n;2 : 42 Here n;1 and n;2 have the same joint distribution as min 1in U i and 1 , max 1in U i for independent uniform 0; 1 variables U i . F or n 2 this means P n;1 2 dx; n;2 2 dy = nn , 11 , x , y n,2 dx dy x; y 0; x + y 1: 43
The expectation in 41 can be evaluated with the help of the following lemma: 
49
The computation in 41 can now be continued by conditioning on n;1 ; n;2 and applying 42 and 45 to evaluate Ej e n;1 e n;2 j = 2 E q n;1 n;2 n;1 + n;2 + 2 E n;1 n;2 arcsin s n;1 n;2 n;1 n;2 ! 50 where x := 1 , x. By 43, the rst term is a Dirichlet integral, which is easily evaluated as 1 2 n , 1 2 =n , 1 2 3 , where m is the rising factorial with m factors. Substitute this in 50, then 50 and 40 in 39, and compare with 36 to deduce that for each n = 1 ; 2; : : : 2 E n;1 n;2 arcsin s n;1 n;2 n;1 n;2 ! = 33n 2 + 3 n , 1 8n + 1 2 n , 1 2 3 : 51
If n = 1 then 1;1 = 1;2 = U say has uniform distribution on 0; 1, and 51 reduces to the elementary evaluation EU U = 1 =6. For n 2 set p = n , 2. In view of 43, the identity 51 with both sides divided by nn , 1 In view of 43 for n = 2 and its consequence that 2;3 = 2;1 + 2;2 has probability density 21 , z a t z 2 0; 1, it follows from the above discussion that the function fz=1 , z c a n be interpreted as follows as a conditional expectation: for 0 z 1 ; ; x for = 1 ; 2; : : : , the next few of which a r e I ; x in terms of algebraic functions for d = 0 ; 1; 2; : : : . F or some , as in the case for = 5 2 as illustrated above, it is also possible to work backwards using 63 to get algebraic expressions for I ; + d + de nes a positive function of u 2 0; 1 which can be normalized to de ne a probability density on 0; 1, which w e shall call a generalized b eta density. As noted by Exton 10, x7.1.1 , the integral representation 20 of the Lauricella function F n D implies that this function appears in the normalization constant and in formulae for the moments of this family of distributions on 0; 1. The functions in 70 are weight functions for orthogonal polynomials which generalize Jacobi polynomials. These weight functions are referred to as generalized Jacobi weights 22 .
The following discussion concerns a particular one-parameter sub-family of this multiparameter family of distributions on 0; 1, which is related to the duplication formula 9 for the Appell function The graphs illustrate the following facts which are easily veri ed by calculus. For each 0 y 1 the density f y is convex and symmetric about 1=2, with maximum value 1, where is a random sign, equally likely to be +1 or ,1, independent o f U. B y s y m m e t r y , U y has mean 1=2 for all y. T h e v ariance of U y is found by i n tegration using 76 to be EU y , When = + 1 =2 in Theorem 2, the generating function 84 85 implies 11. Another special case is to choose z = y=y,1 but keep general subject to restrictions that make t h e integrals and sums involved converge. This choice makes y + z , yz = 0 and hence Z = ,1. which is equivalent to 9 through the Pfa -Kummer transformation 6.
The same cases = + 1 =2 o r z = y=y , 1 are of interest in the second formula of The referee has kindly pointed out that formulas 11 9 can be proved in a more direct and simpler way. We left our original proofs in the body of the paper because they also prove generalizations of 11 9, as we s a w in the previous sections. The referee's proof is interesting, brief, and provides an alternate explanation of the source of Gessel's formulas. The referee's master formula is Observe that if z = y=y , 1 then the argument i n t h e 3 F 2 vanishes and we obtain 
