Abstract
Introduction
Under ideal conditions, adaptive beamforming improves output signal-to-interference plus noise ratio (SINR) in comparison with the one in conventional phased arrays. However, the performance of the array can be severely deteriorated when pointing and calibration errors occur for the adaptive array using the determination steering vector. The errors make the desired signal been treated as interference to be cancelled. Many techniques have been presented to alleviate the effect of pointing errors [1] - [4] . It is known that applying linear constraints to the linearly constrained minimum variance beamformer (LCMVB) may increase the output noise power in array signal processing [5] . On the other hand, diagonal loading has long been used as a means to improve the robustness of the beamformer against mismatch in both the desired steering vector and the data autocorrelation matrix. It has been shown that minimum variance beamformers incorporating quadratic constraints or some degree of uncertainty at the steering vector can be interpreted in terms of diagonal loading [6] - [8] . As for mismatches in the autocorrelation matrix, diagonal loading has traditionally been proposed to speed up the convergence of the minimum variance distortionless response beamformer by reducing the number of observations needed to achieve convergence [9] , [10] . The LCMVB sets up a quadratic constraint on the weight vector, which can improve the robustness to pointing errors and to random perturbations in sensor parameters [11] . The optimal solution to the LCMVB optimization problem with a quadratic inequality constraint is equivalent to add a constraint to all the elements of the diagonal of the data autocorrelation matrix to improve the robustness of the beamformer against mismatches. To use a variable loading (VL) recursive least squares (RLS) algorithm, termed VLRLS algorithm, the amount of loading has been derived as a closedform solution on the data autocorrelation matrix [12] . The weight norm constraint is a good choice to promote the beamformer's robustness performance and convergence speed, but it is still at the expense of further increase in additional computational load for large antenna array systems especially.
Two techniques have been presented to alleviate the abovementioned drawback for using large antenna array systems. The first is partially adaptive processing technique [13] - [15] which uses fewer adaptive weights than the number of available degrees of freedom for adaption. The benefits of partially adaptive processing technique are reducing the required computational load and increasing the convergence speed. To ease the computational load, partially adaptive implementation is suggested as an alternative in which the processing dimension is reduced by decreasing the effective rank of the beamformer [14] . However, performance of interference cancellation usually degrades due to the decrease in the number of degrees of freedom [13] . The second technique is subarray processing technique which divides an adaptive weight into several subweights [16] . Each of the subweights adjusts its own adaptive weights independently. However, it has been shown in [16] that this technique is effective and is capable of producing the output performance similar to that of the original beamformer. The drawback of the subarray technique that the number of sensors of the smallest subarray should be greater than the number of interferers limits the further decreasing in computational load. Besides, in the large pointing errors case the diagonal VL scheme of RLS algorithm still shows the low output SINR performance due to the desired signal cancellation effect. On the other hands, a subarray RLS method with a generalized sidelobe canceller (GSC) was presented in [17] . The subarray weights are used to reconstruct the original weight, which gains the advantages of faster convergence rate, less computational load, and much less sensitivity to the pointing errors. However, the main drawback of [17] is the uncertainty of dynamic estimate modeling error (DEME) due to the estimate error of reference signal coming from using all other instantaneous subweights to replace all steady-state ones during adaptation [18] , especially in a large pointing error existing. In this paper, we combine the GSC-based subweight approach [17] and the VLRLS algorithm [12] , termed the VLRLS-based algorithm, which can reduce the computational burden due to the VL term of the VLRLS algorithm and overcome the DEME caused by the subweight partition approach. The partition subweights of the proposed algorithm can be adjusted in each adaptation process. Therefore, the proposed beamformer has robust capabilities due to the fact that it can adaptively adjust the values of loading to achieve better output SINR performance. Simulation results show that the VLRLS-based algorithm provides more robust capabilities than the VLRLS and RLS-based algorithms. 
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where i a is the 1 L  array response vector of the ith user, ( ) i s k is the kth signal sample transmitted by the ith user assumed to be complex Gaussian process with power  is a constant given by
 a R a . The GSC is a useful structure of LCMVB that allows an unconstrained adaptive algorithm to be implemented to solve the constrained optimization problem. The array weight w is decomposed as ) 
be the output data of quiescent section of the beamformer and the signal blocking matrix, respectively. Using this decomposition, the LCMVB optimization problem can be reformulated as an unconstrained optimization problem for finding the adaptive weight a w :
The optimal solution ao w for (3) is given by
where
LCMVB with Quadratic Norm Constraint
The LCMVB is generally sensitive to the mismatch between the presumed and actual characteristics of signal or array configuration. Eq. (2) can be incorporated with a quadratic inequality constraint on w by limiting the norm of the form
to improve the LCMVB's robustness to pointing errors and to random perturbations in sensor parameters [11] , [12] . In the GSC structure, it leads to the equivalent inequality constraint on a w : || || q   w . The optimal solution to the LCMVB optimization problem with a quadratic inequality constraint is
where I denotes the diagonal loading term. And, the optimal adaptive weight, w denotes the quadratically constrained weight. Therefore, a w can be rearranged as
For small  , the term 
w  does not satisfy the norm constraint, (i.e., 2 2 || || a   w  ), we can solve for  by plugging (7) into the inequality constraint and solving the equality equation
, and Re{ } x denotes the real part of x.
According to [12] , the optimal loading level is
Wiener filter implementation of the LCMVB, the capability of the robustness to against mismatches is data dependent. The insufficient statistical data will seriously degrade its performance under the existence of mismatches even when diagonal loading is imposed. In the GSC structure, the form of approximate a w in (7) provides straightforward solution for implementing the inequality quadratic constraint with RLS updating [12] . A diagonal VL term is incorporated at each step, and the optimal amount of loading is found from the closed-form solution to a quadratic equation. The algorithm is summarized in Table 1 . It can improve the beamformer's robustness performance, but it is still at the expense of further increase in additional computational load. 
VLRLS-Based Beamforming

LCMVB with Quadratic Constraint and Subweight Partition
In this subsection, the solution of (6) with subweight partition approach [17] is derived to implement the efficient GSC-based adaptive beamforming technique with subweight. It has been demonstrated that the uniformly partitioned weight can offer fast convergence rate, less sensitivity to pointing errors, and less computational complexity. Let the ( 
Substituting the partitioned z R and z p into (4), the optimal weight 1 2 [ , , , ]
For using subweight partition, a w is rewritten as 
1, 2, , .
Let i w  is the partitioned weight without a quadratic constraint given by (9) and i w denotes the quadratically constrained subweight in (11) . Rearranging (11), we have (14) that satisfy the quadratic constraint. According to the suggestion of [12] , the smaller one of the two values is to be selected as an acceptable solution which can provide better performance. If 
VLRLS-Based Algorithm
The aforementioned RLS updating with constrained VL scheme still has its drawback on much more computational complexity than conventional RLS algorithm. According to the technique of [17] , it is confirmed that the computational load can be reduced for choosing reasonable subweight numbers. It is easy to derive a VLRLS-based algorithm for computing the subweights. The VLRLS-based algorithm iterates as follows. First, the unconstrained RLSbased algorithm for computing the subweight i w is given by
( 1) ( ) ( ) ( ) ( 1) ( )
where  denotes the forgetting factor and 0 
Computational Complexity
In this subsection, the computational complexity required by the VLRLS-based algorithm is evaluated. Since the blocking matrix B is fixed and the blocked signal can be computed with specialpurpose high-speed hardware, we ignore the computational complexity of the blocked signal z. Assume that the weight is divided into M subweights and the size of ith subweight i w is i N . Based on the VLRLS-based algorithm, computing each ( ) 
. For comparison, we also provide the CM requirements for the RLS, RLS-based, and VLRLS algorithms. Briefly, the numbers of CM are listed in Table 2 . It is seen that the proposed algorithm requires almost very close to the least CM number required as RLS-based technique. T  w [12] . The partitioned norm constraint of the VLRLS-based algorithm is set to 2 2 (1/ ) || || i q M   w . The average of 100 independent runs are adopted for each example. 
Example 1:
We perform the example to illustrate the effectiveness of the proposed VLRLSbased algorithm in the presence of pointing error. A desired signal with signal-to-noise ratio (SNR) = 5 dB is impinging on the array with direction angle = 3  . For comparison, the results under correct steering are also provided. Figure 1(a) shows the output SINR in dB versus the number of snapshots. It is clear that the RLS algorithm has a steady decrease in output SINR, indicating the loss of effectiveness. We can also find that using the proposed VLRLS-based algorithm leads to a relative faster convergence rate, which can lessen the computational load for the VLRLS algorithm [12] . The resulting beampatterns of using the RLS-based algorithm of [17] and the proposed algorithm are shown in Figure 1(b) . For fair comparison, 3000 data snapshots are used to obtain simulation results. DEME of the RLS-based algorithm thus increases the serious side effect that means considerable noise enhancement. It is seen that the VLRLS-based algorithm with a subweight also can maintain the mainlobe and null the interferers correctly in adaptation. Note that the unit gain constraint of the steering angle 0 d    is preserved for both algorithms. And, the proposed algorithm also has a smaller noise gain than the RLS-based algorithm of [17] in the presence of pointing error. Figure 2(a) depicts the sensitivity in terms of the output SINR versus the pointing errors under the input SNR = 5 dB, whereas Figure 2(b) shows the output SINR versus the input SNR under pointing error = 3  . These figures show that the proposed algorithm possesses much more robust capabilities than the RLS-based and VLRLS algorithms in the presence of pointing error. . We note the VLRLS-based algorithm is much more robust than the RLS-based and VLRLS algorithms in the presence of position perturbations and gain perturbations with mutual coupling.
Conclusion
This paper has presented a technique for VLRLS-based array beamforming with robust capabilities. Since the design criterion is based on a quadratic inequality constraint, the proposed VLRLS-based algorithm is less sensitive to the uncertainty in DEME resulting from subweight partition and also achieves less computational load and fast convergence rate. Computer simulations have demonstrated the effectiveness of the proposed method.
