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Abstract
Anterior segment of eye mainly consists of Cornea, Anterior Chamber, Iris and Lens.
The anatomy of these optical structures will determine the quality of vision and
nature of eye. So imaging and image analysis can be used in the diagnosis of the
eye. In this thesis three problems are addressed one on imaging system design and
another two on image processing.
In the first problem, Design of continuous zoom slit lamp camera, an imaging sys-
tem with continuous zoom is designed with constraint to be compatible with discrete
zoom system. From paraxial analysis it is found that optimal choice of the lenses
will improve the magnification range of the continuous system. By using the optical
simulation software (Optics studio, Zemax), complete real lens model is designed and
the resultant system is having spot size within the diffraction limit, distortion is less
than 1% and very less aberration values throughout the zoom range.
In the second problem, Automated 3D modeling and quantification of cornea graft
detachment post DSAEK based on AS-OCT images, an image processing methodol-
ogy is developed to detect the detachment region between donor lenticule and host
Cornea, detect nature of detachment (communicative or non-communicative) and
form complete 3D of the Cornea using AS-OCT images of after DSAEK operation.
Statistical analysis are performed to check the accuracy of proposed methodology, it
is found that the algorithmic values are closely following the manual values.
In the third problem, Automated anterior chamber depth detection using Pen-
tacam camera images, an image processing methodology is developed to detect the
depth of the anterior chamber not only at central location but also at different lo-
cations. In order to aid the complete 3D anterior chamber and 3D depth profile
formation in future, Pentacam images are first segmented and depth values are cal-
culated.
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Chapter 1
Introduction
Anterior segment of eye:imaging and image analysis, is a study of techniques used for
the diagnosis of the eye. In particular, in this thesis we restrict ourselves to anterior
segment of human eye. Considering the anatomy of human eye, the entire eye can be
split into two halves: anterior segment and posterior segment. Anterior segment of
eye mainly consists of Cornea, Anterior chamber, Iris and Lens. The shape, structure
and relative position of these optical structures play a vital role in the quality of vision
and overall health of the eye. Accidents, diseases and perhaps surgeries may change
these optical structures. So imaging and image analysis can play an important role
in their diagnosis. In this thesis, the following problem are addressed,
Imaging :-
1. Design of continuous zoom slit lamp camera
Image analysis : -
2. Automated 3D modeling and quantification of cornea graft detachment post
DSAEK based on AS-OCT images
3. Automated anterior chamber depth detection using Pentacam camera images
The first problem, ”Design of continuous zoom slit lamp camera”, concentrates
on designing a continuous zoom slit lamp camera, incontrast to well-established slit
lamp cameras having only discrete zoom. The continuous zoom design, not only aid
the clinicians in choosing the region of interest precisely but also overcomes the chin
rest positioning with the addition of auto focus objective lens. Towards this, we make
an attempt to desing the complete bio microscope using optical simulation software,
Zemax and compare the optical parameters: spot radius and aberration plots.
The second problem, ”Automated 3D modeling and quantification of cornea graft
detachment post DSAEK based on AS-OCT images.”, aims to identify detachment
location in the Cornea, nature of detachment (communicative or non-communicative)
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in post DSAEK surgery and generating complete 3D profile of donor, host and de-
tachments. The progress of movement in donor graft away from the host Cornea
helps clinicians for better diagnosis. The images of cornea are acquired using AS-
OCT imaging system. The algorithmic results will be compared with the manual
results using statistical analysis.
The third problem, ”Automated anterior chamber depth detection using Penta-
cam camera images.”, is an image processing problem. Rather than calculating the
depth at central location of the Lens using special equipments like Lasers, in this
study the anterior chamber depth will be calculated at different locations by using
only the images of Pentacam camera. In our method we propose to calculate the
depth at different locations and also form a complete 3D of anterior chamber with
corresponding depth profile. To meet these requirements, all the parts of the eye will
be segmented separately and then depth calculations will be performed.
2
Chapter 2
Zoom Slit Lamp Design
The slit lamp camera, well-established opthalmologic device, mainly used for the
analysis of the anterior segment of eye. Most of the slit lamp cameras available in the
market are having discrete zoom (step wise). Having continuous zoom over discrete
will always helpful. In the long run, by adding the auto focus lens to the continuous
zoom slit lamp camera, we can overcome the requirement of keeping the head in chin
rest chamber. Designing a continuous zoom system without losing the image quality
and also to be compatible with the well-established slit lamp model is the main aim
of this study. By starting with paraxial modeling of afocal system, complete bio
microscope is designed in this study using the optical simulation software zemax .
2.1 Introduction
The slit lamp camera, well established opthalmologic device, mainly used for the
analysis of the anterior segment of eye. It is an instrument consisting of a high-
intensity light source that can be focused to shine a thin sheet of light on the eye. It
is used in conjunction with a bio microscope for the observation of the eye through it.
The slit lamp camera is used to examine the anterior segment of eye i.e. Cornea, Iris,
Lens and Anterior chamber. It is also used for extra ocular analysis i.e. observation of
eye lids and Caruncle. It can be extended for posterior segment and iridocorneal angle
observations. The electronic documentation of the patient’s condition is increasing
its importance. So the present slit lamp cameras are interface with computers for the
electronic documentation.
The main aim of this study is to design a continuous zoom slit lamp camera. The
main motivation is that the observer can select the region of his interest without any
compromise. And also in future, by adding the auto focus lens, can overcome the
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requirement of chin rest chamber i.e. the patient need not to bend his head and keep
his head in the chin rest chamber.
A zoom system is generally considered to consist of three parts: the focusing,
zooming and fixed parts. The focusing part is placed in front of the zooming part
to adjust the object distance. The zooming part is literally used for zooming and
the fixed rear part serves to control the focal length or magnification and reduce the
aberrations of the whole system. Several of the published papers [1–5] concerning
zoom have concentrated on the first-order zoom design. Generally zoom systems
are considered to be focal in nature i.e. having the non infinity focal length values.
The zoom system are expressed in terms of their focal length range or magnification
range. An afocal zoom system [6, 7] is nothing but a zoom system which is having
infinity focal length through out it’s zoom range. Generally an afocal zoom system
is expressed in terms of it’s magnification range. An afocal zoom is simply a focal
zoom system without the fixed rare part.
In this study, a different approach is used to design a continuous zoom slit lamp
camera, i.e. rather than designing the complete imaging model (bio microscope), the
idea is to replace the circular drum, which is accounting for the discrete zoom, with
a continuously varying zoom lens model. So essentially need to design afocal system
with continuously varying magnification, which is compatible with the existing model.
The report starts with a paraxial modeling of afocal system and then converted into
real lens model. For designing the real system, each paraxial lens is replaced with a
triplet as motivated by cookes triplet design (The Cooke triplet lens was first invented
in 1893 (see British Patent Nos. 15,107 and 22,607, and U.S. Patent Nos. 540,122
and 568,052) ) because triplet will have enough number of parameters to overcome all
the 3rd order aberrations [8]. The same procedure is applied for the complete imaging
system design. Optical simulating software Zemax Optics studio (version 15.5) and
matlab are used for this study.
The rest of the chapter is organized as follows.Section 2 presents the problem state-
ment, Section 3 details the proposed methodology. Subsequently, Section 4 presents
experimental results. Finally, Section 5 concludes the work with discussion.
2.2 Problem statement
Traditional slit lamp cameras are having discrete zoom (stepwise) optical system.
Designing an alternative continuous zoom system without losing the image quality
and also to be compatible with the well-established slit lamp model.
4
(a) (b) (c)
Figure 2.1: Detailed illustration of Kepler’s telescope formation : (a) Converging lens
is focusing parallel rays at focus, (b) when point source is at the focal length of a lens
and (c) Kepler’s telescope as the combination two converging lenses.
2.3 Methods
In order design a continuous zoom slit lamp camera or any other optical device,
there exists a particular procedure to meet the requirements in an efficient way. The
procedure can be divided into the following steps,
1. Parameter extraction
2. Parxial design and analysis
3. Real lens design and analysis
In order to understand the parameters and lens design procedure, it is better
to know about basics of optics. Here we are presenting the basic information to
understand this project, it is advised to know more about optics [9–11]. Lens is an
optical device which works the principle of refraction. Lenses are mainly classified into
two types, one is converging lens and other is diverging lens. When collimated light
(parallel rays of light) enters into a converging lens, the light will get refracted and
converge at the location, which is know as focal point and the distance from lens to
that point is known as focal length(Fig. 2.1(a)). The reverse should also hold good, i.e.
when diverging light fall on a lens from a point source which is at focal length distance
from the lens, then the light ray will be collimated after refraction(Fig. 2.1(b)). On the
other hand, the diverging lens will diverge the rays after refracting through the lens,
but when elongate these diverging rays in the opposite direction, they will converge
at a point which is known as the focus(Fig. 2.2(a-b)).
Both converging and diverging lenses are considered as focal systems, as they have
a focus at a finite distance. Whenever a system doesnt have any focus, such system
is known as afocal system. The focal length is considered as infinity and both the
input and output rays are collimated in nature. It can be achieved by placing a lens
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(a) (b) (c)
Figure 2.2: Detailed illustration of Galilean’s telescope formation : (a) Diverging lens
is focusing parallel rays at focus (when elongated), (b) when point source is at the
focal length of a lens and (c) Galilean’s telescope as the combination converging lens
and diverging lens.
at focal length distance from the focus of an another lens. When both the lenses are
converging lenses (Fig. 2.1(c)), which is well known as an Kepler telescope. Later by
placing the diverging lens and converging lens at a separation of sum of their focal
lengths, Galileo invented non inverting telescope(Fig. 2.2(c)).
For deciding the specifications, we are using the Carl Zeiss company discrete zoom
slit lamp camera (SL 120 Slit Lamp) as reference. The main reason for choosing this
over few continuous zoom slitlamp cameras is that as discrete system will always have
better performance over the continuous once because the number of variables are more
in discrete system over the continuous system. Reference slit lamp camera is show in
the figure 2.3(a). Here we are going to concentrate on the bio microscope(highlighted
in red box) and equivalent ray diagram is also shown in figure 2.3(b). If we consider
the bio microscope from right to left, first part is objective lens, generally we place
the patient eye at the focal plane of the objective lens which means the working
distance of the system is the focal length of the objective lens. This objective lens
will collimate the rays form the object(patient eye). Then these rays will pass though
the afocal system, i.e. which will allow collimated rays and sends out collimated ray
by changing their magnification. The final part is the eyepiece, which will focus the
rays on the retina of the observer.
Here the variation of the magnification is due to the cylindrical drum(Fig. 2.4(a-
d))(Fig. 2.3 and Fig. 2.4 are taken from user manual of the device SL 120 Slit Lamp,
Carl Zeiss.), by rotating which we are changing the magnification. By rotating the
drum, we are essentially changing the afocal system present in the bio microscope.
The Galilean system with telecentric optical path is used as the drum like structure.
In this model, two gelian telescopes are there which are arranged in a telecentric
fashion in a drum like structure. When the drum is rotated one among them will
6
(a) (b)
Figure 2.3: Bio microscope: (a) Bio microscope of the Slit lamp camera (red box)
and (b) Ray diagram diagram of Bio microscope.
(a) (b)
(c) (d)
Figure 2.4: Discrete zoom system :(a) Rotation drum in slit lamp (red box), (b) Ray
diagram diagram of Bio microscope with afocal system introduced by rotation drum,
(c) Rotation drum and (b) Galilean system with tele-centric optical path.
come into the optical path. Let Msys be the magnification of the system without any
7
Table 2.1: Existing discrete zoom system parameters.
afocal lens in the optical path. Let M1 be the magnification of the afocal system, then
the resultant magnification of the entire system is Msys*M1. By rotation the drum
180 degrees, the afocal system with magnification M will become afocal system with
magnification 1/M.
So two afocal systems in the cylindrical drum will results in 5 magnifications (front
2, reverse 2 and without any system in the optical path). The magnification values of
the given system are shown in table 2.1 . The minimum magnification of the afocal
sytem is 0.4 and the maximum of that is 2.5. the total afocal system length is 80mm
and diameter of the opening of the rotating drum is 30mm. The targeted continuous
zoom system should have the minimum magnification range of 0.4 - 2.5 mm with an
opening diameter of 30mm and maximum total system length of 80mm.
The magnification(M) of an afocal system is given by
Magnification(M) = −1X
focal length of objective
focal length of eyepiece
. (2.1)
The separation distance between lenses must be equal to the sum of focal lengths
of objective lens and the eyepiece. In case of Keplerian model, both the lenses are
having positive focal lengths where as in case of Galilean type system, one is having
positive focal length and the other is having the negative focal length. So the total
length of the system is less incase of Galilean system. So we are using the Galilean
type afocal system as the base for the formulation of continuous zoom system. The
magnification of the Galilean type system can be varied by either varying the focal
length of objective lens or the eyepiece.
Mvariable = −1X
(focal length of objective)variable
(focal length of eyepiece)
. (2.2)
Or
Mvariable = −1X
(focal length of objective)
(focal length of eyepiece)variable
. (2.3)
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Figure 2.5: Proposed 3 lens afocal system.
The focal length of any lens can be varied by formulating the lens as the com-
bination of lenses with saparation, by varing the separation between the fixed focal
length lenses, the effective focal length can be varied.
Let F1, F2 and F3 are the focal lengths of the 3 lenses and their respective powers
are K1, K2 and K3 (lens power is the reciprocal of it’s focal length). Let d1 be the
distance between the lens - 1 and the lens - 2 and d2 be the separation of between
system lens - 2 and lens - 3. The same arrangement of the lenses is shown in the
figure 2.5. Assume that second and third lens are forming a single lens component
(K23), whose power is given by
K23 = K2 +K3 −K2K3d2. (2.4)
The magnification (M) of such system is given by
M =
(Image height)
(Objective height)
= −
F1
F23
. (2.5)
The afocal condition need to be maintained through out the zoom range of system,
i.e. the separation must be equal to the sum of the focal lengths.
D = F23 + F1 = d1 + δ. (2.6)
Where
δ = d2
F23
F1
(2.7)
by rearranging the above equations, the distance d1 and d2 can be expressed as
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d1 = F1 + F2 +
F1F2
MF3
(2.8)
d2 = F2 + F3 +
MF2F3
F1
(2.9)
The above equations can be written as
d1 = a1 +
b1
M
(2.10)
d2 = a2 +Mb2 (2.11)
where
a1 = F1 + F2
a2 = F2 + F3
a1 = F1 F2 / F3
and a1 = F2 + F3 / F1
Now by moving a1 and a2 to the left hand side and multiplying both the equations
will results in
(d1 − a1)(d2 − a2) = b1b2 = F2
2 (2.12)
Which is noting but the rectangular hyberbola. That rectangular hyperbola will
represent the variation of magnitude M w.r.t. d1 and d2. The hyperbola curve will
cut the axes at
Mx = −
a2
b2
at d2 = 0 (2.13)
My = −
b1
a1
at d1 = 0 (2.14)
The optimal choice of lens focal lengths(F1, F2 and F3) must be chosen in such a
way to achieve the following requirements,
1. d1 and d2 are always positive through out the magnification range.
2. System should have positive magnification (b2 >0).
3. Total system length is less than or equal to 80 mm.
4. Magnification range (Mx - My) is maximized.
After choosing the optimal lenses, we can replace the paraxial lenses with the
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triplets and do the optimization for the final real lens model using the optical simu-
lation software Zemax.
2.4 Results
By using Particle Swarm Optimization, the optimal choice of the lenses is found to
be
F1 : 80
F2 :-20
F3 :80
Maximum magnification 3.00
Minimum magnification 0.34
Magnification - 9X
The moments of the lenses (d1 and d2), the respective magnification value of the
system and the total system length is shown in the figure 2.8. The same system is
simulated in Zemax using paraxial lenses, the moment of the lenses and respective
magnified images are shown for 3 different configurations in the figures 2.6(a-c) and
2.7(a-c).
Now all the lenses are replaced by real triplets and the complete system is op-
timized for 52 different configurations (means different combinations of d1 and d2)
using multi configuration window in Zemax. The resultant system Lens data editor
window is shown in the figure 2.12. Moment of the lenses(fig. 2.9) and respective
magnified images(fig. 2.10) are shown for 3 different configurations. The values of the
separations and magnification are shown in the following figure 2.11 for 14 configura-
tions.
Now the complete bio microscope is designed by placing the eyepiece lens at the
end of the system. For eyepiece 80 mm lens is used. Now the complete system is
optimized using multi configuration window. Along side the resultant lens arrange-
ments and magnified images for 3 configurations , distortion plots, Seidel aberration
plots and spot diagrams are shown in the figure.
It is observed from the results that the distortion values of the complete bio
microscope are less than 1% in all the configurations, spot size is also with in the
diffraction limit and Seidel aberration values are very less for the complete system.
Which are the most desired parametric values that one will target while designing a
optical system.
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(a)
(b)
(c)
Figure 2.6: Moment of the lenses in afocal system.
2.5 Discussion and future work
The current problem is focused on the designing of continuous zoom slit lamp camera
to replace the well established discrete zoom systems. The parameters of the dis-
crete zoom system are extracted and by keeping these parameters as the final targets
zoom system is designed. The key idea behind the design of the continuous zoom is
varying the focal length of the second lens of Galilean system by making this lens
as the combination of two lenses with variable separation. 3 lens afocal system is
formulated and the optimal values of the focal lengths found by using Particle Swarm
Optimization. It is found that this system is having more magnification range (9X)
than the existing discrete system (6.25X). By using the optical simulation software,
the afocal system is design in paraxial domain. Then each lens is replaced by using
triplets and optimized using multi configuration window.
Complete bio microscope is designed by adding a eyepiece to the existing afocal
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(a)
(b)
(c)
Figure 2.7: Variation of the magnification of Images with zoom.
system. It is observed from the results that the distortion values of the complete
bio microscope are less than 1% in all the configurations, spot size is also with in
the diffraction limit and Seidel aberration values are very less. Which are the most
desired parametric values that one will target while designing an optical system.
Though the current study results are good, there are few more optical parameters
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Figure 2.8: The variation d1, d2 and total system length as a function of magnitude.
(a)
(b)
(c)
Figure 2.9: Moment of the lenses in afocal real lens system.
like Modulation Transfer Function, Chromatic Focal shift and Point Spread Function
need to be considered in the optimization criteria.
In future, the optimization of choice of the real lens parameters (radius of cur-
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(a)
(b)
(c)
Figure 2.10: Variation of the magnification of Images with zoom.
vature, thickness, material and number of lenses) by considering more optical pa-
rameters will make the design realistic. Quality assessment, comparison with other
zoom systems and real time design will follow the optimization. Finally, the addition
of auto focus lens (readily available) as objective lens to the completely optimized
system will remove remove the chin rest position of the patients.
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Figure 2.11: The variation d1, d2 and total system length as a function of magnitude.
Figure 2.12: The variation d1, d2 and total system length as a function of magnitude.
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(a)
(b)
(c)
Figure 2.13: Moment of the lenses with zoom.
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(a)
(b)
(c)
Figure 2.14: Variation of the magnification of Images with zoom.
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(a)
(b)
(c)
Figure 2.15: Variation of the grid distortion of Images with zoom.
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(a)
(b)
(c)
Figure 2.16: Variation of the seidel diagrams of Images with zoom.
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(a)
(b)
(c)
Figure 2.17: Variation of the spot diagram of Images with zoom.
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Chapter 3
Corneal OCT Analytics
In current ophthalmological practices, assessment of graft condition post Descemet’s
stripping automated endothelial keratoplasty (DSAEK) is performed qualitatively
using few (four) anterior-segment optical coherence tomography (AS-OCT) radial B-
scans. From those scans, clinicians need to mentally synthesize the graft in 3D, and
estimate its overall condition. In contrast, quantitative representation of 360◦ thick-
ness profile would facilitate better visualization of graft condition, and hence medical
decision making. Consequently, clinicians seek to quantify potential detachments in
3D from the aforementioned sparse B-scans. Against this backdrop, aiming to as-
sist doctors in making an accurate postoperative assessment, we attempted at 3D
visualization and quantification of donor lenticule separation (DLS) using only four
AS-OCT radial B-scans. It is collaborative work with Kiran Kumar Vupparaboina,
a version of it is present in his thesis.
3.1 Introduction
Endothelial keratoplasty (EK) has largely replaced penetrating keratoplasty (PK) as
the surgery of choice for diseases exclusively involving the endothelium of the cornea
[12]. This transition has marked a significant leap in corneal transplantation proce-
dures because EK replaces only the damaged tissue/layer, while preserving the healthy
corneal tissue in the recipient cornea. Further, EK tends to achieve superior spectacle
corrected visual outcomes, fast recovery, fewer instances of graft rejection and higher
patient satisfaction. Among various EK procedures, Descemets’ stripping automated
endothelial keratoplasty (DSAEK), a minimally invasive partial thickness corneal
transplantation procedure, which replaces diseased tissue with a thin donor graft
(lenticule) of posterior corneal stroma, Descemet’s membrane and endothelium, is
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widely performed. In particular, DSAEK is performed for treating diseases including
Fuchs endothelial dystrophy, pseudophakic/aphakicbullous keratopathy, pseudopha-
kic corneal edema, trauma following glaucoma surgery, failed corneal graft and irido-
corneal endothelial syndrome [12–14]. Despite its advantage, DSAEK too sometimes
lead to complications. The most common one in the early postoperative period is
graft dislocation or detachment, with reported dislocation rates varying from 0% to
82% and with an average of 14.5% [15]. Usually graft dislocation is detected within
the first day or two, however occasionally the detection may occasionally take several
weeks [16]. Initial graft attachment can be impaired by a full-thickness graft edge
from a decentered trephination, or by surgical trauma that temporarily or perma-
nently reduces endothelial cell function, or in adequate intraoperative air tamponade
or leaky wounds/postoperative hypotony or rubbing or squeezing the eye in the early
postoperative period [16,17]. Detached grafts can reattach spontaneously, or be reat-
tached by repositioning the graft and injecting an air bubble intra-camerally, in a
process called re-bubbling [18].
In making clinical judgement, the detachment profile plays an important role.
The detachment can be communicative (i.e., in contact with aqueous humor) or
non-communicative (i.e., not in contact with aqueous humor). Such categorization
assumes clinical significance because non-communicative separations have a higher
probability of reattachment over time. Ideally, an expert should also know the thick-
ness profile and the volume of the detachment in order to accurately decide whether
further surgical intervention is necessary. There has been no literature on quantifica-
tion of amount of detachment and a treatment algorithm that can be used to decide
on second intervention like re-bubbling. There have been reports of spontaneous at-
tachment of detached grafts but the literature does not provide evidence on when to
observe. This study is an attempt to identify a quantification method that could be
validated and aid in decision making.
AS-OCT has played an important role in identifying corneal pathologies and also
in planning for surgery [19]. It helps in localizing the corneal pathology in different
layers. It also helps in assessing the attachment of graft postoperatively after DMEK
or DSAEK. Further, the recent introduction of the intraoperative OCT (iOCT) really
helps in performing lamellar keratoplasties more precisely with real time visualization
of the corneal layers [20]. Recently, iOCT was also used to understand the association
between transient interface fluid (TIF) and textural interface opacity (TIO) following
DSAEK [21]. Frequency domain OCT (FD-OCT) systems provide scans in two modes
(i) single high resolution B-scan covering entire corneal cross section; and (ii) raster
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scans covering a portion of cornea. On the other hand, time domain OCT (TD-OCT)
systems capture a maximum of four radial scans covering full cornea (10mm scan
width) taken at an angular separation of 45◦. In view of this, the ophthalmologist
makes a subjective estimation of the type and extent of separation by examining the
TD-OCT radial scans. See Figs. 3.1a–d for radial AS-OCT scans of a subject post
DSAEK, with recipient cornea, donor lenticule and the detachment between those
labeled. Also see Fig. 3.1e for depiction of angular locations of those scans. Based
on those four 2D sections, the physician in effect synthesizes the 3D topological vari-
ation of the detachment mentally. This may lead to unacceptably large subjective
variations in medical decisions. The problem could amplify when it comes to moni-
toring the evolution of such separation with time, especially, if multiple physicians are
involved. As a remedy, clinicians seek to objectively quantify the graft detachment
after DSAEK. Further, quantitative examination could be crucial in the recently in-
troduced intraoperative OCT [20, 21]. To this end, it is imperative to develop an
automated tool that enables clinicians to visualize and quantify topographical varia-
tion of the detachment. In particular, such a tool should accurately detect the type
of separation (either communicative or non-communicative), and estimate thickness
profile and the volume of the detachment.
Automated quantification of corneal thickness has recently been attempted, aim-
ing at monitoring corneal edema and endothelial function, managing ocular hyper-
tension and planning common keratorefractive surgeries such as laser-assisted in situ
keratomileusis (LASIK) and photorefractive keratectomy (PRK) [22–27]. However,
to the best of our knowledge, automated analysis post DSAEK has hitherto not been
attempted. Note that automated quantification of corneal thickness in traditional
corneal transplant where the complete cornea is replaced poses relatively less chal-
lenge. In comparison, DSAEK tends to pose significant challenge because (i) the
detachment could be either complete or partial (at central or peripheral corneal loca-
tions); (ii) the relatively dark intensity profile of the detachment could be confounded
by that of acqueous humor as well as the outside region; and (iii) of the limited num-
ber (four) of scans available to estimate the complete thickness profile (over 360◦) of
detachment and other corneal regions. In response, we proposed a novel methodology
to detect the detachment and estimate its profile. In particular, we viewed the de-
tachment as a tube-like structure in 2D, and detected it using Hessian matrix analysis
[28]. Subsequently, a two-stage interpolation was employed to obtain the 3D profile
of the detachment. The proposed methodology was tested on 27 eyes (belonging
to unique patients), amounting to 108 radial OCT images altogether. Performance
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Figure 3.1: (a)–(d). Typical AS-OCT radial scans of a subject taken with 45◦ sep-
aration post DSAEK. (e) Graphical representation of locations of four radial scans
captured.
of algorithmic segmentation of detachment was evaluated vis-a`-vis that of manual
delineations, taking both intra- and inter-observer repeatability into account.
The rest of the chapter is organized as follows. Section 2 details the data acqui-
sition and the proposed methodology. Subsequently, Section 3 presents experimental
results and statistical performance analysis. Finally, Section 4 concludes the work
with discussion.
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3.2 Methods
3.2.1 Data acquisition
The present study was performed, from July 2008 to June 2015, at Tej Kohli Cornea
Institute, L. V. Prasad Eye Institute, Hyderabad, India. Approval from the Institu-
tional Review Board of the institute was obtained and the subjects provided their
informed consent. Further, this study was conducted in accordance with the tenets of
the Declaration of Helsinki. During the study period, 2260 eyes underwent DSAEK
and 96 (4.2%) eyes developed graft detachment that was managed by re-bubbling.
Inclusion criteria: All patients who had DSAEK/DSEK and had a graft detach-
ment on the first postoperative day. The patients who had graft detachment and had
an AS-OCT done on the first postoperative day.
Exclusion criteria: The patients who have not undergone OCT examination inspite
of the graft detachment.
In particular, 27 eyes from unique patients, who had graft detachment on the first
postoperative day after DSAEK, were included in the study. On each eye, 4 AS-OCT
scans were obtained using Visante AS-OCT (Carl Zeiss Meditec, Dublin, CA). Scans
were acquired with a maximal scan velocity of 2000 axial scans per second. Further,
each scan spans 6mm (depth) × 16mm (width) area with a axial resolution of 18µm
and lateral resolution of 60 µm. All scans were performed by a trained optometrist.
Manual segmentation: Accuracy of the proposed algorithm for segmenting the de-
tachment was compared against the manual segmentations. Two trained observers
carried out manual delineation of detachment regions. In particular, manual seg-
mentations were performed using freehand selection tool of ImageJ software version
1.47 (courtesy Wayne Rasband, National Institutes of Health, USA) [29]. In each
image, detachment boundaries were marked twice by each observer, masked to pre-
vious attempts.These segmentations were taken as baseline to compare to evaluate
the accuracy of the proposed method. In order to perform unbiased evaluation, we
considered average of all four delineations as the reference, against which the outcome
of the proposed method was compared.
3.2.2 Proposed Methodology
The proposed methodology is schematically depicted as a flowchart in Fig. 3.2. Major
steps include (i) localizatoin of cornea, (ii) demarcation of detachment, and (iii) 3D
mapping. Each of these substeps is elaborated in the following.
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Figure 3.2: Schematic of proposed methodology.
Cornea Localization
A typical AS-OCT image taken post DSAEK consists of recipient cornea and donor
graft, either attached or detached (see Fig. 3.1), and background (granular). The
background contains speckle noise, prominently visible in parts of the image depict-
ing aqueous humor (clear fluid between cornea and lens) and air outside eye ball.
In case of detachment, the space between recipient and donor cornea is also filled
with fluid (aqueous humor in the communicative case). As a result, the detachment
and the background regions appear to acquire similar intensity profile, making the
desired segmentation of the detachment region difficult. The segmentation becomes
particularly difficult in the communicative or partially communicative cases. In this
backdrop, we localized the cornea between corneal outer and inner boundaries (see
Fig. 3.1a) to facilitate the desired segmentation.
Specifically, we first binarized the OCT B-scan by employing Yen’s thresholding
[30,31], which was empirically found to mitigate artifacts arising due to intensity in-
homogeneity (Fig. 3.3a). Subsequently, corneal outer boundary is detected by finding
the first significant intensity gradient while scanning each column of the binarized
image from top to bottom (Fig. 3.3b). However, in certain instances, presence of
tear film and other prominent reflections could confound the detection of corneal
outer boundary (see Fig. 3.4a). In particular, tear film affects the estimate of corneal
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thickness and may possibly get detected as a false detachment (see Fig. 3.4b). To
surmount such effect, morphological open-close operation using a disk structuring el-
ement (radius = 2 pixels) was performed in the neighborhood (10 pixels above and 50
pixels below) of the previously detected upper edge. Subsequently, proceeding in the
same vein as earlier, we obtain the initial estimate of the corneal outer boundary by
scanning each column of the image (Fig. 3.4c). Finally, we perform circle-fitting [32]
on the initial estimate to smoothen the spurious points arising at the central cornea
potentially due to high reflections from the tear film (Fig. 3.4d).
Next, we proceed to detecting corneal inner boundary from the binarized image.
While the outer boundary is completely defined by recipient cornea, the inner bound-
ary is defined as the envelope of posterior parts of both recipient and donor corneal
regions. Accordingly, to find corneal inner boundary, we first obtain the largest con-
nected component from the binarized image [33]. Further, we also obtained the second
largest connected component if it was at least greater than ten percent of the size of
the largest connected component (corresponds to donor graft in case of communica-
tive detachment). Subsequently, we scanned for first significant intensity gradient
from the bottom to top of each column in the image to obtain initial estimate of
corneal inner boundary (Fig. 3.3d). However, this estimate sometimes contains spu-
rious spikes/dips, especially, at the central location, due to high reflectivity of the
pixels (Fig. 3.5a–b). In such cases, we detected the location and extent of the dip and
then perform linear interpolation to obtain desired corneal inner boundary (Fig. 3.5c).
Finally, region between the detected corneal inner and outer boundaries is marked as
the region of interest (ROI).
Segmentation of Detachment
We now proceed to algorithmically detect the detachment within the ROI obtained in
the previous step. However, detecting the detachment is not straightforward, specif-
ically, due to inhomogeneity of intensity levels in the detachment region and in the
corneal regions. Here, methods such as intensity based thresholding could be in-
accurate. In view of this, we primarily perform Hessian matrix analysis which has
elsewhere been used to find dark tubular structures like blood vessels in medical im-
ages [28]. Interestingly, in 2D sections, the detachment region appears approximately
as a planar projection of dark tubular structure, where eigenvalues of the detachment
region differ from that of the corneal region. This method is adopted to demarcate the
detachment. Specifically, at every pixel inside the ROI, we compute the eigenvalues
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(a) (g)
(b) (h)
(c) (i)
(d) (j)
(e) (k)
(f) (l)
Figure 3.3: Graphical representation of proposed methodology: (a) AS-OCT image,
(b) Yen’s thresholding, (c) Detected cornea outer boundary, (d) Detected cornea
inner boundary (e) Vesselness-filtered estimate in ROI, (f) Maximum entropy criteria
thresholding on vesselness-filtered estimate, (g) Initial estimate of the detachment
by extracting biggest connected component (h) Contour of the initial estimate, (i)
Smoothened initial estimate, (j) Initial estimate overlaid on the image, (k) Central
line passing through the detachment, and (l) Final estimate of the detachment after
detecting connected components along the central line.
λ1 and λ2 (|λ2| > |λ1|)
1 of the estimated Hessian matrix H of a 2× 2 neighborhood.
1The fact that different relationships between the eigenvalues define various tube-like structures
has been utilized in detecting blood vessels [34].
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(a) (b)
(c) (d)
Figure 3.4: Detailed illustration of cornea outer boundary detection: (a) AS-OCT
image, (b) Initial estimate obtained by reading first significant intensity gradient (c)
Estimate after performing morphological open-close operation and (d) Final estimate
after circle fitting.
(a) (b) (c)
Figure 3.5: Detailed illustration of cornea outer boundary detection: (a) OCT image,
(b) Initial estimate obtained by reading first significant intensity gradient from bottom
and (c) Final estimate after removing the spurious dip at the center.
Then we apply the so-called ‘vesselness filter’ developed to detect vessels [34]
V (x, y) =
{
0 if λ1 > 0
exp(−
R2
β
2β2
)(1− exp(− S
2c2
)) otherwise
(3.1)
at every pixel location (x, y). Here Rβ = λ1/λ2 denotes the ‘blobness’ measure
in 2D, indicating the deviation from a blob-like structure, S = |H| = (λ21 + λ
2
2)
1/2
denotes the second order ‘structuredness’, and β and c (empirically set to β = 0.5
and c = 15) denote thresholds controlling the sensitivity of the filter to the measures.
Note that for an ideal tubular structure, we have V (x, y) = 1, while for a non-
tubular structure, we have V (x, y) = 0. In practice, V (x, y) should be high for tube-
like structures. In this connection, Fig. 3.3e depicts the vesselness-filtered output
where the V (x, y) values within the detachment appears to be high. Subsequently, to
extract the detachment, we perform maximum entropy criteria (MEC) thresholding
[35] on vesselness-filtered output to segregate the background and the foreground
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(a) (b) (c)
Figure 3.6: (a) OCT image; (b) Extraction of recipient cornea and donor lenticule
based on central axis (green line) of detachment; and (c) dividing OCT image into
two halves based central axis (yellow dotted line) to facilitate 3D mapping.
(detachment) regions (Fig. 3.3g). Here the detachment corresponds to the largest
connected component which is extracted and smoothened in Fig. 3.3g–j). However, in
some cases, there could be multiple detachments and hence extracting only the largest
connected component may not be sufficient. In view of this, we employ postprocessing
to identify significant blobs lying close to the central axis (Fig. 3.3k) of the largest
connected component within the extent of the donor lenticule (Fig. 3.3l).
3D Mapping
As alluded earlier, clinicians make qualitative assessment based on four radial scans
taken at 45◦ difference. However, such assessment hardly takes into account the
complete picture of the 3D topology of the detachment, and the 3D thickness profile
of the cornea (including recipient and donor lenticules). In this context, we now
proceed to map the detachment and corneal regions in 3D. To this end, we begin
by delineating in 2D the recipient and the donor corneal tissues in addition to the
aforementioned detachment region in each of the four radial scans. A typical AS-
OCT scan is reproduced in Fig. 3.6a. To this, the central line is added in Fig. 3.6b.
To compute the central line, the corneal outer boundary is first approximated by a
circular arc. Next, keeping its center fixed, the radius is reduced so that the modified
arc provides the best fit (in the least squares sense) the midpoints of the detached
region along all columns, and such arc is referred as the center line. At this point,
based on the fact that only pixels with nonzero intensities belong to tissues, the
recipient and donor corneas are distinguished as follows. The nonzero pixels outside
the central line are taken to constitute the recipient cornea, whereas those inside the
central line are taken to constitute the donor cornea.
Next, we perform angular interpolation of the delineated 2D regions to obtain the
3D profile. To this end, we first identify in each of the four radial scans the corneal
peak, which divides each delineated region into two halves (Fig. 3.6c). For each eye,
altogether we thus obtain 8 such halves, using which the angular interpolation is
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performed. In particular, equiangular sections are considered between two adjacent
halves, and the outer and the inner edges of respective regions are linearly interpolated
from those halves. In the course, those edges are approximated as piecewise linear
to simplify the process. To be specific, we consider 100 linear pieces for each of
outer and inner edges per half scan. The method of interpolating the aforementioned
edges from two observed halves at 45◦ to a synthetic half-section at an intermediate
angle is illustrated from different views in Figs. 3.7a–c. Finally, we interpolate such
edges to half-sections chosen at 1◦ angular resolution. This operation is depicted at
low angular resolution in Figs. 3.7d–f (from three different perspectives), and slightly
higher angular resolution in Figs. 3.7g–i (from three different perspectives again).
Note that we still have only half-sections, albeit as a fine angular resolution. We obtain
desired surfaces differentiating recipient and donor corneas as well as the detachment
region in 3D via morphological closing. Figure 3.8 depicts 3D mapping of detachment
and corneal regions in various combinations.
3.2.3 Reference Performance: Inter-Observer Repeatability
Towards analyzing the algorithmic segmentation, we first attend to certain engineer-
ing considerations involving performance.
Dice coefficient
In view of quantitative analysis, it is important to consider appropriate evaluation
criteria that compares algorithmic and manual segmentations of the detachment re-
gion. Accordingly, as a natural pick, one might be tempted to use difference in areas
of the detachments regions obtained by two methods. While such criteria was found
appropriate for many cases, it may not rightly capture the closeness of the two seg-
mentations at hand, especially when the segmentated detachment regions obtained by
two methods are non overlapping but has equal areas [36]. In this context, we seek
a metric that captures the extent overlap of regions obtained by two delineations.
To this end, we employ Dice coefficient (DC) which captures the desired property
between detachment region obtained by different methods and is given by [37]
DC =
2Area(d1 ∩ d2)
Area(d1) + Area(d2)
. (3.2)
for two competing delineated regions d1 and d2.
In particular, we obtained four manual delineations for each image performed twice
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 3.7: Interpolation to obtain intermediated scans: (a)–(c) Intermediate 100
points (green dotted line) on the lines (blue dotted lines) obtained by interpolation
of 100 equidistant points chosen on upper and lower boundaries of detachment region
extracted from 0◦ and 45◦ scans (red regions); (d)–(f) Different views of four interpo-
lated regions (green contour) obtained between adjacent 45◦ segments (red) extracted;
(g)–(i) Different views of eight interpolated regions (green contour) obtained between
adjacent 45◦ segments (red) extracted.
by two observers such that both the observers are masked to their earlier markings
and to each others. In this setting, we measure the observer repeatability in terms of
Dice coefficient which is used as a yardstick for evaluating algorithmic performance.
In particular, we measure both intra- and inter-observer repeatability as follows. For
the j-th observer (j ∈ {A,B}), the intra-observer DC is given by
DCintra
j
=
2Area(M1j ∩M2j)
Area(M1j) + Area(M2j)
, (3.3)
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where M1j and M2j are the two manual segmentations performed by the j-th observer.
In the same vein, the inter-observer DC is given by
DCinter =
4Area(M1A ∩M2A ∩M1B ∩M2B)
Area(M1A) + Area(M2A) + Area(M1B) + Area(M2B)
(3.4)
based on four segmentations M1A, M2A, M1B and M2B. Recall that our dataset
consists of N = 108 AS-OCT images taken from 27 eyes. Hence, using formulas (3.3)
and (3.4), we compute for the i-th image respective intra- and inter-observer DCs
DCintra
j
i (j ∈ {A,B}) and DC
inter
i , i = 1, 2, ..., N .
Furhter, the mean DC is given by MDC = 1
N
∑N
i=1DCi, and the standard deviation
in DC by SDDC =
√
1
N
∑N
i=1(DCi −MDC)
2. In Table 3.1, note that intra-observer
repeatability values for both the graders A and B, respectively, MDCintra
A
= 94.06%
and MDCintra
B
= 93.63% were found to be approximately equal, and relatively high.
Also, the respective standard deviations SDDCintra
A
= 2.99% and SDDCintra
B
=
2.88% are also close, and relatively low. These indicate that each grader was almost
equally consistent between attempts. In contrast, the inter-observer repeatability
value of MDCinter = 86.77% is relatively low, whereas the associated standard devi-
ation SDDCinter = 5.11% is relatively high. These in turn indicate that graders A
and B had dissimilar individualized biases. The aforementioned conclusions are also
supported by the fact that the minimum-maximum spread is comparable between
the graders A and B for the intra-observer case, but is significantly higher for the
inter-observer case. Next, as inter-observer repeatability is less prone to individual-
ized biases, we take that as the manual reference for performance, and set MDCref =
MDCinter. From now onward, the superscript ‘ref ’, standing for reference, will be
used in place of the superscript ‘inter’. As explained above, inter-observer repeata-
bility provides a more robust reference than intra-observer repeatability, but requires
recruitment of multiple graders rather than that of single grader.
3.2.4 Algorithmic Performance Criteria
Taking inter-observer repeatability as the reference, we now proceed to define a per-
formance index for our automated algorithm. While the desired index DCauto for an
arbitrary image should ideally be measured by the DC between the manual segmen-
tation and the algorithmic segmentation P, we cannot have such a direct measure
because we have four manual segmentations M1A, M2A, M1B and M2B rather than
one. Taking this into account, and proceeding as outlined in our earlier work [36], we
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(a) (b) (c)
(d) (e) (f)
Figure 3.8: 3D visualization: (a) Recipient cornea; (b) Detachment region, (c) Donor
lenticule, (d) Detachment and donor lenticule regions together, (e) Detachment and
recipient regions together, (f) Recipient and lenticule regions together.
obtain
DCauto=
Area(P ∩M1A)+Area(P ∩M2A)+Area(P ∩M1B)+Area(P ∩M2B)
2(Area(P)+(Area(M1A)+Area(M2A)+Area(M1B)+Area(M2B))/4)
. (3.5)
In particular, we compute DCautoi for the i-th image, i = 1, 2, ..., N . Hence, we
compute the mean and standard deviation MDCauto and SDDCauto, respectively.
3.3 Results
The proposed algorithm was evaluated on 27 eyes from unique patients (both male
and female) treated with DSAEK. As mentioned earlier, four radial OCT B-scans with
45◦ angular separation were obtained for each eye. Using these images, we now eval-
uate performance of the proposed algorithm qualitatively and quantitatively. In this
connection, algorithmic segmentation results alongside manual delineations for four
representative eyes are presented in Fig. 3.9 for subjective evaluation. Algorithmic
delineations appear desirably close to manual ones. Next we proceed to quantitative
evaluation of algorithmic performance. Subsequently, we present desired thickness
and volume profiles obtained using our algorithm.
As presented in Table 3.1, we achieved algorithmic mean performance MDCauto =
81.35% against the reference MDCref = 86.77%, with respective standard deviation
SDDCauto = 7.55% vis-a`-vis SDDCref = 5.11%. In other words, the automated
algorithm performed close to the manual reference. Also, the minimum-maximum
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Figure 3.9: Qualitative comparison of segmentation of detachment achieved by pro-
posed method (yellow) and manual methods (maroon and orange) on radial AS-OCT
scans of five representative subjects.
Table 3.1: Intra- vs Inter-observer repeatability. Notation: MA– Manual segmenta-
tions by observer A, MB– Manual segmentations by observer B, M– Manual reference
(average).
Evaluation
criteria
Method Parameter Unit Value
Dice
coefficient
(DC)
Manual (intraA)
(M1A vs M2A)
MDC (SDDC) % (%) 94.06 (2.99)
Min–Max % 79.53–97.91
Manual (intraB)
(M1B vs M2B)
MDC (SDDC) % (%) 93.63 (2.88)
Min–Max % 84.15–98.16
Manual (inter)
(MA vs MB
MDC (SDDC) % (%) 86.77 (5.11)
Min–Max % 64.45–94.52
spread for our algorithm is slightly larger than that for the manual reference. At this
point, we take a detailed look at how the proposed algorithm performed vis-a`-vis the
reference.
Accordingly, with reference to inter-observer repeatability, we obtained QMDC =
1.40 and QCVDC = 1.57 (Table 3.2), which are close to one, indicating the efficiency
of the proposed algorithm.
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Table 3.2: Statistical analysis based on Dice coefficient.
Evaluation
criteria
Method Parameter Unit Value
Dice
coefficient
(DC)
Automated
MDCauto (SDDCauto) % (%) 81.35 (7.55)
Min–Max % 56.85–93.46
CVDCauto ratio 0.0928
Manual reference
MDCref (SDDCref ) % (%) 86.77 (5.11)
Min–Max % 64.45–94.52
CVDCref ratio 0.0589
Quotients
QMDC ratio 1.40
QCVDC ratio 1.57
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Figure 3.10: Normalized difference in DC between proposed (DCauto) and manual
(DCinter) methods.
Figure 3.11: Thickness estimates for recipient cornea (green) and donor lenticule
(yellow) at central and peripheral locations.
3.3.1 Thickness estimates of recipient cornea and donor lentic-
ule
Central corneal thickness (CCT) is routinely used to monitor corneal edema and en-
dothelial function, manage ocular hypertension and plan common keratorefractive
surgeries such as LASIK and photorefractive keratectomy (PRK) [22–27]. In partic-
ular, a gradually thickening graft could be failing, and a sudden thickening signals
rejection. Further, the intra ocular pressure (IOP) is related to corneal thickness. In
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Table 3.3: Thickness estimates of recipient cornea and donor lenticule obtained algo-
rithmically and manually (average of four manual estimates). Notation: SD–Standard
deviation.
Region Location Parameter Unit Algorithmic Manual (Average)
Recipient
Cornea
Central
Min–Max µm 371.55–963.30 378.44–1004.58
Mean ± SD µm ± µm 548.24± 112.09 560.59± 121.04
Left peripheral
Min–Max µm 371.55–963.30 364.67–997.70
Mean ± SD µm ± µm 560.53± 112.17 567.84± 117.80
Right peripheral
Min–Max µm 371.55–935.77 371.55–970.18
Mean ± SD µm ± µm 566.67± 114.27 570.05± 118.43
Donor
Lenticule
Central
Min–Max µm 55.04– 564.22 55.04–502.04
Mean ± SD µm ± µm 256.92± 98.34 284.01± 102.96
Left peripheral
Min–Max µm 41.28–467.88 75.68–509.17
Mean ± SD µm ± µm 263.18± 95.98 290.15± 101.22
Right peripheral
Min–Max µm 68.80–660.55 68.80–681.19
Mean ± SD µm ± µm 266.92± 104.09 293.96± 114.54
addition, anecdotal evidence favors thinner grafts to lessen DSAEK induced hyper-
opic shift. Against this backdrop, endothelial keratoplasty surgeons seek the ideal
DSAEK graft thickness that would lead to high visual acuity, low complication rate,
and the least adverse effect on IOP. Consequently, determination of corneal thickness
at different locations assumes clinical significance.
Accordingly, we algorithmically measured thickness of recipient cornea and donor
lenticule at three locations, namely, at central location of the recipient cornea and at
peripheral locations 1626.09 µm left and right of the central location. In particular,
these estimates are calculated along the inward normals at the respective locations
of the recipient cornea (see Fig. 3.11). In the 27 eyes under consideration, mean
thickness values of the host cornea at central and the two peripheral locations were
observed to be 548.24 ± 112.09µm, 560.53 ± 112.17 µm and 566.67 ± 114.27 µm,
which are close to the corresponding manual estimates of 560.59 ± 121.04 µm, 567.84
± 117.80 µm and 570.05 ± 118.43 µm, respectively. Similarly, the mean and the
standard deviation of thickness of the donor graft were algorithmically obtained as
256.92 ± 98.34 µm, 263.18 ± 95.98 µm and 266.92 ± 104.09 µm, respectively, vis-a`-
vis corresponding manual estimates of 284.01 ± 102.96 µm, 290.15 ± 101.22 µm and
293.96 ± 114.54 µm, presenting satisfactory match. See Table 3.3 for further details.
Further, the correlation coefficients between manual and proposed method for
thickness measurements of recipient and donor cornea, measured at central and two
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Figure 3.12: Volume estimates of detachment obtained by proposed and manual meth-
ods (manual method here indicates average of volumes estimate by all four observer
delineations).
Table 3.4: Comparison of volume estimates of detachment region obtained by the
proposed and manual methods. Notation: MA– Average of two manual segmentations
performed by observer A; MB– Average of two manual segmentations performed by
observer B; M–Average of MA and MB.
Method Parameter Unit Value
Volume of
detachment (V)
Proposed (P)
Min–Max mm3 1.61–15.04
Mean (SD) mm3 (mm3) 5.75 (3.58)
MA
Min–Max mm3 1.54–17.43
Mean (SD) mm3 (mm3) 6.32 (4.14)
MB
Min–Max mm3 1.29–16.66
Mean (SD) mm3 (mm3) 5.81 (3.95)
M
Min–Max mm3 1.41–17.04
Mean (SD) mm3 (mm3) 6.07 (4.05)
peripheral locations was observed to be 99.90% and 99.12% (central); 99.66% and
98.39% (peripheral location left to cornea center); 99.61% and 97.84% (peripheral
location right to cornea center), respectively, demonstrating the efficacy of the algo-
rithm.
3.3.2 Volume estimates and overall thickness profile
As mentioned earlier, forming an overall clinical opinion on corneal detachment based
on only four scans is difficult and prone to error. Clearly, the technological capability
to represent the 3D topology should assist the clinician in this situation. In this con-
text, we mapped the detachment as well as the corneal regions in 3D, and the volume
of the detachment region is obtained. Note that the same mapping/interpolation
methodology is applied to manual segmentations as well to obtain volume estimates.
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Figure 3.13: Thickness profile of the detachment for the representative images shown
in Fig. 3.9. Note: Scale is shown in µm.
As presented in Table 3.4, for our dataset the algorithmic volume estimate ranges
between 1.61mm3 and 15.04 mm3 with a mean 5.75 mm3 and standard deviation 3.58
mm3, which is in close agreement with the corresponding reference manual estimates
(averaged over four independent estimates made by two different observers) ranging
between 1.41 mm3 and 17.04 mm3 with a mean of 6.07 mm3 and standard deviation
4.05 mm3, respectively. Such volume estimates are compared for each eye in Fig. 3.12,
and satisfactory match is observed for most eyes with only two exceptions. In partic-
ular, the mean and standard deviation of volume estimates obtained by the proposed
method are in close agreement with respective estimates obtained by manual meth-
ods, indicating the robustness of the algorithm. Indeed, volume estimates obtained
by each grader are also in general agreement with the algorithmic measurements, as
seen in Table 3.4.
Further, the correlation coefficients between volume measurements of detachments
obtained from manual and proposed methods was observed to be 97.43% depicting
the robustness of the proposed method.
Finally, detachment profile projected on to a plane normal to the corneal axis are
also obtained. Detachment profiles of the six representative subjects considered earlier
(see Fig. 3.9) are depicted in Fig 3.13. These profiles provide a better understanding
of topology and thickness profile of the detachments.
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3.4 Discussion
In this chapter, we proposed an automated methodology for 3D visualization and
quantification of donor lenticule detachment post DSAEK using anterior segment
OCT images. In particular, viewing the detachment in 2D as a tubular structure,
we employed Hessian matrix analysis to detect it. Subsequently, to model such de-
tachment in 3D, we employed a two stage interpolation to obtain the intermediate
scans. The accuracy of the proposed method was found to compare well with observer
repeatability in statistical terms. Further, quotient measures were also computed to
facilitate possible comparison with future methods [38].
In anterior segment OCT images, various structures such as cornea and iris pos-
sess intensity profiles similar to that of the desired detachment, thus posing significant
challenge in segmentation. Consequently, we observed that various common thresh-
olding methods including Otsu and NiBlack methods fail to produce the optimal
threshold required for segmenting corneal as well as detachment regions. In view
of this, we employed more involved techniques including Yen’s thresholding, Hessian
matrix analysis and maximum entropy thresholding which are robust to heterogeneity
in the intensity profiles of corneal and detachment regions.
While DSAEK has been a successful procedure and adopted worldwide in a short
span of time, it still encountered complications such as graft detachment. In such
instances, the crucial decision whether to proceed to rebubling or to continue obser-
vation could be made with accuracy with improved visualization and quantification
tools as opposed to traditional subjective examination using slit-lamp microscopy. In
this context, we believe that the proposed 3D visualization and the estimated 360◦
detachment profile do mark a step forward in providing improved understanding of
the nature of the detachment. Visante AS-OCT (time domain OCT (TD-OCT), used
in the current work) is the first generation AS-OCT device which could provide wide
field quad scans (radial). Complete corneal cross-section can be viewed using this
device. To the best of our knowledge so far there was no advancement in terms of
increase in number of radial scans acquired. The recent AS-OCT devices such as
Optovue Avanti (spectral domain OCT (SD-OCT)) provides volume scans but in a
limited field-of-view (for Optovue Avanti scan area is only 4mm x 6mm) not covering
complete cornea [39]. In this backdrop, we believe that the currently available Visante
AS-OCT quad scan is the only way to view complete cornea as well as graft detach-
ment post DSAEK in 3D. However, our methodology does not impose any numerical
restrictions on redial scans. Indeed, we plan to test the algorithm for varied number
41
of scans, and examine the relation between such number and the estimated volume
of the detachment.
Notice that the proposed 3D interpolation assumes no holes in the recipient and
donor corneal regions. Based on available image data, the above assumption appears
to be reasonable. If, in certain instance, holes do exist, then the proposed algorithm
would not apply in its current form, and require modification.
While the present work is a proof of concept demonstrated using limited number
of subjects, in future we plan to validate the algorithm on more subjects and hence
accurately determine the condition for surgical intervention. Further, it would enable
clinicians to measure (and possibly predict) the progression of the detachment. At
the same time, we also plan to study the effect of the detachment on visual acuity.
Finally, we envision that proposed algorithm to be deployed in intraoperative OCT
to enable the real time quantitative assessment of the graft detachment.
Appendix
3.A Yen’s Thresholding
Yen’s automated thresholding obtains the threshold based on maximum correlation
criteria [30, 31]. Consider an image having N gray levels, let pi be the probability
of ith gray level. For the given gray level s, if P (s) =
∑s−1
i=1 pi is larger than zero
and smaller than one, then the following two distributions can be derived from this
distribution after normalization.
A =
{ p0
P (s)
,
p1
P (s)
, . . . .
ps−1
P (s)
}
, (3.A.1)
B =
{ ps
1− P (s)
,
ps+1
1− P (s)
, . . . .
pN−1
1− P (s)
}
. (3.A.2)
The correlation of probability distributions A and B of an intensity level s defined as
CA(s) = − ln
s−1∑
i=1
( pi
P (s)
)2
, (3.A.3)
CB(s) = − ln
N∑
i=s
( pi
1− P (s)
)2
. (3.A.4)
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Then the total correlation TC provided by the distributions A and B, is given by
TC(s) = CA(s) + CB(s). (3.A.5)
Now, for the binarization of an image, the intensity level (s) at which the total
correlation is maximized is considered as the threshold.
3.B Circle fitting
Let (x(i), y(i)) be the ith top edge pixel and the center(xc, yc) and radius R of the
circle is given in [32] as
xc = (c1b2 − c2b1)/(a1b2 − a2b1)
yc = (a1c2 − a2c1)/(a1b2 − a2b1)
R =
{[ N∑
i=1
x(i)2 +
N∑
i=1
y(i)2 +N(x2c + y
2
c )− 2(xc
N∑
i=1
x(i) + yc
N∑
i=1
y(i))
]
/N
}1/2
,
where
a1 = 2
(( N∑
i=1
x(i)
)2
−N
N∑
i=1
x(i)2
)
a2 = 2
( N∑
i=1
x(i)
N∑
i=1
y(i)−N
N∑
i=1
x(i)y(i)
)
b1 = 2
( N∑
i=1
x(i)
N∑
i=1
y(i)−N
N∑
i=1
x(i)y(i)
)
b2 = 2
(( N∑
i=1
y(i)
)2
−N
N∑
i=1
y(i)2
)
c1 =
N∑
i=1
x(i)
( N∑
i=1
x(i)2 +
N∑
i=1
y(i)2 −N
( N∑
i=1
x(i)3 +
N∑
i=1
x(i)y(i)2
)
c2 =
N∑
i=1
y(i)
( N∑
i=1
x(i)2 +
N∑
i=1
y(i)2
)
−N
( N∑
i=1
y(i)3 +
N∑
i=1
x(i)2y(i)
)
.
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3.C Hessian matrix analysis
For each pixel (x,y) of a 2D image with intensity I(x,y), the Hessian matrix (H(x.y))
is given by
H(x, y) =
[
∂2I(x,y)
∂x2
∂2I(x,y)
∂x∂y
∂2I(x,y)
∂x∂y
∂2I(x,y)
∂y2
]
(3.C.6)
Where ∂
∂x
and ∂
∂y
are the partial derivatives along x and y directions respectively.
Sobel operator, Roberts operator and Prewitt operator are few examples of the partial
differential operators . λ1, λ2 be the two Eigen values of H(x, y) at (x, y) such that
|λ1| ≥ |λ2|. The filter is given as
V (x, y) =
{
0 ifλ1 > 0
exp(−
R2
β
2β2
)(1− exp(− S
2c2
)) otherwise.
(3.C.7)
Where Rβ = λ1/λ2 is the blobness measure in 2D, this ratio accounts for the deviation
from a blob-like structure, while S = |H| = (λ21+λ
2
2)
1/2 is the second order structure-
ness, this measure will be low in the background where no structure is present and
the eigenvalues are small for the lack of contrast and in regions with high contrast
compared to the background, the norm will become larger since at least one of the
eigenvalues will be large. Here β and c are thresholds which control the sensitivity
of the line filter to the measures, which can be experimentally chosen for specific
applications.
3.D Max Entropy Criteria Thresholding
In the maximum entropy criterion, the basic idea is to choose the threshold such that
the total amount of information provided by the object and background is maximized.
Since the information is measured by entropy, the total amount of information pro-
vided by A and B is EA(s) + EB(s), where EA(s) and EB(s), respective entropies
corresponding to distributions A and B of gray level s, are defined by
EA(s) = −
s−1∑
i=1
( pi
P (s)
)
ln
( pi
P (s)
)
(3.D.8)
EB(s) = −
N∑
i=s
( pi
1− P (s)
)
ln
( pi
1− P (s)
)
(3.D.9)
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Now, binarize the image, using the intensity level (s) which gives the maximum in-
formation as threshold.
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Chapter 4
Anterior Chamber Depth Analysis
Accurate and automated detection of the anterior chamber depth is having lot of
clinical applications. This study is used for the automated detection of the anterior
chamber depth of the eye at 7 different positions (one central and 6 peripherals posi-
tions) using Rotating Scheimpflug Imaging (Pentacam) system. As anterior chamber
depth is the distance from endothelium layer of Cornea to the anterior capsule of
the crystalline Lens and Iris. Detection and segmentation of anterior chamber parts
(Cornea, Iris and Lens ) will be the consider basis for the depth extraction. By seg-
menting the image, depth is extracted at different locations and which even extended
for 3D anterior chamber formation.
4.1 Introduction
Anterior chamber depth is an established anterior segment biometric parameter.
Anatomically, it represents the distance between the Corneal endothelium and the
anterior capsule of the crystalline Lens and Iris[40]. Detection of the anterior cham-
ber depth play an important role in detection of diseases. it is also an important data
point for advanced intraocular lens power calculations formulas like Haigis, Holladay-2
and Olsen.
A small anterior chamber depth may indicate zonular instability in eyes with
pseudoexfoliation syndrome and should alert the cataract surgeon to the possibil-
ity of intraoperative complications[41]. Anterior chamber depth is one among the
factors which determine the degree of the myopia [42]. When it is small, surgeons
must also anticipate an increased risk of corneal endothelial injury during routine
cataract extraction and high risk of angle closure glaucoma. Similarly, safe implan-
tation of phakic intraocular lenses requires adequate value of depth. A very deep
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anterior chamber is most oftenly seen in large myopic eyes with long axial lengths.
Clinically, it carries preoperative importance for intraocular surgery. For example,
cataract surgeons rely on biometric intraocular lens (IOL) power formulas, the latest
generations of which increasingly respect the role of preoperative anterior chamber
depth measurement[43].
In most of the studies, the authors wanted to check the usability of Rotating
Scheimpflug Imaging system (Pentacam) in the anterior chamber depth calculation,
where they used manual segmentation for checking weather obtained results are within
clinically acceptable levels or not[44,45]. Manual detection may lead to unacceptably
large subjective variations in medical decisions. The problem could amplify when it
comes to monitoring the evolution of such separation with time, especially, if multiple
physicians are involved. As a remedy, clinicians seek to objectively quantify anterior
chamber depth.
In the current work, images from Pentacam camera (Scheimpflug imaging sys-
tem) are used. When compared to ultrasonic imaging technique which are contact in
nature i.e. immersion of eye in liquid is required, optical imaging methods are pre-
ferred because it is demonstrated that more repeatability of anterior chamber depth
values and also has the advantages of a non-contact nature[46]. It is also found that
the anterior chamber depth values obtained by the optical imaging systems like Orb-
scan and Pentacam are within clinically acceptable levels[44]. Even for phakic and
pseudophakic eyes, the results of Pentacam are better ultrasound devices[47] .
This study is used for the automated detection of the anterior chamber depth
of the eye at 7 different positions (one central and 6 peripherals positions) using
Rotating Scheimpflug Imaging (Pentacam) system images. A total of 1225 anterior
eye segment images of 49 patients (25 images angular images of each eye) are used.
Complete automated methodology which doesn’t depend on any other tools (like laser
beam) for detection of the depth, it will only use the anterior eye segment image. And
unlike other methods which will calculate the depth at only central location, by using
this method you can calculate at any location. We can even use this system to form
the 3D anterior chamber image. As anterior chamber depth is the distance from
endothelium layer of Cornea to the anterior capsule of the crystalline Lens and Iris.
Detection and segmentation of anterior chamber parts (Cornea, Iris and Lens ) will
be the consider basis for the depth extraction.
The rest of the chapter is organized as follows. Section 2 details the data acqui-
sition and the proposed methodology. Subsequently, Section 3 presents experimental
results. Finally, Section 4 concludes the work with future work.
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Figure 4.1: Schematic of proposed methodology.
4.2 Methods
4.2.1 Data acquisition
The present study was performed at Tej Kohli Cornea Institute, L. V. Prasad Eye
Institute, Hyderabad, India. Approval from the Institutional Review Board of the
institute was obtained and the subjects provided their informed consent. Further, this
study was conducted in accordance with the tenets of the Declaration of Helsinki. In
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particular, 49 eyes from unique patients were included in the study. On each eye, 25
Anterior segment images were obtained using Oculus Pentacam (OCULUS Optikgerte
GmbH, Dublin, CA). All scans were performed by a trained optometrist.
Rotating Scheimpflug Imaging (Pentacam) was performed with the patient seated
using a chinrest and forehead strap. The patient was asked to keep both eyes open
and to fixate on a blinking fixation target. The system uses a rotating Scheimpflug
camera and a monochromatic slit light source (blue LED at 475 nm) that rotate
together around the optical axis of the eye. During 2 s, the system rotates 180
and acquires 25 images that contain 500 measurement points on the front and back
corneal surface to draw a true elevation map. The software acquires the images as
volume data, thus multiplanar reformations allow the creation of axial and tangential
maps. Patient eye movement was constantly monitored by the system, and only
measurements with less then 0.6 mm decentration were included[44].
4.2.2 Proposed Methodology
The proposed methodology is schematically depicted as a flowchart in Fig. 4.1. Major
steps include (i) Preprocessing, (ii) Cornea extraction, (iii) Iris and Lens detection,
and (iv) Post processing. Each of these sub steps is elaborated in the following.
(a) (b)
(c) (d)
Figure 4.2: Preprocessing: (a) Pentacam anterior chamber image, (b) Log linear
transformed image, (c) Adaptive thresholding image, and (d) Enhanced image.
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Preprocessing:
The anterior segment images (Fig. 4.2.a) which are taken form Pentacam are generally
corrupted by Speckle noise. Even intensity inhomogeneity is also one of the important
factor in this imaging system, which will degrade the quality of the images. So normal
edge detection techniques will fails to detect different parts like Cornea, Iris and
Lens on raw images. So image enhancement will improve the quality to make the
segmentation easy. From the observation of dataset, the lens region has fine details
at low intensity levels. So region based binarization i.e. adaptive thresholding can
be used and the resultant image is show in the figure 4.2.c. As there are fine details
at low intensity levels, enhancement of low intensity levels can be performed by log
linear transformation. So log linear transform is applied on the image(Fig. 4.2.c).
The enhanced image is obtained by applying both the above methods on the input
image(Fig. 4.2.d).
(a) (d)
(b) (e)
(c) (f)
Figure 4.3: Cornea extraction : (a) Enhanced image, (b) Largest connected compo-
nent, (c) Cornea outer boundary, (d) Dilate Cornea region, (e) Cornea region of Log
linear transform image, and (f) Cornea inner boundary.
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Cornea extraction:
The Cornea extraction involves the extraction of the Cornea inner boundary and outer
boundary. Cornea is the largest among all other component in the anterior chamber
so connected component is used to extract the largest connect component of the
enhanced image as Cornea(Fig. 4.3.b). Its outer boundary is extracted and labeled
as the Cornea outer boundary(Fig. 4.3.c). Dilate the Cornea region(Fig. 4.3.d) and
multiply it with the log linear transformed image, which is nothing but extracting
the Cornea region from the log linear transformed image(Fig. 4.3.e). Then extract
the inner boundary of the resultant image and fit the circle to form the smooth inner
boundary[32](Fig. 4.3.e).
Iris and Lens detection:
In the anterior segment images, Iris and Lens detection is the most difficult thing
as the shapes of these elements are varying drastically from patient to patient. In
addition to this, unexpected noisy components in images and low intensity values
around the lens are making the accurate detection of Lens and Iris even difficult. The
relative positioning of the Iris and Lens is the basis for detection and segmentation.
Lens, in particular to this imaging system, will touch the vertical line (dashed line).
So the location of the vertical line is extracted by using the morphological operations,
image close(Fig. 4.4.a) and connected components (Fig. 4.4.b). The region below the
Cornea extracted(Fig. 4.4.c) and image open operation is performed(Fig. 4.4.d). The
component touching the vertical line is extracted which is nothing but the Lens of
the eye(Fig. 4.4.e) and its top edge is labeled(Fig. 4.4.f). As the detection of the
complete Lens region form the anterior segment is difficult even manually, so we are
separating the Lens and detecting only its top edge.
The region after removing the Lens and Cornea in the enhanced image is essentially
the Iris. But the presence of noisy components will make the process difficult. First
the Cornea, the region above the Cornea and the vertical region covered by the Lens
is removed from the enhanced image(Fig. 4.5.c). Then very tiny noisy speckles and
parallel components are removed by connected components(Fig. 4.5.d). Now left over
components are nothing Iris. Apply canny edge detection(Fig. 4.5.e) and label the
Iris edges(Fig. 4.5.f). The segment image is shown in figure 4.6.
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(a) (d)
(b) (e)
(c) (f)
Figure 4.4: Lens extraction : (a) Image close operation Enhanced image, (b) Largest
connected component, (c) The region below Cornea, (d) Image open operation, (e)
component touching the vertical line, and (f) Lens top edge labeled image.
Post processing:
As the resolution of the image is 13.34 µm / pixel in horizontal direction and 21.7391
µm / pixel in vertical direction. The anterior chamber depth values at 7 different
locations i.e. central and there peripheral locations on both the sides which are 1 mm
apart, are calculated and labeled(Fig. 4.7).
4.3 Results
The results of the segmentation and the depth labeled images are shown in the figures
4.6 and 4.7. And the anterior chamber depth values at central location for all the
datasets is shown in the graph 4.8. The average value of the anterior chamber depth
at the central location is 2938.5271 ± 260.7665 µm, which is close to the ideal value
3 mm.
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(a) (d)
(b) (e)
(c) (f)
Figure 4.5: Iris extraction : (a) The region below Cornea, (b) After removing the
Lens, (c) Enhanced image region, (d) After removing parallel and tiny components,
(e) Canny edge detection, and (f) Iris labeled image.
Figure 4.6: Segmentation result.
4.4 Conclusion and Future Work
The results of anterior chamber depth values are very close to the ideal values and
segmentation and depth labeled images are good. But assessment of accuracy of the
algorithm has to be done with respect the manual segmentation and depth calcula-
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Figure 4.7: Depth labeled image.
Figure 4.8: Anterior chamber depth values and comparison of average with reference.
tions. So in future, manual segmentation and depth calculations will be performed
and statistical analysis like dice coefficient and correlation coefficient will be per-
formed to check the accuracy. In addition to 2D, we can extend this for 3D anterior
chamber formation by estimating and compensating the moment of the eye.
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Chapter 5
Conclusion and Future Work
The designed continuous zoom slit lamp camera is having more magnification range
over the existing discrete system. Part of the designed system can also be inserted into
the discrete zoom system to convert it into a continuous zoom system. The real lenses
model of zoom system is also having good optical parameters. In future, addition of
more parameters during the optimization will make the system more realistic. This
work not only helpful for the examiner to choose the region of his interest precisely
but it also remove the requirement of the chin rest chamber.
The detachment of the donor lenticule from the host will form a detachment
region. By using the proposed methodology in the second problem the location of
the detachment in the AS-OCT and nature of detachment (communicative or non-
communicative) can be detected. Complete 3D visualization of the Cornea only from
4 angular scans will help the better visualization. The obtained algorithmic values
are closely following the manual values. In future, tracking the motion of the eye and
the motion compensation will improve the results.
The algorithmic results of anterior chamber depth values are very close to the ideal
values. And segmentation and depth labeled images are pretty close to the expected
results. But assessment of accuracy of the algorithm has to be done with respect the
manual segmentation and depth calculations. So in future, manual segmentation and
depth calculations will be performed and statistical analysis like dice coefficient and
correlation coefficient will be performed to check the accuracy. In addition to 2D, we
can extend this for 3D anterior chamber formation by estimating and compensating
the moment of the eye. The main take away of this method is the detection of depth
values at different locations by only using the Pentacam images unlike other methods
which can only detect the depth at central location using sophisticated devices.
The above described techniques in their current form or envisioned form can be
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used in the diagnosis of the anterior chamber of the eye. These techniques will reduce
the manual intervention, will aid the examiner to treat the patient more efficiently,
remove observer variability, reduce the time requirements and electronic documenta-
tion is readily available. But the accuracy is more important than anything in the
clinical domain, so the accuracy have to be improved and assessed periodically.
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