We investigate the large deviations of the shape of the random RSK Young tableaux associated with a random word of size n whose letters are independently drawn from an alphabet of size m = m(n). When the letters are drawn uniformly and when both n and m converge together to infinity, m not growing too fast with respect to n, the large deviations of the shape of the Young tableaux are shown to be the same as that of the spectrum of the traceless GUE. In the non-uniform case, a control of both highest probabilities will ensure that the length of the top row of the tableau satisfies a large deviation principle. In either case, both speeds and rate functions are identified. To complete our study, non-asymptotic concentration bounds for the length of the top row of the tableaux, i.e., for the length of the longest increasing subsequence of the random word are also given for both models.
Introduction and results
Let A m = {α 1 < α 2 < · · · < α m } be an ordered alphabet of size m, and let a word be made of the random letters X of the Young tableaux converges, in law, to the spectrum of an m×m element of the traceless GUE ( [19] , [30] ). In turn, any fixed size subset of this spectrum, also converges with m, and after proper renormalization, to a multidimensional Tracy-Wid om distribution ( [29] , [31] ). These asymptotics have further led (see [9] ) to the study of the limiting shape of these Young tableaux when the word length and alphabet size simultaneously grow to infinity. This is briefly recalled next.
Let the random matrix X = (X ij ) 1≤i,j≤m be an element of the m × m GUE with rescaling such that Re(X ij ) ∼ N (0, 1/2) and Im(X ij ) ∼ N (0, 1/2), for i = j; and X ii ∼ N (0, 1) (see [3] and [24] for background on random matrices). Let (λ m ) be the corresponding ordered spectrum of an element of the traceless GUE (that is of X − tr(X)/m). An important fact (e.g. [5] , [13] , [15] ) asserts that 
By comparing the Brownian functionals in (1.1) with discrete functionals representing the shape of the Young tableaux, and via a KMT approximation, the simultaneous asymptotic convergence of the shape of the random RSK Young tableaux is obtained in [9] .
A related strategy is pursued here in order to investigate the large deviations of the shape of the RSK Young tableaux. More precisely, we obtain a large deviation principle for the length of the first r rows of the Young tableaux, when n and m simultaneously converge to infinity and when the size m of the alphabet does not grow too fast. To achieve our goals, we also rely on the techniques and results developed in [6] (see also [2] ), where large deviations are obtained for the largest (or the rth largest) eigenvalue of the GOE. These methodologies further give the multidimensional large deviations for the first r eigenvalues of the ordered spectrum of the traceless GUE. In turn, combined with a KMT approximation, these lead to large deviations for the shape of the tableaux.
Let us put our work into context. For random permutations, the large deviations of the length of the longest increasing subsequence are described in [12] and [28] , while, moderate deviations are given in [22] and [23] . Closer to our framework, in [17] , following the comparison method of [4] and [8] , large deviations for the last-passage directed percolation model close to the x-axis are established for iid Gaussian or bounded weights. The length of the top row of the tableaux also corresponds to a last-passage percolation, but with dependent (exchangeable in the uniform case) Bernoulli weights (see (2.3) ). In our framework, we also take care of the other rows of the tableaux.
Here is the first result of our work, Theorem 1.1 In the uniform case, let m and n simultaneously converge to infinity in such a way that m(n) = o(n 1/4 ). Then, for any r ≥ 1,
satisfies a large deviation principle with speed m(n) and good rate function I r on the space L r := {(x 1 , x 2 , · · · , x r ) ∈ R r : x 1 ≥ x 2 ≥ · · · ≥ x r }, where 
, given that the other variables are fixed. Thus, when proving the large deviation principle (LDP) as in Theorem 1.1, instead of proving both the usual upper and lower bounds, i.e., that for any closed set 6) and that for any open set O in L r ,
where
it is enough to prove a limiting equality on rectangular subsets as in (1.5) and (1.4).
In Theorem 1.1, if at least one of the renormalized variables is on the left of its simultaneous asymptotic mean, by changing the convergence speed from m to m 2 , a more accurate form of (1.5) is valid. The closed form expression obtained for K below was found after Satya Majumdar kindly suggested that the methodology developed in [25] would apply to our traceless GUE framework. Theorem 1.2 In the uniform case, let m and n simultaneously converge to infinity in such a way that m(n) = o(n 1/6 ). Then, for any r ≥ 1,
satisfies a large deviation principle with speed (m(n)) 2 and good rate function
where K is the rate function of the largest eigenvalue of the m × m traceless GUE, when on the left of its asymptotic mean. It is given by 8) where I (see (A.5)) is the rate function for the LDP of the spectral measure of the GUE, and M 0 ((−∞, x]) is the set of zero mean probability measures supported on (−∞, x]. For x ≤ 0, K(x) = +∞, for x ≥ 2, K(x) = 0, and for
K(x) = 1 48 3 9 + 60 + 32 log 6 . (1.9)
In other words, for all x r ≤ x r−1 ≤ · · · ≤ x 1 , with x r ≤ 2,
The LDP for the longest increasing subsequence is now a simple consequence: Corollary 1.1 Let m and n simultaneously converge to infinity in such a way that m(n) = o(n 1/4 ), then for any x ≥ 2,
and similarly, if m(n) = o(n 1/6 ), for any x ≤ 2,
Remark 1.2 The methodologies developed in this paper also allow to derive LDPs in related problems. Such is the case for last-passage directed percolation close to the x-axis, or for the departure time from many queues in series when the number of customers is a fractional power of the number of servers. In these two problems, similar discrete functional representations are available but with iid weights, so the large deviations rate functions should be the corresponding rate functions of the largest eigenvalue of the GUE.
When the independent random letters are no longer uniformly drawn, let the X m i , 1 ≤ i ≤ n, be independently and identically distributed with P(X 
Theorem 1.3
In the nonuniform case, let k(m(n)) and n simultaneously converge to infinity in such a way that k(m(n))
satisfies a LDP on R with speed k(m(n)) and good rate function I 1 . In other words, for any x ≥ 2,
(1.14)
Above, the conditions on p m max match exactly those of Theorem 1.1. When the renormalized variable is on the left of its simultaneous asymptotic mean, again we get a more accurate form of (1.14). Before presenting this result, let us first recall a few facts. For the alphabet A m with corresponding probability set P = {p
be the distinct elements in P, and let d 1 , · · · , d l be the corresponding multiplicities, with
be the set of m × m random matrices X which are direct sums of mutually independent elements of the
be the non-increasing rearrangement of P. The "generalized" m × m traceless GUE associated with P is the set, denoted by 15) where Theorem 1.4 Let k(m(n)) and n simultaneously converge to infinity in such a way that k(m(n)) 16) and assume that for some 0 ≤ η ≤ 1,
satisfies a LDP on R with speed (k(m(n))) 2 and good rate function K η , where K η is the rate function ofλ 0 1 when on the left of its asymptotic mean. In other words, for any x ≤ 2,
while for any x ≥ 2,
The rate function K η is given by
where J is the rate function (with speed m 2 ) of the largest eigenvalue of the m × m GUE, and for each y ≤ 0, S(y) is the unique solution to J ′ (t) = y with t ≤ 2. For x ≥ 2, J(x) = 0, while for x ≤ 2, the following closed form expression for J is obtained in [10] ,
In particular, K 0 = J and
is positive and finite, asymptotically equivalent to − log x, as x → 0.
To complement the previous results, we provide corresponding concentration results. These rely in part on the concentration results for the largest eigenvalue of the m × m GUE matrix, obtained respectively in [1] and [20] . Comparing the forthcoming result with Corollary 1.1, we see that the deviation rates match the fluctuation results in this case. In turn these rates match the order of the tails of the Tracy-Widom distribution. Theorem 1.5 In the uniform model, let 0 < α < 1/4, and let m ≤ An α , for some A > 0. Then for any 0 < ǫ < 1,
for some absolute constant C > 0. Likewise, let 0 < α < 1/6, and let m ≤ An α , for some A > 0. Then for any 0 < ǫ < 1,
for some absolute constant C > 0.
Again, in the non-uniform case, we have similar results but under a further control of the second highest probability. 
for some B > 0, then for any 0 < ǫ < 1,
Likewise, let α > 5 and let k(m(n)) α /p m max ≤ An, with some A > 0, and let 25) for some B > 0, then for any 0 < ǫ < 1,
2 Proof of Theorem 1.1 and Theorem 1.2
As in [9] , let 
with
where (B j ) 1≤j≤m is a driftless m-dimensional Brownian Motion with covariance matrix given in (1.2), andL
More precisely, inspired by [8] , 
for any ǫ > 0, and from (2.6),
for 1 ≤ k ≤ m, and with the convention thatL 0 (n, m) = 0. From Sakhanenko's version of the KMT inequality as stated, for example, in Theorem 2.1 and Corollary 3.2 of [21] ,
Combining (2.8) and (2.9), under the condition m(n) = o(n 1/4 ),
10) for 1 ≤ k ≤ r, and where C 3 is a positive constant depending on k, which for r fixed, can be chosen only depending on r.
For any x 1 ≥ x 2 · · · ≥ x r > 2, r ≥ 1, and 0 < ǫ < (x r − 2),
and
with again the convention thatL 0 (n, m) = 0. Combining (1.1) with Theorem A.1 of the Appendix, when m and n simultaneously converge to infinity in such a way that m(n) = o(n 1/4 ), the large deviations for (L k (n, m)) 1≤k≤r are then given by:
where o(1) goes to 0 as n converges to infinity. Combining this fact with (2.10),
From (2.11) and (2.14), as m and n simultaneously converge to infinity with
Likewise, from (2.12) and (2.14),
with the convention that k = r corresponds to
Under the conditions given in Theorem 1.1, for any ǫ > 0 lim inf
while,
Combining (2.17) and (2.18), (1.4) is proved.
for any 1 ≤ k ≤ r. From (2.24), the first term on the right of (2.19) is exponentially negligible with speed m. For the second term, from (2.10), for any
Next, letting T → ∞, we obtain that, for any x < 2 and 1 ≤ k ≤ r,
which proves (1.5) in Theorem 1.1.
Proof of Theorem 1.2
First, (1.11) is just a direct consequence of (1.4). Next, we prove (1.10). Fix y 1 ≥ y 2 ≥ · · · ≥ y r , with y r < 2. If K(y r ) < +∞, then there exists δ > 0 such that K(y r − δ) < +∞ and such that for any 0 < ǫ < min{δ, 2 − y r },
with once more the convention thatL 0 (n, m) = 0. Combining (1.1) with Corollary A.1, when m and n simultaneously converge to infinity with m = o(n 1/6 ),
for all y r ≤ y r−1 ≤ · · · ≤ y 1 with y r < 2. Thus
where o(1) is meant for an expression converging to zero as n converges to infinity. Combining this last fact with (2.10), for any 1
Repeating previous arguments, letting ǫ go to 0, and since m = o(n 1/6 ),
26) for y r ≤ y r−1 ≤ · · · ≤ y 1 , with y r < 2 and K(y r ) < +∞. Now for fixed y 1 ≥ y 2 ≥ · · · ≥ y r , y r < 2, we tackle the case K(y r ) = +∞. Since 27) and when m and n simultaneously converge to infinity with m = o(n 1/6 ), the second term on the right of (2.27) is exponentially negligible with speed m 2 , while the first term is, from (2.24), dominated by e −m(n) 2 K(yr+ǫ) . Thus (2.26), in this case, follows by letting ǫ go to 0. Now let 2 = y r ≤ y r−1 ≤ · · · ≤ y 1 , then for any ǫ > 0,
Again, letting ǫ goes to zero, and since K is continuous (see the Appendix for a proof), we get lim inf
which proves the case y r = 2, and finishes the proof of the first part of Theorem 1.2. From Lemma A.1 of the Appendix, we can prove (1.8) .
is empty so K(x) = +∞ and when x ≥ 2, the semicircular probability measure belongs to M 0 ((−∞, x]), thus K(x) = 0. When 0 < x < 2, the closed form expression of K given by (1.9) can be derived using the techniques developed in [25] . Denote by µ 0 the zero mean probability measure supported on (−∞, x], minimizing
(µ 0 will be explicitly found below, however, its existence and uniqueness also follows from Theorem 1.3 in Chapter 1 of [27] . Moreover, in view of Theorem 2.5 in Chapter IV of [27] , µ 0 is absolutely continuous with continuous density ρ 0 ). Consider the Lagrange function
where the Lagrange multipliers c 1 and c 2 correspond to the constraints that µ is a zero mean probability measure. Taking the directional derivative of E(µ) with respect to ρ 0 gives
In turn, differentiating (2.30) with respect to y further gives,
where p.v. denote the Cauchy principal value. Let [L ′ , x] be the support of µ 0 (that L ′ is finite will be shown below but this also follows from Theorem 1.10 or Theorem 1.11 of Chapter IV in [27] ), then the finite Hilbert transform
. From Section 4.3 of [32] , this finite Hilbert transform can be inverted as
From f x (L) = 0, we get
and plugging this into (2.32) yields
Now from the two constraints dµ 0 (y) = 1 and ydµ 0 (y) = 0 we get
which further gives
Integrating (2.30) with respect to µ 0 gives,
while c 1 can be determined by substituting y = x in (2.30),
Finally,
Plugging L and c 2 into (2.36) gives the closed form expression for K.
3 Proof of Theorem 1.3 and Theorem 1.4
Recall that
Then, let
where from Lemma 9 of [9] ,
with C > 0 some absolute constant.
To prove Theorem 1.3, let us first prove a lemma, Lemma 3.1 Let k(m(n)) converge to infinity with n in such a way that
2) and for any x < 2,
Proof.
As in the proof of Theorem 1.1, for any j ∈ J(m), setX 
with the obvious notation forṼ
for any x ≥ 2. Moreover, (3.3) can be reduced to,
for any x < 2. SinceṼ
, it can be approximated via KMT by the Brownian functional F (n, k)
where (B (r) ) 1≤r≤k is a k-dimensional Brownian motion with covariance matrix 
where (B j ) 1≤j≤k is a standard k-dimensional Brownian motion. Looking at the right hand side of (3.10), the first sum is a Gaussian random variable with variance at most 1/k, while for the second part, it is well known that:
Next, as in the proof of Theorem 1.1,
where l is any element of J(m) and 
As in getting (2.8), we have
, for some constants C 1 and C 2 , and from (2.9),
for some positive constant C 3 . Combining (3.14) and (3.15), under the condition
for some positive constant C 4 . From (3.12), for any x > 2 and 0 < ǫ < (x − 2),
Hence,
and as in the proof of Theorem 1.1, this leads to (3.4) for any x > 2. Applying the same arguments at the end of the proof of Theorem 1.1 we can prove that (3.4) is valid for any x ≥ 2. The proof of (3.5) is similar to the uniform case. First, from (3.10) and (3.11), for any fixed x < 2,
Moreover, for any 0 < ǫ < 2 − x, Proof of Theorem 1.3
For any x > 2 and 0 < ǫ < x − 2,
Moreover, from (3.1) 22) and from Lemma 3.1,
Under the condition (1.12), we have
Letting ǫ go to 0, and repeating the same arguments as in the proof of Theorem 1.1, proves (1.13), for any x ≥ 2, under the conditions given in Theorem 1.3. For (1.14), for any x < 2 and 0 < ǫ < 2 − x,
From (3.3), P(Z ≤ x + ǫ) is exponentially negligible with speed k(m), and from arguments as in (3.23), P(|Y | ≥ ǫ) is bounded by e −k(m)T , T > 0, as n → ∞. Hence, letting T → ∞, P(|Y | ≥ ǫ) is also exponentially negligible with speed k(m), which proves (1.14).
Proof of Theorem 1.4 and Remark 1.3
First, (1.19) is a direct consequence of (1.13). Next, we prove (1.18). As in the proof of Lemma 3.1, when V ′ 1 (n, m), is on the left of its simultaneous asymptotic mean, it can be approximated by F (n, k) (see (3.8) ). Hence the rate function K η should be the corresponding rate function of the Brownian functional F (1, k) (see (3.9)) when it is on the left of its asymptotic mean, with convergence rate k(m) 2 . From the right hand side of (3.10) we know that this new rate function K η will depend on η, which is the limit of kp 2 . Again, from [16] , λ
where λ k 1 is the largest eigenvalue of the k × k GUE and g is a standard normal random variable which is independent ofλ 0 1 . Let
where J is the rate function for λ k 1 with speed k 2 , I(µ) is given in (A.5), and G η is the corresponding rate function for the Gaussian term. Now, see [10] , when x ≤ 2,
Notice that 0 < J ′′ (x) < 1 for x ∈ (−∞, 2). Moreover, by Taylor expansions for J and J ′ , and for x < −5,
with |e 1 (x)| ≤ 2/x 2 and |e 2 (x)| ≤ 4/|x| 3 . From (3.24), it is well known (see [11] , [26] ) that, 32) and taking Legendre transforms to get
where And as a consequence,
For y ≤ 0, let
Now we consider the case when x < 2. First, from (3.31), it can be shown that for y < −6, y < S(y) < y + 1, and thus since x − J ′ (x) is increasing on (−∞, 2],
which further yields y < S(y) < y − 2 y + 1 .
Moreover, when y < −6,
Combining (3.34) with (3.30), we get that for y < −6,
When η = 1, for any x ≤ 0, H ′ x,1 (y) < 0 for y ≤ 0, thus
For 0 < x < 2, since S(y) − y is increasing on (−∞, 0] with a range of (0, 2], there exists a unique solution to H ′ x,1 (y) = x − S(y) + y = 0, and we denote it by T 1 (x). Note that y = T 1 (x) is the maximizer for H x,1 (y) and as x → 0, T 1 (x) → −∞, thus there exists some δ > 0, such that when x < δ,
Since for x < 1/6, sup y≤−6 (xy + log(−y)) = −1 − log x, combining this with (3.35) gives for x close enough to 0,
When 0 < η < 1, for any x < 2, there exists a unique solution to H ′ x,η (y) = x − S(y) + ηy = 0, which is denoted by T η (x). Note that y = T η (x) is the maximizer of H x,η (y) and as x → −∞, T η (x) → −∞. By repeating arguments as in the case η = 1 we get as x → −∞, 
Likewise, for some absolute positive constantC 0 , and all m ≥ 1 and 0 < ǫ ≤ 1,
Next, to prove (1.21), assume first that mǫ 3/2 ≥ 1. Then for any 0 < ǫ < 1,
As previously,
and λ
where Z m is a centered Gaussian random variable with variance 1/m, which is independent of λ m,0
for some positive constant C 1 . Now from (2.7), (2.8) and (2.9), the second term on the right hand side of (4.3) is bounded by:
In order to reach (1.21), we need to show that there exists a positive constant C(A, α), depending only on A and α, such that
First, since mǫ 3/2 ≥ 1, (4.4) can be satisfied by choosing C(A, α) ≥ C 1 . Now taking logarithms in (4.5), C(A, α) has to be such that:
Moreover, under the condition m ≤ An α , we have:
Therefore, if α < 1/4, we just need to choose C(A, α) satisfying
Since for all integers n ≥ 1,
we just need to guarantee that
But from our choice of α, (1 + α)/(1 − 4α) > 1, so by choosing
for some large enough absolute constant C, (4.8) and (4.5) are satisfied. Finally, by taking logarithms, (4.6) becomes,
From the condition m ≤ An α , we just need,
Now repeating the previous arguments, taking the minimum on the right hand side of (4.11), we have
Again, for 0 < α < 1/4, 1 < (1 + α)/(1 − 7α/3) < 3, so as long as we choose
for some large enough absolute constant C, C(A, α) will satisfy (4.12) and hence also satisfy (4.6). Combining (4.9) and (4.13), if mǫ 3/2 ≥ 1, and m ≤ An α , with α < 1/4, we can find a positive constant 14) so that (1.21) holds for all 0 < ǫ < 1. When mǫ 3/2 < 1,
as C is large enough, and (1.21) follows naturally. So combining these two cases, we can find a positive C(A, α) as in (4.14), with C large enough, such that (1.21) holds.
Likewise, for the proof of (1.22), first assume that m 2 ǫ 3 ≥ 1, and
Repeating previous arguments, we get that, as long as m ≤ An α , with α < 1/6, we can find some positive constant
so that (1.22) is satisfied. Again, by takingC large enough, the case m 2 ǫ 3 < 1 follows, and (1.22) is proved.
The proof for the non-uniform case is similar to the uniform one. For (1.24), we first assume that kǫ 3/2 ≥ 1, then
From (3.22), (3.13) and (3.10), we have
In order to reach (1.24), we need to show that there exists a positive C(A, B, α), depending only on A, B and α, such that
First, by taking logarithms in (4.18), we get
so if α > 3, then we can choose a constant C(A, B, α), satisfying (4.18). Actually here C(A, B, α) just needs to satisfy 20) for a large enough absolute constant C. Second, by taking logarithms in (4.16), we have:
From (1.23) and the assumption kǫ 3/2 ≥ 1, in order for (4.16) to hold true, C(A, B, α) needs to satisfy
with the absolute constant C large enough. For (4.17), as we did in (4.6), and under the condition k α /p m max ≤ An with α > 3, we need to choose 22) with the absolute constant C large enough. Finally, (4.19) is easy to satisfy since kǫ 3/2 ≥ 1. Moreover, when kǫ 3/2 < 1, then (1.24) holds naturally given C large enough.
Combining (4.20), (4.21) and (4.22), choosing
with C some large enough absolute constant, (1.24) holds under the given conditions. Likewise, we can prove (1.26).
A Appendix. Large deviations for the spectrum of the traceless GUE For any integer m ≥ 2, let the random matrix X be an element of the m × m GUE. Let (λ 1 , λ 2 , · · · , λ m ) be the spectrum of X, and let
The joint probability density of (ξ 1 , ξ 2 , · · · , ξ m ) is given by
see Theorem 2.5.2 in [3] and also Theorem 3.3.1 in [24] . Let (λ The joint distribution function of (ξ As shown in [7] , the law of the spectral measureμ m = 1 m m i=1 δ ξi satisfies a large deviation principle on the set P(R) of probability measures on R, and with good rate function I, in the scale m 2 . Moreover, I is given by 5) and its unique minimizer is the semicircular probability measure
Based on this LDP forμ m , the LDP for the largest (or rth largest) eigenvalue of the GOE with an explicit rate function is obtained in [6] and [2] (see also [18] for generalizations). Following the approach and the techniques developed there, and taking into account (A.4), we get a multidimensional LDP for the first r eigenvalues of the traceless GUE:
) satisfies a LDP with speed m and a good rate function
Proof. Let
From [6] , (ξ for all
Since,
Moreover,
where o(1) goes to 0 as m goes to infinity. So for fixed 0 < ǫ < x r ,
Letting ǫ go to 0, the continuity of the rate function leads to (A.7).
For any µ ∈ P(R), construct a discrete approximation of µ by setting 9) and
(note that the choice of the length 1/(m + 1) of the intervals rather that 1/m is only made in order to insure that x m m is finite). Using these discrete constructions, set: 10) and
It is easy to see that X is a proper subset of P 0 (R) since the condition in X implies that the mean of the measure is 0. With the help of this definition, following the proof in [7] , we can get the large deviation principle for the spectral measure of the traceless GUE:
satisfies a large deviation principle on X in the scale m 2 and with the good rate function I.
Proof. Since this proof closely follows [7] , it is just sketched here. Write the density of the eigenvalues as: 
then combined with (A.12), this will lead to the statement of the theorem.
First, observe that for any Borel subset A ⊂ X , any N ∈ R + , lim sup
(A.14)
Moreover, from arguments as in [7] , we get that (μ m 0 ) m∈N are exponentially tight underQ m on X . So we just need to prove (μ m 0 ) m∈N satisfies a weak large deviation principle with rate function J(µ) under the measureQ m . The upper bound is obvious, since µ → f (x, y) ∧ N dµ(x)dµ(y) is continuous for any µ ∈ X , so (A.14) shows that for any probability measure µ ∈ X , lim sup
where B(µ, δ) is an open ball of center µ and radius δ in X , with the distance between two probability measures µ 1 and µ 2 in X is given by,
and where for some fixed b ≥ 0,
By monotone convergence, lim sup
(A.15) which finishes the proof of the upper bound.
To prove the lower bound, let ν ∈ X . Since I(ν) = +∞ if ν has an atom, we can assume without loss of generality here that it does not. Use the discrete construction (A.9) for ν with
. Since ν m converges towards ν weakly with probability 1 as m goes to infinity, for any δ > 0 and m large enough, if we set ∆ m := {ξ
The last term in the right hand side of (A.17) can be bounded from below by changing variables ξ 1 = x 1 and
Recalling that,
Now by same arguments as in [7] , we get lim inf
Combining (A.15) and (A.20), the weak large deviation principle is proved, finishing the whole proof.
We are now ready to give the large deviation for ξ
when it is on the left of its mean. Let M((−∞, x]) be the set of all probability measures on When 0 < x ≤ 2, and from arguments as in [17] , it is next shown that K is continuous. Indeed, for any y < 0 and 0 < x ≤ 2, let 23) and let ν x be the minimizer of I(µ) on M 0 ((−∞, x]), then for any 0 < ǫ < x, we have
where y ǫ is the value which satisfies
x−ǫ yǫ tdν x (t) = 0.
Since the right hand side of (A.24) converges to K(x), as ǫ converges to 0, the left continuity of K is proved.
To show the right continuity, notice that by a simple change of variables, G n (x)dx = 0, and since G n is piecewisely linear, it is Lipschitz continuous. Let µ n be the probability measure whose distribution function is the inverse function of G n , the Lipschitz continuity of G n yields that µ n ∈ X , for any n ≥ 2. From its construction, we know that µ n is supported on [a − 1/n, b + 1/n], and µ n converges to µ 0 weakly as n goes to infinity, thus log G n i + 1 n − G n i n (A.32) be Riemann sum approximations of x<y log(y−x)dµ 0 (x)dµ 0 (y) and x<y log(y− x)dµ n (x)dµ n (y) respectively. For any i ≤ j, To finish, we obtain the large deviations for the first r eigenvalues of the traceless GUE when at least one of them is on the left of the asymptotic mean: 
Considering the two measures

