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Abstract
Recently, V. Cruz, J. Mateu and J. Orobitg have proved a T(1) theorem for the Beurling
transform in the complex plane. It asserts that given 0 ă s ď 1, 1 ă p ă 8 with sp ą 2
and a Lipschitz domain Ω Ă C, the Beurling transform Bf “ ´p.v. 1
piz2
˚ f is bounded in the
Sobolev space W s,ppΩq if and only if BχΩ PW
s,ppΩq.
In this paper we obtain a generalized version of the former result valid for any s P N and
for a larger family of Caldero´n-Zygmund operators in any ambient space Rd as long as p ą d.
In that case we need to check the boundedness not only over the characteristic function of the
domain, but over a finite collection of polynomials restricted to the domain. Finally we find a
sufficient condition in terms of Carleson measures for p ď d. In the particular case s “ 1, this
condition is in fact necessary, which yields a complete characterization.
1 Introduction
The aim of the present article is to find necessary and sufficient conditions on certain singular
integral operators to be bounded in the Sobolev space of a Lipschitz domain.
An operator T defined for f P L1locpR
dq and x P Rdzsupppfq as
Tfpxq “
ż
Rd
Kpx´ yqfpyqdy,
is called a smooth convolution Caldero´n-Zygmund operator of order n if it is bounded in the Sobolev
space Wn,ppRdq (the space of Lp functions with distributional derivatives up to order n in Lp) for
every 1 ă p ă 8 and its kernel K satisfies
|∇jKpxq| ď
C
|x|d`j
for 0 ď j ď n (see Section 2 for more details). In the present article we deal with some properties
of the operator T truncated to a domain Ω, defined as TΩpfq “ χΩ T pχΩ fq.
In the complex plane, for instance, the Beurling transform, which is defined as the principal
value
Bfpzq :“ ´
1
π
lim
εÑ0
ż
|w´z|ąε
fpwq
pz ´ wq2
dmpwq, (1.1)
is a smooth convolution Caldero´n-Zygmund operator of any order with kernel Kpzq “ ´ 1
π z2
.
In the recent article [CMO13], Vı´ctor Cruz, Joan Mateu and Joan Orobitg, seeking for some
results on the Sobolev smoothness of quasiconformal mappings proved the next theorem.
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Theorem ([CMO13]). Let Ω be a bounded C1`ε domain (i.e. a Lipschitz domain with parameter-
izations of the boundary in C1`ε) for a given ε ą 0, and let 1 ă p ă 8 and 0 ă s ď 1 such that
sp ą 2. Then the truncated Beurling transform BΩ is bounded in the Sobolev space W
s,ppΩq if and
only if BpχΩq PW
s,ppΩq.
This was proved in fact for a wider class of even Caldero´n-Zygmund operators in the plane.
Using a result in [MOV09], one can see that, if ε ą s and Ω is a C1`ε domain then BχΩ PW
s,ppΩq,
so we have that, assuming the conditions in the previous theorem for Ω, s and p, one always has
the Beurling transform bounded in W s,ppΩq. Using this result, in [CMO13] the authors deduce
the next remarkable theorem that we state here as a corollary.
Corollary ([CMO13]). Let Ω, s and p be as in the previous theorem with the restriction ε ą s.
Given a function µ such that supppµq Ă Ω¯ and }µ}8 ă 1, consider the Beltrami equation
B¯φpzq “ µpzqBφpzq,
and consider its principal solution φpzq “ z ` Cphqpzq, where C stands for the Cauchy transform.
If µ PW s,ppΩq, then h PW s,ppΩq.
In this paper, we consider the extension of the theorem above to higher orders of smoothness
s and other ambient spaces Rd. We have restricted ourselves to the study of the classical Sobolev
spaces, where the smoothness is a natural number, so we denote it by n. The first result of the
present article is the next theorem.
Theorem 1.1. Let Ω Ă Rd be a Lipschitz domain, T a smooth convolution Caldero´n-Zygmund
operator of order n P N and p ą d. Then the following statements are equivalent:
a) The truncated operator TΩ is bounded in W
n,ppΩq.
b) For every polynomial P of degree at most n´ 1, we have that TΩpP q PW
n,ppΩq.
The notation is explained in Section 2. Note that we do not assume the kernel to be even. This
result reminds us the results by Rodolfo H. Torres in [Tor91], where the characterization of some
generalized Caldero´n-Zygmund operators which are bounded in the homogeneous Triebel-Lizorkin
spaces in Rd is given in terms of its behavior over polynomials. Let us also remark that in [Vah09]
Antti V. Va¨ha¨kangas obtained some T1 theorem for weakly singular integral operators on domains.
Roughly speaking, he showed the image of the characteristic function being in a certain BMO-type
space to be equivalent to the boundedness of TΩ : L
ppΩq Ñ 9Wm,ppΩq where m is the degree of the
singularity of T’s kernel.
In 2009, Vı´ctor Cruz and Xavier Tolsa found a sufficient condition weaker than ε ą s for the
validity of the corollary. Namely, they proved in [CT12] that if Ω Ă C is a Lipschitz domain and
its unitary outward normal vector N is in the Besov space B
s´1{p
p,p pBΩq (following the notation in
[Tri78]), then one has BpχΩq PW
s,ppΩq. Furthermore, the parameterizations of the boundary are
in B
s´1{p`1
p,p pBΩq Ă C1`ǫpBΩq if sp ą 2 (see [Tri78, Section 2.7.1]), so one can use the result in
[CMO13], leading to the boundedness of the Beurling transform. Xavier Tolsa proved in [Tol13]
that this geometric condition is necessary when the Lipschitz constants of BΩ are small. The result
in [CT12] can be extended to n ě 2 but it is out of reach of the present article. This will be the
subject of a forthcoming paper by us.
In Section 8 we define the shadows Shpxq and ĂShpxq for every point x in a Lipschitz domain
Ω close enough to BΩ. Those shadows can be understood as Carleson boxes of the domain. We
say that a positive and finite Borel measure µ is a p-Carleson measure if for every a P Ω and close
enough to the boundary,ż
ĂShpaq distpx, BΩq
pd´pqp1´p1qpµpShpxq X Shpaqqqp
1 dx
distpx, BΩqd
ď CµpShpaqq. (1.2)
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N. Arcozzi, R. Rochberg and E. Sawyer proved in [ARS02] that in the case when Ω coincides with
the unit disk D Ă C, the measure µ is p-Carleson if and only if the trace inequalityż
D
|f |p dµ ď C|fp0q|p ` C
ż
D
|f 1|p dm
holds for any holomorphic function f on D. It turns out that the notion of p-Carleson measure is
also essential for the characterization of the boundedness of Caldero´n-Zygmund operators of order
n in Wn,ppΩq when 1 ă p ď d as our next theorem shows.
Theorem 1.2. Let T be a smooth convolution Caldero´n-Zygmund operator of order n, and consider
a Lipschitz domain Ω and 1 ă p ď d. If the measure |∇nTΩP pxq|
pdx is a p-Carleson measure for
every polynomial P of degree at most n´ 1, then TΩ is a bounded operator on W
n,ppΩq.
This condition is in fact necessary for n “ 1:
Theorem 1.3. Let T be a smooth convolution Caldero´n-Zygmund smooth operator of order 1, and
consider a Lipschitz domain Ω and 1 ă p ă 8. The following statements are equivalent:
1. TΩ is a bounded operator on W
1,ppΩq.
2. The measure |∇TχΩpxq|
pdx is a p-Carleson measure for Ω.
Example 1.4. Those theorems can be used to prove the boundedness of BD in W
n,ppDq for any
n P N and p ą 1 in one stroke. Indeed, given any multiindex λ “ pλ1, λ2q, consider Pλpzq “ z
λ “
zλ1zλ2 . In [AIM09, page 96] the authors find a function f PW 1,ppCq for p big such that B¯f “ χD
and then using that BpB¯fq “ Bf they deduce who is BχD. Using the same procedure, one can see
that
• if λ1 “ 0, then BDpPλqpzq “ Cλz
´λ2´2χDcpzq,
• if 0 ă λ1 ă λ2 ` 1, then BDpPλqpzq “ C
1
λz
λ`p´1,1qχDpzq ` C
2
λz
λ1´λ2´2χDcpzq,
• if λ1 “ λ2 ` 1, then BDpPλqpzq “ Cλz
λ`p´1,1qχDpzq,
• if λ1 ą λ2 ` 1, then BDpPλqpzq “
`
C1λz
λ`p´1,1q ` C2λz
λ1´λ2´2
˘
χDpzq,
with constants depending only on λ. Summing up, for any polynomial P of degree n ´ 1, its
transform BDP agrees with a polynomial of degree smaller or equal than n´1 in D so ∇
nBDPλpzq “
0 for z P D. Thus, the sufficient conditions of Theorems 1.1 and 1.2 are satisfied.
Example 1.5. For a negative example, consider a square Q in the complex plane with a corner at
ω. In that case, one can see that BpχQqpzq is expressed as a sum of logarithms [AIM09, (4.122)].
Since |BBpχQqpzq| « |z ´ ω|
´1 when z is close enough to ω, it follows that BpχQq R W
1,ppQq
for p ě 2 and, thus, BQ is not bounded in W
1,ppQq for p ě 2. By the same token, for n ě 2
one has |BnBpχQqpzq| « |z ´ ω|
´n and therefore BQ is not bounded in W
n,ppQq for any p ą 1.
However, since BpχQq is analytic, one can see with some effort that when n “ 1 and p ă 2, then
µpzq “ |∇BχQpzq|
p is a p-Carleson measure. Using Theorem 1.2, this leads to the boundedness of
BQ in W
1,ppQq for 1 ă p ă 2.
The question arises whether is there any Lipschitz domain Ω such that BΩ is not bounded in
W 1,ppΩq for p ă 2. We refer the reader to [Tol13] to find the tools to answer this question in the
affirmative.
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The plan of the paper is the following. In Section 2 we begin by stating some remarks and
definitions and then we cite some results that we will use. In Section 3 we define an oriented
Whitney covering and we discuss about its properties. To end with the preliminaries, we present
some approximating polynomials for a given function f PWn,ppΩq in Section 4. These polynomials
will be the cornerstone of the proof of Theorems 1.1 and 1.2. Before we prove these theorems, we
devote the rather technical Section 5 to show the existence of weak derivatives of TΩf in Ω as long
as f P Wn,ppΩq. The expert reader may skip it. In Section 6 we prove a Key Lemma which is
the first step toward the proofs of Theorems 1.1, 1.2 and 1.3. Afterwards we prove Theorem 1.1
in Section 7, Theorem 1.2 in Section 8 and Theorem 1.3 in Section 9. Finally, in Section 10 we
sketch an alternative argument for Theorem 1.3 in the planar case using complex analysis.
2 Notation and well-known facts
Along this paper m stands for the Lebesgue measure and Hk for the k-th dimensional Hausdorff
measure. We write dx for dmpxq when integrating on subsets of Rd with respect to the Lebesgue
measure if there is no risk of confusion.
We call Pn the vector space of polynomials of degree smaller or equal than n (in Rd).
The polynomials and derivatives will be written with the multiindex notation. For every multi-
index α P Nd (where we assume the natural numbers to include the 0), α “ pα1, ¨ ¨ ¨ , αdq, we define
its modulus as |α| “
řd
j“1 αj and its factorial α! :“
śd
j“1 αj !, leading to the usual definitions
of combinatorial numbers. For two multiindices α, β P Nd we write α ď β whenever αi ď βi for
1 ď i ď d, and we write α ă β if α ď β and α ‰ β. For x P Rd let xα :“
śd
j“1 x
αj
j and for φ P C
8
c
(infinitely many times differentiable with compact support), let Dαφ :“ B
|α|
Bx
α1
1
¨¨¨Bx
αd
d
φ.
In general, for any open set U , and every distribution f P D1pUq, the α distributional derivative
of f is defined by
xDαf, φy :“ p´1q|α|xf,Dαφy for every φ P C8c pUq.
If the distribution is regular, that is Dαf P L1loc, we say it is a weak derivative in U . We write
|∇nf | “
ř
|α|“n |D
αf |.
We say that f P LppUq is in the Sobolev space Wn,ppUq if it has weak derivatives up to order
n and Dαf P LppUq for |α| ď n. We say that f P Wn,ploc pUq if those derivatives are in the space
L
p
locpUq instead. We will use the norm
}f}Wn,ppUq “
ÿ
|α|ďn
}Dαf}LppUq.
For Lipschitz domains, it is enough to consider the higher order derivatives and the function itself,
}f}Wn,ppUq « }f}LppUq ` }∇
nf}LppUq
(see [Tri78, 4.2.4]).
Definition 2.1. We say that a measurable function K P Wn,1loc pR
dzt0uq is a smooth convolution
Caldero´n-Zygmund kernel of order n if
|∇jKpxq| ď
CK
|x|d`j
for x ‰ 0 and 0 ď j ď n,
for a positive constant CK and that kernel can be extended to a tempered distribution WK in R
d
in the sense that for every Schwartz function φ P S with 0 R supppφq, one has
xWK , φy “ pK ˚ φqp0q.
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We will use the classical notation pf for the Fourier transform of a given Schwartz function,
pfpξq “ ż
Rd
e´2πix¨ξfpxqdx,
and qf will denote its inverse. It is well known that the Fourier transform can be extended to the
whole space of tempered distributions by duality and it induces an isometry in L2 (see for example
[Gra08, Chapter 2]).
Definition 2.2. We say that an operator T : S Ñ S 1 is a smooth convolution Caldero´n-Zygmund
operator of order n with kernel K if K is a smooth convolution Caldero´n-Zygmund kernel of order
n such that yWK P L1loc, T is defined as
Tφ “WK ˚ φ :“
´yWK ¨ pφ¯q
for every φ P S, and T extends to an operator bounded in Lp for every 1 ă p ă 8.
One can see using the results in [Ste70, Chapter IV] and [Gra08, Chapter 4], for instance, that
this boundedness property is equivalent to having yWK P L8.
It is a well-known fact that the Schwartz class is dense in Lp for p ă 8. Thus, if f P Lp and
x R supppfq, then
Tfpxq “
ż
Kpx´ yqfpyqdy.
Example 2.3. In the complex plane, the Beurling transform (1.1) is a smooth convolution Calde-
ro´n-Zygmund operator of any order associated to the kernel Kpzq “ ´ 1
π z2
and its multiplier isyWKpξq “ ξ¯ξ . Thus, the Beurling transform is an isometry in L2.
For any cube Q we write ℓpQq for its side-length. Given r P R we write rQ for the cube
concentric with Q and side length rℓpQq.
Definition 2.4. Let Ω Ă Rd be a domain (open and connected). We say that a cube Q with side-
length R ą 0 and center x P BΩ is an R-window of the domain if it induces a local parameterization
of the boundary, i.e. there exists a continuous function AQ : R
d´1 Ñ R such that, after a suitable
rotation that puts all the faces of Q parallel to the coordinate axes,
ΩX 2Q “ tpy1, ydq P pR
d´1 ˆ Rq X 2Q : yd ą AQpy
1qu
(we use the double cube 2Q in order to ensure that the central point of the upper face of Q is far
from the boundary of Ω).
We say that a bounded domain Ω is a pδ, Rq-Lipschitz domain if for each x P BΩ there exists
an R-window Q centered in x with AQ Lipschitz with a uniform bound }∇AQ}8 ă δ.
We say that an unbounded domain Ω is a special δ-Lipschitz domain if there exists a Lipschitz
function A such that }∇A}8 ă δ and
Ω “ tpy1, ydq P R
d´1 ˆ R : yd ą Apy
1qu.
With no risk of confusion, we will forget often about the parameters δ and R and we will talk
in general of Lipschitz domains and windows without further explanations.
In Section 9 we will solve a Neumann problem by means of the Newton potential: given an
integrable function with compact support g P L10pR
dq, its Newton potential is
Ngpxq “
ż
|x´ y|2´d
p2 ´ dqwd
gpyq dy if d ą 2, Ngpxq “
ż
log |x´ y|
2π
gpyq dy if d=2, (2.1)
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where wd stands for the surface measure of the unit sphere in R
d. Recall that the gradient of Ng
is the pd´ 1q-dimensional Riesz transform of g,
∇Ngpxq “ Rpd´1qgpxq “
ż
x´ z
wd|x´ z|d
gpzq dz.
It is well known that ∆Ngpxq “ gpxq for x P Rd (see [Fol95, Theorem 2.21] for instance).
We recall now two results that we will use every now and then. The first is the Leibnitz’
Formula, which states that for f PWn,ppΩq and |α| ď n, if φ P C8c pΩq, then f ¨ φ PW
n,ppΩq and
Dαpf ¨ φq “
ÿ
βďα
ˆ
α
β
˙
DβφDα´βf (2.2)
(see, for example, [Eva98, 5.2.3]).
The second is the Sobolev Embedding Theorem for Lipschitz domains (see [AF03, Theorem
4.12, Part II]), which says in particular that for each Lipschitz domain Ω and every p ą d, we have
the continuous embedding of the Sobolev space W 1,ppΩq into the Ho¨lder space C0,1´
d
p pΩq. Recall
that
}f}C0,spΩq “ }f}L8pΩq ` sup
x,yPΩ
x‰y
|fpxq ´ fpyq|
|x´ y|s
.
3 Oriented Whitney covering
Along this section we consider Ω to be a fixed pδ, Rq-Lipschitz domain. We also consider a given
dyadic grid of semi-open cubes in Rd.
Definition 3.1. We say that a collection of cubes W is a Whitney covering of Ω if
W1. The cubes in W are dyadic.
W2. The cubes have pairwise disjoint interiors.
W3. The union of the cubes in W is Ω.
W4. There exists a constant CW such that CWℓpQq ď distpQ, BΩq ď 4CWℓpQq.
W5. Two neighbor cubes Q and R (i.e. Q¯X R¯ ‰ H, Q ‰ R) satisfy ℓpQq ď 2ℓpRq.
W6. The family t10QuQPW has finite superposition, that is
ř
QPW χ10Q ď C.
We do not prove here the existence of such a covering because this kind of covering is well
known and widely used in the literature.
Recall that we say that Q is an R-window of Ω if it is a cube centered in BΩ, with side-length
R inducing a Lipschitz parameterization of the boundary (see Definition 2.4). We can choose a
number N « Hd´1pBΩq{Rd´1 and a collection of windows tQku
N
k“1 such that
BΩ Ă
Nď
k“1
δ1Qk, (3.1)
where δ1 ă
1
4
is a value to fix later (in Remark 3.4).
Each window Qk is associated to a parameterization Ak in the sense that, after a rotation,
ΩX 2Qk “ tpy
1, ydq P pR
d´1 ˆ Rq X 2Qk : yd ą Akpy
1qu.
Thus, each Qk induces a vertical direction, given by the eventually rotated yd axis. The following
is an easy consequence of the previous statements and the fact that the domain is Lipschitz:
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W7. The number of Whitney cubes in Qk with the same side-length intersecting a given vertical
line is bounded by a constant depending only on the Lipschitz character of Ω, where the
“vertical” direction is the one induced by the window.
This is the last property of the Whitney cubes we want to point out. Next we define paths
connecting Whitney cubes. First, we use that the notion of vertical direction allows us to say that
one cube is above another one even if the faces of the Whitney cubes are not parallel to the faces
of Qk.
Definition 3.2. We say that a cube S is above Q with respect to Qk if Q,S Ă Qk, there is a
line parallel to the vertical direction induced by Qk intersecting the interior of both cubes and there
exists a point x P S such that for every y P Q, xd ą yd in local coordinates.
We distinguish the cubes in the central region from those which are close to the boundary of
the domain.
Definition 3.3. We say that Q is central if supxPQ distpx, BΩq ą δ2R, where δ2 ă
1
2
is a constant
to fix in Remark 3.4. We denote this subcollection of cubes by W0.
We say that Q is peripheral if it is not central.
Remark 3.4. Consider δ0 ă
1
2
to be fixed. We call δ0Qk X Ω the canvas of the window Q, and
we divide the peripheral cubes in collections Wk “ tQ P WzW0 : Q Ă δ0Qk X Ωu. For Whitney
constants big enough and for δ0, δ1 and δ2 small enough we have that
1) The union of central cubes is a connected set.
2) Every peripheral cube is contained in a window canvas. The subcollections Wk are not disjoint
and, if two peripheral cubes Q and S are not contained in any commonWk, then distpQ,Sq « R.
3) For each peripheral cube Q PWk there exists a cube S Ă Qk above Q which is central.
Furthermore,
4) All the central cubes have comparable side-length.
Next we provide a tree-like structure to the family of cubes.
Definition 3.5. We say that C “ pQ1, Q2, ¨ ¨ ¨ , QM q is a chain connecting Q1 and QM if Qi and
Qi`1 are neighbors for every i ă M . We will call the next cube to NCpQiq “ Qi`1. In general,
we consider the iteration N jCpQiq “ Qi`j whenever i` j ďM .
We want to have a somewhat rigid structure to gain some control on the chains we use, so we
need to introduce a chain function r¨, ¨s :W ˆW Ñ
Ť
M W
M . We state three rules. The first one
is on the definition of chain function.
First rule:
1.1: For any cubes Q,S PW , rQ,Ss is a chain connecting Q and S.
Abusing notation we will also write rQ,Ss for the non-ordered collection tQiu
M
i“1 so that we
can say that Qi P rQ,Ss.
Given two cubes Q,S, we will use the open-close interval notation pQ,Sq :“ rQ,SsztQ,Su,
rQ,Sq :“ rQ,SsztSu, pQ,Ss :“ rQ,SsztQu.
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Now we can state the second rule, concerning the central cubes. For that purpose, assume that
we have fixed a central cube Q0.
Second rule:
2.1 For every central cube Q PW0, rQ,Q0s is a chain of central cubes connecting these two cubes
with minimal number of steps.
2.2 For any central cubes Q,S P W0 with S P rQ,Q0s, we have rS,Q0s Ă rQ,Q0s. Thus, we can
define rQ,Ss “ rQ,Q0szpS,Q0s (see Figure 3.1).
Figure 3.1: Second rule, 2.2.
Q
S
Q0
(a) rQ,Q0s. (b) rS,Q0s Ă rQ,Q0s. (c) rQ,Ss Ă rQ,Q0s.
2.3 Given two different central cubes Q and S, let QS be the first cube in rQ,Q0s with a neighbor
in rS,Q0s and let S˜Q be the first neighbor of QS in rS,Q0s. Then, rQ,Ss “ rQ,QSs Y rS˜Q, Ss
(see Figure 3.2).
Figure 3.2: Second rule, 2.3.
Q
S
Q0
(a) rQ,Q0s. (b) rS,Q0s.
QS
S˜Q
(c) rQ,Ss.
Note that SQ may be different from S˜Q. Abusing notation we will always write SQ. This
completes the central structure. For every Whitney cube Q Ă δ0Qk, we define rQ,Q0sk as a chain
connecting Q and Q0 and such that each cube S P rQ,Q0sk is either central or above Q with
respect to Qk, and in case S is central, then rQ,Q0sk “ rQ,Ssk Y rS,Q0s, where rQ,Ssk is the
subchain of rQ,Q0sk limited by Q and S (see Figure 3.3). The chain rQ,Q0sk exists in virtue of
Remark 3.4.
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yd axis w.r.t. Q
Qk
δ0Qk
Q0
Q
Figure 3.3: rQ,Q0sk for Q Ă δ0Qk.
Now we can add the rule for peripheral cubes.
Third rule:
3.1: Given two diferent peripheral cubes which are both contained in, at least, one common window
canvas Q,S P Wk, fix k and use r, sk: Define QS P rQ,Q0sk, SQ P rS,Q0sk and rQ,Ss “
rQ,QSsk Y rSQ, Ssk as in rule 2.3.
3.2: For every peripheral cube S, fix any k such that S PWk and define rS,Q0s :“ rS,Q0sk.
3.3: Given two diferent cubes Q and S in any situation different from 3.1, use rule 2.3.
Definition 3.6. Given a Lipschitz domain Ω, we say that tW , tQku
N
k“1, Q0, r¨, ¨su is an oriented
Whitney covering of Ω if W is a Whitney covering of Ω (see Definition 3.1), Qk are windows
satisfying (3.1), the cube Q0 PW is a central cube of Ω with respect to those windows and r¨, ¨s is
a chain function satisfying the three rules explained before. All the constants are fixed in Remark
3.4.
We say that the covering is properly oriented with respect to a window Qk if the cubes in the
Whitney covering have sides parallel to the faces of Qk.
Definition 3.7. If Q,S P rP,Q0s for some P and N
j
rP,Q0s
pQq “ S for some j ě 0, then we say
that Q ď S. We will say that Q ă S if Q ď S and Q ‰ S.
Remark 3.8. If the covering is properly oriented with respect to Qk and Q,S PWk, then Q ď S
if and only if S P rQ,Q0s. Otherwise, Q ď S does not imply that S P rQ,Q0s, but if Q and S are
peripheral it implies that their vertical projections in some window have non-empty intersection.
Definition 3.9. Given two cubes Q and S of an oriented Whitney covering, we define the long
distance
DpQ,Sq “ ℓpQq ` ℓpSq ` distpQ,Sq.
Remark 3.10. Using the properties of the Whitney covering, Remark 3.4 and the chain function
rules 2.3, 3.1 and 3.3, one can prove that, for P P rQ,QSs,
DpP, Sq « DpQ,Sq
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and
DpP,Qq « ℓpP q.
Now we consider the Hardy-Littlewood maximal operator,
Mgpxq “ sup
QQx
 
Q
gpyqdy.
It is a well known fact that this operator is bounded in Lp for 1 ă p ď 8.
Lemma 3.11. Assume that g P L1loc and r ą 0. For every Q PW, we have
1) If η ą 0, ÿ
S:DpQ,Sqąr
ş
S
gpxq dx
DpQ,Sqd`η
À
infyPQMgpyq
rη
.
2) If η ą 0, ÿ
S:DpQ,Sqăr
ş
S
gpxq dx
DpQ,Sqd´η
À inf
yPQ
Mgpyq rη.
3) In particular, ÿ
S:SăQ
ż
S
gpxq dx À inf
yPQ
Mgpyq ℓpQqd.
Proof. The sum in 1) can just bounded by
C
ż
gpxq dx
p|x ´ y| ` rqd`η
for every y P Q, and this can be bounded separating the integral region in dyadic annuli. The sum
in (2) can be bounded by an analogous reasoning. Using the property W7 of Definition 3.1 we can
see that 3) is a particular case of 2) for η “ d.
Note that we used the Lipschitz character of Ω only to prove 3). In Section 9 we will make use
of the following technical results, specific for Lipschitz domains, which sharpen the results of the
previous lemma for g constant.
Lemma 3.12. Let a ą d´ 1 and Q a Whitney cube. Thenÿ
SďQ
ℓpSqa « ℓpQqa
with constants depending only on a and d.
Proof. First assume that Q is not central. Selecting the cubes by their side-length, we can write
ÿ
SăQ
ℓpSqa “
8ÿ
j“1
ÿ
SăQ
ℓpSq“2´jℓpQq
p2´jℓpQqqa “ ℓpQqa
8ÿ
j“1
2´ja#tS ă Q : ℓpSq “ 2´jℓpQqu.
Using W7 and Remark 3.8 we get that
#tS ă Q : ℓpSq “ 2´jℓpQqu ď C2pd´1qj
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and thus ÿ
SăQ
ℓpSqa À ℓpQqa
8ÿ
j“1
2´jpa´pd´1qq.
This is bounded if a ą d´ 1.
By the same token, given an R-window Qk,ÿ
SĂQk
ℓpSqa À Ra.
Thus, the lemma is also valid for Q central by the last statement of Remark 3.4.
Lemma 3.13. Let b ą a ą d´ 1 and Q a Whitney cube. Thenÿ
SPW
ℓpSqa
DpQ,Sqb
ď CℓpQqa´b,
with C depending only on a, b and d.
Proof. Let us assume that Q P Wk. First of all we consider the cubes contained in Qk and we
classify those cubes by their side-length and their distance to Q:
ÿ
SĂQk
ℓpSqa
DpQ,Sqb
ď
8ÿ
i“´8
8ÿ
j“0
ÿ
S:ℓpSq“2iℓpQq
2jℓpQqďDpS,Qqă2j`1ℓpQq
p2iℓpQqqa
p2jℓpQqqb
ď ℓpQqa´b
8ÿ
i“´8
8ÿ
j“0
2ia
2jb
#tS : ℓpSq “ 2iℓpQq, DpS,Qq ă 2j`1ℓpQqu.
Note that the value of j in the last sum must be greater or equal than i because, otherwise, the
last cardinal would be zero.
Using again W7, we can see that
#tS PWk : ℓpSq “ 2
iℓpQq, DpS,Qq ă 2j`1ℓpQqu ď C
ˆ
p2j`1qℓpQq
2iℓpQq
˙d´1
“ C2pj´iqpd´1q.
Thus,
ÿ
SĂQk
ℓpSqa
DpQ,Sqb
À ℓpQqa´b
8ÿ
j“0
jÿ
i“´8
2ipa`1´dq´jpb`1´dq ď Ca,b,dℓpQq
a´b
as soon as b ą a ą d´ 1.
On the other hand, when S Ć Qk the long distance DpQ,Sq is always bounded from below by
a constant times R (because Q Ă δ0Qk), so separating W in subcollections Wk and using Lemma
3.12, ÿ
SĆQk
ℓpSqa
DpQ,Sqb
À
ÿ
SPW0
pdiamΩqa
Rb
`
ÿ
j‰k
ÿ
SPWj
ℓpSqa
Rb
À Ra´b À ℓpQqa´b. (3.2)
To prove the Lemma for a central cube Q PW0, just apply an argument analogous to (3.2).
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4 Approximating Polynomials
Recall that the Poincare´ inequality tells us that, given a cube Q and a function f PW 1,ppQq with
0 mean in the cube,
}f}LppQq À ℓpQq}∇f}LppQq
with universal constants once we fix d and 1 ď p ă 8 (see, for example, [Zie89, Theorem 4.4.2]).
If we want to iterate that inequality, we also need the gradient of f to have 0 mean on Q. That
leads us to define the next approximating polynomials.
Definition 4.1. Let Ω be a domain and a cube Q Ă Ω. Given f P L1pQq with weak derivatives up
to order n, we define PnQpfq P P
n as the unique polynomial (restricted to Ω) of degree smaller or
equal than n such that  
Q
DβPnQf dm “
 
Q
Dβf dm (4.1)
for every multiindex β P Nd with |β| ď n.
Note that these polynomials can be understood as a particular case of the projection L :
W 1,ppQq Ñ Pn introduced by Norman G. Meyers in [Mey78].
Lemma 4.2. Given a cube Q and f P Wn´1,1p3Qq, the polynomial Pn´13Q f P P
n´1 exists and is
unique. Furthermore, this polynomial has the next properties:
P1. Let xQ be the center of Q. If we consider the Taylor expansion of P
n´1
3Q f at xQ,
Pn´13Q fpyq “
ÿ
γPNd
|γ|ăn
mQ,γpy ´ xQq
γ , (4.2)
then the coefficients mQ,γ are bounded by
|mQ,γ | ď cn
n´1ÿ
j“|γ|
››∇jf››
L8p3Qq
ℓpQqj´|γ|.
P2. Furthermore, if f PWn,pp3Qq, for 1 ď p ă 8 we have
}f ´Pn´13Q f}Lpp3Qq ď CℓpQq
n}∇nf}Lpp3Qq.
P3. Given an oriented Whitney covering W with chain function r¨, ¨s associated to Ω, and given
two Whitney cubes Q,S PW and f PWn,ppΩq,›››f ´Pn´13Q f›››
L1pSq
ď
ÿ
PPrS,Qs
ℓpSqdDpP, Sqn´1
ℓpP qd´1
}∇nf}L1p3P q.
Proof. Note that (4.1) is a triangular system of equations on the coefficients of the polynomial.
Indeed, for γ fixed, if the polynomial exists and has Taylor expansion (4.2), then
DγPn´13Q fpyq “
ÿ
βěγ
mQ,β
β!
pβ ´ γq!
py ´ xQq
β´γ .
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When we take means on the cube 3Q,
 
3Q
Dγf dm “
 
3Q
DγPn´13Q f dm
“
ÿ
βěγ
mQ,β
β!
pβ ´ γq!
ˆ
3
2
ℓpQq
˙|β´γ|  
Qp0,1q
yβ´γdy
“
ÿ
βěγ
Cβ,γmQ,βℓpQq
|β´γ|,
which is a triangular system of equations on the coefficients mQ,β .
Solving for mQ,γ , since Cγ,γ ‰ 0 we obtain the explicit expression
mQ,γ “
1
Cγ,γ
 
3Q
Dγf dm´
ÿ
βąγ
Cβ,γmQ,βℓpQq
|β´γ|. (4.3)
For |γ| “ n´ 1 this gives the value of mQ,γ in terms of D
γf ,
mQ,γ “
1
Cγ,γ
 
3Q
Dγf dm.
Using induction on n´ |γ| we get the existence and uniqueness of Pn´13Q f . Taking absolute values
we obtain P1.
The equality (4.1) allows us to iterate the Poincare´ inequality
}f ´Pn´13Q f}Lpp3Qq ď CℓpQq}∇pf ´P
n´1
3Q fq}Lpp3Qq ď ¨ ¨ ¨ ď C
nℓpQqn}∇nf}Lpp3Qq,
that is, P2.
To prove P3, we consider the chain function in Definition 3.6 to write›››f ´Pn´13Q f›››
L1pSq
ď
››f ´Pn´13S f››L1pSq ` ÿ
PPrS,Qq
›››Pn´13P f ´Pn´13N pP qf›››
L1pSq
(4.4)
where we write N pP q instead of NrS,QspP q from Definition 3.5. For every polynomial q P P
n´1,
from the equivalence of norms of polynomials of bounded degree Pn´1 it follows that
}q}L1pQq « ℓpQq
d}q}L8pQq,
and for r ą 1, also
}q}L8prQq À r
n´1}q}L8pQq,
with constants depending only on d and n. Applying these estimates to q “ Pn´13P f ´ P
n´1
3N pP qf
with r « DpP,Sq
ℓpP q , it follows that›››Pn´13P f ´Pn´13N pP qf›››
L1pSq
«
›››Pn´13P f ´Pn´13N pP qf›››
L8pSq
ℓpSqd
À
›››Pn´13P f ´Pn´13N pP qf›››
L8p3PX3N pP qq
ℓpSqdDpP, Sqn´1
ℓpP qn´1
«
›››Pn´13P f ´Pn´13N pP qf›››
L1p3PX3N pP qq
ℓpSqdDpP, Sqn´1
ℓpP qn´1ℓpP qd
.
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Using this estimate in (4.4) and P2 we get›››f ´Pn´13Q f›››
L1pSq
À
ÿ
PPrS,Qq
ˆ››Pn´13P f ´ f››L1p3P q ` ›››f ´Pn´13N pP qf›››L1p3N pP qq
˙
ℓpSqdDpP, Sqn´1
ℓpP qd`n´1
À
ÿ
PPrS,Qs
››f ´Pn´13P f››L1p3P q ℓpSqdDpP, Sqn´1ℓpP qd`n´1
ď
ÿ
PPrS,Qs
}∇nf}L1p3P q
ℓpSqdDpP, Sqn´1
ℓpP qd´1
.
5 Some remarks on the derivatives of TΩf
From now on, we assume T to be a smooth convolution Caldero´n-Zygmund operator of order n.
Recall that for f P Lp and x R supppfq,
Tfpxq “
ż
Kpx´ yqfpyq dy,
where the kernel K has derivatives bounded by
|∇jKpxq| ď
C
|x|d`j
for 0 ď j ď n. (5.1)
Given a function f P Wn,ppΩq, we want to see that its transform TΩf “ χΩ T pχΩ fq is in some
Sobolev space, so we need to check that its weak derivatives exist up to order n. Indeed that is
the case.
Lemma 5.1. Given f PWn,ppΩq, the weak derivatives of TΩf in Ω exist up to order n.
Before proving this, we consider the functions defined in all Rd.
Remark 5.2. Since T is a bounded linear operator in L2pRdq that commutes with translations,
for Schwartz functions the derivative commutes with T (see [Gra08, Lemma 2.5.3]). Using that S
is dense in Wn,p (see [Tri78, sections 2.3.3 and 2.5.6], for instance), we conclude that for every
f PWn,ppRdq
DαT pfq “ TDαpfq (5.2)
and, thus, the operator T is bounded in Wn,ppRdq.
Definition 5.3. Let K P Wn,1loc pR
dzt0uq be the kernel of T and consider a function f P Lp, a
multiindex α P Nd with |α| ď n and x R supppfq. We define
T pαqfpxq “
ż
DαKpx´ yqfpyq dy.
Lemma 5.4. Let f P Lp. Then Tf has weak derivatives up to order n in Rdzsuppf . Moreover,
for every multiindex α P Nd with |α| ď n and x R suppf
DαTfpxq “ T pαqfpxq.
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Proof. Take a compactly supported smooth function φ P C8c pR
dzsuppfq. We can use Fubini’s
Theorem and get
xT pαqf, φy “
ż
suppφ
ż
suppf
DαKpx´ yqfpyq dy φpxq dx
“
ż
suppf
ż
suppφ
DαKpx´ yqφpxq dx fpyq dy.
Using the definition of distributional derivative and Tonelli’s Theorem again,
xT pαqf, φy “ p´1q|α|
ż
suppf
ż
suppφ
Kpx´ yqDαφpxq dx fpyq dy
“ p´1q|α|
ż
suppφ
ż
suppf
Kpx´ yqfpyq dy Dαφpxq dx “ p´1qαxTf,Dαφy.
Proof of Lemma 5.1. Take a classical Whitney covering of Ω, W , and for every Q P W , define a
bump function ϕQ P C
8
c such that χ2Q ď ϕQ ď χ3Q. On the other hand, let tψQuQPW be a
partition of the unity associated to t 3
2
Q : Q P Wu. Consider a multiindex α with |α| “ n. Then
take fQ1 “ ϕQ ¨ f , and f
Q
2 “ pf ´ f
Q
1 qχΩ. One can define
gpyq :“
ÿ
QPW
ψQpyq
´
TDαf
Q
1 pyq ` T
pαqf
Q
2 pyq
¯
.
This function is defined almost everywhere in Ω and is the weak derivative DαTΩf .
Indeed, given a test function φ P C8c pΩq, then, since φ is compactly supported in Ω, its support
intersects a finite number of Whitney double cubes and, thus, the following additions are finite:
xg, φy “ x
ÿ
QPW
ψQ ¨ TD
αf
Q
1 ` ψQ ¨ T
pαqf
Q
2 , φy
“
ÿ
QPW
xTDαfQ1 , φQy `
ÿ
QPW
xT pαqfQ2 , φQy, (5.3)
where φQ “ ψQ ¨ φ. In the local part we can use (5.2), so
xTDαfQ1 , φQy “ p´1q
|α|xTfQ1 , D
αpφQqy.
When it comes to the non-local part, bearing in mind that fQ2 has support away form 2Q and
φQ P C
8
c p2Qq, we can use the Lemma 5.4 and we get
xT pαqfQ2 , φQy “ p´1q
|α|xTfQ2 , D
αφQy.
Back to (5.3) we have
xg, φy “
ÿ
QPW
p´1q|α|xTfQ1 , D
αφQy `
ÿ
QPW
p´1q|α|xTfQ2 , D
αφQy “
ÿ
QPW
p´1q|α|xTΩf,D
αφQy
“ p´1q|α|xTΩf,D
αφy,
that is g “ DαTΩf in the weak sense.
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6 The Key Lemma
To prove Theorem 1.1 we need the following lemma which says that it is equivalent to bound the
transform of a function and its approximation by polynomials.
Key Lemma 6.1. Let Ω be a Lipschitz domain, W an oriented Whitney covering associated to
it (see Definition 3.6), T a smooth convolution Caldero´n-Zygmund operator of order n P N and
1 ă p ă 8. Then the following statements are equivalent:
i) For every f PWn,ppΩq one has
}TΩf}Wn,ppΩq ď C}f}Wn,ppΩq,
where C depends only on n, p, T and the Lipschitz character of Ω.
ii) For every f PWn,ppΩq one hasÿ
QPW
›››∇nTΩpPn´13Q fq›››p
LppQq
ď C}f}pWn,ppΩq,
where C depends only on n, p, T and the Lipschitz character of Ω.
Proof. Given a multiindex α with |α| “ n, we will bound the differenceÿ
QPW
›››DαTΩpf ´Pn´13Q fq›››p
LppQq
À }∇nf}pLppΩq. (6.1)
For each cube Q P W we define a bump function ϕQ P C
8
c such that χ 3
2
Q ď ϕQ ď χ2Q and››∇jϕQ››8 « ℓpQq´j for every j P N. Then we can break (6.1) into local and non-local parts as
follows: ÿ
QPW
›››DαTΩpf ´Pn´13Q fq›››p
LppQq
À
ÿ
QPW
›››DαT ´ϕQpf ´Pn´13Q fq¯›››p
LppQq
`
ÿ
QPW
›››DαT ´pχΩ ´ ϕQqpf ´Pn´13Q fq¯›››p
LppQq
“ 1 ` 2 . (6.2)
First of all we will show that the local term in (6.2) satisfies
1 “
ÿ
QPW
›››DαT ´ϕQpf ´Pn´13Q fq¯›››p
LppQq
À }∇nf}
p
LppΩq. (6.3)
To do so, notice that ϕQpf ´P
n´1
3Q fq PW
n,ppRdq and, by (5.2) and the boundedness of T in Lp,›››DαT ´ϕQpf ´Pn´13Q fq¯›››p
LppQq
À }T }
p
pp,pq
›››Dα ´ϕQpf ´Pn´13Q fq¯›››p
LppRdq
“ C
›››Dα ´ϕQpf ´Pn´13Q fq¯›››p
Lpp2Qq
,
where }¨}pp,pq stands for the operator norm in L
ppRdq. Using first the Leibnitz formula (2.2), and
then using j times the Poincare´ inequality as in P2 from Lemma 4.2, we get›››DαT ´ϕQpf ´Pn´13Q fq¯›››p
LppQq
À
nÿ
j“1
››∇jϕQ››pL8p2Qq›››∇n´jpf ´Pn´13Q fq›››pLpp2Qq
À
nÿ
j“1
1
ℓpQqjp
ℓpQqjp
›››∇npf ´Pn´13Q fq›››p
Lpp3Qq
“ n}∇nf}
p
Lpp3Qq.
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Summing over all Q we get (6.3).
For the non-local part in (6.2),
2 “
ÿ
QPW
›››DαT ´pχΩ ´ ϕQqpf ´Pn´13Q fq¯›››p
LppQq
,
we will argue by duality. We can write
2
1
p
“ sup
}g}
Lp1ď1
ÿ
QPW
ż
Q
ˇˇˇ
DαT
”
pχΩ ´ ϕQqpf ´P
n´1
3Q fq
ı
pxq
ˇˇˇ
gpxq dx. (6.4)
Note that given x P Q, by Lemma 5.4 one has
DαT rpχΩ ´ ϕQqpf ´P
n´1
3Q fqspxq “
ż
Ω
DαKpx´ yq p1´ ϕQpyqq
´
fpyq ´Pn´13Q fpyq
¯
dy.
Taking absolute values and using Definition 2.1, we can bound
|DαT rpχΩ ´ ϕQqpf ´P
n´1
3Q fqspxq| ď CK
ż
Ωz 3
2
Q
|fpyq ´Pn´13Q fpyq|
|x´ y|n`d
dy
À
ÿ
SPW
›››f ´Pn´13Q f›››
L1pSq
DpQ,Sqn`d
. (6.5)
By property P3 in Lemma 4.2 we have›››f ´Pn´13Q f›››
L1pSq
ď
ÿ
PPrS,Qs
ℓpSqdDpP, Sqn´1
ℓpP qd´1
}∇nf}L1p3P q,
so plugging this expression and (6.5) into (6.4), we get
2
1
p
À sup
}g}
p1ď1
ÿ
QPW
ż
Q
gpxq dx
ÿ
SPW
ÿ
PPrS,Qs
ℓpSqdDpP, Sqn´1}∇nf}L1p3P q
ℓpP qd´1DpQ,Sqn`d
.
Finally, we use that P P rS,Qs implies DpP, Sq À DpQ,Sq (see Remark 3.10) to get
2
1
p
À sup
}g}
p1ď1
ÿ
Q,SPW
ÿ
PPrS,SQs
ż
Q
gpxq dx
ℓpSqd}∇nf}L1p3P q
ℓpP qd´1DpQ,Sqd`1
` sup
}g}
p1ď1
ÿ
Q,SPW
ÿ
PPrQS ,Qs
ż
Q
gpxq dx
ℓpSqd}∇nf}L1p3P q
ℓpP qd´1DpQ,Sqd`1
“ 2.1 ` 2.2 .
We consider first the term 2.1 where P P rS, SQs and, thus, by Remark 3.10 the long distance
DpQ,Sq « DpP,Qq. Rearranging the sum,
2.1 À sup
}g}
p1ď1
ÿ
PPW
}∇nf}L1p3P q
ℓpP qd´1
ÿ
QPW
ş
Q
gpxq dx
DpQ,P qd`1
ÿ
SďP
ℓpSqd.
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By Lemma 3.11, ÿ
SďP
ℓpSqd « ℓpP qd,
and ÿ
QPW
ş
Q
gpxq dx
DpQ,P qd`1
À
infxP3P Mgpxq
ℓpP q
.
Next we perform a similar argument with 2.2 . Note that when P P rQ,QSs, we have DpQ,Sq «
DpP, Sq, leading to
2.2 À sup
}g}
p1ď1
ÿ
PPW
}∇nf}L1p3P q
ℓpP qd´1
ÿ
QďP
ż
Q
gpxq dx
ÿ
S
ℓpSqd
DpP, Sqd`1
.
By Lemma 3.11, ÿ
QďP
ż
Q
gpxq dx À inf
xP3P
Mgpxq ℓpP qd,
and ÿ
S
ℓpSqd
DpP, Sqd`1
«
1
ℓpP q
.
Thus,
2.1 ` 2.2 À sup
}g}
p1ď1
ÿ
PPW
}∇nf}L1p3P q
ℓpP qd´1
inf3P Mg
ℓpP q
ℓpP qd À sup
}g}
p1ď1
ÿ
PPW
}∇nf ¨Mg}L1p3P q
and, by Ho¨lder inequality and the boundedness of the Hardy-Littlewood maximal operator in Lp
1
,
2
1
p
À
˜ ÿ
PPW
}∇nf}
p
Lpp3P q
¸1{p˜
sup
}g}p1ď1
ÿ
P
}Mg}
p1
Lp
1p3P q
¸1{p1
À }∇nf}LppΩq.
7 Proof of Theorem 1.1
Proof. The implication aq ñ bq is trivial.
To see the converse, fix a point x0 P Ω. We have a finite number of monomials Pλpxq “ px´x0q
λ
for multiindices λ P Nd and |λ| ă n, so the hypothesis can be written as
}TΩpPλq}Wn,ppΩq ď C. (7.1)
Assume f PWn,ppΩq. By the Key Lemma, we have to prove thatÿ
QPW
}∇nTΩpP
n´1
3Q fq}
p
LppQq À }f}
p
Wn,ppΩq.
We can write the polynomials
Pn´13Q fpxq “
ÿ
|γ|ăn
mQ,γpx ´ xQq
γ ,
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where xQ stands for the center of each cube Q. Taking the Taylor expansion in x0 for each
monomial, one has
Pn´13Q fpxq “
ÿ
|γ|ăn
mQ,γ
ÿ
~0ďλďγ
ˆ
γ
λ
˙
px ´ x0q
λpx0 ´ xQq
γ´λ.
Thus,
∇nTΩpP
n´1
3Q fqpyq “
ÿ
|γ|ăn
mQ,γ
ÿ
~0ďλďγ
ˆ
γ
λ
˙
px0 ´ xQq
γ´λ∇npTΩPλqpyq. (7.2)
Recall the property P1 in Lemma 4.2, which states that
|mQ,γ | ď C
n´1ÿ
j“|γ|
››∇jf››
L8p3Qq
ℓpQqj´|γ| À
n´1ÿ
j“|γ|
››∇jf››
L8pΩq
diamΩj´|γ|. (7.3)
Raising (7.2) to the power p, integrating in Q and using (7.3) we get›››∇nTΩpPn´13Q fq›››p
LppQq
À
ÿ
jăn
››∇jf››p
L8pΩq
ÿ
|λ|ăj
diamΩpj´|λ|qp}∇npTΩPλq}
p
LppQq.
By the Sobolev Embedding Theorem, we know that
››∇jf››
L8pΩq
ď C
››∇jf››
W 1,ppΩq
as long as
p ą d. If we add with respect to Q PW and we use (7.1) we getÿ
QPW
›››∇nTΩpPn´13Q fq›››p
LppQq
À
ÿ
jăn
››∇jf››p
W 1,ppΩq
ÿ
|λ|ăj
}∇npTΩPλq}
p
LppΩq À }f}
p
Wn,ppΩq,
with constants depending on the diameter of Ω, p, d and n.
8 Carleson measures
Theorem 1.1 provides us with a nice tool to check if an operator is bounded in Wn,ppΩq as long as
p ą d. Our concern for this section is to find a sufficient condition valid even if p ď d. We want
this condition to be related to some test functions (the polynomials of degree smaller than n seem
the right choice) but somewhat more specific than the condition in the Key Lemma. In particular
we seek for some Carleson condition in the spirit of the celebrated article [ARS02] by N. Arcozzi,
R. Rochberg and E. Sawyer. In the next section we will check that, when we consider only the
first derivative, that is for W 1,ppΩq, the sufficient condition below is in fact necessary.
To use their techniques we need to have some tree structure coherent with the shadows of
the cubes. We will use a local version of the Key Lemma in order to get rid of some technical
difficulties:
Lemma 8.1. Let Ω Ă Rd be a Lipschitz domain, T a smooth convolution Caldero´n-Zygmund
operator of order n P N and 1 ă p ă 8. Then the following statements are equivalent.
i) For every f PWn,ppΩq one has
}TΩf}Wn,ppΩq ď C}f}Wn,ppΩq. (8.1)
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ii) For every window Q and every f PWn,ppΩq with f |pδ0Qqc ” 0 one hasÿ
QPWQ
›››∇nTΩpPn´13Q fq›››p
LppQq
ď C}f}
p
Wn,ppΩq,
where the whitney covering WQ is properly oriented with respect to Q, that is, with the dyadic
grid parallel to the local coordinates (see Definition 3.6).
Sketch of the proof. To see that i) implies ii) just use the Key Lemma with an appropriate dyadic
grid.
To see the converse, one can choose a finite a collection of windows tQku
N
k“1 with N «
Hd´1pBΩq{Rd´1 such that δ0
c0
Qk is a covering of the boundary of Ω, call Q0 to the inner region
Ωz
Ť
δ0
2
Qk, and let tψku Ă C
8 be a partition of the unity related to the covering tQ0uYtδ0Qku
N
k“1.
Consider a function f PWn,ppΩq. Notice that our hypothesis does not give information about the
inner region, but since ψ0 is compactly supported in Ω, ψ0f P W
n,ppRdq and by Remark 5.2 also
T pψ0fq PW
n,ppRdq, so
}TΩpψ0fq}Wn,ppΩq “ }T pψ0fq}Wn,ppΩq ď }T pψ0fq}Wn,ppRdq ď C}ψ0f}Wn,ppΩq.
Now, following the proof for the Key Lemma but replacing f by ψkf and using an appropriate
Whitney covering for every single window, one gets
}TΩpψkfq}Wn,ppΩq ď C}ψkf}Wn,ppΩq.
Thus,
}TΩf}Wn,ppΩq ď
Nÿ
k“0
}TΩpψkfq}Wn,ppΩq ď C
Nÿ
k“0
}ψkf}Wn,ppΩq.
Choosing ψk as bump functions with the usual estimates on the derivatives
››∇jψk››L8 À R´j , one
can get (8.1) using the Leibnitz formula.
Next we recall some useful results from [ARS02]. First we need to introduce some notation.
o
x
y
Figure 8.1: y P ShT pxq.
Definition 8.2. We say that a connected, loopless graph T is a tree, and we will fix a vertex o P T
and call it its root. This choice induces a partial order in T , given by x ě y if x P ro, ys where
ro, ys stands for the geodesic path uniting those two vertices of the graph (see Figure 8.1). We call
shadow of x in T to the collection
ShT pxq “ ty P T : y ď xu.
We say that a function ρ : T Ñ R is a weight if it takes positive values (by a function we mean
a function defined in the vertices of the tree).
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Remark 8.3. Note that in [ARS02] the notation is ď instead of ě. We use the latter to be
consistent with the tree structure of the Whitney covering that we introduce below.
Definition 8.4. Given h : T Ñ R, we call the primitive Ih the function
Ihpyq “
ÿ
xPro,ys
hpxq.
Theorem 8.5. [ARS02, Theorem 3] Let 1 ă p ă 8 and let ρ be a weight on T . For a nonnegative
measure µ on T , the following statements are equivalent:
i) There exists a constant C “ Cpµq such that
}Ih}Lppµq ď C}h}Lppρq
ii) There exists a constant C “ Cpµq such that for every r P T one has
ÿ
xPShT prq
¨˝ ÿ
yPShT pxq
µpyq‚˛p
1
ρpxq1´p
1
ď C
ÿ
xPShT prq
µpxq.
For every 1 ď p ď 8, we say that a non-negative measure µ is a p-Carleson measure for pI, ρ, pq
if there exists a constant C “ Cpµq such that the condition i) is satisfied.
Given an R-window Q of a Lipschitz domain Ω with a properly oriented Whitney covering W ,
for every x P Q, we write x “ px1, xdq P R
d´1ˆR and, if x is contained in a Whitney cube Q PW ,
we define the shadow of x as
Shpxq “
"
y P QX Ω : yd ă xd and
››x1 ´ y1››
8
ď
1
2
ℓpQq
*
.
Note that if x is the center of the upper pn ´ 1q-dimensional face of Q, the vertical projection
of Shpxq (which is a pn ´ 1q-dimensional square) coincides with the vertical projection of Q (see
Figure 8.2). Finally, we define the vertical extension of Shpxq,
ĂShpxq “ "y P QX Ω : yd ă xd ` 2ℓpQq and ››x1 ´ y1››8 ď 12ℓpQq
*
.
More generally, given a set U Ă Q we call its shadow
ShpUq “
 
y P QX Ω : there exists x P U such that yd ă xd and x
1 “ y1
(
.
Recall that we have a proper orientation in the Whitney covering. Thus, given a Whitney cube Q,
we call the father of Q, FpQq the neighbor Whitney cube which is immediately on top of Q with
respect to the vertical direction. This parental relation induces an order relation (P ď Q if P is
a descendant of Q). This would provide a tree structure to the Whitney covering W if there was
a common ancestor Q0 for all the cubes. This does not happen, but we can add a “formal” cube
Q0 (root of the tree) and then we can write Q ď Q0 for every Q Ă Q. If we call T to the tree
with the Whitney cubes as vertices complemented with Q0 and the strucutre given by the order
relation ď, then for every Whitney cube Q Ă Q,
ShpQq “
ď
PďQ
P “
ď
PPShT pQq
P
(see Figure 8.2). Since we will only consider functions and measures supported in the window
canvas δ0QX Ω, we can extend any of them formally in Q0 as the null function.
Now, some minor modifications in the proof of [ARS02, Proposition 16] allow us to rewrite this
theorem in the following way.
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Proposition 8.6. Given 1 ă p ă 8 and an R-window Q of a Lipschitz domain Ω with a properly
oriented Whitney covering W, consider the weights ρpxq “ distpx, BΩqd´p, ρWpQq “ ℓpQq
d´p. For
a positive Borel measure µ supported on δ0QX Ω, the following are equivalent:
1. For every a P δ0QX Ω one hasż
ĂShpaq ρpxq
1´p1pµpShpxq X Shpaqqqp
1 dx
distpx, BΩqd
ď CµpShpaqq.
2. For every P PW one has
ÿ
QďP
˜ ÿ
SďQ
µpSq
¸p1
ρWpQq
1´p1 ď C
ÿ
QďP
µpQq. (8.2)
In virtue of [ARS02, Theorem 1], when d “ 2 and the domain Ω is the unit disk in the plane,
the first condition is equivalent to µ being a Carleson measure for the analytic Besov space Bppρq,
that is, for every analytic function defined on the unit disc D,
}f}
p
Lppµq À }f}
p
Bppρq
“ |fp0q|p `
ż
D
p1´ |z|2qp|f 1pzq|pρpzq
dmpzq
p1´ |z|2q2
.
Definition 8.7. We say that a measure satisfying the hypothesis of Proposition 8.6 is a p-Carleson
measure for Q.
We say that a positive and finite Borel measure µ is a p-Carleson measure for a Lipschitz
domain Ω if it is a p-Carleson measure for every R-window of the domain.
We are ready to prove the second theorem. This proof is very much in the spirit of Theorem
1.1. Again we fix a point x0 P Ω and we use the polynomials Pλpxq “ px´x0q
λ for every multiindex
|λ| ă n, but now the key point is to use the Poincare´ inequality instead of the Sobolev Embedding
Theorem. Our hypothesis is reduced to dµλpxq “ |∇
nTΩPλpxq|
pdx being a p-Carleson measure for
Ω for every |λ| ă n.
Proof of Theorem 1.2. Consider a fixed R-window Q and a properly oriented Whitney covering
W , that is, with dyadic grid parallel to the window faces. Making use of Lemma 8.1, we only need
to bound ÿ
QPW
›››∇nTΩpPn´13Q fq›››p
LppQq
ď C}f}
p
Wn,ppΩq
Q
x
Figure 8.2: The shadows Shpxq and ShpQq coincide when x is the center of the upper face of the
cube. Furthermore, P Ă ShpQq if and only if P P ShT pQq.
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for every f PWn,ppΩq with f |pδ0Qqc ” 0.
Fix such a function f . Using the expression (4.2) and expanding it as in (7.2) at a fixed point
x0 P Ω, we haveÿ
QPW
›››∇nTΩpPn´13Q fq›››p
LppQq
À
ÿ
|γ|ăn
ÿ
~0ďλďγ
Cγ,λ,Ω
ÿ
QPW
|mQ,γ |
p}∇nTΩPλ}
p
LppQq.
Moreover, by induction on (4.3), the coefficients are bounded by
|mQ,γ | À
ÿ
|β|ăn:βěγ
ℓpQq|β´γ|Cβ,γ
ˇˇˇˇ 
3Q
Dβf dm
ˇˇˇˇ
À
ÿ
|β|ăn:βěγ
Cβ,γ,R
ˇˇˇˇ 
3Q
Dβf dm
ˇˇˇˇ
,
so ÿ
QPW
›››∇nTΩpPn´13Q fq›››p
LppQq
À
ÿ
|β|ăn
~0ďλďβ
ÿ
QPW
ˇˇˇˇ 
3Q
Dβf dm
ˇˇˇˇp
µλpQq.
Taking into account that f |pδ0Qqc ” 0, we have
ffl
3P
Dβf dm “ 0 for P close enough to the root
Q0. Thus,  
3Q
Dβf dm “
ÿ
PPrQ,Q0q
˜ 
3P
Dβf dm´
 
3FpP q
Dβf dm
¸
,
and we can use the Poincare´ inequality to find that
ÿ
QPW
›››∇nTΩpPn´13Q fq›››p
LppQq
À
ÿ
|β|ăn
~0ďλďβ
ÿ
QPW
˜ ÿ
PěQ
ℓpP q
 
5P
|∇Dβf | dm
¸p
µλpQq. (8.3)
By assumption, µλ is a p-Carleson measure for every |λ| ă n, that is, it satisifies both conditions
of Proposition 8.6. By Theorem 8.5, we have that, for every h P lppρWq,ÿ
QPW
˜ ÿ
PěQ
hpP q
¸p
µλpQq ď C
ÿ
QPW
hpQqpℓpQqd´p, (8.4)
where ρWpQq “ ℓpQq
d´p.
Let us fix β and λ momentarily and take hpP q “ ℓpP q
ffl
5P
|∇Dβf | dm in (8.4). Using Jensen’s
inequality and the finite overlapping of the quintuple cubes, we have
ÿ
QPW
˜ ÿ
PěQ
ℓpP q
 
5P
|∇Dβf | dm
¸p
µλpQq ď C
ÿ
QPW
ˆ 
5Q
|∇Dβf | dm
˙p
ℓpQqd
À
ÿ
QPW
 
5Q
|∇Dβf |p dm ℓpQqd
À
ż
Ω
|∇Dβf |p dm. (8.5)
Plugging (8.5) into (8.3) for each β and λ, we getÿ
QPW
›››∇nTΩpPn´13Q fq›››p
LppQq
ď C}f}
p
Wn,ppΩq.
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9 The remaining implication in Theorem 1.3
In this section we prove the implication 1. ùñ 2. in Theorem 1.3. First we need some tools from
partial differential equations.
Remark 9.1. Given g P L10pR
d
`q and d ą 2, consider the function
F pxq :“ N rpR
pd´1q
d gqdσspxq “
ż
BRd`
pR
pd´1q
d gqpyq
p2´ dqwd|x´ y|d´2
dσpyq for x P Rd`, (9.1)
where N denotes the Newton potential (2.1), R
pd´1q
d stands for the vertical component of the vecto-
rial pd´ 1q-dimensional Riesz transform Rpd´1q and dσ is the hypersurface measure in BRd`. This
function is well defined since›››Rpd´1qd g›››
L1pσq
ď
ż
BRd`
ż
Rd`
zd
|y ´ z|d
|gpzq| dz dσpyq
“
ż
R
d
`
˜ż
BRd`
zd
|y ´ z|d
dσpyq
¸
|gpzq| dz « }g}1
and, thus, the right-hand side of (9.1) is an absolutely convergent integral for each x P Rd`, with
F pxq ď
}g}
1
|xd|d´2
. By the same token, all the derivatives of F are well defined, F is C8pRd`q,
harmonic and ∇F pxq “ Rpd´1qrpR
pd´1q
d gqdσspxq. When d “ 2 we have to make the usual modifi-
cations.
Lemma 9.2. Consider a ball B1 Ă R
d centered at the origin and a real number ε ą 0. Let
g P L1pRd` X
1
4
B1q with gpx
1, xdq “ 0 for every px
1, xdq P R
d´1 ˆ p0, εq and define
hpxq :“ N rpR
pd´1q
d gqdσspxq ´Ngpxq.
Then h has weak derivatives in Rd` and for every φ P C
8
c pR
d
`q,ż
Rd`
∇φ ¨∇h dm “
ż
Rd`
φg dm. (9.2)
Furthermore, if B1 has radius r1 then for every x P R
d
`zB1 we have
|hpxq| À
$’&’%
1
|x|d´2
}g}1 if d ą 2,ˆ
|log |x|| ` 1` r1
x2| log x2|
|x|2
˙
}g}1 if d “ 2,
(9.3)
and
|∇hpxq| À
1
|x|d´1
ˆ
1`
ˇˇˇˇ
log
xd
|x|
ˇˇˇˇ˙
}g}1. (9.4)
Remark 9.3. Note that h can be understood as a weak solution to the Neumann problem#
´∆hpxq “ gpxq if x P Rd`,
Bdhpyq “ 0 if y P BR
d
`.
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Sketch of the proof of Lemma 9.2. Let us define F as in (9.1). Then,
∇F “ Rpd´1qrpR
pd´1q
d gqdσs
and h “ F ´ Ng. It is an exercise to check that F and Ng are C1 up to the boundary, with
BdF pyq “ R
pd´1q
d gpyq for all y P BR
d
`. Consider φ P C
8
c pR
dq. Using the Green identities, since F is
harmonic in Rd`, we haveż
Rd`
∇φ ¨∇F dm´
ż
Rd`
∇φ ¨∇Ng dm “
ż
BRd`
φ BdF dσ ´
ż
BRd`
φR
pd´1q
d g dσ `
ż
Rd`
φg dm “
ż
Rd`
φg,
proving (9.2).
To prove the pointwise bounds for ∇h, recall that
∇hpxq “ Rpd´1qrpR
pd´1q
d gqdσspxq ´R
pd´1qgpxq.
Given x P Rd`zB1, since supppgq Ă
1
4
B1,
|Rpd´1qgpxq| “ c
ˇˇˇˇż
B1
gpzqpx´ zq
|x´ z|d
dz
ˇˇˇˇ
À
}g}1
|x|d´1
. (9.5)
On the other hand, consider z P supppgq Ă 1
4
B1 and x R B1. Then, for y P BR
d
` X Bp0, |x|{2q
one has |x ´ y| « |x|, for y P BRd` X Bp0, 2|x|qzBp0, |x|{2q one has |y ´ z| « |x| and otherwise
|y ´ x| « |y ´ z| « |y|. Thus,ˇˇˇ
Rpd´1qrpR
pd´1q
d gqdσspxq
ˇˇˇ
“ c
ˇˇˇˇ
ˇ
ż
BRd`
ˆż
B1
gpzqzd dz
|y ´ z|d
˙
px´ yqdσpyq
|x´ y|d
ˇˇˇˇ
ˇ
À
ż
BRd`XBp0,|x|{2q
ˆż
B1
|gpzq|zd dz
|y ´ z|d
˙
dσpyq
|x|d´1
`
ż
BRd`XBp0,2|x|qzBp0,|x|{2q
ˆż
B1
|gpzq|zd dz
|x|d
˙
dσpyq
|x´ y|d´1
`
ż
BRd`zBp0,2|x|q
ˆż
B1
|gpzq|zd dz
˙
dσpyq
|y|2d´1
. (9.6)
The first term can be bounded by C
}g}
1
|x|d´1 because
ş
BRd`
dσpyq
|y´z|d “ C
1
zd
. The second can be
bounded by C
r1}g}1
|x|d
ˇˇˇ
log |xd||x|
ˇˇˇ
using polar coordinates and the last one can be bounded by C
r1}g}1
|x|d
trivially. Thus, ˇˇˇ
Rpd´1qrpR
pd´1q
d gqdσspxq
ˇˇˇ
À
}g}1
|x|d´1
`
r1}g}1
|x|d
ˇˇˇˇ
log
xd
|x|
ˇˇˇˇ
`
r1}g}1
|x|d
,
proving (9.4) since r1 ď |x|.
To prove the pointwise bounds for h, recall that
hpxq “ N rpR
pd´1q
d gqdσspxq ´Ngpxq.
When d ą 2 we use the same method as in (9.5) and (9.6) using Newton’s potential instead of the
vectorial pd´ 1q-dimensional Riesz transform to get
|hspxq| À
}g}1
|x|d´2
`
r1}g}1
|x|d´1
.
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When d “ 2 the Newton potential is logarithmic, but the spirit is the same. In this case,
arguing as before,
|hspxq| À log |x|}g}1 ` r1}g}1
|x| ` |x| log |x| ` x2 log x2
|x|2
.
Proposition 9.4. Let 1 ă p ă 8. Given a window Q of a special Lipschitz domain Ω with a
Whitney covering W and given f PW 1,ppΩq, define the Whitney averaging function
Afpxq :“
ÿ
QPW
χQpxq
 
3Q
fpyqdy. (9.7)
If µ is a finite positive Borel measure supported on δ0Q with
µpShpQqq ď CℓpQqd´p for every Whitney cube Q Ă Q, (9.8)
and A :W 1,ppΩq Ñ Lppµq is bounded, then µ is a p-Carleson measure.
Proof. We will argue by duality. Let us assume that the window Q “ Qp0, R
2
q is of side-length R
and centered at the origin, which belongs to BΩ. Note that the boundedness of A is equivalent to
the boundedness of its dual operator
A˚ : Lp
1
pµq Ñ pW 1,ppΩqq˚.
We also assume that µ ” 0 in a neighborhood of BΩ. One can prove the general case by means of
truncation and taking limits since the constants of the Carleson condition (8.2) and the the norm
of the averaging operator will not get worse by this procedure.
Fix a cube P . Analogously to [ARS02, Theorem 3], we apply the boundedness of A˚ to the
test function g “ χShpP q to get
}A˚g}
p1
pW 1,ppΩqq˚ À }g}
p1
Lp
1pµq
“ µpShpP qq.
Thus, it is enough to prove thatÿ
QďP
µpShpQqqp
1
ℓpQq
p´d
p´1 À }A˚g}
p1
pW 1,ppΩqq˚ ` µpShpP qq. (9.9)
Given any f PW 1,ppΩq, using (9.7) and Fubini’s Theorem,
xA˚g, fy “
ż
gAf dµ “
ż
Ω
f
˜ ÿ
QPW
χ3Q
mp3Qq
ż
Q
g dµ
¸
dm,
where we wrote x¨, ¨y for the duality pairing. Consider
rgpxq :“ ÿ
QPW
χ3Qpxq
mp3Qq
ż
Q
g dµ “
ÿ
QďP
χ3Qpxq
µpQq
mp3Qq
. (9.10)
Then,
xA˚g, fy “
ż
Ω
f rg dm.
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Qω
ShωpQq
ÝÑ
ω
Q
ShpQq
Figure 9.1: We divide Rd` in pre-images of Whitney cubes.
Note that rg is in L8 with norm depending on the distance from the support of µ to BΩ by (9.8),
but the norm of rg in L1 is
}rg}L1 “ µpShpP qq.
Consider also the change of variables ω : Rd Ñ Rd, ωpx1, xdq “ px
1, xd ` Apx
1qq where A is the
Lipschitz function whose graph coincides with BΩ, and to every Whitney cube Q assign the set
Qω “ ω
´1pQq and its shadow ShωpQq “ ω
´1pShpQqq (see Figure 9.1). Then, for every x P Rd we
define
g0pxq :“ rgpωpxqq|detpDwpxqq|, (9.11)
where detpDwp¨qq stands for the determinant of the jacobian matrix. Note that still }g0}L1 “
}rg}L1 “ µpShpP qq, and
xA˚g, fy “
ż
Ω
f rg dm “ ż
Rd`
f ˝ ω ¨ g0 dm. (9.12)
The key of the proof is using
hpxq :“ N rpR
pd´1q
d g0qdσspxq ´Ng0pxq, (9.13)
which is the L1locpR
d
`q solution of the Neumann problemż
Rd`
∇φ ¨∇h dm “
ż
Rd`
φ g0 dm for every φ P C
8
c pR
d
`q, (9.14)
provided by Lemma 9.2.
We divide the proof in four claims.
Claim 9.5. If φ P C8c pR
d
`q, then
xA˚g, φ ˝ ω´1y “
ż
Rd`
∇φ ¨∇h dm.
Proof. Since ω is bilipschitz, the Sobolev W 1,p norms before and after the change of variables ω
are equivalent (see [Zie89, Theorem 2.2.2]). In particular, for φ P C8c pR
d
`q, φ ˝ω
´1 PW 1,ppΩq and
we can use (9.12) and (9.14).
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Now we look for bounds for }Bdh}Lp1 pShωpP qq. The Ho¨lder inequality together with a density
argument would give us the bound
}A˚g}pW 1,ppΩqq˚ À }∇h}Lp1 ` µpShpP qq,
with constants depending on the window size R, but we shall need a kind of converse.
Claim 9.6. One has
}Bdh}Lp1pShωpP qq À }A
˚g}pW 1,ppΩqq˚ ` µpShpP qq.
Proof. Take a ball B1 containing ω
´1p4Qq. The duality between Lp and Lp
1
gives us the bound
}Bdh}Lp1 pShωpP qq À sup
φPC8c pB1XR
d
`q
}φ}
p
ď1
ˇˇˇˇż
φ Bdh dm
ˇˇˇˇ
.
To use the full potential of the Fourier transform, consider hs to be the symmetric extension of h
with respect to the hyperplane xd “ 0, h
spx1, xdq “ hpx
1, |xd|q. One can see that h
s has global weak
derivatives Bjh
s “ pBjhq
s for 1 ď j ď d ´ 1 and Bdh
spx1, xdq “ ´Bdhpx
1,´xdq for every xd ă 0.
Thus,
}Bdh}Lp1 pShωpP qq À sup
φPC8c pB1q
}φ}
p
ď1
ˇˇˇˇż
φ Bdh
s dm
ˇˇˇˇ
. (9.15)
Given φ P C8c pB1q, consider the function
rφpxq “ φpxq ´ φpx ´ 2 r1 edq, where ed denotes the
unit vector in the d-th direction and r1 “
1
2
diampB1q, and take
Iφpxq “
ż xd
´8
rφpx1, tqdt. (9.16)
Then, we have Iφ P C
8
c p3B1q with BdIφ ” φ in the support of φ and }BdIφ}
p
p
“ 2}φ}
p
p. Thus,ż
φ Bdh
sdm “ xBdIφ, Bdh
sy ´
ż
3B1zB1
BdIφ Bdh
sdm (9.17)
where we use the brackets for the dual pairing of test functions and distributions. Using Ho¨lder’s
inequality and the estimate (9.4) one can see that the error term in (9.17) is bounded byż
3B1zB1
|BdIφ Bdh
s|dm ď }BdIφ}p}Bdh
s}Lp1 p3B1zB1q ď C}φ}LpµpShpP qq. (9.18)
Note that C only depends on r1, which can be expressed as a function of the Lipschitz constant
δ0 and the window side-length R.
It is well known that the vectorial d-dimensional Riesz transform,
Rpdqfpxq “
1
2wd`1
p.v.
ż
Rd
x´ y
|x´ y|d`1
fpyqdy for every f P S
is, in fact, a Caldero´n-Zygmund operator and, thus, it can be extended to a bounded operator in
Lp. Writing R
pdq
i for the i-th component of the transform and R
pdq
ij :“ R
pdq
i ˝ R
pdq
j for the double
Riesz transform in the i-th and j-th directions, one has BiiIφ “ R
pdq
ii ∆Iφ “ ∆R
pdq
ii Iφ by a simple
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Fourier argument (see [Gra08, Section 4.1.4]). Thus, writing fφ “ R
pdq
dd Iφ, we have ∆fφ “ BddIφ,
so
xBdIφ, Bdh
sy “ ´xBddIφ, h
sy “ ´x∆fφ, h
sy. (9.19)
Let fr “ ϕrfφ with ϕr a bump function in C
8
c pB2rp0qq such that χBrp0q ď ϕr ď χB2rp0q,
|∇ϕr | À 1{r and |∆ϕr| À 1{r
2. We claim that
´x∆fφ, h
sy “ ´ lim
rÑ8
x∆fr, h
sy “ lim
rÑ8
x∇fr,∇h
sy, (9.20)
The advantage of fr is that it is compactly supported, while only the laplacian of fφ is compactly
supported. Recall that ∆fφ “ BddIφ P C
8
c pR
dq so, by the hypoellipticity of the Laplacian operator,
fφ P C
8pRdq itself (see [Fol95, Corollary (2.20)]). Thus, the second equality in (9.20) comes from
the definition of distributional derivative. It remains to prove
x∆fr ´∆fφ, h
sy
rÑ8
ÝÝÝÑ 0. (9.21)
Since ∆fφ is compactly supported, taking r big enough we can assume that
∆rpϕr ´ 1qfφs “ p∆ϕrqfφ ` 2∇ϕr ¨∇fφ,
so
|x∆fr ´∆fφ, h
sy| À
ż
B2rp0qzBrp0q
ˆ
|fφ||h
s|
r2
`
|∇fφ||h
s|
r
˙
dm.
It is left for the reader to prove (9.21) plugging (9.3) in this expression. One only needs to use
that fφ and ∇fφ are in every L
q space for 1 ă q ă 8.
Back to (9.20), we can use f sr px
1, xdq :“ frpx
1,´xdq by a change of variables to obtainż
∇fr ¨∇h
s dm “
ż
Rd`
∇fr ¨∇h dm`
ż
Rd`
∇f sr ¨∇h dm “ xA
˚g, pfr ` f
s
r q ˝ ω
´1y (9.22)
by means of Claim 9.5. Summing up, by (9.17), (9.18), (9.19), (9.20) and (9.22) and letting r tend
to infinity, we get ˇˇˇˇż
φ Bdh
s dm
ˇˇˇˇ
À
ˇˇ
xA˚g, pfφ ` f
s
φq ˝ ω
´1y
ˇˇ
` }φ}LpµpShpP qq. (9.23)
Using Ho¨lder inequality in (9.16) we have that }Iφ}p ď C}φ}p. Now, Bjfφ “ BjR
pdq
dd Iφ “
R
pdq
dj BdIφ, so using the boundedness of the d-dimensional Riesz transform in L
p we get
}fφ}W 1,p “ }fφ}Lp ` }∇fφ}Lp ď Cp}Iφ}p ` }BdIφ}pq ď C}φ}p. (9.24)
Summing up, by (9.15), (9.23) and (9.24) we have got that
}Bdh}Lp1 pShωpP qq À sup
}f}
W1,ppRdq
ď1
ˇˇ
xA˚g, f ˝ ω´1y
ˇˇ
` µpShpP qq.
On the other hand, by [Zie89, Theorem 2.2.2]
››f ˝ ω´1››
W 1,ppΩq
« }f}W 1,ppRd`q
for every f , so
we have
}Bdh}Lp1 pShωpP qq À sup
}f}
W1,ppΩqď1
|xA˚g, fy| ` µpShpP qq “ }A˚g}pW 1,ppΩqq˚ ` µpShpP qq,
that is Claim 9.6.
29
Next we stablish the relation between (9.9) and Claim 9.6.
Claim 9.7. One has
ÿ
QďP
µpShpQqqp
1
ℓpQq
p´d
p´1 À }Bdh}
p1
Lp
1 pShωpP qq
`
ÿ
QďP
ż
Qω
˜ż
tz:zdąxdu
zd ´ xd
|x´ z|d
rgpωpzqqdz¸p1 dx
“ 1 ` 2 . (9.25)
Proof. Note that in (9.13) we have defined h in such a way that
Bdhpxq “ R
pd´1q
d rpR
pd´1q
d g0qdσspxq ´R
pd´1q
d g0pxq
“
´1
wd
ż
Rd`
˜
2xdzd
wd
ż
BRd`
dσpyq
|y ´ z|d|x´ y|d
`
xd ´ zd
|x´ z|d
¸
g0pzqdz.
Given x, z P Rd`, consider the kernel of R
pd´1q
d rpR
pd´1q
d p¨qqdσs ´R
pd´1q
d p¨q,
Gpx, zq “
2xdzd
wd
ż
BRd`
dσpyq
|y ´ z|d|x´ y|d
`
xd ´ zd
|x´ z|d
,
so that
Bdhpxq “
´1
wd
ż
Rd`
Gpx, zqg0pzq dz. (9.26)
We have the trivial bound
Gpx, zq `
zd ´ xd
|x´ z|d
χtzdąxdupzq ě 0, (9.27)
but given any Whitney cube Q ď P , if x P Qω and z P ShωpQq we can improve the estimate. In
this case, ż
BRd`XShωpQq
dσpyq
|y ´ z|d
Á
ż
BRd`Xω
´1pShpωpzqqq
dσpyq
|y ´ z|d
«
1
zd
and, thus,
Gpx, zq `
zd ´ xd
|x´ z|d
χtzdąxdupzq ě
2xdzd
wd
ż
BRd`
dσpyq
|y ´ z|d|x´ y|d
Á
ℓpQqzd
ℓpQqd
ż
BRd`XShωpQq
dσpyq
|y ´ z|d
Á
ℓpQq
ℓpQqd
. (9.28)
By the Lipschitz character of Ω we know that | detDωpzq| « 1 for every z P Rd`. Thus, by
(9.10) and (9.11), given Q ď P we have
µpShpQqq “
ÿ
SďQ
µpSq À
ż
ShpQq
rgpwqdw « ż
ShωpQq
g0pzqdz.
For every x P Qω, using (9.27) and (9.28) first and then (9.26) we get
µpShpQqq À
ż
Rd`
Gpx, zqg0pzq dz ℓpQq
d´1 `
ż
tz:zdąxdu
zd ´ xd
|x´ z|d
rgpωpzqq dz ℓpQqd´1
À |Bdhpxq|ℓpQq
d´1 `
ż
tz:zdąxdu
zd ´ xd
|x´ z|d
rgpωpzqq dz ℓpQqd´1.
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Then, raising to the power p1, averaging with respect to x P Qω and summing with respect to
Q ď P with weight ρWpQq “ ℓpQq
p´d
p´1 , since pd´ 1qp1 ` p´d
p´1 ´ d “ 0, we get Claim 9.7.
Finally, we bound the negative contribution of the pd´1q-dimensional Riesz transform in (9.25),
that is we bound 2 .
Claim 9.8. One has
2 “
ÿ
QďP
ż
Qω
˜ż
tz:zdąxdu
zd ´ xd
|x´ z|d
rgpωpzqqdz¸p1 dx À µpShpP qq. (9.29)
Proof. Consider x, z P Rd` with xd ă zd and two Whitney cubes Q and S such that x P Qω and
z P ω´1p3Sqzω´1p3Qq, then
zd ´ xd
|x´ z|d
À
distpωpzq, BΩq
DpS,Qqd
«
ℓpSq
DpS,Qqd
.
On the other hand, when 3S X 3Q ‰ H,ż
ω´1p3Qq
|zd ´ xd|
|x´ z|d
dz À ℓpQq « ℓpSq.
From the definition of rg in (9.10) it follows that rgpωpzqq À řLPW χ3Lpωpzqq µpLqmp3Lq . Bearing all
these considerations in mind, one gets
2 À
ÿ
QďP
ℓpQqd
˜ ÿ
SďP
µpSqℓpSq
DpS,Qqd
¸p1
.
Consider a fixed ǫ ą 0. One can apply first the Ho¨lder inequality and then (9.8) to get
2 À
ÿ
QďP
ℓpQqd
˜ ÿ
SďP
µpSqℓpSq1´ǫp
1
DpS,Qqd
¸˜ ÿ
SďP
µpSqℓpSq1`ǫp
DpS,Qqd
¸ p1
p
À
ÿ
QďP
ℓpQqd
˜ ÿ
SďP
µpSqℓpSq1´ǫp
1
DpS,Qqd
¸˜ ÿ
SďP
ℓpSqd´p`1`ǫp
DpS,Qqd
¸ p1
p
.
By Lemma 3.13, the last sum is bounded by CℓpQq´p`1`ǫp with C depending on ǫ as long as
d ą d´ p` 1` ǫp ą d´ 1, that is, when p´2
p
ă ǫ ă p´1
p
. Thus,
2 À
ÿ
QďP
ÿ
SďP
µpSqℓpSq1´ǫp
1
ℓpQqd`pǫ´1qp
1`p1{p
DpS,Qqd
“
ÿ
SďP
µpSqℓpSq1´ǫp
1 ÿ
QďP
ℓpQqd´1`ǫp
1
DpS,Qqd
.
Again by Lemma 3.13, the last sum does not exceed CℓpSq´1`ǫp
1
with C depending on ǫ as long
as d ą d´ 1` ǫp1 ą d´ 1, that is when 0 ă ǫ ă 1
p1
“ p´1
p
. Summing up, we need
max
"
p´ 2
p
, 0
*
ă ǫ ă
p´ 1
p
.
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Such a choice of ǫ is possible for every p ą 1. Thus,
2 À
ÿ
SďP
µpSq “ µpShpP qq.
Now we can finish the proof of Proposition 9.4. The first term in (9.25) is bounded due to
Claim 9.6 by
1 “ }Bdh}
p1
Lp
1pShωpP qq
À }A˚g}
p1
pW 1,ppΩqq˚ ` µpShpP qq
p1 . (9.30)
Being µ a finite measure, µpShpP qqp
1
ď µpShpP qqµpδ0Qq
p1´1 and, thus, the bounds (9.29) and
(9.30) combined with (9.25) prove (9.9), leading toÿ
QďP
µpShpQqqp
1
ℓpQq
p´d
p´1 À µpShpP qq.
For the sake of clarity, we restate Theorem 1.3 in terms of Carleson measures.
Theorem 9.9. Given a Caldero´n-Zygmund smooth operator of order 1, a Lipschitz domain Ω and
1 ă p ă 8, the following statements are equivalent:
1. Given any window Q with a properly oriented Whitney covering, and given any Whitney cube
P Ă δ0Q, one has
ÿ
QďP
˜ż
ShpQq
|∇TΩpχΩq|
p dm
¸p1
ℓpQq
p´d
p´1 ď C
ż
ShpP q
|∇TΩpχΩq|
p dm.
2. TΩ is a bounded operator on W
1,ppΩq.
Proof. The implication 1 ùñ 2 is Theorem 1.2.
To prove that 2 ùñ 1 we will use the previous proposition. Let us assume that we have
a properly oriented Whitney covering W associated to an R-window Q of a Lipschitz domain Ω,
where we assume that the window Q “ Qp0, R
2
q is of side-length R and centered at the origin.
Note that since TΩ is bounded in W
1,ppΩq then, by the Key Lemma,ÿ
QPW
ˇˇˇˇ 
3Q
f dm
ˇˇˇˇp ż
Q
|∇TΩpχΩqpxq|
p dx À }f}W 1,ppΩq. (9.31)
Consider the Lipschitz function A : Rd´1 Ñ R whose graph coincides with the boundary of Ω
in Q. We say that rΩ is the special Lipschitz domain defined by the graph of A that coincides with
Ω in the window Q. One can consider a Whitney covering W˜ associated to rΩ such that it coincides
with W in δ0Q. Consider the averaging operator
Afpxq :“
ÿ
QPW˜
χQpxq
 
3Q
fpyq dy for f PW 1,pprΩq.
Writing dµpxq :“ |∇T pχΩqpxq|
p χδ0Qpxq dx, it is easy to see that (9.31) implies the boundedness of
A : W 1,pprΩq Ñ Lppµq
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(consider an appropriate bump function and use the Leibnitz formula).
In order to apply Proposition 9.4, we only need to show that µpShpQqq ď CℓpQqd´p for every
Whitney cube Q Ă Q, which in particular implies that µ is finite. Consider a bump function ϕQ
such that χShp2Qq ď ϕQ ď χShp4Qq with |∇ϕQ| À
1
ℓpQq .
Then,
µpShpQqq “
ż
ShpQqXδ0Q
|∇TχΩpxq|
pdx ď
ż
ShpQq
|∇T pχΩ ´ ϕQqpxq|
pdx `
ż
Ω
|∇TϕQpxq|
pdx.
With respect to the first term, notice that given x P ShpQq, distpx, supppχΩ ´ ϕQqq ą
1
2
ℓpQq so
Lemma 5.4 together with (5.1) allows us to write
|∇T pχΩ ´ ϕQqpxq| À
ż
ΩzShp2Qq
1
|y ´ x|d`1
dy À
1
ℓpQq
.
Being Ω a Lipschitz domain, mpShpQqq « ℓpQqd, soż
ShpQq
|∇T pχΩ ´ ϕQqpxq|
pdx À ℓpQqd´p.
The second term is bounded by hypothesis by a constant times }ϕQ}
p
W 1,ppΩq, and
}ϕQ}
p
W 1,ppΩq « }ϕQ}
p
LppΩq ` }∇ϕQ}
p
LppΩq À ℓpQq
d ` ℓpQqd´p À pRp ` 1qℓpQqd´p,
where R is the side-length of the R-window Q, proving that µ satisfies (9.8).
10 Final remarks
Remark 10.1. The article of Arcozzi, Rochberg and Sawyer [ARS02] has been the cornerstone
in our quest for necessary conditions related to Carleson measures. In fact their article provides
a quick shortcut for the proof of Theorem 9.9 (avoiding Proposition 9.4) for simply connected
domains of class C1 in the complex plane, and we believe it is worth to give a hint of the reasoning.
Sketch of the proof. In the case of the unit disk, we found in the Key Lemma that if T is a smooth
convolution Caldero´n-Zygmund operator of order 1 bounded in W 1,ppDq, then
ÿ
QPW
ˇˇˇˇ 
3Q
f dm
ˇˇˇˇp ż
Q
|∇TχDpzq|
pdmpzq À }f}
p
W 1,ppDq (10.1)
for all f P W 1,ppDq. If one considers dµpzq “ |∇TχDpzq|
pdmpzq and ρpzq “ p1 ´ |z|2q2´p, then,
when f is in the Besov space of analytic functions on the unit disk Bppρq,
}f}
p
Bppρq
:“ |fp0q|p `
ż
D
|f 1pzq|pp1 ´ |z|2qpρpzq
dmpzq
p1´ |z|2q2
« }f}
p
W 1,ppDq.
Using the mean value property (and (9.8) for the error terms), one can see that if T is bounded,
then for every holomorphic function f the bound in (10.1) is equivalent toż
D
|fpzq|p|∇TχDpzq|
pdmpzq À }f}
p
Bppρq
,
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i.e., }f}Lppµq À }f}Bppρq. Following the notation in [ARS02], the measure µ is a Carleson measure
for pBppρq, pq, stablishing Theorem 9.9 for the unit disk by means of Theorem 1 in that article.
For Ω Ă C Lipschitz and f analytic in Ω, we also haveż
Ω
|fpzq|p|∇TχΩpzq|
pdmpzq À }f}
p
W 1,ppDq.
If Ω is simply connected, considering a Riemann mapping F : DÑ Ω, and using it as a change of
variables, one can rewrite the previous inequality asż
D
|f ˝ F |pµpF pωqq|F 1pωq|2dmpωq À |fpF p0qq|p `
ż
D
|pf ˝ F q1pωq|p|F 1pωq|2´pdmpωq.
Writing dµ˜pωq “ µpF pωqq|F 1pωq|2dmpωq, and ρpωq “ |F 1pωqp1 ´ |ω|2q|2´p, one has that given any
g analytic on D,
}g}Lppµ˜q À }g}Bppρq.
So far so good, we have seen that µ˜ is a Carleson measure for pBppρq, pq, but we only can use
[ARS02, Theorem 1] if two conditions on ρ are satisfied. The first condition is that the weight ρ is
“almost constant” in Whitney squares, that is
for x1, x2 P Q PW ùñ ρpx1q « ρpx2q,
and this is a consequence of Koebe distortion theorem, which asserts that for every w P D we have
|F 1pωq|p1 ´ |ω|2q « distpF pωq, BΩq
(see [AIM09, Theorem 2.10.6], for instance). The second condition is the Bekolle´-Bonami condition,
which is ż
Q
p1´ |z|2qp´2ρpzqdmpzq
ˆż
Q
`
p1´ |z|2qp´2ρpzq
˘1´p1
dmpzq
˙p´1
À mpQqp.
If the domain Ω is Lipschitz with small constant depending on p (in particular if it is C1), then
this condition is satisfied (see [Bek86, Theorem 2.1]).
Remark 10.2. Quite likely, our arguments to prove the Key Lemma apply to more general do-
mains, such as the so called uniform domains. However, for simplicity, we only deal with Lipschitz
domains in this paper and we do not pursue the objective of extending Theorem 1.1 to more general
Sobolev extension domains.
We want to point out some open problems to conclude this exposition. First of all, when n ą 1
we have found a sufficient condition in terms of Carleson measures, but we do not know if this
condition (or a similar one) is necessary.
Secondly, it would be interesting to study the fractional Sobolev spaces, W s,ppΩq for s R N.
Finally we have obtained some results connecting the boundedness of the even smooth convolu-
tion Caldero´n-Zygmund operators to the geometry of the boundary of planar domains Ω which will
be published in a forthcoming paper.
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