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Abstract
We give a polynomial time algorithm that replaces an arbitrary module of a finite Chevalley group by the
adjoint module written with respect to a Chevalley basis.
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1. Introduction
We consider the following computational problem:
Problem 1. Given matrices that represent the action of generators of a finite untwisted Chevalley
group on a non-trivial absolutely irreducible module over a finite field of natural characteris-
tic, compute the actions of the given generators on a Chevalley basis of the Lie algebra of the
Chevalley group.
The goal in this problem is to replace an action on an arbitrary module with no preferred basis
by an action on the adjoint module with a preferred basis.
The Chevalley group of Problem 1 is an untwisted group of Lie type. It can be any quotient
of a simply connected universal Chevalley group. In other words, the input for Problem 1 is a
projective representation of a finite Chevalley group of adjoint type.
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and p for its characteristic. The absolutely irreducible module on which an action of G is given
is written as V .
Theorem 1. There is a polynomial time Las Vegas algorithm that solves those instances of Prob-
lem 1 where the Lie algebra of G is simple and the characteristic p is odd.
We prove Theorem 1 by giving an algorithm for Problem 1. The steps of this algorithm are
already known to have polynomial time implementations (see Point 2 of Section 4). However,
we need to show that in the cases covered by Theorem 1, the group G has certain representation
theoretic properties that are prerequisites for our algorithm.
The algorithm for Problem 1 can be applied to the constructive recognition of simple matrix
groups [13,14] to reduce from the consideration of a Chevalley group in natural characteristic to
its consideration in the adjoint representation. Moreover, a further reduction to the consideration
of a minimal projective representation of the Chevalley group is possible as an application of the
recent algorithms of [3]. The algorithms of [3] convert between the Steinberg presentation of a
Chevalley group and the highest weight representations in natural characteristic. In particular,
these algorithms allow for the replacement of a highest weight matrix representation (that is
written with respect to a basis of weight vectors) by any other highest weight representation.
Thus, the output of our algorithm, which is written with respect to such a basis, can be converted
to any desired highest weight representation.
Although the combination of our algorithm and that of [3] allows generators of G to be ex-
pressed as explicit products of Chevalley generators, we do not try to write Chevalley generators
as products of the given generators of G. In particular, our algorithm is some way short of being
a recognition algorithm for Chevalley groups.
According to [6,7], the requirement of Theorem 1 that the Lie algebra of G is simple excludes
the following cases, specified as pairs giving the Lie type of G and the characteristic of k:
(
An,p|(n + 1)
)
, (Bn,2), (Cn,2), (Dn,2), (E6,3), (E7,2), (F4,2), (G2,3).
The classifications of [6,7] show that in all other cases, the Lie algebra of G is an irreducible
G-module.
The following algorithm for Problem 1 assumes that both the field of definition and the di-
mension of the Lie algebra of G are given as input. In case this data is unavailable, there are
straightforward modifications to the algorithm that are described as Point 4 of Section 4.
Algorithm 1. Assume that the Lie algebra of G is simple, and that the characteristic is odd. Let
V ∗ be the dual module of V .
1. Let K˜ be the smallest field that contains the fields of definition of both V and G. Decom-
pose the K˜G-module V ⊗ V ∗. Locate an absolutely irreducible composition factor L whose
dimension matches the dimension of the Lie algebra of G. Rewrite the action of G on L over
k ⊂ K˜ . Output the action of generators of G on L.
If there is no composition factor such as L, then G does not have an appropriate Lie type.
2. Compute the essentially unique non-trivial G-module homomorphism Λ2L → L. This
homomorphism gives a Lie product on L. Let L denote the G-invariant Lie algebra on the mod-
ule L. Output the adjoint action of basis vectors of L.
If there is not a unique homomorphism or if the homomorphism does not give a Lie product,
then G does not have an appropriate Lie type.
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4. Locate root spaces of L as common eigenspaces of H in its action on L.
5. Select Chevalley basis vectors from the root spaces of L.
6. Compute the action of generators of G on the Chevalley basis of L.
The MeatAxe [16] has a polynomial Las Vegas implementation that obtains representatives
for all isomorphism types of absolutely irreducible composition factors of a given input mod-
ule [8,12]. The main algorithm of [5] reduces the size of the field of definition of an absolutely
irreducible module. It runs in Las Vegas polynomial time. These algorithms are applied to im-
plement Step 1 of Algorithm 1.
For Step 2 of Algorithm 1, irreducible quotients of Λ2L are required. In practice, these can
be obtained efficiently with the MeatAxe. It is applied to compute the socle of the dual module
Λ2L∗. However, there is at present no proof that such an application of the MeatAxe runs in
polynomial time. Instead, a non-trivial fixed vector for the action of G on L ⊗ Λ2L∗ can be
computed in polynomial time. The vector is represented by any non-trivial row vector in the
intersection of the 1-eigenspaces of matrices that represent the actions of generators of G on
L⊗Λ2L∗. Such a row vector immediately gives a non-trivial element of HomkG(Λ2L,L). (Let
l1, l2, . . . , ld be a basis of L, let m1,m2, . . . ,mD be a basis of Λ2L, and let m∗1,m∗2, . . . ,m∗D be
the dual basis of (Λ2L)∗. A vector
∑
ci,j li ⊗ m∗j that is fixed by G gives rise to an element
f ∈ HomkG(Λ2L,L) such that f (mj ) =∑ ci,j li .)
The polynomial Las Vegas algorithm of [18], which locates a split Cartan subalgebra in the
Lie algebra of a finite Chevalley group, implements Step 3. The algorithm of [18] cannot be
applied in characteristic 2. This is the one place in Algorithm 1 where it is important that the
characteristic is odd. The Lie algebras of groups of types A2 and G2 in characteristic 3 are the
only other unacceptable inputs for the algorithm of [18]. These cases are already excluded from
Algorithm 1 because the Lie algebras are not simple.
Steps 4, 5, and 6 of Algorithm 1 have well-known deterministic polynomial time implementa-
tions. For Step 4, we calculate eigenspaces for the actions of a set of basis vectors ofH. SinceH
is a split Cartan subalgebra, no field extension is required for this step. In odd characteristic, the
common eigenspaces of a Cartan subalgebra of the Lie algebra of a Chevalley group G are the
root spaces, unless the characteristic is 3 and G has type A2 or G2. In Step 5, the Chevalley basis
is formed by selecting vectors from the root spaces according to scaling rules given on pp. 57–58
of [2]. In Step 6, the generators of G are rewritten to act on the basis computed in Step 5.
In order to complete a proof of Theorem 1, Steps 1 and 2 need justification. It must be shown
that legal input data cannot lead to failure of either of these steps. We must also show that the
irreducible module constructed in Step 1 is an adjoint module for G.
Corollary 4 of Section 2 shows that there is at least one adjoint submodule in the decom-
position of V ⊗ V ∗. Moreover, Theorem 5 shows that an adjoint module is recognized by its
dimension. These results justify Step 1 of Algorithm 1. Let L be an adjoint module for G. The-
orem 8 of Section 2 guarantees that the space HomG(Λ2L,L) is 1-dimensional, and that its
elements correspond to invariant Lie products on L. This justifies Step 2 of Algorithm 1. In this
way, Theorems 3, 5, and 8 complete the proof of Theorem 1.
2. Locating the invariant Lie algebra
This section proves that the symmetrized tensor products of G-modules used in Steps 1 and 2
of Algorithm 1 have the required structure. These results provide the theoretical justification for
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indeed, existence of these structures is already well known.
Write Ĝ for the universal Chevalley group that covers G. Let Φ be the root system of G, let
X+ be a corresponding set of dominant weights, and let X1 ⊂ X+ be the subset of p-restricted
weights [9,11]. Thus, X+ = {∑li=1 ciλi | ci ∈ N} and X1 = {
∑l
i=1 ciλi | 0  ci < p}, where
λ1, λ2, . . . , λl are the fundamental dominant weights of Φ .
Let k be the algebraic closure of the field k of G. We may view Ĝ as the set of fixed points of
the action of a Frobenius automorphism on an algebraic group G that is defined over k.
The Lie algebra L of G has a Chevalley basis that corresponds to the root system Φ . L is
defined over k. Write [ , ] for the Lie product on L. The group Ĝ acts as automorphisms of L.
A specification of Chevalley generators of Ĝ and a choice of Chevalley basis of L determine an
explicit map Ĝ → Aut(L). However, this map can be composed with any automorphism φ of Ĝ,
to obtain another action: Ĝ φ−→ Ĝ → Aut(L). In the case that φ is a field automorphism, the two
actions give different Ĝ-modules when L is viewed as a vector space. We use the terms adjoint
module and adjoint action for any Ĝ-module and corresponding action on L that is obtained by
application of a field automorphism, in this way.
There is an extensive relationship between modules for Ĝ and modules for L—for an
overview see [9,10]. We say that a Ĝ-module W has a compatible L action if W has the structure
of a non-trivial L-module and there exists an adjoint action of Ĝ on L with the property that
(wl)g = (wg)lg , whenever w ∈ W , l ∈ L, and g ∈ Ĝ. Note that, if the scalars are extended to
any common over field of the fields of W and L, the compatible action provides a non-trivial
Ĝ-module homomorphism: W ⊗ L→ W . The following rather technical lemma asserts exis-
tence of compatible actions. This lemma highlights the role of the different adjoint actions of Ĝ
on L. An individual choice of adjoint action is required for each Ĝ-module.
Lemma 2. A non-trivial irreducible Ĝ-module over the algebraically closed field k has a com-
patible L action.
Proof. Select a Chevalley basis for L. This selection gives a preferred adjoint representation
Ad : Ĝ → Aut(L). It also gives an assignment of highest weights to irreducible representations
of Ĝ.
The Lie algebra L of the algebraic group G is obtained from L by extending scalars to the
field k. The Chevalley basis of L is a Chevalley basis of L. In this way, the preferred adjoint
representation of Ĝ extends to a preferred adjoint representation Ad :G → Aut(L).
We divide the proof into three cases, according to the highest weight λ of the kĜ-module that
is under consideration.
Case where λ is p-restricted: There exists an irreducible rational representation ρ :G →
GL(W) that restricts to the irreducible representation of Ĝ that has highest weight λ (see Corol-
lary 7.3 of [1]). Write σ for the differential dρ. Thus σ :L→ End(W) is a representation of L.
The representation ρ is infinitesimally irreducible (see Theorem 6.4 of [1]). In particular, σ(L)
and its spanning set σ(L) are non-zero.
Let g ∈ G. Write Int(g) for the conjugation action of g on G and Int(ρ(g)) for its conjugation
action on GL(W). Now, Int(g) ◦ ρ = ρ ◦ Int(ρ(g)) (since ρ is a representation of G). Hence,
dInt(g) ◦ dρ = dρ ◦ dInt(ρ(g)). However, dInt(g) = Ad(g) where Ad is the preferred choice
of adjoint action. Moreover, dInt(ρ(g)) acts on End(W) as conjugation by ρ(g). Therefore, for
l ∈ L, we have: l(Ad(g) ◦ σ) = σ(l)ρ(g). Thus, σ(lg) = σ(l)ρ(g) and ρ(g) ◦ σ(lg) = σ(l) ◦
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Case where λ has the form piμ where μ is p-restricted: Let φ be the Frobenius automorphism
of Ĝ that is obtained by replacing an element of k by its pth-power. Write ρ : Ĝ → GL(W)
for the irreducible representation of Ĝ with highest weight λ. The representation ρ0 : Ĝ
φ−i−→
Ĝ
ρ−→ GL(W) has highest weight μ. Now, since μ is p-restricted, there is a compatible L
action for ρ0. In other words, there exist representations σ :L→ End(W) and τ0 :G → Aut(L)
with the property that: (wσ(l))ρ0(g) = (wρ0(g))σ (lτ0(g)). Let τ be the representation: G φ
i
−→
G
τ0−→ Aut(L).
We know: (wσ(l))ρ0(g) = (wρ0(g))σ (lτ0(g)) holds for all values of g. In particular, it holds
for the group element φi(g), so that: (wσ(l))ρ0(φi(g)) = (wρ0(φi(g)))σ (lτ0(φi(g))). There-
fore: (wσ(l))ρ(g) = (wρ(g))σ (lτ (g)). In other words, there is a compatible L action for ρ.
General case: Here λ can be written as
∑s
r=1 pir λr , where each λr is a non-zero p-restricted
weight. By Steinberg’s tensor product theorem, an irreducible G-module W with highest weight
λ can be factored as a tensor product W1 ⊗W2 ⊗ · · · ⊗Ws , where Wr is a non-trivial irreducible
Ĝ-module with highest weight pir λr .
From our earlier analysis, the module W1 has a compatible L action. We obtain an action of
L on W by setting (w1 ⊗ w2 ⊗ · · · ⊗ ws)l = w1l ⊗ w2 ⊗ · · · ⊗ ws . This action is compatible
because: (w1 ⊗ w2 ⊗ · · · ⊗ ws)lg = w1lg ⊗ w2g ⊗ · · · ⊗ wsg = w1glg ⊗ w2g ⊗ · · · ⊗ wsg =
(w1g ⊗w2g ⊗ · · · ⊗wsg)lg = (w1 ⊗w2 ⊗ · · · ⊗ ws)glg . 
Note that in the general case of a twisted tensor product, we have a choice of a number of
different compatible L-actions. The Lie algebra can act on any one of the factors of a twisted
tensor product. Hence, if the twisted tensor product has s tensor factors, then there are at least s
different compatible L-actions.
Theorem 3. Let G be a Chevalley group (with a simple Lie algebra) that acts on a non-trivial
irreducible module V over the algebraically closed field k. Then, the module V ⊗ V ∗ contains
an irreducible submodule isomorphic to an adjoint module for G.
Proof. The module V has a compatible L-module structure (by Lemma 2). Write L for the
corresponding adjoint G-module (with its scalars extended to the field k). There exists a non-
trivial G-module homomorphism V ⊗L → V . Apply duality, to obtain L → V ⊗V ∗. Since L is
simple, the module L is an irreducible G-module. Therefore, L is a submodule of V ⊗ V ∗. 
Corollary 4. Let G be a Chevalley group (with a simple Lie algebra) that is defined over a finite
field k. Suppose that G acts on a non-trivial absolutely irreducible module V that is defined over
a finite field K , in natural characteristic. Write K˜ for a minimal field that contains copies of both
k and K . Then, the K˜G-module V ⊗ V ∗ contains an irreducible submodule isomorphic to an
adjoint module for G.
Proof. Let V be the G-module obtained from V by extending scalars to an algebraically closed
field. The module V ⊗ V ∗ contains an irreducible adjoint module L for G (by Theorem 3).
However, the representations of G on V ⊗ V ∗ and L can both be written over the field K˜ .
Therefore the embedding of L into V ⊗ V ∗ can be written over K˜ . 
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reducible composition factors in V ⊗ V ∗ that match L in dimension are adjoint modules. In
Algorithm 1, this is important because it gives a convenient way to recognize the desired output
module in Step 1.
Theorem 5. Suppose that L is the simple Lie algebra of a finite Chevalley group G and that V
is an irreducible G-module with dim(V ) = dim(L). Then V is an adjoint module for G.
Proof. Suppose that the highest weight of V is
∑s
r=1 pir λr , where each weight λr is p-re-
stricted. Then dim(V ) =∏sr=1 dim(Vλi ), where Vλi is an irreducible module with a p-restricted
highest weight, λi . Now, Theorems 4.4 and 5.1 of [15] list all p-restricted weights that give
irreducible G-modules with small dimensions—the important point for us is that for each pos-
sible root system, the lists of [15] extend beyond the dimension of the corresponding simple
Lie algebra. The lists in [15] show that if {λ1, . . . , λs} is a set of p-restricted weights for which∏s
r=1 dim(Vλi ) = dim(L), then s = 1 and λ1 is the weight of an adjoint module. 
Select a Chevalley basis for L. This choice involves a preferred choice of Cartan subalgebra
and root spaces in the algebra. It also determines a split maximal torus T in G.
In this paper, we adopt a convenient but non-standard convention and include 0 as a root
of L. The corresponding root space is the Cartan subalgebra of L. For each non-zero root α, the
Chevalley basis has a root vector eα and T has elements of the form hα(μ), where μ ∈ k, as in
Section 6.4 of [2]. Fix a choice of a multiplicative generator μ for k and write Hα for hα(μ).
Then eβHα = μ2(α,β)/(α,α)eβ as in 6.4.1 of [2]. We say that T separates the roots β and γ if
there is an element of T that acts with different eigenvalues on root vectors that correspond to β
and γ . Observe that if Hα acts differently on the root vectors eβ and eγ then it acts differently
on any root vectors eβ ′ and eγ ′ such that β − γ = β ′ − γ ′. Accordingly, whenever four roots
satisfy β − γ = β ′ − γ ′, T separates β and γ if and only if it separates β ′ and γ ′. (Note that this
property holds even if one or more of the roots involved is zero.)
If α and β are roots, the β-chain through α is the sequence of roots −rβ+α, . . . , α, . . . , sβ+α
for which r and s are as large as possible. We define a subchain to be a consecutive subsequence
of a chain.
Lemma 6. Let G be a finite Chevalley group. Let T be a split maximal torus of G and let k be
the field of definition of G. Suppose that either |k| 4, or |k| = 3 and G has a type other than
A1, B2, G2, or Cn. Then:
(i) T separates the zero root from all non-zero roots.
(ii) T separates α1 from all other roots in a subchain α0, α1, . . . , αi .
Proof. (i) Let α be a non-zero root of G.
If |k| 4, then eαHα = μ2eα 	= eα . Hence, T does separate eα from zero.
Consider the case where |k| = 3. We may assume that α belongs to the Dynkin diagram of G.
(Since every root is equivalent under the action of the Weyl group to an element of the Dynkin
diagram.) Moreover, since the cases A1, B2, G2 and Cn are excluded, the Dynkin diagram in-
cludes at least two adjacent long roots. Therefore, we may assume that α is adjacent to a long
root β in the diagram. We have: 2(α,β)/(β,β) = −1 and eαHβ = μ−1eα 	= eα .
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of the subchain other than α1. In the case where j  2, we have αj − α1 = ±β . Therefore,
T separates α1 from αj (since, by (i), T separates β from 0).
In the case where j > 2, the sequence α0, α1, . . . , αi is a complete chain of length 3, j = i = 3,
and G has type G2. Here, eα1Hα0 = μeα1 and eαjHα0 = μ−1eαj . We have μ 	= μ−1 (since G has
type G2, we only consider cases with |k| 4). Therefore T separates α1 from αj . 
We say that T weakly separates the roots of G whenever the conclusion of Lemma 6(ii) holds.
Note that the subchain in (ii) may include zero, and therefore a weakly separating split torus does
separate zero from the other roots. The identifications C1 = A1 and C2 = B2 give a more compact
listing of G2(3) and Cn(3) as the only Chevalley groups that have odd characteristic but do not
have a weakly separating split torus.
A Chevalley group is generated by root elements xβ(t), where β is a non-zero root and t is a
scalar, as in Section 4.4 of [2]. Write xβ for the root element xβ(1).
The action of xβ(t) on a vector lα in the α root space can be expanded as lαxβ(t) =∑q
i=0 vα+iβ . Here, vα+iβ belongs to the α + iβ root space. Moreover, the first two terms in
this expansion are vα = lα and vα+β = t[lα, eβ ] (see Section 4.4 of [2]). Note that the expansion
is valid even in cases where it involves a vector from the root space of 0.
Lemma 7. Let G be a finite Chevalley group with a simple Lie algebra and a split maximal torus
that weakly separates its roots. Let L be an adjoint module for G with a preferred Chevalley
basis. Let e and f be root vectors in L for the highest and lowest roots of G. Suppose that
∗ : L ×L → L is a G-invariant bilinear product with e ∗ f = 0. Then ∗ is identically zero.
Proof. Select a split maximal torus T in G that acts diagonally on the preferred Chevalley basis
of L.
We say that an element l ∈ L annihilates e if e ∗ l = 0. For example, f annihilates e. We now
show that if β is a positive root and lα belongs to a root space and annihilates e, then [lα, eβ ]
annihilates e. (Note that elements of the Cartan subalgebra are considered as members of the root
space that corresponds to the root 0.)
Expand the action of xβ on lα to obtain: lαxβ = lα + [lα, eβ ] +∑i>1 vα+iβ , where the terms
on the right-hand side belong to root spaces from a subchain of the β-chain of roots through α.
Hence, each term belongs to some common eigenspace of T . Moreover, if it is non-zero, [lα, eβ ]
is the only term that belongs to its eigenspace E (since T weakly separates roots).
However, lα annihilates e. Therefore: 0 = (e ∗ lα)xβ = exβ ∗ lαxβ = e ∗ lαxβ = e ∗ lα + e ∗
[lα, eβ ]+∑i>1 e∗vα+iβ . Again, the terms on the right-hand side belong to common eigenspaces
of T . And, if it is non-zero, e ∗ [lα, eβ ] is the only (non-zero) term that belongs to the eigenspace
that contains e ∗ E. (For any other term, e ∗ v, there exists H ∈ T with vH = λ1v, [lα, eβ ]H =
λ2[lα, eβ ], and λ1 	= λ2. Let eH = λe 	= 0. Then, (e ∗ v)H = λλ1(e ∗ v), but (e ∗ [lα, eβ ])H =
λλ2(e ∗ [lα, eβ ]).) Hence, e ∗ [lα, eβ ] = 0. In other words, [lα, eβ ] annihilates e.
It follows that if e1, e2, . . . , ek is any sequence of root vectors for positive roots, then
f Ad(e1)Ad(e2) . . .Ad(ek) annihilates e. (Here, Ad(l) is the adjoint action, [ , l] :L → L.)
However, L is spanned by vectors of the form: f Ad(e1)Ad(e2) . . .Ad(ek). Thus, e ∈ {l ∈ L |
l ∗ L = 0}. This set is a submodule of the irreducible module L (since ∗ is G-invariant). Hence,
{l | l ∗ L = 0} = L. Therefore, ∗ is identically zero. 
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module for G. Then dim(HomG(Λ2L,L)) = 1.
Proof. In the special cases where |k| = 2, or |k| = 3 and G has type Cn for n 1, we use special
arguments. These are sketched in Appendix A. Otherwise, select a set of root spaces in L and
a corresponding weakly separating split maximal torus T in G. (Note that simplicity of the Lie
algebra rules out the case G = G2(3).)
For each root β , possibly zero, let Lβ be the β root space in L. Let Eβ be the common
eigenspace of T that contains Lβ . For each non-zero root α, let eα be a non-zero vector in Lα
and let xα be a corresponding root element of G. Let e and f be root vectors for the highest and
lowest roots of L.
Suppose that ∗ is a G-invariant anticommutative bilinear product from L × L to L. We need
to show that ∗ is a constant multiple of the Lie product [ , ] on L.
Note that Lα ∗Lβ ⊂ Eα+β . Hence, h = e∗f is an element of L belonging to E0. But E0 is the
Cartan subalgebra L0, since T separates zero from the other roots. Thus, h is in L0. Moreover,
if α is a positive fundamental root orthogonal to the highest root, we have:
h + [h, eα] = hxα = (e ∗ f )xα = (exα) ∗ (f xα) = e ∗ (f xα).
Here we have used the G-invariance of ∗ to rewrite (e ∗ f )xα . Also note that the expansion of
hxα has only two terms because the α-chain through 0 terminates at α.
Now f corresponds to a long root γ . Therefore, the α-chain through γ has length 1, since
adding (or subtracting) the orthogonal root α would produce a vector that is longer than the long
root γ . It follows that f xα = f (since there are no other root spaces that could give further terms
in the expansion of the action of xα). Thus:
h + [h, eα] = e ∗ (f xα) = e ∗ f = h.
We deduce that if α is a positive fundamental root orthogonal to the highest root, then
[h, eα] = 0. We now consider two cases.
Case where G does not have type An with n > 1: Here, the highest root of G has non-zero
inner product with just one fundamental (positive) root of G. (Otherwise, the extended Dynkin
diagram would contain a cycle of length at least 3.) Therefore, h annihilates all but one of the
fundamental positive root spaces. We deduce that e∗f = h belongs to a particular 1-dimensional
subspace of the Cartan subalgebra. Exactly the same reasoning shows that [e, f ] belongs to the
same 1-dimensional subspace of the Cartan subalgebra (since [ , ] is an example of a G-invariant
product). Hence e ∗ f = c[e, f ] for some constant c. Write × for the product ∗ − c[ , ], so that
e × f = 0. By Lemma 7, the product × vanishes. In particular, ∗ is a scalar multiple of the Lie
product [ , ].
Case where G has type An with n > 1: Here, the highest root of G has non-zero inner
product with two fundamental roots of G. We deduce that e ∗ f = h belongs to a particular
2-dimensional subspace of the Cartan subalgebra. However, there exist two standard G-invariant
bilinear products on L. (Represent L as the space of trace-free (n + 1) × (n + 1) matrices.
The products ◦ and • are defined by matrix multiplications: (X,Y ) 
→ XY − 1
n+1 Tr(XY) and
(X,Y ) 
→ YX − 1
n+1 Tr(XY). To check that e ◦ f and e • f are linearly independent: Represent
e by a matrix with one non-zero entry that is off diagonal. The transposed matrix represents f .
Compute e ◦ f and e • f from the matrix products ef and f e. These products are independent.)
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e × f = 0. (Because, e ∗ f , e ◦ f , and e • f belong to the same 2-dimensional subspace of
the Cartan subalgebra.) Again, Lemma 7 shows that × is identically 0. Therefore, ∗ is a linear
combination of the products ◦ and •. However, the scaled multiples of the Lie product are the
only antisymmetric combinations of ◦ and •. 
Note that the existence of two invariant products on a Lie algebra of type An corresponds
to the existence of Lie and Jordan products on the space of (n + 1) × (n + 1) matrices. Our
argument shows that there can be no analogue of the Jordan product on other simple Lie algebras
of Chevalley groups over fields of size at least 4.
3. Example
We present an example in which Algorithm 1 is applied to a representation of degree 20 of the
group C2(121). The 20-dimensional module is initially created as a tensor product of the natural
4-dimensional module and a Frobenius-twisted version of the 5-dimensional module. This case
provides a good illustration of the theorems of Section 2.
Consider G = C2(121) given by the action of two generators on a 20-dimensional module V .
Our first goal is to obtain an adjoint module for G. Form the module V ⊗ V ∗ and decompose it
with the MeatAxe. The irreducible composition factors are non-isomorphic and have degrees 1,
5, 10, 10, 14, 50, 70, 100, and 140. The 10-dimensional submodules are non-isomorphic adjoint
modules for G. This is in agreement with the comment after Lemma 2, which predicts an adjoint
module for the 4-dimensional tensor factor of V and a twisted adjoint module for the twisted
5-dimensional factor of V .
Next, compute the invariant Lie algebra. Choose L as either of the two 10-dimensional adjoint
modules that we now have at our disposal. The module Λ2L decomposes as a sum of two irre-
ducible constituents of degrees 10 and 35. In this example, we can verify that the 10-dimensional
constituent also happens to have multiplicity 1 in the module L ⊗ L. Hence, HomkG(Λ2L,L)
can be identified with HomkG(L ⊗ L,L). This allows us to use a particularly convenient recipe
to write down the unique invariant anticommutative product on L. (Theorem 8 proves that this
product is the invariant Lie algebra on L.)
Compute the 10 × 100 matrix M that represents a (standard) basis of L∗ in L∗ ⊗ L∗. (L∗ is
the dual module. We use tensor products of (standard) basis vectors of L∗ to form the basis of
the 100-dimensional module.) The transpose M ′ gives an element of Hom(L ⊗ L,L). Hence,
M ′ gives the invariant Lie product on L. The adjoint actions of 10 standard basis vectors of L
are obtained by dividing up the 100 × 10 matrix M ′ into 10 blocks (by taking its first 10 rows,
its next 10 rows, and so on). Apply the algorithm of [18] to construct a split Cartan subalgebra.
The eigenvector computation that implements Step 4 of Algorithm 1 determines root spaces of
the Lie algebra L whose adjoint module has just been computed. A Chevalley basis is obtained
by an appropriate choice of scale factors for representative vectors of the root spaces (Step 5 of
Algorithm 1). Finally, as required by Step 6 of Algorithm 1, change the basis of the representation
L of G to obtain an action of generators of G on a Chevalley basis of its Lie algebra.
4. Questions and comments
4.1. Algorithm 1 is not equipped to reject all cases of illegal input—an algorithm that rejects
illegal input would be a recognition algorithm for Chevalley groups. (An illegal input is a set of
matrices that is incorrectly claimed to generate a Chevalley group.)
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there are examples of input matrices that do not generate a Chevalley group but do act on a
Lie algebra L and can thus pass through these first two steps. Those examples where L is not
the Lie algebra of a group of Lie type are relatively easy to handle. First compute a Cartan
subalgebra of L. (Note that although the method of [18] is justified only when L is the algebra
of a Chevalley group, Algorithm 3.2.9 of [4] is applicable in general.) Locate a root system for
the Cartan subalgebra (by computing eigenvectors). If this root system does not correspond to a
connected Dynkin diagram, the input can be rejected.
The trickiest examples of incorrect input arise as subgroups of Chevalley groups that are large
enough for Steps 1 and 2 to complete correctly. Detecting this situation would be aided by an
answer to the following classification problem.
Problem 9. Suppose that G is a group of Lie type and L is an adjoint module for G. Determine
all subgroups H of G that act irreducibly on L and have dim(HomH (Λ2L,L)) = 1.
We note that the embedding J1  G2(11) gives an example of a subgroup that meets the
conditions of Problem 9.
4.2. Explicit bounds for the run times of the steps of Algorithm 1 can be expressed in
terms of dim(V ), dim(L), the logarithms of the sizes of the fields K and k (the fields of de-
finition of V and L), and N—the number of generators for the given action of G on V . The
run times of Steps 1, 2, and 3 of Algorithm 1 are bounded by O(N dim8 V log3|K| log3|k|),
O(N dim9L log3|k|), and O(dim11L log3|k| + dim15/2L log4|k|), respectively [5,8,12,18].
Hence, the run time of Algorithm 1 is bounded by a polynomial function of the length of its
input data. (Note that a copy of the adjoint module is a constituent of the module V ⊗V ∗. There-
fore, the input length of the adjoint module N dim2L log|k| is certainly bounded by a quadratic
function of the input length of the module V .)
A more careful analysis could reduce the estimate for Step 3 to O(dim8L log3|k| +
dim11/2L log4|k|) [18]. Moreover, if the algorithm of [18] could be revised to compute com-
ponents of a (non-split) Cartan subalgebra without the use of a field extension, then the bound
on run time of Step 3 would be further improved. (The algorithm of [18] decomposes the ad-
joint representation of a Lie algebra as a sum of absolutely irreducible submodules for a Cartan
subalgebra. If these summands could be replaced by irreducible submodules, the need for a field
extension would be avoided.)
Can we reduce the computation required in Steps 1 and 2 of Algorithm 1? The first step
decomposes a module of dimension dim2(V ). This computation is only possible for small values
of dim(V ). Similar direct applications of the MeatAxe exist in cases where V is an adjoint
module for E8, so examples with dim(V ) as large as 248 could be considered. The method of
condensation [17] sometimes succeeds in extending the range of problems that can be analyzed
with the MeatAxe. It is natural to ask whether there is any general procedure for selecting and
preparing condensation subgroups in order to speed up the first step of Algorithm 1. Analogous
comments apply to the second step.
4.3. Another approach to reducing the running time of our method is to try to eliminate Step 2
of Algorithm 1 entirely. We use Step 2 to obtain the adjoint representation of the Lie algebra.
However, we begin Step 2 with the adjoint representation of the corresponding Chevalley group.
There is a natural correspondence between Cartan subalgebras of the Lie algebra and maximal
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maximal torus in the adjoint action of the Chevalley group?
4.4. It is not essential for Algorithm 1 to be given as input either the particular field k or the
Lie type of the input group G. It is able to determine these while constructing and analyzing the
Lie algebra of G. (Note that the field of definition of the module V is available as input to Algo-
rithm 1. However, the group G could be defined over another field of the same characteristic.)
In case the dimension of the Lie algebra of G is not known in advance, representatives of all
isomorphism types of irreducible submodules of V ⊗ V ∗ must be analyzed as candidates for L
in Step 2 of Algorithm 1. It is most efficient to look at the submodules in order of increasing
dimension. Stop as soon as a submodule with a unique invariant anticommutative product that
satisfies the Jacobi identity is found. Since the cost of linear algebra in the skew-square of a
submodule is proportional to the sixth power of its dimension, it is best to avoid submodules of
large dimension, if possible.
In case the field of definition of G is not known in advance, the absolutely irreducible con-
stituents of V ⊗ V ∗ should be computed at Step 1 (without the earlier bound on the size of a
field of definition). Suppose that at Step 1, an absolutely irreducible constituent L is computed
and is written as matrices with entries in a field K˜ . The field of definition of L is determined by
applying the algorithm of [5] repeatedly until it rewrites the matrix representation of L over a
subfield k ⊂ K˜ . (This requires a loop over subfields of K˜ . If the subfields are considered in order
of increasing size, the loop must terminate at the field of definition of L. Of course, this field
might be K˜ itself.)
4.5. Theorem 8 is not a purely character theoretic result. For example, if L is the 10-di-
mensional adjoint module for the group C2(3), then Λ2L is uniserial with ordered composition
factors of degrees 10, 25, and 10. In this case the module L has multiplicity 2 as a composition
factor of Λ2L, but its multiplicity as a homomorphic image is only 1.
An analogue of Theorem 8 holds in characteristic zero. Another analogue of Theo-
rem 8 states that if L is the adjoint module for a simple Chevalley Lie algebra L, then
dim(HomL(Λ2L,L)) = 1. The proofs of these analogues are similar to our proof of Theorem 8.
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Appendix A
We now sketch arguments for those cases of Theorem 8 where the field size is so small that
we cannot make use of a weakly separating torus. The list of groups G that must be considered is
as follows: A1(3) = PSL2(3), Cn(3) = Sp2n(3), A2n(2) = PSL2n+1(2), G2(2), E6(2), E8(2). All
other cases are either covered by the proof of Theorem 8 in Section 2, or are excluded by having
a non-simple Lie algebra. In each case, the claim is that dim(HomG(Λ2L,L)) = 1, where L is
the adjoint module—note that over a prime field, there is just one adjoint module.
In the three exceptional examples, we have checked by machine that there is a unique irre-
ducible submodule of Λ2L∗ that is isomorphic to L∗. By duality, dim(HomG(Λ2L,L)) = 1.
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uct on L provides a surjective homomorphism from Λ2L to L. Hence, Λ2L ∼= L, and
dim(HomG(Λ2L,L)) = 1.
Suppose now that G has the form Cn(3). Select a Chevalley basis of L. Let T be the corre-
sponding split maximal torus of G. It is only the long roots that cannot be separated from zero
by T . Select long root vectors e1, . . . , en and f1, . . . , fn from the chosen Chevalley basis of L.
We may assume that ei and fi correspond to mutually negative roots, and that e1 corresponds to
the highest root. We may also suppose that f1 has been selected so that the element n1 ∈ G (as
defined in Section 6.4 of [2]) interchanges e1 and f1 but fixes all of the other long root vectors.
Suppose now that ∗ is a G-invariant anticommutative product on L. Then e1 ∗ f1 must have
the form h +∑ ciei +∑difi , where h is in the Cartan subalgebra. (No other root vectors are
fixed by the split maximal torus.) However, e1 ∗ f1 is negated by the action of n1, but all vectors
of the form ei and fi , with i > 1, are fixed by n1. Hence, e1 ∗ f1 = h + c1e1 + d1f1. We can
argue, exactly as in the proof of Theorem 8, that h is orthogonal to any long root ei where i > 1.
It follows that h is a scalar multiple of [e1, f1].
Let L1 be the subalgebra of (L,∗) that is spanned by e1 and f1, and let G1 ∼= A1(3) be the
corresponding (highest) root subgroup of G. The module Λ2L1 is spanned by the G1-images of
e1 ∧ f1. (Irreducibility of Λ2L1 is already known from our analysis of the group A1(3).) Hence,
the restriction of ∗ to L1 × L1 is determined by the G1-images of e1 ∗ f1. These images are
in L1. Hence, ∗ restricts to a G1-invariant product on L1. Our earlier analysis of the A1(3) case
implies that e1 ∗ f1 is just a scalar multiple c[e1, f1].
Write × for the product ∗ − c[ , ]. Lemma 7 cannot be applied to conclude that × is zero,
because a split torus of Cn(3) does not weakly separate the roots. However, a split torus of Cn(3)
does separate the zero root from all short roots. This allows us to modify the proof of Lemma 7
to show that if S = {l ∈ L | l is a root vector and e1 × l = 0} ∪ {0} and B = {eβ | β is short
and [e1, eβ ] = 0} then [S,B] ⊂ S. For i ∈ {0,45,90,135,180}, let Si be the set of root vectors
that correspond to roots that make an angle of i◦ with the lowest root. We have, S0 ⊂ S (since
e1 × f1 = 0). However, S45 ⊂ [S0,B], S90 ⊂ [S45,B], S135 ⊂ [S90,B], and S180 ⊂ [S135,B].
Therefore, S contains all root vectors that correspond to non-zero roots. Moreover, the set
[S45 ∪ S90,B] contains a basis of the Cartan subalgebra. Therefore S contains a basis of L.
Thus, e1 ×L = 0. As in the proof of Theorem 8, it follows that the product × is identically zero.
Finally, consider the case where G has the form A2n(2). We have checked by machine that
dim(HomG(Λ2L,L)) = 1 in the two subcases where n 2. For any larger value of n, identify G
with the group of invertible (2n+ 1)× (2n+ 1) matrices and identify L with the corresponding
Lie algebra of trace-free matrices. Choose the split Cartan subalgebra of L that consists of its
diagonal matrices. This choice of Cartan subalgebra picks out a Chevalley basis whose root
vectors are elementary matrices. G acts on L by conjugation. Let 1 denote the identity matrix,
and let εi,j denote the elementary matrix with a single non-zero entry at position (i, j). Let
e = ε1,2 and f = ε2,1.
Consider the subgroup G0  G that consists of matrices of the form x ⊕ y, where x is a
2 × 2 permutation matrix, and y is an invertible (2n − 1) × (2n − 1) matrix. The group G0
fixes e ∗ f . Therefore, e ∗ f = a1(ε1,1 + ε2,2) + a2(ε1,2 + ε2,1) + a31 (since this is the general
form of a matrix fixed by the conjugation action of G0). However, 0 = Tr(e ∗ f ) = a3. Hence,
e ∗ f = a1[e, f ] + a2(e + f ). This expression for e ∗ f belongs to the Lie subalgebra generated
by e and f . We can now argue that ∗ restricts to a product on any Lie subalgebra of L that
has type A4 and is generated by root spaces (of L) that include e and f . (For this, we need the
computational observation that the skew square of the adjoint module for A4(2) is generated as a
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roots.) However, we have already noted that for A4(2) there is an essentially unique invariant
anticommutative product on the adjoint module. Hence, the constant a2 is zero. Moreover, for
any mutually negative pair of roots, e′ and f ′, we have e′ ∗f ′ = a1[e′, f ′]. (Because e, f , e′, and
f ′ do belong to an A4-subalgebra.) The action of A4(2) is applied again, to show that ∗ − a1[ , ]
restricts to the zero product on any subalgebra that has type A4 and is generated by root spaces
of L. (Because any such subalgebra does contain a pair such as (e′, f ′).) However, every pair of
vectors from the Chevalley basis of L belongs to such a subalgebra, so all structure constants for
the product ∗ − a1[ , ] vanish.
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