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Incomplete Iterative Solution of the Subdiffusion Problem
Bangti Jin∗ Zhi Zhou†
Abstract
In this work, we develop an efficient incomplete iterative scheme for the numerical solution of the
subdiffusion model involving a Caputo derivative of order α ∈ (0, 1) in time. It is based on piecewise
linear Galerkin finite element method in space and backward Euler convolution quadrature in time and
solves one linear algebraic system inexactly by an iterative algorithm at each time step. We present
theoretical results for both smooth and nonsmooth solutions, using novel weighted estimates of the time-
stepping scheme. The analysis indicates that with the number of iterations at each time level chosen
properly, the error estimates are nearly identical with that for the exact linear solver, and the theoretical
findings provide guidelines on the choice. Illustrative numerical results are presented to complement the
theoretical analysis.
Keywords: subdiffusion, finite element method, backward Euler scheme, nonsmooth data, conver-
gence analysis, incomplete iterative scheme
1 Introduction
This work is concerned with efficient iterative solvers for the subdiffusion model. Let Ω ⊂ Rd (d = 1, 2, 3)
be a convex polyhedral domain with a boundary ∂Ω. The subdiffusion model for the function u(t) reads:{
∂αt u(t) +Au(t) = f(t), ∀ 0 < t ≤ T,
u(0) = v, in Ω,
(1.1)
where T > 0 is fixed, f : (0, T ) → L2(Ω) and v ∈ L2(Ω) are given functions, and A = −∆ : D(A) ≡
H10 (Ω) ∩ H
2(Ω) → L2(Ω) denotes the negative Laplacian (with a zero Dirichlet boundary condition). The
notation ∂αt u, 0 < α < 1, denotes the Caputo derivative of order α in t, defined by [18, p. 91]
∂αt u(t) :=
1
Γ(1− α)
∫ t
0
(t− s)−αu′(s) ds, (1.2)
where the Gamma function Γ(·) is defined by Γ(z) :=
∫∞
0
sz−1e−sds, ℜz > 0.
The model (1.1) describes so-called subdiffusion process, in which the mean squared displacement of the
particle grows only sublinearly with the time t, in contrast to the linear growth of Brownian motion for
normal diffusion. The sublinear growth captures important memory and hereditary effects of the underlying
physical process. Many experimental studies show that it can offer a superior fit to experimental data than
normal diffusion. The long list of applications includes thermal diffusion in fractal domains, heat conduction
with memory effect, and protein transport in cell membrane etc. We refer interested readers to the reviews
[26, 25] for physical background, mathematical modeling and long lists of applications.
Over the last two decades, a number of numerical methods have been developed for the model (1.1), e.g.,
finite element method, finite difference method and spectral method in space, and convolution quadrature
(CQ) and L1 type time-stepping schemes; See [20, 5, 30, 24, 11, 1, 27, 29, 15] for a rather incomplete list, and
[12] for an overview on nonsmooth data analysis, including optimal convergence rates. The error analysis in
all existing works requires the exact resolution of resulting linear systems at each time step, which can be
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expensive. This motivates the use of an iterative solver to approximately solve the resulting linear systems
in order to enhance the computational efficiency. There are many possible choices of iterative solvers, e.g.,
Krylov subspace methods, multigrid methods, and domain decomposition methods.
In this work, we develop an efficient incomplete iterative scheme (IIS) for (1.1), based on the Galerkin
finite element method (FEM) in space, backward Euler CQ in time, and an iterative solver for resulting
linear systems. We prove nearly optimal error estimates for both smooth and nonsmooth solutions, under a
contraction property of the iterative solver, cf. (2.11), which holds for many iterative methods. The IIS can
maintain the overall accuracy if the number of iterations at each time level is chosen suitably. Specifically,
let Un,Mnh be the solution by the IIS at tn obtained with Mn iterations of the iterative solver, and u the
exact solution of (1.1). Then for smooth solutions, e.g., u ∈ C([0, T ];D(A))∩C2([0, T ];H10 (Ω)), there exists
a δ > 0 such that
‖Un,mh − u(tn)‖L2(Ω) ≤ c(u)(h
2 + τ), for c0κ
m ≤ δ,
where c0 > 0 and κ ∈ (0, 1) are convergence parameters of the iterative method in a weighted energy
norm; see Theorem 3.2. That is, the number of iterations at each time level can be chosen uniformly in
time provided that it is large enough. In the absence of sufficient solution smoothness, a uniform iteration
number fails to ensure an optimal error estimate. The number of iterations at initial times should be larger
in order to compensate the singular behavior. For example, for v ∈ D(A) and f ≡ 0, there exists a δ > 0
such that
‖Un,Mnh − u(tn)‖L2(Ω) ≤ c
(
h2 + τtα−1n ℓn
)
‖Av‖L2(Ω),
provided that c0κ
Mn ≤ δℓ−1n min(t
α
2
n , 1), with ℓn = ln(1+tn/τ). That is, it requires more iterations at starting
time levels, even for smooth initial data, which contrasts sharply with the standard parabolic counterpart
[3]. The proof relies crucially on certain new weighted estimates on the time stepping scheme, which differ
from known existing nonsmooth data error analysis [11, 16]. The accuracy and efficiency of the scheme are
illustrated by numerical experiments. The numerical scheme and its rigorous error analysis for both smooth
and nonsmooth solutions represent the main contributions of this work.
The idea of incomplete iterations was first proposed for standard parabolic problems with smooth so-
lutions in [6, 4], and then extended in [17, 3, 7] (including nonsmooth solutions); see Chapter 11 of the
monograph [31] for a detailed discussion. Bramble et al [3] proposed an incomplete iterative solver for a
discrete scheme based on Galerkin approximation in space and linear multistep backward difference in time,
and derived error estimates for nonsmooth initial data. Due to the nonlocality of the model (1.1) and limited
smoothing properties, the analysis in these works does not apply to problem (1.1).
The rest of the paper is organized as follows. In Section 2, we describe the IIS. Then in Sections 3
and 4, we analyze the scheme for smooth and nonsmooth solutions, respectively. Finally, some numerical
results are presented in Section 5 to complement the analysis. In two appendices, we collect useful basic
estimates and technical proofs. Throughout, the notation c denotes a generic constant, which may differ at
each occurrence, but it is always independent of the time step size τ and mesh size h.
2 The incomplete iterative scheme
2.1 Fully discrete scheme
First, we describe a spatially semidiscrete scheme for problem (1.1) based on the Galerkin FEM. Let Th be
a shape regular quasi-uniform triangulation of the domain Ω into d-simplexes, denoted by T , with a mesh
size h. Over Th, we define a continuous piecewise linear finite element space Xh by
Xh =
{
vh ∈ H
1
0 (Ω) : vh|T is a linear function, ∀T ∈ Th
}
.
We define the L2(Ω) projection Ph : L
2(Ω)→ Xh and Ritz projection Rh : H
1
0 (Ω)→ Xh by
(Phϕ, χ) = (ϕ, χ), ∀χ ∈ Xh,
(∇Rhϕ,∇χ) = (∇ϕ,∇χ), ∀χ ∈ Xh,
respectively, where (·, ·) denotes the L2(Ω) inner product.
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The semidiscrete Galerkin FEM for (1.1) is to find uh(t) ∈ Xh such that
(∂αt uh, χ) + (∇uh,∇χ) = (f, χ), ∀χ ∈ Xh, t > 0, (2.1)
with uh(0) = vh ∈ Xh. Let Ah : Xh → Xh be the negative discrete Laplacian, i.e., (Ahϕh, χ) = (∇ϕh,∇χ),
for all ϕh, χ ∈ Xh. Then we rewrite (2.1) as
∂αt uh(t) +Ahuh(t) = fh(t), ∀ t > 0, (2.2)
with uh(0) = vh ∈ Xh and fh(t) = Phf(t). The following identity holds
AhRh = PhA. (2.3)
Next we partition the time interval [0, T ] uniformly, with grid points tn = nτ , n = 0, . . . , N , and a time
step size τ = T/N . Recall the Riemann-Liouville derivative R∂αt ϕ(t) =
d
dt
1
Γ(1−α)
∫ t
0 (t − s)
−αϕ(s)ds. The
backward Euler CQ for R∂αt ϕ(tn) is given by (with ϕ
j = ϕ(tj)):
∂¯ατ ϕ
n = τ−α
n∑
j=0
b
(α)
j ϕ
n−j , with (1− ξ)α =
∞∑
j=0
b
(α)
j ξ
j .
An estimate on b
(α)
j is given in Lemma A.2 in Appendix A. Since ∂
α
t ϕ =
R∂αt (ϕ(t) − ϕ(0)) [18, p. 91], the
fully discrete scheme for (1.1) reads: Given U0h = vh ∈ Xh, find U
n
h ∈ Xh such that
∂¯ατ (U
n
h − U
0
h) +AhU
n
h = f
n
h , n = 1, 2, . . . , N, (2.4)
with fnh = Phf(tn). The solution of (2.4) can be represented by
Unh = F
n
h,τvh + τ
n∑
j=1
En−jh,τ f
j
h, (2.5)
where solution operators Fnh,τ and E
n
h,τ are defined by
Fnh,τ =
1
2πi
∫
Γτ
θ,δ
ezτ(n−1)δτ (e
−zτ )α−1(δτ (e
−zτ )α +Ah)
−1dz,
Enh,τ =
1
2πi
∫
Γτ
θ,δ
eznτ (δτ (e
−zτ )α +Ah)
−1 dz,
respectively, with δτ (ξ) = (1− ξ)/τ , Γ
τ
θ,δ := {z ∈ Γθ,δ : |ℑ(z)| ≤ π/τ}, and Γθ,δ (oriented counterclockwise)
defined by (for θ ∈ (π2 , π))
Γθ,δ = {z ∈ C : |z| = δ, | arg z| ≤ θ} ∪ {z ∈ C : z = ρe
±iθ, ρ ≥ δ}. (2.6)
Note that the formula for Fτ corrects a typo in [15].
The solution operators Fnh,τ and E
n
h,τ satisfy the following smoothing properties, where ‖ · ‖ denotes the
operator norm on L2(Ω). The proof is standard, see, e.g., [23, 13], and hence it is omitted.
Lemma 2.1. For any β ∈ [0, 1], there hold
‖AβhF
n
h,τ‖ ≤ ct
−βα
n+1 , ‖A
β
hE
n
h,τ‖ ≤ ct
(1−β)α−1
n+1 and ‖A
β
h∂¯τE
n
h,τ‖ ≤ ct
(1−β)α−2
n+1 .
2.2 Incomplete iterative scheme (IIS)
At each time level, the scheme (2.4) requires solving a linear system. This can be expensive for large-scale
problems, e.g., three-dimensional problems. Hence, it is of much interest to develop efficient algorithms that
solve (2.4) inexactly while maintaining the overall accuracy (in terms of convergence rate). In this work, we
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propose an incomplete iterative BE scheme, by approximately solving the resulting linear systems. Given
U0h , U
1
h , . . . , U
n−1
h , we use an iterative method to find an approximation to the solution U
n
h of
(I + ταAh)U
n
h = τ
αfnh −
n∑
j=1
b
(α)
j U
n−j
h +
n∑
j=0
b
(α)
j U
0
h , (2.7)
with a starting guess Un,0h . Below we employ a second-order extrapolation:
Un,0h = 2U
n−1
h − U
n−2
h , n ≥ 2. (2.8)
At time level n, an iterative method gives a sequence Un,mh convergent to U¯
n
h as the iteration numberm→∞.
The IIS is given by setting
Unh = U
n,Mn
h , (2.9)
for some parameter Mn ∈ N, which may vary with n and is to be specified.
The convergence analysis requires a certain contraction condition. We introduce a weighted (energy like)
norm | · | on the space Xh defined by
|ψ| = ‖(I + ταAh)
1
2ψ‖L2(Ω), ∀ψ ∈ Xh. (2.10)
We assume that there exist κ ∈ (0, 1) and c0 > 0:
|Un,mh − U
n
h | ≤ c0κ
m|Un,0h − U
n
h | for m ≥ 1. (2.11)
The contraction property in the weighted norm | · | arises naturally in the study of many iterative solvers,
e.g., Krylov subspace methods [28], multigrid methods [9] and domain decomposition methods [32]. The
constant κ is related to the condition number of preconditioned systems. The nonstandard norm | · | poses
the main technical challenge in the analysis.
3 Error analysis for smooth solutions
Now we analyze the scheme (2.9) for smooth solutions, to give a first glance into its performance. The more
challenging case of nonsmooth solutions is deferred to Section 4. The analysis below relies on two stability
results on the time-stepping scheme (2.4). First, it satisfies the maximal ℓp regularity [14, Theorem 5]. For
any 1 ≤ p <∞, the norm ‖ · ‖ℓp(X) of a sequence (vj)
n
j=1 ⊂ X is defined by
‖(vj)
n
j=1‖ℓp(X) =
(
τ
n∑
j=1
‖vj‖
p
X
)1/p
.
Lemma 3.1. For the solution Unh of (2.4) with vh = 0, there holds
‖(∂¯ατ U
j
h)
n
j=1‖ℓp(L2(Ω)) + ‖(AhU
j
h)
n
j=1‖ℓp(L2(Ω)) ≤ c‖(f
j
h)
n
j=1‖ℓp(L2(Ω)), ∀1 < p <∞.
The following stability estimate of the scheme (2.4) is useful.
Lemma 3.2. Let Unh be the solution of (2.4) with vh = 0. Then
‖Unh ‖L2(Ω) + ‖(∇U
j
h)
n
j=1‖ℓq(L2(Ω)) ≤ c‖(A
− 1
2
h f
j
h)
n
j=1‖ℓq(L2(Ω)), ∀q ∈ (
2
α ,∞).
Proof. By the representation (2.5), we have
‖Unh ‖L2(Ω) ≤ τ
n∑
j=1
‖En−jh,τ f
j
h‖L2(Ω) ≤ τ
n∑
j=1
‖A
1
2
hE
n−j
h,τ ‖‖A
− 1
2
h f
j
h‖L2(Ω).
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Now for any q > 2α , (
α
2 − 1)
q
q−1 > −1, and thus τ
∑n
j=1(tn+1 − tj)
(α
2
−1) q
q−1 < ∞, cf. Lemma A.1 in the
appendix. Next, by Lemma 2.1 and Young’s inequality,
‖Unh ‖L2(Ω) ≤ cτ
n∑
j=1
(tn+1 − tj)
α
2
−1‖A
− 1
2
h f
j
h‖L2(Ω)
≤ c‖(A
− 1
2
h f
j
h)
n
j=1‖ℓq(L2(Ω)) <∞.
The bound on ‖(∇U jh)
n
j=1‖ℓq(L2(Ω)) is due to Lemma 3.1.
Now we give an error estimate on the time-stepping scheme (2.4) for smooth solutions, which serves as
a benchmark for the scheme (2.9).
Theorem 3.1. Let u be the solution to (1.1), and Unh be the solution of (2.4) with vh = Rhv. If u ∈
C2([0, T ];H10(Ω)) ∩C
1([0, T ];D(A)), then
‖Unh − u(tn)‖L2(Ω) ≤ c(u)(h
2 + τ).
Proof. In a customary way, we split the error en ≡ Unh − u(tn) into
en = (Unh −Rhu(tn)) + (Rhu(tn)− u(tn)) =: ϑ
n + ̺n.
It suffices to bound the terms ̺n and ϑn. Clearly,
‖̺n‖L2(Ω) ≤ ch
2‖u‖C([0,T ];H2(Ω)). (3.1)
It remains to bound ϑn. Note that ϑn satisfies ϑ0 = 0 and
∂¯ατ ϑ
n +Ahϑ
n = ∂¯ατ (U
n
h −Rhu(tn)) +Ah(U
n
h −Rhu(tn))
=
(
∂¯ατ (U
n
h − vh) +AhU
n
h
)
−
(
∂¯ατ Rh(u(tn)− vh) +AhRhu(tn)
)
.
It follows from the identity (2.3), and equations (2.4) and (1.1) that
∂¯ατ ϑ
n +Ahϑ
n = −∂¯ατ Rh(u(tn)− vh) + Ph∂
α
t (u(tn)− v)
= (Ph −Rh)∂
α
t u(tn)−Rh(∂¯
α
τ − ∂
α
t )(u(tn)− v).
Since the solution u is smooth, by the approximation properties of Rh and Ph,
‖(Ph −Rh)∂
α
t u(tn)‖L2(Ω) ≤ ch
2‖u‖C1([0,T ];D(A)), (3.2)
and further, by the approximation property of ∂¯ατ to
R∂αt [21]
‖Rh(∂¯
α
τ − ∂
α
t )(u(tn)− v)‖L2(Ω) ≤ ‖(∂¯
α
τ − ∂
α
t )(u(tn)− v)‖H1
0
(Ω)
≤ cτ‖u‖C2([0,T ];H1
0
(Ω)).
(3.3)
Now since ϑ0 = 0, the estimate follows from Lemma 3.2.
Next we can state the main result of this part, i.e., convergence rate of the scheme (2.9) for smooth
solutions: it can achieve the accuracy of (2.4), if a large enough but fixed number m of iterations is taken at
each time level. In the proof, we denote the space Xh equipped with the norm | · | defined in (2.10) by Xh,τ .
Theorem 3.2. Let u and Unh ≡ U
n,m
h be the solutions of (1.1) and (2.8)-(2.9) with vh = Rhv, respectively,
and let U1h = U
1
h. If u ∈ C
2([0, T ];H10(Ω)) ∩ C
1([0, T ];D(A)), then there exists a δ > 0 such that
‖Unh − u(tn)‖L2(Ω) ≤ c(u)(h
2 + τ), for c0κ
m ≤ δ.
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Proof. In a customary way, we split the error en,m = Un,mh − u(tn) into
en,m = (Un,mh −Rhu(tn)) + (Rhu(tn)− u(tn)) =: ϑ
n + ̺n.
In view of the estimate (3.1), it suffices to bound ϑn. We break the lengthy and technical proof into three
steps.
Step 1: Bound ϑn by local truncation errors. Note that ϑn satisfies ϑ0 = 0 and for n = 1, . . . , N
∂¯ατ ϑ
n +Ahϑ
n =
(
∂¯ατ (U
n,m
h − vh) +AhU
n,m
h
)
−
(
∂¯ατ (Rhu(tn)− vh) +AhRhu(tn)
)
.
Let the auxiliary function U
n
h ∈ Xh satisfy U
0
h = Rhv and
τ−α
(
U
n
h +
n∑
j=1
b
(α)
j U
n−j,m
h −
n∑
j=0
b
(α)
j U
0
h
)
+AhU
n
h = f
n
h , n = 1, 2, . . . , N.
Therefore, there holds
∂¯ατ (U
n,m
h − vh) +AhU
n,m
h =Ph[∂
α
t (u(tn)− v) +Au(tn)]
+ τ−α(Un,mh − U
n
h) +Ah(U
n,m
h − U
n
h).
This and the identities (2.3), (1.1) and (2.9) imply
∂¯ατ ϑ
n +Ahϑ
n = σn, with σn = (I + ταAh)η
n + ωn, (3.4)
with the errors ηn and ωn given by
ηn = τ−α(Un,mh − U
n
h),
ωn = (Ph −Rh)∂
α
t (u(tn)− v)−Rh(∂¯
α
τ − ∂
α
t )(u(tn)− v).
By Lemma 3.2 and triangle inequality, for any q ∈ ( 2α ,∞) and n = 1, 2, ..., N ,
‖ϑn‖L2(Ω) ≤ c‖(A
− 1
2
h σ
j)nj=1‖ℓq(L2(Ω))
≤ c‖((I + ταAh)A
− 1
2
h η
j)nj=1‖ℓq(L2(Ω)) + c‖(A
− 1
2
h ω
j)nj=1‖ℓq(L2(Ω)).
Since u ∈ C2([0, T ];H10 (Ω)) ∩ C
1([0, T ];D(A)), (3.2) and (3.3) imply
‖A
− 1
2
h ω
j‖L2(Ω) ≤ c‖ω
j‖L2(Ω) ≤ c(u)(h
2 + τ).
Further, since (I + ταAh)A
− 1
2
h = (A
−1
h + τ
αI)
1
2 (I + ταAh)
1
2 , we have
‖(I + ταAh)A
− 1
2
h η
j‖L2(Ω) ≤ c|η
j |. (3.5)
The last three estimates imply
‖ϑn‖L2(Ω) ≤ c‖(η
j)nj=1‖ℓq(Xh,τ ) + c(u)(h
2 + τ). (3.6)
Step 2: Bound the summand |ηj |. Given a tolerance δ > 0 to be determined, under assumption (2.11),
there exists an integer m ∈ N such that c0κ
m ≤ δ and by triangle inequality,
|Un,mh − U
n
h| ≤ δ|U
n,0
h − U
n
h| ≤ δ
(
|Un,0h − U
n,m
h |+ |U
n,m
h − U
n
h |
)
.
With ǫ = δ(1− δ)−1, rearranging the inequality gives
|Un,mh − U
n
h| ≤ ǫ|U
n,0
h − U
n,m
h |.
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Hence,
|ηn| = τ−α|Un,mh − U
n
h| ≤ ǫτ
−α|Un,0h − U
n,m
h |.
Meanwhile, the choice of Un,0h in (2.8) implies
Un,mh − U
n,0
h = U
n,m
h − 2U
n−1
h + U
n−2
h = τ(∂¯τU
n,m
h − ∂¯τU
n−1
h )
= τ∂¯τϑ
n − τ∂¯τϑ
n−1 + τ2∂¯2τRhu(tn).
The last two estimates together imply
|ηn| ≤ cǫτ1−α(|∂¯τϑ
n|+ |∂¯τϑ
n−1|) + cǫτ2−α|Rh∂¯
2
τu(tn)|
≤ cǫτ1−α(|∂¯τϑ
n|+ |∂¯τϑ
n−1|) + cǫτ2−α‖u‖C2([0,T ];H1
0
(Ω)).
(3.7)
This, (3.6) and the standard inverse inequality in time yield
‖ϑn‖L2(Ω) ≤ cǫτ
1−α‖(∂¯τϑ
j)nj=1‖ℓq(Xh,τ ) + c(u)(h
2 + τ)
≤ cǫ‖(∂¯ατ ϑ
j)nj=1‖ℓq(Xh,τ ) + c(u)(h
2 + τ).
(3.8)
Step 3: Bound ‖ϑn‖L2(Ω) explicitly. Let Ih = (I+τ
αAh)
− 1
2 . Then the identity |∂¯ατ ϑ
j | = ‖(I+ταAh)∂¯
α
τ Ihϑ
j‖L2(Ω)
and the triangle inequality imply
‖(∂¯ατ ϑ
j)nj=1‖ℓq(Xh,τ ) ≤ ‖(∂¯
α
τ Ihϑ
j)nj=1‖ℓq(L2(Ω)) + τ
α‖(∂¯ατ AhIhϑ
j)nj=1‖ℓq(L2(Ω))
:= I + II.
By Lemma 3.1, we have
I ≤ c‖(Ihσ
j)nj=1‖ℓq(L2(Ω)),
and similarly, the inverse inequality (in time) and Lemma 3.1 yield
II ≤ c‖(AhIhϑ
j)nj=1‖ℓq(L2(Ω)) ≤ c‖(Ihσ
j)nj=1‖ℓq(L2(Ω)).
Combining the last three estimates with (3.2)–(3.4) gives
‖(∂¯ατ ϑ
j)nj=1‖ℓq(Xh,τ ) ≤ c‖(Ihσ
j)nj=1‖ℓq(L2(Ω))
≤ c(u)(τ + h2) + c‖(ηj)nj=1‖ℓq(Xh,τ ).
(3.9)
Now it follows from (3.7) and (3.9) that
‖(∂¯ατ ϑ
j)nj=1‖ℓq(Xh,τ ) ≤ c(u)(τ + h
2) + cǫ‖(∂¯ατ ϑ
j)nj=1‖ℓq(Xh,τ ).
Thus by choosing a sufficiently small ǫ, we get
‖(∂¯ατ ϑ
j)nj=1‖ℓq(Xh,τ ) ≤ c(u)(τ + h
2).
This and (3.8) give ‖ϑn‖L2(Ω) ≤ c(u)(τ + h
2), which completes the proof.
Remark 3.1. The regularity requirement u ∈ C1([0, T ];D(A)) ∩ C2([0, T ];H10 (Ω)) is restrictive for the
subdiffusion model (1.1), due to the well known limited smoothing properties of the corresponding solution
operators. It holds only under certain compatibility conditions on the initial data v and the source term f . It
holds if v = 0, f(0) = f ′(0) = 0 and f ′′ ∈ L∞(0, T ;Hǫ(Ω)) with a small ǫ > 0. The proof uses crucially the
maximal ℓp regularity estimate, which differs greatly from the argument for the case of nonsmooth solutions
below and also the argument for the standard parabolic equation.
7
4 Error analysis for nonsmooth solutions
Now we analyze the case that the solution u is nonsmooth, and derive error estimates nearly optimal
with respect to data regularity. Nonsmooth solutions are characteristic of problem (1.1): with f = 0 and
Aβv ∈ L2(Ω), β ∈ [0, 1], u(t) satisfies [12, Theorem 2.1]
‖∂kt u(t)‖L2(Ω) ≤ ct
βα−k‖Aβv‖L2(Ω).
Thus, it is important to analyze numerical methods for nonsmooth solutions. To this end, we split the error
‖Un,Mnh − u(tn)‖L2(Ω) into
Un,Mnh − u(tn) = (U
n,Mn
h − uh(tn)) + (uh(tn)− u(tn)),
and the spatial error ‖u(t)− uh(t)‖L2(Ω) satisfies (with ℓh = ln(1/h+ 1)) [12]
‖(u− uh)(t)‖L2(Ω) ≤
{
ch2‖Av‖L2(Ω), if vh = Rhv,
ch2ℓht
−α‖v‖L2(Ω), if vh = Phv.
Thus, we focus on the temporal error ‖Un,Mnh − uh(tn)‖L2(Ω). The analysis below uses certain a priori
estimates on the semidiscrete solutions uh and its fully discrete approximations ∂¯
α
τ uh(tn). The proofs follow
the standard (discrete) Laplace transform techniques and thus are deferred to Appendix B.
Lemma 4.1. Let uh be the solution to (2.2) with f = 0. Then for β ∈ [0, 1]
|∂¯2τuh(tn)| ≤ ct
βα−2
n ‖A
β
hvh‖L2(Ω), n > 2.
Lemma 4.2. Let uh(t) be the solution to (2.2) with f = 0 and yh(t) = uh(t)− vh. Then for any β ∈ [0, 1],
the following statements hold.
(i) If Av ∈ L2(Ω) and vh = Rhv, then
‖Aβh
(
∂αt yh(tn)− ∂¯
α
τ yh(tn)
)
‖L2(Ω) ≤ cτt
−1−βα
n ‖Av‖L2(Ω).
(ii) If v ∈ L2(Ω) and vh = Phv, then
‖A−βh
(
∂αt yh(tn)− ∂¯
α
τ yh(tn)
)
‖L2(Ω) ≤ cτt
−1−(1−β)α
n ‖v‖L2(Ω).
Corollary 4.1. Let uh(t) be the solution to (2.2) with f ≡ 0 and yh(t) = uh(t) − vh. If v ∈ L
2(Ω) and
vh = Phv, then for any β ∈ [0, 1],
‖A−βh ∂¯τ
(
∂αt yh(tn)− ∂¯
α
τ yh(tn)
)
‖L2(Ω) ≤ cτt
−2−(1−β)α
n ‖v‖L2(Ω).
Below we analyze the homogeneous problem with the smooth and nonsmooth initial data separately,
since the requisite estimates differ substantially. The main results of this section, i.e., error estimates for the
incomplete iterative scheme (2.9) are given in Theorems 4.1 and 4.2.
4.1 Smooth initial data
First, we analyze the case of smooth initial data, i.e., Av ∈ L2(Ω). We begin with a simple weighted estimate
of inverse inequality type. The shorthand LHS denotes the left hand side.
Lemma 4.3. For any ϕj ∈ Xh (with ϕ
0 = 0), and γ ∈ (0, 1), there holds
τ
n∑
j=1
(tn+1 − tj)
α
2
−1‖∂¯γτ ϕ
j‖L2(Ω) ≤ cτ
1−γ
n∑
j=1
(tn+1 − tj)
α
2
−1‖ϕj‖L2(Ω).
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Proof. Since ϕ0 = 0, Lemma A.2 and changing the summation order yield
LHS ≤ τ1−γ
n∑
j=1
(tn+1 − tj)
α
2
−1
j∑
ℓ=0
|b
(γ)
j−ℓ|‖ϕ
ℓ‖L2(Ω)
≤ cτ
α
2
−γ
n∑
ℓ=1
‖ϕℓ‖L2(Ω)
n−ℓ∑
i=0
(n− ℓ+ 1− i)
α
2
−1(i+ 1)−γ−1.
The desired assertion follows directly from Lemma A.1.
The next result gives a weighted estimate on the time stepping scheme (2.4).
Lemma 4.4. Let en ∈ Xh satisfy e
0 = 0 and
∂¯ατ e
n +Ahe
n = σn, n = 1, . . . , N.
Then with ℓn = ln(1 + tn/τ), there holds
τ
n∑
j=1
(tn+1 − tj)
α
2
−1|∂¯ατ e
j| ≤ cτℓn
n∑
j=1
(tn+1 − tj)
α
2
−1‖(I + ταAh)
− 1
2 σj‖L2(Ω).
Proof. Let Ih = (I + τ
αAh)
− 1
2 . By the identity ∂¯ατ e
j = σj −Ahe
j , we have
|∂¯ατ e
j| ≤ ‖Ih∂¯
α
τ e
j‖L2(Ω) + τ
α‖IhAh∂¯
α
τ e
j‖L2(Ω)
≤ ‖IhAhe
j‖L2(Ω) + ‖Ihσ
j‖L2(Ω) + τ
α‖IhAh∂¯
α
τ e
j‖L2(Ω).
Then the inverse estimate in Lemma 4.3 implies
LHS ≤τ
n∑
j=1
(tn+1 − tj)
α
2
−1(‖IhAhe
j‖L2(Ω) + ‖Ihσ
j‖L2(Ω))
+ τ1+α
n∑
j=1
(tn+1 − tj)
α
2
−1‖IhAh∂¯
α
τ e
j‖L2(Ω)
≤cτ
n∑
j=1
(tn+1 − tj)
α
2
−1(‖IhAhe
j‖L2(Ω) + ‖Ihσ
j‖L2(Ω)).
Now the representation ej = τ
∑j
ℓ=1E
j−ℓ
h,τ σ
ℓ in (2.5), and Lemma 2.1 yield
‖IhAhe
j‖L2(Ω) ≤ cτ
j∑
ℓ=1
(tj+1 − tℓ)
−1‖Ihσ
ℓ‖L2(Ω).
The last two estimates and changing the summation order give
LHS ≤cτ
n∑
j=1
(tn+1 − tj)
α
2
−1
(
τ
j∑
ℓ=1
(tj+1 − tℓ)
−1‖Ihσ
ℓ‖L2(Ω) + ‖Ihσ
j‖L2(Ω)
)
=cτ
n∑
ℓ=1
‖Ihσ
ℓ‖L2(Ω)
(
τ
n∑
j=ℓ
(tn+1 − tj)
α
2
−1(tj+1 − tℓ)
−1 + (tn+1 − tℓ)
α
2
−1
)
.
This and Lemma A.1 complete the proof.
Now we can give an error estimate for the scheme (2.9) for smooth initial data, i.e., Av ∈ L2(Ω). The
error bound for (2.9) is identical with that for the exact linear solver, up to the logarithmic factor ℓn.
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Theorem 4.1. Let Av ∈ L2(Ω) and condition (2.11) hold. Let Unh ≡ U
n,Mn
h be the solution of (2.8)–(2.9)
with f = 0 and vh = Rhv, and let U
n
h = U
n
h for n = 1, 2. Then with ℓn = ln(1 + tn/τ), there exists a δ > 0
such that
‖Unh − uh(tn)‖L2(Ω) ≤ cτt
α−1
n ℓn‖Av‖L2(Ω), if c0κ
Mn ≤ δℓ−1n min(t
α
2
n , 1).
Proof. The desired estimate holds trivially for n = 1, 2, and thus we consider only n > 2. Note that
en = Unh − uh(tn) satisfies e
0 = 0 and
∂¯ατ e
n + Ahe
n = σn := ωn + (I + ταAh)η
n, (4.1)
where ωn and ηn are defined respectively by
ωn = −(∂¯ατ − ∂
α
t )(uh(tn)− vh) and η
n = τ−α(Unh − U
n
h), (4.2)
where the auxiliary function U
n
h ∈ Xh satisfies U
0
h = Rhv and
τ−α
(
U
n
h +
n∑
j=1
b
(α)
j U
n−j
h −
n∑
j=0
b
(α)
j U
0
h
)
+AhU
n
h = f
n
h , n = 1, 2, . . . , N. (4.3)
The rest of the proof consists of three steps.
Step 1: Bound ‖en‖L2(Ω) by local truncation errors. Since e
0 = 0, by the error equation (4.1), (2.5) and
Lemma 2.1, en is bounded by
‖en‖L2(Ω) ≤cτ
n∑
j=1
(tn+1 − tj)
α−1‖ωj‖L2(Ω)
+ cτ
n∑
j=1
(tn+1 − tj)
α
2
−1‖A
− 1
2
h (I + τ
αAh)η
j‖L2(Ω) := I + II.
It suffices to bound the two terms I and II. By Lemmas 4.2(i) and A.1, the first term I can be bounded by
I ≤ cτ2‖Av‖L2(Ω)
n∑
j=1
(tn+1 − tj)
α−1t−1j ≤ cτt
α−1
n ℓn‖Av‖L2(Ω). (4.4)
Further, it follows directly from (3.5) that
II ≤ cτ
n∑
j=1
(tn+1 − tj)
α
2
−1|ηj |. (4.5)
Step 2: Bound the summand |ηj |. By assumption (2.11) and triangle inequality, for any integer Mn, there
holds
|Unh − U
n
h | ≤ c0κ
Mn
(
|Un,0h − U
n
h |+ |U
n
h − U
n
h |
)
.
Now choose Mn such that c0κ
Mn ≤ δmin(t
α
2
n , 1)ℓ−1n , and let ǫ =
δ
1−δ ℓ
−1
n . Since c0κ
Mn/(1 − c0κ
Mn) ≤ ǫt
α
2
n ,
rearranging the terms yields
|Unh − U
n
h| ≤ ǫt
α
2
n |U
n,0
h − U
n
h |,
and by the definition of ηn in (4.2), η1 = η2 = 0 and for n > 2
|ηn| = τ−α|Unh − U
n
h| ≤ ǫτ
−αt
α
2
n |U
n,0
h − U
n
h |,
which together with the choice of Un,0h in (2.8) implies
|ηn| ≤ ǫτ1−αt
α
2
n
(
|∂¯τe
n|+ |∂¯τe
n−1|+ τ |∂¯2τuh(tn)|
)
. (4.6)
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By Lemma 4.1,
|∂¯2τuh(tj)| ≤ ct
α−2
j ‖Av‖L2(Ω), j > 2.
This and Lemma A.1 give
τ3−α
n∑
j=3
(tn+1 − tj)
α
2
−1t
α
2
j |∂¯
2
τuh(tj)|
≤cτ2
n∑
j=3
(tn+1 − tj)
α
2
−1t
α
2
−1
j ‖Av‖L2(Ω)
≤cτtα−1n ‖Av‖L2(Ω).
(4.7)
Step 3: Bound explicitly the term II. The estimates (4.6) and (4.7) imply
τ
n∑
j=1
(tn+1 − tj)
α
2
−1|ηj | ≤ cǫτtα−1n ‖Av‖L2(Ω)
+ cǫτ2−α
n∑
j=2
(tn+1 − tj)
α
2
−1t
α
2
j |∂¯τe
j |.
By the associativity identity ∂¯1−ατ ∂¯
α
τ e
j = ∂¯τe
j and Lemma 4.3, we get
τ2−α
n∑
j=2
(tn+1 − tj)
α
2
−1t
α
2
j |∂¯τe
j | ≤ cτ
n∑
j=2
(tn+1 − tj)
α
2
−1|∂¯ατ e
j |.
Further, by Lemma 4.4 and (4.4), there holds
τ
n∑
j=1
(tn+1 − tj)
α
2
−1|∂¯ατ e
j |
≤cℓnτ
n∑
j=1
(tn+1 − tj)
α
2
−1(‖(I + ταAh)
− 1
2ωj‖L2(Ω) + |η
j |)
≤cℓnτ
n∑
j=1
(tn+1 − tj)
α
2
−1|ηj |+ cℓ2nτt
α−1
n ‖Av‖L2(Ω).
The last three estimates together lead to
τ
n∑
j=1
(tn+1 − tj)
α
2
−1|ηj | ≤ cǫτtα−1n ℓ
2
n‖Av‖L2(Ω) + cǫℓnτ
n∑
j=1
(tn+1 − tj)
α
2
−1|ηj |,
which upon choosing a sufficiently small δ and noting ǫ = δ1−δ ℓ
−1
n implies
τ
n∑
j=1
(tn+1 − tj)
α
2
−1|ηj | ≤ cτtα−1n ℓn‖Av‖L2(Ω).
This, and the estimates (4.4)–(4.5) complete the proof.
4.2 Nonsmooth initial data
Now we turn to nonsmooth initial data, i.e., v ∈ L2(Ω). First we give a weighted estimate on the time stepping
scheme (2.4). The weight tn in the estimate is to compensate the strong singularity of the summands.
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Lemma 4.5. If en ∈ Xh satisfies e
0 = 0 and ∂¯ατ e
n +Ahe
n = σn, n = 1, . . . , N, then
tn‖e
n‖L2(Ω) ≤ cτ
n∑
j=1
(
‖A−1h σ
j‖L2(Ω) + (tn+1 − tj)
α
2
−1tj‖A
− 1
2
h σ
j‖L2(Ω)
)
.
Proof. Using (2.5) and the splitting tn = (tn − tj) + tj , we have
tne
n = τ
n∑
j=1
(tn − tj)E
n−j
h,τ σ
j + τ
n∑
j=1
tjE
n−j
h,τ σ
j
Then from Lemma 2.1, we deduce
tn‖e
n‖L2(Ω) ≤ τ
n∑
j=1
(tn − tj)‖AhE
n−j
h,τ ‖‖A
−1
h σ
j‖L2(Ω)
+ τ
n∑
j=1
tj‖A
1
2
hE
n−j
h,τ ‖‖A
− 1
2
h σ
j‖L2(Ω)
≤ cτ
n∑
j=1
(tn − tj)(tn+1 − tj)
−1‖A−1h σ
j‖L2(Ω)
+ cτ
n∑
j=1
tj(tn+1 − tj)
α
2
−1‖A
− 1
2
h σ
j‖L2(Ω),
from which the desired assertion follows directly.
Lemma 4.6. Let en ∈ Xh satisfy e
0 = 0 and ∂¯ατ e
n+Ahe
n = σn, n = 1, . . . , N. Then with ℓn = ln(1+ tn/τ),
there holds
τ2−α
n∑
j=1
(
tj + (tn+1 − tj)
α
2
−1t2j
)
|∂¯τe
j|
≤cℓntnτ
n∑
j=1
(
1 + tj(tn+1 − tj)
α
2
−1
)
‖(I + ταAh)
− 1
2 σj‖L2(Ω).
Proof. Let aℓ = |∂¯ατ e
ℓ|, and Ih = (I + τ
αAh)
− 1
2 . The proof of Lemma 4.4 gives
|aj | ≤ ‖Ihσ
j‖L2(Ω) + ‖IhAhe
j‖L2(Ω) + τ
α‖IhAh∂¯
α
τ e
j‖L2(Ω). (4.8)
By the solution representation ej =
∑j
ℓ=1E
j−ℓ
h,τ σ
ℓ and Lemma 2.1,
‖IhAhe
j‖L2(Ω) ≤ cτ
j∑
ℓ=1
(tj+1 − tℓ)
−1‖Ihσ
ℓ‖L2(Ω). (4.9)
Now by the identity ∂¯τ = ∂¯
1−α
τ ∂¯
α
τ , since e
0 = 0, we have
LHS ≤τ
n∑
j=1
tj
j∑
ℓ=1
|b
(1−α)
j−ℓ |a
ℓ + τ
n∑
j=1
(tn+1 − tj)
α
2
−1t2j
j∑
ℓ=1
|b
(1−α)
j−ℓ |a
ℓ := I1 + I2.
It suffices to bound the two terms I1 and I2 separately. For the first term I1, Lemmas A.2 and A.1 give
I1 ≤ ctnτ
n∑
ℓ=1
aℓ
n∑
j=ℓ
(j + 1− ℓ)α−2 ≤ cτtn
n∑
j=1
aj .
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Meanwhile, the following inverse inequality is direct from Lemmas A.2 and A.1:
τα
n∑
j=1
‖IhAh∂¯
α
τ e
j‖L2(Ω) ≤c
n∑
j=1
j∑
ℓ=1
(j + 1− ℓ)−α−1‖IhAhe
ℓ‖L2(Ω)
≤ c
n∑
j=1
‖IhAhe
j‖L2(Ω).
The last two estimates, (4.8)–(4.9) and Lemma A.1 imply
I1 ≤ ctnτ
n∑
j=1
(‖Ihσ
j‖L2(Ω) + ‖IhAhe
j‖L2(Ω))
≤ ctnτ
n∑
j=1
‖Ihσ
j‖L2(Ω) + ctnτ
2
n∑
j=1
j∑
ℓ=1
(tj+1 − tℓ)
−1‖Ihσ
ℓ‖L2(Ω)
≤ cℓntnτ
n∑
j=1
‖Ihσ
j‖L2(Ω).
Next, we bound the term I2. By (4.8), the inner sum of the term I2 can be bounded by
j∑
ℓ=1
|b
(1−α)
j−ℓ |a
ℓ ≤
j∑
ℓ=1
|b
(1−α)
j−ℓ |
(
‖Ihσ
ℓ‖L2(Ω)
+ ‖IhAhe
ℓ‖L2(Ω) + τ
α‖IhAh∂¯
α
τ e
ℓ‖L2(Ω)
)
.
Lemma A.2, changing the summation order and Lemma A.1 imply the following inverse inequality (upon
relabeling):
τα
j∑
ℓ=1
|b
(1−α)
j−ℓ |‖IhAh∂¯
α
τ e
ℓ‖L2(Ω)
≤c
j∑
ℓ=1
(j + 1− ℓ)α−2
ℓ∑
i=1
(ℓ + 1− i)−α−1‖IhAhe
i‖L2(Ω)
≤c
j∑
i=1
(j + 1− i)−γ
∗
‖IhAhe
i‖L2(Ω),
with γ∗ = min(2− α, 1 + α). The last two estimates and (4.9) yield
j∑
ℓ=1
|b
(1−α)
j−ℓ |a
ℓ ≤ c
j∑
ℓ=1
(j + 1− ℓ)−γ
∗(
‖Ihσ
ℓ‖L2(Ω) + ‖IhAhe
ℓ‖L2(Ω)
)
≤ c
j∑
ℓ=1
(j + 1− ℓ)−γ
∗
‖Ihσ
ℓ‖L2(Ω)
+ c
j∑
ℓ=1
(j + 1− ℓ)−γ
∗
ℓ∑
k=1
(ℓ + 1− i)−1‖Ihσ
k‖L2(Ω).
Now by changing the summation order and using Lemma A.1, we deduce
j∑
ℓ=1
|b
(1−α)
j−ℓ |a
ℓ ≤ c
j∑
ℓ=1
(j + 1− ℓ)−1‖Ihσ
ℓ‖L2(Ω).
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Consequently, with the splitting tj ≤ (tj − tl) + tℓ,
I2 ≤ cτ
n∑
j=1
(tn+1 − tj)
α
2
−1t2j
j∑
ℓ=1
(j + 1− ℓ)−1‖Ihσ
ℓ‖L2(Ω)
≤ ctnτ
n∑
ℓ=1
‖Ihσ
ℓ‖L2(Ω)
n∑
j=ℓ
(tn+1 − tj)
α
2
−1(tj − tℓ)(j + 1− ℓ)
−1
+ ctnτ
n∑
ℓ=1
‖Ihσ
ℓ‖L2(Ω)tℓ
n∑
j=ℓ
(tn+1 − tj)
α
2
−1(j + 1− ℓ)−1
≤ ctnτ
n∑
ℓ=1
(tn+1 − tℓ)
α
2 ‖Ihσ
ℓ‖L2(Ω)
+ ctnℓnτ
n∑
ℓ=1
tℓ(tn+1 − tℓ)
α
2
−1‖Ihσ
ℓ‖L2(Ω).
Now relabeling and collecting the terms yield the desired assertion.
Next, we give a weighted estimate due to the local truncation error ωk.
Lemma 4.7. Let en ∈ Xh satisfy e
0 = 0 and
∂¯ατ e
n +Ahe
n = ωn, n = 1, . . . , N,
where ωn, n = 1, . . . , N , are defined in (4.2). Then with ℓn = ln(1 + tn/τ), there holds
τ2−α
n∑
j=1
tj |∂¯τe
j |+ τ2−α
n∑
j=1
(tn+1 − tj)
α
2
−1t2j |∂¯τe
j | ≤ cℓ2nτ
2−α‖v‖L2(Ω).
Proof. By applying the operator ∂¯τ to both sides of the defining equation for e
n and the associativity of CQ,
we obtain
∂¯τe
n = τ
n∑
k=1
En−kh,τ ∂¯τω
k.
Let wj,n = tj + (tn+1 − tj)
α
2
−1t2j be the weight. We split LHS into two parts:
LHS = τ2−αw1,n|∂¯τe
1|+ LHS′, with LHS′ = τ2−α
n∑
j=2
wj,n|∂¯τe
j |.
Since e0 = 0, by Lemmas 4.2 and 2.1,
τ2−αw1,n|∂¯τe
1| ≤ τ2−αw1,n‖∂¯τe
1‖L2(Ω) + τ
2w1,n‖Ah∂¯τe
1‖L2(Ω)
= τ2−αw1,n‖E
0
h,τω
1‖L2(Ω) + τ
2w1,n‖AhE
0
h,τω
1‖L2(Ω)
≤ cτ2−α‖v‖L2(Ω).
Thus it suffices to bound the sum LHS′. Similarly,
LHS′ ≤ τ2−α
n∑
j=2
wj,n‖∂¯τe
j‖L2(Ω) + τ
2
n∑
j=2
wj,n‖Ah∂¯τe
j‖L2(Ω) := I + II.
For the term I, we further split it into two terms (with mj = [j/2], where [·] denotes taking the integral part
of a real number):
I ≤ τ3−α
n∑
j=2
wj,n‖
mj∑
k=1
Ej−kh,τ ∂¯τω
k‖L2(Ω)
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+ τ3−α
n∑
j=2
wj,n‖
j∑
k=mj+1
Ej−kh,τ ∂¯τω
k‖L2(Ω) := I1 + I2.
Then by the summation by parts formula
j∑
k=0
fk(gk+1 − gk) +
j∑
k=1
gk(fk − fk−1) = fjgj+1 − f0g0, (4.10)
since ω0 = 0, there holds
mj∑
k=1
Ej−kh,τ ∂¯τω
k =
mj−1∑
k=1
(
∂¯τE
j−k
h,τ
)
ωk + τ−1E
j−mj
h,τ ω
mj .
This, the triangle inequality, and Lemma 2.1, we have
I1 =τ
3−α
n∑
j=2
wj,n‖
mj−1∑
k=1
(
∂¯τE
j−k
h,τ
)
ωk + τ−1E
j−mj
h,τ ω
mj‖L2(Ω)
≤τ3−α
n∑
j=2
wj,n
mj−1∑
k=1
‖
(
∂¯τE
j−k
h,τ
)
ωk‖L2(Ω) + τ
2−α
n∑
j=2
wj,n‖E
j−mj
h,τ ω
mj‖L2(Ω)
≤cτ3−α
n∑
j=2
wj,n
mj−1∑
k=1
(tj+1 − tk)
−2‖A−1h ω
k‖L2(Ω)
+ cτ2−α
n∑
j=2
wj,n(tj+1 − tmj )
−1‖A−1h ω
mj‖L2(Ω).
By Lemma 4.2, ‖A−1h ω
j‖L2(Ω) ≤ cτt
−1
j ‖v‖L2(Ω), and upon substitution, Lemma A.1 implies
I1 ≤ cτ
4−α
n∑
j=2
t−2j wj,n
mj−1∑
k=1
t−1k ‖v‖L2(Ω) + cτ
3−α
n∑
j=2
wj,nt
−2
j ‖v‖L2(Ω)
≤ cτ2−αℓ2n‖v‖L2(Ω).
Similarly, by Lemma 2.1, Corollary 4.1 and Lemma A.1, we deduce
I2 ≤cτ
3−α
n∑
j=2
wj,n
j∑
k=mj+1
‖Ej−kh,τ ∂¯τω
k‖L2(Ω)
≤cτ3−α
n∑
j=2
wj,n
j∑
k=mj+1
(tj+1 − tk)
−1‖A−1h ∂¯τω
k‖L2(Ω)
≤cτ4−α
n∑
j=2
wj,n
j∑
k=mj+1
(tj+1 − tk)
−1t−2k ‖v‖L2(Ω)
≤cτ2−αℓ2n‖v‖L2(Ω).
Thus, I ≤ cτ2−αℓ2n‖v‖L2(Ω). In the same manner, we further split II into two terms
II ≤τ3
n∑
j=2
wj,n‖
mj∑
k=1
Ej−kh,τ Ah∂¯τω
k‖L2(Ω)
+ τ3
n∑
j=2
wj,n‖
j∑
k=mj+1
Ej−kh,τ Ah∂¯τω
k‖L2(Ω) := II1 + II2.
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For the term II1, we apply summation by parts formula (4.10), triangle inequality, Lemmas 2.1, 4.2 and A.1
to obtain
II1 =τ
3
n∑
j=2
wj,n‖
mj−1∑
k=1
(
∂¯τE
j−k
h,τ
)
Ahω
k + τ−1Ej−mjτ Ahω
mj‖L2(Ω)
≤τ3
n∑
j=2
wj,n
mj−1∑
k=1
‖
(
∂¯τE
j−k
h,τ
)
Ahω
k‖L2(Ω) + τ
2
n∑
j=2
wj,n‖E
j−mj
h,τ Ahω
mj‖L2(Ω)
≤cτ3
n∑
j=2
wj,n
mj−1∑
k=1
(tj+1 − tk)
−2‖ωk‖L2(Ω)
+ cτ2
n∑
j=2
wj,n(tj+1 − tmj )
−1‖ωmj‖L2(Ω)
≤cτ4
n∑
j=2
t−2j wj,n
mj−1∑
k=1
t−1−αk ‖v‖L2(Ω) + cτ
3
n∑
j=2
wj,nt
−2−α
j ‖v‖L2(Ω)
≤cτ2−αℓ2n‖v‖L2(Ω),
and likewise by Lemma 2.1 and Corollary 4.1,
II2 ≤ τ
3
n∑
j=2
wj,n
j∑
k=mj+1
‖Ej−kτ Ah∂¯τω
k‖L2(Ω)
≤ cτ3
n∑
j=2
wj,n
j∑
k=mj+1
(tj+1 − tk)
−1‖∂¯τω
k‖L2(Ω)
≤ cτ4
n∑
j=2
wj,n
j∑
k=mj+1
(tj+1 − tk)
−1t−2−αk ‖v‖L2(Ω)
≤ cτ4−α
n∑
j=2
wj,nt
−2
j
j∑
k=mj+1
(tj+1 − tk)
−1‖v‖L2(Ω)
≤ cτ2−αℓ2n‖v‖L2(Ω).
Thus, II ≤ cτ2−αℓ2n‖v‖L2(Ω), and the desired assertion follows.
Now we can state the error estimate for (2.9) with v ∈ L2(Ω).
Theorem 4.2. Let v ∈ L2(Ω) and assumption (2.11) hold. Let Unh ≡ U
n,Mn
h be the solution to (2.8)–(2.9)
with f = 0 and vh = Phv, and let U
n
h = U
n
h for n = 1, 2. Then with ℓn = ln(1 + tn/τ), there exists a δ > 0
such that
‖Unh − uh(tn)‖L2(Ω) ≤ cτt
−1
n ℓn‖v‖L2(Ω), if c0κ
Mn ≤ δmin(tn, 1)ℓ
−1
n .
Proof. The proof employs (4.1)–(4.3), and the overall strategy is similar to that for Theorem 4.1. However,
due to lower solution regularity for v ∈ L2(Ω), the requisite weighted estimates are different. Below we
sketch the main steps.
Step 1: Bound ‖en‖L2(Ω) by |η
j |s. By (4.1) and Lemma 4.5,
tn‖e
n‖L2(Ω) ≤cτ
n∑
j=1
‖A−1h σ
j‖L2(Ω) + cτ
n∑
j=1
(tn+1 − tj)
α
2
−1tj‖A
− 1
2
h σ
j‖L2(Ω)
≤c
(
τ
n∑
j=1
‖A−1h ω
j‖L2(Ω) + τ
n∑
j=1
(tn+1 − tj)
α
2
−1tj‖A
− 1
2
h ω
j‖L2(Ω)
)
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+ c
(
τ
n∑
j=1
‖A−1h (I + τ
αAh)η
j‖L2(Ω)
+ τ
n∑
j=1
(tn+1 − tj)
α
2
−1tj‖A
− 1
2
h (I + τ
αAh)η
j‖L2(Ω)
)
:= I + II.
For the term I, Lemmas 4.2(ii) and A.1 lead to
I ≤ cτℓn‖v‖L2(Ω).
The estimate (3.5) allows simplifying the term II to
II ≤ cτ
n∑
j=1
wj,n|η
j | with wj,n = 1 + (tn+1 − tj)
α
2
−1tj . (4.11)
The rest of the proof is to bound II under assumption (2.11).
Step 2: Bound the summand |ηn|. Under assumption (2.11) and triangle inequality, there holds
|Unh − U
n
h | ≤ c0κ
Mn
(
|Un,0h − U
n
h |+ |U
n
h − U
n
h |
)
.
Next we choose Mn such that c0κ
Mn ≤ δmin(tn, 1)ℓ
−1
n , and let ǫ =
δ
1−δ ℓ
−1
n . Then we have
|Unh − U
n
h| ≤ ǫtn|U
n,0
h − U
n
h |,
and hence
|ηn| = τ−α|Unh − U
n
h| ≤ ǫτ
−αtn|U
n,0
h − U
n
h |.
By the choice of Un,0h in (2.8), η
1 = η2 = 0 and, for n ≥ 3,
|ηn| ≤ cǫτ1−αtn
(
|∂¯τe
n|+ |∂¯τe
n−1|+ τ |∂¯2τuh(tn)|
)
. (4.12)
Meanwhile, by Lemmas 4.1 and A.1, we have
τ3−α
n∑
j=3
tjwj,n|∂¯
2
τuh(tj)| ≤ cτ
2−αℓn‖v‖L2(Ω). (4.13)
Step 3: Bound the term II explicitly. It follows from (4.11)–(4.13) that
II ≤ cǫτ2−αℓn‖v‖L2(Ω) + cǫτ
2−α
n∑
j=1
tjwj,n|∂¯τe
j |.
It follows from Lemmas 4.6 and 4.7, invoked respectively for ηj and ωj , that
τ2−α
n∑
j=1
tjwj,n|∂¯τe
j | ≤ cℓntnτ
n∑
j=1
wj,n|η
j |+ cτ2−αℓ2n‖v‖L2(Ω).
The rest of the proof is identical with Theorem 4.1, and hence omitted.
Remark 4.1. The numerical solution Unh by the time stepping scheme (2.4) satisfies [11, Theorem 3.5]
‖Unh − uh(tn)‖ ≤
{
cτtα−1n ‖Av‖L2(Ω), if vh = Rhv,
cτt−1n ‖v‖L2(Ω), if vh = Phv.
The error estimates in Theorems 4.1 and 4.2 for (2.9) are comparable, up to a log factor ℓn. However, the
IIS (2.9) does not require the exact solution of the resulting linear systems and thus can be more efficient.
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5 Numerical experiments and discussions
Now we present numerical results to illustrate the theoretical results. The numerical experiments are per-
formed on the square Ω = (−1, 1)2. In the computation, we first divide the interval (−1, 1) into K equally
spaced subintervals of length h = 2/K so that the domain Ω = (−1, 1)2 is divided into K2 small squares,
and then obtain a uniform triangulation by connecting the diagonal of each small square. We divide the
time interval [0, T ] into a uniform grid with a time step size τ = T/N . Since the semidsicrete solution uh
is not available in closed form, we compute a reference solution uh(tn) by the corrected CQ generated by
BDF3 [13] in time with N = 1000 and K = 256 in space. We compute the temporal error at tN = T by
eN =
‖UNh − uh(tN )‖L2(Ω)
‖uh(tN )‖L2(Ω)
.
In the IIS (2.9), any iterative solver satisfying the contraction property (2.11) can be employed. In this work,
we employ the V-cycle multigrid method with standard Jacobi or Gauss-Seidel smoothers to inexactly solve
the linear systems, which is known to satisfy (2.11) [31, Theorem 11.4, p. 199]. Multigrid type methods
have been employed in [19, 8], but without error analysis for either smooth or nonsmooth solutions. In
the experiments, the spatial mesh size h is fixed with K = 256 so that the numerical results focus on the
temporal error.
5.1 Example 1: smooth solutions
First we consider problem (1.1) with A = −5∆, T = 1, v = 0 and f(x, t) = t2(1+x1)(1−x1)(1+x2)(1−x2).
The source term f satisfies compatibility conditions: f(0) = f ′(0) = 0 and f ∈ C2([0, T ], D(A)). Thus the
solution u satisfies the regularity assumption in Theorem 3.2 (see Remark 3.1), and accordingly, the number
Mn of iterations may be taken to be uniform in time, which is sufficient to preserve the desired first-order
convergence.
We present numerical results for different values of the fractional order α and the numberMn per iteration
in Tables 1 and 2 obtained by the IIS (2.9) with point Jacobi and Gauss-Seidel smoothers, respectively, where
the choice Mn = ∞ corresponds to the direct solver for the linear system at each time level. In each small
block of the tables, the numbers under the errors denote the log (with a base 2) of the ratio between the
errors at consecutive time step sizes, and the theoretical value is one for a first-order convergence. We
observe that for all three α values, a steady convergence for Mn = 2 and Mn = 3, however, the results for
Mn = 1 suffer from severe numerical instability, as indicated by wild oscillations and large deviation from
one. This observation holds for both Jacobi and Gauss-Seidel smoothers, and agrees well with Theorem 3.2,
which predicts that a steady convergence of the scheme (2.9) requires a fixed but sufficiently large number
of iterations at all time levels for smooth solutions. Naturally, when the number Mn is sufficiently large,
the obtained numerical solutions converge to that by the direct solver, which is clearly observed in Tables
1 and 2. Surprisingly, although the convergence of the incomplete iterative scheme becomes more steady as
the number Mn of iterations per time step increases, the error does not decrease monotonically. That is, the
incomplete iteration may actually improve the accuracy of the numerical solution. The precise mechanism
of the surprising phenomenon remains unclear.
5.2 Example 2: nonsmooth solutions
Next we consider problem (1.1) with A = −5∆, T = 1, f = 0 and
v(x, y) = χ(−1,0)(x) + χ(−1,0)(y).
The initial data v is piecewise constant and hence v ∈ H
1
2
−ǫ(Ω) for any small ǫ > 0. The number Mn of
iterations in the scheme (2.9) is taken to be (with integers a, b ≥ 0)
Mn = a+ b log2(t
−1
n ), n > 2.
The numerical results for the example obtained with the scheme (2.9) with the Jacobi and Gauss-Seidel
smoothers are presented in Tables 3 and 4, respectively. With the Jacobi smoother, it is observed that with
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Table 1: L2 errors eN for Example 1 with K = 128, point Jacobi smoother.
α Mn\N 10 20 40 80 160 320
1 2.73e-3 5.46e-4 9.26e-5 4.41e-5 3.43e-5 2.16e-5
2.32 2.56 1.07 0.36 0.66
2 3.11e-4 2.37e-4 1.47e-4 8.83e-5 5.00e-5 2.55e-5
0.39 0.69 0.73 0.82 0.97
0.2 3 6.67e-4 3.35e-4 1.79e-4 9.61e-5 5.07e-5 2.57e-5
0.99 0.91 0.89 0.92 0.98
∞ 8.31e-4 4.18e-4 2.09e-4 1.04e-4 5.24e-5 2.62e-5
0.99 1.00 1.00 1.00 1.00
1 1.43e-3 2.06e-4 2.93e-4 2.10e-4 1.24e-4 6.64e-5
2.79 -0.51 0.48 0.76 0.90
2 1.70e-3 9.41e-4 4.99e-4 2.66e-4 1.39e-4 6.98e-5
0.85 0.92 0.91 0.94 0.99
0.5 3 2.07e-3 1.04e-3 5.31e-4 2.74e-4 1.39e-4 7.02e-5
0.99 0.97 0.95 0.98 0.99
∞ 2.23e-3 1.12e-3 5.63e-4 2.82e-4 1.41e-4 7.05e-5
0.99 1.00 1.00 1.00 1.00
1 4.10e-4 8.79e-4 6.52e-4 3.94e-4 2.17e-4 1.12e-4
-1.10 0.43 0.73 0.86 0.96
2 3.13e-3 1.66e-3 8.58e-4 4.47e-4 2.26e-4 1.14e-4
0.92 0.95 0.94 0.98 0.99
0.8 3 3.49e-3 1.75e-3 8.85e-4 4.53e-4 2.28e-4 1.14e-4
1.00 0.98 0.97 0.99 1.00
∞ 3.64e-3 1.83e-3 9.14e-4 4.58e-4 2.29e-4 1.14e-4
0.99 1.00 1.00 1.00 1.00
a fixed number of iterations at each time level (e.g., Mn = 3), the IIS (2.9) can fail to maintain the first order
convergence, especially for α values close to one. In contrast, surprisingly, for α value close to zero, even
a fixed number of iterations tend to suffice the desired first-order convergence, despite the low regularity
of the solution. It might be related to the fact that for small fractional order α, the solution u reaches a
“quasi”-steady state (before the asymptotic regime) very rapidly, and thus the solution at neighboring time
steps essentially reduces to very similar elliptic problems. However, the precise mechanism of the interesting
observation remains elusive. By increasing the number Mn of iterations slightly for small tn, one can restore
the desired O(τ) convergence rate of backward Euler CQ, which agree well with Theorems 4.1 and 4.2.
By changing Jacobi smoother to Gauss-Seidel smoother, the performance of the IIS (2.9) is significantly
enhanced, since one iteration at each time level is sufficient to maintain the desired accuracy. The numerical
results for Examples 1 and 2 show very clearly the potentials of the scheme (2.9) in speeding up the numerical
solution of the subdiffusion model with both smooth and nonsmooth solutions.
6 Conclusions
In this work, we have developed an efficient incomplete iterative scheme for the subdiffusion model. It employs
an iterative solver to solve the linear systems inexactly, and is straightforward to implement. Further, we
provided theoretical analysis of the scheme under a standard contraction assumption on the iterative solver
(in a weighted norm), and proved that it can indeed maintain the accuracy of the time stepping scheme,
provided the number of iterations at each time level is properly chosen, on which the analysis has provided
useful guidelines. The numerical experiments with standard multigrid methods fully support the theoretical
analysis and indicate that it can indeed significantly reduce the computational cost of the time-stepping
scheme.
In the context of nonsmooth data, the analysis of the incomplete iterative scheme (2.9) only covers
backward Euler convolution quadrature for the homogeneous problem. It is of much interest to extend the
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Table 2: L2 errors eN for Example 1 with K = 128, Gauss-Seidel smoother.
α Mn\N 10 20 40 80 160 320
1 2.61e-3 4.46e-4 2.40e-5 5.20e-5 3.92e-5 2.29e-5
2.55 4.22 -1.12 0.41 0.77
2 3.97e-4 3.07e-4 1.82e-4 9.80e-5 5.08e-5 2.58e-5
0.37 0.76 0.89 0.95 0.98
0.2 3 7.58e-4 4.00e-4 2.05e-4 1.04e-4 5.21e-5 2.61e-5
0.93 0.96 0.98 0.99 1.00
∞ 8.31e-4 4.18e-4 2.09e-4 1.04e-4 5.24e-5 2.62e-5
0.99 1.00 1.00 1.00 1.00
1 1.31e-3 2.75e-4 3.50e-4 2.30e-4 1.28e-4 6.75e-5
2.26 -0.35 0.61 0.84 0.93
2 1.80e-3 1.02e-3 5.39e-4 2.76e-4 1.40e-4 7.03e-5
0.82 0.92 0.96 0.98 0.99
0.5 3 2.16e-3 1.11e-3 5.59e-4 2.81e-4 1.41e-4 7.05e-5
0.99 0.97 0.95 0.98 0.99
∞ 2.23e-3 1.12e-3 5.63e-4 2.82e-4 1.41e-4 7.05e-5
0.99 1.00 1.00 1.00 1.00
1 4.04e-4 9.71e-4 7.12e-4 4.12e-4 2.19e-4 1.13e-4
-1.27 0.45 0.79 0.91 0.96
2 3.23e-3 1.74e-3 8.98e-4 4.55e-4 2.28e-4 1.14e-4
0.89 0.95 0.98 0.99 1.00
0.8 3 3.58e-3 1.81e-3 9.12e-4 4.57e-4 2.29e-4 1.14e-4
0.98 0.99 1.00 1.00 1.00
∞ 3.64e-3 1.83e-3 9.14e-4 4.58e-4 2.29e-4 1.14e-4
0.99 1.00 1.00 1.00 1.00
analysis to other practically important scenarios, e.g., inhomogeneous problems and nonlinear problems, and
high-order time-stepping schemes, e.g., corrected L1 scheme and convolution quadratures generated by BDFk
(k ≥ 2) and Runge-Kutta methods. In addition, the computational complexity and memory requirement of
the scheme can be further reduced by adopting suitable fast approximations to the convolution [2, 22, 10].
A Basic estimates
Lemma A.1. For β, γ ≥ 0, there holds
n∑
i=1
(n+ 1− i)−βi−γ ≤


cnmax(1−γ,0)−β, 0 ≤ β < 1, γ 6= 1,
cn−β ln(1 + n), 0 ≤ β ≤ 1, γ = 1,
cn−min(β,γ), β > 1, γ > 1.
Proof. We denote by [·] the integral part of a real number. Then
n∑
i=1
(n+ 1− i)−βi−γ =
[n/2]∑
i=1
(n+ 1− i)−βi−γ +
n∑
i=[n/2]+1
(n+ 1− i)−βi−γ := I + II.
Then, by the trivial inequalities: for 1 ≤ i ≤ [n/2], there holds (n+1−i)−β ≤ cn−β and for [n/2]+1 ≤ i ≤ n,
there holds i−γ ≤ cn−γ , we deduce
I ≤ cn−β
[n/2]∑
i=1
i−γ and II ≤ cn−γ
n∑
i=[n/2]+1
(n+ 1− i)−β .
Simple computation gives
∑j
i=1 i
−γ ≤ cjmax(1−γ,0) if γ 6= 1 and
∑j
i=1 i
−1 ≤ c ln(j + 1). Combining these
estimates yields the desired assertion.
20
Table 3: L2 errors eN for Example 2 with a = 3 and K = 128, point Jacobi smoother.
α b\N 10 20 40 80 160 320
0 1.12e-2 5.61e-3 2.90e-3 1.47e-3 6.64e-4 3.25e-4
1.06 0.95 0.98 1.15 1.03
3 1.17e-2 5.71e-3 2.90e-3 1.57e-3 8.15e-4 3.67e-4
0.2 1.03 0.98 0.89 0.94 1.14
6 1.17e-2 5.77e-3 2.88e-3 1.42e-3 6.89e-4 3.49e-4
1.02 1.00 1.02 1.05 0.98
∞ 1.19e-2 5.85e-3 2.90e-3 1.45e-3 7.22e-4 3.61e-4
1.02 1.01 1.01 1.00 1.00
0 3.80e-2 1.74e-2 9.74e-3 5.39e-3 2.55e-3 1.95e-3
1.12 0.84 0.85 1.08 0.39
3 3.82e-2 1.82e-2 9.52e-3 5.50e-3 2.80e-3 1.15e-3
0.5 1.07 0.94 0.80 0.98 1.27
6 3.84e-2 1.87e-2 9.36e-3 4.40e-3 2.20e-3 1.17e-3
1.04 1.00 1.09 1.00 0.90
∞ 3.94e-2 1.92e-2 9.47e-3 4.70e-3 2.34e-3 1.17e-3
1.04 1.02 1.01 1.00 1.00
0 7.87e-2 3.29e-2 2.43e-2 1.16e-2 4.52e-3 4.03e-3
1.26 0.44 1.07 1.36 0.17
3 8.00e-2 3.70e-2 2.14e-2 1.12e-2 4.94e-3 2.54e-3
0.8 1.11 0.79 0.94 1.18 0.96
6 8.12e-2 3.96e-2 2.01e-2 9.46e-3 5.40e-3 2.47e-3
1.04 0.97 1.09 0.81 1.13
∞ 8.75e-2 4.15e-2 2.03e-2 1.00e-2 4.97e-3 2.48e-3
1.07 1.04 1.02 1.01 1.00
Table 4: L2 errors eN for Example 2 with K = 128, a = 1 and b = 0, Gauss-Seidel smoother.
α\N 10 20 40 80 160 320
0.2 1.12e-2 5.71e-3 2.86e-3 1.43e-3 7.17e-4 3.58e-4
0.97 0.99 1.00 1.00 1.00
0.5 3.63e-2 1.84e-2 9.20e-3 4.58e-3 2.29e-3 1.14e-3
0.98 1.00 1.00 1.00 1.00
0.8 7.70e-2 3.89e-2 1.94e-2 9.71e-3 4.90e-3 2.47e-3
0.98 1.01 1.00 0.99 0.99
Next we give an upper bound on the CQ weights b
(α)
j .
Lemma A.2. For the weights b
(α)
j , |b
(α)
j | ≤ e
2α(j + 1)−α−1.
Proof. The weight b
(α)
j is given by b
(α)
0 = 1 and b
(α)
j = −Π
j
ℓ=1(1 −
1+α
ℓ ) for any j ≥ 1. Note the elementary
inequality ln(1 − x) ≤ −x for any x ∈ (0, 1), and the estimate
∑j
ℓ=1 ℓ
−1 ≥
∫ j+1
1 s
−1ds = ln(j + 1). Since
lnα = ln(1 − (1− α)) ≤ α− 1, for any j ≥ 1,
ln |b
(α)
j | = lnα+
j∑
ℓ=2
ln
(
1−
1 + α
ℓ
)
≤ lnα−
j∑
ℓ=2
1 + α
ℓ
= lnα+ (1 + α)−
j∑
ℓ=1
1 + α
ℓ
≤ 2α− (1 + α) ln(j + 1).
This completes the proof of the lemma.
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B Proof of Lemmas 4.1 and 4.2
In this part, we provide the proof of Lemmas 4.1 and 4.2. The proof of Corollary 4.1 is identical with that
for Lemma 4.2 and thus it is omitted. The proof relies on the discrete Laplace transform, and the following
two well-known estimates
c1|z| ≤ |δτ (e
−zτ )| ≤ c2|z| ∀z ∈ Γ
τ
θ,δ, (B.1)
|δτ (e
−zτ )| ≤ |z|
∞∑
k=1
|zτ |k−1
k!
≤ |z|e|z|τ , ∀z ∈ Σθ, (B.2)
and the resolvent estimate: for any θ ∈ (π/2, π),
‖(z +Ah)
−1‖ ≤ c|z|−1, ∀z ∈ Σθ. (B.3)
Now we can give the proof of Lemma 4.1.
of Lemma 4.1. By Laplace transform, wh(tn) = ∂¯
2
τuh(tn) is given by
wh(tn) =
1
2πi
∫
Γθ,δ
δτ (e
−zτ )2eztnK(z)vhdz, with K(z) = z
α−1(zα +Ah)
−1.
We split the contour Γθ,δ into Γ
τ
θ,δ and Γθ,δ \ Γ
τ
θ,δ, and denote the corresponding integral by I and II,
respectively. We discuss the cases v ∈ L2(Ω) and v ∈ D(A), separately.
Case (i): v ∈ L2(Ω). By (B.1) and (B.3), ‖K(z)‖ ≤ c for z ∈ Γτθ,δ. Then choosing δ = c/tn in Γ
τ
θ,δ gives
‖I‖L2(Ω) ≤ c‖vh‖L2(Ω)
(∫ pi sin θτ
c
tn
ρetnρ cos θ dρ+
∫ θ
−θ
t−2n dϕ
)
≤ ct−2n ‖vh‖L2(Ω).
For any z = ρe±iθ ∈ Γθ,δ \ Γ
τ
θ,δ, by the estimates (B.2) and (B.3), ‖K(z)‖ ≤ ce
2ρτ . By choosing θ ∈ (π/2, π)
sufficiently close to π, we deduce
‖II‖L2(Ω) ≤ c‖vh‖L2(Ω)
∫ ∞
pi sin θ
τ
eρ(cos θtn+2τ)ρ dρ ≤ ct−2n ‖vh‖L2(Ω).
Thus, ‖∂¯2τuh(tn)‖ ≤ ct
−2
n ‖vh‖L2(Ω). Next, by the identity Ah(z
α + Ah)
−1 = I − zα(zα + Ah) and (B.3),
‖AhK(z)‖ ≤ |z|
α−1 for z ∈ Σθ. Then repeating the argument gives
τα‖Ah∂¯
2
τuh(tn)‖ ≤ cτ
αt−2−αn ‖vh‖L2(Ω) ≤ ct
−2
n ‖vh‖L2(Ω).
Then the assertion for the case v ∈ L2(Ω) follows from the triangle inequality.
Case (ii): v ∈ D(A). Simple computation gives the identity K(z)vh = z
α−1(zα + Ah)
−1vh = z
−1vh −
z−α(zα +Ah)
−1Ahvh. Thus, we have
wh(tn) = −
1
2πi
∫
Γθ,δ
eztnδτ (e
−zτ )2z−αK(z)Ahvhdz,
in which we split the contour Γθ,δ into Γ
τ
θ,δ and Γθ,δ \ Γ
τ
θ,δ, and accordingly the integral. Then the rest of
the proof follows from the estimates (B.1), (B.2) and (B.3) as before.
Last, we prove Lemma 4.2.
of Lemma 4.2. By Laplace transform and its discrete analogue, we have
∂αt yh(tn)− ∂¯
α
τ yh(tn) =
1
2πi
∫
Γτ
θ,δ
eztnK(z)Ahvh dz +
1
2πi
∫
Γθ,δ\Γτθ,δ
eztnK(z)Ahvh dz
:= I + II,
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with K(z) = (δτ (e
−zτ )α − zα)z−1(zα +Ah)
−1. Recall the following estimate:
|δτ (e
−zτ )α − zα| ≤ cτz1+α, ∀z ∈ Γτθ,δ. (B.4)
Then by choosing δ = c/tn in the contour Γ
τ
θ,δ and the resolvent estimate (B.3), we obtain
‖I‖L2(Ω) ≤ cτ‖Ahvh‖L2(Ω)
(∫ pi sin θ
τ
c
tn
e−cρtn dρ+
∫ θ
−θ
ct−1n dϕ
)
≤ cτt−1n ‖Av‖L2(Ω).
Further, by (B.2), for any z = ρe±iθ ∈ Γθ,δ \ Γ
τ
θ,δ and choosing θ ∈ (π/2, π) close to π,
|eztn(δτ (e
−zτ )α − zα)z−1| ≤ etnρ cos θ(c|z|αeαρτ + |z|α)|z|−1 ≤ c|z|α−1e−cρtn .
Then we deduce
‖II‖L2(Ω) ≤ c‖Ahvh‖L2(Ω)
∫ ∞
pi sin θ
τ
e−cρtnρ−1 dρ ≤ cτt−1n ‖Av‖L2(Ω).
Thus, we show the assertion for β = 0. For the case β = 1, the identity Ah(z
α +Ah)
−1 = I − zα(zα +Ah),
(B.3) and (B.4) give
‖AhI‖L2(Ω) ≤ cτ‖Ahvh‖L2(Ω)
(∫ pi sin θτ
c
tn
e−cρtnρα dρ+
∫ θ
−θ
ct−1−αn dϕ
)
≤ cτt−1−αn ‖Av‖L2(Ω),
and the bound on ‖AhII‖L2(Ω) follows analogously, completing the proof for β = 1. Then the case β ∈ (0, 1)
follows by interpolation. This shows part (i). The proof of part (ii) is similar and applies the L2(Ω) stability
of Ph, and hence the detail is omitted.
References
[1] Alikhanov, A.A.: A new difference scheme for the time fractional diffusion equation. J. Comput. Phys.
280, 424–438 (2015). DOI 10.1016/j.jcp.2014.09.031
[2] Alpert, B., Greengard, L., Hagstrom, T.: Rapid evaluation of nonreflecting boundary kernels for
time-domain wave propagation. SIAM J. Numer. Anal. 37(4), 1138–1164 (2000). DOI 10.1137/
S0036142998336916
[3] Bramble, J.H., Pasciak, J.E., Sammon, P.H., Thome´e, V.: Incomplete iterations in multistep backward
difference methods for parabolic problems with smooth and nonsmooth data. Math. Comp. 52(186),
339–367 (1989)
[4] Bramble, J.H., Sammon, P.H.: Efficient higher order single step methods for parabolic problems. I.
Math. Comp. 35(151), 655–677 (1980). DOI 10.2307/2006186
[5] Cuesta, E., Lubich, C., Palencia, C.: Convolution quadrature time discretization of fractional diffusion-
wave equations. Math. Comp. 75(254), 673–696 (2006). DOI 10.1090/S0025-5718-06-01788-1
[6] Douglas Jr., J., Dupont, T., Ewing, R.E.: Incomplete iteration for time-stepping a Galerkin method for
a quasilinear parabolic problem. SIAM J. Numer. Anal. 16(3), 503–522 (1979). DOI 10.1137/0716039
[7] Du, Q., Ming, P.: Cascadic multigrid methods for parabolic problems. Sci. China Ser. A 51(8), 1415–
1439 (2008). DOI 10.1007/s11425-008-0112-1
[8] Gaspar, F.J., Rodrigo, C.: Multigrid waveform relaxation for the time-fractional heat equation. SIAM
J. Sci. Comput. 39(4), A1201–A1224 (2017). DOI 10.1137/16M1090193
23
[9] Hackbusch, W.: Multigrid Methods and Applications. Springer-Verlag, Berlin (1985). DOI 10.1007/
978-3-662-02427-0
[10] Jiang, S., Zhang, J., Zhang, Q., Zhang, Z.: Fast evaluation of the Caputo fractional derivative and
its applications to fractional diffusion equations. Commun. Comput. Phys. 21(3), 650–678 (2017).
DOI 10.4208/cicp.OA-2016-0136
[11] Jin, B., Lazarov, R., Zhou, Z.: Two fully discrete schemes for fractional diffusion and diffusion-wave
equations with nonsmooth data. SIAM J. Sci. Comput. 38(1), A146–A170 (2016). DOI 10.1137/
140979563
[12] Jin, B., Lazarov, R., Zhou, Z.: Numerical methods for time-fractional evolution equations with nons-
mooth data: a concise overview. Comput. Methods Appl. Mech. Engrg. 346, 332–358 (2019). DOI
10.1016/j.cma.2018.12.011
[13] Jin, B., Li, B., Zhou, Z.: Correction of high-order BDF convolution quadrature for fractional evolution
equations. SIAM J. Sci. Comput. 39(6), A3129–A3152 (2017). DOI 10.1137/17M1118816
[14] Jin, B., Li, B., Zhou, Z.: Discrete maximal regularity of time-stepping schemes for fractional evolution
equations. Numer. Math. 138(1), 101–131 (2018). DOI 10.1007/s00211-017-0904-8
[15] Jin, B., Li, B., Zhou, Z.: Subdiffusion with a time-dependent coefficient: analysis and numerical solution.
Math. Comp. 88(319), 2157–2186 (2019). DOI 10.1090/mcom/3413
[16] Karaa, S.: Semidiscrete finite element analysis of time fractional parabolic problems: a unified approach.
SIAM J. Numer. Anal. 56(3), 1673–1692 (2018). DOI 10.1137/17M1134160
[17] Keeling, S.L.: Galerkin/Runge-Kutta discretizations for parabolic equations with time-dependent coef-
ficients. Math. Comp. 52(186), 561–586 (1989). DOI 10.2307/2008483
[18] Kilbas, A.A., Srivastava, H.M., Trujillo, J.J.: Theory and Applications of Fractional Differential Equa-
tions. Elsevier Science B.V., Amsterdam (2006)
[19] Lin, X.L., Lu, X., Ng, M.K., Sun, H.W.: A fast accurate approximation method with multigrid solver
for two-dimensional fractional sub-diffusion equation. J. Comput. Phys. 323, 204–218 (2016). DOI
10.1016/j.jcp.2016.07.031
[20] Lin, Y., Xu, C.: Finite difference/spectral approximations for the time-fractional diffusion equation. J.
Comput. Phys. 225(2), 1533–1552 (2007). DOI 10.1016/j.jcp.2007.02.001
[21] Lubich, C.: Discretized fractional calculus. SIAM J. Math. Anal. 17(3), 704–719 (1986)
[22] Lubich, C., Scha¨dle, A.: Fast convolution for nonreflecting boundary conditions. SIAM J. Sci. Comput.
24(1), 161–182 (2002). DOI 10.1137/S1064827501388741
[23] Lubich, C., Sloan, I.H., Thome´e, V.: Nonsmooth data error estimates for approximations of an
evolution equation with a positive-type memory term. Math. Comp. 65(213), 1–17 (1996). DOI
10.1090/S0025-5718-96-00677-1
[24] McLean, W., Mustapha, K.: Convergence analysis of a discontinuous Galerkin method for a sub-diffusion
equation. Numer. Algorithms 52(1), 69–88 (2009). DOI 10.1007/s11075-008-9258-8
[25] Metzler, R., Jeon, J.H., Cherstvy, A.G., Barkai, E.: Anomalous diffusion models and their properties:
non-stationarity, non-ergodicity, and ageing at the centenary of single particle tracking. Phys. Chem.
Chem. Phys. 16(44), 24,128–24,164 (2014)
[26] Metzler, R., Klafter, J.: The random walk’s guide to anomalous diffusion: a fractional dynamics ap-
proach. Phys. Rep. 339(1), 1–77 (2000)
[27] Mustapha, K., Abdallah, B., Furati, K.M.: A discontinuous Petrov-Galerkin method for time-fractional
diffusion equations. SIAM J. Numer. Anal. 52(5), 2512–2529 (2014)
24
[28] Saad, Y.: Iterative Methods for Sparse Linear Systems, 2nd edn. SIAM, Philadelphia, PA (2003).
DOI 10.1137/1.9780898718003
[29] Stynes, M., O’Riordan, E., Gracia, J.L.: Error analysis of a finite difference method on graded meshes
for a time-fractional diffusion equation. SIAM J. Numer. Anal. 55(2), 1057–1079 (2017). DOI 10.1137/
16M1082329
[30] Sun, Z.Z., Wu, X.: A fully discrete difference scheme for a diffusion-wave system. Appl. Numer. Math.
56(2), 193–209 (2006). DOI 10.1016/j.apnum.2005.03.003
[31] Thome´e, V.: Galerkin Finite Element Methods for Parabolic Problems, second edn. Springer-Verlag,
Berlin (2006)
[32] Toselli, A., Widlund, O.: Domain Decomposition Methods—Algorithms and Theory. Springer-Verlag,
Berlin (2005). DOI 10.1007/b137868
25
