Sparse recovery is widely applied in many fields, since many signals or vectors can be sparsely represented under some frames or dictionaries. Most of fast algorithms at present are based on solving l 0 or l 1 minimization problems and they are efficient in sparse recovery. However, compared with the practical results, the theoretical sufficient conditions on the sparsity of the signal for l 0 or l 1 minimization problems and algorithms are too strict. 
I. INTRODUCTION
In this paper, we consider recovering a sparse signal x * ∈ R n from an underdetermined system of linear equation
where b ∈ R m is a measurement vector, A ∈ R m×n is a measurement matrix. If the vector x * has at most s ≤ m < n nonzero entries, then it is named as s-sparse vector, the corresponding index set of nonzero entries is called support S = supp(x * ). There are many theories, algorithms and applications on this problem of sparse recovery [1] .
One approach to find the sparsest solution of Eq. (1) is greedy algorithm (GA), which solves the following l 0 minimizing solution, named as P 0 problem:
One of the most popular greedy methods is the orthogonal matching pursuit (OMP) as proposed in [2],
[3], [4] . It iteratively adds components to the support of the approximation x k whose correlation to the current residual is maximal. There are many other greedy methods for sparse recovery, for example, iterative hard thresholding (IHT) [5] , stagewise OMP (StOMP) [6] , regularized OMP (ROMP) [7] , [8] , compressive sampling matching pursuit (CoSaMP) [9] , subspace pursuit (SP) [10] , iterative thresholding with inversion (ITI) [11] , hard thresholding pursuit (HTP) [12] etc.
Another approach is convex relaxation which solves a convex program whose minimizer is obtained to approximate the target signal. The basis pursuit gains lots of attention which determines the sparsest representation of x * by solving the following l 1 minimization problem, named as P 1 problem or BP problem (method):
Many algorithms have been proposed to complete the optimization, including interior-point methods [13] , projected gradient methods [14] , and iterative thresholding [15] etc.
There are three fundamental problems concerned in this paper:
1) Uniqueness of solution of the P 0 problem.
2) Feasibility of GA (or OMP) for solving the P 0 problem.
3) Equivalence between the P 1 problem and the P 0 problem, or feasibility of BP method to obtain the sparsest solution.
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There are several tools proposed to formalized the notion of the suitability for the above three problems, such as the mutual coherence [16] , the spark [17] , the cumulative coherence [18] , the exact recovery condition (ERC) [18] , and the restricted isometry constants (RICs) [19] , [20] , [21] . It is well-known that the sufficient and necessary condition for the uniqueness of the solution of the P 0 problem (2) is ([17])
or the RIC of the matrix A satisfies δ 2s < 1 and x 0 ≤ s ( [19] ). The equivalence between the P 1 model and the P 0 model is guaranteed by δ 2s < √ 2 − 1 ( [20] , [21] ). For a given matrix or dictionary A, however, it is difficult to compute the spark or verify the RIP conditions. By contrast, we can easily compute the mutual coherence of matrix. The general case discussed in [16] showed that one sufficient condition for the uniqueness of the solution of the P 0 problem (2) is
where µ is the mutual coherence of measurement matrix A. Furthermore, the condition Eq. (5) is also a sufficient condition which ensures the OMP (greedy method) and BP methods for recovering the optimal ssparse solution [18] . However, in applications, OMP or BP method can work well even when the condition (5) is not satisfied, i.e., when
which means the sufficient condition (5) is strict for sparse recovery to some extent, or the "gap" between the optimal upper bound 1 2 spark(A) and the practical upper bound 1 2 (1 + 1/µ(A)) is big. To our surprise, the result in [22] shows that uniqueness of the l 0 minimization P 0 problem solution can be achieved for improved condition x 0 < 1 µ . The authors also showed that the solutions of the P 0 and P 1 problems coincide for x 0 < √ 2−0.5 µ . These two improved conditions were obtained in the special case where A is in pairs of orthogonal bases. It was also shown in [23] , [18] that if the matrix A is a union of N(≥ 2) orthogonal bases, improved conditions are possible. The sufficient condition for OMP to solving the P 0 model for N orthogonal bases was improved with
and for BP to solving P 1 problem was improved with
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Thus, both the OMP and BP can find the sparest solution under condition (8) [18] . When n = 2, Eq. (8) is 2µs 1 s 2 + µs 2 < 1 (s 1 ≤ s2). 
) condition 2 pair of orthogonal bases (uniqueness)
pair of orthogonal bases (equivalence)
condition 4 pair of orthogonal bases (ERC) 2µ 2 s 1 s 2 + µs 2 < 1
The four conditions are concluded in Table I for the case of A in pairs of orthogonal bases compared with the general case of A. It is observed from the Fig. 1 (presented in [22] ) that the sufficient conditions based on the mutual coherence can be improved by considering the structure of matrix A.
Note that, many natural and useful redundant dictionaries (measurement matrix A) cannot be written as a union of orthogonal bases. Thus, it is necessary to study the sufficient conditions for successful recovery when the measurement matrix A in general setting, i.e, A is a union of non-orthogonal bases. In this case, the corresponding vector x is partitioned into several parts according to the structure of matrix A. By considering the different sparsity of x according to the structure of A makes it possible to deeply study the relaxed sufficient conditions for successful sparse recovery.
For a given vector x = (x 1 , . . . ,
There are three types of sparsity of vector x:
2) block sparsity ( [24] , [25] , [26] , [27] ): A block s-sparse vector x is assumed to have at most s blocks with nonzero entries, i.e., the block l 0 or l 1 norm
is minimized to recovery.
3) piecewise sparsity: as the following definition.
is partitioned into N components and it is assumed that every x
Piecewise sparse vector is a type of vector which each part of the vector is sparse. The piecewise sparsity is different from the block sparsity. Piecewise sparse recovery are common in applications, such as the problem of the decomposition of texture part and cartoon part of image in [28] , i.e., b = A n x n + A t x t where n and t represent the cartoon and texture. It is assumed that both parts can be represented in some given dictionaries, thus x n and x t are two sparse vectors. The coefficient vector x = (x T n , x T t ) T is "piecewise" sparse vector. Another example is the problem of reconstructing a surface from scattered data in approximation space H = N i=1 H j , where H j ⊆ H j+1 are principal shift invariant (PSI) spaces generated by a single compactly supported function [29] , the fitting surface is
is the vector to be determined. Due to the property of PSI spaces, the coefficients to be determined by l 1 minimization in DRAFT [29] are "piecewise" sparse structured, i.e. each c i ∈ R n i is a sparse vector in H i . In [30] , we firstly try to recover the piecewise sparse vector by the piecewise inverse scale space algorithm with deletion rule.
It is obvious that piecewise sparsity is more general in applications, since the nonzero entries can appear in scattered way. The corresponding matrix can be structured in a union of some bases (orthogonal bases is a special case) A = [A 1 , . . . , A N ]. In this paper, We use the mutual coherence and cumulative mutual coherence to give the conditions of piecewise sparse recovery, which can be efficiently calculated for an arbitrary given matrix A and A i (i = 1, . . . , N). Inspired by the works in [23] , [18] , which provide improved sufficient conditions for having unique sparse representation of signals in unions of orthogonal bases, we study the generalization of the sufficient conditions for having unique sparse representation of signals in unions of general bases corresponding to piecewise sparsity.
II. PRELIMINARIES
We use x to represent a vector and x represents a scalar. Define
For convenience, let S = supp(x) and T be its complement, i.e. T = {i :
A. Tools used in sparse recovery
In this part, we introduce the widely used tool for sparse signal recovery: the mutual coherence of a dictionary A ∈ R m×n . Denote a i k by the k-th column in the submatrix A i ∈ R m×n i , the matrix A is assumed to have unit l 2 norm for each column, i.e.,
Definition 2. [16] mutual coherence of the dictionary:
Roughly speaking, the coherence measures how much two vectors in the dictionary can look alike. It is obvious that every orthogonal basis has coherence µ = 0. A union of two orthogonal bases has coherence 
Definition 4. [17] The spark of a matrix (dictionary) A counts the least number of columns which form a linearly dependent set.
where Ker(A) is the kernel of the dictionary defined as Ker(A) = {x : Ax = 0}.
B. Tools used in piecewise sparse recovery
Assume A = [A 1 , . . . , A N ] a union of N general bases, we generalize the concepts of mutual coherence and cumulative mutual coherence to the piecewise sparse case.
Definition 5. The mutual coherence of the i-th sub-matrix A i is
It is clear when A is a union of orthogonal bases, µ i,i = 0. 
III. PIECEWISE SPARSE RECOVERY IN UNION OF GENERAL BASES
In the piecewise sparse setting, the P 0 problem (2) is equivalent to the following problem:
where 
then x is the unique solution of problem (9) .
Proof. By the sufficient and necessary condition Eq. (4) for the P 0 problem, we need find the lower bound of the spark(A) in the piecewise case. (s 1 + · · · + s N ).
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Step 1. We start similarly to the proof of Lemma 3 in [23] . Let r i = rank(A i ), i = 1, . . . , N. Since
, and
In order to find the minimum of s 1 + · · · + s N , we can suppose that s i ≤ r i and A S i is full column
Then we can deduce that
which results in
where
Using the inequalities:
Step 2. In the following we evaluate the spark(A), i.e, when s = s 1 + . . . + s N reaches the minimum. 
Using the Lagrange function and KKT conditions we obtain that s =
By the definition of spark, we have spark(A)
. Thus by Eq. (4), if
then x is the unique solution of the piecewise P 0 problem (9). 
is union of orthogonal bases).
3) (condition 5)
is union of general bases).
From the observation of Fig. 2 , in the general case (condition 1) one can only ensure to recover 4-sparse vector. When it comes to the piecewise sparse recovery, one can recover at least (5, 2)-piecewise sparse 
where Z = {Z :
}, the exact recovery condition (ERC) holds. In which case both
Orthogonal Matching Pursuit and Basis Pursuit recover the sparest representation.
Proof. Follow the proof of Theorem 3.7 in [18] and the notations in the proof of Theorem 2, the DRAFT Grassmannian matrix
with the diag-block matrix
. Denote |G| by the entrywise absolute value of the matrix G. Since all the entries in the off-diag blocks of |G| can be bounded by µ, and the diag-block matrix
we have |G| ≤ µ1 s − µB, where 1 s is the s × s matrix with unit entries, B is the block matrix
where B i = α i I s i + (1 − α i )1 s i is the matrix with 1 on the diagonal, and all the off-diag entries are 1 −
Hence, we have the entrywise inequality
with
We use 1 indicates the column vector with unit entries. Moreover, the inner product
Combined with Eq. (13), we have
step 3: Assume vector A i is drawn from basis number Z, then 
apply the l 1 norm to inequality (17) to reach
step 5: Since
we consider the maximum of the right side of Eq. (18), rewrite it as
The right side of (19) reach the maximum when f Z de f
then the Exact Recovery Condition holds as A T T A † S ∞ < 1, thus we complete the proof.
In particular, when A is a union of orthogonal bases, α Z = 0, Z is chosen from the minimum s i , i = Fig. 3 ):
, (equivalence condition when A in pairs of orthogonal bases)
3) (condition 4) µs 2 1 + µs 2 < 1 2(1 + µs 1 )
(ERC condition when A in pairs of orthogonal bases) 
IV. CONCLUSION
In this paper, we introduce the piecewise sparsity of signals and use the mutual coherence for matrix in unions of general bases (or frames) to study the conditions for piecewise sparse recovery. We generalize the results in orthogonal cases to the cases of general bases. We provide the new upper bounds of global sparsity and piecewise sparsity of the signal recovered by both l 0 and l 1 optimizations when the measurement matrix A is a union of general bases. The structured information of the matrix A is used to improve the sufficient conditions for successful piecewise sparse recovery and the reliability of the greedy algorithms and the BP algorithms. 
