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Invariant measures for spatial contact model
in small dimensions
Yuri Kondratiev∗ Oleksandr Kutoviy† Sergey Pirogov‡
Elena Zhizhina§
Abstract
We study invariant measures of continuous contact model in small
dimensional spaces (d = 1, 2). We prove that this system has the one-
parameter set of invariant measures in the critical regime provided the
dispersal kernel has a heavy tail. The convergence to these invariant
measures for a broad class of initial states is established.
Keywords: continuous contact model; heavy tail distribution; non-
equilibrium Markov process; correlation functions
1 Introduction
In the present paper we are dealing with a continuous analog of the well-
known lattice contact process [18]. The continuous contact process is a par-
ticular case of the general birth-and-death processes in the continuum. The
existence problem for the continuous version of the lattice contact model in
terms of the corresponding spatial Markov process was thoroughly analyzed
in [14]. In the spatial plant ecology such process describes a Markov evolution
of a plant population with an independent seed production by each parent
plant (accordingly to a dispersal probability density 0 ≤ a ∈ L1(Rd)) and
independent exponentially distributed random life time with parameter 1 for
each of them (global mortality rate). One of the main features of this model
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is the clustering of the system, i.e. particles are grouped into large clouds of
high density, which are located at large distances from each other. It is worth
noting that the appearance of a limiting invariant state is only possible in
the so-called critical regime (i.e., there is a certain balance between birth and
death). As it was recently shown in [10], in the case of the critical regime
and d ≥ 3, there exists continuum of invariant measures parametrized by the
density values. These invariant measures are described by a simple recurrent
relation between their correlation functions and create a concrete (and up to
our knowledge, completely new) class of random point fields. For all other
regimes, the density of the system tends either to ∞ or to 0 as time grows.
The existence of a stationary regime in the marked contact model with a
compact spin space was proved in [13].
The present paper concerns the asymptotic behavior and invariant mea-
sures for continuous contact model in the cases d = 1, 2. For such low dimen-
sional situation, it is proved that the continuous contact model has invariant
measure if the tail of the dispersal kernel a is "heavy" enough. In this case,
the critical contact process starting with an admissible initial state converges
to the equilibrium measure uniquely defined by the density of the initial state.
Note, that the restriction to the class of dispersal kernels with "heavy" tails
for d = 1, 2 is hypothetically related to the instability of the spectrum of
Schro¨dinger operator at low dimensions. In 1929, R. Peierls made a crucial
discovery that at low dimensions (d = 1, 2), contrary to the three dimen-
sional situation, an arbitrary small potential well leads to the emerging of
the bound state. For the non local Schro¨dinger operators corresponding to
the contact model such behavior was also established in [12, Theorem 9]. It
means that even small local deviation downwards from the critical mortality
level leads to the exponential growth of the population whenever d = 1, 2 and
dispersal kernels have sufficiently light tails. Heavy tails of dispersal kernels
appear to make the critical regime more stable contrary to light tails.
For the critical contact model with light tails in low dimensions the typ-
ical configuration has the following structure as t→∞: there is a collection
of “over-populated cities” separated by large empty planes. The pair corre-
lation function grows unlimitedly as t → ∞ and so the distribution of the
corresponding random field has no limit, see Remark 5.3 in Section 5. Thus
the light tail (or the existence of the second moment) of the dispersal ker-
nel in small dimensions results to the phenomenon of "clustering". Similar
results have been obtained for a certain type of critical branching random
walks, see e.g. [1], [6].
In this work we formulate conditions on dispersal kernels which ensure the
existence of correlations functions of the corresponding stationary measures
of the model in the critical regime in low dimensions. We also specify relations
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between solutions to the corresponding Cauchy problem and these stationary
regimes.
2 Main results
2.1 The model
Let B(Rd) be the family of all Borel sets in Rd, d ≥ 1 and let Bb(R
d) denote
the system of all bounded sets from B(Rd).
The continuous contact model is regarded as a spatial Markov process
which is a particular case of the general birth-and-death process in the con-
tinuum, see e.g. [10, 14]. The phase space of such processes is the space of
locally finite configurations in Rd. Namely,
Γ = Γ
(
Rd
)
:=
{
γ ⊂ Rd
∣∣∣ |γ ∩ Λ| <∞, for all Λ ∈ Bb(Rd)}. (1)
Here | · | denotes the number of elements of a set. We can identify each
γ ∈ Γ with the non-negative Radon measure
∑
x∈γ δx ∈ M(R
d), where δx is
the Dirac measure with unit mass at x,
∑
x∈∅ δx is, by definition, the zero
measure, and M(Rd) denotes the space of all non-negative Radon measures
on B(Rd). This identification allows us to endow Γ with the topology induced
by the vague topology on M(Rd), i.e. the weakest topology on Γ with respect
to which all the mappings
Γ ∋ γ 7→
∑
x∈γ
f(x) ∈ R (2)
are continuous for any f ∈ C0(R
d) that is the set of all continuous functions
on Rd with compact supports. It is worth noting that the vague topology
can be metrizable in such a way that Γ becomes a Polish space (see e.g. [8]
and references therein). The topological space Γ(X) for any X ∈ B(Rd) can
be defined in a similar way. The Borel σ-algebra on Γ(X) is denoted by
B(Γ(X)).
The spatial contact model is given by a heuristic generator defined on a
proper class of functions F : Γ → R as follows:
(LF )(γ) =
∑
x∈γ
[F (γ\{x})− F (γ)]
+
∫
Rd
∑
x∈γ
a(x− y)(F (γ ∪ {y})− F (γ))dy,
(3)
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where dx is the Lebesgue measure on Rd. In the sequel, for simplicity of
notations, we just write x instead of {x}. The first term in (3) corresponds
to the death of the particles. Namely, each x of the configuration γ ∈ Γ dies
with the death rate 1. The second term of (3) describes the birth of a new
particle at the point y with the birth rate density b(y, γ) :=
∑
x∈γ a(x− y).
We assume that a is a non-negative function on Rd satisfying the following
conditions:
1. Critical regime condition:
‖a‖L1 =
∫
Rd
a(u)du = 1; (4)
2. Regularity condition:
aˆ(p) :=
∫
Rd
e−i(p,u)a(u)du ∈ L1(Rd), (5)
where the symbol (· , ·) stands for scalar product in Rd;
3. Heavy tail condition:
a(x) ∼
1
|x|α+1
as |x| → ∞, 0 < α < 1, in the case d = 1; (6)
a(x) ∼
1
|x|α+2
as |x| → ∞, 0 < α < 2, in the case d = 2. (7)
Remark 2.1. (a) Conditions 1 and 2 imply that a and aˆ are bounded con-
tinuous functions vanishing at infinity. Moreover, the non-negativity of a
yields
|aˆ(p)| < 1, for all p 6= 0. (8)
(b) Condition 3 is crucial to ensure the convergence of the integral (32).
(c) In general, the function a is not even.
2.2 Basic facts and notations
For the technical purposes related to the approach needed to derive time
evolution equations for correlation functions (see e.g. [9]), we consider the
space of finite configurations whose natural topology is different from the
vague one considered on Γ. The space of finite configuration is defined by
Γ0 = Γ0(R
d) =
⊔
n∈N∪{0}
Γ
(n)
0 ,
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where
Γ
(n)
0 = Γ
(n)
0,Rd
= {η ⊂ Rd : |η| = n}
is the space of n-point configurations. The space Γ0 is equipped with the
topology of the disjoint union. We denote the corresponding Borel σ-algebra
to this topology by B(Γ0). The space of n-point configurations in Y ∈ B(R
d),
denoted by Γ
(n)
0,Y , can be defined analogously to Γ
(n)
0,Rd
. For the space of finite
configurations in Y ∈ B(Rd) we will use the symbol Γ0(Y ). It is worth noting
that Γ0 is a subset of Γ.
Next, we describe the classes of functions and measures on Γ0 and Γ which
will be used in the sequel. A set M ∈ B(Γ0) is called bounded if there exists
Λ ∈ Bb(R
d) and N ∈ N such that M ⊂
⊔N
n=1 Γ
(n)
0,Λ. The class Bbs(Γ0) stands
for the set of all bounded measurable functions on Γ0 which have bounded
support, i.e., G ∈ Bbs(Γ0) if G|Γ0\M = 0 for some bounded M ∈ B(Γ0). The
class Fcyl(Γ) denotes the set of cylindrical functions on Γ, i.e., the set of all
measurable functions F on (Γ,B(Γ)), which are measurable with respect to
B(Γ(Λ)) for some Λ ∈ Bb(R
d). Any F ∈ Fcyl(Γ) determines a set Λ ∈ Bb(R
d)
such that F (γ) = F (γΛ) for all γ ∈ Γ.
The analog of Lebesgue measure on (Γ0,B(Γ0)) is the Lebesgue-Poisson
measure. It is defined on (Γ0,B(Γ0)) by
λz := δ∅ +
∞∑
n=1
zn
n!
m(n), z > 0,
where m(n) is the projection of the product Lebesgue measure (dx)n consid-
ered on (Rd)n to (Γ
(n)
0 ,B(Γ
(n)
0 )). Throughout the paper, we take the param-
eter z to be 1 using the notation λ := λ1 for this case.
Next, we introduce the mapping between Bbs(Γ0) and Fcyl(Γ), which turns
out to be crucial for studying functions and measures on Γ0 and Γ. For any
function G ∈ Bbs(Γ0), we define the K-transform of G as
KG(γ) :=
∑
η⋐γ
G(η), γ ∈ Γ. (9)
Here, with the notation η ⋐ γ we have the summation over all finite subcon-
figurations η ∈ Γ0 of the infinite configuration γ ∈ Γ. One has to emphasize
that this mapping is linear, positivity preserving and injective (see, e.g. [7]).
Denote by M1fm(Γ) the set of all probability measures µ which have finite
local moments of all orders, i.e.∫
Γ
|γΛ|
n µ(dγ) < ∞
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for all Λ ∈ Bb(R
d) and n ∈ N . The Poisson measure π on Γ with intensity
measure dx is an example of such measure. It is defined on (Γ,B(Γ)) by
π
(
Γ
(n)
0,Λ
)
=
(
vol(Λ)
)n
n!
exp
{
−vol(Λ)
}
, Λ ∈ Bb(R
d), n ∈ N ∪ {0}, (10)
where vol(Λ) is the Lebesgue mass of Λ. Note that (10) determine the Poisson
measure on B(Γ) uniquely.
If a measure µ ∈ M1fm(Γ) is locally absolutely continuous with respect
to the Poisson measure, then there exists the system of correlation functions
kµ : Γ0 → R+ of the measure µ, see e.g. [20, Chapter 4]. For all G ∈ Bbs(Γ0),
it satisfies ∫
Γ
(KG)(γ)µ(dγ) =
∫
Γ0
G(η)kµ(η)λ(dη). (11)
Remark 2.2. Any kµ : Γ0 → R+ can be written as a sequence of functions
k(n) : (Rd)n → R+ defined by
k(n)(x1, . . . , xn) =
{
kµ({x1, . . . , xn}), if (x1, . . . , xn) ∈ (˜Rd)
n
,
0, otherwise,
(˜Rd)n :=
{
(x1, · · · , xn) ∈ (R
d)n | xk 6= xl, if k 6= l
}
.
The function k(n) is called the n-point correlation function of the measure µ.
It will cause no confusion if we use function on Γ0 and the collection
of symmetric functions on (˜Rd)n in the sense of the previous remark. We
define M1corr(Γ) to be the subclass of M
1
fm(Γ) consisting of those probability
measures on Γ for which the corresponding correlation functions exist.
2.3 Time evolution of correlation functions
Next we follow the general scheme to study the forward Kolmogorov equation
for the continuous contact model proposed in [10]. For the convenience of
the reader we repeat below some details of this approach, thus making our
exposition self-contained.
The existence problem for a Markov process with a priori given form of
a generator L is a challenging problem in general. On the other hand, the
evolution of an initial distribution in the course of a stochastic dynamics is
an important object and it deserves a special attention. The existence of
such evolution in our case may be realized through the forward Kolmogorov
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(or Fokker–Planck) equation with the evolution operator L for probability
measures (states) on the configuration space Γ, i.e.
d
dt
µt(F ) = µt(LF ), t > 0, µt
∣∣
t=0
= µ0, (12)
where
µ(F ) :=
∫
Γ
F (γ) dµ(γ)
and F is an arbitrary function from an appropriate set F for which both sides
of (12) make sense. For the purposes of the proposed approach we assume
that F includes K
(
Bbs(Γ0)). The mere existence of the solution to (12) does
not necessarily implies the existence of the corresponding correlation function
at each moment of time. Having in mind applications, it is very important to
construct the evolution of initial correlation function as it provides the most
of statistical characteristics of the studied process. Hence, we suppose now
that a solution µt to (12) exists and µt ∈ M
1
corr(Γ) for any t > 0 provided
µ0 ∈ M
1
corr(Γ). Then, we consider the corresponding correlation function
kt := kµt for any t ≥ 0.
Assume one can calculate K−1LF for F ∈ F. In this case, we are able to
rewrite (12) as follows
d
dt
〈K−1F, kt〉 = 〈K
−1LF, kt〉, t > 0, kt
∣∣
t=0
= k0, (13)
for all F ∈ F for which both sides of (12) make sense. Here the pairing
between functions on Γ0 is given by
〈G, k〉 :=
∫
Γ0
G(η)k(η) dλ(η). (14)
Let us recall that by the definition of the Lebesgue-Poisson measure we have
〈G, k〉 =
∞∑
n=0
1
n!
∫
(Rd)n
G(n)(x1, . . . , xn)k
(n)(x1, . . . , xn) dx1 . . . dxn,
Next, if we substitute F = KG, G ∈ Bbs(Γ0) into (13) (recall thatK
(
Bbs(Γ0)) ⊂
F), we derive
d
dt
〈G, kt〉 = 〈L̂G, kt〉, t > 0, kt
∣∣
t=0
= k0, (15)
for all G ∈ Bbs(Γ0). Here we suppose that the operator
(L̂G)(η) := (K−1LKG)(η), η ∈ Γ0
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is defined at least point-wisely for all G ∈ Bbs(Γ0). As a result, we will be
interested now in a solution to the equation
∂kt
∂t
= L̂∗kt, t > 0, kt
∣∣
t=0
= k0, (16)
where L̂∗ is dual operator to L̂ with respect to the duality (14), i.e.,∫
Γ0
(L̂G)(η)k(η) dλ(η) =
∫
Γ0
G(η)(L̂∗k)(η) dλ(η). (17)
For the derivation of the formula for Lˆ as well as the formula for L̂∗ in
the case of L given by (3) we refer the reader to [10]. According to the latter
reference, the operator Lˆ has the following form on functions G ∈ Bbs(Γ0):
(LˆG)(η) =− |η|G(η) +
∫
Rd
∑
x∈η
a(x− y)G((η\x) ∪ y)dy
+
∫
Rd
∑
x∈η
a(x− y)G(η ∪ y)dy.
(18)
The evolution equations for the system of n-point correlation functions corre-
sponding to the continuous contact model have the following recurrent forms:
∂k
(n)
t
∂t
= Lˆ∗nk
(n)
t + f
(n)
t , n ≥ 1; k
(0)
t ≡ 1. (19)
Here f
(n)
t are functions on (R
d)n defined for n ≥ 2 by
f
(n)
t (x1, . . . , xn) =
n∑
i=1
k
(n−1)
t (x1, . . . , xˇi, . . . , xn)
n∑
j 6=i
a(xi − xj), (20)
and f
(1)
t ≡ 0. The form of the operator Lˆ
∗
n, n ≥ 1, is given by
Lˆ∗nk
(n)(x1, . . . , xn) = −n k
(n)(x1, . . . , xn)
+
n∑
i=1
∫
Rd
a(xi − y)k
(n)(x1, . . . , xi−1, y, xi+1, . . . , xn)dy.
(21)
It is worth pointing out that the proper choice of a countably normed
space for the Cauchy problem (16) containing the system of correlation func-
tions at any t ≥ 0 is the important step of our constructions. The structure
of this space is similar to the Fock space in quantum mechanics, but instead
8
of the L2-norm we use here the collection of sup-norms. Note, that the choice
of integrable correlation functions would mean that our stochastic dynamics
evolves through finite configurations only. So we can not use L2-norm (as
well as L1-norm) for our system.
Let B((Rd)n) be the Banach space of all measurable real-valued bounded
functions on (Rd)n with the sup-norm. We denote by Binv((R
d)n) the subset
of B((Rd)n), which are additionally translation invariant, i.e., a function ϕ ∈
Binv((R
d)n) if ϕ ∈ B((Rd)n) and for any (w1, . . . , wn) ∈ (R
d)n
ϕ(w1 + u, . . . , wn + u) = ϕ(w1, . . . , wn), ∀u ∈ R
d.
It is easily seen that Binv((R
d)n) is a closed subset in B((Rd)n) and, hence,
it is the Banach space with respect to the sup-norm. By abuse of notation
we continue to write Xn for Binv((R
d)n), n ≥ 1. The collection of sup-norms
for k(n) defines the structure of countably normed space for the systems of
correlation functions.
Remark 2.3. Consider the operator Lˆ∗n as an operator on the Banach space
Xn for any n ≥ 1. It is a simple matter to check that it is bounded linear
operator in Xn and in B((R
d)n). The arguments similar to those in [4, p. 436]
show that the solution to the Cauchy problem (19) in Xn with arbitrary initial
values k
(n)
0 ∈ Xn exists and is unique provided f
(n)
t is constructed recurrently
via the solution to the same Cauchy problem (19) for n− 1.
To study the ergodic properties of the solution to the system (19) in
Banach spaces (Xn)n≥1 we assume that initial data belong to the following
admissible class of functions. We denote this class as Kadm. It is defined by
Kadm = ∪̺>0Kadm(̺),
where Kadm(̺) consists of functions k : Γ0 → R+ such that
k(0) ≡ 1, k(1) ≡ ̺, (22)
k(n) = ̺n + r(n), n ≥ 2. (23)
Here, r(n) ∈ Xn is a symmetric function satisfying for all (x1, . . . , xn) ∈ (R
d)n
r(n)(x1, . . . , xn) ≤ DC
n−1((n− 1)!)2
n∑
i, j=1
i 6=j
r
(n)
ij (xi − xj), (24)
where r
(n)
ij : R
d → R+, 1 ≤ i, j ≤ n, i 6= j are some functions such that
r
(n)
ij ∈ L
1(Rd), rˆ
(n)
ij ∈ L
1(Rd), (25)
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and C, D are some positive constants.
In particular, it follows from the above conditions that both r
(n)
ij and its
Fourier transform rˆ
(n)
ij are bounded continuous functions vanishing at infinity.
As a result,
|k(n)(x1, . . . , xn)− ̺
n| = |r(n)(x1, . . . , xn)| → 0, (26)
whenever |xi − xj | → ∞ for all i 6= j. Note that the similar estimates for
correlation functions were obtained for low density gases in [3].
According to the above mentioned scheme the invariant measures of the
contact process belonging to the class M1corr(Γ) are described in terms of
the corresponding correlation functions {k(n)}n≥0 as positive solutions to the
following system:
Lˆ∗nk
(n) + f (n) = 0, n ≥ 1, k(0) ≡ 1, (27)
where Lˆ∗n, f
(n) are defined as in (20)-(21).
In the sequel, we say that k : Γ0 → R solves the system (27) in the
Banach spaces (Xn)n≥1 if the corresponding k
(n) ∈ Xn, n ≥ 1 and {k
(n)}n≥0
solves (27).
We prove the existence of a solution to the system (27) in the Banach
spaces (Xn)n≥1, which has a specified asymptotic whenever |xi−xj | → ∞ for
all i 6= j. Moreover, we show that the solutions to the Cauchy problem (19)
with initial correlation functions belonging to Kadm converge to the solutions
of (27) as time tends to infinity. These results are stated in the following
theorem.
Theorem 2.1. Let d = 1, 2. Assume that the dispersal kernel of the contact
model satisfies conditions (4)-(7). Then the following assertions hold.
(i) For any positive constant ̺ > 0 there exists a unique probability mea-
sure µ̺ on Γ such that its correlation function k̺ : Γ0 → R+ solves (27)
in the Banach spaces (Xn)n≥1, the corresponding system {k
(n)
̺ }n≥1 satisfies
k
(1)
̺ ≡ ̺ and
|k(n)̺ (x1, . . . , xn) − ̺
n| → 0, whenever |xi − xj | → ∞ for all i 6= j. (28)
Moreover, there exist positive constants C, D such that
k(n)̺ (x1, . . . , xn) ≤ DC
n(n!)2 for all (x1, . . . , xn) ∈ (R
d)n. (29)
(ii) Let {k
(n)
t }n≥1 be the solution to (19) with initial value from Kadm in
the Banach spaces (Xn)n≥1. Then, there exists ρ > 0 such that
‖k
(n)
t − k
(n)
̺ ‖Xn → 0, t→∞, ∀n ≥ 1. (30)
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3 The proof of Theorem 2.1 (i). Stationary
problem.
In this section we prove the first part of Theorem 2.1 using the induction in
n ∈ N. For n = 1 in (27) we have
− k(1)(x) +
∫
Rd
a(x− y)k(1)(y)dy = 0. (31)
It follows immediately that k(1) ≡ ̺ is an element of X1 and it solves (31).
We notice that ̺ can be interpreted as the spatial density of particles. To
solve the equation (27) for the case n = 2 in X2 we need the following lemma.
Lemma 3.1. Conditions (5) - (7) imply∫
Rd
|aˆ(p)| dp
2− aˆ(p)− aˆ(−p)
< ∞. (32)
Proof. Using the same arguments as in [15, §10.5, Lemma 10.18] we conclude
from (6) - (7) that for all 0 < α < 2 and for d = 1, 2:
aˆ(p) + aˆ(−p) = 2− c1|p|
α + o(|p|α) as |p| → 0 (33)
where c1 is some constant. In addition, aˆ(p) ∈ C(R
d), |aˆ(p)| < 1 for all p 6= 0,
and aˆ(p) → 0 for |p| → ∞. Thus |1− aˆ(p)| is separated from 0 for |p| > ǫ for
any ǫ > 0. This implies that∫
|p|≤1
|aˆ(p)| dp
2− aˆ(p)− aˆ(−p)
< ∞. (34)
The convergence of the integral in (32) follows now from (34) and regularity
condition (5) at infinity.
Recall, that the equation (27) for n = 2 has form
Lˆ∗2k
(2) + f (2) = 0. (35)
Here
f (2)(x1, x2) = ̺(a(x1 − x2) + a(x2 − x1)). (36)
and the operator Lˆ∗2 = L
(1) + L(2), where
L(1)k(2)(x1, x2) =
∫
Rd
a(x1 − y)k
(2)(y, x2)dy − k
(2)(x1, x2), (37)
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L(2)k(2)(x1, x2) =
∫
Rd
a(x2 − y)k
(2)(x1, y)dy − k
(2)(x1, x2). (38)
Using the translation invariant property of the searched solution we get
k(2)(x1, x2) = k
(2)(x1 − x2, 0) := u
(2)(x1 − x2)
In terms of the function u(2), the equation (35) has now the following form∫
Rd
a(x− y)u(2)(y)dy +
∫
Rd
a(y − x)u(2)(y)dy − 2u(2)(x)
= −̺(a(x) + a(−x)).
(39)
It is easy to check that the solution to this equation in the space B(Rd) always
exists. Indeed, taking into account Lemma 3.1, we see at once that
u(2)(x) :=
̺
(2π)d
∫
Rd
ei(p,x)
aˆ(p) + aˆ(−p)
2− aˆ(p)− aˆ(−p)
dp (40)
solves (39) and it is an element of B(Rd). Moreover, for any constant A ∈ R
the function
k(2)(x1, x2) := u
(2)(x1 − x2) + A
solves (35) and it is an element of X2.
Now let us turn to the general case. If for any n > 1 we succeed to solve
equation (27) and express k(n) through f (n), then knowing the expression of
f (n) through k(n−1) (see (20)), we get the solution {k(n)}n≥1 to the full system
(27) recurrently.
Recalling the definition of the norm on Xn, n ≥ 1, we see that |f | ≤ |g|
implies
||f || ≤ ||g||, for all f, g ∈ Xn.
These properties make the space Xn a Banach lattice.
Lemma 3.2. The operator etLˆ
∗
n is positive on the Banach lattice Xn.
Proof. It is evident that
Aik(n)(x1, . . . , xn) :=
∫
Rd
a(xi − y)k
(n)(x1, . . . , xi−1, y, xi+1, . . . , xn)dy.
is positive and bounded on Xn for any 1 ≤ i ≤ n. Taking into account
Lˆ∗n =
n∑
i=1
Li, etLˆ
∗
n = ⊗ni=1e
tLi , etL
i
= e−tetA
i
,
12
where
Lik(n)(x1, . . . , xn) =
∫
Rd
a(xi − y)k
(n)(x1, . . . , xi−1, y, xi+1, . . . , xn)dy
− k(n)(x1, . . . , xn).
(41)
we get the desired conclusion.
Next we will construct a solution to the system (27) satisfying (28)-(29).
As follows from (20), the function f (n) is the sum of functions of the form
fi,j(x1, . . . , xn) = k
(n−1)(x1, . . . , xˇi, . . . , xn)a(xi − xj), i 6= j. (42)
We suppose by induction that
k(n−1)(x1, . . . , xn−1) ≤ Kn−1, for all (x1, . . . , xn−1) ∈ (R
d)n−1, n ≥ 2,
where Kn = DC
n(n!)2, and D,C are some constants. Consequently,
fi,j(x1, . . . , xn) ≤ Kn−1a(xi − xj), (x1, . . . , xn) ∈ (R
d)n−1. (43)
Using the positivity of the operator etLˆ
∗
n and (43) we have(
etLˆ
∗
nfi,j
)
(x1, . . . , xn) ≤ Kn−1
(
etLˆ
∗
na(·i − ·j)
)
(x1, . . . , xn). (44)
An easy observation etL
i
1 = 1 , ∀i = 1, . . . , n, 1 (x) ≡ 1, shows(
etLˆ
∗
na(·i − ·j)
)
(x1, . . . , xn) =
(
et(L
i+Lj)a(·i − ·j)
)
(x1, . . . , xn). (45)
Note that the latter function depends only on variables xi and xj . Indeed, it
follows from the identity
[(Li+Lj)a(·i−·j)](x1, . . . , xn) = (a∗a)(xi−xj)+(a∗a)(xj−xi)−2a(xi−xj),
where the symbol ∗ stands for the convolution of functions.
Set
Lv(x) := (a ∗ v)(x) + (a ∗ v)(−x)− 2v(x).
Clearly, the operator L is bounded in L1(Rd) and if, additionally, vˆ ∈ L1(Rd)
then
etL v(x) =
1
(2π)d
∫
Rd
ei(p, x)et(aˆ(p)+aˆ(−p)−2)vˆ(p)dp. (46)
Moreover,
[(Li + Lj)a(·i − ·j)](x1, . . . , xn) = La(xi − xj)
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and thus
et(L
i+Lj)a(·i − ·j)(x1, . . . , xn) = e
tL a(xi − xj). (47)
Using (4)-(5), (8), and (44)-(47) we conclude
||etLˆ
∗
nfi,j||Xn ≤
Kn−1
(2π)d
∫
Rd
et(aˆ(p)+aˆ(−p)−2)|aˆ(p)|dp→ 0, t→∞. (48)
The latter convergence is due to the Lebesgue dominated convergence theo-
rem.
We next show that etLˆ
∗
nfi,j is integrable with respect to t onR+. According
to (48)
v
(n)
i,j =
∫ ∞
0
etLˆ
∗
nfi,j dt ≤
ZKn−1
(2π)d
, (49)
where
Z =
∫ ∞
0
∫
Rd
et(aˆ(p)+aˆ(−p)−2)|aˆ(p)|dpdt ≤
∫
Rd
|aˆ(p)|
2− aˆ(p)− aˆ(−p)
dp <∞ (50)
due to the Fubini theorem and Lemma 3.1.
Our next goal is to show that
k(n) =
∑
i 6=j
v
(n)
i,j =
∫ ∞
0
etLˆ
∗
nf (n)
is a solution to (27) in Xn. It is easily seen from (49) and induction procedure
that k(n) ∈ Xn. Since e
tLˆ∗n is a strongly continuous semigroup we have
etLˆ
∗
nf (n) − f (n) = Lˆ∗n
∫ t
0
esLˆ
∗
nf (n)ds.
A passage to the limit as t → ∞ together with (48) shows that k(n) is a
solution to (27) in Xn.
Since the function f (n) is the sum of functions fi,j, i 6= j we deduce that
k(n) is bounded by Cn2Kn−1 for some C > 0. Thus we get the recurrence
inequality
Kn ≤ Cn
2Kn−1, (51)
and by induction it follows that
Kn ≤ C
n (n!)2. (52)
Thus
k(n)(x1, . . . , xn) ≤ C
n (n!)2. (53)
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Moreover, using (44)-(47) we have
v
(n)
i,j (x1, . . . , xn) =
∫ ∞
0
(
etLˆ
∗
nfi,j
)
(x1, . . . , xn)dt
≤
Kn−1
(2π)d
∫ ∞
0
∫
Rd
et(aˆ(p)+aˆ(−p)−2)aˆ(p) eip(xi−xj)dpdt.
(54)
Integrability of the function et(aˆ(p)+aˆ(−p)−2)|aˆ(p)| and the Lebesgue-Riemann
lemma imply that the function v
(n)
i,j satisfies the following condition:
v
(n)
i,j (x1, . . . , xn) → 0 if |xi − xj | → ∞. (55)
Consequently,
k(n)(x1, . . . , xn) =
∑
i 6=j
v
(n)
i,j (x1, . . . , xn) → 0, (56)
whenever |xi − xj | → ∞ for all i 6= j. Eventually, we have constructed
{k(n)}n≥1 satisfying estimate (53) and condition (56).
Of course, any functions of the form
k(1) ≡ ̺, k(n)(x1, . . . , xn) =
∞∫
0
etLˆ
∗
nf (n)(x1, . . . , xn) dt + An, n ≥ 2
where An are arbitrary constants, are solution to the system (27) too. Among
different An we have to find such constants An for which
|k(n)(x1, . . . , xn) − ̺
n| → 0, whenever |xi − xj | → ∞ (57)
for all i 6= j. Taking An = ̺
n we conclude that
k(1)̺ ≡ ̺, k
(n)
̺ =
∞∫
0
etLˆ
∗
nf (n)dt + ̺n, n ≥ 2 (58)
is the wanted solution to (27) in the Banach spaces (Xn)n≥1. To emphasize
the dependence of f (n) on ̺, we will sometimes use notation f
(n)
̺ for f (n). It
is clear that the last term in (58) vanishes under the action of Lˆ∗n, and (57)
holds because of (55). For the solutions {k
(n)
̺ }n≥1 instead of (51) we have
the recurrence
Kn ≤ Cn
2Kn−1 + ̺
n, (59)
which yields
Kn ≤ DC
n(n!)2. (60)
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To be certain that the constructed system {k
(n)
̺ }n≥1 is a system of cor-
relation functions, i.e., it corresponds to a probability measure µ̺ on the
configuration space Γ, we will prove in the next section that {k
(n)
̺ }n≥1 can
be constructed as the limit when t → ∞ of the system of correlation func-
tions {k
(n)
t }n≥1 associated with the solution to the Cauchy problem (19) with
corresponding initial data from Kadm.
4 The proof of Theorem 2.1 (ii).
In this section we find the solution to the Cauchy problem (19), (22) - (25)
and prove the relation (30) using the method of mathematical induction. By
the variation of parameters formula we have
k
(n)
t = e
tLˆ∗nk
(n)
0 +
t∫
0
e(t−s)Lˆ
∗
nf (n)s ds, (61)
where f
(n)
s is expressed through k
(n−1)
s by (20). Using the identity
Lˆ∗nk
(n)
̺ = −f
(n)
̺ ,
where
f (n)̺ (x1, . . . , xn) =
∑
i,j: i 6=j
k(n−1)̺ (x1, . . . , xˇi, . . . , xn) a(xi − xj),
we get
(
etLˆ
∗
n − E
)
k(n)̺ = −
t∫
0
d
ds
e(t−s)Lˆ
∗
nk(n)̺ ds = −
t∫
0
e(t−s)Lˆ
∗
nf (n)̺ ds,
and therefore
k
(n)
t − k
(n)
̺ = e
tLˆ∗n(k
(n)
0 − k
(n)
̺ ) +
t∫
0
e(t−s)Lˆ
∗
n(f (n)s − f
(n)
̺ ) ds. (62)
We will prove now that both terms in the right-hand side of (62) converge
to 0 in the norm of Xn.
The identity (23) and the inversion formula (58) yield
etLˆ
∗
n
(
k
(n)
0 − k
(n)
̺
)
= etLˆ
∗
n
(
r(n) − v(n)
)
= etLˆ
∗
nr(n) − etLˆ
∗
nv(n), (63)
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where
v(n) =
∫ ∞
0
esLˆ
∗
nf (n)̺ ds. (64)
We consider terms etLˆ
∗
nv(n) and etLˆ
∗
nr(n) in (63) separately.
The first term can be estimated using the inequality in (48) and bound
(60). As a result, we get ∣∣∣(etLˆ∗n v(n)) (x1, . . . , xn)∣∣∣
≤
DCn−1((n− 1)!)2
(2π)d
∑
i,j: i 6=j
∫
Rd
∫ ∞
0
e(t+s)(aˆ(p)+aˆ(−p)−2)|aˆ(p)|dsdp
≤
DCn−1(n!)2
(2π)d
∫
Rd
et(aˆ(p)+aˆ(−p)−2)
|aˆ(p)|
2− aˆ(p)− aˆ(−p)
dp
Due to the Lebesgue dominated convergence theorem and Lemma 3.1 the
latter integral converges to zero as t tends to ∞. Hence,
||etLˆ
∗
n v(n)||Xn → 0, t→∞.
The second term etLˆ
∗
nr(n) in (63) can be handled in much the same way,
if instead of |aˆ(p)|
2−aˆ(p)−aˆ(−p)
we consider
|rˆ
(n)
ij (p)|
2− aˆ(p)− aˆ(−p)
with rˆ
(n)
ij (p) ∈ L
1(Rd).
Our next goal is to show that
t∫
0
e(t−s)Lˆ
∗
n(f (n)s − f
(n)
̺ ) ds → 0 (65)
in sup-norm when t→∞. To this end we use the induction with respect to
n. The base case of induction is satisfied since
k
(1)
0 (x) = k
(1)
t (x) ≡ k
(1)
̺ (x) = ̺. (66)
Let us assume induction step
‖k
(n−1)
t − k
(n−1)
̺ ‖Xn−1 → 0 as t→∞, n > 2. (67)
The latter convergence implies that
‖k
(n−1)
t ‖Xn−1 ≤ Mn−1 for all t ≥ 0 (68)
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with some positive constant depending only on n. Indeed, the operator Lˆ∗n is
bounded and the function a is bounded, hence the norm of the solution k
(n)
t
of the problem (19) (with any bounded for l ≤ n initial data) is evidently
bounded on any compact time interval [0, τ ]. On the other hand, for any
ε > 0 there exists τ such that for all t > τ the norm ‖k
(n−1)
t −k
(n−1)
̺ ‖Xn−1 < ε
by (67). Thus the bound (68) is proved.
From (67) and (20) it follows that
‖f
(n)
t − f
(n)
̺ ‖Xn → 0 as t→∞. (69)
To estimate the integral (65) we rewrite it as a sum τ∫
0
+
t∫
τ
 esLˆ∗n(f (n)t−s − f (n)̺ ) ds. (70)
Let us estimate the second integral in (70) using Lemma 3.2:∣∣∣∣∫ t
τ
esLˆ
∗
n(f
(n)
t−s − f
(n)
̺ )ds
∣∣∣∣ ≤ ∫ t
τ
esLˆ
∗
n(|f
(n)
t−s|+ |f
(n)
̺ |) ds
≤ (Mn−1 + ‖k
(n−1)
̺ ‖Xn−1)
∫ t
τ
esLˆ
∗
n
∑
i 6=j
a(·i − ·j) ds.
(71)
Then using the same arguments as above we conclude that it will be sufficient
to estimate for any pair i 6= j the following integral
t∫
τ
∫
Rd
es(aˆ(p)+aˆ(−p)−2)|aˆ(p)| dp ds ≤
∞∫
τ
∫
Rd
es(aˆ(p)+aˆ(−p)−2)|aˆ(p)| dp ds (72)
Since the integral
∞∫
0
∫
Rd
es(aˆ(p)+aˆ(−p)−2)|aˆ(p)| dp ds =
∫
Rd
|aˆ(p)|
2− aˆ(p)− aˆ(−p)
dp (73)
converges, then the integral (72) tends to 0 when τ →∞. Consequently we
can take τ in such a way that (72) is less than ε, and then (71) is less than
Cnε for some Cn and any t > τ .
Finally let us estimate the first integral in (70) for a given τ :
τ∫
0
esLˆ
∗
n(f
(n)
t−s − f
(n)
̺ ) ds. (74)
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From (69) it follows that we can choose t0 > τ such that for t > t0 the
following estimate holds
‖f
(n)
t−τ − f
(n)
̺ ‖Xn <
ε
τ
.
Consequently the norm of (74) is less than ε. Finally, for t > t0 the integral
in (65) is less than (Cn + 1)ε in sup-norm and convergence (65) as well as
(30) is proved.
Thus we proved the strong convergence (30), and the proof of the second
part of Theorem 1 is completed.
The final step of the proof of the first part of Theorem 1 is to show that the
system of correlation functions {k
(n)
̺ } corresponds to a probability measure
µ̺ on the configuration space Γ. We will use here the following Proposition
summarizing results of two papers [16] and [17] of A. Lenard.
Proposition 4.1. (see [16], [17]) If the system of correlation functions {k(n)}
satisfies Lenard positivity and moment growth conditions then there exists a
unique probability measure µ ∈ M1fm(Γ), locally absolutely continuous with
respect to a Poisson measure, whose correlation functions are exactly {k(n)}.
For the convenience of the reader we formulate these conditions below.
Lenard positivity. KG ≥ 0 for any G ∈ Bbs(Γ0) implies
∞∑
n=0
1
n!
∫
Rd
. . .
∫
Rd
G(n)(x1, . . . , xn)k
(n)(x1, . . . , xn)dx1 . . . dxn ≥ 0. (75)
Moment growth. For any bounded set Λ ⊂ Rd and j ≥ 0
∞∑
n=0
(mΛn+j)
− 1
n = ∞, (76)
where
mΛn = (n!)
−1
∫
Λ
. . .
∫
Λ
k(n)(x1, . . . , xn)dx1 . . . dxn.
In our case it follows from (60) that
(
mΛn
)− 1
n ≥ C˜
n
. Thus condition (76)
of the uniqueness holds. To obtain the Lenard positivity condition (75) we
use that {k
(n)
̺ } was constructed as the limit when t → ∞ of the system
of correlation functions {k
(n)
t } associated with the solutions of the Cauchy
19
problem (19) with initial data satisfying (22) - (25) and corresponding to
some measure µ0 ∈M
1
corr(Γ) (e.g. the Poisson measure):
k(n)̺ = lim
t→∞
k
(n)
t . (77)
Using results from [10] (Proposition 4.4 and Corollary 4.1) we can conclude
that for any t > 0 the solution {k
(n)
t } of the Cauchy problem (19), (22)-(25)
satisfies condition (75) of Lenard positivity, see Appendix for the detailed
proof of this important statement. Consequently, the limit system of corre-
lation functions k
(n)
̺ also satisfies the Lenard positivity condition (75).
Thus Proposition 4.1 implies that there exists a unique probability mea-
sure µ̺ ∈ M1corr(Γ), locally absolutely continuous with respect to a Poisson
measure π̺, whose correlation functions are {k
(n)
̺ }. This completed the proof
of Theorem 2.1.
5 Concluding remarks.
Remark 5.1. Law of large numbers. Theorem 2.1 implies the law of large
numbers for the number of particles, i.e. the existence of the spatial density
of particles:
N(V )
|V |
→ ̺, as |V | → ∞,
with convergence in probability.
Proof. Let us define the random variable
N(V )(γ) =
∑
x∈γ
χ
V
(x), χ
V
is the characteristic function of V,
equals to the number of particles in the domain V ⊂ Rd. By the definition
of correlation functions we have
E[N(V )] =
∫
Rd
χV (x)k
(1)
̺ (x)dx =
∫
V
k(1)̺ (x)dx = ̺|V |, where |V | = vol V.
Analogously,
E[N(V )(N(V )− 1)] =
∫
V
∫
V
k(2)̺ (x1, x2)dx1dx2.
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So the variance of N(V ) equals to
V ar(N(V )) =
∫
V
∫
V
k(2)̺ (x1, x2)dx1dx2 + ̺|V | −
(
̺|V |
)2
, (78)
and
V ar
(N(V )
|V |
)
=
1
|V |2
∫
V
∫
V
(
k(2)̺ (x1, x2)− ̺
2
)
dx1dx2 +
̺
|V |
. (79)
Theorem 2.1 implies the correlation decay
|k(2)̺ (x1, x2) − ̺
2| → 0,
when |x1 − x2| → ∞. Consequently both terms in (79) tend to 0 when
|V | → ∞, and the direct application of the Chebyshev inequality gives the
convergence of N(V )
|V |
to ̺ in probability.
Remark 5.2. We can include a possibility for particles to jump. The analo-
gous model has been considered earlier in [11]. More precisely, let us consider
the following heuristic generator L + LJ , where L was defined by (3) and
LJF (γ) =
∫
Rd
∑
x∈γ
J(x− y)
(
F ((γ \ x) ∪ y)− F (γ)
)
dy
Then in Lemma 3.1 it will appear in the denominator
2 − aˆ(p) − aˆ(−p) + Jˆ(0) − Jˆ(p), Jˆ(0) =
∫
Rd
J(u)du,
instead of 2−aˆ(p)−aˆ(−p), and, hence, integrability (32) for any a is satisfied
provided the jump kernel J has heavy tails.
The interpretation of this effect is the following: if individuals of a pop-
ulation have possibility to choose between breeding and emigration far from
their homeland, then in the critical regime the density of clusters is decaying
enough establishing regular pair correlation.
Remark 5.3. Let k
(n)
0 (x1, . . . , xn) = ̺
n, and one of the following two condi-
tions holds:
A1) a(x) ∼
1
|x|α+1
as |x| → ∞ with 1 ≤ α < 2 in the case d = 1,
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or
A2)
∫
Rd
|x|2a(x)dx <∞ in the case d = 1, 2.
Then
k
(2)
t (0, 0)→∞ as t→∞. (80)
Proof. Using (20) we have for any t ≥ 0:
f
(2)
t (x1, x2) = ̺(a(x1 − x2) + a(x2 − x1)).
Since the operator L∗n annihilate constants, then we get from (61)
k
(2)
t (x1 − x2, 0) = e
tLˆ∗
2̺2 +
t∫
0
e(t−s)Lˆ
∗
2f (2)s (x1, x2)ds
= ̺
t∫
0
esLˆ
∗
2(a(·1 − ·2) + a(·2 − ·1))(x1, x2)ds+ ̺
2.
(81)
If x1 = x2, then
k
(2)
t (0, 0) = ̺
t∫
0
∫
Rd
es(aˆ(p)+aˆ(−p)−2) (aˆ(p) + aˆ(−p))dsdp+ ̺2.
If condition A1 is fulfilled, then decomposition (33) from the proof of Lemma
3.1 implies∫
Rd
es(aˆ(p)+aˆ(−p)−2) (aˆ(p) + aˆ(−p))dp ∼ s−1/α as s→∞,
and since
t∫
0
s−1/αds→∞ (t→∞) for 1 ≤ α < 2, then we obtain (80).
Under condition A2 we get
aˆ(p) + aˆ(−p) = 2− c1|p|
2 + o(|p|2) as |p| → 0,
and ∫
Rd
es(aˆ(p)+aˆ(−p)−2) (aˆ(p) + aˆ(−p))dp ∼ s−d/2 as s→∞.
Consequently in the case d = 1, 2 we again obtain (80). The similar estimates
yield that k
(2)
t (0, x)→∞ for any x as t→∞.
The growth (in n) of correlation functions shows a presence of strong
clustering in the system. For dispersal kernels with short range these clusters
become so dense that the pair correlation function grows to infinity as t→∞.
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6 Appendix.
Partially following [14] we provide the explicit explanation why the functions
k
(n)
t constructed in Section 4 are Lenard positive, i.e. satisfy (75). The main
difference with [14] is that here we deal only with the contact process on the
space Γ0 of finite configurations. We show first that for any starting point
γ ∈ Γ0 the contact process exists as a Markov process in Γ0. The formal
generator L can be interpreted as a generator of a Markov process on the
space Γ0 of finite configurations, i.e. finite subsets γ ⊂ R
d,
Lf(γ) = 2|γ|
{∫
Γ0
f(γ′)Q(γ, dγ′)− f(γ)
}
, (82)
where |γ| is the number of points in the configuration γ. The transition
kernel Q(γ, dγ′) on Γ0 takes the form:
Q(γ, dγ′) =
1
2|γ|
{∑
x∈γ
δγ\x(dγ
′) +
∑
y∈γ
∫
Rd
a(x− y)δγ∪x(dγ
′)dx
}
. (83)
An application of the jump Markov processes theory gives us the existence
of a probability space (Ω,P,F) and a Markov process γ(t) ∈ Γ0, t < τ∞ with
the generator (82), where τ∞ is the life time of the process (τ∞ is a random
time when the number of particles of γ(t) becomes infinite). It is easy to see
the regularity of the process, i.e. that
P
(
τ∞ = +∞
)
= 1. (84)
Indeed, for the function |γ| : Γ0 → N ∪ 0 we get L|γ| = 0. We have the
representation
|γ(t)| = |γ(0)|+
t∫
0
L|γ(s)|ds+Mt, (85)
where Mt and so |γ(t)| are local martingales with the localizing sequence of
optional times (stopping times) τN = inf{t : |γ(t)| ≥ N}. From the theory
of branching processes it is known that
P{τN ≤ t} ≤ C(t)(1− e
−t)N (86)
(it is sufficient to consider a pure birth process with the birth rate equal to
1, see [5], Chapter VII, Sec. 5). Since P(τ∞ ≤ t) ≤ P(τN ≤ t) ∀N ∈ N, then
(86) implies P(τ∞ <∞) = 0, and the regularity (84) holds. Moreover
Nk Pr{τN ≤ t} → 0 for any k > 0 when N →∞,
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and using Proposition 1.8 from [2] we conclude that the local martingale
|γ(t)| is a martingale.
We will give now a constructive description of this process. Namely, for a
given configuration γ(0) = γ, |γ| <∞, the contact process started from γ has
the following structure. For any point y ∈ γ there is the rate of birth λb and
the rate of death λd. In the critical regime λb = λd. We put here λb = λd = 1.
As a result of birth the point y creates a new point of a configuration in a
random position x ∈ Rd. The distribution density of x equals to a(x − y).
The parent y remains to exist after the birth and can produce new offsprings.
The total number |γ(t)| of points is an integer-valued birth and death process,
i.e. the Markov process on integers n ∈ N ∪ {0} with the rates λd · n for the
transition n → n − 1 and λb · n for n → n + 1. This process is defined for
all t > 0 and E|γ(t)| = |γ(0)| in the critical case or E|γ(t)| = e(λb−λd)t|γ(0)|
in the general case. The number of transitions of the process γ(t) on any
time interval [0, t] is a.s. finite. For simplicity we assume that a(x) has a
compact support. The general case can be considered using approximation
arguments from [10], Corollary 4.1. At time t any point of configuration γ(t)
is a descendant of one of the points of the initial configuration γ(0).
Let the initial configuration γ ∈ Γ0 be random and it has a probabil-
ity distribution µ0 ∈ M
1
corr(Γ0) such that the correlation functions k
(n)
0 are
bounded for each n = 1, 2, . . .. We suppose that the random variable |γ|,
which is equal to the number of particles at time t = 0 has all finite mo-
ments. Then from the theory of branching random processes it follows that
the same holds for |γ(t)| at any t > 0. We denote by µt the distribution of
configurations γ(t) ∈ Γ0. The contact process on Γ0 with the starting con-
figuration γ ∈ Γ0 can be interpreted as a probability measure on the space
of finite forests, i.e. the finite sets of trees in space-time (trajectories of the
process).
In addition to the existence of the Markov process µt on Γ0 we need to
prove the existence and boundedness of correlation functions corresponding
to measures µt at any time t > 0. Also we have to show that the correlation
functions satisfy the differential equations (19).
From the construction of the contact Markov process γ(t) ∈ Γ0 by the
same reason as above (with the same localizing sequence τN) applying Propo-
sition 1.8 from [2] we conclude that the random function
f(γ(t))−
t∫
0
(
Lf
)
(γ(s)) ds (87)
is a martingale for f = KG, where G ∈ Bbs(Γ0), L is a formal generator
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given by (3), the mapping K was defined in (9) and f is restricted to Γ0, i.e.
f(γ) =
∑
η⊆γ
G(η), γ, η ∈ Γ0.
Consequently we have
µt(f)−
t∫
0
µs
(
Lf
)
ds = µ0(f) (88)
for f = KG, i.e.
µt(KG)−
t∫
0
µs
(
LKG
)
ds = µ0(KG). (89)
As it was mentioned above |γ(t)| has all finite moments for arbitrary t ≥ 0.
The latter fact means that the correlation measure ρt corresponding to the
probability measure µt by the formula
ρt(G) = µt(KG), G ∈ Bbs(Γ0) (90)
exists, and ρt is finite.
It follows from (3) and (9) that if G ∈ Bbs(Γ0) then KLˆG = LKG is
defined and LˆG ∈ Bbs(Γ0). This implies
µt(KG)−
t∫
0
µs
(
KLˆG
)
ds = µ0(KG) (91)
or equivalently,
ρt(G)−
t∫
0
ρs
(
LˆG
)
ds = ρ0(G). (92)
The equation (92) is a weak form of the equation (19) in terms of correlation
measures. From (92) it follows that ρt(G) is a continuous function of t for
any G and we can rewrite (92) as a Cauchy problem
dρt(G)
dt
= ρt(LˆG) with a given ρ0(G) for t = 0.
It should be noted that the above reasoning is valid not only for G ∈ Bbs(Γ0),
but also for the functions G of the form G = (G1, . . . , GN) with some N > 0,
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where each Gn, 1 ≤ n ≤ N , is a bounded measurable function of space
variables, e.g. G = (G1), G1 ≡ 1 corresponds to KG = |γ|.
Next we use the Holmgren’s principle, see [19], to prove that the solution
of (92) coincides with the strong solution of (19). Notice, that if the initial
data k
(n)
0 ∈ L
1((Rd)n), then we obtain that k
(n)
t ∈ L
1((Rd)n) for the strong
solution of equation (19) at any t > 0. Here we apply the same reasoning as
above in Remark 2.3. Let us consider the adjoint equation ∂G
∂t
= LˆG where Lˆ
is defined in (18). We consider this equation on the space of finite sequences
G1, . . . , GN of bounded (in space variables) functions for some N > 0 (here
Gn = 0 for n > N by definition). An existence of the solution of the adjoint
equation follows from the direct calculation. Then the Holmgren’s principle
says that the uniqueness of the solution of (92) in the space of finite measures
follows from the existence of the solution in the space of bounded functions
for the adjoint equation. Therefore, being unique the weak solution ρt has
to be absolutely continuous with respect to the Lebesgue-Poisson measure,
and the corresponding density kt a.e. coincides with the strong solution of
(19). Since the weak solution corresponds to the evolution of measure and
thus satisfies the Lenard positivity condition, then the same is valid for the
strong solution as well.
Now we proceed to the case when the initial correlation functions k
(n)
0
correspond to a measure µ0 on Γ (not on Γ0). Let us consider a sequence
of expanding balls Br ⊂ R
d (r → ∞) centered at 0. Then for any set of
initial conditions k
(n)
0 corresponding to some initial measure µ0 ∈ M
1
corr(Γ)
we define
k
(n)
0,Br
(x1, . . . , xn) = k
(n)
0 (x1, . . . , xn)
n∏
i=1
χBr(xi),
where χB is the indicator of B. The set of functions k
(n)
0,B corresponds to
a measure µ0,B on Γ0 which is a direct image of the measure µ0 under the
restriction map γ → γ∩B. If the initial conditions k
(n)
0 are bounded in space
variables, then the time evolution k
(n)
t,B of the set k
(n)
0,B via (19) corresponds to
the measure µt,B, that is the time evolution of the measure µ0,B on Γ0. Thus
the set k
(n)
t,B is Lenard positive. To prove that the solution k
(n)
t of the Cauchy
problem (19) is Lenard positive it is sufficient to verify that
k
(n)
t,Br
→ k
(n)
t as r →∞ (93)
provided that k
(n)
t,B are bounded uniformly in B.
To prove (93) we use the special property of monotonicity of equation
(19). Namely, if
k
(n)
0 (x1, . . . , xn) ≤ k˜
(n)
0 (x1, . . . , xn),
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then
k
(n)
t (x1, . . . , xn) ≤ k˜
(n)
t (x1, . . . , xn) for any t > 0
for the considered bounded solutions of (19). This property follows from
Lemma 3.2 (it is connected with the special feature of the contact process,
when the mortality rate does not depend on the population density). Con-
sequently we get
k
(n)
t,B1
(x1, . . . , xn) ≤ k
(n)
t,B2
(x1, . . . , xn) ≤ k
(n)
t (x1, . . . , xn) (94)
for all B1 ⊂ B2. Since k
(n)
0,B are bounded for any n and B, then k
(n)
t,B are also
bounded for all B and t ∈ (0, T ), see [10], Prop. 4.4. Using monotonicity in
B and boundedness (94) we conclude that there exists a pointwise limit
lim
r→∞
k
(n)
t,Br
= k¯
(n)
t .
The set of functions k¯
(n)
t is Lenard positive, and it remains to prove that
k¯
(n)
t = k
(n)
t , where k
(n)
t is a solution of the Cauchy problem (19) with ini-
tial data k
(n)
0 . If we rewrite (19) as the integral equation on [0, T ] and use
the Lebesgue’s dominated convergence theorem we conclude that k¯
(n)
t is a
solution of (19). The uniqueness of the solution in B((Rd)n) implies that
k¯
(n)
t = k
(n)
t .
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