A common practice in pattern recognition is to classify an unknown object by matching its feature vector with all the feature vectors stored in a database. When the number of class types and the set of stored entities are both large, it is essential to speed up the matching process. This can be achieved more effectively by eliminating unlikely candidates, rather than impossible candidates, from the process. We propose two methods for this purpose: one employs multiple trees, while the other employs a sub-vector matching technique. Both approaches use a learning procedure to estimate the optimal value of certain parameters. An online matching is then performed with a combination of the two methods, which matches candidates rapidly without sacrificing accuracy rates. The process is demonstrated by experiments in which we apply the proposed methods to handwriting recognition.
Introduction
Applications, including character recognition, face recognition, image retrieval, etc., have a common goal: to identify unknown objects by means of known objects. A general practice in these applications is to transform all known and unknown objects into numeric feature vectors. A database of known objects is established, and matching is performed by computing the distances between known and unknown objects. However, the speed of computation is affected by the comparison technique used. For example a brute force method compares an unknown object with all stored entities, which is time consuming when dealing with a large database.
Two types of approach can alleviate this computational burden, namely, the deterministic approach and the statistical approach. The former arranges stored entities in a certain way as a convenient reference for online computation. For example, Song et al. [1] propose the MRSA algorithm. They introduce a pyramid structure, in which data at a coarse level is derived by summing two neighboring feature values at a finer level. In such a structure, the distance between two objects at a coarse level is definitely smaller than at any finer level. Thus, computations at finer levels based on the results reached at some coarse levels can be dropped. Berman and Shapiro [2] [3] store both known objects and their distances to certain key objects. Then, online matching starts by computing the distances between unknown objects and key objects. Based on these values and the pre-stored values, one can eliminate the matching of unknown objects with many stored entities. Chen et al. [4] propose a winner-update strategy, whereby one feature value of the stored entity at a time is compared with the unknown object. The temporary winner among all the stored entities has the right to introduce its next feature value for comparison. This process continues until a stored object has introduced all of its feature values. A special data structure that this strategy can employ is a lower bound tree [5] in which each node of the tree stores a cluster, instead of a single piece of data. The matching is then made between unknown objects and cluster centers. All these methods ensure finding the nearest stored entity for each unknown object, and their computational speeds are acceptable for a database of modest size. However, for applications that store an extremely large number of entities, such as Chinese handwriting recognition, we need a better computing speed.
Using the statistical approach, on the other hand, Wang and Suen [6] [7] [8] propose the ISOETRP algorithm to build a decision tree classifier. A node in the tree is split into several sub-nodes, resulting in maximal entropy reduction and minimal overlap between pattern class groups. The goal is to decide the class type of an input sample when it reaches a leaf node, but there are exceptions to consider. In such cases, a few parameters must be determined by an offline procedure; however, it is not clearly specified how exactly this procedure should be conducted to obtain satisfactory values for the parameters.
In this paper, we are motivated by the application of handwriting recognition to propose two fast methods for vector matching. To save computation time in such applications, we have to reduce the number of unlikely candidates, rather than the number of impossible candidates. We therefore use the statistical approach, rather than the deterministic approach, to accelerate the computation.
The first method we propose is a variant of CART [9] or C4.5 [10] . It differs from previous approaches in two respects. First, it does not attempt to find the nearest pro-totype for each input character, but finds a small set of nearby prototypes, or a candidate list, instead. Second, it relies on multiple trees, instead of a single tree, to derive this set of prototypes. A crucial step in the associated training process is to determine the value of the parameter that affects the derivation of candidates from the multiples trees.
Our second proposed method matches sub-vectors in the intermediate steps, in which a sub-vector is derived from a full vector by adopting some, but not all, features from the latter. The key step in the associated training process is to determine the features used in sub-vector matching and also the thresholds used for filtering candidates.
The two methods we propose behave as follows. The tree method is fast, but has a high risk of excluding the nearest prototype from the candidate list when the list becomes short. In contrast, the sub-vector matching method has a lower risk of minimizing the candidate list, but at a higher computational cost. One way to maximize the benefits of both methods is to combine them as follows. First, we use the tree method to substantially reduce the number of candidates. We then apply the sub-vector method to the remaining candidates to find the nearest prototype.
The remainder of the paper is structured as follows. In Sections 2 and 3, we present the tree method and the sub-vector matching method respectively. The experiment results are described in Section 4. In Section 5, we present our conclusions.
Multiple-Tree Method
In this paper, we assume that a set of training samples and a prototype-generating algorithm (PGA) are given. A PGA generates prototypes out of training samples, both of which are labeled with class types.
Here, we describe the process for building a tree. All training samples, expressed as feature vectors, are assumed to enter a tree from its root. At this node, a feature of the input samples is examined. The process for determining the feature to be examined at each node of the tree is described below. For a given feature, say f, we want to determine a branch point to divide all the samples entering this node into two subsets. Samples whose f value falls below b will be assigned to the left branch and those whose f value falls above b to the right branch. The branch point chosen is the one that maximizes the decrease of impurity. As in [6] [7] [8] [9] [10] , we define the impurity of a set S of samples as
is the proportion of samples in S labeled as class type C. At a branch point b, the decrease of impurity is then defined as
Let I(b) denote the decrease of impurity at b. The branch point for the given feature f examined as this node is then set as )
(
To determine which feature type should be examined at the root, we compute b(f) for all possible feature types. We then decide to examine the feature as )) (
By dividing samples into two branches, we create a node for each branch. For each node, we repeat the above operations to decide the feature type and the branch point for this feature type. The choice of feature types for a node is limited to those that have not been examined on the path leading to that node. Thus, if a feature type is examined at the root, it will not be chosen for any nodes extending from it, or for any nodes extending from these nodes, and so on.
A few issues about our method must still be resolved. First, we need to know when to terminate the tree. Second, we need to grow multiple trees, instead of a single tree. Third, we need a mechanism for deriving candidates from the multiple trees.
With regard to the first problem, we do not want to grow a tree to very deep levels, since the deeper we go, the smaller the size of leaf nodes and the greater the risk of losing proper candidates. Suppose that the input samples are E-dimensional vectors and the total number of training samples is Z. To limit the total number of leaf nodes and therefore save memory space, we grow the tree up to level E/2+1, counting the root as level 1, so that more than half the number of features in the tree are examined. There are leaf nodes in the tree, and the average number of samples at each leaf node is U = It is not reasonable, however, to require that all paths stop at the same level, thereby leaving various leaf sizes as a result. Instead, we use U as the upper bound for the leaf size. Thus, if a node contains less than U samples, we do not further split it. . If the equality holds, the T sub-vectors do not share any features; otherwise, partial overlapping exists between them. The training samples are then split into T sets of sub-vectors and each set is input to a tree. When the tree-growing process is finished, we store at each leaf node the class types of samples reaching that node. Thus, even though we have a large set of training samples as input, we actu-ally store a much smaller number of entries in the multiple trees.
To derive candidates from multiple trees, we assume that a training sample is input to the multiple trees and falls within the leaf node L t at tree t, t = 1, 2, …, T. For each entry (class type) e stored at these leaf nodes, we define its vote count as the number of leaf nodes at which e is stored. We then take the candidate list as the set
The optimal value of v is determined by a cross-validation process. In this process, we break the training data into K equal-sized parts and proceed to conduct K trials. In each trial, we apply the PGA to K-1 parts of the data to obtain a set of prototypes. We also grow multiple trees from the same data. We then match the remaining part of the data, called validation data, with the prototypes to obtain the accuracy rate R prototype , defined as the proportion of validation data that matches in class type with the nearest prototypes. Likewise, we input the validation data into the multiple trees to obtain the accuracy rate R tree (v), defined as the proportion of validation data whose class types fall within Candidate_List(v). The optimal v in (4) is thus the largest v such that prototype tree
in all the K trials. It is possible that, in a certain scenario, (5) will not be satisfied by any values of v. If this occurs, we can either lower the value of T, i.e., the number of trees, and/or increase the value of U, i.e., the upper bound for a leaf size, so that we increase the number of entities stored in the leaf nodes. We continue this process until we find at least one value of v that satisfies (5) . This can always be achieved, since a single-node tree trivially meets (5) .
When the optimal value for v in (4) is determined, we apply the PGA to all training samples to obtain the final set of prototypes. This completes the training phase.
In the testing phase, we input a test sample into multiple trees, obtain candidate class types from them, and compute the vote count for each candidate. The prototypes we retrieve from these trees are those whose class types meet (4) for the optimal value of v.
Sub-Vector Matching Method
Having retrieved prototypes from multiple trees, the next step is to match unknown objects with the retrieved prototypes. In order not to waste time on less likely candidates, we take a few intermediate steps, each of which performs sub-vector matching. Sub-vector matching does not differ much from full-vector matching, except that the vectors are shorter in length. The idea is spend less time on less likely candidates.
We conduct the intermediate steps in the following way. The first step handles sub-vectors of length D 1 , the second step handles sub-vectors of length D 2 , and so on, so that D 1 < D 2 < … < D, where D is the total number of features. At the end of each step, those prototypes whose distance to the unknown object falls below a certain threshold are input to the next step for further processing. At the last step, vectors of the full length are matched and the nearest prototypes are output. Two elements must be determined for each step: the feature types included in the sub-vectors and the threshold.
To determine the feature types to be used in sub-vector matching, we assign a score to each feature type. The score assigned to feature type f measures the information gain brought by f, which is defined as
are all class types, | | is the number of samples whose class type is , | | is the number of samples whose f value is ,
and is the number of samples whose class type is
We then employ features with top-D 1 scores in the first step, and features with top-D 2 scores in the second step, and so on. This particular structure allows the distance measure obtained in one step to be re-used in the next step. For example, in the first step, we calculate . We store this value and proceed. In the second step, we only calculate and add this value to the stored value to obtain .
The threshold for sub-vector matching is computed by a cross-validation process. We use the same K-fold data as that for the multiple trees. In each trial, we pass the validation data through full-vector matching as well as sub-vector matching, and set the threshold in such a way that they have a comparable performance.
To ensure robust performance, a threshold is associated with each sample S: (7) where is a value between 0 and 1, Avg_Dist is the average sub-vector distance between S and all prototypes, and Min_Dist is the minimum sub-vector distance. If P holds a below-threshold sub-vector distance to S, P is said to be a proved-in prototype. We define Accuracy_Rate( ) as the proportion of validation samples that match in class type with their nearest proved-in prototypes. Let R full be the proportion of validation samples that match in class type with their nearest prototype with respect to the full-vector distance. The optimal value of is then the smallest value of for which
When the set of features employed in the sub-vector matching does not ensure that (8) is satisfied for any value of , we have to recruit more features until (8) is met. This can always be done. One possibility is to recruit all the features and set = 0.
Experiment Results
To test the effectiveness of the proposed methods, we apply them to the recognition of handwritten characters. We use ETL8B and ETL9B datasets, which contain handwritten Chinese and Hiragana characters [11] . In ETL8B, there are 956 class types and 160 samples for each class type. From them, we take 80 samples per class type as training data and the remainder as test data. In ETL9B, there are 3,036 class types and 200 samples for each class type. From them, we take 100 characters per class type as training data and the remainder as test data.
We transform all of these samples into 256-dimensional vectors, using the feature extraction method consisting of nonlinear normalization, directional feature extraction, and blurring, as described in [12] . The PGA method we employ is the crisp prototype construction method, which determines both the number and the location of prototypes from the training samples and is detailed in [12] [13] . We obtain 1,433 and 19,237 prototypes for ETL8B and ETL9B respectively. These sets of prototypes achieve comparable test accuracy rates with those of the 1-NN method, in which each test sample is matched with all training samples [13] .
Three experiments are designed to demonstrate the merit of our proposed methods. All experiments are conducted in Windows 2000 with a 2.8G CPU.
In the first experiment, we employ 16 trees and divide each 256-dimensional training vector into sixteen 16-dimensional sub-vectors. In sub-vector matching, there is only one intermediate step, in which we recruit features with the top-64 and the top-96 scores to form sub-vectors for ETL8B and ELT9B respectively. In each of the datasets, the results of five different methods are presented. These methods are: (i) matching test samples with all prototypes in un-accelerated matching, (ii) inputting test samples to the 16 trees, with the features arranged in the optimal order and the split points also optimized, (iii) inputting test samples to the 16 trees, with the features arranged in the original order and the split points taken as the statistical mean of feature values, (iv) combining the multiple-tree and sub-vector matching methods, with optimized feature orders and split points, and (v) combining the two methods, with un-optimized feature orders and split points. The results of these five methods are shown in Table 1 and Table 2 .
In the second experiment, we justify the use of multiple trees by comparing their performance with that of single trees. We use the same technique as the first experiment to build single trees for ETL8B and ETL9B. When put to the test, single trees perform far worse than multiples trees. In fact, if we simply stop growing the single trees at level 2, thereby treating the two level-2 nodes as leaf nodes, we have already obtained lower accuracy rates than the multiple trees. The accuracy of the 2-Level single tree for ETL8B and ETL9B is 95.95% and 92.21% respectively.
In the third experiment, we implement the MRSA method [1] for ETL8B and ETL9B datasets. All the prototypes derived from training samples are stored in a pyramid data structure, and the test samples are input into this structure. The computing time and speed of MRSA vis-à-vis our methods are shown in Table 3 . Table 3 also shows that the MRSA method achieves a speed-up factor smaller than 1. To understand why this is so, we make the following observation. For a given test sample S, let d(S) be the distance between S and its nearest prototype. We define Proportion( ) as the proportion of test samples for which a prototype other than the nearest one can be found within the circle centered at S with a radius of (1+ )×d(S), where is a number between 0 and 1. From the ETL8B dataset, we find that Proportion(0.1) = 14%, Proportion(0.2) = 32%, Proportion(0.3) = 52%, etc. This means that if we follow a deterministic approach to find the nearest prototype, the precision of distance estimation for more than half of the test data (52%) cannot be more than 30% (i.e., = 0.3) of the true value.
Conclusion
We propose two methods for accelerating vector matching in multiclass classification problems. Each method has its own definition of unlikely candidates.
The multiple-tree method defines a class type as unlikely if it is taken as a candidate by less than a certain number of trees. Sub-vector matching, on the other hand, defines a prototype as an unlikely candidate if its sub-vector distance to the unknown object falls above a certain threshold. The parameters involved in defining unlikely candidates can be determined by a cross-validation process, thus completing the training phase of our methods. Experiment results show that combination of the two methods achieves 6 to 10 speed-up factors in the ETL8B and ETL9B datasets. Therefore, compared with a deterministic approach for accelerating vector matching, our method also shows a speed advan-tage. 
