The objective of this study is to examine the feasibility of two combustion models combined with a large-eddy simulation for a full-scale ventilated tunnel fire. The numerical model solves 3D, timedependent Navier-Stokes equations, coupled with submodels for soot formation and thermal radiation transfer. Turbulent combustion process is modeled by an eddy dissipation concept (EDC) and mixture fraction (MF) approach by using two chemical reaction steps to CO prediction. The predicted temperature in the smoke and flame shape was compared through a Blind method to the experimental data of Apte et al. [Apte VB, Green AR and Kent JH. Pool fire plume flow in a large-scale wind tunnel. Proceedings of the Third International Symposium on Fire Safety Science, July 8-12, Edinburgh, UK: Elsevier; 1991, pp. 425-434] and Fletcher et al. [Fletcher DF, Kent JH, Apte VB and Green AR. Numerical simulations of smoke movement from a pool fire in a ventilated tunnel. Fire Safety J 1994; 23(4): 305-325]. The predicted results of Fletcher et al. [Fletcher DF, Kent JH, Apte VB and Green AR. Numerical simulations of smoke movement from a pool fire in a ventilated tunnel. Fire Safety J 1994; 23(4): 305-325] with k-" model and of Gao et al. [Gao PZ, Liu SL, Chow WK and Fong NK. Large eddy simulations for studying tunnel smoke ventilation. Tunn Undergr Sp Tech 2004; 19 (6): 577-586] with large-eddy simulation, both based on a single chemical reaction, are also included. Two boundary conditions, such as adiabatic wall and heat loss inside wall, were applied on the tunnel structure. Both the EDC and MF approaches are shown to possess the ability to predict the general behavior of the experimentally determined temperature field as the heat loss inside the tunnel walls is taken into account. While, it is felt that Journal of Fire Sciences 29(5) EDC is more convenient for simulation of a large-scale under-ventilated tunnel fire where the CO and soot yields required by using MF approach, vary significantly with the air to fuel ratio by mass. Pr. Abbe`s Azzi is Mechanical Engineer with a background of computational heat transfer and turbulence modelling. He received his Ph.D. thesis on 2002 from USTO University, Oran, Algeria working on film cooling computation. After that, he spent one year Post doctoral research on Large Eddy Simulation with the group of Pr.
Introduction
Over recent decade, there has been considerable growth in concern over tunnel fire safety, especially with regard to the use of ventilation installations. Many fatal incidents involve significant loss to human life of more than hundreds people and damage to the tunnel structure. In particular, the tunnel fires at Mont Blanc, Frejus (Italy-France, 1999, 2005), St Gotthard (Switzerland, 2001), Tauern (Austria, 1999), Channel (UK-France, 1996 , 2006 , and 2008 , and the underground railway (Baku, Azerbaijan, 1995) , raise concerns about the ventilation system. The longitudinal ventilation is capable of reducing potential fire risks by controlling smoke and maintaining acceptable conditions within the tunnel during evacuation and fire-fighting operations. A ventilation system is designed in the case where natural ventilation is insufficient, to provide acceptable air quality in all the traffic situations in a long tunnel. There are three basic types of mechanical ventilation, such as longitudinal, transverse, and semi-transverse system. In mechanical ventilation systems other than longitudinal, the fresh air is supplied and/or extracted through purpose built ducts along the tunnel. Basic characteristic of longitudinal ventilation is that it creates a uniform longitudinal air flow all along the tunnel. In such a system, the clean air enters the tunnel from one portal and gets gradually polluted with toxic substances emitted during a fire, thus reaching the tunnel exit with the higher concentration of pollution. The main advantage of this type of ventilation is that the costs, both for installing and maintaining are relatively low. It is particularly suitable for tunnels carrying one-way traffic, where the piston effect assists the airflow. In the absence of a ventilation flow, a hot plume above the fire, upon reaching the ceiling, forms two gas streams flowing symmetrically in opposite directions along the ceiling. The symmetry in the rising plume along the ceiling can be broken when a cross ventilation current exists. A reverse stratified layer (also called back-layer) of hot combustion products persists if ventilation is insufficient, bearing on fire fighting and evacuation of underground mine roadways. Experimental data of Thomas 1 and Hwang and Wargo 2 show that the length of a back-layer upstream of the fire source is a function of the ventilation velocity, U 0 , for a fixed heat release rate (HRR). A lot of empirical correlations were proposed by Thomas, 1 Heselden, 3 Guelzim et al., 4 Kennedy et al., 5 and Oka and Atkinson 6 to determine a critical ventilation velocity needed to prevent upstream movement of smoke against the longitudinal ventilation flow from a tunnel fire. Among the above works, the correlations of Thomas 1 and Heselden 3 for the critical wind velocity, which depends on the cube root of the heat release per unit width of the tunnel, are the most widely used to aid design. Hwang et al. 7 and Charters et al. 8 employed phenomenological models that provide more detail than an empirical approach. Wu and Bakar 9 carried out experimental tests from a small-scale tunnel fire by varying the cross section of the tunnel, and established a correlation based on the hydraulic diameter as the characteristic length. Hwang and Edwards 10 used the Froude-scaling law to study a reduced scale tunnel. Interaction between the ventilation flow and the HRR was investigated by Carvel et al. 11 by using a probabilistic method. They found that the HRR of a fully developed heavy goods vehicle (HGV) fire could increase by a factor of about 4 at a ventilation velocity of 3 m.s À1 and about a factor of 10 at a ventilation velocity of 10 m s À1 . 11 Upon later refinements, 12 using the Bayesian method with extra experimental information, these numbers were revised downwards to some degree. These estimates applied to the expectation value (arithmetic average). Ingason and Lonnermark 13 provided new data to investigate the effects of longitudinal ventilation on fire growth rates of HGV.
In the fire safety engineering, different kinds of comparisons between theory and experiment are discussed in the work of Beard. 14 There appear to be three generic types of comparisons, called as a priori, blind, and open comparisons between prediction and experiment. Most fire model comparisons with experiment are open simulations, where the results which the modeler is trying to predict from the experiment, are provided to the modeler. Blind comparison between prediction and experiment, as shown in the work of Miles et al., 15 Webb, 16 and Alvares et al. 17 is characterized by the three conditions: (1) the experimental results have not been used by the modeler; (2) some experiment data, for example, mass loss rate or heat-release rate have been employed; (3) no adjustment of input parameter values has been made, and thus, the modeler has decided on what they regard as a reasonable and appropriate set of input parameter. In a priori simulation, the modeler is provided only with the description of the case being considered, including geometry and materials, but no experimental data from the test at all; the fire development would not be presented to the modeler, and it is for the modeler to predict how the fire develops. An example of a priori comparisons is shown in the work of Rein et al., 18 who reports on the Dalmarnock tests. The results indicate large scatter from the experimental data among eight CFD simulations by using FDS4 and CFAST codes. The greatest source of scatter originates from the prediction of the HRR, mainly due to the inherent complexity in fire growth modeling. It is found that even if a simulation could provide good predictions of the global HRR in a compartment fire, it may be simulating wrongly the local scale quantities, hence failing to predict exactly the fire evolution. Divergence from experimental data can arise from the complex modeling scenarios, such as in the Dalmarnock tests, including the type and localization of fuel, the opening like the doors, windows of building, and multiple meshes of the computational domain.
The aim of this study was to evaluate different numerical approaches for a full-scale tunnel fire by comparison with the previous numerical results of Fletcher et al. 19 and Gao et al. 20 Based on a blind comparison with the experimental data of Apte et al. 21 and Fletcher et al., 19 only the measured fuel mass loss rate is set as an input parameter. In the work of Fletcher et al. 19 for a ventilated tunnel fire, a field model based on Reynolds Averaged Navier-Stokes (RANS) method, such as the k-" turbulence model coupled with a fast combustion model, is used. Gao et al. 20 used both large-eddy simulation (LES) and RANS coupled with a fast combustion model, for simulating a ventilated tunnel fire in the adiabatic conditions. Good predictions on the smoke backflow and the flame shape were achieved by using LES, despite its more computational cost as compared to the k-" model. However, an over-prediction of the smoke temperature as compared to the measurement is found due to neglecting of heat transfer inside the tunnel wall. The present study focuses on the evaluation of two different combustion models by checking the computed temperature profiles against the measurements in a full-scale tunnel. Turbulent combustion process is modeled by an eddy dissipation concept (EDC) and mixture fraction (MF) both based on two chemical reaction steps to CO prediction, which is not included in the previous works. 19, 20 In the fire dynamics simulator (FDS, version 5), 22 the MF approach is employed, and the carbon monoxide and soot yields should be specified by user for the stoichiometric coefficients. These values can be correctly specified for well-ventilated fires, and not for underventilated tunnel fires. With this motivation, an EDC via two chemical reaction steps 23 and soot formation 24 are developed for implementation within the FDS. 22 LES for the fluid dynamic equations of 3D elliptic, reacting flow is coupled with soot production and radiation models. Generally, a good agreement with the measured temperature profiles is achieved by taking into account the heat loss inside the tunnel wall despite the combustion models used. Conversely, the CO production depends somewhat on the EDC and MF approaches.
Description of the experiment set-up
Experiments were performed to study the smoke flow under different ventilation rate in the tunnel. 19, 21 Figure 1 shows the geometry of the tunnel with 130 m long, 5.4 m wide, and 2.4 m high, respectively in the directions, x, y, and z. Airflow with a given speed was introduced uniformly into the tunnel by two exhaust fans installed at one end. Flow entered the tunnel through a wooden gate with 70% open rectangular grid, located 12 m from the tunnel entrance, which was designed to cause flow straightening. The tunnel was instrumented using thermocouples to measure the temperature distribution of plume in the tunnel, an array of bi-directional velocity probes, and video cameras used to observe the backflow shape of smoke under different speeds of ventilation. The extinction signal from heliumneon laser beam positioned across the top orifice of the oxygen depletion calorimeter was used to determine the soot volume fraction in the smoke. The fuel was octane contained in a circular tray with diameter of 1 m. The mass loss rate of the fuel was determined in the experiment by supporting the tray on three air-cooled load cells. During the experiment, the liquid fuel, octane (C 8 H 18 ), is vaporized due to flame heat feedback on the surface of the liquid fuel on a 2 cm layer of water contained in circular trays. A convective motion in the liquid layer may be induced due to viscous or surface tension effects in the presence of a cross flow. In the numerical simulation, the same liquid fuel (octane) with a heat of combustion, H c ¼ 44,400 kJ kg À1 , is modeled, and the experimentally determined values of the fuel inflow are used for avoiding simulation of the convective motion in the liquid layer.
Mathematical models
The basic idea of LES is to explicitly resolve the largest turbulent motions and to filter out the small-scale motions. This is achieved by spatial filtering of the governing equations. A full flow field, Èx, t À Á , is decomposed into a resolved component, "
Èx, t À Á , is obtained from the filtering operation by taking a function Gx Àx 0 , Á À Á as the filter kernel:
where Á is the filter width related to the local mesh configuration by Á ¼ X Y Z ð Þ 1 3 with the sizes of a grid cell X , Y and Z . This means that eddies of a size larger than Á are computed on a numerical grid, while the unresolved eddies have to be modeled.
Applying the filtering operation to each term in the conservation equations of mass, momentum, energy, and species, and decomposing the dependent variables (u, v, w, P,etc.) into resolved (the large-scale eddies) and subgrid components (the smallest eddies) results in the filtered governing equations, shown below:
where the overbar denotes the filtered variable. The unresolved field, È 0x , t À Á , is modeled by the Smagorinsky model 25 in which the SGS Reynolds stress tensors, " ij, SGS , are related to the local large-scale rate of strain:
The eddy viscosity is modeled as:
Here, j " S ij j is the magnitude of the large-scale strain rate tensor, " S ij , and C S the Smagorinsky constant, taken as 0.1 for this channel flow. The turbulent heat flux is based on an eddy viscosity assumption, resulting in the following energy equation:
where Pr t denotes the turbulent Prandtl number varying from 0.2 to 1, and the currently used value of 0.5 is taken in this work. The energy Equation (6) includes the rate of heat release per unit volume, _ q 000 C , and the radiant energy flux, Àr Á q r . 
Combustion modeling
Both the two combustion models are based on the assumption that combustion is mixingcontrolled via two chemical reaction steps to CO prediction:
The first step (7) denotes oxidation of fuel to carbon monoxide, CO, water H 2 O, and the second step (8) oxidation of CO to carbon dioxide, CO 2 .
Mixture fraction model
In combustion, the mixture fraction is a conserved quantity traditionally defined as the (mass) fraction of the gas mixture that originates in the fuel stream. A linear combination of the conservation equation for fuel and oxidizer leads to the following transport equation for the mixture fraction, which is a function of space and time, commonly denoted Z(x,t):
where Sct denotes the turbulent Schmidt number, taken as 0.5. In FDS, 22 to describe the composition of the gas species, the mixture fraction, Z, must decompose into three
where Z 1 represents the carbon mass fraction contained in the fuel, and Z 2 /Z 3 the carbon mass fraction in CO and CO 2 , respectively. In Equation (10), Y k and W k represent the mass fraction and molecular weight of species k, and x À 1 À X H ð Þ S the number of carbon atoms in the fuel molecule. All species of interest including soot and CO productions can be reconstructed from the knowledge of Z 1 , Z 2 , and Z 3 via state relationships 22 The stoichiometric coefficients in Equation (10) are simply obtained from the fuel chemical composition and user-specified carbon monoxide and soot yields, taken as 0.02 in this study.
Eddy dissipation concept
In this approach, the combustion processes are governed by the conservation equations for the mass fraction, Y k , of the six major chemical species, such as C x H y , O 2 , CO, CO 2 , H 2 O, and N 2 , with a source term, _ ! k :
In general, fuel oxidation to CO and H 2 O is considered as a fast reaction, for which the local reaction rate of fuel, _ ! CxHy , is calculated from an EDC: 23
While conversion of CO to CO 2 is usually a slow reaction, it is not currently applicable for the computational tools to distinguish the respective rates of mixing-controlled reaction for the first and second steps (7) (8) . So the oxidation rate of CO is determined from both an EDC: 23
and an Arrhenius expression: 26
This over-all rate expression in the Equation (14) for carbon monoxide-oxygen reaction in the presence of water is established from a turbulent flow reactor. Here, Ã 1 and 2 denote the stoichiometric coefficients, defined as follows:
The carbon fraction in C x H y is denoted by f c . The local reaction rate of CO, _ ! CO is crudely accounted for, by taking into account the slowest reaction rate, without introducing an unacceptably large computational overhead:
In most fires, the primary momentum transport of turbulent diffusion flame is sustained by large-scale energy-containing eddies, and the key timescales, mix , are related approximately to the resolved dissipation rate:
where C EDC is an empirical constant in EDC approach with a value of 4. In the resolved scale, the turbulent dissipation, ", can be derived from the eddy viscosity, t , and the largescale strain rate tensor:
The turbulent kinetic energy, k, is obtained through the length scale, Á, from the following relation:
In the case of the two combustibles burning, the CO production rate, S CO , and required oxygen consumption rate, _ ! O 2 , read respectively:
The heat release rate, _ q 000 c , is determined from the rate of consumption of the two combustibles CO and C 8 H 18 . 22
Radiative heat transfer and soot formation
In a heavily sooting flame as fire, as the radiation spectrum of soot is continuous, it is possible to assume that the gas behaves as a gray medium. The spectral dependence is then lumped into one absorption coefficient, , and the following radiative transfer equation without scattering is solved:
The divergence of the radiative flux in the energy equation (6) is calculated from the radiation intensity, I, by using a discrete expression adapted to a finite volume method described in McGrattan. 22 Àr Á q r ¼ À
Here, w l is weighting factor and Stefan-Boltzmann constant. The overall absorption coefficient, , is calculated from a pseudo grey gas approximation RadCal 22 as a function of the temperature and the mixture concentration of soot and gas (CO 2 and H 2 O).
For this, the soot formation and its oxidation are incorporated into a turbulent flow calculation in two convection-diffusion equations for the filtered soot number density, n, and soot volume fraction, f v , expressed as follows:
The local formation rate, _ ! n , for the soot number density, and _ ! fv , for the soot volume fraction is calculated as:
where N 0 ð6:022 Â 10 26 =kmol Þis the Avogadro's number, and soot , the soot density, given as 1800 kg m À3 . The empirical constants, such as C ð1 Â 10 7 m 3 kg À2 K À1=2 s À1 Þ, Cð1 Â 10 9 m 3 K À1=2 s À1 Þ, Cð144 kgÞ, Cð0:1 m 3 kg À2=3 K À1=2 s À1 Þ, Tð2:6 Â 10 4 KÞ, and T ð12:6 Â 10 3 KÞ were experimentally determined by Moss et al. 24, 27 for a range of fuel. The first term in Equation (25) represents the rate of particle nucleation and the second the coagulation of soot. The second term in Equation (26) represents the surface growth of soot which contained a linear dependence on aerosol surface area. The term, W ox (kg/m 2 s), on the right hand side of Equations (25, 26) corresponds to soot oxidation which is evaluated from the rate for oxidation of pyrolitic graphite by O 2 : 28
where P O2 is the partial pressure of oxygen, and the parameters of , k A , k B , and k Z , are defined in Nagle and Strickland-Constable. 28 
Method of resolution
The finite-difference technique is used to discretize the partial differential equations. This procedure entails the subdividing of the calculation domain into a finite number of cells. The velocities (u i ) are taken on the boundary of each cell; and all the scalar variables are taken at cell centres. This staggered grid leads to a very efficient differencing scheme for the equations. All spatial derivatives are approximated by second-order central differences and the flow variables are updated using an explicit second-order Runge-Kutta scheme. The burning surface is considered as a pure combustible material. In the experiment, at the outlet, a constant volumetric flow rate (m 3 s À1 ) is set for simulating the extractor fans. At the tunnel entrance, an open boundary condition is used, allowing combustion products to exit through the entrance if the backflow is sufficiently strong. The pressure-like is prescribed to U 2 /2 if U > 0, and to zero if U < 0, depending on whether the flow with a streamwise velocity, U, is incoming or outgoing at the tunnel entrance. The tunnel walls are made of concrete and assumed to be thermally thick, a 1D heat conduction equation for the material temperature is solved with the corresponding boundary condition:
where k s is the conductivity of concrete, _ q 00 c is the convective, and _ q 00 r is the net radiative heat flux at the surface. If the tunnel wall is assumed to be perfectly insulated, an adiabatic boundary condition is imposed at the surface, as follows:
Results and discussion
Here we concentrate on a comparison of the predictions with the experimental data for a pool diameter, D, of 1 m. The computational geometry of the tunnel is reduced to L ¼ 90 m, and the pool fire is located 40 m from the tunnel entrance. The circular pool used in the experiment of Fletcher etal. 19 was modeled as square pool with an equivalent area of 0.9 Â 0.9 m 2 . The experimentally determined values of the fuel inflow, m s , vary from 70, 65, to 58 g m À2 s À1 as the wind velocity increases from 0.5, 0.85, to 2 m s À1 , providing the theoretical HRR of approximately 2-2.4 MW, calculated from _ Q ¼ m s AH c , where A is the fuel pool area (m 2 ). In order to have a true predictive capability with a numerical grid, it is important to understand what length and time scales must be resolved. For a fire plume, the characteristic length scale can be estimated from a given HRR: 22
In this study, the HRR is higher than 2 MW, thus the characteristic length is in an order of 1.5 m. This implies that adequate resolution of the fire plume in large-scale can be achieved with a spatial resolution of about 0.15 m. Based on the spatial reference value of 0.15 m, the grid was locally refined in the fire region where a strongly stratified layer is developed. In the first case, the calculations were performed using a computational mesh with 190 cells along the tunnel length (x), 28 cells across (y), and 34 cells in the vertical direction (z). Along the tunnel length, x, start at 0.2 m in the combustion zone, and stretch to about 1 m at the free boundary. In the transversal direction, y, cell sizes are about 0.05 m around the burning zone and stretch to about 0.2 m near the tunnel wall. A uniform grid is used with cell size of about 0.07 m in the z direction. Grid refinement studies were performed, with the extra grid points being added in regions of high velocity or temperature gradients. In the second case, the grid system contains 250(x) Â 34(y) Â 48(z) cells, for checking the influence of number of grid cells on the predicted results. At the fire source base, the length scale, Á, determined from the cell sizes in LES, is of the order of 0.09 m in the first case and 0.065 m (1.5 times as fine) in the second case. The changes between the two grid systems in the calculated plots of temperature and velocity above the fire source base are lower than 10%. A further reduction in the grid size results in a significant reduction in the time step (Át < 0.001 s) for satisfying the CFL stability condition. At the start of calculation, the temperature is ambient, and the Fow velocity is zero everywhere. The initial time step is set automatically by dividing the size of a mesh cell by the characteristic velocity of the Fow. The default value (second) of time step is 5 X Y Z ð Þ 1 3 = ffiffiffiffiffiffi ffi gH p , where X , Y , Z are the dimensions of the smallest mesh cell, H is the tunnel height, and g is the acceleration of gravity, g ¼ 9:81m s À2 . The radiation transport algorithm consumes about 25% of the CPU time. It should be noted that in a LES calculation, commutation of the filtering operation with temporal and spatial differentiation is only strictly valid for uniform grid system which severely restricts its range of applicability to a small-scale 3D simulation. A highly compressed grid system in the reactive zone contributes largely to the inaccuracies of a LES calculation, and build-up of numerical error over the course of a simulation could produce spurious results, as indicated in the works of Galea and Markatos 29 and Coyle and Novozhilov. 30 This is due to the fact that sensitivity of the prediction depends also on the models (combustion, turbulence, etc) parameters, the physical properties, and the complex geometry. By taking into account the trade-off between accuracy and cost for the present purpose, the moderately compressed grid system, 250(x) Â 34(y) Â 48(z), is employed for a real 2-min simulation.
The flow unsteadiness is most noticeably manifest through pulsating motion of the gas volume in the vicinity of the flame. It is found that the time-averaged values from the final 10 or 20 s of the computer outputs are practically unchanged. So, in this work, all the results from the computer outputs were time-averaged from the final 20 s for a real 2-min simulation for comparing with the mean experimental data. The iso-contours of the temperature on the axis of symmetry of the tunnel for a pool diameter of D ¼ 1 m are shown in Figure 2 (a)-(c). In ventilated tunnel fires, smoke and hot combustion products form a layer near the ceiling, and as the air flow velocity is below 2 m s À1 for the HRR of 2 MW, hot smoke progressively spreads along the ceiling against the ventilation flow due to the buoyancy forces generated Figure 2 . Effects of the combustion model and the boundary condition on the predicted inclination angle for the three ventilation rates are presented in Table 1 . With a low or a middle ventilation rate, the predicted flame angle is smaller than the measured one despite the combustion models used here (MF or EDC) and the boundary condition (adiabatic or heat loss inside wall). A good agreement is obtained only by using the mixture fraction model with an adiabatic wall condition at a high ventilation rate. The divergence between the prediction and measurement becomes significant as the heat loss inside tunnel wall is accounted for. It should be noted that the experimental data are based on the time-averaged values derived from video images with an accuracy of AE10 . 19 The predicted flame shape seems rather sensitive to the numerical models, as presented in the work of Fletcher et al. 19 with k-" model and of Gao et al. 20 with LES, probably due to the different definition for the visible flame shape. Given in Figure 3 is an evaluation of the different numerical models for simulation of a tunnel fire at a middle ventilation rate of 0.85 m s À1 . As compared to the experimental data, the temperatures were overpredicted on average by 35% by using LES calculation based on one-step reaction model, as presented in the work of Gao etal. 20 It seems that the unsteady motions of the buoyancy-controlled fire are captured by LES, and thus the large-scale turbulent mixing enhances the thermal diffusion as a large heat is released during fire. The work of Coyle and Novozhilov 30 indicates also that one-step chemical reaction becomes inappropriate for a confined fire. While the results of Fletcher et al. 19 from k-eps model provide a relatively good agreement with the experimental data even with one-step reaction model. Our results show a further improvement of the prediction as compared to the measurement by using LES and taking into account the heat loss inside the tunnel wall.
The predicted temperature profiles on the axis of the tunnel downstream of the fire are compared with the experimental data in Figure 4 of concrete, 21 the general behavior of the experimentally determined temperature profiles is correctly reproduced by using both the MF and EDC, with a difference for the maximum temperature below 5%. Besides, the Figure 5 (a) and (b) shows that a good agreement with the measured forward layer temperature profiles is also obtained by using the EDC approach for the wind velocities of 0.85 and 2 m s À1 as the heat loss inside the tunnel walls is considered. Although the temperature in the smoke region is less sensitive to the combustion model used here, the temperature peak level near the fire source depends somewhat on both the combustion model and wall boundary condition, as illustrated in Figure 6 at the wind velocity of 2 m s À1 . It is found that the mixture fraction model gives a low temperature level near the fire zone even with an adiabatic wall. The EDC provides a temperature peak level consistent to the usually measured one (about 800-1000 C) even by accounting for the heat loss inside wall. The critical velocity, required to suppress the backlayering flow upstream of the fire source in the tunnel, is particularly affected by heat loss inside the tunnel walls which are made of concrete. Figure 7 Figure 7(a) ) and heat loss inside the tunnel walls (cf. Figure 7(b) ) at a ventilation rate of 2.0 m s À1 are considered. The back-layer is reproduced with adiabatic wall, and practically suppressed by accounting for the heat loss inside the tunnel walls. That means that an adiabatic condition at the tunnel wall surface induces the higher temperature level near the ceiling, and as a consequence, the higher critical velocity is required to prevent the backflow. Therefore, for a good prediction of Figure 3 . Comparison of the calculated temperature profiles to the experimental data downstream the fire at x ¼ 30 m for a middle ventilation rate of 0.85 m s À1 , by using different numerical approaches fire and smoke, the heat loss inside the tunnel wall is taken into account in the following analysis.
By using the mass loss flux, m s , of 58 g m À2 s À1 , the theoretical HRR, varies from approximately 2 to 50 MW as the diameter, D, of the circular pool increases from 1 to 5 m. As given in Figure 8 (a)-(c) is the thermal field, it is found that at a ventilation rate of U 0 ¼ 2 m s À1 , the temperature peak value is approximately 800 C (cf. Figure 8(a) ) for a pool diameter of D ¼ 1 m, but reaches up to 1350 C (cf. Figure 8(b) ) as the pool fire diameter increases to D ¼ 5 m. Besides, at the ventilation velocity of 2 m s À1 , we reach an underventilated fire for a large-scale fire of 50 MW (D ¼ 5 m) due to insufficient air entrainment towards the combustion area. The higher temperature level (>1000 C) leads to a strong interaction between the buoyancy-controlled large-scale fire (50 MW) and cross-flow, and consequently, an appearance of a backlayering flow. For a large-scale fire of 50 MW, the backlayering flow is completely suppressed at a critical inlet velocity of 3 m s À1 , and the Figure 8(c) ) due to turbulence development. Therefore, it is better that the change of the ventilation mode is done abruptly and not gradually, that is, by increasing speed directly to critical value for avoiding the improvement of combustion near the fire zone.
Influence of pool fire size varying from D ¼ 1 to 5 m on the smoke layer temperature at the inlet and outlet of tunnel is demonstrated in Figure 9 two ends of the tunnel are practically identical with a temperature level of about 75 C, implying that fresh air is extracted even if the lowest ventilation rate of 6.48 m 3 s À1 is applied. Conversely, for a large-scale fire of D ¼ 5 m, a hot smoke progressively spreads along the ceiling against the ventilation flow due to the buoyancy forces generated by Figure 6 . Temperature profiles at the fire zone for a pool diameter of D ¼ 1 m by using different combustion models and boundary combustion at a high ventilation rate of 2.0 m s À1 the fire. This induces a temperature level of about 300 C in the inlet zone, and 200 C at the exit, implying that a hotter forward layer is extracted towards outside. For a large-scale fire of D ¼ 5 m, the temperature at outlet reaches up to 380 C with an increase of ventilation rate to Q A ¼ 25.92 m 3 s À1 , with a presence of significant stratification upstream fire source. The flow rate of 90.72 m 3 s À1 corresponds to a critical condition, under which a large stratification of smoke with a temperature level of 540 C takes place in the outlet zone. Although the aim to suppress the backflow upstream fire source is reached at a critical velocity, the danger always persists for a large pool fire because the smoke temperature level remains sufficiently high downstream for burning all inflammable objects there.
Influence of pool fire size varying from D ¼ 1 to 5 m on the axial velocity at the inlet and outlet of tunnel is analyzed in Figure 10 Figure 10 . Profiles of the axial velocity for different pool fire sizes and ventilation flow rates: (a) in the inlet zone, (b) in the outlet zone monoxide and soot are related directly to the amount of oxygen in the tunnel due to the incompleteness of combustion. As an illustration, the iso-contours of the predicted CO mass fraction by using EDC and MF on the axis of symmetry for a pool fire size of D ¼ 1 m are shown in Figure 11 (a) and (b). By using EDC (cf. Figure 11(a) ), the abundant CO formed around the fire base is deflected near the ceiling, and the backlayering flow brings about the more toxic products up to 500 ppm with presence of a noticeable smoke stratification. Moreover, the buoyancy forces, which act as a thermal blockage for the longitudinal ventilation, induce a large distribution of CO downstream the fire. However, by using MF approach (cf. Figure 11(b) ) with a CO yield of 0.02, CO production enters rapidly the decay phase with a mass fraction of 100 ppm far away from the fire source. It is felt that the predicted CO formation from EDC is qualitatively correct. While there are still very few experimental data available from a full-scale tunnel against which the numerical models can be validated due to high cost and instrumentation difficulty during fire experiment. The soot distribution is practically identical by using the same soot model in both MF and EDC. Effects of the ventilation velocity, varying from 0.5 to 2 m s À1 , on the predicted CO and soot distributions only from EDC are illustrated in Figures 12(a) and (b) and 13(a)-(c). The production of soot and CO within turbulent nonpremixed flames subjected to a cross-flow is predicted to occur in the fuel-rich region, that is, at locations inside the high temperature regions. The smoke is likely to spread rapidly into the tunnel, and confinement geometry of tunnel represents supplementary risk in emergency situation. The CO and soot productions enter rapidly the decay phase outside the fire source due to enough oxygen and turbulence development, both enhancing the CO and soot oxidation into CO 2 , consistent to that of a forced convection flow. An over-ventilated system (U 0 > 2 m s À1 ) encourages a further oxidation of carbon monoxide to carbon dioxide upstream the fire, consistent to the work of Gottuk et al. 31 Even at the ventilation velocity of 2 m s À1 , we reach an under-ventilated Figure  (14) ) and soot (cf. Figure (15) ) distributions. The abundant CO and soot formed around the fire base is deflected downwards, and the low wind velocity of 2 m s À1 brings about a large toxic product (cf. Figures 14(a) and 15(a)) in the backlayering flow due to a rapid decrease of the oxygen concentration into the tunnel. The forward layer carries also abundant CO, and its mass fraction remains practically unchanged and attains up to 500 ppm all along the tunnel. Downstream the fire source, an abundant unburned fuel facilitates soot formation, and maximum of the soot mass fraction attains up to 0.09 in the high temperature area. Beyond the ventilation velocity of 3 m s À1 , we reach a well ventilated fire (cf. Figures 14(b) and 15(b) ). CO and soot seem to be severely suppressed upstream the fire source.
Conclusion
Based on a blind comparison (using the definitions of Beard 14 ) with the experimental data, the different numerical models including RANS and LES coupled with one or two chemical reaction steps is investigated. Evaluation of the numerical models was carried out on a fullscale experimental configuration for the temperature in the smoke region, and uncertainties in the numerical simulation are estimated in a range of 5-10%. The present CFD results, although preliminary, indicate that ventilation rate plays a dominant role for the flame . When the heat loss inside the tunnel walls is taken into account, the predicted results provide a good agreement with the measured temperature profiles despite the combustion model (EDC or MF) used. Besides, the heat loss in wall tunnel play a significant role on reduction in the length of back-layer flow, implying that cooling the tunnel wall during fire may improve the fire safety. . The difference between EDC and MF approaches becomes obvious for CO prediction (cf. Figure 11 ). By using the EDC model, an abundant CO is formed around the fire base, which is later deflected near the ceiling, and the backflow brings about the more toxic products with a noticeable smoke stratification as the wind velocity is below a critical value. It is felt that EDC is more convenient for simulation of a large-scale underventilated tunnel fire where the CO and soot yields, required by using MF approach, cannot be properly provided. For a large-scale tunnel fire, a rapid decrease of the oxygen concentration correlates to an increase of soot and CO productions, and the forward layer may carry abundant CO and soot all along the tunnel even at a critical velocity. . For a large-scale fire, ignition of the inflammable objects is potential downstream the fire source even at a critical velocity. It seems that a progressive increase of ventilation speed may induce a rise of the temperature peak level due to improvement of the combustion efficiency. 
