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Let Mn(R) be the algebra of all n × n matrices over a unital com-
mutative ring R with 6 invertible. For a given element z ∈ Mn(R), a
map δ on Mn(R) is called preserving z-product if δ(x)δ(y) = δ(z)
whenever xy = z. A map σ onMn(R) is called derivable at the given
point z if σ(x)y + xσ(y) = σ(z) whenever xy = z. Using elemen-
tary matrix technique we show that if an invertible linear map δ on
Mn(R)preserves identity-product, then it is a Jordan automorphism;
and a linear map σ on Mn(R) is derivable at the identity matrix if
and only if it is an inner derivation.
© 2011 Elsevier Inc. All rights reserved.
1. Maps preserving identity-product
Let A be an associative algebra over a unital commutative ring R. Recall that an invertible linear
map η on A is called an automorphism of A if
η(xy) = η(x)η(y), ∀x, y ∈ A;
and η is called a Jordan automorphism of A if
η(xy + yx) = η(x)η(y) + η(y)η(x), ∀x, y ∈ A.
We say a map δ on Apreserving z-product if
δ(x)δ(y) = δ(z), whenever xy = z.
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Particularly, if a linear (or additive) map δ preserves zero-product, then δ(x)δ(y) = 0 whenever
xy = 0, and if δ preserves identity-product, then δ(x)δ(y) = δ(e)whenever xy = e,where e denotes
the identity element of A.
Obviously, for an associative R-algebra A, an automorphism is a Jordan automorphism, and an
automorphism can be viewed as an invertible linear map which preserves z-product for all z ∈ A.
In the last decade considerable works have been done concerning characterization of maps which
preserves zero-product. We list some results on this topic. Wong [9] characterizes semilinear bijec-
tive maps on finite-dimensional simple associative algebra preserving zero-product. For prime rings
containing nontrivial idempotents, Chebotar et al. [3] describe respectively the bijective additivemaps
which preserves zero-product as well as the additive maps which behave like derivations on zero-
product elements. Alaminos et al. [1] show that every continuous linear surjectivemap on a large class
of Banach algebras preserving zero-product is a weighted homomorphism. For matrix algebras, stan-
dard operator algebras, C∗-algebras andW∗-algebras, a zero-product preserving linear map is shown
by Chebotar et al. to be a product of a central element and an algebra homomorphism under some
mild conditions (see [5]). Wang et al. [8] prove that if an invertible linear map on Mn(R), where R is
a field, preserves z-product for a given rank one matrix z, then it is an automorphism. In this section,
we consider linear maps onmatrix algebras over rings preserving identity-product and obtain a result
as follows.
Theorem 1.1. Let R be a unital commutative ring with 6 invertible, Mn(R) the full matrix algebra over R. If
an invertible linearmap δ onMn(R) preserves identity-product then it is a Jordan automorphism.Moreover,
if n  9, then there exist an invertible element λ ∈ R, an idempotent a ∈ R and an R-linear map β :
Mn(R) → Mn(R) such that δ(x) = λβ(x) for all x ∈ sln(R) and β(xy) = aβ(x)β(y)+ (1− a)β(y)β(x)
for all x, y ∈ Mn(R), where sln(R) denotes the set of all matrices of trace zero.
Let us fix the notation. Matrix units are denoted by eij , which has 1 at the (i, j) position and 0
elsewhere. Jordan product is denoted by “◦” as usual: x ◦ y = 1
2
(xy + yx). The identity matrix is
denoted by e. For the proof of Theorem 1.1, we need some lemmas.
Lemma 1.2. Let δ be an invertible linear map onMn(R) and suppose that 6 ∈ R is invertible. If δ preserves
identity-product, then δ fixes e.
Proof. Applying δ on e2 = ewe have
[δ(e)]2 = δ(e). (1.0.1)
For each pair i, j with i = j, by (e + eij)(e − eij) = ewe have
δ(e + eij)δ(e − eij) = δ(e). (1.0.2)
That is
[δ(e)]2 + δ(eij)δ(e) − δ(e)δ(eij) − [δ(eij)]2 = δ(e). (1.0.3)
Substituting (1.0.1) to (1.0.3), we have
δ(eij)δ(e) − δ(e)δ(eij) = [δ(eij)]2. (1.0.4)
Similarly, by applying δ on (e − eij)(e + eij) = e, we have
δ(e)δ(eij) − δ(eij)δ(e) = [δ(eij)]2. (1.0.5)
Comparing (1.0.4) with (1.0.5) we obtain
δ(eij)δ(e) = δ(e)δ(eij), ∀i = j. (1.0.6)
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For i = 1, 2, . . . , n, applying δ on (e + eii)(e − 12 eii) = e, and recalling that [δ(e)]2 = δ(e), we have
that
δ(eii)δ(e) − 1
2
δ(e)δ(eii) = 1
2
[δ(eii]2. (1.0.7)
Similarly, applying δ on (e − 1
2
eii)(e + eii) = e, we have that
δ(e)δ(eii) − 1
2
δ(eii)δ(e) = 1
2
[δ(eii]2. (1.0.8)
Comparing (1.0.7) with (1.0.8) we have
δ(eii)δ(e) = δ(e)δ(eii), for i = 1, 2, . . . , n. (1.0.9)
The equations (1.0.6) and (1.0.9) imply that δ(e) commutes with all δ(eij). Thus δ(e) commutes with
all matrices as all δ(eij) generate Mn(R). So δ(e) must be a scalar matrix. Say δ(e) = ae for certain
a ∈ R. Then (1.0.1) implies that a2 = a. By δ((1 − a)e) = a(1 − a)e = 0 we know that (1 − a)e = 0
as δ is invertible. This leads to a = 1. So δ fixes e. 
Lemma 1.3. Let δ be an invertible linear map on Mn(R) and assume that 6 ∈ R is invertible. If δ preserves
identity-product, then δ(eij) ◦ δ(ekl) = δ(eij ◦ ekl) for each pair matrix units eij and ekl.
Proof. We divide the proof into several cases.
Case 1. δ(eii) ◦ δ(eii) = δ(eii) = δ(eii ◦ eii) for i = 1, 2, . . . , n.
Applying δ on (e + eii)(e − 12 eii) = ewe have
[δ(e)]2 + δ(eii)δ(e) − 1
2
δ(e)δ(eii) − 1
2
[δ(eii)]2 = δ(e). (1.0.10)
As δ fixes e, the equation (1.0.7) leads to [δ(eii)]2 = δ(eii). That is
δ(eii) ◦ δ(eii) = δ(eii) = δ(eii ◦ eii). (1.0.11)
Case 2. δ(eij) ◦ δ(eij) = 0 if i = j.
If i = j, substituting δ(e) = e to (1.0.4) we have that [δ(eij)]2 = 0. That is
δ(eij) ◦ δ(eij) = 0 for i = j. (1.0.12)
Case 3. δ(eij) ◦ δ(ekl) = 0 if i = j, i = l, k = j, k = l.
In this case, applying δ on (e + eij + ekl)(e − eij − ekl) = e and recalling the facts that δ(e) =
e, [δ(eij)]2 = [δ(ekl)]2 = 0 we have that
δ(eij) ◦ δ(ekl) = 1
2
[δ(eij)δ(ekl) + δ(ekl)δ(eij)] = 0. (1.0.13)
Case 4. δ(eii) ◦ δ(ejj) = 0 if i = j.
In case that i = j, applying δ on (e + eii + ejj)(e − 12 eii − 12 ejj) = e and recalling the facts that
δ(e) = e, [δ(eii)]2 = δ(eii), [δ(ejj)]2 = δ(ejj) we have that
δ(eii) ◦ δ(ejj) = 0. (1.0.14)
Case 5. δ(eii) ◦ δ(ekl) = 0 if i = k, i = l and k = l.
In this case, applying δ on (e + eii + ekl)(e − 12 eii − ekl) = e and using the known facts that δ(e)
= e, [δ(eii)]2 = δ(eii), [δ(ekl)]2 = 0 we have that
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δ(eii)δ(ekl) + 1
2
δ(ekl)δ(eii) = 0. (1.0.15)
Similarly, by applying δ on (e − 1
2
eii − ekl)(e + eii + ekl) = ewe get
1
2
δ(eii)δ(ekl) + δ(ekl)δ(eii) = 0. (1.0.16)
Adding (1.0.15) to (1.0.16) and recalling that 3 ∈ R is invertible, we have that
δ(eii) ◦ δ(ekl) = 1
2
[δ(eii)δ(ekl) + δ(ekl)δ(eii)] = 0. (1.0.17)
Case 6. δ(eij) ◦ δ(eil) = 0 if i = j, i = l and j = l.
In this case, applying δ on (e + eij + eil)(e − eij − eil) = e and using the known facts that δ(e) =
e, [δ(eij)]2 = [δ(eil)]2 = 0, we have that
δ(eij) ◦ δ(eil) = 0. (1.0.18)
Case 7. δ(eil) ◦ δ(ejl) = 0 if i = j, i = l and j = l.
The proof of this case is analogous to that of Case 6, and is omitted.
Case 8. δ(eii) ◦ δ(eij) = 12δ(eij) = δ(eii ◦ eij) if i = j.
In this case, applying δ on (e + eii + eij)(e − 12 eii − 12 eij) = e and applying the known results that
δ(e) = e, [δ(eii)]2 = δ(eii), [δ(eij)]2 = 0 we obtain that
δ(eii) ◦ δ(eij) = 1
2
δ(eij) = δ(eii ◦ eij). (1.0.19)
Case 9. δ(ejj) ◦ δ(eij) = 12δ(eij) = δ(ejj ◦ eij) if i = j.
The proof is similar to that of Case 8.
Case 10. δ(eij) ◦ δ(ejl) = 12δ(eil) = δ(eij ◦ ejl) if i = j, j = l and i = l.
In this case, applying δ on (e+eij +ejl)(e−eij −ejl +eil) = e and using the known facts that δ(e) = e,
[δ(eij)]2 = [δ(ejl)]2 = [δ(eil)]2 = 0, we have that
δ(eil) − 2δ(eij) ◦ δ(ejl) + δ(eij)δ(eil) + δ(ejl)δ(eil) = 0. (1.0.20)
Similarly, by applying δ on (e − eij − ejl + eil)(e + eij + ejl) = e, we obtain that
δ(eil) − 2δ(eij) ◦ δ(ejl) + δ(eil)δ(eij) + δ(eil)δ(ejl) = 0. (1.0.21)
Adding (1.0.20) to (1.0.21) and recalling that δ(eij) ◦ δ(eil) = δ(ejl) ◦ δ(eil) = 0 we obtain that
2δ(eil) − 4δ(eij) ◦ δ(ejl) = 0, which leads to δ(eij) ◦ δ(ejl) = 12δ(eil), as desired.
Case 11. δ(eij) ◦ δ(eji) = 12 [δ(eii) + δ(ejj)] = δ(eij ◦ eji) if i = j.
In case that i = j, applying δ on (e − eii − ejj + eij + eji)2 = e and recalling the facts that δ(e) = e,
[δ(eii)]2 = δ(eii), [δ(ejj)]2 = δ(ejj), [δ(eij)]2 = [δ(eji)]2 = 0, δ(eii)◦δ(eij) = δ(ejj)◦δ(eij) = 12δ(eij)
and δ(eii) ◦ δ(eji) = δ(ejj) ◦ δ(eji) = 12δ(eji) we have that
δ(eij) ◦ δ(eji) = 1
2
[δ(eii) + δ(ejj)] = δ(eij ◦ eji). (1.0.22)
Combining Cases 1–11 we conclude that δ(eij ◦ ekl) = δ(eij) ◦ δ(ekl) for each pair eij and ekl . 
Lemma 1.4 [4, Theorem 4.1]. Suppose that n  9, R is a commutative ring with 6 invertible, and θ :
sln(R) → sln(R) is a surjective R-linear map such that [θ(x)]2 = 0 for all x ∈ sln(R) with x2 = 0.
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Then there exist an invertible element λ ∈ R, an idempotent a ∈ R and an R-linear map β : Mn(R) →
Mn(R) such that θ(x) = λβ(x) for all x ∈ sln(R) and β(xy) = aβ(x)β(y) + (1 − a)β(y)β(x) for all
x, y ∈ Mn(R).
Proof of Theorem 1.1. Let δ be an invertible linear map onMn(R) preserving identity-product, then
δ(eij ◦ ekl) = δ(eij) ◦ δ(ekl)
holds for each pair of matrix units eij and ekl in Mn(R) (Lemma 1.3.) To show that δ is an Jordan
automorphism we need to show that δ(x ◦ y) = δ(x) ◦ δ(y) for any x, y ∈ Mn(R). Assume that
x = [xij]n×n, y = [yij]n×n ∈ Mn(R), express both of them as the linear combinations of the matrix
units:
x =
n∑
i=1
n∑
j=1
xijeij, y =
n∑
k=1
n∑
l=1
yklekl.
Since δ is linear we have that
δ(x ◦ y) = δ
⎡
⎣
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
xijykl(eij ◦ ekl)
⎤
⎦
=
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
xijyklδ(eij ◦ ekl)
=
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
xijykl[δ(eij) ◦ δ(ekl)]
= δ(x) ◦ δ(y).
Thus δ is a Jordan automorphism ofMn(R). This completes the proof of the first part.
If x2 = 0 then by applying δ we have that [δ(x)]2 = 0 since we have shown that δ is a Jordan
automorphism. If n  9 is further assumed, by applying Lemma 1.4 we immediately obtain the left
result. 
2. Maps derivable at the identity
For the R-algebra A introduced in Section 1, a linear map σ on A is called a derivation if
σ(xy) = σ(x)y + xσ(y), ∀x, y ∈ A,
and σ is called a Jordan derivation if
σ(x ◦ y) = σ(x) ◦ y + x ◦ σ(y), ∀x, y ∈ A.
A given x ∈ A induced a derivation, denoted by ad x, in such a way that (ad x)(y) = xy − yx,∀y ∈ A,
which is called an inner derivation. Let z be a given element in A, a map σ on A is called derivable at
the point z if
σ(x)y + xσ(y) = σ(z), whenever xy = z.
Obviously, for an associative R-algebra A, an inner derivation is a derivation, a derivation is a Jordan
derivation, and a derivation is a linear map which is derivable at all points.
Linear (or sometimes additive) maps on operator algebras derivable at a given point have been
extensively studied. We list some relative results. Let L be an l-subspace lattice on a real or complex
Banach space X with dim X > 2 and Alg L the associated l-subspace lattice algebra. It is shown in
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[6] that, if an additive map σ on Alg L is derivable at zero point, then σ(x) = τ(x) + λx, where τ is
an additive derivation and λ is a scalar; It is also shown that, if X is complex, then every linear map
derivable at unit operator on Alg L is a derivation. Let Alg N be a nest algebra associated with the
nest N on a (real or complex) Banach space X . The additive map on Alg N derivable at zero point is
described in [7]. Let A be an operator subalgebra with the unit operator I in B(H). The main result in
[10] proves that every strongly operator topology continuous derivable mapping at I on a nest algebra
AlgN is an inner derivation. Zhu et al. in [11,12] show respectively that if a linearmap σ on the algebra
of all upper triangular matrices or in the full matrix algebra over the complex field is derivable at an
arbitrary given non-zero point then σ must be a derivation.
In this section, we dedicate to determine linear maps onMn(R) derivable at the identity e, where R
is assumed to be a unital commutative ring with 6 invertible.
Theorem 2.1. Let R be a unital commutative ring with 6 ∈ R invertible, Mn(R) the full matrix algebra over
R. A linear map σ on Mn(R) is derivable at the identity if and only if it is an inner derivation.
Lemma 2.2. Let σ be a linear map on Mn(R) and assume that 2 ∈ R is invertible. If σ is derivable at the
identity matrix e, then σ(e) = 0.
Proof. Applying σ on e2 = ewe have
σ(e)e + eσ(e) = σ(e). (2.0.23)
That is 2σ(e) = σ(e), forcing σ(e) = 0 as 2 is invertible. 
Lemma 2.3. Let σ be a linear map on Mn(R) and assume that 6 ∈ R is invertible. If δ is derivable at e,
then σ(eij ◦ ekl) = σ(eij) ◦ ekl + eij ◦ σ(ekl) for each pair matrix units eij and ekl.
Proof. The proof is divided into 11 cases.
Case 1. σ(eii) ◦ eii + eii ◦ σ(eii) = σ(eii) = σ(eii ◦ eii) for i = 1, 2, . . . , n.
Applying σ on (e + eii)(e − 12 eii) = e and recalling the fact σ(e) = 0 we have
σ(eii)eii + eiiσ(eii) = σ(eii). (2.0.24)
That is
σ(eii) ◦ eii + eii ◦ σ(eii) = σ(eii ◦ eii). (2.0.25)
Case 2. σ(eij) ◦ eij + eij ◦ σ(eij) = 0 = σ(eij ◦ eij) if i = j.
Applying σ on (e + eij)(e − eij) = e and using the fact that σ(e) = 0 we immediately obtain
σ(eij) ◦ eij + eij ◦ σ(eij) = 0. (2.0.26)
Case 3. σ(eij) ◦ ekl + eij ◦ σ(ekl) = 0 = σ(eij ◦ ekl) if i = j, i = l, k = j, k = l.
In this case, applying σ on (e + eij + ekl)(e − eij − ekl) = e and recalling the facts that δ(e) = 0,
σ(eij) ◦ eij = σ(ekl) ◦ ekl = 0 we have that
σ(eij) ◦ ekl + eij ◦ σ(ekl) = 0. (2.0.27)
Case 4. σ(eii) ◦ ejj + eii ◦ σ(ejj) = 0 = σ(eii ◦ ejj) if i = j.
Suppose that i = j. Applying σ on (e + eii + ejj)(e − 12 eii − 12 ejj) = e and recalling the facts that
δ(e) = 0, δ(eii) ◦ eii + eii ◦ δ(eii) = δ(eii), δ(ejj) ◦ ejj + ejj ◦ δ(ejj) = δ(ejj), we have that
σ(eii) ◦ ejj + eii ◦ σ(ejj) = 0. (2.0.28)
Case 5. σ(eii) ◦ ekl + eii ◦ σ(ekl) = 0 = σ(eii ◦ ekl) if i = k, i = l and k = l.
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In this case, applying σ on (e + eii + ekl)(e − 12 eii − ekl) = e and using the facts that σ(e) = 0,
δ(eii) ◦ eii + eii ◦ δ(eii) = δ(eii), σ(ekl) ◦ ekl = 0 we have that
σ(eii)ekl + eiiσ(ekl) + 1
2
σ(ekl)eii + 1
2
eklσ(eii) = 0. (2.0.29)
Similarly, by applying δ on (e − 1
2
eii − ekl)(e + eii + ekl) = ewe get
1
2
σ(eii)ekl + 1
2
eiiσ(ekl) + σ(ekl)eii + eklσ(eii) = 0. (2.0.30)
Adding (2.0.29) to (2.0.30) and recalling that 3 ∈ R is invertible we have
σ(eii) ◦ ekl + eii ◦ σ(ekl) = 0. (2.0.31)
Case 6. σ(eij) ◦ eil + eij ◦ σ(eil) = 0 = σ(eij ◦ eil) if i = j, i = l and j = l.
In this case applying σ on (e + eij + eil)(e − eij − eil) = e and using the known facts that σ(e) = 0,
σ(eij) ◦ eij = σ(eil) ◦ eil = 0 we have that
σ(eij) ◦ eil + eij ◦ σ(eil) = 0. (2.0.32)
Case 7. σ(eil) ◦ ejl + eil ◦ σ(ejl) = 0 = σ(eil ◦ ejl) if i = j, i = l and j = l.
The proof of this case is analogous to that of Case 6, and is omitted.
Case 8. σ(eii) ◦ eij + eii ◦ σ(eij) = 12σ(eij) = σ(eii ◦ eij) if i = j.
In this case, applying σ on (e+ eii + eij)(e− 12 eii − 12 eij) = e and using the known facts that σ(e) = 0,
σ(eii) ◦ eii + eii ◦ σ(eii) = σ(eii), σ(eij) ◦ eij = 0 we have that
σ(eii) ◦ eij + eii ◦ σ(eij) = 1
2
σ(eij) = σ(eii ◦ eij). (2.0.33)
Case 9. σ(ejj) ◦ eij + ejj ◦ σ(eij) = 12σ(eij) = σ(ejj ◦ eij) if i = j.
The proof is similar as that of Case 8.
Case 10. σ(eij) ◦ ejl + eij ◦ σ(ejl) = σ(eij ◦ ejl) if i = j, j = l and i = l.
In this case, applying σ on (e + eij + ejl)(e − eij − ejl + eil) = e and applying the known facts that
σ(e) = 0, σ(eij) ◦ eij = 0, and σ(ejl) ◦ ejl = 0, we have that
σ(eil) + σ(eij)eil + eijσ(eil) + σ(ejl)eil + ejlσ(eil) = 2σ(eij) ◦ ejl + 2eij ◦ σ(ejl). (2.0.34)
Similarly, applying σ on (e − eij − ejl + eil)(e + eij + ejl) = ewe have
σ(eil) + eilσ(eij) + σ(eil)eij + σ(eil)ejl + eilσ(ejl) = 2σ(eij) ◦ ejl + 2eij ◦ σ(ejl). (2.0.35)
Adding (2.0.34) to (2.0.35) and recalling that σ(eij) ◦ eil + eij ◦ σ(eil) = σ(eil) ◦ ejl + eil ◦ σ(ejl) = 0,
we obtain 2σ(eil) = 4σ(eij) ◦ ejl + 4eij ◦ σ(ejl), which leads to
σ(eij) ◦ ejl + eij ◦ σ(ejl) = σ(eij ◦ ejl). (2.0.36)
Case 11. σ(eij) ◦ eji + eij ◦ σ(eji) = σ(eij ◦ eji) if i = j.
In this case, applying σ on (e − eii − ejj + eij + eji)2 = e and using the facts that σ(e) = 0,
σ(eii) ◦ eii = σ(eii), σ(ejj) ◦ ejj = σ(ejj), σ(eij) ◦ eij = σ(eji) ◦ eji = 0, σ(eii) ◦ eij + eii ◦ σ(eij) =
σ(ejj) ◦ eij + ejj ◦ σ(eij) = 12σ(eij), and σ(ejj) ◦ eji + ejj ◦ σ(eji) = σ(eii) ◦ eji + eii ◦ σ(eji) = 12σ(eji)
we have that
σ(eij) ◦ eji + eij ◦ σ(eji) = 1
2
(σ (eii) + σ(ejj)). (2.0.37)
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That is
σ(eij) ◦ eji + eij ◦ σ(eji) = σ(eij ◦ eji). (2.0.38)
All of the above show that σ(eij ◦ ekl) = σ(eij) ◦ ekl + eij ◦ σ(ekl) for each pair of matrix units eij
and ekl . 
Lemma 2.4 (the main result of [2]). Suppose that R is a unital commutative ring with 2 invertible. Each
Jordan derivation of Mn(R) is inner.
Proof of Theorem 2.1. Let σ be a linear map on Mn(R) which is derivable at the identity e, then by
Lemma 2.3
σ(eij ◦ ekl) = σ(eij) ◦ ekl + eij ◦ σ(ekl)
for each pair of matrix units eij and ekl . We first show that σ is an Jordan derivation. For the aim we
need to show that σ(x ◦ y) = σ(x)◦ y+ x ◦σ(y) for any x, y ∈ Mn(R). Assume that x = [xij]n×n, y =[yij]n×n ∈ Mn(R), write them in a different way as
x =
n∑
i=1
n∑
j=1
xijeij, y =
n∑
k=1
n∑
l=1
yklekl.
Since σ is linear we have that
σ(x ◦ y) = σ
⎡
⎣
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
xijykl(eij ◦ ekl)
⎤
⎦
=
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
xijyklσ(eij ◦ ekl)
=
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
xijykl[σ(eij) ◦ ekl + eij ◦ σ(ekl)]
= σ(x) ◦ y + x ◦ σ(y).
Thus σ is a Jordan derivation of Mn(R). Applying Lemma 2.4 we know that σ is an inner derivation.
Conversely, if σ is an inner derivation ofMn(R), then it is derivable at e. 
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