offer advice on selecting an appropriate method to compare the central tendencies of two populations. We believe their data and the available literature both support much simpler advice. Nguyen et al. (2016) The justification for our stance is as follows: When populations are normal and variances are equal then Satterthwaite's test gives near-identical performance to Student's t-test in terms of both type I error rate and power (e.g. Moser, Stevens, & Watts, 1989) . However, if variances differ, then it is well known that Satterthwaite's test maintains the type I error rate at the nominal level but the t-test often shows substantial deviations (Coombs, Algina, & Oltman, 1996; Zimmerman & Zumbo, 1989) . It is also well established that the power of the t-test is generally larger than that of the Satterthwaite test, but the difference is never substantial (Moser et al., 1989; Moser & Stevens, 1992; Coombs et al., 1996) . From these results no conditional strategy of switching between these two tests will offer substantially better performance than always adopting Satterthwaite's test, and such conditional strategies could easily perform worse. These conclusions are entirely congruent with the results presented by Nguyen et al. Specifically, ) demonstrate Satterthwaite's test having better control of type I error than the t-test and better or broadly equivalent control to any the 11 variants of their conditional procedure considered. Their Figure 7 (p. 154) compares the power of Satterthwaite's test with that of the conditional procedure, and the dominant feature of the graph is the very strong similarity of performance in almost all test scenarios. There are no substantial parts of the extensive set of scenarios explored where the conditional procedure demonstrated considerably better performance in either control of type I error rate or power (and definitely not in both). This is in line with the conclusions of previous studies (Gans, 1991; Moser & Stevens, 1992) . There are further reasons for not recommending procedures based on preliminary testing for equality of variance (see discussions in Markowski & Markowski, 1992; Quinn & Keough, 2002; Rasch, Kubinger, & Moder, 2011) . Some authors consider preliminary testing of both equality of variance and normality before selecting a test of the means of two independent samples (e.g. Perry, 2003 ), but we do not feel that this offers any attraction over the approach suggested here. Given this line of reasoning, it is no surprise that the function t.test in R calculates the WelchSatterthwaite test rather than the classical t test by default as the "Welch procedure is generally considered the safer one" (Dalgaard, 2002, p. 89) .
If distributions deviate strongly from normality (and especially if these distributions are skewed), then both the t-test and Satterthwaite's test become unreliable in terms of control of type I error rate. No conditional strategy selecting between them will thus provide good control, especially not one conditional on an F-test (which itself not only rests on the assumption that both populations are normally distributed but is also known to be extremely sensitive to non-normality, e.g. Box, 1953) . Alternative tests show better qualities than either the t-test and Satterthwaite's test (e.g. Coombs et al., 1996; Keselman, Othman, Wilcox, & Fradette, 2004; Neuhäuser & Ruxton, 2009 ), but none of these are commonly used. We do not recommend formal preliminary testing for normality (see Ruxton, Wilkinson, & Neuhäuser, 2015) . However, Zimmerman and Zumbo (1993) demonstrated reasonably good performance of Satterthwaite's test when normality was violated, providing the test was carried out after ranking the data. They found that this procedure also outperformed the non-parametric Wilcoxon's rank sum test when variances were unequal across a simulation study involving eight different non-normal distribution types. A more recent study (Cribbie, Wilcox, Bewell, & Keselman, 2007) found that applying the Satterthwaite's test to ranked data offered better power in many situations than even recently-developed methods such as the Brunner-Munzel test (Brunner & Munzel, 2000) . Zimmerman (1998) also suggests an alternative procedure for non-normal data again involving pre-processing the data before applying Satterthwaite's test, involving downweighting values from the extremes of the sample. Although he demonstrates the effectiveness of this procedure, its performance is not compared with the ranking procedure; pending such an investigation we recommend the ranking approach because of its simplicity. We do not, however, recommend ranking unless there is concern (based on prior knowledge of the measured variable or visual inspection of the data) of substantial deviation from normality, since working with unranked data allows more straightforward interpretation of test results. Another possibility could be a t-test evaluated by randomization. However, a significant result in this test, called the Fisher-Pitman permutation test, does not necessarily provide evidence for a difference in means when variances differ (Boik, 1987; Neuhäuser & Manly, 2004) . When variances are homogeneous, this test can be outperformed by the Wilcoxon's rank sum test, equivalent to ranking the data before Student's t-test (Weber & Sawilowsky, 2009 ). Thus, a combination of the two tests is useful if variances do not differ (Neuhäuser, 2015) . Specifically, Neuhäuser (2015) demonstrated that a test based on the maximum of t-statistics calculated from Student's t-test and from Wilcoxon's rank-sum test is a more powerful strategy that always selecting either of the single tests across a range of distributions and avoids complex selection protocols. Further, since its power is close to the more powerful of the two tests, little advantage over the maximization test could be achieved by a protocol that allowed effective selection of one or other of these tests.
It should also be noted that, to this point, we have essentially considered testing in the Behrens-Fisher situation where we are interested in exploring whether a difference in central tendency might occur without making the assumption that the scale (i.e., the spread) of values will necessarily be the same. There is another situation that some (e.g., Sawilowsky, 2002) consider to be more realistic in many applied settings: where we are still interested in exploring whether there is a difference in central tendency, but crucially we also expect that if there is such a difference then it will also be accompanied by a change in scale. That is, we expect that the mechanism that might induce a change in average value will also affect the spread of values in a predictable direction. It can be argued that such a situation is especially appropriate when homogeneous experimental units are randomly assigned to different treatments or groups (e.g., Neuhäuser, 2002) . If on the basis of understanding of the system this situation, called informative variance heterogeneity by Hothorn and Hauschke (1998) , applies, then there are more effective alternatives to Satterthwaite's test (see Blair & Sawilowsky, 1993b) . However, notice that these alternatives assume that in the event of no effect both the means and variances of the two populations would be the same. Some methods assume that the population with the higher mean also has a higher variance. This approach can also be extended to comparing more than two populations (Blair & Sawilowsky, 1993a) . When a so-called location-scale test rejects the null hypothesis that the means as well as the variances of the two populations are the same, both a location test and a scale test could be additionally performed in a closed testing procedure with level α (i.e. without adjustment: Neuhäuser & Hothorn, 2000) . That is, in situations where the null hypothesis is rejected, researchers can often gain insight on the relative importance of difference in means and variances in driving the rejection of the null hypothesis. At the second stage of this procedure the Welch-Satterthwaite t-test might be carried out to illuminate the difference in central tendency.
We should also sound a note of caution with regard to our recommendation to sometimes apply ranking prior to applying Satterthwaite's test. There are dangers associated with ranking prior to application of an essentially parametric method (see Sawilowsky, 2000) . Although the rank transformation looks like a convenient bridge between parametric and nonparametric methods, it is in general not valid in the Behrens-Fisher problem (Brunner & Munzel, 2013) . Hence, Satterthwaite's test on ranked data has a heuristic justification only (Delaney & Vargha, 2002) : its appropriateness and robustness are based on empirical studies only. Indeed, the rank Welch test can become liberal according to the simulation results presented by Delaney and Vargha (2002) . It cannot be recommended for discrete distributions when sample sizes are small or moderate, hence our caution that our simple guidance offered at the start of this piece only applies to continuous data. For discrete data, when there are many ties or sample sizes are small or moderate, nonparametric methods such as those investigated by Delaney and Vargha should be preferred.
