We examine work carried out at Edinburgh Parallel Computing Centre relevant to parallel unstructured mesh applications of the type commonly encountered in Finite Element and Finite Volume calculations. We have developed a suite of Parallel Utilities Libraries to support distributed unstructured mesh programming which are portable to a wide variety of platforms. These libraries cover mesh decomposition, preprocessing, parallel distribution and management, and allow the use of either overlapping or non-overlapping domains. Based around our experience with unstructured mesh applications we have developed course material suitable for presentation on the WWW via our EPIC interactive courseware package. We illustrate the use of our libraries to parallelise a demonstration engineering code and examine industrial collaborations that have bene ted from them. We also survey related work at the Centre, including the EPIC courseware.
Introduction
Unstructured meshes are an important class of computational models for engineers and scientists interested in modeling complex physical systems. Coupled with the speed and capacity of high-performance parallel computers they provide a powerful tool for investigations in computational uid dynamics, structural analysis, aerodynamic design, turbomechanical systems and many other areas.
Parallel unstructured mesh codes can be complex, reecting the complexities of the underlying problem geometries and systems. Over the course of a three-year collaboration with Fujitsu Parallel Computing Research Centre 1, 2], EPCC has developed and re ned a suite of portable, reusable libraries designed to abstract these complexities away from the application program into a middleware layer and provide support for the decomposition, preprocessing and distributed management of unstructured meshes. These libraries have been successfully used to parallelise real engineering application codes, for example the British Aerospace computational uid dynamics code FLITE3D 3] , as well as the demonstration application we shall discuss in detail here.
This paper focuses primarily upon the latest enhancements to the EPCC Parallel Utilities Libraries PUL-MD and PUL-SM, which are respectively concerned with mesh decomposition and run-time support for static mesh applications. We review this work and its applications rst, then look at other resources available at EPCC, both in terms of tools and training.
In section 2 we review the development work done on PUL-SM, while in section 3 we present a similar review for PUL-MD. Detailed descriptions of these two PUL utilities may be found in the their respective User Guides, 4] and 5].
In section 4 we discuss the use of PUL-MD and PUL-SM in the parallelisation of the HEAT2D code provided by Dr Asif Usmani of the Civil Engineering Department of the University of Edinburgh. We present a short overview of the serial code, then discuss its parallelisation using the PUL-MD and PUL-SM libraries. This implemention was tested on a variety of platforms including the Meiko CS-2, the Fujitsu AP-1000 and a network of workstations. We present performance results, comparing parallel and serial versions of the code.
In section 5 we look brie y at the results of the use of the PUL-MD and PUL-SM libraries in parallelising the FLITE3D code, comparing performance of the serial code running on the Cray Y/MP and the parallel code running on the Cray T3D.
In section 6 we examine other work done at EPCC in relation to mesh decomposition that is not currently integrated into the PUL-MD library.
The teaching environment provided by the EPIC interactive courseware package is examined in section 7, in the context of mesh generation and decomposition.
Finally, our conclusions are noted in section 8.
2 Development of PUL-SM PUL-SM 6, 5] is a parallel software utility which provides support to applications requiring the use of a distributed static, irregular mesh. Typical applications include CFD, structural mechanics and general engineering nite element problems.
Originally, PUL-SM relied on the concept of shadow constituents to facilitate domain boundary updates 6] . If the local mesh domains are extended to include a one-elementdeep halo this can reduce the amount of communication required by typical application programs. Figure 1 shows such a mesh halo around a single sub-domain of a distributed mesh.
As an illustration of the potential bene ts of mesh halos, consider a simulation application involving the solution of a partial di erential equation. Here one might adopt an iterative numerical scheme whereby the iterate at a given point of the mesh depends upon the values of variables stored at neighbouring points. If, for instance, our application had the governing equations In the shadow constituent model of PUL-SM, where we have non-overlapping mesh domains, the above scheme would be parallelised like this: t = h(u ); update boundary of t D = d(u ); update boundary of D F = f(u ); update boundary of F u = u + (F + D) t If the mesh domains were to include a single overlapping level of halo points the parallel scheme would become: t = h(u ) D = d(u ) F = f(u ) u = u + (F + D) t; update halo of u As can be seen, at the expense of some extra storage requirements we have reduced the number of communication phases from three to one. Thus the use of halos would be ideal for parallel machines or workstation clusters with relatively expensive communications compared to the compute power of a single node.
Support at the application level is entirely straightforward, being encapsulated in a single sm haloSwap boundary update function. The requisite halo data structures are Preprint-2 constructed through new functions in the serial mesh decomposition utility PUL-MD, read by the new distribution mechanism of PUL-SM and automatically made available to the application. Mesh constituents in domain halos are stored contiguously at the end of the lists of local constituents, so that access to the halos for calculation purposes is simply a matter of adjusting the corresponding loop bounds. The design for the halo swapping routines makes use of in-place receives for incoming halo data, enabling us to save on memory costs, in terms of storage space and buffer copying overheads. This mechanism proved extremely successful on those test platforms that support the necessary MPI routines (MPI BOTTOM in MPI Send/Recv). For platforms whose MPI implementations do not support this functionality, we provide a bu ered version of the halo swap routines to work around this problem.
Scalable Mesh Distribution
One aspect of the PUL-MD preprocessing code is the generation of \parallel-ready" mesh les (see section 3.2). PUL-SM interfaces with these mesh les through an open-andinitialise function. This function provides a single call to initialise an instance of PUL-SM, read and distribute a mesh le and set up the necessary internal data structures for halo or shadow support.
The i/o is designed to be scalable. The mesh les are written in \processor blocked" format such that all the information required by a given processor to de ne its mesh domain completely is listed in a single block. When the distribution function is called the processors are divided into subgroups of, typically, eight (this is con gurable at compile time). One member of each subgroup reads the appropriate sections of the le and sends each of its \cli-ents" the block containing their data, as shown in gure 2. This way, parallel initialisation time is kept to a minimum.
In addition to routines to read the new mesh le we have implemented functions to read and write application data arrays to and from le, also in processor blocked format. These functions can be used to read or write any number of data items of any size associated with any combination of mesh constituents, plus a block of global data. For instance, in the parallel HEAT2D code the application reads a le containing mesh-element data and global data and writes a nal le containing the temperature eld at mesh nodes.
The style of mesh data le read and written by the new functions can also be written using new preprocessing functions in PUL-MD.
3 Development of PUL-MD PUL-MD 4, 2] is a serial library that provides facilities for unstructured mesh decomposition and preprocessing. It is very tightly coupled to PUL-SM, as will have been evident from the previous section, but it may also used as a standalone decomposition tool. In this form, it reads a mesh le in a standard format and simply outputs an assignment of mesh constituents to processors. Thus, the decomposition capabilities of PUL-MD may be used by applications that do not make use of PUL-SM. Additionally an interface to the popular AVS Visualisation package is included in PUL-MD, allowing visualisation of mesh decomposition as well as data analysis 1 .
Decomposition Algorithms
The algorithms implemented in PUL-MD are all available  through a single interface The interface function takes a description of the mesh as input, and provides a decomposition as output. Both input and output may be either through user data structures, or to and from speci ed les. From the mesh description a dual graph is derived, the connectivity of which can be controlled by the calling application, and geometric information associated with it. This provides the basis for the decomposition of the mesh into the required number of sub-domains, by the chosen algorithm.
The dual graph is a representation of the mesh which describes how communication takes place between elements. A graph vertex corresponds to a mesh element, while a graph edge represents communication. The geometric information associated with a graph vertex is a coordinate value. It is taken to be the average coordinates of the corresponding element's nodes.
The algorithms available fall into two categories: decomposition algorithms (SR, SC, SL, GREEDY, RLB, RSB, RCB and RIB) and re nement algorithms (KL and MOB). The decomposition algorithms are primarily recursive bisection algorithms and are aimed at producing partitions where the number of sub-domains is a power of two. If desired, at each stage of the recursion, the bisection may be re ned to improve its quality.
Before detailing the algorithms available, we introduce the concept of a separator eld 7] . This is simply a real number associated with each graph vertex. Given a separator eld for the graph, a bisection may be performed by sorting the vertices according to the value of the separator and assigning the rst half of the sorted vertices to one sub-domain and the remainder to the other.
In the following, n is the number of graph vertices/mesh elements, d the number of spatial dimensions and k the number of sub-domains required.
Simple Partitioning
Of the simple algorithms only the lexicographic algorithm is considered a useful decomposition tool in itself; random and cyclic methods are included only to give a baseline for comparison and a starting point for re nement. The lexicographic algorithm is simply to assign vertices to processors in the order that they are numbered. This may often give surprisingly good results, as an artifact of mesh generation, but there is no guarantee that it will do so. PUL-MD implements the option of using the Cuthill-McKee 8] renumbering scheme to give an improved result. Sub-domains generated by SL are typically quite elongated and so have large boundaries, but will have few neighbours. They may be useful in situations where there is a large start-up cost associated with each communication, but are unlikely to be competitive with any of the following methods otherwise.
Greedy
Farhat's greedy algorithm 9] takes its name from the way it appears to take successive bites out of the mesh. The way in which it does so is as follows.
The algorithm starts from some seed vertex in the graph, and grows out in layers (level sets) from it. The rst layer consists of all the neighbours of the seed, the second all neighbours of the rst layer (excluding those already taken), and so on.
Once su cient vertices have been taken to ll the subdomain, another seed point which is adjacent to it is taken as the start the following sub-domain. The process is repeated until the required number of sub-domains have been generated.
Recursive Layered Bisection
RLB is a relatively simple technique which partitions the dual graph according to its connectivity in a way very similar to the greedy algorithm. Starting from some seed, a level structure is imposed on the whole graph by RLB, rather than just enough to de ne a single sub-domain as with the greedy algorithm. This level structure then provides a metric of graph distance from the seed, and those vertices nearest to it are taken as a sub-domain.
As with the Recursive Graph Bisection of Simon 10 ] and the SL method we have just discussed, we use CuthillMcKee (which is based on this layer structure also) to nd a pair of maximally distant vertices, and use one of these as the seed. This is why the level structure is imposed on the entire graph, so that the vertex furthest from the previous seed may be found and used as the starting point of another iteration of Cuthill-McKee. The use of Cuthill-McKee may be suppressed by the user, in which case PUL-MD looks for a seed vertex on the sub-domain boundary.
Recursive Spectral Bisection
Recursive Spectral Bisection 10] is less intuitive than RLB, and also more computationally intensive. It requires the eigensolution of a sparse, n n, positive semi-de nite matrix: the Laplacian Matrix of the graph, which describes the connectivity of the mesh.
The algorithm is based upon the calculation of a speci c eigenvector of the Laplacian. The eigenvector required is the Fiedler vector 11] , namely the vector which corresponds to the smallest non-zero eigenvalue. The components of the Fiedler vector are then associated with the vertices of the graph to give a separator eld, and hence a bisection.
The computational challenge is thus to calculate the Fiedler vector in an e cient manner. The Lanczos algorithm is the algorithm of choice for this problem and is used by PUL-MD.
Lanczos is an iterative procedure which converges to the eigenvalues at the extreme ends of the spectrum rst, and so naturally picks out the Fiedler vector. Also, it is implemented in such a way that the matrix is never explicitly formed, this information being extracted from the graph description directly.
However, certain stability issues need to be addressed. Lanczos proceeds by forming an approximation to the Laplacian from a sub-space spanned by a set of ndimensional vectors. Each iteration adds another of these Lanczos Vectors. In exact arithmetic the Lanczos Vectors are mutually orthogonal, but in nite precision mathematics orthogonality can break down.
A costly full orthogonalisation process can be used to ensure stability of the Lanczos method. However, it is found that a partial orthogonalisation (against the trivial solution with zero eigenvalue, only) will su ce for most data sets, with little e ect on stability.
Additionally, the level of solution accuracy at which the Lanczos method terminates has been found to have less impact on the quality of decomposition produced than one might suppose. In other words, an inaccurate eigensolution may still give a good decomposition.
PUL-MD allows the application to turn full orthogonalisation on or o and also to control the required level of solution accuracy.
Recursive Coordinate Bisection
Recursive Coordinate Bisection 7, 10] is a straight-forward algorithm. It simply chooses a coordinate axis and uses the vertex coordinates in that direction as a separator eld.
The quality of decomposition produced by this process depends on the method by which the coordinate axis is chosen. There are two options available to the application. The rst is for the axis chosen to cycle through the available dimensions, changing at each level of recursion. The second is for each axis to be examined and the extent of the mesh in that direction found. The chosen axis is then that with maximum extent i.e. the long axis of the mesh. It is hoped that this results in a minimal cut surface area. An additional option in PUL-MD is to keep the coordinate axis xed; this results in a similar decomposition to SL and the comments made there apply to this method also.
RCB is a very fast, O(n), method which uses very little memory. It can produce good results for simple geometries which are strongly aligned with their coordinate axes.
Recursive Inertial Bisection
Recursive Inertial Bisection 7] is similar to RCB, in that it too uses geometric information about the mesh to nd a direction with which to bisect the mesh. However, it makes a more intelligent choice of this direction than RCB; one which makes no assumptions as to the orientation of the coordinate axes.
The principle axis of rotation for the mesh, when each element is considered as a point mass, is rst found. The separator is then the component of the vertex coordinates in the direction of the principle axis.
The principle axis is simply the eigenvector of the moment of inertia tensor for the point masses, corresponding to the smallest eigenvalue. As this tensor is only d d, the eigensolution is trivial and the main work to be done is in forming the tensor. This is done by summing the contributions of each vertex, which can be done in O(n) time.
As a result, this is a very fast method which scales well to accommodate very large meshes, both in terms of runtime and memory requirements. The quality of decomposition produced is inferior to RSB, but generally superior to RLB and RCB. It is ideal for very large problems where the runtime of RSB is unacceptable.
Other Options
Any of the algorithms based on a separator eld (RCB, RIB, RSB) may be tuned by the user to permit some level of imbalance between the size of the two sub-domains generated at each level of recursion.
Within the limits on imbalance that the user has speci ed (given as a percentage of the total mesh size) PUL-MD searches for the decomposition that results in fewest cut edges between the two sub-domains. This is done by choosing an optimal cut-o value of the separator, such that all the vertices with a separator value less than the cut-o are taken to form one sub-domain, while the remaining vertices form the other. Hence the user may o set some level of load imbalance against a potential reduction in communication overheads.
A very similar procedure is used in a performance optimisation for KL re nement (see section section 3.1.8).
Kernighan and Lin
The Kernighan and Lin algorithm 12] proceeds by associating a gain with each vertex. This is a measure of the improvement that would occur if a vertex was to be moved to the other half of the bisection, measured by some objective function, in this implementation the number of cut edges. Vertices are then swapped, in order of decreasing gain, until all vertices have been moved, or until user tunable termination criteria have been met; this constitutes a pass of the algorithm. The best decomposition found during the course of a pass is recorded and used as the starting point of a new pass. This process is repeated until no further improvement is found.
PUL-MD uses the Fiduccia and Mattheyses 13] linear time implementation of KL.
The termination criteria for a pass ensure that excessive redundant computation does not occur and this can have a large impact on the runtime of the algorithm. This is illustrated in gures 3 to 5. These gures show the progress of the KL algorithm when applied to an inertial bisection of the \example1" mesh used by the HEAT2D code (see section 4) with a variety of termination criteria, all of which result in the same improvement in cut-edges. Figure 3 shows a full pass, where no early termination is applied. The level of redundant computation is very high. Figure 4 shows termination of a pass if the objective function rises above the value it took at the beginning of the pass plus the maximum possible gain for an element in the current mesh. Figure 5 shows termination of a pass if a certain number of consecutive vertex moves fail to nd a better decomposition. This number is given as a percentage of the size of the graph currently being bisected, in this case 2%.
The application may choose between these three options. Additionally, in the latter case, the percentage of vertices may be tuned. There is, however, a cut o point after which the improvement in quality KL produces is a ected, if this percentage is set too low. Other options available to the user to tune the behavior of KL in PUL-MD include randomisation of data structures that store the vertex gains and the ability to restrict KL to the border region around the boundary between the two sub-domains it is re ning.
The former allows KL to try again if it can not nd a better con guration, helping it to avoid becoming trapped in locally optimal states that may be far from the global optimum. This often allows KL to nd a much better nal partition than would otherwise be possible. The latter is available only for separator eld based algorithms, and operates in a similar manner to that detailed previously in section 3.1.7. Again the separator is searched, this time for lower and upper limit values that bracket the cut-o value which de nes the unre ned sub-domain boundary (generally the cut-o value is the median, unless unbalanced partitions have been permitted). The border region then consists of those vertices with separator values between the lower and upper limits. The limits themselves are chosen so that a user de ned percentage of the total mesh size is contained in the border region, with half of the contained vertices on one side of the sub-domain boundary, half in the other. This is illustrated in gures 6 and 7. These gures show the border region for the \example1" mesh when partitioned by RCB and RSB, respectively. In both cases the border region contains 18% of the mesh elements. With coordinate bisection the border can be seen to be de ned by two planes (lines in 2D), one to either side of the subdomain boundary and parallel to it. This will also be the case for inertial bisection (not illustrated), although the planes will no longer be aligned with the coordinate axes. For spectral bisection the situation is less intuitive, but may be thought of as analogous to taking an isosurface through the separator eld. The KL border region of mesh \example1" resulting from spectral bisection.
As the main cost of KL is in initialising its data structures, this can vastly improve the runtime of the algorithm, as the data structures need only be set up for vertices in the border region. The runtime is then approximately proportional to the size of the border region the user speci es. Typically this can reduce the runtime by almost an order of magnitude before the quality of decomposition is adversely a ected.
MOB
The MOB algorithm 14] is a variant of the KL partition re nement algorithm. It takes a mesh bisection and repeatedly swaps groups (rather than pairs) of vertices between the the two halves of the bisection.
The number of times groups are swapped is determined by a mob schedule, an array of integers. At each swap, the mob size, or number of vertices to be swapped, is speci ed by the mob schedule. The algorithm terminates when the end of the mob schedule is reached. The mob schedule takes an initial mob size, and decreases it linearly to zero. The algorithm complexity depends linearly on both the number of vertices and the connectedness of the dual graph.
Many details of the MOB algorithm may be tuned by the application; this can a ect both runtime of the algorithm and quality of decomposition. Experimentation with these variations can give good results for a speci c mesh.
Additional Preprocessing Capabilities
In addition to facilities to generate mesh decompositions, PUL-MD includes a number of other mesh preprocessing functions. These have been designed to complete the task of mesh decomposition by partitioning all the other mesh constituents (nodes, edges and faces) into their local domains. Mesh decomposition utilities, including PUL-MD's md decompose function and other similar programs, only provide a decomposition of mesh elements; these mesh preprocessing functions use this decomposition as a starting point to partition the nodes, edges and faces of the mesh in a way suitable for subsequent parallel processing. Additional detailed information about the sub-domain boundaries is also calculated and is used to construct lists of shadow constituents 6] or halo nodes and elements (see below).
These mesh preprocessing functions are also coupled to a set of i/o routines which generate the \parallel-ready" les described in section 2.1 for use with PUL-SM or other distributed mesh management libraries.
Mesh Halo Construction
The discussion in section 2 introduced the concept of mesh halos and described brie y the halo support facilities of the PUL-SM library. To complement this, PUL-MD provides preprocessing functions for generating the halo data structures. These functions couple closely with those touched upon in the previous section, providing an applicationtransparent means of generating fully-decomposed meshes with overlapping halo regions. 4 Demonstrating MD and SM:
Parallel HEAT2D
In this section we discuss the use of the new PUL-MD and PUL-SM libraries in parallelising an example engineering application code, HEAT2D. We shall demonstrate (1) where the unknown of interest is the temperature eld T , Q is the heat-source term, the density of the material in question, c its speci c heat capacity and k ij the conductivity tensor. This equation is the basic governing equation of heat conduction in a solid; HEAT2D solves both this and related equations incorporating convective and radiative ows. See chapter 2 of 15] for further details. The FEM approach to solving equation 1 involves discretising the problem domain into many small elements. The solution to the equation in each element is approximated in some piecewise manner and the global solution is obtained from summing these contributions over all the elements. As with many other discretisation methods for partial di erential equations, this leads us to solve an approximating matrix equation.
If we restrict ourselves to looking for a steady-state solution, we can apply the condition @T =@t = 0. The approximating matrix equation can then be written as
where K is the global conductivity matrix, T is now the discretised temperature eld and f the load vector (incorporating the continuum source term Q). The indices i and j run from 1 to the number of unknowns, typically the number of nodes in the mesh. Solving equation 1 thus comes down to solving the above matrix equation. The serial program takes as input a le specifying the problem mesh geometry and boundary conditions. It then calculates each nite element's contribution to the matrix K and vector f and assembles these into a global form, nally applying a suitable matrix solver to the global equation.
The matrix K is both symmetric and positive de nite and thus open to a range of powerful solver techniques. The solver used in the original code is an extremely fast pro le solver which uses Cholesky factorisation to solve the equations directly. For the purposes of demonstration in the parallel code we replaced this with a fairly simple iterative solver. While not an optimal choice for the small meshes we looked at, iterative solvers become much more important for larger meshes where the O(N 3 ) execution time of direct factorisation solvers becomes signi cant. In addition, iterative solvers are typically much easier to parallelise.
Parallel Implementation and Impact
The use of the PUL-MD and PUL-SM libraries enabled us to adopt a relatively straightforward strategy in parallelising HEAT2D:
Write a serial preprocessor, heat2dpp, to convert HEAT2D input les into parallel equivalents and produce a decomposition for the mesh geometry;
Replace the serial code input routine with a routine based on PUL-SM's mesh distribution functions;
Replace the nal Cholesky pro le solver routines with a parallel iterative solver using PUL-SM's halo swapping facilities.
The bulk of the actual calculation falls in assembling the conductivity matrix K of equation 2. This assembly is done element by element; thus, for a distributed mesh partitioned according to elements these sections can be executed entirely in parallel. Indeed, for the most part the HEAT2D code is greatly amenable to parallelisation; the only areas requiring real work are the initial input phase and the nal matrix solver.
In the parallel code, the distributed mesh leads to the global matrix K being split into a number of smaller submatrices K p , one per processor. These matrices K p are of nominal size (number of local nodes) 2 , where the number of local nodes includes those counted twice on the domain boundaries and in the halos.
We chose one of the simplest iterative solvers to use, the over-relaxed Gauss-Seidel algorithm which has the great advantage of having low storage requirements. It was felt that this would su ce for the demonstration purposes of this project, although for \production" runs on larger meshes one would use instead a conjugate gradient or minimal residual algorithm.
In addition, because we have no real concept of ordering in the rows of the matrix K p our algorithm fails to be strictly Gauss-Seidel conformant at the domain boundaries, where the halo information is always one cycle out of date, rather than being updated as it is calculated. This latter fact means that the parallel solver will exhibit different convergence behavior on di erent numbers of processors and will thus not reproduce the serial convergence history. However, it is guaranteed to produce the same nal solution.
Results: pheat2d
We conclude our discussion of HEAT2D with a series of results for the parallel code, both in comparison with the serial program and in terms of its parallel behavior. In this latter case we examine the scaling behavior of the code compared with the equivalent serial code, plus the variation of timings with di erent mesh decompositions. The parallel code was initially validated for a number of test meshes with a procedure which involved comparing the nal temperature elds point by point with the equivalent, original serial results. Using a moderate Gauss-Seidel convergence criteria of 1:0 10 ?6 we obtained point-by-point agreement with a maximum error of O(10 ?4 ).
For the timing results we chose an example mesh, \ex-ample1", of 1746 elements (965 nodes). All test meshes were generated by the MESH2D program supplied with the serial HEAT2D code (see appendix B of 15] for further details).
For timing purposes we replaced the Cholesky pro le solver in the serial HEAT2D program with an iterative over-relaxed Gauss-Seidel solver exactly like that used in the parallel code. This meant we could monitor the effects of the halo swaps on both the iteration count and the timings. As we discussed above, the parallel solver does not strictly enforce the \use new data as soon as they are available" criterion of the Gauss-Seidel algorithm; thus we would expect the parallel code to take more iterations to converge than the serial equivalent due to these boundary e ects.
Serial vs. parallel
Our initial test platform was EPCC's 20-node Meiko CS-2, a SPARC-based in-house machine used for industrial development work; additional testing was performed on an Ethernet-connected cluster of Sun IPX workstations running SunOS 4.1.3. Final testing was performed on the 128 node Fujitsu AP1000 at Imperial College's IFPC.
In table 1 we present timing gures for several test runs of the 1746 element \example1" mesh on the IFPC AP1000. In the parallel cases, the mesh decompositions and parallel les were generated by the heat2dpp preprocessor using the decomposition algorithm RIB with Kernighan-Lin renement. In this table we include the communication overhead as a percentage of the solver iteration time for each parallel case. These gures are rather high, as the AP1000 implementation uses the bu ered version of sm haloSwap mentioned in section 2, which involves additional memory copies. In comparison, the equivalent gures for 2, 4 and 8 processors on the EPCC CS-2 using the in-place receive version of sm haloSwap are 1.9%, 14.0% and 5.6%.
In gure 8 we plot the total runtime as a function of number of processors. The dramatic fall in runtime from 1 to 8 processors is an indication that additional factors are playing a part as well as the number of processors, but it does indicate that real gains are there to be made. Figure 9 shows the variation in total solver time and numbers of iterations over the processor range. In this As expected the parallel code takes more iterations to converge than the serial code, and the trend seems to be a monotonic increase. This con rms the fact that the implementation of Gauss-Seidel in the parallel code is dependent on the number of processors. However, even with this the total runtime decreases markedly over the serial code.
By contrast, in gure 10 we plot the timing gures for the same problem run across a cluster of Sun IPX workstations. Here the slower (Ethernet) communications mean that the code scales only moderately up to 4 processors and thereafter performs rather poorly. 
E ect of decomposition on parallel timings
In this nal results section we look at how di erent mesh decompositions a ect the runtime of the parallel code. The quality of a mesh decomposition has two potential impacts on the runtime of a parallel code that uses it to govern its data distribution:
To test these e ects in terms of the new capabilities of PUL-MD we again chose the \example1" dataset and partitioned this over 4 processors in a number of ways using the preprocessor heat2dpp. We used a dual graph based on the mesh nodes, the most densely connected graph, which takes both more time and more memory to work with but provides the basis for better quality decompositions. Table 2 : Decomposition statistics for \example1" partitioned over 4 processors using various decomposition algorithms.
In this table, V B are the number of dual graph vertices ( mesh elements) on the boundary of each domain, with C B the number of dual graph edges cut by the boundary. D gives the total number of adjacent neighbouring domains, ie. the sum over domains of the number of neighbours per domain.
Based on the points made at the beginning of this section, the key metrics that should control parallel behavior are the number of neighbouring domains and the number of boundary cuts. Total boundary cuts provides a measure of the communication volume for each domain, while the number of neighbours controls the number of messages necessary. Because of the modest size of the mesh and the small number of sub-domains the number of neighbouring domains does not change between algorithms. However, we see clear variation in the numbers of boundary cuts, with RLB generating the most and Kernighan-Lin re ned RSB the least. Generally speaking we would expect this latter combination to provide the best quality decomposition, but our gures show that competitive results can be obtained by re nement of cheap, simple initial decompositions. Table 3 shows the times taken to generate these decompositions using (unoptimised) heat2dpp on an Sun UltraSPARC Server 1.
For a visual impression of the qualities of the di erent algorithms, gures 11 to 18 show the decompositions of \example1" shaded by domain number. Table 4 : Runtimes for pheat2d using the \example1" mesh and the eight decomposition cases discussed above. N I is the number of iterations to convergence, T I the time per iteration and T T the total runtime.
It is interesting to note that as the decomposition quality increases (RLB ! RCB ! RIB ! RSB) the number of iterations required for the Gauss-Seidel solver to converge falls. This gives a tangible measure of the \improvement" in the domain boundaries, being a function of the number of boundary cuts. The table gives a good picture of the relative qualities of the unre ned algorithms, as the reduced boundary cuts translates into reduced runtimes. It also gives a good impression of the gains to be had from re ning an initial decomposition with the Kernighan-Lin algorithm. It is clear that the Kernighan-Lin re nement has a positive e ect on the parallel runtime, speeding up the RCB case by some 20%. In table 5 we draw a comparison of the reduction in cut boundary edges C B from table 2 to the reduction in parallel runtime. Here we can see that the two measures share the same qualitative trend, con rming that the boundary cuts metric is a useful measure of potential parallel performance for this code and platform. 5 The FLITE3D Project FLITE3D is a suite of CFD programs written originally by Imperial College, London and Swansea University and now subject to continuing development within British Aerospace. It is designed to provide a complete environment for calculating steady-state Euler solutions of air ow past complex geometries. Central to this environment is the nite-element Euler ow solver, which was successfully ported to the Cray T3D MPP system by EPCC. We brie y outline the conclusions drawn from the use of PUL in this project, referring the reader to 3] for full details.
FLITE3D made use of the shadow constituent model available in PUL-SM, where boundary elements are not replicated between processors. As the code utilises multigrid acceleration, some additional MPI routines needed to be implemented speci cally for the project, as PUL-SM does not support data communication between meshes, although multiple instances of PUL-SM may coexist freely (one per multigrid mesh).
Changes to the Euler solver required only the addition of PUL-SM calls in the appropriate places, and were straightforward. Preprocessing and initial mesh distribution was found to be a severe bottle-neck until the scalable approach detailed in section 2.1 was employed, when this ceased to be a problem.
Primary factors a ecting performance of the nished parallel code were found to be quality of decomposition, in particular the number of neighbours each sub-domain has, and the small cache size of the T3D (8 kbyte, directmapped L1 only). The latter can be seen to a signi cant factor in the superlinear speed-up shown in gure 19, where the reducing size of the data resident on each processor as the degree of parallelism increases results in much higher performance per processor. Overall, the parallel code running on eight or more processors was shown to be superior to the serial code running on a Cray Y/MP 4E ( gure 20). These graphs are the result of a single-grid run using a 200,000 tetrahedron mesh of the ONERA M6 wing test case. Although this test case is small, memory models of the code suggest that a 256-processor T3D with 64 Mbytes per processor should easily handle 40 million tetrahedra in combined multigrid meshes.
Other Mesh Decomposition Work
In addition to PUL-MD other work has been carried out on the topic of mesh decomposition at EPCC. This work consists of the implementation of a parallel decomposition 
Parallel Implementation of the Jostle Algorithm
EPCC has developed a parallel implementation (known here as Re ne) of the Jostle algorithm originated at the University of Greenwich 16] . This implementation is not integrated into PUL-MD, as the library is currently regarded as primarily a serial preprocessor. However, the same philosophy of re-usable tool development was used, so that this implementation may be easily integrated into user code or used as a parallel preprocessor. As with PUL, Re ne is based upon the MPI message passing system and is therefore widely portable.
Re ne takes as its input a dual-graph, an initial decomposition of the graph and a speci cation of how many iterations it is to run for. The re nement itself is based on preferentially transferring vertices to neighbouring subdomains based on a gain that is biased towards shedding those vertices furthest from the notional centre of the subdomain. This centre is found by moving in layers from the sub-domain boundary inwards until an empty set results. The set found immediately prior to this is then taken to be the centre and the process is reversed, growing layers outward from the centre set. This imposes a measure of distance from the centre to any vertex (i.e. number of layers) which is then used to calculate the gain of transferring that vertex out of the sub-domain.
This process tends to compact the overall shape of each sub-domain as well as tidying the details of its boundaries like KL. Unlike KL, parallel implementation is highly e cient, and we nd that Re ne is a very fast parallel algorithm, yielding good quality results.
A Seed-Based Approach to Optimisation
In the course of a Summer Scholarship 2 project a novel approach to mesh decomposition originated at EPCC was investigated 3 17] . The approach was to use optimisation techniques, in particular genetic algorithms, to nd favorable seed vertices in the dual-graph whose positions would then determine the full decomposition. This seed-based approach to decomposition is designed to alleviate some of the problems normally associated with the use of optimisation techniques for this purpose. If individual vertices are treated separately then, although the whole search space may be explored, fragmented or illformed sub-domains tend to dominate the procedure (statistically most possible decompositions are poor, after all) and e ciency is impaired. Steps therefore need to be taken to restrict the search space to what we hope will be mostlỳ reasonable' decompositions (see 7] ).
In the seed-based approach each sub-domain has a single seed vertex at its centre. Starting from these seeds, successive layers of adjacent vertices are built up around them in a deterministic manner, until the layers added to di erent sub-domains meet and form the sub-domain boundaries. This can be seen to be akin to the greedy algorithm, but starting from each seed simultaneously, as it were. This has the advantage that each sub-domain will always be a connected set of vertices and compact in shape.
Several variations on the details of how best to grow subdomains out from their seed vertices were studied (whether to add a single vertex or a complete layer to each subdomain in turn, etc.) to determine if there was a statistical bias that would favor a particular method. Adding a complete layer to the sub-domain that is currently smallest was found to be highly competitive from this perspective.
The project then used an objective function that was a linear combination of load balance, edge cuts, boundary vertices, and number of neighbouring sub-domains to model execution time.
Given any one of the deterministic methods for arriving at a decomposition from the seed vertices and a speci ed objective function, standard optimisation techniques may then be employed. The project examined gradient descent, simulated annealing and genetic algorithms, with particular emphasis on the latter, as it is much more amenable to parallel implementation than any other method, and, indeed proved to be the best approach.
A critical requirement for the e cient application of genetic algorithms is a good choice of representation. Clearly, if the genotype is a full speci cation of the decomposition then each individual will be quite large and this may impose a limit to the size of the population due to memory constraints. This, together with the potential impairment of e ciency mentioned at the start of this section, makes this a poor representation.
The representation provided by the seed-based method is not subject of these de ciencies, as each genotype will only consist of a number of integers equal to the number of processors, and be automatically biased towards good solutions. The down side of this is that going from the genotype (the seeds) to the phenotype (the decomposition) in order to evaluate the tness function is now an computationally expensive operation.
If the seed-based representation is to be used then we would also like to ensure that the recombination operator does not unduly garble the good qualities of the parents. As the genotype is merely a set of integers, this is not straight-forward unless additional information is used.
We provide this by dividing the graph into segments and only allow the exchange of two seeds between parents if those seed are both in the same segment, thus introducing some notion of locality to the recombination operator. Fortunately, we have a easy source from which to de ne these segments so that they do in fact re ect locality; namely the best decomposition found in a particular generation. The segments are initially de ned from the starting population, and then are updated every tenth generation.
The project implemented the unstructured, the structured island model and the ne grained structured models of population, nding that the island model performed best. The actual implementation was carried out using RPL2 4 , which may easily be run in parallel, and good speed-ups were observed for the island model, which is to be expected, given its intrinsic parallelism.
Interactive Courseware
There is currently much interest in using the Internet for training and education purposes. As well as the obvious bene ts of any on-line form of teaching (such as the ability to learn at your own pace, interactive demonstrations, easy maintainability of course materials etc.) the Internet o ers other advantages. These include the possibilities of distance learning from any hardware platform that supports a Web browser, and the fact that the student only needs to learn the interface to that single application. However, achieving truly interactive courses is di cult unless, for example, all the demonstrations are converted speci cally for the Web (e.g. into Java).
What is really required is a tool which allows both existing course material and any associated programs (written in Fortran, C, . .. ) to be put on the Web with the minimum of e ort. EPIC (EPCC Interactive Courseware) is a package developed at EPCC that is designed to do precisely this. Web pages are downloaded from the EPCC server as normal, but EPIC allows for communication between these pages and the demonstration programs that actually run on the client machine.
A speci c examples is EPCC's course \Mesh Decomposition". The advantages of EPIC are such that, even although we have so far only run these courses locally, students actually access exercises via the Web. The interface to all the exercises is via Web forms. The advantage of this approach is that we actually use several packages to perform the decompositions, all of which have di erent user interfaces and di erent input parameters. By using a standard form the student sees the same interface regardless of the underlying program, and is also only allowed to modify parameters that are relevant to the particular exercise. We provide standard meshes, although students can easily replace these with any mesh they might have generated themselves during the associated EPIC course \Mesh Generation". Visualisation is done on the client using AVS.
Almost all the setting up of EPIC is also done via the Web and simply involves clicking on a few hypertext links. First, EPIC itself must be installed if this is the rst EPIC course that has been accessed. Second, the course materials are downloaded including sample meshes, AVS networks and various scripts and programs. Finally, the actual course pages are accessed which contain the forms that drive the exercises. Sometimes it is not sensible or possible to download all the required applications. An example is AVS itself, which is assumed to be available on the client. With the current setup, the various decomposition codes (e.g. Chaco 19] and PUL-MD) are also expected to exist on the client, although these could easily be provided along with the course material.
