Abstract-Joint application of polar channel coding combined with vector quantization lossy source coding is considered in this paper. The existing index assignment schemes in the literature cannot be used with polar codes due to their unique crossover probabilities. We elaborate on this problem and locally optimize index assignments. In addition, we propose an algorithm that jointly optimizes the number of quantization levels and the rate of the polar code in order to achieve minimum end-to-end distortion. It finds the optimal tradeoff between the distortion caused by channel errors and the quantization distortion. We also derive estimates for the crossover probabilities of the polar code which are required in the analysis. Simulation results confirm the effectiveness of the proposed algorithms and the accuracy of the crossover probabilities.
I. INTRODUCTION
Joint source-channel techniques can result in more error resilient designs (i.e. more flexibility against threshold effect [1] ) and alleviate the overall complexity and delay compared to the separate design of the source and channel codes [2] . The existing demand in many emerging wireless applications for higher levels of efficiency and reliability with very limited energy and bandwidth resources motivates such techniques even more than the past. Polar codes [3] constitute the first and only subset of linear block codes that can provably achieve the symmetric capacity of the discrete memoryless channels with low decoding complexity. Polarization is a process in which one of the two extreme ends of reliability (either perfect reliability or no reliability) is achieved for different bit elements of the end-to-end codeword and only the reliable elements are used for transmission. However, the codewords should be long enough in order to manifest the polarization effect. An intrinsic property of these codes is unequal error protection (UEP) which is more apparent in more practical shorter code lengths, due to the incomplete polarization.
Joint optimization of vector quantization (VQ), which is a classic lossy source coding technique, with physical-layer (i.e. channel code parameters, modulation, etc.), can improve the error resilience and decrease the end-to-end distortion. In [4] , the authors minimized the end-to-end distortion by joint optimization of VQ with multi-resolution channel codes. Also in [5] , joint design of VQ with multicarrier modulation has shown a considerable performance improvement specially at low signal-to-noise ratios (SNRs). In spite of extensive research on the polar codes, joint optimization of polar codes with VQ has not been addressed. Prior to this, a joint sourcechannel code was proposed in [6] based on the polar codes with the objective of smooth distortion and robust communication. However, it was based on scaler quantization and a binary field transform. Furthermore, design of binary filed filters for practical applications is not tractable. In this paper we consider VQ for its high end-to-end efficiency (space, shape, and memory advantages [7] ). The paper is organized as follows. A background on polar codes and vector quantization for noisy channels is presented in Section II. The index assignment problem and the joint optimization of the number of quantization levels are discussed in Section III where the corresponding algorithms are proposed. Simulation results are presented in Section IV and the concluding remarks follow in Section V.
II. BACKGROUND

A. Polar Codes
A polar channel code can be identified by a three-tuple ( , , ℱ), where and are the lengths of codewords and message and ℱ is referred to as the frozen set. The frozen set can be understood by referring to the encoding procedure
where c = ( 1 , ..., ) is the codeword, u = ( 1 , ..., ) is the message, ⊤ represents matrix transpose, and G N = B F ⊗ is the generation matrix in which B is a permutation matrix known as bit-reversal, F ≜
and F ⊗ is the 'th Kronecker power of F [3] . In a polar code of rate / , ℱ is a subset of the indices of u such that ≜ 0, ∀ ∈ ℱ. Hence, only bits among the total positions in u are used for the message bits which constitute the information set denoted by ℐ. The decoding algorithm is known as successive cancellation (SC) decoding, which is performed on a decoding graph. In SC-decoding of c, the likelihood ratios of each bit is calculated recursively [3, Eq (75) and (76)] in order to reconstruct a decoded version of the message. The values of frozen bits are substituted with zero regardless of the likelihood ratios of the elements. The codeword bits are decoded sequentially, such that the knowledge of previously decoded bits (including the frozen bits) are used in the decoding of the next bits.
B. UEP Property of the Polar Codes
Due to different levels of end-to-end reliability, various elements of the information set in a polar code are referred to as bit channels. Exact calculation of the error probabilities of various polar bit channels is computationally invasive due to the exponential complexity of density evolution. However, more efficient approaches have been proposed to estimate these probabilities. Among them is the Gaussian approximation (GA) which is motivated by the Gaussian distribution of the log-likelihood ratio of the received bits. We assume a zero-mean Gaussian discrete memoryless channel with noise variance 2 . The bit-level log-likelihood ratio can be given by
where is the received signal. The average value of the loglikelihood ratio of the 'th bit can first be approximated by the following recursion [8] (
in which ( ) can be fitted with the exponential model [9] ( ) =
and the termination rule is (
The approximated error probability of the 'th bit channel conditioned on the assumption that the previous bits are correctly decoded is then given by
) .
Based on the error probabilities, one can sort the bit indices in an ordered set
In other words, the first and the last elements of this ordered set correspond to the bit channel with the highest and lowest error probabilities, respectively. The first = − bit channels in ℒ have the highest error probabilities and can be identified as the frozen bits. Hence,
The remaining bit channels will belong to the information set. Therefore,
C. Vector Quantization for Noisy Channels
Vector Quantization is a classic lossy source coding technique that is used to quantize dimensional source vectors y into a set of code vectors q , ∈ [1, ..., ] which is referred to as the codebook. A scalar quantizer is a special case with = 1. The codebook together with the partition set = { 1 , ..., } of the input vector space can completely define a vector quantizer . The source vector y is first quantized into one of the partitions of the input vector space such that
where q is selected as the coordinates of the centroid point of the encoding region . The next step is to assign an integer index to each of the quantization levels which is called index assignment and can be denoted by
We denote the binary representation of the integer by ( ). This binary string is mapped to a channel codeword u and is communicated over a noisy channel. Assume = log 2 and let ( | ) be the conditional probability that is received at the receiver given that is sent on the noisy channel and assume the alphabet size at the input and the output of the channel are equal. At the receiver side, first the channel decoding is performed and then the corresponding codeword is selected from the codebook. This operation is represented by
Let (y) be the prior probability of the source data. The end-to-end mean squared error distortion denoted by
It is shown [10] that the above distortion is composed of two separate parts as follows
where
is the VQ distortion and
is the distortion resulted from the noisy channel, in which
is the prior probability of the quantization level q . Design of the codebook and the partition set of the vector quantizer without assuming the impact of noisy channel is described in [11] . The algorithm is also known as K-means clustering and is widely applied in machine learning applications. A set of training data is required in order to find the center of the encoding regions (clusters). The most conventional approach is to use Euclidean distance as a distance measure and the mean square error for distortion. In such a case, the codebook elements (i.e. centroids) can be saved with high precision in a look-up table available for the decoder. It can then substitute the region index with the corresponding center point. In Fig. 2 , an example with two-dimensional uncorrelated Gaussian zeromean unit-variance symbols is illustrated. The total number of levels is = 32 which can be represented by 5 bits. The integer values of each point are also written.
The problem of vector quantization for noisy channels has been addressed in many different settings. Originally in [12] and then in [10] , the authors optimized the vector quantizer design considering the transition probabilities of the noisy channel which is widely known as channel-optimized vector quantization (COVQ). This approach is based on an iterative procedure that jointly designs the encoding regions as well as the codewords. The necessary conditions to minimize the end-to-end distortion are derived in [12] . However, the design is sensitive to channel variations. Another approach is to disregard the noisy channel, optimize the vector quantization, and then assign the indices to the channel symbols such that the end-to-end distortion is minimized which is pursued in [13] and later is more elaborated with analytic results in [14] . Both of these references assume random assignment of indices. It is shown in [14] that the average end-to-end distortion under random assignment is made of three terms: the distortion caused by quantization, the joint impact of source variance and channel noise, and the joint impact of the channel noise and the scatter factor of the VQ [14] . However, random index assignment with polar channel codes does not seem efficient since the random assignment is equivalent to a channel with a symmetrical crossover probabilities on average. We therefore focus on a more systematic scheme that takes into account the asymmetric index crossover probabilities that are due to the UEP property of the polar code.
III. VECTOR QUANTIZATION AND POLAR CODES
In order to communicate the index of quantization levels using polar codes we assume that the necessary number of zeros (i.e. ) are substituted in the frozen bit channels of the message vector u (i.e. ℱ = 0) and the information bit channels denoted by ℐ are substituted with the binary representation of the quantization level as follows
The substitution order is such that the most significant bit (MSB) of ( ) is used in the most reliable bit channel (the one with the lowest error probability), the next bit on the right to the second most reliable bit channel, and so on.
When a polar channel code is deployed, the crossovers in a fixed hamming neighborhood are not equally likely. By (6), we only have the conditional bit error probabilities of each bit channel given the previous bits are received correctly. Therefore, the exact probabilities corresponding to all possible crossovers cannot be calculated. Explicitly, the calculations for each of the bit channels will require knowledge of conditional bit error probabilities given that one or more of the previous bits are in error. The successive cancellation decoding cannot be easily modeled in such case due to the propagation of the errors to the likelihood ratios of the proceeding bits. To solve this issue, we assume that if a bit channel was in error, then codeword permutations corresponding to the remaining bits are equally likely. Hence, the crossover probabilities can be calculated as follows
where ℒ[ ] is the 'th element of the ordered set ℒ and = min ( ;˜∕ =˜), in whichũ i = (˜1, ..,˜) andũ j = (˜1, ..,˜) are the sorted versions of u i and u j according to the ordered set ℒ (i.e.ũ i = u i (ℒ) andũ j = u j (ℒ)).
A. Index Assignment
The Index assignment problem in (10) is an indispensable task when the vector quantization is combined with communication of indices over a noisy channel. It can improve the performance of COVQ where the quantization is optimized with the knowledge of the crossover probabilities of the channel [15] .
Specific assignments can prove superior performance when the indices are transmitted over a noisy channel. Particularly, channel errors that are more likely can be provisioned to cause the least amount of end-to-end distortion in case if the crossover probabilities are not symmetric. This idea is considered for VQ when indices are communicated over a binary symmetric channels in [16] , where a pseudo-Gray coding approach is proposed along with the binary switching algorithm that gives a locally optimal solution. This approach cannot be used with the polar codes since the error probabilities of different bit channels are not equal. Besides, they also depend on previous bit channels.
We propose an alternative scheme which is based on local optimization. At first a sorting method is applied on the center points to initialize the indices. Then, an algorithm iteratively improves the assignments until a stable solution is found. Assume the quantization centers are sorted in ascending order based on their probability (16) 
The solutions of the index assignment problem are different combinations of an ordered sequence of integers from 0 to − 1, where the first number corresponds to q 1 and the last one to q . There are hence, ! solutions which makes the problem a combinatorial NPcomplete optimization problem. An initial solution can be 0, 1, ..., − 1.
In order to optimize the assignments we use a local search algorithm based on tabu search [17] . It is an iterative process based on local moves that improve the solution in each iteration. We define a move as swapping two given elements in the sequence. For instance, the move with elements 1 and 6 means swapping the first and the six's element of the sequence. The idea of tabu search is to optimize the solution by one change (move) in each iteration. At each iteration, all possible new solutions that are based on a single move from the existing solution constitute a neighborhood for that solution. The algorithm finds the best solution available in the neighborhood and performs the corresponding move. However, the algorithm keeps all of the MaxTabuListSize recent moves in a list which is called the tabu list. These moves are not allowed while are on the list. Hence, the algorithm is called tabu search. The reason to keep the list is to direct the algorithm to a locally optimal solution and block reverse moves. The search procedure is presented in Algorithm 1. In this algorithm, the function ChannelDistortion calculates C according to (15) . The function Move applies the requested move on the given input and the functions AddNew and RemoveOldest append a new move at the end of the list and remove an entry from the beginning of the list, respectively.
B. Optimization of the Number of VQ Levels
Assume the code length of the polar code ( , ) is given and is fixed. The constraint on the code length is imposed by various factors such as delay and the decoding complexity. In this section we study the optimal number of VQ levels that jointly with the Polar code can achieve the least end-toend distortion. Generally, increasing will result in a smaller quantization distortion when the VQ quantizer is considered alone. However, this can reduce the correction capability of the polar code since = log 2 in the final design. The rate of the polar code will increase too, which implies a weaker code. Hence, it can eventually lead to a higher end-to-end distortion. On the other hand, while quantization distortion increases with reducing the number of levels, it can also allow for a lower polar code rate and a better channel protection. Therefore a tradeoff between the channel and quantization distortion can be established by changing (or ). In this section we extend the LBG algorithm [11] to find the optimal number of quantization levels that can achieve the minimum end-to-end distortion. The main difference compared with the original algorithm is that we include the channel distortion in the calculations. In each iteration of the algorithm, the overall distortion can be calculated using (13) . Let the size of the source training data {y 1 , ..., y } be and the initial number of quantization levels be = 1. The initial center point is
which is the mean of the training data (in this case (y ) = q * 1 , ∀ ). In the LBG algorithm, a two-step approach is repeated until the desired number of quantization levels are reached. The first step is splitting procedure
that doubles the number of encoding regions by dividing each of the encoding regions into two parts and setting = 2 , where is a constant in the LBG algorithm. Then the split encoding regions are optimized in a number of iterations to achieve the center points q * 1 , ..., q * . The iterations begin from = 0 after each time the splitting procedure is performed. Assume the iteration of the algorithm the data point is assigned to the center based on the minimum Euclidean distance rule:
The center point is calculated as
and the corresponding source distortion is given by
The iterations continue until the convergence point
where the final code vectors q * = q , ∀ ∈ [1, ] are identified.
We make two changes to extend the LBG algorithm in the joint operation with the polar code. First, we temporarily save the codebook and the quantization levels before performing the splitting to be able to roll it back if necessary. Additionally, at each iteration after the center points converge to q * 1 , ..., q * , we perform Algorithm 1 to find a locally optimum index assignment and add the corresponding channel distortion to the source distortion corresponding to q * 1 , ..., q * . This procedure will repeat after each time splitting is performed. Therefore, the splitting is conditional in the sense that it will get accepted only if it could improve the end-to-end distortion. Otherwise, the algorithm is terminated sticking to the most recent result before splitting. The complete procedure is presented is Fig. 3 , where o quantization levels along with the optimal codebook {q 
IV. PERFORMANCE EVALUATION
In this section we evaluate the performance of our index assignment algorithm and the presented joint source-channel optimization algorithm. The performance of the tabu search is illustrated in Fig 4. Assume a fixed polar code length of Optimal rate-distortion tradeoff to achieve minimum end-to-end distortion by joint design of the channel code message length ( ) and the number of quantization levels ( ) for polar code length of = 8. = 8, a SNR of 5 dB, and consider the VQ design for the two-dimensional uncorrelated zero-mean Gaussian data in the previous sections. We use the joint design algorithm in Fig. 3 to find (the number of message bits in the polar code) which is equal to log 2 ( ). The simulation result is presented in Fig. 5 . As expected, the source and channel distortions change in opposite directions. The optimal length of message bits is = 4 that corresponds to = 16 quantization levels. The accuracy of the crossover probabilities of polar codes derived in (18) is analyzed in Fig. 6 , where the distortion caused by channel crossover is simulated using polar coding with SCdecoder. The analytic result matches well with the simulation in all SNR values and for different code rates, except when a high rate (weak) polar code is used at very low SNR, which is not the case in practice.
V. CONCLUSIONS
We addressed joint optimization of vector quantization for polar channel codes over noisy channels. The number of bits to represent the VQ levels was assumed equal to the size of the information set of the polar code. Hence, fixing the polar code length a rate-distortion tradeoff can be established. Explicitly, representing VQ levels with more bits reduces the VQ distortion while it increases the rate of the polar code and so the channel distortion. We proposed an algorithm for index assignment to locally minimize the channel distortion for a given VQ channel code combination. Additionally, an algorithm to find the optimal number of quantization levels and polar message bits was presented and evaluated. We also estimated the crossover probabilities of the polar code and showed that this estimate can be used for distortion calculations for practical polar code rate-SNR combinations.
