Existence of a solution Uniqueness Estimation of the norm a b s t r a c t
Introduction
Consider the equation 
where f ∈ L 2 (R 2 ), λ ≥ 0. Assume that the following conditions hold:
(i) k(y) is a piecewise continuous and bounded function;
(ii) a(y), c(y) are the continuous functions: |a(y)| ≥ δ 0 > 0, c(y) ≥ δ > 0, y ∈ R.
Depending on the sign of the function k(y), Eq. (1) can belong to one of the following types: hyperbolic, elliptic, parabolic and mixed. In the case of a bounded domain, an extensive literature is devoted to the questions of existence, uniqueness and smoothness of solutions of boundary value problems for the mixed type equation (1) (see [1] [2] [3] ). But in case of unbounded domains with the fast growing coefficients the theory of the differential equations of mixed type, has a rather short history.
If k(y) = 1, then Eq. (1) belongs to hyperbolic type, and its solvability, in general, depends on the behavior of the coefficients a and c. For example (see [4, p. 108] ), the solution of the steady state problem u tt = u yy − αu t (0 < y < l, t ∈ R), u(0, t) = µ 1 (t), u(l, t) = µ 2 (t),
where the term αu t , α > 0, on the right-hand side of the equation corresponds to the friction which is proportional to speed, may not be unique. Moreover, it does not always exist when α = 0. Minor terms and the right-hand of Eq. (1) characterize forces of a friction which are inherent in any real physical system. Hence, studying of Eq. (1) is of practical interest.
In the present work we show that the conditions (i)-(ii) provide unique solvability and a uniform estimate for the solution in weighted L 2 -norms and its first derivatives independent of the type of Eq. (1). These questions have been investigated only in the cases of the elliptic and pseudo-differential equations in [5] [6] [7] [8] . The problem with periodic conditions with respect to the variable x and in the domain Ω = {(x, y) : −π < x < π , −∞ < y < ∞} was studied in [9, 10] for Eq. (1) . Unlike the case considered in [9, 10] the spectrum of the differential operator corresponding to (1) is continuous. An approach similar to the method of this article has been used in [11] .
By a solution of Eq. (1) we mean a function u ∈ L 2 for which there exists a sequence {u n }
The main results of this work are Theorems 1 and 2. 
Preliminaries
Denote by L λ the closure in L 2 -norm of the differential operator
In what follows in Lemmas 1-10 we will assume that the conditions (i)-(ii)
hold.
Lemma 1.
Assume that λ ≥ 0. Then the following inequality holds for all u ∈ D(L λ ):
Proof.
. Transforming the expressions ⟨L λ u, u⟩ R 2 , and ⟨L λ u, u x ⟩ R 2 , we obtain the following inequalities
Here we used the epsilon-Cauchy inequality, with ε = δ/2. From (3) and (4), estimate (2) follows. Since L λ is the closed operator estimate (2) holds for all u ∈ D(L λ ).
Lemma 2. Let λ ≥ 0 and γ be constants such that
Then for any u ∈ D(l t,j.γ + λE) the following inequalities hold:
and
On the other hand, by transforming the expression ⟨(l t,j,γ + λE)u, −itu⟩ ∆ j , we have
Combining (7) with (9), then using condition (5), we obtain
Hence by the conditions (i)-(ii) we conclude
From inequalities (6), (9) and (11) we obtain the following estimate
The estimate (a) follows from inequalities (8), (10) and (12) by using conditions (i)-(ii) and (5). Further, estimate (11) implies (b). Finally it follows from (12) that
This implies the estimate (c), which completes the proof of lemma.
Lemma 3.
Assume that λ ≥ 0 and condition (5) holds. Then the operator l t,j,γ + λE is invertible, and the inverse operator
Proof. By estimate (b) in Lemma 2 it is enough to prove that
This implies that v ′′ ∈ L 2 (∆ j ). By transforming the expression ⟨(l t,j,γ +λE)u, v⟩ ∆ j we have u ′ (j+1)v(j+1)−u ′ (j−1)v(j−1) = 0 for any function u ∈ D(l t,j,γ + λE). Therefore v(j + 1) = v(j − 1) = 0, and using these equalities we can derive the similar to (11) estimate:
From (13) and (14) we conclude that v = 0.
By l t,γ + λE (−∞ < t < +∞) we denote the closure of the differential expression (l t,γ + λE)u = −u 
Lemma 5. There exists a number λ 0 > 0 such that ∥B λ,γ ∥ L 2 (R)→L 2 (R) < 1 for all λ ≥ λ 0 , where γ satisfies condition (5).
Hence using the inequality (a 0 
(17) (16) and by the properties of the functions ϕ j (j ∈ Z ), we conclude
Hence by the obvious inequality (a 0
) and by Lemma 5, we obtain estimate (17).
The result below follows from Lemma 2 and the estimate (17).
Consider the equation
where
The closure in L 2 (R) of the operator l t + λE is denoted by l t + λE too.
Lemma 9.
Let us assume that λ ≥ λ 0 . Then the operator l t + λE, t ∈ R, is boundedly invertible, and for the inverse operator (l t + λE) −1 the equality
holds for any t ̸ = 0, where ∥A λ,γ ∥ L 2 (R)→L 2 (R) < 1, and γ satisfies condition (5).
Proof. First assume that t ̸ = 0. We rewrite the equation
, and γ satisfies condition (5) . From Lemma 4 it follows that ∥A λ,γ ∥ L 2 (R)→L 2 (R) < 1. Then there exists the inverse operator (l t + λE) −1 , and u = (l t + λE)
. Further, l 0 + λE be a self-adjoint operator [12, p. 208] , and the estimate ∥(l 0 + λE)u∥ L 2 (R) ≥ (δ + λ)∥u∥ L 2 (R) holds for any u ∈ D(l 0 + λE). These imply that the operator l 0 + λE is boundedly invertible.
Lemma 8 and equality (19) imply the following lemma.
We will use also the following well-known lemma [13, p. 350 
Proofs of theorems
Proof of Theorem 1. Applying the Fourier transform with respect to the variable x from Eq. (1) we obtain 
is a unique solution of Eq. (1).
Proof of Theorem 2. Using representation (21), we obtain
The proof of Theorem 2 follows from these estimates, of taking into account the assertions (a)-(c) of Lemma 10.
