We present a multi-objective evolutionary algorithm to exploit a medium-sized fuzzy outranking relation to derive a partial order of classes of alternatives (we call it RP 2 -NSGA-II). To measure the performance of RP 2 -NSGA-II, we present an empirical study over a set of simulated multi-criteria ranking problems. The result of this study shows that RP 2 -NSGA-II can effectively exploit a medium-sized fuzzy outranking relation. Finally, we present a real-case study for ranking the municipalities of the state of Guanajuato, Mexico by their levels of marginalization.
Introduction
The multi-criteria ranking problem arises when a finite set of alternatives 1 2 , ,..., m A a a a needs to be evaluated by several criteria 1 2 , ,..., n G g g g to derive a partial preorder on A that reflects the priority of each alternative. Multi-Criteria Decision Analysis (MCDA) is an activity with a diversity of approaches, methods and techniques, which helps Decision Makers pairwise comparison of the alternatives is made taking into consideration the evaluation criteria, to build one or several outranking relations. Normally, these outranking relations do not have remarkable mathematical properties such as completeness and/or transitivity. This is the reason for the second step, which addresses the intransitivities in the outranking relation to derive a ranking as close as possible to the original outranking relation.
Generally, exploiting a fuzzy outranking relation is a complex task. Several techniques to derive a ranking from a fuzzy outranking relation have been proposed in the literature of MCDA [3] [4] [5] [6] [7] [8] [9] [10] . Although some of these methods allow for building a transitive relation in an easy, fast and intuitive way, they have two main disadvantages 11, 12 : Oversimplification of the information in the outranking relation; thus, they do not fully respect the preferences of the DM. They lack a mechanism to detect and/or minimize the inconsistencies in the outranking relation, so do not adequately exploit the wealth of information. The most significant of the ranking methods based on choice or score functions is the pair-wise rank reversal effect 13 .
In addition, most of these ranking approaches focus on ranking problems with small cardinality, which could be explored exhaustively by a real DM. Nevertheless, although certain approaches are able to consider larger sets of alternatives, many of them do not scale well due to complexity issues related to execution times and memory requirements. This is the case for optimization approaches (i.e., Slater-optimal ranking and ranking based on distances). Because ranking is seen as a multicriteria decision analysis problem, it may be useful when considering larger MCDA ranking problem instances. Ranking may be used to reduce the larger preference-sets to a more manageable size by condensing and ordering the preferential information that is present in the original set of alternatives. A natural approach to extract preferential information from a medium-sized set of alternatives is to organize the set into classes that display certain properties. These properties may be derived from grouping the alternatives using preference relations. The application of a meta-heuristic approach is performed as an alternative to using traditional ranking procedures.
In the proposed ranking approach, to give meaning to a comprehensive model of preferences, the DM is mostly viewed as a mythical, inaccessible or vaguely defined person whose preferences can be used to enlighten the decision problem. The comprehensive model of preferences is only a system of preferences with which it is possible to work to bring forward elements of a response to certain questions 14 . References 11 and 12 presented an approach that addresses the limitations of traditional methods by formulating the exploitation of the fuzzy outranking relation as a multi-objective combinatorial optimization problem and solving it by developing a Multi-objective Evolutionary Algorithm (MOEA). Although this approach has showed advantages over traditional ranking procedures, it was designed to address smallsized sets of alternatives to derive a total order or preorder of alternatives. References 15 and 16 presented an evolutionary approach following Refs. 11 and 12, which can handle medium-sized sets of alternatives to derive a partial order of classes of alternatives. This approach aims to find the closest anti-symmetric crisp outranking relation to the fuzzy outranking relation. Then, it applies a ranking procedure based on the repeated use of a choice function to derive a final ranking of the classes of alternatives. Although this approach showed positive results, the search space it explores is given by the set of all anti-symmetric crisp outranking relations from A . With the same purpose of exploiting a medium-sized fuzzy outranking relation to construct a recommendation for a multi-criteria ranking problem, Ref. 17 presents a MOEA based on Refs. 15 and 16 with the particular advantage that it integrates a partial preorder of alternatives into the optimization process performed by the multi-objective evolutionary algorithm. This last approach explores a search space given by the set of all partial orders of classes of alternatives from the set A .
The purpose of this paper is to detail, in a formal way, the MOEA presented in Ref. 17 and to present an empirical study to demonstrate its performance, a performance comparison with other MOEAs, and a new case study. The MOEA is a ranking procedure based on the hybridization of the reference point method with the non-dominated sorting genetic algorithm (NSGA-II); we call it RP 2 -NSGA-II, a MOEA procedure for grouping alternatives that are indifferent while also separating the classes that are strictly preferred to others ), but rather by establishing a biased crowding scheme. Solutions near the reference point are emphasized by the selection mechanisms. The modified crowded comparison operator prefers solutions that are closer to a specified reference point while preserving the order induced by the Pareto-dominance relation. The extent and the distribution of the solutions are maintained by an additional parameter . This parameter, controlling the spread range of the obtained solutions, is easy to configure.
In RP 2 -NSGA-II, the non-dominated sorting mechanism of NSGA-II is extended to accommodate preferences (reference point) as an additional criterion. Individuals are sorted based on this modified sorting mechanism. The preferences are incorporated a priori.
With the supplied preferences, the search is gradually guided towards the region of interest of the DM. Section 2 presents a way in which alternatives and classes of alternatives can be compared; in Sec. 3, we propose the RP 2 -NSGA-II procedure to exploit a fuzzy outranking relation of a medium-sized set of alternatives to derive a ranking. The empirical evaluation of RP 2 -NSGA-II and its comparison with other algorithms is presented in Sec. 4. Section 5 shows a real case study, and Sec. 6 presents some conclusions and discusses future research.
Modelling the Exploitation of a Fuzzy Outranking Relation
We present a way in which the exploitation of a fuzzy outranking relation in MCDA can be modelled. This is motivated by the definition given by Ref. 19 for the multicriteria ranking problem. We begin by defining a credibility calculus that is further used to model the indifference, preference and incomparability relations.
Credibility Calculus
The credibility calculus defined in this section is based on Refs. 20 
, :
The credibility denotation can be extended to all wellformed finite statements , x y through:
Modeling the Preference Relations
Consider a set 
a R a a S a a S a (10).
Reference 23 defines the credibility degree of the indifference relation in a similar way. The relations , ,
A A A I P P , and A R are mutually exclusive.
Comparing Classes of Alternatives
The proposed approach of constructing the relation between two classes of alternatives is based on aggregating all the relations between the alternatives of the two classes. The preference relation that appears most frequently between the alternatives of two classes is selected as the preference relation between the two classes of alternatives. This approach has also been used in Ref. 24 .
We define the credibility of any preferential relation
Then, the crisp credibility degree
0 ,
, ,
By definition of the ranking problem, the alternatives that are indifferent are grouped together, whereas those that are not indifferent are separated. By construction, the relation between any pair of classes is restricted to exclude the indifference relation
. Then, the relation between classes can either be of a preference in one direction or the other, or of incomparability. However, finding an alternative from q C that is strictly preferred to one from r C may put serious doubt on the fact that ( ) C k r P A q O C . Any two classes r C and q C are preferentially consistent if a preference relation can be expressed between them and no alternative from r C is in a preference relation with any alternative from q C , which contradicts the preference relation between the two classes. The search for a partial order of classes that hold this property is a difficult task, and in the outranking approach, most of the cases are impossible. Nonetheless, it is useful to reduce the number of such contradictions between the proposed relation between classes and the individual relations between the alternatives inside them. C O reflect the best compromise between the conflicting objectives, "discriminate the different alternatives in terms of preferences" but at the same time "group similar alternatives in terms of preferences." While the first objective tends to maximize the number of classes, the second attempts to minimize them. The solution can be interpreted as the best compromise between conflicting objectives. to generate a ranking recommendation of a medium-sized set of alternatives. It takes the basic structure from the NSGA-II 25 and some of its principal characteristics. The following subsections present further details of the fundamental aspects of RP 2 -NSGA-II. i j a a is described by the s value of the r p gen) (Fig. 1a) .
Proposed Ranking

Representation of a potential solution in the ranking problem
The initial 1 m genes depict the top row of the upper triangular matrix of A S ; the next ( 2) m genes depict the following row and so on until the last row (Fig. 1b) .
The structure of the individual p is completed by inferring the lower triangular matrix of A S from the mathematical properties that the preference relations satisfy.
Decoding process to obtain a partial order of classes of alternatives
The decoding process to obtain a partial order of classes of alternatives Step 2. Using a Bread-First Search algorithm, identify the connected components within each rank. Each connected component represents a class of alternatives (see Fig. 1c ). These connected components represent the partition of classes of alternatives 1 2 , ,..., Step 4. Let
be the set of initial classes to be ordered. Let 1 r be the current rank.
Step 5. Identify the classes in
that are not preferred by anyone and assign to them the actual rank r.
Step 6. These classes, not preferred by anyone, are removed from
Step 7. Current rank r is incremented by one, this is r = r + 1.
Step 8. If 
Objective Functions
We now define objective functions that can be used to reflect the quality of a particular ranking result.
To compare individuals with different numbers of classes, we consider their fitness to be reflected by the degree with which each preference relation between two alternatives fits in the structure that the individual proposes. Ideally, all alternatives inside the same class are indifferent to each other, whereas those in different classes are not indifferent. If one class is preferred or incomparable to another, then all alternatives in the first class are preferred or incomparable to the alternatives of the second class. Furthermore, the degree of credibility of these relations is maximal.
Maximizing the cutting level
This approach considers the association of A S with a cut to define a crisp outranking relation A S to induce a preference structure that models the DM preferences.
A cut that is connected with the credibility level of a crisp outranking relation A S defined A . We would like to find potential solutions for which the credibility level is near one. This indicates the solution is more trustworthy. We call this objective the maximum cutting level objective.
The min cut objective
This objective function counts the alternatives that are not indifferent to each other in each class. The aim is to minimize these inconsistencies to form solutions that maximize the indifference inside each class. 
where 2 1 O O means that the preference relation 1 O of
is a function that counts the number of the pairwise preference disagreements. The numbers of preferences between alternatives in the crisp outranking relation A S that are in disagreement in the sense of the partial order of classes of alternatives
are minimized to come closer to a preferentially consistent partial order of classes of alternatives. This may be addressed as a multiobjective optimization problem.
The Multi-Objective Combinatorial Optimization Problem
Based on the objective functions defined previously, the multi-objective combinatorial optimization problem is formulated as follows: (17) where is the set of partial orders of classes of alternatives of A , p is a partial order of classes of alternatives of a given set of alternatives A and 0 is a minimum level of credibility. Because there are not constraints with respect to how the alternatives have to be grouped together, which would in some way reduce the complexity of this problem, the only clear way of finding the true Pareto front, with respect to a particular fitness measure, is to consider the entire polytope of potential solutions. This means that all possible partitions ( ) k P A of A need to be explored, leading to the selection of the best ones with respect to the considered fitness measures. Because the number of partitions of a set is equal to the Bell number, this approach to solving this problem is exponential in complexity.
Due to complexity issues related to the problem of ranking in MCDA, in RP 2 -NSGA-II, the decoding process to obtain a partial order of classes of alternatives
two steps: first, it partitions a medium-sized set of alternatives into k classes; and second, based solely on the initially provided information, it elicits a partial order between the determined classes of alternatives as a recommendation for ranking problems from a mediumsized set of alternatives. An improvement of the proposed approach is to integrate partitions and relations between classes into the optimization process that RP 2 -NSGA-II performs.
We present the remaining steps of the proposed approach below:
Initialization procedure
Typically, evolutionary algorithms begin with an initial population composed of N individuals. Each individual in the population represents a potential solution to a particular problem. Frequently, this population is randomly generated, which in our case does not result in favorable initial partitions because it is likely that the classes are mixed to a high degree.
The initialization procedure that this approach proposes is based on 26 , which uses two algorithms: Prim's algorithm 27 and an extension of the K-means algorithm 28 . This procedure obtains initial spread solutions close to the Pareto front. Solutions with high connectivity grade are generated using the Minimum Spanning Tree (MST). At most, half of the population is generated using the MST. Solutions with good performance under the compactness are generated by the extension of the K-means algorithm. 
Multi-criteria distance between alternatives
.
Generating solutions based on MST
To generate individuals for the initial population based on the Minimum Spanning Tree (MST), first, a dissimilarity D matrix is calculated by computing distances for ( , )
i j a a A A using Eq. (18) . Once D is generated, Prim´s algorithm is used to find the MST.
The idea behind this procedure is to create a graph and detect its connected components. These connected components represent the partition 1 2 , ,...,
C of classes of alternatives that can be decoded to an individual genotype. Because the obtained MST corresponds to a solution with a single class, more solutions are generated by dividing the class into different numbers of classes. To do so, it is necessary to cut the links of the MST until the desired number of classes is reached. Special attention has to be paid to the selection of the link to cut. Cutting any link can produce undesirable results, i.e., could lead to the separation of "outliers" that could be part of a class 26 .
To avoid this effect, the definition of "interesting links" is used, which involves the discovery of a real class structure. For a set of data, an interesting set of classes derived from the MST can be constructed as follows: Once the partition on the set of alternatives k P A is generated, Eq. (12) is used to deduce the antisymmetric crisp outranking relation
between the classes of alternatives. Next, the procedure continues to step 4 of the "Decoding process to obtain a partial order of classes of alternatives" (Sec. 3. and to encode it into an individual of the population, as with the solutions based on MST.
Crossover and Mutation Operators
The uniform crossover 29 is used because it is unbiased with respect to the ordering of genes and can generate any combination of alleles from the two parents in a single crossover event 30 .
Co-published by Atlantis Press and Taylor & Francis Copyright: the authors 752
For the mutation operator, a modified version of the Uniform Mutation is employed. The Uniform Mutation operator requires a single parent and produces a single offspring. This operator randomly selects a gen r p from the individual p and randomly alters its allele value s to produce an offspring, where -1 / 2 1, 2,..., m m p r is a random value with a uniform probability distribution. Modifying a single gene in the individual might not alter the structure of the final solution using the proposed decoding process. Therefore, a mutation probability pm (usually 1%) is used to randomly determine the number of genes to be mutated. Hence, the mutation has more chances to alter the structure of the individual.
Preference incorporation in NSGA II
Most approaches in the evolutionary multi-objective optimization literature concentrate mainly on adapting an evolutionary algorithm to generate an approximation of the Pareto frontier. However, this does not solve the problem. We present an idea previously introduced in the literature [31] [32] [33] : incorporate into NSGA II the DM's preferences, expressed as a set of solutions assigned to ordered categories. In RP 2 -NSGA-II, we modified the NSGA II to include selective pressure toward nondominated solutions that belong to the Region of Interest (ROI).
Along with convergence to the Pareto-optimal set, it is also desired that an evolutionary algorithm maintains a good spread of solutions in the obtained set of solutions. The original NSGA II used the crowdedcomparison approach, which maintains sustainable diversity in a population by controlling crowding of solutions in a deterministic and prespecified number of equal-sized cells in the search space.
To solve the multi-criteria ranking problem using NSGA II, it is not necessary to search the entire Pareto optimal set P true or the associated Pareto front PF true because many of the non-dominated solutions are not of interest to the DM. In RP 2 -NSGA-II, we use the strategy of attempting to find in each NSGA II generation the most promising and attractive solutions for the DM, which in our case are those individuals ( ) 
where n is the number of non-domination ranks.
Between two solutions with different nondomination ranks, we prefer the solution with the lower (better) rank. Otherwise, if both solutions belong to the same front, then we prefer the solution that is closest to the FAP or is located in a less crowded region and is equal to the FAP.
The ROI of the Pareto front for the DM is reached using the FAP comparison procedure, which is used in tournament selection and during the population reduction phase. NSGA-II with other approaches in the literature.
Empirical Evaluation
Generating the Simulated Fuzzy Outranking Relations
The construction of the set of simulated fuzzy outranking relations was performed using an instances generator developed in the C programming language. Algorithm 1 shows the general procedure to simulate each of the fuzzy outranking relations. The fuzzy outranking relations were generated based on a previously simulated ranking with different sizes and structures of a medium-sized set of alternatives with the indication that the rankings were consistent with the fuzzy outranking relation, i.e., each simulated instance of the ranking problem is a fuzzy outranking relation constructed in such a way that, for a given interval of lambda values,´ (´, 0.5 and 1 0 ), there is a partial or complete order of classes of alternatives without inconsistencies (Appendix A presents a general outline of this algorithm.).
This evaluation was performed on a combination of different numbers of alternatives and different numbers of classes. Table 1 shows the values for the input parameters of Algorithm 1 used to generate the simulated fuzzy outranking relations for this study (F1: number of alternatives and F2: number of classes). For each combination of the two defined factors with their respective levels (4 levels in F1 and 5 levels in F2, 20
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i i X F F x F F is the sum of all the 100 auxiliary binary variables per combination 1 2 ( , ) F F .
Results
The stochastic nature of the evolutionary algorithms could lead to a good (or bad) result due to chance. To minimize this error and to obtain results with statistical significance, we exploited all 100 fuzzy outranking relations per combination 1 2 ( , ) F F with each of the evolutionary approaches (RP 2 -NSGA-II, MOGA-H, NSGA-II, R-NSGA-II) ten times using the parameter values shown in Table 2 . 
RP 2 -NSGA-II Study
In this section, we evaluated and describe the performance of the RP 2 -NSGA-II on the simulated problems. Table 3 shows some descriptive statistics for the results of the evaluation for the ten runs of each set of combinations 1 2 ( , ) F F . Figure 2 depicts boxplots for the number of solutions found in the ten repetitions for each set of combinations. Tables 3 and 4 show the results for the Kruskal-Wallis H-Test for both comparisons. For the case of the groups of classes, the KruskalWallis H-Test shows that there is no statistically significant difference (p-value > 0.05) in the results across different numbers of classes. This result suggests that there is sufficient evidence to conclude that the size of the classes does not affect the performance of the MOEA. For the case of the groups with different numbers of alternatives, the Kruskal-Wallis H-Test shows that there is a statistically significant difference (p-value < 0.05) in the results for at least one of the groups; thus, we reject the null hypothesis that the number of alternatives does not affect the performance of the MOEA. Figure 1 shows that the group of alternatives that differs is the one with 60 alternatives. Hence, we did not consider a post-hoc pairing analysis to determine which of the groups made the difference.
MOEAs Comparison Study
For each test problem, the four rankings derived by using the four ranking procedures were analyzed with the following method. The method (denoted as "Rate 1", "Rate 2", "Rate 3" and "Rate 4" in Table 5 ) aimed to record the number of times each of the four rankings, derived from RP 2 -NSGA-II, R-NSGA-II, NSGA-II and MOGA-H, respectively, were different from the reference ranking (error rate). That is, when two rankings are compared, this rate would be equal to zero if the two rankings are identical, otherwise it would be equal to one (i.e., it is binary valued). For instance, in Table 5 , when the RP 2 -NSGA-II method is used with 60 alternatives and three classes, "Rate 1" is equal to 16.5, which means that 16.5% of the simulated problems with 60 alternatives and three classes were different from the reference ranking when using such method. The error rates obtained using the reference sets provide an estimation of the generalized performance of the methods measuring their ability to provide correct recommendations on the ranking of alternatives. The results in Table 5 , show that the RP 2 -NSGA-II has lower error rates than the rest of the methods in all cases, except for the MOGA-H, which shows better results in the cases for 60 alternatives with any number of classes.
To test if the difference in the results for the ranking procedures is statistically significant and thus to determine if the RP 2 -NSGA-II ranking procedure has the best performance, a Wilcoxon signed-rank test with a significant level of 0.05 was used. Note that this test discarted the R-NSGA-II and NSGA-II procedures due their low performance and only focused on comparing the MOGA-H and the RP 2 -NSGA-II procedures, which showed positive results. In Table 5 the statistically best performer method, in each combination 1 2 ( , ) F F , is highlighted in bold face. In general, the results of this statistical test show that RP 2 -NSGA-II has better performance than the MOGA-H in the majority of the reference sets. Given these results, the RP 2 -NSGA-II procedure can be considered the most efficient ranking method for deriving a ranking from a medium-sized valued outranking relation in cases where the assumptions for these techniques are met in the data under consideration. In addition to this experiment, we exploited a sampling of the set of outranking relations with the distillation ranking procedure of ELECTRE III 14 . For the sampling, we randomly selected 9 outranking relations from each combination 1 2 ( , ) F F . In total, we had a sampling of 180 fuzzy outranking relations. For this test, from the 180 fuzzy outranking relations, the distillation ranking procedure generated only one ranking without inconsistencies, corresponding to a ranking with 3 classes, 30 alternatives and 0.72 . -NSGA-II.
Data Source
The data used in this study are part of the sociodemographic indicators constructed by CONAPO based on data obtained from the 2010 Census of Population and Housing for the 2010 marginalization index. The indicators from the CONAPO study (shown in Table 6 ) are used as evaluation criteria to model the marginalization level of the 46 municipalities of the State of Guanajuato (Table 7 lists these municipalities). Due to lack of space, the performance of the municipalities in each indicator (performance matrix) is omitted in this paper but can be found in Ref. 34.
Computations with the ELECTRE III-RP 2 -NSGA-II Methodology
As a first step, the fuzzy outranking relation was computed with the performance of the municipalities in each criterion using the ELECTRE-III aggregation procedure. The weights for the criteria were taken from the CONAPO study. For the Indifferent and Preference thresholds, we made an analysis to determine their values. We did not consider a Veto threshold, and the preference direction of the criteria was to minimize. Table 8 shows the values for these parameters. . In Table 9 , we present the top five solutions with the lowest number of inconsistencies in this comparison. We selected solution 1, which had 137 inconsistencies and 7 classes, for the corresponding analysis. Figure 3 shows both rankings, including the coherence between rankings. In the ranking of RP 2 -NSGA-II, the first class, C1, groups all the municipalities from the "Very Low" and "Low" classifications from the CONAPO ranking, except for municipalities 2 and 18. The C2 class of RP 2 -NSGA-II only has municipality 18, which is in the "Low" classification of the CONAPO rankings. The municipalities in classes C3, C4, C5 and C6 of RP 2 -NSGA-II are in concordance with the "Medium" stratification of CONAPO. The municipalities in class C7 agree with the last two stratifications of "High" and "Very High" of the CONAPO ranking.
Additionally, in this analysis, the consistency of the ranking of CONAPO was evaluated using the objective functions defined in RP 2 
S
. The results of this evaluation suggest that the ranking structure of the seven classes from the RP 2 -NSGA-II represents a more consistent solution than the five ordered classes of the CONAPO study. Fig. 3 . Classes of the MOEA RP 2 -NSGA-II (left) and stratifications created by CONAPO in ascending order of marginalization level. "C + number in subscript" identifies each class and each stratification has a label that indicates its marginalization level. Within brackets are the labels of the municipalities that belong to each class of stratification.
Comparison against R-NSGA-II algorithm
In this section, we illustrate the distribution of the solutions of the RP 2 -NSGA-II, in the objective space, for the ranking of the municipalities of the State of Guanajuato, Mexico. We also, show the distributions for the R-NSGA-II results to make a comparison of both algorithms when looking to those solutions near the ROI.
For this comparison, we exploited the valued outranking relation obtained for the municipalities of the state of Guanajuato, México, ten times with the R-NSGA-II, using the same parameters used for the RP 2 -NSGA-II (number of generations of 1,000, a population size of 40, a crossover probability of 0.9, a mutation probability of 0.005 and a lambda value ranging from 0.60 ~ 0.69) and an value of 0.0001. Then, from the set of non dominated solutions obtained in each of the ten executions, we obtained a final set of non dominated solutions to make the comparison with the results obtained with the RP 2 -NSGA-II. Figure 4 shows a general view, over the three objectives functions, of the non dominated solutions found with both methods. In this figure we can observe that most of the solutions, for both methods, were found with a lambda value of 0.69. In ) for the value of 0.69. In this projection we can see that the set of non dominated solutions of the RP 2 -NSGA-II dominates the set of non dominated solutions of the R-NSGA-II; we can also observe that the non dominated set of the RP 2 -NSGA-II has solutions closer to the ROI than the R-NSGA-II. Table 10 shows the ten solutions in each non dominated set (R-NSGA-II and RP 2 -NSGA-II) showed in Fig. 5 with the lowest distance to the ROI. This distance is the Normalized Euclidean Distance (NED) used in Ref. 31 to measure the distance of one solution to the reference point. The NED was calculated using the following equation: 
