Two types of global testing procedures for item t to the Rasch model were evaluated using simulation studies. The rst type incorporates three tests based on rst-order statistics: van den Wollenberg's Q 1 test, Glas's R 1 test, and Andersen's LR test. The second type incorporates three tests based on second-order statistics: van den Wollenberg's Q 2 test, Glas's R 2 test, and a non-parametric test proposed by Ponocny. The Type I error rates and the power against the violation of parallel item response curves, unidimensionality and local independence were analysed in relation to sample size and test length. In general, the outcomes indicate a satisfactory performance of all tests, except the Q 2 test which exhibits an in ated Type I error rate. Further, it was found that both types of tests have power against all three types of model violation. A possible explanation is the interdependencies among the assumptions underlying the model.
Introduction
Since the introduction of the Rasch model (Rasch, 1960) , numerous statistical procedures for testing the model have been proposed. These tests of model t have not only been developed as overall model tests, but have also been designed to provide information with respect to speci c model violations. Although it is not possible to completely separate the Rasch model assumptions, these tests were developed to evaluate different assumptions and properties of the model Klauer, 1991) . Tests for model t can be divided into tests for item t, which focus on the t of observed frequencies of the items to the Rasch model, and tests for person t, which focus on the t of an individual's response pattern to the Rasch model. The present paper addresses evaluation of global item t; for evaluation of person t, refer to Wright and Stone (1979) , Smith (1986) , Klauer (1991 Klauer ( , 1995 or Ponocny (2000) .
The studies reported below pertain to global tests of item t, that is, the tests can be used to evaluate whether the set of items, as a whole, ts the Rasch model. The contribution of individual items to the outcome of the test can be used for diagnostic purposes, but this purpose may be better served by speci c item-oriented tests; this point will be returned to in the discussion. Two types of test of global item t can be considered: tests based on rst-order statistics and tests based on second-order statistics.
The rst-order statistics are based on the comparison of observed and expected rstorder frequencies, that is, the frequencies of correct responses in subgroups which are homogeneous with respect to score level. They are designed to have power against the violation of the property of monotone increasing and parallel (that is, parallel in a logistic metric) item characteristic curves (ICCs; see van den Wollenberg, 1982a) . To this class of tests belong the Wright and Panchapakesan (1969) test, the Martin-Lö f (1973) T test, the S test (Fischer & Scheiblechner, 1970) , the LR test (Andersen, 1973) , the Q 1 test (van den Wollenberg, 1979 Wollenberg, , 1982a Wollenberg, , 1982b , and the R 1 test (Glas, 1988) .
The second-order statistics are based on the discrepancies between the second-order observed and expected frequencies, that is, the observed and expected counts of responses to pairs of items. Two commonly used tests are the Q 2 test (van den Wollenberg, 1979) , and the R 2 test (Glas, 1988) . They are designed to be sensitive to violation of the assumptions of unidimensionality and local independence. A third example of a second-order type test aimed at violation of local independence, which will be referred to as T 2 , is a member of a class of item-oriented non-parametric tests proposed by Ponocny (2001) . Though this test was initially proposed as an item-oriented test, it can also be used as global tests of item t.
Six tests are considered in the present study: three rst-order tests (LR, Q 1 and R 1 ) and three second-order tests (Q 2 , R 2 and T 2 ). The rst ve tests are implemented in the computer program RSP (Glas & Ellis, 1993) , R 1 is implemented in OPLM (Verhelst, Glas, & Verstralen, 1995) and T 2 is implemented in T-Rasch (Ponocny & PonocnySeliger, 1999) . The motivation for this choice is that they comprise a comprehensive diagnostic device for the evaluation of global item t in the Rasch model. The S test (Fischer & Scheiblechner, 1970) is not included because it is not currently implemented in readily available software. The T test (Martin-Lö f, 1973) is not included because it is a special case of R 1 (see Glas, 1989) . Finally, the Wright and Panchapakesan (1969) test is not included because it relies on unconditional maximum likelihood estimates which are not generally consistent (see van den Wollenberg, Wierda, & Janssen, 1988) . The effects on the supposed asymptotic distribution of the statistic have been extensively studied (van den Wollenberg, 1979) , and there is no need to repeat this study here.
In the next section, the tests studied are described in detail. Then the simulation studies on the Type I error rate and the power characteristics will be reported and some conclusions will be drawn. and the conditional likelihood function is computed in each subsample and in the total sample. Then, if the Rasch model holds, the product of the likelihoods of the subsamples is close to the likelihood evaluated with the complete sample. Formally, the LR test statistic is given by
where g is the score-level group, g = 1, . . . , G, L c (û, X) is the conditional likelihood function evaluated using the conditional maximum likelihood (CML) estimates of the dif culty parameters,û obtained using all the data, X, and L c (û g ; X g ) is the conditional likelihood function evaluated using the CML estimates of the item parameters,û g , computed in score group g using the data matrix X g . LR has an asymptotic x 2 distribution with degrees of freedom equal to the number of parameters estimated in the score groups minus the number of parameters estimated in the complete data set. Andersen (1973) argues that the LR test has speci c power against the violation of the property of invariance of parameters and the property of parallel ICCs. Several authors have carried out simulation studies to explore the LR test. Mead (1976) found that the LR statistic required large samples to attain the asymptotic properties. On the other hand, Gustafsson (1977) showed that with a minimum subsample of 50 subjects in each score group, LR preserves these properties. The conclusions from the simulation studies by Gustafsson (1980) further indicated that the LR test has power against the 2-PL and 3-PL models. Van den Wollenberg (1979) also found results that con rm the speci c power against the property of parallel ICCs. Further, this study showed the insensitivity of LR to the presence of multidimensionality underlying the data sets.
The Q 1 test
The Q 1 statistic, proposed by van den Wollenberg (1979) , is a rst-order statistic based on the difference between the expected and observed frequencies:
where m 1 gi is the count of the number of persons belonging to score level g and giving a positive response to item i , and E(M 1 gi |û) is the expected value given the frequency distribution of the respondents' sum scores and the CML estimates of the item parameters.
To construct the Q 1 test, the deviations given in (2) are divided by their estimated standard deviation, becoming a standardized binomial variable, z 1gi . The Q 1 test statistic is thus given by
for item i, where i = 1, . . . , k, and z 1gi is the scaled deviate in score group g for item i . Several simulation studies (van den Wollenberg, 1979 (van den Wollenberg, , 1982a (van den Wollenberg, , 1982b supported the conjecture that the Q 1 is approximately x 2 with (G ± 1)(k ± 1) degrees of freedom. These studies also con rmed its power to detect the violation of the assumption of suf ciency of the raw scores, but not when the unidimensionality assumption is violated.
The R 1 test
The R 1 test, developed by Glas (1988) , is also based on the rst-order frequencies, but, unlike the preceding test, it takes the covariation between the deviates of (2) into account. Depending on the parameter estimation procedure applied, two tests have been de ned: R 1c for the framework of CML estimation, and R 1m for the framework of marginal maximum likelihood (MML) estimation.
In the framework of CML estimation, the test statistic is de ned as
where d 1 g is the vector of elements d 1gi = d 1gi / n p , with n equal to the sample size, and W ± 1 1 g is the inverse of the estimated covariance matrix of d 1 g . The R 1c statistic has asymptotic x 2 distribution with d f = (G ± 1)(k ± 1). Glas (1981) has shown that the R 1c statistic is equivalent to the Martin-Lö f (1973) T statistic. The reason for transforming T to R 1c is that the latter ts the framework of generalized Pearson statistics, which makes its generalization to a wide variety of applications feasible.
The R 1c test has an analogue in the framework of MML estimation, the R 1m test. As with R 1c , the difference between observed and expected correct responses is evaluated in each score-level subgroup. In this case, the MML expected values are needed to compute the deviates
where E(M 1 gi |û,l) is the MMLexpected number of correct responses in subgroup g for item i , givenû andl, which are the MML estimates of the item parameters and population parameters, respectively. Other elements are as de ned as (2). To establish the asymptotic distribution of the test statistic, the zero and perfect scores must be included, that is,
and
where n 0 and n k are the number of observed subjects with zero and perfect scores respectively, and E(N 0 |û,l) and E(N k |û,l) are the MML expected values of subjects with zero and perfect scores respectively. Therefore, the R 1 m test statistic is de ned by
where the terms of the quadratic form are the same as in (4) but evaluated with MML estimates. The R 1 m statistic has asymptotic x 2 distribution with
Several simulation studies carried out by Glas (1988 Glas ( , 1989 suggest that both tests have power to detect the violation of the parallel ICCs and insensitivity to multidimensionality. Further, Glas (1988) showed that the asymptotic distribution is preserved with small samples and short test lengths.
In the MMLframework, an assumption about the distribution of ability is introduced. Usually a standard normal distribution is assumed, and, before evaluating the Rasch model assumptions, it is desirable to check this assumption. Glas (1988) proposed the R 0 test which is focused on the appropriateness of the speci ed distribution. The R 0 test is based on evaluating the difference between the observed and MML expected score distribution,
where n r is the number of observed persons obtaining a score r, for r = 0, . . . , k, and E(N r |û,l) is the MML expected value of persons scoring r. These deviations are combined into an overall test statistic,
. . , k, and W 0 is a matrix of weights. If a normal distribution is assumed, the R 0 statistic has asymptotic chi-square distribution with k ± 2 degrees of freedom (Glas, 1989; . Van den Wollenberg (1979) proposed the Q 2 test to examine the unidimensionality and local stochastic independence assumptions. To this end, the Q 2 test statistic is based on the second-order frequencies, that is, the bivariate association between the items. The idea behind Q 2 is that if the score level of the subjects is xed, the association between the item pairs tends to zero. Therefore, an analysis of the relationships between pairs of items in subsamples of subjects with the same raw score gives information about whether local independence is ful lled. The total sample is partitioned into g ± 1 subsamples and, for every score level group, the item parameter estimates are obtained. Then, for each item pair, the observed and expected 2´2 contingency table are compared by evaluation of
The Q 2 test
Here m gi j is the observed number of subjects in subsample g who have passed items i and j. In the three remaining terms, the bar over the subscript letters indicates failure in that item. E(m gi j ) is the expected number of subjects in subsample g who have passed items i and j, and
The summation of the q gi j statistics in each subsample and across the test leads to
Van den Wollenberg (1979 Wollenberg ( , 1982a Wollenberg ( , 1982b reported several simulation studies of the distribution of Q 2 g , the t statistic in each score-level subgroup. He found that when the test is computed using respondents with the same raw score, and the item parameters have the same value, or the samples sizes and the number of items are large, the distribution of the Q 2 g statistic is well approximated by the x 2 distribution with k(k ± 3)/ 2 degrees of freedom. Furthermore, the results obtained con rm that the Q 2 g test has speci c power against the violation of the local stochastic independence assumption and remains unable to detect the violation of parallel ICCs. Glas (1988) constructed a test, the R 2 test, based on a second-order statistic. This test evaluates the differences between observed and expected numbers of correct responses on pairs of items. As with R 1 , two versions were presented depending on the estimation procedure applied. In the framework of CML estimation, the deviates are
The R 2 test
where m 2i j is the number of persons who get both items i and j correct, and E(M 2 i j |û) is its CML expected value. Unlike Q 2 , this t statistic is not based on a partition of the sample into subsamples. On the other hand, it takes the covariances between the deviates in (13) into account. Thus, the R 2 c test statistic is given by
where d 2 is the vector of elements
2 is the inverse of the estimated covariance matrix of d 2 ; and d ¢ 1 W ± 1 1 d 1 is the quadratic form for persons getting only one item correct, which has to be taken into account because of the derivation of the distribution of this statistic.
The R 2c statistic has asymptotic x 2 distribution with d f = k(k ± 1)/ 2. Some changes are needed to generalize the R 2 c test to the MMLframework. The CML expected value in (13) is replaced by the MMLexpected value, E(M gi j |û,l). In addition, persons attaining a zero or a perfect score must also be taken into account. Thus the R 2 test statistic in the MML framework is de ned as
where c 0 and c k are the zero and perfect scores de ned previously in (6) and (7) and the other terms are as in (14) but using MML expected values. Computation of R 2 is only feasible as long as the covariance matrix W 2 , which is of order k(k ± 1)/ 2, can be inverted. For that reason, the statistic is limited to a test length of 15 items. Simulation results presented by Glas (1988 Glas ( , 1989 ) support the asymptotic properties of both statistics' distributions, even with small samples (N = 100) and short test length (k = 10). Further, the results indicated that the R 2 test has power against twodimensional data sets as expected.
The T 2 test
Ponocny (2001) proposed a test for the Rasch model against an alternative model where local independence between the responses on items i and j is violated. In the alternative model, the probability of a correct response on item i given a response on item j is given by
where X vi and X vj are the responses of person v to items i and j, respectively. These responses are coded 0 and 1. Further, v v and b i are the person and item parameters. Finally, the magnitude of d i j gauges the dependence between the responses on items i and j. Note that setting d i j = 0 results in the Rasch model. The model given by (16) was proposed by Kelderman (1984 Kelderman ( , 1989 and Jannarone (1986) .
Since both the Rasch model and its generalization in (16) are exponential family models, a uniformly most powerful (UMP) test can be constructed for the hypothesis d i j = 0 (Lehmann, 1997, Chapter 3). The test is based on the suf cient statistic for d i j , say T i j , which is the number of persons responding correctly to both items, that is,
The distribution of T i j is considered given the realizations of the minimal suf cient statistics for v v (v = 1, . . . , N) and b i (i = 1, . . . , k). These minimal suf cient statistics are the item and subject marginals. Given these marginals, the distribution of T i j does not depend on any parameters, so the test is non-parametric. Ponocny (2001) presents a Monte Carlo algorithm for generating a random sample of matrices with the same marginals. Analogous algorithms have been proposed in, for example, the social network literature by Rao, Jana, and Bandyopadhyay (1996) and Snijders (1991) . For every generated matrix, a value of the suf cient statistic T i j , say t
, is computed. The signi cance probability of the test is the percentile of the observed value t
. So the test is based on computing the position of t (obs) i j in the distribution of T i j under the null model, which is the Rasch model. Finally, a global test item t T 2 is created by determining the percentage of signi cant T i j tests for a number of item pairs (i , j ). Below, T 2 is an aggregate of the T i j tests of all consecutive item pairs. Strictly speaking, the signi cance probabilities created this way are somewhat questionable since the T i j tests are dependent, but the simulation studies reported below show that this is not a major problem.
Purposes of this study
The simulation studies referred to above indicate that the tests generally exhibit good control of Type I error and have power against certain model violations. However, some aspects have not been studied extensively. The Q 2 test has only been analysed for a partition into subgroups where all respondents in a subgroup have the same sum score. However, in practice, the number of observations for a given score level may become very small, and score levels may need to be combined to produce a feasible test. Therefore, a relevant question is whether the Q 2 test, aggregated over G # k ± 2 scorelevel groups, has a suitable Type I error control and appropriate power against model violations. Another aspect not yet studied is the comparison of the performance of the R 1 and R 2 tests with the Q 1 and Q 2 tests. For the former test statistics the asymptotic distribution is analytically derived, whereas the distribution of the latter statistics is only supported by simulation studies. Therefore, one relevant aspect requiring study is the extent to which the theoretical superiority of the R 1 and R 2 tests is corroborated in empirical research. Finally, the tests are targeted at speci c model violations, but their power under other model violations has never been extensively studied. Therefore, a comparative study of the performance of these statistics under a variety of relevant model violations is in order.
Thus the present research had three objectives: to study the tests' Type I error control; to study the power of the tests against the speci c model violation at which they are targeted; to study the power of the tests against model violations at which they are not targeted.
Simulation studies
To achieve these objectives, simulation studies were carried out to examine Type I error and power against three model violations. In all studies, the person and dif culty parameters were generated from a standard normal distribution. All parameters were redrawn for every replication. There were three levels of test length (15, 50 and 75 items) and ve levels of sample size (100, 250, 500, 1000 and 4000). The aim of using samples of size 100 or 250 and tests with only 15 items was to analyse the small-sample and short-test behaviour, respectively. To obtain stable results, 1000 replications were carried out in each condition of each study. Aspecial computer program was written for data generation, parameter estimation and computation of t statistics. It was veri ed that this program produced estimation and testing results similar to the RSP and T -Rasch programs. The subgroups for the computation of the LR, Q 1 , R 1c and R 1m statistics were computed as follows. First, the program partitioned the score range into G = 6 intervals, the boundaries chosen in such a way as to minimize the differences in the number of respondents in each interval. When the number of respondents in some interval fell below 10, the number of intervals was set to G ± 1 and the procedure was repeated, until each interval had more than 10 respondents. This procedure resulted in G = 6 in 70%of cases, G = 5 in 20%of cases, and G = 4 in 10%of cases, the latter usually for a short test (k = 15) in combination with a small sample size (N = 100). The Q 2 statistic was computed using the same partition, only here the highest and lowest score level were omitted because the frequent occurrence of zero cell frequencies gave results that were too unstable. The T 2 statistic was computed using 10Nk iterations of the Monte Carlo algorithm. Lower numbers of iterations (2 Nk and 5 Nk) were also tried, but this led to excessive Type I error rates. In all studies a nominal signi cance level of 5%was used.
In the study of Type I error rates, the item response data were generated using the Rasch model and the Type I error rates were evaluated by counting the number of rejections of the model over replications. In the second study, the objective was to investigate the power to detect the violation of the parallel item response curves property. To accomplish this, the data sets were generated using the 2-PL model (Birnbaum, 1968) , a model where the item response curves are allowed to cross. The discrimination parameters followed a log-normal distribution with mean zero and three different standard deviations. Thus, three degrees of model violation were created: low, medium and high degree, where a was distributed LN(0, 0.12), LN(0, 0.25), and LN(0, 0.50), respectively. In the third study, designed to explore the sensitivity of the tests to the violation of the unidimensionality axiom, data were generated according to a two-dimensional Rasch model (Glas, 1989 (Glas, , 1992 . The correlation between the two dimensions took two different values, r v 1 v 2 = .50 and r v 1 v 2 = .90, corresponding to a moderate and high degree of association, respectively. Finally, the fourth study was designed to explore the sensitivity of the tests to the violation of the assumption of local independence. Data were generated according to the model given by (16), where d i j was equal to .50 or 1.00 for all consecutive pairs of items, that is, for the combinations (i, j ) equal to (1, 2), (3, 4) , . . . , (k ± 2 , k ± 1). Table 1 shows the Type I error rates as a function of sample size and test length. It can be concluded that the rst-order tests Q 1 , LR, and R 1c and the second-order tests R 2 c , R 2m , T 2 exhibit good control of Type I error rate. The rates for the R 1 m test are slightly higher than for their counterpart in the CML framework, especially when the R 0 test shows a high rejection rate.
Results

Type I error studies
The R 0 test shows good control of Type I error with 15 items, but this deteriorates for 50 and 75 items. In the latter conditions, if the sample size increases, then the rejection rate tends to decrease. Since the R 0 statistic is computed on score level, without any further grouping, the obvious explanation is that the observed and expected frequencies decrease as a function of the test length when the sample size is held constant. For a combination of small sample size and long test, these low frequencies invalidate the result concerning the asymptotic distribution of the statistic.
The performance of the Q 2 test is poor, and although it tends to improve as the sample size grows and the test length decreases, these effects are not enough to attain the nominal signi cance level. Q 2 only has good control of Type I error with 15 items and samples with 500 subjects or larger. Notice that the test was not computed for sample size N = 100 in conjunction with 50 and 75 items. Again the reason was the occurrence of too many zero frequencies in that condition.
Violation of parallel item characteristic curves
In Tables 2-4 the sensitivity of the tests to violation of the parallel ICCs property is shown. In general, the power of the rst-order tests tends to 100%as the sample size, the test length and the degree of variability in the a parameters grow. When the violation of the parallel ICCs is severe (standard deviation of log a equal to 0.50), the power of the rst-order tests achieves the maximum in all conditions with 50 or 75 items and for 15 items with large sample sizes. Note that the outcomes of Q 1 and R 1c are identical. The power of R 1 m is slightly larger.
However, the second-order tests also show considerable power against this kind of violation. When the sample size and the degree of violation increase, the R 2 tests are quite sensitive to variability in the a parameters. The pattern of performance of the R 2 tests is similar to the observed pattern of the rst-order statistics with 4000 subjects and in all conditions where the standard deviation of log a is equal to 0.50. The power of the R 0 test is close to the nominal signi cance level only for a test length of 15 items. When the number of items is 50 or 75, the power increases, although it tends to decrease with larger sample sizes, except when the violation of the assumption is severe (standard deviation of log a equal to 0.50). In that condition and with 4000 subjects, the power rises dramatically. It is debatable whether this high power is desirable, because the R 0 test should be focused on violation with respect to the assumption regarding the ability distribution, rather than the assumption about the form of the ICCs.
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On the other hand, the power of T 2 also remains low for the larger sample sizes. Since T 2 should detect violation of local independence, this can be interpreted as a favourable result. Tables 5 and 6 show the outcomes when the assumption of unidimensionality is violated. In Table 5 , where the two dimensions are highly correlated (r v 1 v 2 = .90), all tests exhibit maximum power. The Q 2 test keeps this maximum rejection rate independently of the value in the correlation index. However, when the association between both latent traits decreases to r v 1 v 2 = .50 (see Table 6 ), the magnitude of the rejection rates of the rst-order tests becomes different from those of the second-order tests. This trend continues when r v 1 v 2 is set to an unrealistic .10 (results not shown). Although the power of both kinds of tests increases when the sample size grows, the former only exhibits substantial power against the violation of unidimensionality for N = 4000, while the second-order tests are sensitive to the violation with sample sizes of 250 or more. Note that T 2 has substantial power against violation of unidimensionality, though it is targeted at violation of local independence. The reason is that both violations show up in the counts of simultaneous correct responses to item pairs. So in practice, these two violations may be hard to distinguish. The power of the R 0 test is generally low, except for small sample sizes where R 0 shows the same in ated rejection rate as under the null model in Table 1 . Tables 7 and 8 show the outcomes when the assumption of the local independence is violated. When these two tables are compared with tables 5 and 6, the following differences become evident. First, the power of T 2 is now higher than in the case of violation of unidimensionality. This is in accordance with the fact that T 2 is speci cally targeted at violation of local independence. However, the behaviour of the rst-order tests is opposite to the behaviour in the previous study: their power now increases with the severity of the model violation. Again, the power of the R 0 test is low, except for small sample sizes, where the in ated rejection rate discussed above reappears. Table 6 . Power against the two-dimensional Rasch model with r v 1 v 2 = .5 
Violation of unidimensionality
Violation of local independence
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Conclusions and discussion
Before we give an interpretation of these results, it should be noted that the studies were carried out under speci c conditions of the distribution of the parameters, test length and sample size. It should also be noted that the power studies were carried out using speci c model operationalizations of violation of the ICCs, unidimensionality and local independence. Under these restrictions, the present research had three objectives: to study the tests' control of Type I error; to study their power against the speci c model violation at which they are targeted; and to study their power against model violations at which they are not targeted. With respect to the rst objective, it can be concluded that the Type I error control of the Q 1 , LR, R 1c , R 2c , R 2m and T 2 tests is good. Type I error control for the Q 2 and R 0 tests is less acceptable, especially for a large number of items and small sample size. For the R 0 test, the reason is that the test is directly based on the frequency table of the respondents' total scores, and when the test length goes up for a xed sample size, the frequencies in the table decrease. The Q 2 test suffers from an analogous problem: the number of item pairs grows quadratically with the number of items, and the frequency counts can easily become too low to justify asymptotic arguments.
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The LR, Q 1 , R 1c and R 1 m tests are speci callyfocused on violation of the property of parallel ICCs, and the power studies presented show that these tests are indeed sensitive to this model violation. However, the second-order tests are also sensitive to this model violation, so it must be concluded that the frequency table of the respondents' total scores and second-order frequency tables are also affected when this model violation is imposed. It must, however, be noted that the power of the T 2 test with respect to this violation was less than the power of the two R 2 tests, so T 2 is more speci c than the other two tests.
With respect to violation of unidimensionality, the results are analogous: both the tests speci cally focused on this model violation and those focused on other violations are sensitive to multidimensionality. Interestingly, the sensitivity of the second-order statistics decreases with the correlation between the two dimensions. This is not completely unexpected, because van den Wollenberg has proved that a rst-order test is insensitive to violation of unidimensionality when it consists of two Rasch homogeneous halves with equal item parameters and ability distributions, and the test is partitioned on the basis of the respondents' total scores (van den Wollenberg, 1979, pp. 95-100) . Apart from the assumption of identical item parameter vectors, these conditions are equivalent to the speci cations used for data generation in the simulation studies above. The ndings of van den Wollenberg may have given rise to the expectation that various assumptions and properties of the Rasch model could be evaluated independently, but the simulations presented here show that this expectation cannot be ful lled. On the one hand, the derivation of test statistics usually entails an alternative model where a speci c aspect of the model is violated (see, for instance, Glas, 1999) , but on the other hand, this does not imply that other test statistics should be insensitive to this violation.
The T 2 test is speci cally targeted at violation of local independence, and, as expected, its power under this violation was higher than under violation of unidimensionality. However, the other tests also have considerable power here. In fact, the power of the two R 2 tests is sometimes higher than that of T 2 . This appears to contradict the fact that T i j is a UMP test, but it is misleading: from the fact that T i j is an UMP test, it does not follow that the omnibus test T 2 is UMP. An interesting point for further study is to compare the UMP T i j test with Glas's (1999) item-oriented Lagrange multiplier tests, which are targeted at the same violation.
The following remarks are in order in relation to this study. The rst point concerns the superiority of tests based on statistics where the asymptotic distribution follows directly from asymptotic theory, over tests based on statistics where the distribution is inferred from simulation studies. On the one hand, R 1c and Q 1 hardly show any difference in their Type I error control and power. So the simulation studies present no empirical argument for preferring one over the other. On the other hand, the theoretical framework used for the derivation of the asymptotic distribution can easily be generalized to other model violations and other item response models. Examples are the application of the approach to the 2-PL model and item response models for polytomous items (Glas, 1999 ) and Rasch's model for speed tests (Jansen & Glas, 2000) . Unfortunately, asymptotic theory for the Q 1 and Q 2 tests is still lacking, so this aspect requires further study.
The second point concerns tests of global item t focused on speci c violations for more general models that have the standard Rasch model as a special case. Examples of such models are the class of log-linear models by Kelderman (1984 Kelderman ( , 1989 , the OPLM , and the Rasch model with a multivariate ability distribution by Glas (1989 Glas ( , 1992 . Since the tests proposed for these models are analogous to the tests discussed above, the speci city of these tests should also be subjected to further study.
The nal point concerns the relation between tests of item t and tests of person t. Generally speaking, the former category of tests supports item selection (using itemoriented tests) and the decision to stop selecting (because global item t tests are no longer signi cant), and the latter category supports the detection of aberrant persons. However, as pointed out by Klauer (1995) , there is another principal difference between item and person tests. Item tests can be derived from two sampling models. The rst is a random sampling model where v de nes strata in the population and the Rasch model de nes the probability of a correct response for a randomly drawn person. In this model, the stochastic process is not necessarily de ned on the subject level: it might even be that the response pattern of a person is xed. The second is a stochastic subject model where the stochastic process is explicitly de ned on the subject level, that is, the Rasch model gives the probability of a correct response for a speci c person. For the derivation of item tests, the sampling model makes no difference: the tests come out exactly the same, that is, both models lead to the same manifest probabilities of item responses aggregated over persons (Cressie & Holland, 1983 ; see also Holland, 1990 ). The consequence is that one cannot distinguish between the two sampling models on the basis of the outcome of item tests. For person tests, the situation is different: these tests are explicitly derived under the stochastic subject model, and rejection of the model entails rejection of the Rasch model for individual response behaviour. It is important to keep this difference between item and person tests in mind.
