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With rising numbers of an aging population and thereby of visual impairment, the need for effective 
visual rehabilitation techniques is undebatable. Vision dominates a variety of everyday functions, 
and impairments thereof can have widespread implications for motor and cognitive functions, as 
well as for social and mental well-being. Leading approaches to visual rehabilitation make use of the 
multisensory nature of our visual system, as well as of its structural and functional neuroplasticity. 
Classic examples of such approaches are sensory substitution devices, which employ other sensory 
modalities in order to enhance or replace visual functions. This work thus studies such approaches, 
by focusing on the enhancement of visual functions by sounds, and the replacement of visual 
functions by tactile information. The study of neurobiological mechanisms supporting audio-visual 
interactions and enhancements makes up the first part of this work. This was achieved using 
innovative analyses of electroencephalography (EEG). Results demonstrate an enhancement of mid-
level visual functions (i.e. gestalt processes) by the concurrent presentation of a sound, effective at 
both neural and behavioural levels. These results have critical implications for the rehabilitation of 
mid-level visual functions in populations where such functions are impaired (for example, in 
cataract-operated patients after sight restoration). The second part of this work concentrates on 
the mechanisms allowing digital simulated tactile stimuli to support visual functions. This method 
of sensory substitution is a development beyond classical means for rehabilitation, such as the 
Braille alphabet and the white cane. Nevertheless, most classical approaches are limited in their use, 
as they require numerous resources and thus place a great strain on the already over-solicited 
medical system. New approaches using simulated digital information promise to solve this issue by 
increasing patient independence, as well as treatment reliability and accessibility. We test and 
develop a new non-invasive technology of haptic feedback that uses ultrasonic vibrations to 
intermittently reduce the friction of a screen when this screen is actively explored by a finger, thus 
simulating texture perception. Results indicate that such a technology is an effective means of 
supporting spatial functions such as object perception and manipulation, and orientation in space. 
These results emphasize the need of digitalizing rehabilitation techniques and thus of further 
research in such digital applications. In conclusion, this work sheds light on the multisensory 
interactions supported by the visual system, underlines the importance of using multisensory 
information for visual rehabilitation, and opens up new avenues for domains where sensory 
information training can aid the development of cognitive functions, such as in learning and 




Dans un contexte d’un nombre croissant de troubles visuels dans la population, le développement 
de nouvelles approches plus performantes de réhabilitation de la vision est incontournable. La vision 
étant au cœur de multiples tâches de notre quotidien, les troubles visuels ont des répercussions 
importantes sur la réalisation de fonctions motrices et cognitives, mais également sur le bien-être 
mental et social. Des approches reconnues de réhabilitation visuelle tirent parti de la nature 
multisensorielle de notre système visuel, ainsi que de sa neuroplasticité structurelle et 
fonctionnelle. Par exemple, les dispositifs de substitution sensorielle utilisent nos autres sens pour 
augmenter ou remplacer les fonctions visuelles. Ce projet étudie de tels systèmes de substitution 
en se concentrant sur le renforcement de la vision par des stimuli auditifs et sur le remplacement 
des fonctions visuelles par des informations tactiles. La première partie de ce travail s’intéresse à 
l’étude des mécanismes neurobiologiques à la base des interactions audio-visuels par le biais de 
méthodes neurophysiologiques telles que l’électroencéphalographie (EEG). Les résultats 
démontrent un renforcement des processus visuels secondaires lors de la présentation simultanée 
d’un son, tant au niveau de l’activité neuronale que du comportement. Ces résultats ont des 
conséquences importantes sur la réhabilitation des fonctions visuelles secondaires, par exemple 
pour des patients dont la vision a été restaurée après une opération de la cataracte. La seconde 
partie de ce projet se concentre sur les mécanismes permettant à des stimuli tactiles simulés 
numériquement de soutenir des fonctions visuelles. Cette méthode de substitution sensorielle est 
une amélioration des moyens classiquement utilisés pour la réhabilitation. Ces nouvelles approches 
utilisent des informations numériques simulées et promettent d’augmenter l’indépendance du 
patient ainsi que la fiabilité et l’accessibilité du traitement. Nous avons testé et développé une 
nouvelle technologie non-invasive de retour tactile utilisant des vibrations ultrasonores pour 
réduire de façon intermittente le frottement généré sur un écran lorsqu’il est exploré activement 
par le doigt, produisant ainsi la sensation de texture. Les résultats montrent que cette technologie 
est un moyen efficace de réhabilitation des fonctions visuelles telles que la perception des objets et 
leur manipulation, ou encore l’orientation dans l’espace. En conclusion, ce projet met en lumière 
l’organisation multisensorielle du système visuel, accentue l’importance de l’utilisation de 
l’information multisensorielle dans la réhabilitation visuelle et ouvre de nouvelles perspectives dans 
des domaines dans lesquels l’entraînement à l’information sensorielle peut aider au développement 
des fonctions cognitives, comme dans l’éducation et l’apprentissage, la conduite et le pilotage, ou 
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1. Vision and its impact 
Vision is the predominant sense guiding our interaction with our environment, and supporting most 
of our everyday functions (Lee, 1978). Vision plays a fundamental role for object recognition and 
manipulation, learning, orientation, locomotion, social interaction, and even quality of life in self-
reports (Rahi, Cumberland, & Peckham, 2009). Indeed, researchers have long observed that vision 
dominates the other senses in cases where information presented to the different senses is 
conflictual (Heller, Calcaterra, Green, & Brown, 1999; Ryan, 1940). A striking example of visual 
dominance over other sensory modalities is given by the ventriloquism effect, which refers to the 
perception of sound as coming from another direction than its true source, the direction being 
dictated by the visual sense (Howard & Templeton, 1966; Thurlow & Jack, 1973). Because of this 
dominance of vision over other sensory modalities for a variety of interactions with our 
environment, having reduced vision or completely lacking it can be considered an extremely grave 
impairment that affects a multitude of functions (Wallhagen, Strawbridge, Shema, Kurata, & Kaplan, 
2001), such as motor (Knudson & Kluka, 1997), cognitive (Dutton, 1994), and social functions (Wahl 
& Tesch-Römer, 2001). In fact, visually impaired and blind individuals have higher risks of 
unintentional injuries, both at home and in the exterior environment (Legood, Scuffham, & Cryer, 
2002; Manduchi & Kurniawan, 2011), have poorer general health, and have higher risks of 
developing mental health problems (Rahi et al., 2009).  
According to the World Health Organization (WHO) October 2018 fact sheet, 1.3 billion 
people globally live with some form of visual impairment, and the majority thereof are people over 
50 years of age (see also Bourne et al., 2017 for a meta-analysis). According to another WHO fact 
sheet dating February 2018, by 2050 the proportion of the world’s population over 60 years old will 
double from 12% to 22%, with the pace of population aging being much faster than in the past. 
Nevertheless, approximately 80% of visual impairment is avoidable (WHO fact sheet October 2018). 
For the reasons stated above, the study and mitigation of visual impairments, as well as of visual 
rehabilitation methods, are of great importance and actuality. My thesis is based on these facts, and 
intends to study to what extent novel sensory rehabilitation approaches using cross-modal and 
multisensory information as a means of sensory substitution are effective in mitigating visual 
impairment and in shining light upon the organization of the visual system. 
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 An immense amount of work has already been done to tackle the fundaments of vision. The 
neurobiological organisation and functions of the visual system are widely studied, with the visual 
system being the most researched sensory system across species (Clarke, 1994b, 1994a; Daw, 2012; 
Felleman & Van Essen, 1991; Hagmann et al., 2003; Horton & Hedley-Whyte, 1984; Kremers, 2005; 
Lashley, 1942; Payne & Peters, 2001; Pettigrew, Sanderson, & Levick, 1986; Ungerleider & Mishkin, 
1982; Werner & Chalupa, 2014; Zhaoping & Li, 2014, to cite only some of the seminal work and 
recent books written on the organization and functions of the visual system; see Grill-Spector & 
Malach, 2004, for a review) given its predominance and importance for our daily lives. Originally, 
most of the information on the organization of the visual system was gathered and implemented 
assuming a certain modularity (Fodor, 1983) and functional specialization (Gazzaniga, 1989) of our 
brain structures. This means that the brain was previously viewed as organized into discrete units, 
or “modules”, that were functionally specialized, and these components interacted with each other 
in order to produce mental activity (Gazzaniga, 1989). This also applied to sensory systems: there 
was a visual, an auditory, and a somatosensory module, and there were parietal structures 
integrating information from all the three senses and proprioception at a later stage, after the 
“unisensory” processing was complete (Jones & Powell, 1970). Such considerations were not only 
abstract, they were based on anatomical findings in primates and mammals that discovered 
connections between higher-order association structures and unimodal areas (Jones & Powell, 
1970; Wallace, Meredith, & Stein, 1992), as well as single neuron responses in unimodal areas to 
unisensory inputs and in multimodal areas to multisensory inputs (Hikosaka, 1993; Rockland & 
Ojima, 2003). It thus made sense to study these structures independently, in a divide et impera 
fashion. 
In what follows, I will discuss how our understanding has outgrown the modularity thesis, 
with new evidence demonstrating that sensory-specific modules can respond to stimuli in other 
sensory modalities. This has been an important breakthrough for Vision Science, as it emphasizes 
the more fundamental aspect of the differential mechanisms of sensory processing when studied in 
the laboratory as compared to when studied in more realistic settings. In addition, in order to 
understand exactly how to combine information to enhance or replace vision, it is important to 
know which visual functions can be enhanced in this manner, and what are the supporting 
mechanisms enabling these interactions. Therefore, as the first two projects of my thesis intended 
to study the brain and behavioural mechanisms supporting such multisensory and cross-modal 
processing and how these mechanisms can be used to rehabilitate vision, I will then give a short 
overview on the neuroanatomical architecture of multisensory processes and the operating 
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principles of multisensory integration. Throughout these subjects, I will include discussions of animal 
studies as well, as these were used to guide and complement investigations in humans. 
 
2.   The multisensory brain 
In recent times, the modularity view is proving too simplistic – even though a certain modularity is 
still implied, the brain is considered to be a complex system (Bassett & Gazzaniga, 2011), where 
mental states arise through the principle of emergence, and thus through an interaction of multiple 
functional and structural levels (Bassett & Gazzaniga, 2011). Our view of brain processes is changing, 
and with it, the perspective of sensory processing is as well. More and more evidence suggests that 
“unisensory” areas actually support multisensory processing (Ghazanfar & Schroeder, 2006). This 
fundamental shift in our understanding of how brain functions are organized and how mental states 
are achieved has brought about new directions in the research of animal and human sensory 
systems. Besides a more holistic understanding of the brain and its functions across species, this 
paradigm shift demonstrates its importance by opening new avenues for prevention and 
rehabilitation of sensory impairment, and for training of perceptual processes and their associated 
cognitive functions. In what follows, I will explain how this paradigm shift happened, and illustrate 
some example findings that supported this change in how we view sensory processing. 
 As stated above, it was deduced early on that brain states can only arise through the 
integration of information from multiple senses (Ghazanfar & Schroeder, 2006; Stein & Meredith, 
1993). Such integration was thought to be primarily supported by “polysensory” regions in higher-
order association cortex (Felleman & Van Essen, 1991; Massaro, 1999). Early electrophysiological 
and tracing studies of multisensory regions in cats and primates (Bignall, 1967b, 1967a; Bignall & 
Imbert, 1969; Bignall, Singer, & Herman, 1967; Bruce, Desimone, & Gross, 1981; Jones & Powell, 
1970; Meredith & Stein, 1983; Schneider & Davis, 1974; Wallace et al., 1992) uncovered 
feedforward projections between unisensory and multisensory areas. Responsiveness of neurons in 
multisensory areas to multisensory stimuli was demonstrated, as well as integration of information 
from different modalities in these structures by an increase in the number of impulses in a 
multiplicative ratio under multimodal conditions (Stein & Meredith, 1993; Wallace et al., 1992). 
Even subcortical areas, such as the superior colliculus, the basal ganglia, and the putamen, were 
shown to contain multisensory neurons (Meredith & Stein, 1983; Stein & Meredith, 1993). Recent 
advances in neuroimaging and brain stimulation techniques have also uncovered a host of sensory 
integration areas in humans, validating the hypotheses that were created based on animal models. 
Indeed, areas in the temporal lobe, such as superior temporal sulcus (Beauchamp, 2005; Foxe et al., 
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2002), areas in the parietal lobe, such as the intraparietal sulcus (IPS) and the superior parietal lobule 
(SPL)  (Bolognini, Olgiati, Rossetti, & Maravita, 2010; Bremmer et al., 2001; Bushara et al., 1999; 
Molholm, 2006), as well as areas in the frontal lobe, such as the prefrontal cortex (Bushara et al., 
1999; Laurienti et al., 2003), have all demonstrated activation to multisensory stimuli.  
 Even more surprising was the fact that such multisensory activity was discovered in canonical 
‘unisensory’ areas as well.  Some early research on the cat’s visual cortex demonstrated activation 
to acoustic stimuli (Fishman & Michael, 1973; Morrell, 1972; Spinelli, Starr, & Barrett, 1968); 
however, these were subject to technical limitations (Driver & Noesselt, 2008). Studies in primates 
also revealed evidence of multisensory integration in “unisensory” areas (Fu et al., 2004; Kayser, 
Petkov, Augath, & Logothetis, 2005). Human neuroimaging studies of unimodal areas started 
uncovering similar evidence. With functional magnetic resonance imaging (fMRI) it was found that 
linguistic visual cues are sufficient to evoke activity in auditory cortex in normal hearing individuals 
in the absence of auditory speech sounds (Calvert et al., 1997). When bimodal (audio-visual) speech 
was contrasted against both unimodal (auditory and visual) components, significant response 
enhancements in auditory (Brodmann Areas 41/42) and visual (V5) cortices were detected during 
bimodal stimulation (Calvert et al., 1999). Electrophysiological studies demonstrated how early 
these multisensory integration effects were taking place, further implicating unisensory areas as a 
locus of emergence for multisensory integration (Giard & Peronnet, 1999). The critical role of 
backward (i.e. feedback) projections from multisensory areas to unisensory areas was proposed 
(Hahnloser, Douglas, Mahowald, & Hepp, 1999; Macaluso, Frith, & Driver, 2000), given evidence for 
such projections in the visual system of the cat (Douglas & Martin, 1991; Ferster, Chung, & Wheat, 
1996; LeVay & Gilbert, 1976) and in primates (Rockland & Ojima, 2003; Schroeder & Foxe, 2002), as 
was that of lateral connections (Foxe & Schroeder, 2005). More recent discoveries of direct 
anatomical connections (in primates) and white matter tracts (in humans) between the sensory 
areas themselves further supported multisensory integration at primary cortical levels (Beer, Plank, 
& Greenlee, 2011; Beer, Plank, Meyer, & Greenlee, 2013; Cappe & Barone, 2005; Falchier, 
Clavagnier, Barone, & Kennedy, 2002; Ghazanfar & Schroeder, 2006; Rockland & Ojima, 2003), see 
(Murray et al., 2016) for a review). Since then, results of multisensory integration in “unisensory” 
areas have been replicated numerous times (Amedi, Jacobson, Hendler, Malach, & Zohary, 2002; 
Cappe, Thut, Romei, & Murray, 2010; Foxe & Schroeder, 2005; Frassinetti, Bolognini, & Làdavas, 
2002; Lacey, Campbell, & Sathian, 2007; Lacey, Tal, Amedi, & Sathian, 2009; Lacey & Sathian, 2012, 
2014; Mercier et al., 2013; Murray et al., 2015; Rigato, Rieger, & Romei, 2016; Romei, Gross, & Thut, 
2012; Romei, Murray, Cappe, & Thut, 2009; Romei, Murray, Merabet, & Thut, 2007; Schroeder & 
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Foxe, 2005; Shams, Kamitani, & Shimojo, 2002; Tal & Amedi, 2009; Tivadar, Retsa, Turoman, Matusz, 
& Murray, 2018; Van Atteveldt, Murray, Thut, & Schroeder, 2014, to name just a few).  
 With regards to the visual cortex, which is my focus in this thesis, visual areas have been 
shown to participate in both tactile (Amedi et al., 2002; Amedi, Malach, Hendler, Peled, & Zohary, 
2001) and auditory (Calvert et al., 1999; De Volder et al., 2001; Shams et al., 2002) information 
processing. The inferotemporal (IT) cortex in primates was, for example, found to be activated by 
acoustic and audio-visual stimulation (Poremba et al., 2003; Pribram, Rosner, & Rosenblith, 1954). 
In humans, it was observed that higher-level areas, such as LOC (Amedi et al., 2001) and the middle-
temporal visual area (MT/V5) are activated during haptic object and haptic or auditory motion 
perception, respectively (Blake, Sobel, & James, 2004; Hagen et al., 2002; Lewis et al., 2000; Poirier 
et al., 2005, 2006). Low-level areas such as V1 were found to be activated by audio-visual (Cappe et 
al., 2010; Watkins, Shams, Tanaka, Haynes, & Rees, 2006), and tactile stimuli (Sadato et al., 1996). 
Visual cortices have even been found to be activated by sounds alone (Clemo, Sharma, Allman, & 
Meredith, 2008; Lewis, Beauchamp, & DeYoe, 2000). Such results have strengthened beliefs that 
the visual cortex can be activated in a task-specific, modality-independent manner under certain 
conditions (Ghazanfar & Schroeder, 2006; Lacey, Tal, et al., 2009). 
 It is thus evident that the organisation of sensory processing in the human and animal brain 
is more complicated than previously thought, and functions differently under realistic settings (i.e. 
a multisensory environment) than when studied in isolation in the laboratories (i.e. unisensory 
stimulation). Multisensory processing has been observed even at the earliest stages of stimulus 
processing in classical “unisensory” modules, which calls for a reconsideration of the way in which 
we theorize about sensory processing, and opens up new avenues for studying such multisensory 
areas and the processing therein. In what follows, as my thesis partly studies the brain mechanisms 
involved in multisensory integration in visual areas and how it can impact behaviour, I will now turn 
to the neuroanatomical foundations supporting such interactions.  
 
2.1    Neuroanatomy of multisensory integration in the visual system 
In order to understand how multisensory integration is possible in the visual system, and how it can 
lead to enhanced processing of stimuli, the neuroanatomical architecture supporting this 
phenomenon should be considered. The effortless nature of multisensory integration hides an 
underlying complexity of these processes (Chandrasekaran, 2017). This section therefore aims to 
illustrate how multisensory integration is enabled by specific neurons, as well as by anatomical 
projections between visual and other sensory and higher-level association areas. Careful 
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methodological planning of our experimental designs, as well as a correct interpretation of obtained 
results in our projects, called for a complete understanding of this anatomical scaffolding. In 
particular, in the first experiment of my thesis, a cortical network consisting of both low- and high-
level visual areas, as well as of parietal association areas, was found to support multisensory 
integration of audio-visual stimulation. Understanding the neuroanatomical foundations of this 
phenomenon enabled better interpretation of our results.  
 Multisensory integration operates through a concert of both feedback projections to the 
visual cortices from multisensory areas in the temporal, parietal and frontal cortex (Clavagnier, 
Falchier, & Kennedy, 2004; Macaluso & Driver, 2005; Spence & Driver, 1994), as well as through 
direct connections between the unisensory areas themselves (Falchier et al., 2002; Rockland & 
Ojima, 2003). Monosynaptic afferents between primary visual and low-level and association 
auditory cortices thus complement the poly-synaptic pathways via higher-order association cortices 
as well as cortico-thalamo-cortical pathways (Cappe, Rouiller, & Barone, 2009; Henschke, Noesselt, 
Scheich, & Budinger, 2015). The polysynaptic afferents support the fact that sensory convergence 
takes place in multisensory neurons of multimodal areas and then influences low-level processing 
(Clavagnier et al., 2004; Macaluso & Driver, 2005), while cortico-thalamo-cortical routing supports 
multisensory interplay by a convergence of different modalities on the same thalamic nucleus that 
then in turn makes this integrated information available to a target cortical region, for example the 
visual cortex (Cappe et al., 2009). Regarding the more recently discovered monosynaptic 
projections, anatomical tracer studies have ascertained the existence of such afferents between 
visual and auditory unisensory areas in various species, such as primates (Cappe & Barone, 2005; 
Clavagnier et al., 2004; Clemo et al., 2008; Falchier et al., 2002; Rockland & Ojima, 2003), cats (Clemo 
et al., 2008), rats (Laramée, Kurotani, Rockland, Bronchti, & Boire, 2011), and gerbils (Henschke et 
al., 2015). The laminar profile of these projections from auditory cortices to V1 follows a feedback-
like pattern, with most connections terminating in deep and superficial layers (originating in layer 6 
and terminating in layer 1 and/or 6, respectively) (Falchier et al., 2002; Rockland & Ojima, 2003; see 
Murray et al., 2016, for a review). At the single neuron level, two types of neurons involved in 
multisensory integration have been discovered in visual areas: unimodal neurons, whose activity 
can be modulated by information from another sensory modality (i.e. subthreshold multisensory 
neurons, see (Allman, Keniston, & Meredith, 2009; Allman & Meredith, 2007; Clemo et al., 2008; 
Meredith, Allman, Keniston, & Clemo, 2009)) and bi- or multimodal neurons. 
 Most of the characteristics and principles of multisensory integration rely on observations 
from single neuron recordings in anaesthetised cats (Meredith, Nemitz, & Stein, 1987; Meredith & 
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Stein, 1986; Wallace, Meredith, & Stein, 1998), specifically, bi- or multisensory neurons in the feline 
superior colliculus (SC). These principles and computations have served as a model for the more 
general study of multisensory processes (Chandrasekaran, 2017; Stein & Stanford, 2008). Three 
major principles of integration were postulated based on evidence from SC neurons: the spatial 
constraints related to the neuronal receptive fields, the temporal constraints related to stimulus 
presentation, and the principle of ‘inverse effectiveness’ (Stein & Meredith, 1993; Stein & Stanford, 
2008). These operational principles also apply to subthreshold multisensory neurons (Stevenson et 
al., 2014). Despite a discussion of multisensory integration and the involved principles at the single 
neuron level being beyond the scope of this thesis, what is interesting is the extent to which these 
principles prove more flexible when it comes to integration in neuronal ensembles or cortical 
regions such as the ones studied here (i.e. V1, LOC). This will be discussed below. 
 In short, multisensory integration in low-level and high-level areas is supported by an 
intricate interplay of indirect feedback connections between higher-level processing areas 
influencing processing in low-level areas. These effects are further complicated by cortico-thalamic-
cortical routing, and direct projections between sensory areas themselves. Thus, if in the first 
presented paper we observed enhancement of activity in low- and high-level visual and in parietal 
areas by audio-visual stimulation using electroencephalographic measurements, this observed 
interplay might be only a part of the mechanisms involved in generating this effect. In addition, the 
observed effects might stem from a concert of activity generated in subthreshold unisensory and 
multisensory neurons. This further strengthens the necessity of advanced investigations in 
multisensory integration mechanisms.  
 
2.2    Principles of multisensory integration in multisensory neurons 
In order to understand how to elicit multisensory responses in sensory areas, it is important to be 
aware of the characteristics of putative neuronal processes supporting multisensory integration as 
measured using electroencephalography and behavioural performance. As the fundamental 
principles of multisensory and cross-modal integration have been derived from the study of cat SC 
neurons, I will now shortly describe these principles and emphasize the differences between their 
application at the single neuron as compared to the neuronal ensemble and the behavioural levels. 
In addition, my thesis studies multisensory integration in different cortical regions. It is therefore 
interesting to observe how the principles of multisensory integration in these structures vary and 
cannot be directly derived from integration principles in single neurons, proving flexible and 
context-dependent. The aim of this is a better understanding of the observed results in the first two 
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experiments featured in this thesis, where the neural mechanism of audio-visual integration and its 
influences on behaviour were in focus. 
 
a) Operating principles 
 Multisensory integration in SC neurons is constrained by spatial and temporal rules 
pertaining to the presentation of a multisensory stimulus (Stein & Meredith, 1993; Stein & Stanford, 
2008). In general, spatial constraints are determined by the receptive field of each neuron, with 
multisensory neurons having multiple receptive fields, typically one for each modality they respond 
to (Stein & Stanford, 2008). The temporal constraints are determined by the amount of temporal 
overlap between stimuli presented in different modalities (Meredith et al., 1987; Stein & Meredith, 
1993). However, as in the first two projects of this thesis the temporal presentation was coincident, 
and the presentation of the stimuli was rather central, detailed considerations of these principles 
exceed the scope of this work. It is only important to retain here that these binding principles are 
not as fixed for neuronal ensembles as they are for single neurons (Van Atteveldt et al., 2014), and 
that they are not innate (Wallace & Stein, 2007). Indeed, the importance of spatial and temporal 
proximity seems to be dependent on task demands and on the employed stimuli, as well as on the 
individual’s experience (Fujisaki, Shimojo, Kashino, & Nishida, 2004; Girard, Collignon, & Lepore, 
2011; Stevenson & Wallace, 2013; Wallace & Stein, 2007). For example, (Rohe & Noppeney, 2016) 
used multivariate pattern decoding in order to decode the integration principles in V1 and in areas 
of the parietal cortex, and found that while V1 mostly used spatial congruence principles, parietal 
cortices weighted signals by their reliability and task relevance. Another example demonstrating the 
importance of previous experience is given by Wallace and Stein’s (2007) experiment in cats raised 
with exposure to multisensory visual-auditory stimuli linked in time, but not space, whose receptive 
fields of multisensory neurons adapted to such extent that they were sensitive to spatially disparate 
audio-visual events, whereas spatially coincident multisensory events did not produce multisensory 
integration. 
 A further principle that multisensory integration is subject to at the single neuron level in 
terms of spiking is the principle of inverse effectiveness (Stein & Meredith, 1993). This principle 
dictates that the magnitude of the multisensory response will have an inverse relationship with the 
efficacy of the sensory stimulus. Thus, the more reliable or salient the stimulus, the less multisensory 
enhancement will be observed at the neuronal level (Stein & Stanford, 2008). On the contrary, for 
multisensory depression, the rule reverses: the weaker the modality-specific stimulus, the higher 
the depression of the neural response (Jiang & Stein, 2003). This principle has been shown to apply 
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both to single neuron responses (Meredith & Stein, 1986), as well as for responses of neuronal 
ensembles (Alvarado et al., 2007; Stanford et al., 2005; Stein, Stanford, Ramachandran, Perrault, & 
Rowland, 2009). A variety of empirical studies using this principle have confirmed its application 
(Perrault Jr, Vaughan, Stein, & Wallace, 2003, 2005; Wallace et al., 1998; Wallace, Wilkinson, & 
Stein, 1996; Wallace & Stein, 1997). Nevertheless, there are instances where this principle seems to 
be violated. For example, (Ross, Saint-Amour, Leavitt, Javitt, & Foxe, 2006) showed that 
multisensory speech enhancement was maximal for intermediate signal-to-noise ratios, and not for 
the maximal ones. Interestingly, Ross and colleagues (2006) discuss similar studies that seem to 
replicate the principle of inverse effectiveness, and conclude that this principle only applies when 
higher-order influences due to experience (i.e. previous experience with stimuli, or overall high 
intelligibility of the stimuli) modulate the responses. As wittily observed by (Van Atteveldt et al., 
2014), the “inverse effectiveness” rule is inherently context-dependent, as it depends on the 
strength of the stimuli available in the different modalities. Another source of context dependence 
might arise from the different anatomical substrates underlying multisensory integration (Van 
Atteveldt et al., 2014), which might be functionally complementary (Driver & Noesselt, 2008; 
Ghazanfar & Schroeder, 2006; Werner & Noppeney, 2010).  
 To sum up, this flexibility of the operating principles underlines the intricacy of the process 
of multisensory integration (Stein & Stanford, 2008). The results of the first two projects in this 
thesis will also emphasize the context-dependence of these principles and the extent to which these 
principles apply only moderately to perceptual thresholds, speaking against a 1:1 derivation from 
the single neuron level to the level of neuronal ensembles and further to behavioural performance. 
Specifically, we use suboptimal visual stimuli (i.e. reduced contrast) in terms of the perceptual 
threshold in both our experiments and the behavioural performance differs between the two sets 
of results. It is thus evident that more research is needed into cross-modal and multisensory 
stimulus combinations to assess the variability of these principles at different levels of assessment 
(Stein et al., 2009). 
 
b) Computational Principles 
Different computational principles are used to assess integration at the single neuron level 
compared to the level of neuronal ensembles or behaviour (see Stevenson et al., 2014, for a review). 
Regarding the computations supported by multisensory neurons, so far superadditive, additive, and 
subadditive effects have been documented for both multisensory enhancement, and corresponding 
superminimal, minimal, and subminimal effects for multisensory depression (Stein & Stanford, 
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2008; Stein et al., 2009). At first, the traditional criterion used to asses multisensory responses was 
similar to the criterion generally used in sensory physiology and psychophysics to classify any 
stimulus-elicited effect: a statistically significant change in the response (Stein et al., 2009). In 
neurophysiological studies, the mean number of impulses evoked by the cross-modal stimulus 
combination was compared to the mean number of impulses evoked by the most effective of its 
individual uni-modal components (Meredith & Stein, 1983). This criterion was effectively used to 
asses both neuronal responses (Stein et al., 2009), as well as responses at the behavioural level 
(Jiang, Jiang, & Stein, 2002; Jiang, Wallace, Jiang, Vaughan, & Stein, 2001; Stein, Huneycutt, & 
Meredith, 1988). Despite the effectiveness of this criterion, it is not the only possible criterion. At 
the single neuron level, another nonlinear criterion compares the multisensory response to the sum 
of the unisensory responses (King & Palmer, 1985; Populin & Yin, 2002). Evidence of nonlinearity 
comes from studies in cats, where SC neurons were deprived of influences from association cortex. 
The multisensory neurons still responded to stimuli in multiple modalities, without being able to 
sustain, however, multisensory integration (Jiang et al., 2001; Wallace & Stein, 1994). Behaviourally, 
these effects were evident as well: the animals were unable to overtly direct attention, but still 
responded to stimuli presented in multiple modalities (Jiang et al., 2002). These results suggest that 
the underlying mechanism is engaged in a nonlinear computation, because the removal of certain 
inputs does not affect the unisensory and multisensory responses in an equal manner (Stein et al., 
2009). This model, however, faces theoretical and empirical challenges that the traditional model 
escapes (see Stein et al., 2009, for a discussion). The most striking issue with this model is that 
neurons might be involved in optimal multisensory integration without producing superadditive 
responses (i.e. in which the multisensory response exceeds the sum of the unisensory responses). 
In such cases, using the additive model would predict that no multisensory integration had taken 
place. Nevertheless, experimental studies demonstrate that cross-modal cues that are coincident in 
space and time evoke significantly more impulses than does the most effective of these individual 
component stimuli (King & Palmer, 1985). In general, because the traditional model is constructed 
based on responses recorded in a single neuron (Meredith & Stein, 1983), the additive model is used 
as a more restrictive criterion when recordings are done in larger populations of neurons (Calvert, 
2001; Calvert, Campbell, & Brammer, 2000; Calvert, Hansen, Iversen, & Brammer, 2001; Laurienti, 
Perrault, Stanford, Wallace, & Stein, 2005; Logothetis, Kayser, & Oeltermann, 2007); whereas for 
behaviour, the maximum unisensory response thresholds are compared to multisensory response 
thresholds (Stevenson et al., 2014).  
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 To conclude, despite the fact that computational principles have been extensively 
investigated, it is clear that some aspects still need further research. Nevertheless, the consideration 
of these issues have helped us select how to assess the extent of multisensory integration in the 
data we gathered in our first two experiments. Specifically, we turned to new methods of assessing 
multisensory interaction in ERP measurements, such as electrical neuroimaging approaches (Michel, 
Koenig, Brandeis, Gianotti, & Wackermann, 2009; Michel & Murray, 2012; Murray, Brunet, & 
Michel, 2008) that use a dynamical network perspective. Such methods are apt at quantifying 
multisensory integration by probing for changes in the neural generators underlying multisensory 
processing relative to unisensory processing, or changes in the timing when those generators are 
active (Stevenson et al., 2014). These methods have been directly linked to behavioural facilitation 
under multisensory as compared to unisensory conditions (e.g. Cappe, Thelen, Romei, Thut, & 
Murray, 2012). Therefore, in the first project we chose to apply these measures for the 
quantification of integration processes. In what regards the behavioural results, as in our audio-
visual projects we are not assessing multisensory integration between simple visual and auditory 
stimuli per se, and instead we are investigating the effect of a sound on a visual percept (i.e. illusory 
contour), we cannot directly compare auditory with visual and then multisensory response 
thresholds, as the rule would dictate. For this reason, we simply compared detection thresholds for 
conditions in which the visual stimulus was accompanied or not by a task-irrelevant sound.  
   
3.    Structural and functional plasticity in visual areas 
As the second part of my thesis investigates how tactile information can support visual functions, I 
will now turn to a discussion of how brain plasticity, as observed in a visually-impaired population, 
can harbour multisensory integration. In order to understand what mechanisms might be involved 
in facilitating multisensory integration, we here consider mechanisms of structural and functional 
plasticity of visual areas. Our aim throughout the investigation of multisensory and cross-modal 
influences to visual functions is to employ results presented in the following chapter (see Chapter 
2) to aid in the creation of innovative regimes of sensory rehabilitation in affected populations. 
These populations, through complete or partial loss of their sight, are subject to such cortical 
plasticity. Despite normal experience also being conducive to cortical plasticity, thus underlining the 
innate plastic character of our brain, I will discuss specifically how altered life experience through 
sensory loss or damage can change visual cortical areas, as these are the focus of my thesis. The 
discussion will consider both structural and functional mechanisms of such changes. While the 
structural side can help guide our efforts of rehabilitation by showing us where exactly in the brain 
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such changes happen, the functional side can indicate which processing stages are affected. Thus, a 
comprehensive picture is created that is needed for guiding our interventions. This discussion can 
help illuminate how behaviour observed in these populations can be a result of such changes, and 
thus help in the interpretation of results from the visually-impaired and blind. Considering a plastic 
view of the brain also demonstrates how results obtained in sighted populations could be helpful in 
informing rehabilitation techniques for the sensory-deprived. 
 Another line of evidence in favour of multisensory processing comes from studies in brain 
plasticity done in blind and visually impaired patients (Murray et al., 2016). Cross-modal and 
multisensory integration can drive neuroplasticity in visual areas (Amedi, 2004; Kirkwood, Rioult, & 
Bear, 1996; Merabet, Rizzo, Amedi, Somers, & Pascual-Leone, 2005; Murray, Matusz, & Amedi, 
2015; Pascual-Leone, Amedi, Fregni, & Merabet, 2005), which promotes a task-specific but 
modality-independent re-organization of these cortical structures. In fact, the idea that experience 
can modify brain structure dates back to the early 1900 (Hebb, 1947; Ramón y Cajal, 1928). Ever 
since (Ramón & Cajal, 1891) discovered dendritic spines, these have been postulated as the 
neuronal locus of plasticity, where short-term alterations in synaptic strength are assumed to be 
converted to long-lasting memories that are embedded in stable morphological changes (Sala & 
Segal, 2014). Since then, the idea that these modifications can happen even after development is 
complete has been a key concept in behavioural neurosciences (Kolb & Whishaw, 1998). Nowadays 
we discern between structural plasticity, which defines the notion that the brain can undergo 
structural changes that are experience-dependent, and functional plasticity, referring to an 
experience-dependent functional re-organisation of cortical structures (e.g. Holtmaat & Svoboda, 
2009; Markham & Greenough, 2004). I will now turn to evidence regarding how altered experience, 
as exemplified by sensory damage or loss, can generate structural and functional brain plasticity, as 
such mechanisms are driven by, and support, multisensory and cross-modal integration.  
 There is a large body of evidence demonstrating structural changes after loss of vision in 
both human and other animal species (see Kupers & Ptito, 2011; Noppeney, 2007; Renier, De Volder, 
& Rauschecker, 2014 for reviews). Structural plasticity following visual deprivation was first 
investigated in kittens (Sherman & Spear, 1982; Wiesel & Hubel, 1965b, 1965a). The mechanisms 
responsible for anatomical and physiological changes have been studied extensively using animal 
models (Bavelier & Neville, 2002). For example, a hypertrophy of auditory cortices was observed in 
rats and mice after visual deprivation(Gyllensten, Malmfors, & Norrlin, 1966; Ryugo, Ryugo, Globus, 
& Killackey, 1975), as well as dendritic spine reductions or deformations in visual areas (Freire, 
1978). Such morphological changes have been linked to direct behavioural performance, such as 
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better maze performance due to increased recruitment of the whisker system mediating 
somatosensory perception (Toldi, Rojik, & Feher, 1994). In humans, in neuroimaging studies 
investigating early blindness, structural plasticity was found in the form of a decrease in grey and 
white matter in visual cortical structures (Noppeney, Friston, Ashburner, Frackowiak, & Price, 2005; 
Ptito, Moesgaard, Gjedde, & Kupers, 2005). This was accompanied by concurrent increases in white 
matter in the sensory-motor system (Noppeney et al., 2005). Atrophied geniculocalcarine tracts 
were found in the early blind, while connections between visual and the orbital frontal and temporal 
cortices were relatively well-maintained (Shimony et al., 2005). Changes in the corpus callosum 
were also found in early blind individuals as compared to sighted (Leporé et al., 2010; Yu et al., 
2007). In terms of late blindness, hippocampal volumes were found to be abnormally enlarged 
compared to sighted subjects; however, this effect was also observed in early blind subjects (Fortin 
et al., 2008). Early blindness is associated to more cortical structural changes than late blindness 
(see also Leporé et al., 2010, for a short discussion). 
 Regarding functional plasticity after loss of vision, it is now established that the visual areas 
start to be activated by a number of non-visual tasks (Burton, 2003; Raz, Amedi, & Zohary, 2005). 
This cross-modal plasticity mechanism (see Bavelier & Neville, 2002; Théoret, Merabet, & Pascual-
Leone, 2004 for reviews) is the driver of functional re-organisation of visual cortical structures. 
Specifically, both striate and extrastriate visual areas in the blind and visually impaired start to be 
recruited for auditory and tactile tasks (Maidenbaum, Abboud, & Amedi, 2014; Murray et al., 2016), 
as well as for language and memory tasks (Poirier et al., 2006). Tasks such as visuo-spatial imagery 
(Lacey, Campbell, et al., 2007; Lacey, Peters, & Sathian, 2007; Prather & Sathian, 2002; Sathian et 
al., 2011) involving distance estimation (Péruch, Chabanne, Nesa, Thinus-Blanc, & Denis, 2006), 
tactile discrimination (Sadato, Okada, Kubota, & Yonekura, 2004) and imagery (Carpenter & 
Eisenberg, 1978; Röder, Rösler, & Hennighausen, 1997; Tivadar et al., 2019), sound discrimination 
(Kujala et al., 1995) and localization (Gougoux, Zatorre, Lassonde, Voss, & Lepore, 2005), motion 
perception (Collignon, Lassonde, Lepore, Bastien, & Veraart, 2007; Collignon, Voss, Lassonde, & 
Lepore, 2009; Poirier et al., 2006), and spatial attention and spatial working memory (Amedi, Raz, 
Pianka, Malach, & Zohary, 2003; Collignon, Renier, Bruyer, Tranduy, & Veraart, 2006) demonstrate 
specific recruitment of dorsal-stream occipital and parietal areas in neuroimaging experiments in 
blind subjects (reviewed in Renier et al., 2014). In addition, object imagery was also found to activate 
ventral stream areas (see e.g. Amedi et al., 2002, 2001, 2007), such that these cortical structures 
are believed to develop and retain their designated role regardless of visual experience (Renier et 
al., 2014).  
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In terms of the brain mechanisms mediating these functional changes, an interplay between 
several mechanisms of re-organisation of connectivity has been postulated (Bavelier & Neville, 
2002). The first mechanism consists of a reorganisation of local connectivity, such as local sprouting, 
unmasking of silent synapses and/or changes in the modulatory effects of lateral connections, and 
is thought to be effective in changes in sensory map representations (Bavelier & Neville, 2002). 
Changes in subcortical connectivity are also thought to mediate plastic changes (Bavelier & Neville, 
2002). Before sensory information gets to the neocortex, an earlier multisensory integration may 
occur in subcortical structures (Cappe et al., 2009; Ghazanfar & Schroeder, 2006) such as the 
thalamus and the superior colliculus, given their strong input–output connections with multiple 
sensory and motor cortical areas (Cappe et al., 2009). Furthermore, in congenital blindness, possible 
additional reorganization of the thalamo-cortical and cortico-cortical connections might occur 
during early life periods (Ricciardi, Bonino, Pellegrini, & Pietrini, 2014). The possible neuronal 
mechanisms for such reorganisation might be the re-routing of projections from sensory areas into 
the thalamus and superior colliculus (Noppeney, 2007). Lastly, such changes can also be mediated 
by enhancement or stabilisation of cortico-cortical connectivity, either through feedforward 
projections between the sensory areas themselves, or through feedback connections between 
higher-level association areas and lower-level sensory areas (Bavelier & Neville, 2002; Noppeney, 
2007).  
 These studies provide a plastic view of the cortex, which when affected by sensory loss, can 
affect sensory processing in two important ways. First, the cortical structure processing input of the 
affected modality is recruited in a task-specific manner for processing of stimuli from intact 
modalities. This means that, for example, visual areas involved in visual object recognition can be 
recruited for tactile object recognition. Second, cortical structures involved mainly in the processing 
of information from other modalities, as well as multimodal brain areas, show enhanced processing 
of input to the remaining modalities in unimodally deprived animals and in blind and deaf humans 
(Bavelier & Neville, 2002). The structural mechanisms that support such changes are either direct 
increases in volume, or re-routing of connectivity. This brings enough evidence to support the 
hypothesis of a supramodal cortical architecture, achieved through multisensory integration and 
cross-modal plasticity. Promoting a task-selective re-organization of cortical structures and a 
modality-independent coding system, such results have opened new avenues for rehabilitation via 
sensory substitution or multisensory integration. These insights further support our efforts of using 




4.  Personal contributions to sensory substitution  
a)   Auditory influences on visual functions 
Mechanisms of multisensory integration and cross-modal plasticity support applications of auditory 
and tactile sensory substitution and/or complementation in the blind and visually impaired.  
 Regarding auditory contributions to visual processing, evidence mostly indicates that 
auditory stimuli are well suited to complement vision. For example, sounds significantly increase 
the perceived brightness of visual stimuli when presented together (Noesselt et al., 2010; B. Stein, 
London, Wilkinson, & Price, 1996). It remained, however, unknown whether sounds can affect the 
perceived brightness of illusory contour stimuli, which are stimuli that entail the perception of 
borders in regions of homogeneous contrast gradients (Lesher, 1995). The brain thus perceptually 
“fills in” missing borders. Illusory contours thus provide access to mid-level vision mechanisms that 
bridge sensation and perception (Marr, 1982), and have been used in laboratory settings to study 
processes of border completion and figure-ground segregation. We explored this issue in (Tivadar 
et al., 2018; Tivadar, Gaglianese, & Murray, submitted), where we compared illusory contour 
processing in the presence or absence of a task-irrelevant sound.  
 If sounds can enhance illusory contour processing, this would have influential implications. 
The importance of an auditory benefit on illusory contour processing is highlighted in instances 
where mid-level visual processes break down. Altered early-life experience can result in a 
breakdown of mid-level vision, including illusory contour sensitivity, even after surgical restoration 
of vision. This has recently been demonstrated in the case of children with bilateral congenital 
cataracts that were removed only at the age of  about 9 to 11 years (McKyton, Ben-Zion, Doron, & 
Zohary, 2015). Such children, while able to perform low-level visual tasks such as colour, size or 
shape discrimination, are severely impaired on tasks requiring recognition of illusory contours or 
occlusion. Ameliorating such mid-level visual processes could potentially be possible with the aid of 
multisensory information, as multisensory benefits in perception, cognition and behaviour have 
been widely documented (Matusz, Wallace, & Murray, 2017; Murray et al., 2016; Murray & Wallace, 
2012; Stein & Meredith, 1993).  
 Thus, in (Tivadar et al., 2018) we investigated the brain mechanisms underlying auditory 
influences on illusory contour perception. Specifically, we asked whether a task-irrelevant sound 
can influence illusory contour perception. Due to the bottom-up nature of early multisensory 
processes (De Meo, Murray, Clarke, & Matusz, 2015; ten Oever et al., 2016), the simultaneous 
presentation of a sound and of illusory contour stimuli was predicted to enhance visual shape 
completion processes at a neurophysiologic level. We tested whether the effects of sound on shape 
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completion can extend beyond visual brightness enhancements, by including situations of both 
modal (involving perceived brightness enhancement concomitant to illusory contour perception) 
and amodal (no perceived brightness enhancement) completion. Nevertheless, we failed to show 
any behavioural effects of the task-irrelevant sound on IC detection in the above-mentioned study. 
As participants usually reach ceiling levels in these tasks, behavioural differences are hard to asses 
(e.g. Anken, Tivadar, Knebel, & Murray, 2018; Murray et al., 2002; Tivadar et al., 2018). In order to 
address this issue, we designed a new but similar paradigm in (Tivadar, Gaglianese, & Murray, 
submitted), where we used very low contrast stimuli and backward masking (Kanizsa, 1979; 
Michotte, Thine, & Crabbé, 1964) in our task. Masking was used for the visual stimuli, as there is 
previous evidence of lower behavioural performance under a masking condition (Ringach & Shapley, 
1996). We also used continuous auditory background noise, in the form of MRI scanner noise. The 
reason to use low contrast stimuli and auditory noise is, on the one hand, in order to manipulate 
task difficulty, and, on the other hand, in order to manipulate the perceptual threshold of the 
stimuli. Given that sensory integration can drive behaviour (Stein & Stanford, 2008), we figured that 
by manipulating characteristics driving multisensory integration, such as stimulus efficacy, we could 
reduce the perceptual threshold of our stimuli, and increase the cortical multisensory integration 
effects, which would translate into facilitated detection (see also (Bell, Meredith, Van Opstal, & 
Munoz, 2005; Diederich & Colonius, 2004)). Second, we are currently investigating the cortical 
underpinnings of multisensory illusory contours using high-field MRI (7Tesla) (Gaglianese, Tivadar, 
Dumoulin, & Murray, in preparation). Thus, the behavioural task was intended to guide the design 
of the MRI task, to make sure that we elicited behaviourally relevant multisensory processing of 
illusory contours.  
 
b) Tactile influences on visual functions 
Despite the benefits that auditory information can bring to visual processing, it is hard to imagine 
how visually impaired or blind people would be able to make use of audio-visual multisensory 
processing in real-life situations. Previous literature reinforces the large alerting effect of auditory 
cues (Posner, Nissen, & Klein, 1976; Spence & Driver, 1997; Spence, Nicholls, Gillespie, & Driver, 
1998). In fact, people respond more rapidly to auditory cues than to visual ones (Hirsch, 1864; 
Nissen, 1977; Posner et al., 1976; Todd, 1912) as these are inherently more alerting (Geldard, 1960; 
Hawkes & Loeb, 1961). Thus, in real-life environments where visually impaired people rely on 
sounds to asses dangers and avoid collisions with objects, people, or even cars, over-stimulating the 
auditory sense could significantly endanger individuals. While auditory stimuli are well suited for 
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enhancing vision in a laboratory, training or medical environment, tactile information is likely better 
suited to replace lacking visual functions in real-life settings. 
 A main issue affecting the life of the visually impaired is mobility. Partial or total loss of vision 
increases the risks of unintentional injuries, both at home and in the general environment (Legood 
et al., 2002; Manduchi & Kurniawan, 2011). Mobility depends on the integrity of our spatial 
functions, which in turn depend on mental representations that themselves rely on the correct 
functioning of cortical visual mechanisms (Thinus-Blanc & Gaunet, 1997). Loss of visual functions 
through visual impairment or blindness can affect the way that mental representations are created, 
which can then impair functions such as reading, manipulation of objects, or orientation in space 
(Kuyk et al., 2004; Lahav, Schloerb, & Srinivasan, 2012; Thinus-Blanc & Gaunet, 1997). Spatial 
functions, in particular, can be supported by visual, tactile, and auditory stimuli (Auvray, Hanneton, 
& O’Regan, 2007; Collignon, Lassonde, Lepore, Bastien, & Veraart, 2007; Lacey & Sathian, 2012; see 
(Lacey, Campbell, et al., 2007, for a recent review). Research demonstrates that spatial 
representations can be achieved in a largely modality-independent fashion (Lacey & Campbell, 
2006), and engage a common representational system (Lacey & Sathian, 2012; Lee Masson, Bulthé, 
Op De Beeck, & Wallraven, 2016). For example, mental rotation is a task that requires a spatial 
transformation of an imagined object and that has been extensively used in laboratory settings to 
assess spatial abilities. Studies of tactile mental rotation in the blind demonstrate a typical decrease 
in performance with increasing image rotation (Marmor & Zaback, 1976; Prather & Sathian, 2002; 
Shepard & Metzler, 1971), consistent with a classic mental rotation effect (Shepard & Metzler, 1971) 
as found for visual stimuli (Iachini, Ruggiero, Bartolo, Rapuano, & Ruotolo, 2019; Jordan, Heinze, 
Lutz, Kanowski, & Jäncke, 2001; Thomas, Dalecki, & Abeln, 2013). The ability of visually impaired 
individuals to use tactile information to analyse spatial properties, as well as the modality-
independent coding of spatial skills, have opened new avenues for rehabilitation via tactile sensory 
substitution. 
 We first tested sighted blindfolded participants on a mental rotation task on a haptic tablet, 
which renders haptic information by modulating the friction of the screen through ultrasonic 
vibrations of varying shapes, felt under an actively exploring finger (Tivadar et al., 2019). This thus 
confers the tactile sensation of texture under the exploring finger. We first trained participants on 
two out of four letters on a normal-mirror discrimination task, and then tested them on all four 
letters. We expected to see decreasing performance with increasing rotation from the 0° angle, 
indicative of a classic mental rotation effect (Shepard & Metzler, 1971). We also expected to observe 
better performance with trained than untrained letters, and for letters in their normal compared to 
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their mirror-reversed form, due to the stimulus familiarity effect that has been observed in mental 
rotation (Bethell-fox & Shepard, 1988). We then tested a group of visually impaired and blind 
participants in (Tivadar, Chappaz, Anaflous, Roche, & Murray, 2019) on the same paradigm. We 
included a heterogeneous patient group in terms of their visual handicap, in order to assess possible 
differences that were due to a varying extent of visual impairment. We hypothesized that visually 
impaired and blind individuals should also show the classic mental rotation effect, as described 
above. Specifically, we expected to see this effect for normal trained as well as new stimuli, contrary 
to results in sighted (Tivadar et al., 2019), where sighted participants did not perform well with 
untrained (new) letters. We expected this given higher tactual expertise of visually impaired and 
blind participants (Goldreich & Kanics, 2003; Legge, Madison, Vaughn, Cheong, & Miller, 2008; 
Wong, Gnanakumaran, & Goldreich, 2011). Similar, yet worse, performance was expected for 
mirror-reversed stimuli given previous evidence (Carpenter & Eisenberg, 1978; Marmor & Zaback, 
1976), and the stimulus familiarity effect (Bethell-fox & Shepard, 1988; White, 1980). We decided 
not to compare our sighted and blindfolded participants directly, due to previously cited evidence 
of higher tactile expertise in the visually impaired participants, as well as a radically different 
everyday experience between our two groups. If the participants show the expected effects, this 
would mean that participants are able to use digital haptic information to create mental images of 
2-D objects, such as letters. As mentioned, this would be an important first step in the acquisition 
of mental representation of spaces using digital haptics, as well as in the passage from an egocentric 
to an allocentric representation of space. 
 
c)   Technical and methodological aspects 
In order to ensure a good and complete understanding of the processes and methods involved in 
my thesis project, I contributed as a first author to two more methodological papers, which are 
attached in the Annexe. The first of these papers, (Anken et al., 2018), is a paper treating the 
mechanisms of illusory contour processing in order to settle a long-standing debate regarding 
whether border completion during illusory contour perception can be classified rather as a 
feedforward or feedback process (see Murray & Herrmann, 2013a for a summary). In fact, a main 
difference in the literature of illusory contour research that separates animal and human research 
is the use of illusory lines in animals and illusory shapes mostly in humans. Thus, it could be argued 
that the neuroanatomical model proposed extensively by human research for illusory contour 
perception, which posits that sensitivity to illusory contours first appears in the LOC and then in 
V1/V2 as a result of a mixture of feedforward, feedback, and lateral projections. It can be argued 
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that this model is mostly valid for illusory shapes, as LOC is involved in shape perception in general 
(Amedi et al., 2002).  Here, we sought to validate this model for illusory lines as well. Our hypothesis 
was that we would still see illusory contour sensitivity in LOC first, given previous evidence from our 
lab that border completion mechanisms are distinct from shape completion mechanisms (Micah M 
Murray, Imber, Javitt, & Foxe, 2006). 
 The second of these papers was a primer treating the application of EEG in organizational 
neuroscience (Ruxandra I. Tivadar & Murray, 2018). As the first two projects of my thesis applied 
EEG methods in order to investigate the spatio-temporal aspects of the neural mechanisms of 
illusory contour perception, this primer harboured a more in-depth treatment of EEG methodology. 
Having to discuss both the theory and practical application of EEG in a different area of neuroscience 
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Summary  
In order to investigate the neurophysiological effects that a task-irrelevant sound might have on the 
visual process of border completion, as exemplified through illusory contour (IC) processing, and 
thus whether mid-level vision can exhibit multisensory benefits, we recorded high-density EEG from 
17 healthy, sighted participants who viewed ICs or no-contour (NC) equivalents when these were 
accompanied or not by task-irrelevant sounds. The data were analysed using a topographical 
approach, hierarchical clustering and source estimation. The ICeffect was enhanced by sounds and 
resulted in the recruitment of distinct configuration of active brain areas over the 70-170ms post-
stimulus period. Sound-enhanced IC-related activity was observed within the lateral occipital cortex 
(LOC), inferior parietal lobe (IPL), as well as primary visual cortex (V1). Moreover, the activity in 
these regions was significantly connected when sounds were present, as compared to when they 
were absent. A control experiment, employing amodal variants of the stimuli, did not indicate any 
significant differences in IC processing between sound and no-sound conditions, suggesting that 
sounds influence the perceived brightness of the IC and not shape completion processes per se. We 
provide the first demonstration that multisensory processes amplify mid-level vision and everyday 
visual shape formation processes, and that one of the mechanisms is brightness enhancement. 
 
Personal contribution 
 For this project, I contributed to the design and programming of the experimental paradigm, I 
individually recorded and analysed all the data, and helped in the interpretation of the results. The 
manuscript was first written by me, and then sent to all the contributing authors for reviewing. 
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Summary  
Despite a successful proof of multisensory enhancement of mid-level visual processes at the 
neurophysiological level, we and others have previously failed to document any effects at the 
behavioural level, as participants easily reach ceiling levels on the illusory contour detection task. In 
this project, we designed a multisensory paradigm using masked, very low contrast illusory contour 
stimuli, and auditory noise, in order to make illusory contour detection significantly more difficult. 
15 normally sighted participants sat in a sound-attenuated, darkened room and completed the 
illusory contour detection task either in the presence or absence of a task-irrelevant sound.  Results 
show enhanced accuracy for illusory contour detection in the sound present condition, as compared 
to the sound absent or any NC conditions. Reaction times failed to demonstrate the same 
interaction, only showing main effects of Sound and IC presence. Our findings provide the first 
demonstration that multisensory processes amplify mid-level vision and everyday visual completion 
processes on a behavioural level. 
 
Personal Contribution 
For this project, I contributed to the design and programming of the experimental paradigm, I 
individually gathered all the data, and helped in the analysis interpretation of the results. The 
manuscript was first written by me, and then sent to all the contributing authors for reviewing. 
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6Department of Hearing and Speech Sciences, Vanderbilt University, Nashville, TN, USA 
 
Summary 
Visuo-spatial functions, such as reading, can be rehabilitated in patients with visual impairments 
using classical sensory substitution methods, such as the Braille alphabet. Nevertheless, these 
classical methods typically rely on real objects or pneumatic mechanisms and therefore provide a 
limited library of stimuli to users. Innovations in digital haptic technologies now make it possible to 
actively simulate tactile sensations. In this proof-of-concept paper, we tested such a technology 
(https://www.hap2u.net/), that renders haptic feedback by modulating the friction of a flat screen 
using ultrasonic vibrations of varying shapes to produce the sensation of texture when the screen is 
actively explored. We reasoned that normally-sighted, blindfolded participants should show a 
classic mental rotation effect, meaning decreasing performance with increasing rotation of the 
letters, when tested on a mental rotation paradigm with digital haptic letters. 17 healthy, sighted 
participants sat in a sound-attenuated, darkened room and actively explored four (F, G, L, P) letters 
in normal or mirror-reversed form at four different rotations (0°, 90°, 180°, and 270°) with one of 
their fingers. Subjects’ task was to indicate the form of the explored letter (i.e. normal or mirror-
reversed). We observed the typical effect of angular disparity on letter discrimination performance 
(i.e. greater deviation from 0° resulted in worse performance), consistent with mental rotation of 
the haptic letters. We also observed slower and less accurate performance with mirror-reversed 
compared to normally oriented stimuli. Our findings extend current research in multisensory object 
recognition by indicating that a new technology that simulates active haptic feedback can support 
the generation and spatial manipulation of mental representations of objects. 
 
Personal Contribution 
I contributed to the design and programming of the experimental paradigm, I individually gathered 
all the data, and helped in the analysis and interpretation of the results. The manuscript was first 
written by me, and then sent to all the contributing authors for reviewing. Together with Prof. 
Murray, we submitted the paper and subsequently addressed the reviewer’s comments. 
 
 
Mental Rotation of Digitally-Rendered Haptic Objects by the Visually-Impaired 
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Summary 
This project was an extension of the previous project, where we tested a new technology that 
renders haptic feedback by modulating the friction of a screen through ultrasonic vibration of 
various shapes in order to confer the sensation of texture when the screen is actively explored. We 
reasoned that these participants should also show the classic mental rotation effect, illustrated by 
decreasing performance with increasing rotation of the letters. However, due to the higher tactile 
expertise in these subjects, we expected them to show the effect for both trained and untrained 
letters, unlike our sighted subjects, were effects were only observed for trained letters. We tested 
visually impaired and blind participants with heterogeneous visual impairments, in order to assess 
the ability of this population to create mental images of letters using simulated haptic information.  
Participants were first trained and then tested on four letters (F, G, L, P) presented in normal or 
mirror-reversed form at different rotations (0°, 90°, 180°, and 270°). Participants’ task consisted in 
indicating the form of the letters. We again observed an effect of rotation angle on performance 
(i.e. greater deviation from 0° resulted in greater impairment) for normal letters, which is consistent 
with mental rotation of these haptic objects. As hypothesized, we observed these effects for both 
trained and untrained letters. Furthermore, we observed generally slower and less accurate 
performance with mirror-reversed stimuli. Our findings demonstrate, for the first time, the 
suitability of a digital technology using haptic stimulation to replace classic sensory substitution 
devices based on physically present stimuli in the blind and visually-impaired. 
 
Personal contribution 
I contributed to the design and programming of the experimental paradigm, and to participant 
recruitment. I individually gathered all the data, and helped in the analysis and interpretation of the 
results. The manuscript was first written by me, and then sent to all the contributing authors for 









































1. Audiovisual integration   
1.1 How sounds affect mid-level visual processes 
In (Ruxandra I. Tivadar et al., 2018), we provide the first proof of sounds affecting mid-level visual 
processes by changing the underlying network of cortical structures that support these functions. 
In particular, these effects were observed over the 70-177ms post stimulus-onset period, which is 
consistent with previous studies investigating the ICeffect (Murray & Herrmann, 2013). Moreover, this 
multisensory ICeffect resulted in recruitment of a network of brain regions that included not only LOC 
and the intra-parietal lobule (IPL), as previously observed in EEG studies of the ICeffect (Anken et al., 
2016; Murray, 2004; Murray & Herrmann, 2013; Murray et al., 2006, 2002), but also V1. This 
network was functionally correlated only under the multisensory condition, as compared to the 
visual only condition. Importantly, these or other effects were not observed with amodal stimuli as 
well, which speaks against a direct effect of sounds on shape completion processes. Rather, sounds 
affected the perceived brightness of illusory contour figures, possibly by enhancing the excitability 
of neurons in V1 (Romei et al., 2012, 2009) that receive feed-back modulation from LOC (e.g. Murray 
et al., 2002). Thus, sounds seem to not only affect direct visual processes, but also perceptual 
processes of the visual system. Importantly, processes that are considered as being exclusively 
visual, such as illusory contour completion in this case, might operate differently under more 
realistic settings as compared to laboratory settings in which they are studied in isolation. Our 
results thus highlight limitations of current definitions of visual functions, as well as the mechanisms 
underlying such functions, and call for a more systematic study of these processes under 
naturalistic, multi-sensory settings (see also Matusz, Dikker, Huth, & Perrodin, 2018). 
Previous results indicate how sounds can modulate excitability changes in V1 (Bolognini et 
al., 2010; Romei et al., 2009, 2007; Spierer, Manuel, Bueti, & Murray, 2013), by decreasing the 
phosphene perception threshold following single pulse transcranial magnetic (TMS) stimulation. 
Specifically, when a single-pulse TMS is applied over the occipital cortex at specific time points after 
an auditory the presentation of a visual stimulus, the phosphene perception rate rises in cyclical 
patterns with roughly ∼100 ms peak-to-peak interval, consistent with the ∼10 Hz nature of 
occipitoparietal alpha activity (Romei et al., 2012). These excitability increases persist even after 
sound offset (Romei, Murray, Cappe, & Thut, 2013), and may coincide with phase-resetting of 
ongoing alpha activity (Romei et al., 2012), which may be a neurophysiologic mechanism 
contributing to these excitability increases (Ohshiro, Angelaki, & DeAngelis, 2017; Van Atteveldt et 
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al., 2014). Concerning IC processing, this may constitute a mechanism by which sounds can increase 
the excitability of V1 neurons responding to feedback modulation from regions such as LOC or IPL, 
thereby modulating the brightness of the illusory stimulus. Specifically, LOC feedback input can 
modulate ambient oscillatory activity in model descriptions of cells that support bipole interactions, 
which are in a more excitable state due to the modulatory effect of sounds. In fact, there are cells 
in V1 that exhibit bipolar interactions, such as layer-3 complex pyramidal cells that excite one 
another monosynaptically via horizontal connections, and inhibit one another via disynaptic 
inhibition (Grossberg, Mingolla, & Ross, 1997). Such cells thus fire only when their receptive fields 
lie between aligned inducers but not when they lie beyond a single inducer (Grossberg et al., 1997; 
Murray & Herrmann, 2013). Sounds might, in turn, alter activity in such cells by aligning neuronal 
excitability to expected visual modulations, which foster the extraction of the most relevant visual 
cues in the visual stream, as observed also in the opposite situation of visual effects on ongoing 
auditory processing (Schroeder, Lakatos, Kajikawa, Partan, & Puce, 2008). Such cross-modally 
triggered phase locking of perceptually relevant oscillatory alpha activity over occipitoparietal areas 
is thought to be evoked either by the sounds themselves, or by phase resetting of ongoing 
oscillations (Romei et al., 2012; Sauseng et al., 2007).  
The results in (Tivadar et al., 2018) were further strengthened by the findings in Tivadar et 
al. (2019, submitted). Despite revealing how sounds can modulate the underlying brain structures 
responsible for the ICeffect in the first study, behavioural differences were not observed, as all 
participants reached ceiling levels on the task. This is a typical effect for tasks involving IC detection 
(see e.g. Anken et al., 2018; Murray, 2004; Murray et al., 2002). Nevertheless, it was previously 
shown that the presentation of an irrelevant sound can influence detection of both concurrent and 
subsequent visual events (McDonald, Teder-Sälejärvi, & Hillyard, 2000). In our second study, we 
therefore decided to make the IC detection task harder, in order to see whether the effects of 
sounds on contour completion also have implications at the behavioural level. Given our results in 
(Anken et al., 2018), showing that both illusory figures and lines engage the same mechanism of 
illusory contour completion, we here opted for illusory lines instead of shapes. Indeed, we observed 
increases in detection accuracy for multisensory as compared to exclusively visual illusory contours, 
as well as compared to no contour stimuli when accompanied or not by sounds. We thus 
demonstrated that, under impoverished viewing conditions, a sound presented synchronously with 
an illusory contour stimulus not only affects the brain sources that support this perceptual process, 
but can also improve detection performance in a task.   
1.2 Implications for principles of multisensory integration 
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Before engaging in a discussion of the implications that our results have for the domain of vision 
rehabilitation, it is important to mention the implications that our results have for current models 
of audio-visual integration. Our results highlight the task- and stimulus-dependence of the principles 
governing multisensory interactions (Stein & Meredith, 1993; Van Atteveldt et al., 2014). 
Our results suggest that even though superadditive computations might be taking place in 
the studied cortical regions, these might not have direct influences on behaviour under certain 
circumstances. Specifically, the “inverse effectiveness” dictates that multisensory integration will 
reach a maximum when information in one or both of the modalities is suboptimal (Holmes, 2007; 
Stein & Meredith, 1993; Stein et al., 2009), which should be coupled with neurally-mediated 
behavioural benefits that are associated with multisensory integration (Bell et al., 2005; Diederich 
& Colonius, 2004; B. E. Stein & Stanford, 2008). Specifically, such suboptimal multisensory 
stimulation harbours superadditive neural computations involved in the integration of information 
from multiple senses. As a result, the multisensory response not only exceeds the most vigorous 
component response, but also exceeds their sum (Stein & Stanford, 2008). Our results in (Tivadar et 
al., 2018) did not directly result in behavioural enhancements during the multisensory as compared 
to the visual alone condition, despite having observed effects on the cortical activity between the 
two conditions. Nevertheless, it is important to mention here that our participants reached ceiling 
levels in performance due to the relative ease of the detection task, despite our visual stimuli having 
a low level of visual contrast (i.e. black inducers on a dark grey background). When we reduced the 
level of visual contrast even more in Tivadar et al. (2019, submitted) by using a darker grey 
background shade than in (Tivadar et al., 2018), and added visual masks over the inducers as well 
as some auditory noise throughout the experiment, we observed direct behavioural enhancement 
of detection performance under conditions where a high-pitched sound was present, as compared 
to conditions where it was absent. A concurrent influence of the background noise could be posited 
for the conditions in which the high-pitched sound was absent. MRI-machine noise sometimes 
consists of high-pitched beeping noises, presented in constant fashion. Nevertheless, this noise 
alone proved ineffective in modulating behavioural performance, as was evident by the absence of 
increased performance under conditions where the visual stimuli and the auditory noise were 
presented alone. In addition, previous research has employed auditory noise to induce a ‘masking’ 
of another auditory stimulus, reducing early auditory responses to unattended tones (Ahveninen et 
al., 2011). Taken together, these results have interesting implications for the rule of “inverse 
effectiveness”. That is, they indicate that despite the fact such superadditive computations might 
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be elicited at the neural level by sub-threshold stimuli, these might not directly influence behaviour 
if task demands are perceived as “easy”.  
Another difference that might have caused differential influence of stimulus integration is 
the difference in the stimuli used to elicit multisensory integration. While in the first study we used 
illusory shapes, in the second study we used illusory lines. Despite the two stimuli being designed 
to produce the same retinal image (2.5° visual angle from fixation), and being tested at the same 
distance from the screen (i.e. 80cm), the inducers subtended different centre-to-centre 
eccentricities (5.31° for the figures compared to 3.5° for the lines).  It is thus possible that slight 
changes in stimuli can lead to differential stimulus integration. Similar observations have been made 
by previous research (reviewed in Van Atteveldt et al., 2014). For example, (Stevenson & Wallace, 
2013) investigated the binding window for different stimuli (speech and non-speech stimuli) and 
different task types, specifically a two-alternative, forced-choice simultaneity-judgment task, a 
temporal-order judgment task, a perceptual-fusion task, and a two-interval, forced-choice task (a 
synchronous and an asynchronous presentation). They found that both the stimulus type and the 
task type affected the temporal binding window. In what regards stimulus type, the binding window 
was larger for speech as compared to non-speech stimuli. In what regards the task type, the 
simultaneity-judgement and the perceptual fusion tasks produced larger binding windows than the 
other two. Thus, it is important to retain at this point that the binding principles governing 
multisensory integration and producing multisensory enhancement are proving to be flexible and 
thus require more attention from future research.   
 
1.3 Implication for visual rehabilitation regimes  
The most important and exciting aspect of our results in these first two experiments is their 
applicability in rehabilitation of visual functions in populations where these are impaired. In fact, as 
specified before, it is becoming evident that different mechanisms support visual functions when 
these are isolated, as in laboratory settings, compared to when they operate in dynamic, 
naturalistic, multisensory environments (Matusz et al., 2018). Visual functions are thus proving 
rather multisensory in nature. This harbours important benefits for the domain of visual 
rehabilitation, both in situation where altered early-life experiences result in a breakdown of visual 
functions, as well as in situations where visual functions are affected later in life. 
With concerns to altered early-life experience, results from early blind or early visually 
impaired individuals (for example, through congenital cataracts) emphasize the wide-ranging effects 
that partial or total visual deprivation can have on cognitive functioning. For example, (McKyton et 
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al., 2015) tested a sample of children suffering from congenital cataracts that were operated only 
at the age of about 9 to 11 years on a variety of visual functions. The researchers found intact low-
level processing in this sight-restored population, with children performing almost as well as sighted 
counterparts on tasks that required colour, size or shape discrimination of visual stimuli (McKyton 
et al., 2015); a result also documented by previous research in a similar population (Maurer, Lewis, 
& Brent, 1989). Nevertheless, when the visual tasks required use of mid-level visual processing, such 
as discrimination of stimuli based on shading, illusory contour completion, or stereoptic depth, the 
children’s performance rapidly deteriorated. Even congenital cataract patients that were treated 
after the first 6 months of life demonstrated decreased performance in an illusory contour detection 
task (Putzar, Hötting, Rösler, & Röder, 2007). In another study, where early monocular cataract 
patients were compared to early binocular cataract patients that were treated within the first 6 
months of life, monocular cataract patients did present persistent impairments on illusory contour 
tasks (Hadad, Maurer, & Lewis, 2017). Other studies investigating the perception of global form and 
motion in children treated within the first 10 months for mono- or bilateral cataracts also found 
significant impairments in these tasks (Ellemberg, Lewis, Maurer, Brar, & Brent, 2002; Lewis et al., 
2002).  Thus, it is evident that altered early-life experience resulting in visual deprivation can have 
lasting effects on mid-level visual functions such as contour completion and figure-ground 
segregation.  
However, as our results show, such processes can be enhanced at both the neuronal and the 
behavioural level by the concurrent presentation of sounds. It is thus possible to imagine a 
multisensory training for children or young adults recovering from early visual deprivation in order 
to train these mid-level visual functions. While practical limitations remain an issue often impeded 
the widespread use of multisensory technologies in clinical practice (Gori, Cappagli, Tonelli, Baud-
Bovy, & Finocchietti, 2016), efforts are improving the accessibility of such treatment regimes, and 
are already demonstrating the utility of multisensory rehabilitation in visually deprived children 
(Cappagli, Finocchietti, Baud-Bovy, Cocchi, & Gori, 2017). Another line of research investigating 
debilitating effects of early visual deprivation comes from studies examining auditory and haptic 
spatial impairments in early visually-deprived children (Cappagli, Cocchi, & Gori, 2017; Cappagli & 
Gori, 2016; Gori, Sandini, Martinoli, & Burr, 2010), as well as impairments in multisensory processing 
in early visually-deprived adults (Champoux et al., 2010; Collignon, Charbonneau, Lassonde, & 
Lepore, 2009). Later in life some of these deficits might disappear, as early visually-deprived adults 
(for example through congenital blindness) demonstrate improved performance on various auditory 
spatial tasks (Collignon & De Volder, 2009; Collignon et al., 2007, 2006; Collignon, Voss, et al., 2009). 
35 
 
Nevertheless, on some functions, such as auditory bisection tasks, early blind adults can still 
demonstrate lasting impairments (Gori, Sandini, Martinoli, & Burr, 2013). Thus, multisensory 
training programmes might pre-empt such cross-modal deficits in adults, while also improving 
multisensory integration in children that demonstrate such impairments. 
There are instances where altered late-life experience, for example following brain injury, 
can lead to visual impairments (Dundon, Bertini, Làdavas, Sabel, & Gall, 2015; Frassinetti, Bolognini, 
Bottari, Bonora, & Ladavas, 2005; Làdavas, 2008). Neglect or hemianopic patients, generally fail to 
report, respond, or orient to visual stimuli presented contralaterally to the lesioned hemisphere 
(Halligan, Fink, Marshall, & Vallar, 2003), due to either a visual field deficit in hemianopia or to a 
visuospatial attentional deficit in neglect ( Frassinetti et al., 2005; Làdavas, 2008). Similarly, 
homonymous visual field defects (HVFD) are among the most grave deficits after cerebral artery 
stroke and traumatic brain injury (TBI) in adults that result in either complete or partial loss of visual 
perception in one half of the visual field, and lead to numerous impairments in everyday functions 
(Dundon et al., 2015). In such patients, multisensory training improves not only their ocular 
functions, but also decreases their self-perceived disability in daily life activities such as bumping 
into objects, finding objects, and crossing the street (Bolognini, Rasi, Coccia, & Ladavas, 2005; 
Passamonti, Bertini, & Làdavas, 2009). Specifically, Audio-Visual Scanning Training (AViST) is a 
technique currently used in the rehabilitation and restoration of visual functions after various forms 
of brain injuries (reviewed in Dundon et al., 2015). This technique is proving very effective for 
rehabilitation, by increasing visual detection performance, and by improving visual search and 
reading abilities. Similarly, oculomotor exploration is significantly improved after treatment, 
characterized by fewer fixations and re-fixations, faster and larger saccades, and a reduced scan-
path length. In sum, this then leads to a shorter exploration time, compared to pre-treatment 
performances (Dundon et al., 2015). Training also significantly affects oculomotor reading 
parameters, reducing both progressive and regressive saccades (Dundon et al., 2015). In addition, a 
similar audio-visual treatment carried out within 24 weeks after post-stroke brain injury in patients 
with recently acquired occipital lesions can lead to significant visual exploration benefits and 
improvements in oculomotor parameters (Keller & Lefin-Rank, 2010). 
To conclude, there is ample evidence of improvement of visual functions after multisensory 
training in both early and late visually deprived subjects, and numerous open possibilities for 
rehabilitation or restoration of visual and multisensory functions. Our results add to this domain, by 





A limitation of our two studies investigating effects of sounds on visual shape completion is the 
lacking parametrization of our stimuli, which prevents generalisation of these effects. Specifically, 
in terms of visual objects, the display contained one visual object presented centrally and the 
auditory stimulus used was a 1000Hz (i.e. high-pitched) 100ms beep. It is currently unknown 
whether variations in the pitch, amplitude, or length of the auditory stimulus might differentially 
affect illusory contour processing. It is known that a sound synchronously presented with a visual 
stimulus increases the intensity of the visual stimulus (Stein et al., 1996). So far, however, there is 
no systematic study of how different characteristics of the auditory stimulus might influence 
different visual processes.  
One line of research has pursued an interesting investigation as to how looming (i.e. 
approaching sound) would influence visual orientation discrimination or phosphene perception 
threshold (Cappe, Thelen, Romei, Thut, & Murray, 2012; Cappe, Thut, Romei, & Murray, 2009; 
Cecere, Romei, Bertini, & Làdavas, 2014; Leo, Romei, Freeman, Ladavas, & Driver, 2011; Romei et 
al., 2009; Sutherland, Thut, & Romei, 2014; Tyll et al., 2013). Rapidly approaching (looming) sounds 
are ecologically salient stimuli in that they signal threat, and are perceived as nearer than they are 
due to overestimation of their loudness change and underestimation of their distance (Neuhoff, 
1998; Seifritz et al., 2002). In primates, audiovisual looming signals elicited increased gamma-band 
coherence between the auditory cortex and the superior temporal sulcus, which are areas involved 
in multisensory integration (Maier, Chandrasekaran, & Ghazanfar, 2008), and also resulted in 
increased attentional capture (Maier, Neuhoff, Logothetis, & Ghazanfar, 2004) relative to unimodal 
or receding-motion signals. Research in humans corroborates the ecological validity of looming 
stimuli: looming auditory stimuli were found to decrease the TMS-induced phosphene detection 
threshold (Ramos-Estebanez et al., 2007; Romei, Gross, & Thut, 2012; Romei et al., 2009). Looming 
was moreover proven to improve discrimination of orientation of Gabor patches when these were 
presented in the same hemifield as the sound relative to receding sounds, static sounds, or white 
noise (Leo et al., 2011). Looming sounds were also discovered to increase the brightness and size, 
but not the shape detection, of visual stimuli in form of disks (Sutherland et al., 2014). Audiovisual 
looming stimuli were found to significantly modulate the strength of neurophysiological activity as 
compared to unisensory or static multisensory conditions and enhance interactions within the right 
claustrum/insula extending inferiorly into the amygdala and within the bilateral cuneus extending 
into the inferior and lateral occipital cortices (Cappe et al., 2012), as well as to improve reaction 
times and subjective ratings for movement (Cappe et al., 2009). Multisensory looming stimuli were 
37 
 
found to produce enhanced fMRI activity in both primary visual and auditory, as well as in higher-
order multisensory cortical regions (Tyll et al., 2013). Enhanced connectivity was observed between 
these areas under looming conditions (Tyll et al., 2013). This line of research is a great example of 
how the systematic relationship of audiovisual enhancement can be approached for investigation 
across species and using various measurements, and calls for further research in this vein.  
  
1.5 Ongoing developments 
The two projects described above are currently being further developed in two follow-up projects 
that are being undertaken in our laboratory. On the one hand, we are investigating how dynamic 
versus static illusory contours are enhanced by looming versus static sounds (see Figure 1). This 
project is currently being spear-headed by Ms Grace Kurian, who is a medical student undertaking 
an MSc project in our laboratory, and supervised by Professor Murray. Multisensory looming stimuli 
were previously shown to enhance reaction times to movement detection paradigms, as compared 
to static or unisensory stimuli by research in our laboratory (Cappe et al., 2012, 2009). Given 
previous evidence of impairments in movement perception in visually-restored cataract patients 
(Ellemberg et al., 2002), and the ecological salience of looming stimuli for alerting (Neuhoff, 1998), 
we reasoned that looming sounds might have even further-reaching benefits on illusory contour 
perception. Specifically, besides illusory contours appearing brighter, they might appear bigger 
(Sutherland et al., 2014), and thus become easier to see. This hypothesis is now at the focus of our 
ongoing research. Given collaborations between our laboratory and Project Prakash 
(https://www.projectprakash.org), we are aiming to test these hypotheses in sight-restored 
children in North India that were previously suffering from congenital cataracts. 
The second project that we are now undertaking follows an almost identical paradigm to our 
behavioural multisensory illusory contour experiment. The only difference is an augmented number 
of the No Contour condition, and thus a reduced number of the Contour condition. This was done 
in order to balance out the design. Using this design, we are currently investigating the fMRI 
responses to multisensory illusory contours, as compared to a visual alone condition. Specifically, I 
am collaborating with Dr Anna Gaglianese, who is currently a post-doctoral researcher in our 
laboratory, and with Professor Serge Dumoulin at the Spinoza Centre for Neuroimaging in 
Amsterdam, the Netherlands. This project is supervised by Professor Murray. We are looking to 
replicate the results found in (Tivadar et al., 2018), in terms of the underlying network of active 
brain sources driving the multisensory as compared to the visual only illusory contour effect. 
Moreover, we are investigating the activity in V1 neurons with receptive fields on the illusory 
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contours. Using retinotopic mapping, we will compare activity in V1 voxels that respond to the 
particular region of the visual field where the illusory contours are located, during unisensory and 
multisensory IC conditions and NC conditions. As V1 responses for illusory contours were observed 
mostly in paradigms using illusory lines as compared to shapes (Anken et al., 2018), we use illusory 
lines located horizontally and vertically across the central visual field to decode responses in V1 
voxels responding to these parts of the visual field. Given better spatial resolution of MRI as 
compared to EEG, we expect to see orientation-dependent multisensory enhancements in V1.  
 
 
       
 
1.6 Conclusion  
Our results show that multisensory processes can benefit mid-level visual functions under 
impoverished viewing conditions. This corroborates the multisensory nature of mid-level visual 
processes that are classically considered ‘visual-only’ in nature. Our findings shed new light on 
models of visual functions and multisensory processing, and open new avenues for visual 
rehabilitation. Our ongoing work investigates to what extent multisensory processes are can 
facilitate the rehabilitation of visual functions, by undertaking systematic research to enlarge upon 
our current knowledge of multisensory integration and enhancement. With an aging population 
having higher risks of visual impairment, our current and ongoing research is of great actuality and 
importance, as it promises an easy way to rehabilitate and restore lost visual functions.  
Figure 1.  
Paradigm of the looming 
multisensory illusory contour 
project. Throughout a trial, an 
illusory contour, or a no contour 
first appears for 500ms. Then, 
on half of the trial, the visual 
stimulus remains at the shown 
size, whereas on the other half, 
it increases in size. In trials, 
where it increases, looming 
sounds are presented, whereas 
in trials where the contour is 
static, a 1000Hz beep is 
presented. Sounds are 
presented synchronously with 





2.   Visuo-haptic sensory substitution 
2.1 How digital haptics can support spatial functions 
In real-life situations, digital haptics has numerous advantages for supporting impaired or lost visual 
functions, as compared to auditory sensory substitution. Not only does audition have an alerting 
function, but the training necessitated on auditory sensory substitution devices is extensive (e.g. 
minimum 20-40h for the vOICE, (Amedi et al., 2007; Striem-Amit, Guendelman, & Amedi, 2012); 2-
3h for EyeMusic (Abboud, Hanassy, Levy-Tzedek, Maidenbaum, & Amedi, 2014)). In fact, tactile 
sensory substitution has been classically used to rehabilitate and restore spatial functions since the 
1950s, in the forms of Braille (Maidenbaum et al., 2014) or the white cane in the 1940s (Rodgers & 
Emerson, 2005). Vibrotactile and electrotactile devices also have a long history of usage in this 
domain (Bach-y-Rita, 1975; reviewed in Kaczmarek, Webster, Bach-y-Rita, & Tompkins, 1991). 
Nevertheless, due to the limitations of classical substitution devices (Maidenbaum et al., 2014), new 
tactile technologies (reviewed in Alahakone & Senanayake, 2009) and digital approaches using 
vibrotactile applications to simulate tactile sensing (Cruz-Hernandez & Grant, 2016; Gueorguiev, 
Vezzoli, Mouraux, & Lemaire-semail, n.d.; Kim, Kim, & Kim, 2009; Okamura, Dennerlein, & Howe, 
1998; Rekik, Vezzoli, Grisoni, & Giraud, 2017; Sednaoui et al., 2017; Weber, Schätzle, Hulin, 
Preusche, & Deml, 2011)  have been developed. These digital approaches promise to significantly 
contribute to improvements in healthcare, including reduced costs and increased accessibility and 
reliability of treatments (Dwivedi, Bali, James, Naguib, & Johnston, 2002; Noffsinger & Chin, 2000).  
Our results support the application of such a device (Xplore Touch1), hereafter ‘haptic 
tablet’, for the restoration or rehabilitation of spatial functions, as indexed here by mental rotation 
of letters. In fact, after a training session of 45 minutes, sighted participants were able to build 
mental representations of trained letters when these were presented in their normal, but not 
mirror-reversed form, and to mentally manipulate these representations in a mental rotation task. 
Visually-impaired and blind participants proved, in addition, to be able to extend their recently 
trained skills (i.e. discrimination of different letters presented on the screen of the haptic tablet) to 
new, untrained stimuli. Participants revealed decreased performance with increasing angular 
disparity (i.e. increased rotations of the letters), thus demonstrating the “mental rotation effect” 
(Shepard & Metzler, 1971). The same response pattern has been observed in both sighted and blind 
subjects (Carpenter & Eisenberg, 1978; Jordan et al., 2001; Marmor & Zaback, 1976; Núñez-Peña & 
Aznar-Casanova, 2009; Pegna et al., 1997; Prather, Votaw, & Sathian, 2004; Röder et al., 1997; 
                                                 
1 https://www.hap2u.net/  
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Rüsseler, Scholz, Jordan, & Quaiser-Pohl, 2005; Zeugin, Arfa, Notter, Murray, & Ionta, 2017), for 
visual (e.g. Jordan et al., 2001; Kosslyn, Di Girolamo, Thompson, & Alpert, 1998; Logie, Pernet, 
Buonocore, & Sala, 2011; Shepard & Metzler, 1971)  and tactile stimuli (Marmor & Zaback, 1976; 
Prather & Sathian, 2002; Prather et al., 2004; Rovira, Deschamps, & Baena-Gomez, 2011). Slower 
and less accurate responses were generally observed for mirror-reversed stimuli, replicating the 
well-documented effect of stimulus familiarity (Bethell-fox & Shepard, 1988).  
  In sum, our results support the use of digital haptics to evoke mental imagery of 2-D objects 
in both sighted and visually impaired and blind individuals. These results bear critical implications 
for rehabilitation via sensory substitution devices.  
 
2.2 Implications for models of rehabilitation via tactile technologies  
The ‘supra-modal’ nature (Farah, Wong, Monheit, & Morrow, 1989) of spatial functions opens up 
new avenues for rehabilitation of these functions in populations where they are impaired, as is the 
case for individuals where one sensory modality, for example vision, is dysfunctional, suboptimal, 
or lacking completely. Cross-modal functional and structural plasticity mediates a modality-
independent, but task-specific, reorganisation of visual areas, which is driven by cross-modal and 
multisensory integration (Amedi, 2004; Kirkwood et al., 1996; Merabet et al., 2005; Murray et al., 
2015; Pascual-Leone et al., 2005). It is now evident that spatial functions can be supported by visual, 
tactile, and auditory stimuli ((Auvray, Hanneton, & O’Regan, 2007; Collignon, Lassonde, Lepore, 
Bastien, & Veraart, 2007; Lacey & Sathian, 2012) see (Lacey, Campbell, et al., 2007) for a recent 
review), as the decoding of spatial features does not generally seem to rely on information from a 
specific modality ((Amedi et al., 2001;  Pietrini, Furey, & ..., 2004; Pribram, 1971; Struiksma, Noordzij, 
& Postma, 2009)). As supra-modal representations of objects are moreover view-point independent 
(Lacey, Pappas, Kreps, Lee, & Sathian, 2009; Lacey, Peters, et al., 2007), ‘abstract’ object 
representations are easily achieved (Pietrini et al., 2004).  
 Our results support the use of such technologies for sensory substitution applications. 
Current developments are moreover looking into improving such technologies, with domains of 
interest being the extension of single-touch to multi-touch exploration, as well as the creation of 
wider varieties of textures using vibrations, thus improving haptic perception qualia. In addition, 
given their applicability, such technologies can also be used to re-educate spatial functions after 
sight restoration. For example, sight-restored patients after cataract removal have lasting deficient 
depth perception (Gregory, 2003; McKyton et al., 2015; von Senden & Heath, 1962), despite intact 
low-level visual perception. As auditory information is less capable to transmit spatial information 
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(Amedi et al., 2002), one could envision complementing re-education programs with tactile spatial 
information in order to communicate distance relations in a multisensory manner. 
 In sum, digital tactile technologies are proving very promising for the domain of 
rehabilitation of spatial functions following sensory impairment or loss. These technologies require 
a minimal training time, are well suited for at-home use, and thus promise to reduce resources both 
on the side of the medical domain, as well as on the side of the individual user. In addition, there is 
extensive research effort currently being invested into the development of such technologies.  
 
2.3 Limitations 
One of the limitations of our studies investigating mental rotation with digital tactile stimuli is the 
use of a single texture that was discovered to confer the strongest haptic sensation during pilot 
tests. When testing whether participants would be able to create and navigate mental 
representation of spaces using digital stimuli (Tivadar et al., in preparation, discussed in the next 
section), it became evident that textures were more easily discerned through their differences to 
one another. Future research should thus use a wider library of textures. Nevertheless, technical 
limitations of such prototypes as our haptic tablet are currently restricted in the variety of haptic 
textures they can simulate. This calls for extended efforts into developing the range of textures that 
can be simulated using ultrasonic vibrations. 
 Another limitation, here restricted specifically to our group of visually-impaired and blind 
subjects, is that the group was heterogeneous in terms of its composition, i.e. patients had very 
different diagnoses and syndromes. As a result, results indicate that a part of the subjects showed 
the mental rotation effect for letters in their normal form (both for trained and untrained letters), 
whereas the same effect was seen in the second group of participants for mirrored stimuli, 
nevertheless not reaching the significance criterion. Importantly, we decided to use a 
heterogeneous group, as we wanted to test the applicability of this technology in a wide variety of 
users in a proof-of-concept investigation. It is also possible that statistical tests in the second group, 
which contained less than half of the patients, lacked power. Thus, one improvement to our study 
would consist in the inclusion of a higher number of individuals. Additionally, it is possible that 
through a more extended training session, participants would have been able to show the mental 
rotation effect for both normal and mirrored trained and untrained stimuli. Nevertheless, our 
experiments already lasted for about 3 and a half hours including breaks, and thus were quite 
strenuous for our participants, as they required enhanced concentration. Technical constraints thus 
limited the amount of training that we could administer. Future work should therefore investigate 
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how a more extensive training can impact the ability of individuals to decode, encode, and 
manipulate digital tactile information. 
 
2.4 Ongoing Developments 
We are currently investigating two lines of research using digital tactile information as follow-up 
projects to our first two proof-of-concept papers. 
 First of all, the main application of this technology in visually-impaired and blind subjects is 
the simulation of a realistic environment, and the use of the haptic tablet as a digital map. To 
investigate to what extent users are able to create mental representations of digital haptic spaces 
and then use these mental images to physically navigate real spaces, we tested 26 sighted 
blindfolded subjects on a maze exploration task (Tivadar, Chappaz,  Minier, Franceschiello, Verdon, 
Roche, Turoman, Matusz, & Murray, in preparation). After a 45-minute training session on the 
digital haptic rendering of a maze outline, participants first recreated this maze using LEGO pieces, 
and then were trained on a certain path within this maze, first on the haptic tablet, and then in the 
real physical space. After this, participants were tested on two different paths, one that they were 
trained on, and another one that they had not yet explored neither haptically, nor physically. During 
the testing phase, participants had to explore one of the two paths through the maze on the tablet, 
realize where the path would lead them (the starting point was always the same, see Figure 2), and, 
upon this realization, physically carry out the path they had just explored. This was repeated 10 
times, so that each type of path (trained or untrained) was repeated 5 times. Participants’ maze 
exploration was filmed using a GoPro camera attached to a head-band, and their exploring hand 
was filmed during exploration of the different paths on the tablet before each trial. Two 
independent raters rated participants’ performance during the maze exploration process, and after 
testing inter-rater reliability, mean values of these ratings were used to assess behavioural 
performance (accuracy, reaction times, errors, time spent while committing errors (i.e. time off 
track),  and tablet exploration time). No outliers were excluded given the small number of trials for 
each maze, the exploratory nature of this experiment, and the lacking precedents of maze 
exploration using digital stimuli. Means for each dependent variable were calculated in Matlab 
(R2017a), however we found no significant results. We further calculated Inverse Efficiency scores 
(IE, (Townsend & Ashby, 1983)), for each our two different groups, where group 1 was trained on 
Maze1 and group 2 was trained on Maze2. IEs constitute a standard approach to combine RT and 
accuracy measures of performance and can be considered “corrected reaction times” that discount 
possible criterion shifts or speed/accuracy trade-offs. (see Figure 3). Results confirm the hypothesis 
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borne out of the pilot data: that individuals find Maze1 generally harder than Maze2. Specifically, 
even when Maze1 is trained, participants perform better on Maze2 (Accuracy > 0.8 for both 






 We further computed the Jaccard similarity index (Jaccard, 1926) for pictures of the LEGO 
reconstructions using Matlab Image Processing Toolbox. Pictures were first pre-processed, and then 
transformed into a binary representation matrix. This binary representation was compared to a 
binary representation of a picture of an ideal reconstruction. Scores varied between 0.59-0.73. We 
are currently regressing these scores against Accuracy scores. However, analyses are still ongoing. 
Figure 2. 
Testing and training phases. During training, 
participants were first required to encode the 
haptic rendering of the outline of the maze on the 
tablet. They then had to reconstruct this outline 
using LEGO pieces. Following the reconstruction, 
participants were trained on a specific path in the 
maze. During the testing phase, participants first 
explored the trained path on the tablet, and then 
had to physically navigate the real mazes. Two 
different paths were used for testing, the one 
previously trained, and a new, untrained one, 
which were each tested 5 times, in a randomized 
order. Participants had to first explore the path 
on the tablet, and then carry it out in the physical 
space. 
Figure 3. Inverse efficiency scores show a significant 
interaction in a 2x2 permutation repeated-measures mixed 
design ANOVA with between factor TRAINING (trained vs 
untrained) and within factor GROUP (Group1 trained on 
Maze1, Group2 trained on Maze2). The seed was set at 42. 
We found a significant interaction between the two factors 
(p < .01, iteration 5000): individuals trained on Maze1 (i.e. 
Group 1), improve their accuracy with training, however 
they take slightly longer on trained compared to untrained 
mazes. Individuals trained on Maze2 (i.e. Group 2), improve 
both their accuracy and their RTs with training, which is seen 
in lower IE scores for trained compared to untrained mazes. 
Data were further split according to group and non-
parametric Wilcoxon tests compared trained vs untrained 
trials. In both groups, the tests were significant (Group1: W = 
26, p < .01 ; Group2: W = 117 , p < .01). 
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We are hoping that this analysis will shed light on the observation of differential performance on 
Maze1 compared to Maze2. We hypothesize that participants with low reconstruction scores will 
show lower accuracy on Maze1, but not also on Maze2. Regarding the videos of the exploring hand 
that were taken while participants were exploring the mazes on the tablet during the testing phase, 
we used DeepLabCut (DLC; Mathis et al., 2018), which is an efficient method for markerless pose 
estimation based on transfer learning with deep neural networks (ResNet-50 architecture). Using 
the x and y coordinates of the tracked exploring finger computed by DLC, we are calculating the 
Euclidean Distance (ED) as given by the definition:  
ED =  √∑ (𝑥𝑛−1 − 𝑥𝑛)2
𝑛
𝑖=1 + (𝑦𝑛−1 − 𝑦𝑛)
2.    
The ED of the first and last trained and untrained trials are computed, then the difference of the last 
trial is subtracted from the first trials for both trained and untrained mazes. These results will be 
submitted to statistical tests comparing ED for the first and last trials in order to investigate 
differences in the distance that participants go through while exploring the tablet. We expect the 
difference to be smaller for trained compared to untrained trials, and for Maze2 compared to 
Maze1. 
 In sum, this project investigates the extent to which blindfolded sighted participants are able 
to use simulated digital textures in order to create mental representations of unknown spaces that 
they then have to navigate. Despite the ongoing analysis, these preliminary results already show 
that participants are highly able to create mental representations of a space that they can then 
navigate, as is in the case for Maze2 (mean Accuracy trained and untrained participants: 0.84), and 
less for Maze1 (mean Accuracy across trained and untrained participants: 0.6). 
 In a second project we have developed, we are investigating whether haptic feedback can 
improve visual attention in a dual-task setting (Tivadar, Arnold, Chappaz, Knebel, & Murray, in 
preparation). When engaged in driving, individuals can be considered visually impaired in terms of 
their attention to the road when interacting with in-car technologies (Arthur, Strong, & Williamson, 
1994; Hoffman, Atchley, McDowd, & Dubinsky, 2005; Lee, Lee, & Boyle, 2007). In fact, visual 
attention performance during driving can directly predict accident involvement (Ball, Owsley, 
Sloane, Roenker, & Bruni, 1993). Most cars nowadays contain a normal tablet requiring use of vision 
besides touch. Nevertheless, spatial vibrotactile cues have been proven to enhance visual attention 
in driving scenes (Ho, Tan, & Spence, 2005). Given this, we wanted to investigate how haptic 
feedback can influence visual attention in a visual conjunction-search task. To this end, we created 
three different types of slider buttons, and tested to what extent participants were able to perform 
a dual task, the first of which was the conjunction search task, and the second of which was a task 
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on the tablet. For the conjunction search task, participants had to find the light blue “T” target 
between dark-blue and light-blue “L” and “T” distractors, while for the tablet task, participants were 
asked to navigate slider buttons in order to reach a certain position as quickly and as accurately as 
possible  (from position 1 to position 8, see Figure 4). We hypothesised that digital haptics would 
allow participants to maintain their visual attention on the central visual search task, without 





 We tested 25 healthy young adults on this task, after administering a short (i.e. 15 minutes) 
training session on each of tasks and conditions individually. Data was pre-processed in Matlab and 
analysed in R. Our dependent variables were Accuracy and RTs on the visual search and Accuracy 
on the tablet task (see Figure 5). We also calculated a composite score out of the computed 
Accuracy means for the visual search task and the tablet task (i.e. AccuracyVisual Search – AccuracyTablet 
/ AccuracyVisual Search + AccuracyTablet), and found that the haptic tablet condition with circular sliders 
yielded the strongest bias to the Visual Search (see Figure 5; A 3×3 rmANOVA with factors Modality 
x Slider yielded a main effect of Modality: F(2,23) = 53.3 ; p < .01; η𝑝2=0.82, and a main effect of Slider: 
F(2,23) = 9.5 ; p = .01; η𝑝2=0.45). Moreover, RTs were fastest on the Visual Search task when the tablet 
task was carried out in the haptic only condition (A 3×3 rmANOVA with factors Modality and Slider 
yielded a main effect of Modality: F(2,23) = 8.4; p <.01; η𝑝2=0.42; post-hoc contrasts: haptic vs. visual, 
p <.01; haptic vs. multisensory, p =.02). However, performance with the tablet was lower for the 
haptic only condition, compared to conditions in which visual information was available (A 3×3 non-
parametric ANOVA (Modality x Slider) yielded a main effect of Modality: 1000 permutations; p < .01, 
a main effect of Slider: 1000 permutations; p < .01, and an interaction: 1000 permutations ; p < . 
01). 
 
Figure 4. The dual task in our 
project. For the visual search task, 
participants have to search for the 
“T”-like target between “L” and “T” 
distractors. For the haptic tablet 
task, participants have to move to a 
certain position on the slider buttons 
illustrated in red in the middle 
(vertical, horizontal, circular; 
positions 1-8). The haptic tablet task 
is delivered in a visual only, haptic 





 To conclude, these results provide the first quantitative support for introducing digital 
haptics into automobile tablets. After only 15 minutes of training, participants were able to perform 
a tablet task while engaged in a visual search task. Visual search performance was highest under the 
haptic only condition on the tablet. RTs on the visual search task, arguably a proxy for visual 
processing during driving, were fastest when the tablet task was limited to haptics. This RT 
advantage could not be explained by a simple speed-accuracy trade-off, as accuracy did not reliably 
differ on the visual search task as a function of the modality of the tablet task. Performance on the 
tablet task might be improved in the haptic condition with more training. In sum, these results 
support the beneficial and alleviating effect that haptic feedback can exert in situation in which 
vision is impaired. 
 
2.5 Conclusion 
Our results show that cross-modal sensory substitution can successfully support the encoding of 
mental representations of 2-D objects. These mental representations can then successfully be used 
in a spatial mental rotation task. Our findings support the application of new technologies of digital 
tactile stimulation for the rehabilitation of lost visual functions, such as spatial object encoding and 
manipulation. Our ongoing work investigates to what extent such digital tactile technologies can 
Figure 5. Results for the dual-task project. Red bars 
stand for the haptic condition,light  blue bars for the 
visual condition, and dark blue for multisensory. The 
composite score in the upper left panel shows the 
highest bias towards visual attention task in the haptic 
condition. Reaction times, in the lower left panel, show 
fastest responses on the visual search task for the 
haptic condition. Accuracy for the tablet task, in the 
lower right panel, shows lowest Accuracy for the haptic 




support the mental encoding of environmental maps of unknown spaces, as well as improve visual 
attention in a dual-task setting. Considering the overloaded medical services leading to lacking 
personnel and material resources, our current and ongoing research in such digital applications is 
of great actuality and importance, as it promises to increase patient independence, as well as 
availability and reliability of training measures. Our results moreover support the application of 
digital tactile feedback in situations in which the visual system is overloaded, thus offering a 
promising solution to the decrease of accident involvement rates due to lacking visual attention. 
 
3. General Conclusion 
Taken together, our results demonstrate the applicability of multisensory regimes to the 
rehabilitation and restoration of visual functions. The innovative use of sounds to aid visual 
processes offers a low-cost and easily applicable solution to retrain impaired visual functions, while 
digital haptics constitutes a novel method with far-reaching implications for the medical field and 
beyond. While there rest numerous questions for further research, the projects presented here 
strengthen current efforts in multisensory research, and support a new view of sensory processing, 
where the brain processes sensory information in a modality-independent and task-selective 
manner. 
 Besides the implications that multisensory research brings to visual rehabilitation, the 
current results, taken together, demonstrate the necessity of investigating functions as they appear 
in the real-world (Matusz et al., 2018) – that is, in a complex, multisensory environment. The study 
of sensory functions in isolation is proving obsolete: while we know much about vision and the 
cortical network supporting visual functions, we know a lot less about whether the same network 
supports vision in realistic environments. Current studies (see e.g. Murray et al., 2016), including 
the ones presented here, indicate that these networks might undergo organisational changes in 
real-world environments, thus revealing new cortical mechanisms that are involved in generating 
visual perception. In addition, evidence from studies in brain plasticity demonstrate how the 
networks that dominate the processing of a sensory modality are proving to be modality-
independent, and resemble task-specialized processing units, rather than being responsible for 
processing stimuli coming from one single modality. These results also have wide-ranging 
implications for domains such as education, where the extent to which children exhibit multisensory 
benefits on a simple detection task not only predicts benefits on a continuous recognition task 
involving naturalistic objects, but also predicts working memory scores and fluid intelligence 
(Denervaud, Gentaz, Matusz, & Murray, 2019). Improving multisensory integration in children might 
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thus improve their overall performance in school. Such results call for a re-appraisal not only of our 
research paradigms, but also of our educational approaches.   
 In addition, multisensory research allows for enhanced immersivity in virtual environments, 
leading to an increased sense of presence and an improved memory for virtual objects (Dinh, 
Walker, Hodges, Song, & Kobayashi, 1999). This is important, as such environments are used both 
for rehabilitation – for example in the blind (Lahav & Mioduser, 2004; Lahav et al., 2012) – as well 
as in education, improving distance learning (Naughton & Redfern, 2002), medical training (Satava 
& Jones, 1997), and training in people with learning disabilities (Cromby, Standen, & Brown, 1996).  
 In sum, our results, which indicate the importance of multisensory benefits to visual 
functions, permit essential inferences for three essential, but not exhaustive, domains, where 
multisensory information is proving crucial for improved results: rehabilitation, education, and 
virtual reality applications. These results thus call for a reconsideration of the way in which we 
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