Nonlinear systems can be modeled by neural networks.
Introduction
Studies on neural networks began with a mathe- The proposed activation function will realize Figure 2 shows the neural network with parametric sigmoid functions which are drwan as circles in the figure.
The round-corner rectangulars are weights. Uk is a weight on the output, and usually it is equal to one. The jth hidden neuron accepts the weighted sum of the inputs xk(j) and produces its outputs Os(j) as,
The kth output neuron accepts xo(k) and outputs oo(k) in the same manner. In learning phase, error through the network backward.
The parameter p can be tuned along the weights so as to minimize the error between the network output and the teaching signal. If p=1 is obtained after tuning, it means that neuron is linear. , Now the problem is "how to tune the parameter p".
Extended Backpropagation
After adding one parameter to the neuron's func tion we should find one way for setting it properly. In the case of the weights, backpropagation has been used widely, by using that, in fact we push the weights to set in some way which causes minimum error. Fig. 3 with that in Fig. 2 will show the number of parameters which can be determined uniquely.
We should be able to find that the new network has larger number of parameters than the old network.
More specifically, the network in Fig. 2 has ninh+nhno parameters, while that in Fig. 3 with the linearity of the system under consideration.
Mixed Linear and Non Linear System
We intend to study the partly linear and partly nonlinear system such as: Figure  5 shows the MSE. System's corresponding network Fig. 6 will reveal some details of the system 
Conclusion
In 
