The main result of Haynes (1991) is that a square matrix is convergent (lim n→∞ D n = 0) if and only if it is the Cayley transform C A = (I − A) −1 (I + A) of a stable matrix A. In this note, we show, with a simple proof, that the above is true in a much more general setting of complex Banach algebras.
and Haynes [2] shows that a square matrix is convergent if and only if it is the Cayley transform of some stable matrix. In this note, we show that this holds for any complex Banach algebra and our proof is much simpler than that of [2] .
To this end, we need the following elementary lemma.
Lemma 1. Let D ∈ Ꮽ, then D is convergent if and only if r (D) < 1.

Proof. (⇒)
. First, we show that if T ∈ Ꮽ is convergent then I − T is invertible. Suppose T is convergent, choose a fixed n large enough such that T n < 1. Then 
Proof. (⇐). If
D = C A for some stable A ∈ Ꮽ, let f (z) = (1 + z)/(1 − z). Then f (z) is
