Abstract. An invariant ensemble of N × N random matrices can be characterised by a joint distribution for eigenvalues P (λ 1 , · · · , λ N ). The study of the distribution of linear statistics, i.e. of quantities of the form
Introduction
The determination of linear statistics for eigenvalues of random matrices is an important question which has played a central role in the applications of random matrix theory to physical problems. For concreteness, let us introduce the Laguerre ensemble, which will play an important role in the paper : we consider N × N matrices with positive eigenvalues, distributed according to the measure [39, 27, 1] 
where DM is the Lebesgue (uniform) measure for Hermitian matrices and β is the Dyson index corresponding to orthogonal (β = 1), unitary (β = 2) or symplectic (β = 4) symmetry classes. The condition N (1 + θ) > 1 − 2/β ensures normalisability of the measure. If N L = N (1 + θ) − 1 + 2/β is an integer, Eq. (1) is the Wishart distribution for matrices of the form M = X † X, where X has size N L × N and has independent and identically distributed Gaussian entries. With some abuse, we will sometimes denote the distribution (1) for arbitrary θ the Wishart distribution. This distribution appears in many contexts. Few examples are : the distribution of the empirical covariance matrix in statistics [61] , principal component analysis [36] , fluctuating interface models [46] , random bipartite quantum states [47, 48] , Wigner-Smith matrix (quantum scattering) in chaotic quantum dots [11, 12, 31, 54, 56] (θ = 1, i.e. N L 2N ) and multichannel disordered semi-infinite wires [7] (θ = 0, i.e. N L N ).
Distributions such as (1) describe a so-called "invariant ensemble" as the measure is invariant under unitary transformations. This leads to the decorrelation of the eigenvalues and the eigenvectors, hence the joint probability density function for the eigenvalues has the generic form P (λ 1 , · · · , λ N ) = C N,θ i<j |λ i − λ j | β k w(λ k ), where w(λ) = λ βN θ/2 exp[−(β/2)λ] for the Laguerre ensemble (C N,θ is a normalisation). Many interesting physical quantities take the form of spectral linear statistics
for a given function f (x) (see examples below). The analysis of the distribution of such quantity remains in general a difficult task which has stimulated considerable efforts. Several techniques have been developed : orthogonal polynomials, Selberg's integrals and Coulomb gas method. Although all these techniques provide the typical fluctuations of L, the Coulomb gas technique seems the most efficient method to determine the large deviations (atypical fluctuations). One interprets the distribution as the Gibbs measure for a one-dimensional gas of charges interacting with logarithmic interactions [22] : P (λ 1 , · · · , λ N ) = (1/Z N ) exp{−βE gas }, where 1/Z N is a normalisation.
In the limit N → ∞, the analysis of the distribution of the linear statistics is mapped onto the determination of the optimal configuration of charges which minimizes the energy E gas under the constraint that i f (λ i ) is fixed. Because the energy of the gas scales as E gas ∼ N 2 , one can in general write the large deviation ansatz ‡ P N (s = N −η L) ∼ exp { − (βN 2 /2) Φ(s)}, characterizing the distribution of (2) in the limit N → ∞, where the scaling exponent η depends on the matrix ensemble and the function f (e.g. : for the Laguerre ensemble and f (x) = x one has η = 1). When the moments of L exist, the large deviation function has a regular expansion § near its minimum Φ(s) (s − s * ) 2 /(2c 2 ), i.e. L N η s * and Var(L) (2/β) c 2 N 2(η−1) . Interestingly, the transition from the (universal) regular behaviour for |s − s * | 1 to (non universal) behaviours for |s − s * | 1 can be associated in some cases to phase transitions in the Coulomb gas [19, 35, 46, 47, 48, 56, 58, 59 ] (see an example in § 3.2).
The study of 1/N expansions in matrix integrals has stimulated considerable efforts for several decades (see for instance Refs. [3, 23, 25, 14, 13, 26, 8, 45, 9] ). Some motivations came from field theory, where the study of the large number of field components was proposed as a tool to probe the strong coupling limit : a famous example is the exploration of SU(N ) invariant non Abelian gauge theories in the limit of a large number of colours by 't Hooft, who identified that the 1/N expansion corresponds to a genus expansion in Feynman diagrams [53] . Along this line, the planar diagram approximation (N → ∞ limit) was solved by Brézin et al. [10] for φ 3 and φ 4 scalar field theories (i.e. solving the combinatoric problem of enumeration of planar Feynman diagrams). Beyond the planar approximation, the systematic topological (genus) expansion in powers of 1/N can be provided through the analysis of loop equations, i.e. recursions between N −k -contributions to correlation functions [43, 3] . A solution of the loop equations of Ambjørn et al. [3] was later found by Eynard [25, 26] and interpreted in terms of geometric properties of algebraic curves. References and a brief review can be found in the introduction of Ref. [26] , where the importance of such systematic 1/N expansions of matrix integrals in physics and mathematics is emphasized. Here, we do not provide such a rigorous and systematic analysis, usually written for the characteristic function, but concentrate ourselves on the distribution P N (s), which will be expressed in terms of simple properties of the Coulomb gas. The purpose of the present article is two-fold : first, we conjecture in Section 2 a formula including the pre-exponential s-dependent function in front of the large deviation ansatz,
where the scaling exponent η was defined above. Our conjecture will be verified in several well controlled cases in Sections 3 and 4.
The second new result of the paper, presented in Section 4, is obtained by applying our general formula in a situation where the large deviation function Φ(s) is 2. In the article, f (x) ∼ x→x0 g(x) denotes lim x→x0 f (x)/g(x) = const and f (x) x→x0 g(x) denotes lim x→x0 f (x)/g(x) = 1. With the exception of equation P N (s) ∼ exp − (βN 2 /2) Φ(s) which denotes precisely lim N →∞ − 2/(βN 2 ) ln P N (s) = Φ(s). The symbol "∝" denotes the proportionality of two functions, i.e. the equality up to a factor independent of the argument of the functions.
3. A noticeable counter example is the case of the index distribution for which Φ(s) is non analytic at its minimum [34, 38, 37] .
a monotonous increasing function due to the divergence of all the moments L n = ∞. This occurs when studying the distribution of the Wigner time delay (i.e. the density of states) in semi-infinite multichannel disordered wires, a problem which can be related to the Laguerre ensemble of random matrices. In this situation, exp {−(βN 2 /2) Φ(s)} → 1 for s → ∞ and it is then crucial to determine the pre-exponential function A N,β (s), as it is the only one to capture the large s behaviour of the distribution P N (s).
Coulomb gas approach and linear statistics distribution
Although the main results of this section will not depend on the choice of a specific invariant ensemble, we will test our conjecture in specific cases within the Laguerre and Jacobi ensembles. We first recall few basic definitions and set the main notations.
The Laguerre ensemble
The importance of the Laguerre ensemble was emphasised in the introduction, and the matrix distribution given, Eq. (1). Correspondingly, the eigenvalues of such matrices are distributed according to the joint probability distribution
where the constraint N (1 + θ) > 1 − 2/β ensures normalisability. C N,θ is a normalisation constant. The starting point of the Coulomb gas approach is to interpret this joint distribution as a Gibbs measure exp[−βE gas ] for the energy E gas = −(1/2) i =j ln |λ i − λ j | + (1/2) i (λ i − N θ ln λ i ) describing particles on a semi-infinite line, submitted to a confining potential and interacting among each other with a logarithmic potential. In the limit N → ∞, comparing the interaction energy − i =j ln |λ i − λ j | ∼ N 2 with the confining energy i λ i ∼ N λ we expect the scaling λ i ∼ N for the eigenvalues, hence it is convenient to rescale the variables as
The Jacobi ensemble
The (shifted) Jacobi ensemble describes an ensemble of N × N matrices M with real eigenvalues in the interval [0, 1] and distributed according to the measure DM (det M ) βa/2−1 , where DM is the Lebesgue (uniform) measure [27, 1] . It will be convenient for future discussions to write the exponent as a = α N + 1, which leads to the following form for the joint probability distribution of eigenvalues :
(B N,α is a normalisation). The confinment of the eigenvalues in the interval [0, 1] implies that their positions do not scale with N . We will use the notation
This distribution plays an important in the theory of electronic transport for coherent chaotic cavities [15, 17, 33, 40, 50, 52, 58, 59, 60] (for older work, let us quote the excellent review [5] ). The quantum properties of a two terminal conductor, characterised by N 1 and N 2 conducting channels (transverse modes for the electronic wave), can be described in terms of N = min (N 1 , N 2 ) transmission probabilities {λ 1 , · · · , λ N }. Many physical observables can be expressed under the form of linear statistics of the transmission probabilities
Concrete examples are [5] :
• The conductance : f (x) = x.
• The shot noise power :
• The conductance of a normal/supra interface :
If the conductor is a chaotic quantum dot, the joint distribution for these transmission probabilities is given by the (shifted) Jacobi ensemble, Eq. (5), where the parameter α = |N 1 − N 2 |/N describes the asymmetry between the two contacts.
Path integral formulation
We introduce the density of the (rescaled) eigenvalues
which will be treated as a continuous field in the large N limit. The distributions (4, 5) can then be replaced by functionals of the density of the form
where
is the energy and
is the entropy (the term (−β/2) S[ρ] added to the genuine entropic term in (8) arises from self interactions as argued by Dyson [22] , cf. also Ref. [19] ). The potential depends on the specific ensemble :
For the Jacobi case, we find convenient to split the exponent into two parts : the first term α is supposed to be of order O(N 0 ) whereas is a subdominant contribution
The linear statistics can be expressed in terms of the density as
leading to write its distribution as the ratio of path integrals
where the two path integrals run over positive field ρ(x) 0. The two constraints are more conveniently handled by introducing Lagrange multipliers µ 0 and µ 1 . Precisely, making use of the representation of the δ-function
we obtain
where we have introduced the "free energy"
Saddle point and large deviation function
The path integrals in (16) are dominated by the density minimizing the free energy. In a first step, we neglect the 1/N entropic contribution, which will be discussed later. Then the optimal charge density is obtained by solving the saddle point equation
for x ∈ supp(ρ). Eq. (18) can be interpreted as an equilibrium condition for a given charge at x : the Coulomb gas fills the effective potential (19) up to the chemical potential µ 0 . The spread of the gas is caused by the repulsive interaction among charges. We denote the solution of this equationρ(x; µ 0 , µ 1 ). In practice, the determination of this solution is made possible by a derivation of Eq. (18) with respect to x, which eliminates the chemical potential µ 0 and leads to the integral equation expressing the equilibrium in terms of "forces",
This integral equation may be solved by various techniques [45] . We will use a theorem due to Tricomi recalled in Appendix A. Here we assume that the density has a compact support for simplicity, however the method can also be used when the support is made of disconnected intervals (one has then to deal with coupled integral equations) [59, 30] . As we will show below, the determination of the large deviation function for (13) only requires the knowledge of the normalised solution of Eq. (20) . For this reason, the dependence in the chemical potential µ 0 of the solution of (18) is usually not discussed in similar studies. Because we aim here to analyse the integrals in (16) in order to determine the pre-exponential function of the distribution P N (s), we will also have to study the dependence on the Lagrange multiplier µ 0 , obtained from Eq. (18) . We will denoteρ the solution of Eq. (18) . The search for a real densityρ implies that the Lagrange multipliers should be also real, which suggests that integrals over Lagrange multipliers are dominated by the neighbourhood of the crossing with the real axis (an explicit case is analysed in 3.2.1). Then, the integrals over µ 1 and µ 0 in Eq. (16) can be calculated by the steepest descent approximation, where the saddle point is given by
These two equations determine the two Lagrange multipliers as functions of s. We denote µ * 0 (s) and µ * 1 (s) the two solutions and introduce the notation
for the optimal density corresponding to a given value s. Inspection of the path integral (14) -or Eq. (16)-shows that the numerator is dominated by the energy of this optimal density E [ρ * (x; s)], while the denominator is dominated by the energy of the optimal density obtained by relaxing the constraint dx ρ(x) f (x) − s = 0, i.e. setting µ 1 = 0. We denote by s * the corresponding value (most probable value) and ρ 0 * the related charge density (i.e. ρ 0 * (x) = ρ * (x; s * )). Thus we obtain the behaviour
where the large deviation function
is the energy difference between the two optimal charge configurations. At this level, it was justified to neglect the entropic term as it gives a subdominant contribution of order N −1 to be added to the energy E [ρ] of the gas. Before discussing the pre-exponential function ( § 2.6 and § 2.7), let us discuss a useful identity.
"Thermodynamic" identity
The energy of the gas is given by an integral of the optimal density, Eq. (9). Using (18) and assuming that ρ has a compact support from now on for simplicity, the double integral can be simplified in order to express the energy in terms of a simple integral : (27) where x 0 is any point in supp(ρ * ) = [a, b] (such a trick was used in Ref. [10] and Refs. [18, 19, 59, 56] ). A simpfication was recently introduced in Ref. [31] , based on the "thermodynamic" identity relating two conjugated quantities
(note the recent article [16] emphasizing such relations in a broader context). The proof of this identity is as follows : neglecting the entropy, the relation
holds ∀ s (the 1/N entropic term in F is not included as (28) concerns the leading order solution, when N → ∞). Differentiation with respect to s gives
Qed.
Making use of (28), we can thus rewrite the large deviation function as an integral
Detailed illustrations of the formalism are given in § 3.1.2, § 3.2 and § 4.2. We now emphasize the practical interest of this formula : Eq. (26) shows that the direct determination of the energy of the gas E [ρ * (x; s)] requires the calculation of the integral dx ρ * (x; s) V (x) and the knowledge of the chemical potential µ * 0 (s), which is given by the integral of the density, Eq. (18) (recall that the density is determined by solving Eq. (20) where µ 0 is absent). This means that the expression (27) is in practice more useful than (26) . Hence it is usually much more simple to use the thermodynamic identity (28) and (30), i.e. to compute the integral µ * 1 (s)ds, where µ * 1 (s) is given by the solution of an algebraic equation, than dealing with the integral providing µ * 0 (s), as will be illustrated below.
Gaussian path integrations in the Jacobi ensemble for β = 2
We have identified one situation where we can go beyond the saddle point approximation (24) and account for the fluctuations in the two path integrals of Eq. (16).
A simplification occurs in the unitary case (β = 2), as the entropic term vanishes, cf. Eq. (17), which simplifies considerably the two path integrals. An important difficulty however remains, which is the constraint to integrate over positive field ρ(x) 0. Nevertheless, there is one situation where the positivity constraint is expected to play a negligible role : when the optimal density ρ * (x) does not vanish, what occurs for example in the Jacobi ensemble, when the support of ρ * (x) coincides with the full interval of definition to which the eigenvalues belong ([0, 1] in the Jacobi ensemble). Then we expect that for N → ∞, the fluctuations around ρ * (x) in the path integral are sufficiently small so that the positivity constraint can be forgotten and the path integrals can be considered as Gaussian path integrals. As a result, we can write formally
whereρ is the solution of δF /δρ(x) = 0. The same functional determinant is produced in the numerator and the denominator of (16), hence
As discussed above, we can use the steepest descent method in order to determine the leading exponential behaviour of the integrals in (32) . We now analyse the remaining pre-exponential function. We recall thatρ(x; µ 0 , µ 1 ) denotes the solution of (18) , which is a function of the two Lagrange multipliers. Integration over the Lagrange multipliers in (16) requires to determine the dependence of the free energy in µ 0 and µ 1 . It is convenient to introduce the normalisation
and the value taken by the linear statistics
These functions are given in § 3.2 in the particular case where f (x) = x. They are related to the derivatives of the free energy, cf. Eqs. (21, 22) :
where (36) is the dual of the "thermodynamic identity" (28) . We gather the second derivatives in the Hessian matrix
where the * denotes setting µ 0 = µ * 0 (s) and
where δµ i = µ i − µ * i (s), can be introduced in (32) . The steepest descent approximation gives
While the Hessian in the denominator is evaluated at s corresponding to the optimal density ρ * (x; s), the one in the numerator is evaluated at s = s * corresponding to the density ρ 0 * (x) = ρ * (x; s * ). We will use
Note that the generalisation of the argument to the more complicated case of a joint distribution P N (s, r) for two linear statistics, like in Ref. [31] , is straightforward.
It will be convenient to decompose the construction of the functions µ * 0 (s) and µ * 1 (s) in two steps : first, imposing the normalisation fixes a constraint between the two Lagrange multipliers :
(this function is plotted in Fig. 2 when f (x) = x). The second condition thus rewrites
Differentiation of this last equation with respect to µ 1 gives 1
Using C(µ 0 , µ 1 ) = 1 we obtain
This expression may be used in order to simplify (39) , taking care of the fact that the fraction under the square root involves two quantities evaluated for different values of s :
Consider now the concrete example of the distribution of the trace of Jacobi matrices (conductance distribution studied in § 3.2). The density ρ * has a compact support identified with the full interval (45) should be dropped.
In the general case (β = 2), the entropic contribution in the free energy (17) makes the path integrals (16) non Gaussian, however these contributions are subleading, of order O(N −1 ). A simple perturbative argument therefore shows that at lowest order in N −1 , we expect that the substitution
holds (later we will omit the term S[ρ 0 * ] as it is independent of s). As the pre-exponential part in (45) should be interpreted as a term of order N −2 in the energy of the gas, one should in principle account for other contributions of the same order. While studying the different terms on several well controlled cases, we have surprisingly observed that no further N −2 s-dependent contribution is needed.
Conjecture for the pre-exponential function in the general case
We summarize the main conclusions of the previous subsection and formulate our conjecture. In the unitary case (β = 2), we conjecture the form
Moreover, in the general case (∀ β), we conjecture that the only additional s-dependent correction comes from the entropic term, without any further O(N −2 ) contributions to the energy of the Coulomb gas :
c N,β in (46,47) is a constant which cannot be determined by our Coulomb gas considerations ; it is however inessential as we are interested here in the s-dependence of the distribution. Eq. (47) is one of the main result of the article. The central quantity in this formula is thus the Lagrange multiplier µ * 1 (s), which is found in practice by solving a set of algebraic equations. The most probable value s * is given by µ * 1 (s * ) = 0. The conjectured form (47) will be tested below on several well controlled cases (however always in situations where the support of the density is compact) : Eq. (47) will provide the correct s-dependent part in all cases considered here.
First tests of the conjecture

A simple exactly solvable case (Laguerre ensemble)
We first consider a simple case where the distribution of the linear statistics can be exactly determined and will compare the exact result with the outcome of our formula (47) . This occurs when considering the trace of Wishart matrices
3.1.1. Exact calculation.-The distribution of t can be easily be determined as the characteristic function can be straightforwardly deduced from a simple rescaling of the variable
(the integrals run over the sets of real symmetric (β = 1) or Hermitian (β = 2) matrices with positive eigenvalues).
is the number of independent real variables parametrizing the matrices M . For convenience we introduce the notation
The distribution of the trace p N (t) = δ (t − tr {M }) can be deduced from a Laplace inversion, which is straightforward in this case
3.1.2. Coulomb gas approach.-We now recover this simple result from the Coulomb gas technique in order to check our main result (47) . For large N , the trace scales as tr {M } /N ∼ N η with η = 1, thus we introduce the variable s = tr {M } /N 2 = t/N 2 . The energy of the Coulomb gas is (9) for V (x) = x − θ ln x. We then have to solve (20) for f (x) = x, what can be achieved thanks to the Tricomi theorem (Appendix A). The solution is
where a = x − s θ/(1 + θ) and b = x + s θ/(1 + θ), with x ± = [2 + θ ± 2 √ 1 + θ]/θ being the roots of the polynomial x 2 − 2(1 + 2/θ)x + 1. The Lagrange multiplier is
controlling the typical (most probable) value of the trace tr {M } | typ = s * N 2 . We deduce the expression of the large deviation function
The entropy of the density (52) is given by
Since Φ(s) = s − (1 + θ) ln s + const, the application of (47) gives
in exact correspondence with (51) . Let us discuss the constant A N,β . Eq. (51) gives its exact expression :
. Expansion for large N shows that the unknown constant in (47) is
where ρ 0 * is the optimal density for the typical value s = s * = 1+θ. The first exponential can be simply understood as the contribution of the entropy to the path integral of the denominator in (16) . In particular, we have c N,2 = 1.
Conductance of two-terminal quantum dots (Jacobi ensemble) -Detailed analysis of the Lagrange multipliers
We illustrate Eq. (47) by studying a concrete example which has been well studied in the literature, with several techniques : the distribution of the conductance G = i λ i (in unit 2 s e 2 /h) of two-terminal chaotic quantum dots, where the distribution of the transmission probabilities {λ i } is given by (5) . For convenience we consider the rescaled conductance
hence the function in (2) is f (x) = x. We restrict ourselves to the case of symmetric quantum dots (N 1 = N 2 ). Therefore, we consider the Jacobi case (5) with α = 0. The potential (11) is zero V (x) = 0 at leading order in 1/N . This problem has been neatly studied in Ref. [59] by the same Coulomb gas technique. We reproduce the main conclusion of this paper, using the thermodynamic identity (28) as a shortcut, and provide a detailed analysis of the two Lagrange multipliers. Finally we go beyond the large deviation ansatz and determine the pre-exponential function. We solve (20) by using the Tricomi theorem (Appendix A) :
where C is the normalisation constant (33). 
Using (18) we obtain
The knowledge of these quantities allows for an explicit analysis of the free energy. Using the integral equation (18) in order to simplify the double integral in (9), we find
The quadratic form can be diagonalised as
The free energy is minimum when the Lagrange multipliers are
These two expressions thus provide the value of the Lagrange multipliers when the two constraints are fulfilled. The two integrals in (32) are Gaussian and can thus be explicitly performed :
and
so that the ratio is purely imaginary and (32) real and positive, as it should. We conclude that the distribution is Gaussian :
(the result also follows from (46) by setting c N,2 = 1). Note that the calculation has provided the correct normalisation. However, it is known that the correct distribution presents non-Gaussian large deviation tails [58, 59] , hence (68) is not the exact result.
For completeness, we also express the optimal density as a function of s. The constraints (21, 22) lead to replace the two Lagrange multipliers by (64,65). The density takes the form ρ * (x; s) = 1
Clearly the solution (69) only exists for s ∈ [1/4, 3/4]. The physical interpretation of this result is as follows : typical samples are characterised by distributions of transmissions λ i 's with two peaks, i.e. the transmissions are most likely small, λ i ∼ 0 or large λ i ∼ 1. For s ∈ [1/4, 3/4], the energy of the gas can be obtained by using (26) . One gets
The energy can be determined more directly, up to the constant, by making use of (28) with (65). It is plotted in Fig. 3 . 
Large deviations and phase transitions.-
We find
Using (18) we get 
(cf. Fig. 1 ) and Using Eq. (27) we obtain the energy
which matches with (70) when s = 1/4 (Fig. 3) . Again, Eqs. (28, 75) could have provided the result more directly, up to the constant. We observe that the Lagrange multipliers µ * 0 (s) and µ * 1 (s) are continuous and differentiable at s = 1/4 (Fig. 1) .
The discontinuity appears in the second derivative of the Lagrange multipliers, i.e. in the third order derivative of the energy, ∂gives a broader perspective on third order phase transitions in Coulomb gas, as arising from the transition from hard edge to soft edge distributions, driven by some constraint). 
Distribution of the conductance
Unitary case (β = 2).-Eq. (47) allows to go beyond the information given by the large deviation function and determine the pre-exponential factor of the distribution. Collecting results of the previous subsections, we find the distribution of the rescaled dimensionless conductance s = G/N (large deviation function was obtained in [58] )
N 2 (4s)
for β = 2. Clearly the distribution is correctly normalised for c N,2 = 1 if we do not account for the tails (i.e. our main result does not account for the tiny correction to the normalisation constant due to the non-Gaussian large deviation tails). As a check of our main result (47), we compare (78) with the expression obtained by other techniques [40, 52, 33] . The last reference also gives the prefactor, leading to the behaviour
Apart for the constant terms O(N ln N ), this behaviour perfectly agrees with (78).
General case (∀ β).-For β = 2, we have to compute the O(N −1 ) contribution δF 1 to the free energy, where = (1/N )(2/β − 1). In the Jacobi case, not only the entropy gives a contribution of order O(N −1 ), but also the energy, see Eq. (11) : Using the two expressions of the density in the two domains we get the entropy
The two contributions are plotted in Fig. 4 . In the central domain (typical fluctuations) we obtain the distribution 
in perfect agreement with the known result [4, 33] .
On the contrary, for s ∈ [3/4, 1[ the correction term has a non trivial s dependence. In particular δF 1 − ln(1 − s) for s → 1. As a consequence
in exact correspondence with the exponent calculated in Ref. [33] (Eq. 53 of this reference).
We have also verified that our formula (47) reproduces the correct exponents of the large deviation tails in the general case of asymmetric quantum dots, when α = 0.
Once again, we have verified that (47) has allowed to recover the precise behaviours of the distribution, up to a normalisation constant.
Wigner time delay in disordered multichannel wires (Laguerre ensemble)
In this section we apply our main result (47) in a situation where the knowledge of the pre-exponential function A N,β (s) in Eq. (3) is crucial. In the case considered here, all moments of the linear statistics (2) are infinite and the large deviation function Φ(s) is a monotonous function which does not capture the main properties of the distribution (its maximum and its decay for large argument). This problem occurs when studying the scattering of a wave in a multichannel disordered wire (Fig. 5) .
... Figure 5 . We consider a wave guide supporting N conducting channels (transverse modes). The reflection of a plane wave sent from +∞ on the semi-infinite disordered region is described by the N × N scattering matrix S.
Wigner-Smith matrix and Wigner time delay
Multichannel disordered wires have played a prominent role in the theory of Anderson localisation as they correspond to the situation intermediate between strictly 1D and higher dimensions. In particular this allows to describe an important regime of transport which is absent in the strictly 1D case : the diffusive regime. Analytical results for multichannel wires are mostly avalaible assuming ergodicity in the transverse direction [20, 21, 42] . ¶ In such a situation, it is possible to develop a random matrix approach, as reviewed in Refs. [5, 41] (other review articles on the main aspects of quasi-1D disordered wires are [44, 24] ). This random matrix formulation has permitted to analyse several interesting physical quantities such as the conductance, the shot noise 5 . This does not describe the transition to higher dimensions by increasing the cross-section of the wire (i.e. the number of conducting channels).
power, etc [5] . We are here interested in a specific scattering property, namely the Wigner-Smith time delay matrix [51] , related to the scattering matrix S as
The set {τ n } of eigenvalues of the Wigner-Smith matrix Q, the so-called proper time delays, provide a set of characteristic times of the scattering problem. Their joint distribution was obtained by Brouwer and Beenakker (assuming a semi-infinite disordered region) [6, 7] , who showed that Q −1 belongs to the Laguerre ensemble : in appropriate units, the joint probability density for the rates λ i = 1/τ i is
i.e. (4) for θ = 0. Our main interest is here the Wigner time delay τ W = (1/N ) tr {Q}, i.e. the trace of the Wigner-Smith matrix. For convenience we introduce
This quantity can be identified with the density of states of the problem thanks to the Krein-Friedel relation between scattering and spectral properties. For a review article on time delays, cf. Ref. [54] and references therein. Let us first emphasize a simple result for N = 1 channel (strictly one-dimensional semi-infinite wire). Eq. (87) shows that the unique rate is characterized by an exponential distribution P (λ 1 ) = (β/2) e −βλ 1 /2 from which we deduce the distribution of the Wigner time delay τ W = τ 1 = 1/λ 1 . Reintroducing the characteristic scale τ ξ = ξ/v, where ξ is the localisation length and v the group velocity, the Wigner time delay distribution takes the form [55, 54] 
Coulomb gas analysis
The energy of the Coulomb gas is given by the functional (9) for V (x) = x (i.e. θ = 0). The rescaled Wigner time delay is
Minimization of the energy with the constraints (normalisation and fixed value of s) leads to (18) for the effective confining potential
Eq. (20) takes the form
The solution is again given by using the Tricomi theorem (Appendix A) :
Imposing that the solution of (20) satisfies the three constraints ρ(a) = 0, ρ(b) = 0 and s = dx
provides three equations for a, b and µ 1 . It is convenient to introduce u = a/b < 1 and v = √ ab, which allows to rewrite these three equations in the form :
This simplifies the determination of the optimal density : for a given s, Eq. At this point it is interesting to stress the relation with the problem considered in Ref. [56] , where the distribution of the Wigner time delay matrix for chaotic quantum dots was determined, which corresponds to the distribution (4) for θ = 1, instead of the case θ = 0 studied here. When θ = 1, the corresponding function σ(u) was found non monotonous on the interval [0, 1] . This behaviour has been related to the occurence of a phase transition in the Coulomb gas, driven by the constraint dx ρ(x)/x = s (many other phase transitions were also observed for other quantities and other matrix ensembles in Refs. [18, 19, 34, 59, 47, 48, 56, 35] ). In the present study, the function σ(u) is monotonous (Fig. 6) , mapping ]0, 1] onto [0, ∞[, which implies the absence of a phase transition in the Coulomb gas when the parameter s is tuned. 
Thus the support of the optimal distribution is
The density can then be approximated by
i.e. is the semi-circle law centered on 1/s and of width 2 2/s. The fact that we recover the same semi-circle law as for the Gaussian ensembles is not surprising : the constraint (1/N ) i x −1 i = s → 0 imposes that the charges all go away from the boundary at x = 0, so that they do not feel the positivity constraint specific to the Laguerre ensemble. This is clear as the effective potential developes a quadratic well :
The energy is deduced from the thermodynamic identity (28) :
The entropy will be also needed. It can be easily estimated from (103) : we see that the density is of order ρ * (x; s) ∼ √ s, hence
Limit s → ∞
In this limit, the solutions of Eqs. (94,95,96) behave as
The support of the distribution converges toward ]0, 4] as
We have also c 2(3/4s) 2 . The constraint (90) for finite s imposes a soft edge ρ * (x) ∼ √ x − a for x → a, quite different from the hard edge ρ 0 * (x) ∼ 1/ √ x for x → 0 of the Marčenko-Pastur law (97) corresponding to s = ∞.
Using again the thermodynamic identity (28), we find straightforwardly
The entropy can be calculated : it decays smoothly as s grows (Fig. 7) : (47) gives
Because the energy of the Coulomb gas is a monotonously decreasing function of s, it does not explain the decay of the probability density P N (s) for large s. It is then crucial to account for the pre-exponential function given by (47) . We get
Hence we have recovered the same power law s −2 as for the strictly 1D case [55] . This follows from the fact that localisation properties over large scales are dominated by the less localised channel (associated with the smallest Lyapunov exponent).
Full s-dependence.-
The analysis of the limiting cases was quite simple. We can also obtain an exact expression describing the full crossover. We first discuss the unitary case. The first step is to invert the expression (94) :
In a second step we derive the large deviation function as a function of u, using (28) :
Replacing u byũ(s) in the right hand side gives Φ(s) =Φ(ũ(s)). The large deviation function is plotted in log-log scale in Fig 8. Finally we introduce
These expressions lead to the form describing the crossover between small and large s :
whereũ(s) is given by (115). Remembering that s = tr {Q} has the interpretation of the density of states (DoS) of the disordered region, we see that it is more convenient to deal with the Wigner time delay itself τ = s/N in the limit N → ∞, as the DoS is expected to scale with the channel number as s ∼ N . All moments of the DoS are divergent because the stationary distribution (87) characterizes the reflection on the semi-infinite disordered medium. As the Coulomb gas technique provides the information in the large N limit, for consistency one should consider s ∼ N → ∞ in Eq. (118). Usingũ(s) 3/(8s) and the asymptotic behaviour (111), the distribution simplifies as
Normalisation is ensured for c N,2 = 2/ √ 3, which finally leads to
For β = 2 one should account for the entropy contribution : because S[ρ * ] smoothly converges to a constant as s grows, Eq. (112), the power law of the tail is not changed, P
N (τ ) ∼ τ −2 , which is expected from the fact that the tail is controlled by a single channel (the less localised one), i.e. is insensitive on the magnetic field, like in one dimension. Finally we can write the general form
where C β is a normalisation constant : C Fig. 9 ). This provided a numerical test of the conjecture (47). 
Conclusion
We have studied the distribution of spectral linear statistics L = (1/N ) i f (λ i ) of eigenvalues of random matrices from invariant ensembles. Applying the Coulomb gas technique, we have provided a compact form for the distribution, Eq. (47), in terms of simple properties of the Coulomb gas : the Lagrange multiplier µ * 1 (s), "conjugated variable" to the rescaled linear statistics s = N −η L, and the entropy of the optimal charge distribution (η was defined in the introduction). Our conjecture (47) has been successfully tested in several cases :
• Trace of matrices of the Laguerre ensemble.-This is a case where the form deduced from the conjecture can be compared to an exact result ( § 3.1).
• Conductance of chaotic cavities.-The distribution of the conductance of two terminal chaotic quantum dots has been well studied in the literature. This corresponds to analyse the trace of matrices from the shifted Jacobi ensemble ( § 3.2).
• Wigner time delay in chaotic cavities.-Another test of the conjecture (47) is to consider the distribution of the Wigner-time delay for quantum dots studied in Ref. [56] . This is again related to the Laguerre ensemble, but with exponent θ = 1. The large deviations for s → 0 are described by [56] 
The exponent ζ, describing subleading contributions (not studied in Ref. [56] ), is expected to depend linearly on N , and can thus be determined by inspection of the known distributions for N = 1 [29] and N = 2 [49] (see also [54] ) :
This result can also be easily recovered from Eq. (47) as follows. In the limit s → 0, the density ρ * is similar to the one analysed in Subsection 4.4 (as it is controlled by the linear part of the potential (11), independent of θ). This leads to the dependence of the entropy S[ρ * ] −(1/2) ln s (cf. § 4.6.1), which explains the O(N ) term of the exponent ζ. The O(N 0 ) term is simply related to the behaviour µ * 1 (s) 1/s 2 given in Ref. [56] . For the large deviation for s → ∞ (after the freezing transition) the application of the conjecture (47) is more subtle : it must be slightly adapted to account for the integration over the isolated charge, allowing to recover the subleading contribution to the exponent of the power law P N (s) ∼ s The importance of the pre-exponential function in (47), i.e. the necessity to go beyond the large deviation function analysis, will occur each time the optimal charge distribution corresponds to an infinite value of the linear statistics dx ρ 0 * (x) f (x) = ∞ .
In this case Φ(s) is monotonous (Φ(s) → 0 for s → ∞), and only the pre-exponential function A N,β (s) in Eq. (3) can capture the behaviour of the distribution at infinity. Still considering the case of the Laguerre ensemble (4) for θ = 0, i.e. the distribution (87), this occurs for example for the quantity L = (1/N )
when α 1/2. Another interesting situation was considered in Ref. [2] : a mean field approach has led to express the spin-glass susceptibility in terms of the eigenvalues {λ i } of a N × N Gaussian random matrix, as χ = (1/N ) i (a − λ i ) −2 , where the parameter a = T + 1/T is related to the temperature T . When a ∈ supp(ρ 0 * ), the condition (123) is realised.
In all the cases which we have studied, the conjecture (47) has always provided the full s-dependence of the distribution, although the constant c N,β remains most of the time unexplained. We also stress that our conjecture was only tested in situations where the charge density has a compact support. It would be interesting to discuss also the case of density with a support made of disconnected intervals. A rigorous derivation of Eq. (47) and its range of valididty are therefore still needed. The most promising route seems to be to clarify the connection with the loop expansion method used by Eynard and collaborators [25, 26, 8, 45] . This method provides an expansion for the generating function where · · · M denotes the averaging over the matrices. In the unitary case, the expansion only involves even powers :
Our result (46) hence corresponds to the absence of a p-dependent contribution at order N −2 . An explicit expression for the first correction F 1 (p) has been obtained in Ref. [14] when the density has soft edges over disconnected intervals (the generalisation when both soft and hard edges are present is provided in Ref. [13] ). For a density with a compact support with two soft edges, ρ * (x) = (2π) In other terms what is the condition for the simplification leading to a trivial contribution F 1 (p) = const ? How can one treat the transition between soft and hard edge (Section 4) ? What about the case where one single charge is driven away from the bulk, like in Ref. [56] ? This should make possible a proof of our conjecture (47) and clarify its range of validity.
