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Abstract—This letter provides conditions determining the rank
of the nodal admittance matrix, and arbitrary block partitions of
it, for connected AC power networks with complex admittances.
Furthermore, some implications of these properties concerning
Kron Reduction and Hybrid Network Parameters are outlined.
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I. INTRODUCTION
THE contributions of this letter are threefold. First, the rankof the nodal admittance matrix of a generic AC power
system with complex admittances is determined in the absence
and presence of shunt elements (Section III). Second, it is shown
that the diagonal blocks of the nodal admittance matrix given
by an arbitrary partition of the network’s nodes always have
full rank (Section IV). Third, some implications concerning
the existence of the Kron Reduction and the Hybrid Network
Parameters are outlined (Section V).
II. FOUNDATIONS
A. Graph Theory
Let |S| denote the cardinality of a set S. A directed graph
with vertices V = {v1, . . . , v|V|} and edges E = {e1, . . . , e|E|}
is denoted by (V, E). The connectivity of (V, E) is defined by
the incidence matrix A(V,E). As known from graph theory [1]
Lemma 1. If (V, E) is connected, rank(A(V,E)) = |V| − 1.
B. Circuit Theory
Let (V, E) define the topology of a power network. Note that
V = N ∪ G, where G = {v|V|} is the reference (ground) node,
and N = {v1, . . . , v|V|−1} are generic nodes. All sources and
nodal voltage phasors Vn (vn ∈ N ) are referenced to G. Let
VN / IN be the vectors of nodal voltage / current phasors.
They are linked by the nodal admittance matrix IN = YNVN .
Connections between any pair of nodes in N are represented
by passive and reciprocal two-port equivalents. So E = L ∪ T ,
where L are the branches and T are the shunts, which corre-
spond to the longitudinal and transversal electrical parameters
of the lines, respectively. Let yL and yT denote the associated
admittances. Then, YN is given by [1]
YN = A
T
(N ,L)YLA(N ,L) +YT (1)
where YT = diag(yT ) with rank(YT ) 6 |N |. As for YL
Hypothesis 1. The branches are not electromagnetically cou-
pled and have nonzero admittance. Therefore, YL = diag(yL)
with rank(YL) = |L|, where yL are the branch admittances.
As known from circuit theory, it holds that [2]
Lemma 2.
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Fig. 1. Proof of Theorem 1 (surfaces show connected graphs).
C. Linear Algebra
Lemma 3. For any matrix M, rank(MTM) = rank(M).
Lemma 4. For square matrices NL,NR with full rank and
matching size, rank(NLM) = rank(M) = rank(MNR).
III. RANK
Theorem 1. If (N ,L) is connected and Hypothesis 1 holds
rank(YN ) =
{ |N | − 1 if yT = 0
|N | otherwise (2)
In other words, YN has full rank if there is at least one shunt.
The above property appears in the literature (e.g. [3], [4]),
but an unobjectionable proof is not provided. For instance, [4]
relies on YN being diagonally dominant, which does not hold
in general for complex admittances. Therefore, a proof which
works for the general case is presented in the following.
Proof (yT = 0, see Fig. 1a). The claim follows from (1) using
Lemma 3, 4, and 1 (YL = B
TB, M = BA(N ,L)).
Proof (yT 6= 0, see Fig. 1b). Let G′ be a virtual ground. Define
N ′ = N ∪ G, L′ = L ∪ T , and T ′ = ∅. Let V ′ = N ′ ∪ G′ and
E ′ = L′ ∪ T ′ form the graph (V ′, E ′). Redefine the voltages
V′N ′ =
[
V′N
V ′|N |+1
]
=
[
I 1
0 1
][
VN
V ′|N |+1
]
(3)
Note that the transformation matrix has full rank. Using V′N ′ ,
the circuit equations may be written as follows[
IN
I|N |+1
]
=
[
YN −yT
−yTT YT
][
V′N
V ′|N |+1
]
(4)
where YT =
∑
k(yT )k. Eliminate I|N |+1 = −
∑
k(IN )k
(Kirchhoff’s Law), substitute (3), and use Lemma 2 to obtain[
IN
0
]
=
[
YN 0
0 0
][
VN
V ′|N |+1
]
(5)
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Fig. 2. Proof of Theorem 2 (surfaces show connected graphs).
According to Theorem 1, the matrix in (4) has rank |N |, since
(N ′,L′) is connected and yT ′ = 0. The elimination of I|N |+1
solely requires elementary row operations, which preserve the
rank. Due to Lemma 4, the change of coordinates (3) preserves
the rank, too. Thus, the matrices in (4) and (5) have the same
rank |N |, which proves the claim rank(YN ) = |N |.
IV. BLOCK RANK
Let {Np} (p ∈ P) be a partition of N into |P| > 2 subsets.
Bring YN into block form by reordering its rows and columns
and let YN ,ij denote the block of YN relating IN ,i and VN ,j
Theorem 2. If (N ,L) is connected, Hypothesis 1 holds, and
all branches have Re((yL)l) > 0 (∀el ∈ L), then all diagonal
blocks YN ,pp (p ∈ P) of YN have full rank.
Proof. YN ,pp links IN ,p and VN ,p for Nq (q ∈ P , q 6= p)
grounded. i.e. branches between Np and Nq act as shunts. Let
(Np,Lp) be the part of (N ,L) associated with Np. As (N ,L)
is connected, (Np,Lp) consists of mutually disconnected com-
ponents (Np,c,Lp,c) (c ∈ C), so YN ,pp = diag({YN ,pp,cc}),
and ∃el ∈ L with one end at vn ∈ Np,c, acting as shunt ∀c ∈ C
(Fig. 2). Since Re((yT )n) > 0 (passivity) and Re((yL)l) > 0,
the total shunt admittance at vn is nonzero. By Theorem 1, all
YN ,pp,cc have full rank, so YN ,pp has full rank, too.
V. IMPLICATIONS
A. Kron Reduction
Corollary 1. Suppose that the assumptions of Theorem 2 hold.
Let Nt (t ∈ P) be a set of zero injection nodes, i.e. IN ,t = 0.
Then, the VN ,s (s ∈ P , s 6= t) uniquely define VN ,t, so that
IN = YNVN may be reduced without loss of information.
This technique, also known as Kron Reduction [5], allows to
reduce the number of independent variables in the model of
an electrical network. Thereby, computationally heavy tasks
like Power Flow computations or State Estimation [6] may
be considerably accelerated. Although this technique is widely
used in the field, researchers hardly ever verify whether the
reduction is indeed feasible. For instance, the inventor [5] does
not consider this issue at all, and [4] only examines simple
cases (purely resistive / inductive connections). In this regard,
Corollary 1 ensures that Kron Reduction can be performed.
Proof. Expand block row t of IN = YNVN
IN ,t = YN ,ttVN ,t +
∑
k 6=tYN ,tkVN ,k = 0 (6)
Theorem 2 states that YN ,tt has full rank, so (6) may be solved
for VN ,t = −Y−1N ,tt
∑
k 6=tYN ,tkVN ,k. Substitute VN ,t into
IN ,s =
∑
kYN ,skVN ,k (s ∈ P , s 6= t) to obtain
IN ,s =
∑
k 6=t ŶN ,skVN ,k (7)
ŶN ,sk = YN ,sk −YN ,stY−1N ,ttYN ,tk (8)
which defines the reduced nodal admittance matrix ŶN .
B. Hybrid Network Parameters
Corollary 2. If the assumptions of Theorem 2 hold, then one
can solve block row p of IN = YNVN for VN ,p ∀p ∈ P .
Thus, there exists a hybrid network parameter matrix H.
The existence of hybrid network parameters has for instance
been investigated in [7], [8], but the obtained criteria are not
straightforward to apply to power systems. One application lies
in Voltage Stability Assessment, namely some Voltage Stability
Indices [9], [10]. More precisely, the hybrid network parameters
are used to establish the link between the buses whose voltage
is regulated and those where power is absorbed or injected. In
this regard, Corollary 2 guarantees the existence of the required
H matrix.
Proof. Theorem 2 guarantees that YN ,pp has full rank, so one
can solve IN ,p =
∑
kYN ,pkVN ,k for VN ,p, which yields
VN ,p = HppIN ,p +
∑
k 6=pHpkVN ,k (9)
Hpk =
{
Y−1N ,pp (k = p)
−Y−1N ,ppYN ,pk (k 6= p)
(10)
Substitute VN ,p into IN ,q =
∑
kYN ,qkVN ,k (q ∈ P , q 6= p)
IN ,q = HqpIN ,p +
∑
k 6=pHqkVN ,k (11)
Hqk =
{
YN ,qpY
−1
N ,pp (k = p)
YN ,qk −YN ,qpY−1N ,ppYN ,pk (k 6= p)
(12)
Thus, there obviously exists a matrix H as claimed.
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