Elastic Infrastructure for Interactive Data Farming Experiments  by Krol, Dariusz et al.
 Procedia Computer Science  9 ( 2012 )  206 – 215 
1877-0509 © 2012 Published by Elsevier Ltd. 
doi: 10.1016/j.procs.2012.04.022 
International Conference on Computational Science, ICCS 2012
Elastic Infrastructure for Interactive Data Farming Experiments
Dariusz Krola, Bartosz Kryzaa, Michal Wrzeszcza, Lukasz Dutkaa, Jacek Kitowskia,b
aAGH University of Science and Technology, ACC Cyfronet AGH, Krakow, Poland
bAGH University of Science and Technology, Faculty of Electrical Engineering, Automatics, Computer Science and Electronics, Department of
Computer Science, Krakow, Poland
Abstract
With the increasing availability of high performance computing power, new possibilities with respect to simulation
and analysis become available and feasible. One of such methodologies is data farming, where large amounts of data
are generated through simulation of several conﬁgurations from large parameter space and then analyzed for patterns.
Unfortunately, the availability of versatile data farming systems is very limited and none of existing solutions allows
integration with novel Cloud solutions.
In this paper, we present our system, which is a ﬂexible solution for running very large Data Farming experiments
on both intranet clusters as well as on remote computational resources, including public Clouds. Another important
aspect of the presented system is the support of interactive Data Farming experiments with online analysis of partial
experiment results and experiment extending capability. Sample application of our system is present on military
mission planning support scenario.
Keywords: data farming, cloud computing, agent-based simulation, military mission planning
1. Introduction
According to several trends in modern scientiﬁc research, it is becoming clear that scientiﬁc research as well
as technological breakthroughs will be dependent on the possibilities available for large scale data processing [1].
This notion is often called the 4th paradigm in scientiﬁc research [2]. One of the novel techniques possible with the
availability of substantial computing power is the data farming, i.e. generation of large amounts of data from computer
based simulations and not collected from physical sensors or experiments. This is a very important technique in
areas and problems where real data is not readily available. This includes all kinds of problems where the results
of experiments are highly nonlinear and where the parameter space is very complex, which results in impossibility
of predicting the outcome of an experiment for a given parameter conﬁguration and thus only a large number of
simulations for multiple parameter combinations can give an insight into the problem.
In particular the problem of simulating and predicting outcomes of agent based simulations representing people or
entire crowds often gives qualitatively diﬀerent results even with minor parameter shifts, which requires a signiﬁcant
coverage of the parameter space in order to get meaningful data for further analysis. In this paper we discuss a ﬂexible
system for running such large scale data farming experiments and its application to the problem of military mission
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planning support for asymmetric threat scenarios, i.e. operations involving relatively small number of soldiers or
policemen which have to deal with a larger crowd of hostile or neutral civilians. In this particular use case, the simula-
tions are implemented using the agent based modeling paradigm and each experiment instance includes evaluation of
the base scenario (e.g. protection of entrance to a military base) with some modiﬁcations of the input parameters (such
as number of civilians or their hostility). Unfortunately, even in simple scenario having 10 parameters with 10 pos-
sible values gives 1010 possibilities which combined with several minutes necessary for each simulation to evaluate,
makes it impossible to perform full coverage of the parameter space. For this purpose most data farming experiments
require reduction of the parameter space using one of the design of experiment methods (e.g. Nearly Orthogonal Latin
Hypercube) which allows to select only a subset of the parameter space which should bring the most relevant results.
Our system includes a web-based Graphical User Interface for easy experiment setup, i.e. deﬁnition of parameter
ranges, selection of design of experiment methods, monitoring and interactive management of the experiment, allow-
ing for instance to ﬁne tune the simulated parameter space based on the partial results of the experiment. A description
of the system in context of military mission planning support is presented in [3]. The presented system is developed
within the European Urban Simulation for Asymmetric Scenarios (EUSAS) project, which is ﬁnanced by 20 nations
under the Joint Investment Program Force Protection of the European Defence Agency (EDA). The main purpose of
the project is to support a training process of security forces, such as military, policemen, etc. in asymmetric scenar-
ios, i.e. the number of participants on each side is diﬀerent. The project aims at improving tactics, techniques and
procedures of security forces by running and analyzing multi-agent simulations, which utilize advanced psychological
models of human behaviour.
The rest of the paper is organized as follows. In Section 2, we present existing solutions for performing data
farming. Section 3 contains basic information about Data Farming process. Next, in Section 4, we describe our
system, its main design principles and goals we wanted to accomplish. Then, in Section 5, the process of conducting a
Data Farming experiment is depicted with support of our solution. Finally, in Section 6, we discuss the implementation
of the presented system along with technologies utilized during the development process. We conclude this paper in
Section 7 and describe future work directions of this research.
2. State of the art
Flexible and universal data farming systems are not yet available. A good overview of current status of various
approaches to data farming is presented in [4].
Several systems have been developed for the military applications in order to support the mission planning and
decision making process in the higher echelons [5]. In [6] authors present one of the ﬁrst attempts to run large
scale data farming experiments based on the agent modeling library called NetLogo [7]. Authors of [8] present
more elaborate example of running data farming experiments using agent based modeling techniques with complex
human psychological models requiring large parameter space. The problem of too large parameter space is addressed
by application of proper methods of design of experiment. In [9] authors discuss novel methods for limiting the
parameter space in data farming experiments and in [10] authors discuss in particular the Nearly Orthogonal Latin
Hypercube (NOLH) method.
A more up to date discussion of problems related to data farming in military applications is presented in [11].
The problems directly related with asymmetric threat scenarios and their agent based modeling and simulation are
discussed in [12, 13].
One of the few tools allowing actual data farming is the OldMcData which provides means for generating com-
binations of parameters using design of experiment methods, in particular NOLH, and integrates with Condor [14]
scheduler for running the jobs and collecting results.
With the increasing popularity of Cloud computing, several research projects investigate its eﬃciency and useful-
ness in High Performance Computing (HPC). In [15], authors tested the Amazon Elastic Cloud Compute system with
several scientiﬁc application as benchmarks, especially atmosphere-ocean climate modelling. Although, the perfor-
mance is lower comparing to dedicated data centers, it can be compared to low-cost clusters. Also in [16], authors
noticed the lower performance of cloud computing systems comparing to dedicated clusters and Grid environments,
though pointing a few appealing features of clouds from scientists point of view, e.g. scalability and no infrastructure
maintenance costs. Benchmarking of scientiﬁc workﬂows in Clouds is described in [17]. Authors presented perfor-
mance comparison of workﬂow runtime both in clouds and in a dedicated cluster. In addition cost comparison is
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presented. While the measured performance is lower in clouds but reasonable given the used resources, the overall
cost is relatively small.
Since data farming is still a relatively uncharted territory none of existing tools or libraries provides function-
ality required for ﬂexible running of various data farming experiments with diﬀerent types of parameters and even
simulation implementation technologies.
3. Basics of Data Farming process
Before describing our system for Data Farming, we should explain vocabulary required to understand a Data Farm-
ing process. Activity in Data Farming is divided into processes called Data Farming experiments (DF experiments).
Each DF experiment aims at investigating a single scenario, which describes a concrete situation in a concrete physi-
cal environment. A deﬁnition of a scenario contains information about physical environment in which the scenario is
taking place, description of actors, i.e. civilians and security forces, who are participating in the situation. Each actor
is represented in the scenario by a programming agent, who can have multiple input parameters, e.g. prestige or a
level of agression. In addition, an integral part of an agent is his/her behaviour, which is an algorithm, which decides
how a particular agent acts in diﬀerent situations.
A DF experiment is conﬁgured by its input parameter set, which includes input parameters of all involved agent
and other input parameters, which can describe various aspects of the scenario, e.g. number of agents or wheather.
Each such input parameter can have multiple values to check. After collecting values of every input parameter, a set
of vectors of input parameter values is generated. Performing a DF experiment means running a scenario speciﬁed in
DF experiment deﬁnition multiple times but with diﬀerent input values. Each such a run is called experiment instance.
The output of an experiment instance is twofold. The ﬁrst element is a set of values, called Measures of Eﬀective-
ness (MoE), which describe properties of the running scenario important from the end user point of view. Depending
on the executed scenario, MoE can be any measurable property, e.g. the number of injured agents or the state of
concrete agent mind. The second element of results is a log ﬁle from the experiment instance. It contains detailed
information about the progress of an experiment instance, i.e. a list of performed actions performed by agents during
the runtime. The output of a DF experiment is constituted of aggregated results from each experiment instance.
4. Elastic Environment for Data Farming
As existing systems for performing Data Farming have many constraints regarding ﬂexibility and accessibility, we
developed our own solution using state of the art technologies to accomplish the following goals:
• Infrastructure ﬂexibility is probably the most desirable feature, when considering running complex simulation
at a large scale in today’s data centers. Such computations can be done by using diﬀerent types of computational
resources: dedicated worker nodes if there is a number of machines to spare, virtual machines when we want
to share the same hardware by multiple users simultaneously with minimal administration eﬀort. Recently, the
cloud computing approach gained popularity, especially in cases where a single organization does not have suf-
ﬁcient computational power. Public clouds can be utilized to perform important computations in tight schedule
and require payment only for actually used CPU-time.
• Experiment interactivity is a feature of long-lasting experiments, which can evolve during runtime based on
partial results and analysis. In existing systems, which do not support interactive DF experiments, the user has
to run a desired DF experiment multiple times with diﬀerent set of input parameter values just to explore what
happens in diﬀerent cases. This is a time-consuming and uncomfortable process for users, thus in our system,
we provide a few easy to use tools for analysing partial results of an experiment and extending the experiment
with additional input parameter values. With this approach, the user can start a small DF experiment with a
dozen of experiment instances, which will grow during the runtime, based on partial results.
• Accessibility from various devices is an important feature in our mobile world, where users work on multiple
devices, such as workstations, laptops or tablets. Many existing systems are based on the thick client approach,
which are not intended to run on mobile devices, e.g. tablets or smartphones, being limited only to powerful
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workstations and laptops. In contrast, our system is based on web-technologies and thin clients, which require
only a web browser on a device, while the bussiness logic is stored and performed only on the server side.
Figure 1: Overview of the Elastic Data Farming environment.
The structure of the presented solution is depicted in Figure 1. The central point of the environment, called
Simulation manager, is responsible for running DF experiments on a managed infrastructure, which can consist of
heterogenous computational resources such as physical worker nodes or virtual machines. Moreover, we intend to
support existing public clouds, e.g. Amazon Elastic Compute Cloud (Amazon EC2) [18] at ﬁrst, which can be treated
as sources of computing power, which are easy to access on demand and exploit and which go beyond a single
organization infrastructure. The second responsibility of Simulation manager is serving dynamic content to users
with the HTML language, which can be interpreted with a standard web browser, even in a mobile version.
Internally, Simulation manager is horizontally divided into components, which are responsible for managing two
separate parts of the environment: the experiment-related part and the infrastructure-related part. In addition, com-
ponents of each part are divided vertically according to the Model-View-Controller (MVC) design pattern. All infor-
mation from the environment is stored in a dedicated database: deﬁnition of DF experiments (current and historical),
conﬁguration of generated experiment instances and their results, and information about available infrastructure.
Besides the Simulation manager application, each computational resource includes a dedicated piece of software,
which is responsible for running experiment instances on the resource using input values retrieved from Simulation
manager. After ﬁnishing an experiment instance, results from the instance are stored on a shared storage, and infor-
mation about obtained MoE values is sent to Simulation manager.
The most crucial functionality of the Simulation manager is dispatching experiment instances to available com-
putational resources. Moreover, DF infrastructure management is supported, hence the user can add computational
power to boost a running experiment. Current version of the system allow to start new virtual machines from a spe-
cial template, which is conﬁgured to work with our system. A sequence diagram of such a boost along with activity
performed by software located on the virtual machne is depicted in Figure 2.
At ﬁrst, each started virtual machine checks whether or not any DF experiment is running. If so, the repository with
all neccessary ﬁles for running the experiment is downloaded and unpacked. Then, availability of experiment instance
to perform is checked. Simulation manager decides, which experiment instance should be sent to the computational
resource, based on the scheduling policy assigned to the experiment. For each available experiment instance, a conﬁg
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Figure 2: A diagram of communication between Simulation manager and computational resource.
ﬁle with concrete set of input parameter values is returned and a seperate folder hierarchy is prepared on the shared
storage. Based on the conﬁg ﬁle, a multi-agent simulation is run on the computational resource, and logs from the
simulation are stored on the shared storage. After ﬁnishing the simulation, MoE values are sent from the computational
resource to the Simulation manager, which persists them in a database, and marks the experiment instance as done.
5. Conducting Interactive Data Farming Experiments
The environment described in the previous Section intends to perform complex Data Farming experiments with
heterogenous computing resources. Currently, we are testing the infrastructure by running multi-agent simulations in
urban locations, which aim at supporting the training process of security forces. A sample scenario involves control-
ling the access of civilians to a military base camp during elections in a mission abroad. In this scenario, civilians
dividied into two groups, each of which has its leader, are waiting in front of a camp entrance to an operation base
and intend to start a skirmish. From the security forces point of view, the goal of this scenario is to prevent escalation
of agression by eﬀectivie negotiations. However, civilians may act diﬀerently, depending on input parameter values,
hence actions performed by security forces should be adjusted to a concrete behaviour.
Each DF experiment consists of a few phases, each of which is facilitated by our system. The ﬁrst phase is called
parametrization and its goal is to deﬁne a set of input values. Each element of the set is a vector of input parameter
values. The user goes to this phase, after selecting one of available scenarios to run. A deﬁnition of the selected
scenario is stored in an XML ﬁle and among other things, it contains information about every input parameter of the
scenario, e.g., parameter name and its constraints. The parametrization phase involves three steps:
• Selecting type of parametrization for each parameter. Currently, we are supporting: a range of values, a random
value with Uniform or Gauss distribution and a concrete value. Each parametrization type involves specifying
diﬀerent parameters. The random parametrization type requires parameters for selected distribution conﬁgura-
tion. The range parameterization type requires minimum, maximum and step parameters. The concrete value
parameterization type requires only the value.
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Figure 3: Data Farming experiment monitoring view.
• Providing values for input value generator for each parameter, based on selected type of parameterization.
While providing all the required values, the user can check how many vectors of input parameter values for the
DF experiments will be generated. Additionally, a life validation is performed to exclude scenarios when the
user provide invalid values, e.g. characters of string instead of numbers.
• Applying Design of Experiment (DoE) methods [19]. The main goal of designing an experiment is reduction of
the number of elements in the set of input parameter values while preserving these vectors of input parameter
values, which can lead to meaningful results. The current version of the environment supports the following
DoE methods: 2 to k method, full factorial, fractional factorial with the Federov algorithm [20] and our own
custom method, which is based on Near Orthogonal Latin Hypercubes [21]. While, the basic NOLH method
requires equal number of values for each input parameter, we modiﬁed the NOLH method to accept parameters
with diﬀerent number of possible values, by aligning the number of values to the highest value counter of the
given parameter set. The added values are duplicates of existing values. During this phase, input parameters can
be arbitrarily grouped with diﬀerent DoE method applied to each group. Depending on the goal of performing
a DF experiment and applied DoE methods, one can achieve a reduction of several order of magnitudes in the
set of input parameter values without loosing interesting results.
After specifying the set of input parameter values, all possible value combinations are generated and the DF
experiment is started, i.e. experiment instances can be performed on a Data Farming infrastructure. Each running
DF experiment can be monitored with a dedicated view, depicted in Figure 3. This view provides information about
the progress of an experiment in form of a torrent-like progress bar along with a few statistics experiment instances,
e.g. a number of all, done and currently running experiment instances and an average execution time of a single
experiment instance. The progress bar is divided into a number of vertical pieces, each of which represents one or
more experiment instances. The color of a vertical piece depicts the progress of experiment instances execution, which
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are embraced by the piece. Using such a graphical representation of the progress allows users to identify at which
state the experiment is. On the other hand, the monitoring view provides detailed information about the number of
experiment instances in various states, i.e. idle, currently running and completed. In addition, a predicted time of DF
experiment completion is estimated and updated continuously.
The second type of actions, which can be performed with the monitoring view is analysis of partial results of a DF
experiment. Moreover, a DF experiment can be extended, i.e. one can create new vectors of input parameter values,
by using the knowledge from such an analysis. An analysis of partial result can be done with two types of charts:
histograms and regression trees. Each chart accepts a name of a Measure of Eﬀectiveness as the input. A histogram
chart presents how many experiment instances ended with diﬀerent MoE values. The user can specify into how many
regions the MoE value should be divided, thus allowing to control the resolution of the chart. Besides the chart, this
type of analysis presents some basic statistical information about the selected MoE, i.e. minimum, mean, maximum
and standard deviation values.
While the histogram chart provides some basic yet valuable information about the destribution of MoE values,
the regression tree chart [22] provides information about the inﬂuence of input parameters on the selected MoE. For
selected MoE, a regression tree chart draws a binary tree, whose each node (except leaves) contains the following
information:
• an inequality where on the left side is the name of an input parameter, and on the right side is a value,
• a mean value of selected MoE, calculated based on completed experiment instances, which are embraced by the
node,
• the number of experiment instances embraced by the node.
By embraced experiment instances, we mean these instances, which satisfy inequalities occuring on a path from
the root node to the tree node. In the root node, the number of embraced experiment instances equals the number of
experiment instances ﬁnished till the start of performing analysis. Besides performing an analysis of partial experiment
results, one can extend the set of input parameter values of DF experiment with regression tree charts. In each node
of a regression tree, which is not a leaf, an icon of a plus sign is presented. After clicking the icon, a dialog is
opened with a list of already generated values of the input parameter from the tree node. Such a dialog with a sample
regression tree is depiced in Figure 4. Besides the parameter values, the dialog contains a form for deﬁning a range of
additional values, which should be generated with a given step. In addition, a priority of these new instances can be
deﬁned. Experiment instances with higher priority will be performed ﬁrst. After submitting such a form, addidional
experiment instances are created with speciﬁed values for the given input parameter. Afterwards, the progress bar of
the experiment is updated along with information about the number of all experiment instances from the experiment.
In our case, we intended to analyze, which parameters of civilians inﬂuence the ”Global Anger” MoE the most,
as the anger level should be as low as possible to prevent agression escalation. By creating this regression tree, we
can deduct that the prestige parameter of two concrete civilans is the most important factor. These two civilians are
leaders of two groups, thus to lower the anger level of civilans, it seems that soldiers should try to prevail these two
agents. However, as the agent prestige parameters has only two diﬀerent values in our experiment, we can extend the
experiment to investigate more values of this parameter. Here, the support of experiment interactivity is especially
important. Without this feature, the user would have prepare a seperate new experiment from scratch, and try to
combine results from two experiments afterwards.
As the size of a DF experiment can be increased during runtime, also the amount of computational power, which
is dedicatad for performing the experiment, can be adjusted. To facilitate this action, we provide a dedicated dialog,
which is opened after clicking the ”Booster” button. Using this dialog, one can specify how many computational
power should be added to the experiment in form of virtual machines with a speciﬁed number of CPU cores and the
mount of RAM memory. After completing the dialog, the required number of virtual machines will be started on the
DF infrastructure. Naturally, the number of started virtual machines will be constrained by the amount of available
resources. Besides scaling DF infrastructure dedicated to a single experiment, the user can specify scheduling policy,
which controles the order in which experiment instances are performed. Currently three policies are supported: Monte
Carlo, Sequential forward and Sequential backward. Depending on users requirements diﬀerent policies can be used.
213 Dariusz Krol et al. /  Procedia Computer Science  9 ( 2012 )  206 – 215 
Figure 4: A regression tree with a dialog for extending an experiment.
After a DF experiment is completed, the user can download results of the experiment, which consist of log ﬁles
from every experiment instance and a Comma-Seperated Values (CSV) ﬁle with input parameter values and obtained
MoE values from every experiment instance. Such results can be used for further analysis with third-party tools. The
EUSAS project utilizes a dedicated algorithm for behavioural pattern discovery, named MASDA [23], to analyze log
ﬁles. The CSV ﬁle can be processed by any tool oriented on statistical analysis, e.g. JMP [24], since the presented
environment does not address the issue of detailed statistical analysis.
6. Implementation
To speed up the development process, we decided to use the Ruby on Rails framework [25]. It is a modern
programming framework oriented on building web applications based on the Model-View-Controller architectural
pattern, which supports the seperation of concerns principle.
To perform previously described analysis tasks, e.g. creating regression trees, we use an open-source statistical
language called R [26]. Integration between Ruby and R is handled by the RinRuby project [27], which allows to
run and exchange data between R and Ruby programs. Thus, to create regression tree we only have to put the name
of MoE, which should be analyzed, then perfomed a dedicated R function for creating regression trees based on data
from a ﬁle, and retrieve results afterwards.
To enhance the user experience within the view layer, we applied several javascript libraries such as jQuery,
Infovis, Highcharts to produce appealing, interactive charts, dialog windows, and to implement the life validation
behaviour. Also, to increase interactivity of the view layer, we use the AJAX-based, asynchronous method calls.
Moreover, the presented system utilizes the ﬁfth version of the HTML language, often referred to as HTML5. Com-
pared to the previous version, HTML5 provides several useful mechanisms, e.g. WebSockets, which provide a bi-
directional communication channel between the server and the client. Thus, sending information to clients, e.g. push
notiﬁcations, can be implemented easily.
Concerning infrastructure management, we utilize the libvirt project [28], which allows to manage various hy-
pervisors remotely with a common API. On the server side, libvirt requires a special service, which accepts remote
connections, thus each host which run virtual machines has to be appropriately conﬁgured. Besides libvirt, we use
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the standard Ruby library, which provides means for establishing SSH connections to remote locations. Using this
module, we can perform any terminal command on each server to which we have access rights.
On each computational resource, a small, Java-based applications is deployed. It works in the pull mode to
retrieve conﬁgurations of experiment instances to run, similarly to approaches presented in [29, 30, 31]. The number
of instances that are running simultaneously at each virtual machine equals to the number of cores available for it.
Multi-agent simulations are implemented using the MASON framework [32], which is written in Java, and they use
log4j to log all important information to ﬁles. Each simulation in MASON uses one thread for its main loop, though
it can utilize multi-core (pure CPU) machines easily. To communicate between Simulation manager and applications
on computational resources, we use the pure HTTP protocol and the REST model.
In our test installation, we exploit the Network File System protocol [35] as a foundation of the shared storage
component. Though, NFS is often regarded as not scalable, its latest versions, called parallel NFS, look promising
when concerning scalability. It intends to mitigate the single server bottleneck by enabling direct and parallel storage
access [36]. As computational resources, we have tested virtual machines running on a cluster, physical machines
such as laptops and cluster nodes, and virtual machines running on the Amazon EC2 public cloud.
7. Conclusions and Future Work
In this paper, we have presented a versatile system for running large scale data farming experiments involving
processing of very complex parameter space where custom design of experiment methods and interactive ﬁne tuning
of processed parameter space are required. The presented system is implemented using open source technologies and
can be used on most of existing cluster systems as well as integrated with selected commercial Cloud providers. The
system is currently being evaluated for military mission planning support in order to generate large amounts of data
for further analysis in order to improve behavior models for agent based simulation component and to allow drawing
conclusions regarding selected measured of eﬀectiveness for higher echelons.
Regarding future work, we plan to integrate with several, popular cloud providers such as RackSpace Cloud
Servers [33]. Besides public clouds, we will provide means for integration with private clouds, which use open-source
solutions, e.g. Eucalyptus [34]. As cloud computing becomes more and more popular, integration with existing clouds
is especially important. In addition, we intend to enhance the shared storege component of the environment. Currently,
it is based on the Network File System protocol, which is insuﬃcient when concerning hundreds or thousands of
virtual machines running in public clouds. Thus, we will deploy a dedicated storage cloud, based on Eucalyptus,
with our own extension for supporting distributed storage [37]. Additionally, we will incorparate a novel approach for
intelligent data distribution based on data usage proﬁles [38].
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