Abstract This article presents a study of three validation metrics used for the selection of optimal parameters of a support vector machine (SVM) classifier in the case of nonseparable and unbalanced datasets. This situation is often encountered when the data is obtained experimentally or clinically. The three metrics selected in this work are the area under the ROC curve (AUC), accuracy, and balanced accuracy. These validation metrics are tested using computational data only, which enables the creation of fully separable sets of data. This way, non-separable datasets, representative of a real-world problem, can be created by projection onto a lower dimensional sub-space. The knowledge of the separable dataset, unknown in real-world problems, provides a reference to compare the three validation metrics using a quantity referred to as the "weighted likelihood". As an application example, the study investigates a classification model for hip fracture prediction. The data is obtained from a parameterized finite element model of a femur. The performance of the various validation metrics is studied for several levels of separability, ratios of unbalance, and training set sizes.
Introduction
In many areas of science and engineering, models are used to predict the responses of a system, the outcome of a physical process, or evaluate a risk. A model can be purely computational such as finite element or computational fluid dynamics simulations. It can also be solely constructed from experimental or clinical data. Regardless of how the model is built, the most important characteristic is its predictive ability. In other words, how is the model going to represent reality beyond the data that was used to construct it?
There exist several validation metrics to quantify the predictive ability of a model. Examples of metrics are the accuracy, balanced accuracy (Brodersen et al. 2010) , Area Under the Receiver Operating Characteristic (ROC) curve (AUC) (Metz 1978; Fawcett 2006 ), Matthews correlation coefficient (Matthews 1975 ) and F-score (Rijsbergen 1979) . These metrics are used to select the best parameters of a model through cross-validation (Kohavi 1995) . Beyond the choice of optimal parameters, these metrics can also be used on a validation dataset that has not been involved in the training of the model. Although some of these metrics have gained wide acceptance, care must be taken in some situations. For instance, in the case of a binary classification problem (e.g., failure or safe), two types of difficulties can occur, especially if the model is constructed using physical experiments or clinical data. The first one is the non-separability of the data. This phenomenon suggests the existence of factors that are not accounted for as well as measurement errors (these two aspects are often simply viewed as "randomness"). The second problem stems from the fact that the data might be unbalanced. For instance, in the reliability or biomedical fields, there is often a much smaller number of failure or unhealthy cases than safe or healthy cases.
The objective of this article is to test the performance of three well-known validation metrics for a classification problem where both issues of non-separability and unbalanced datasets occur. The three metrics are: AUC, basic accuracy, and balanced accuracy. These metrics are used to find the optimal parameters of a support vector machine (SVM) classifier.
In this work, computational data was used instead of experiments in order to have more control on the features of the datasets. In order to create non-separable cases, a set of separable data was created and then projected onto a sub-space thus leading to non-separable data. In addition, this approach provides an exact reference metric, referred to as "weighted likelihood", to compare the various validation metrics.
As part of an ongoing effort on the prediction of hip fracture, the test cases presented in this work are based on a finite element model of a femur. Given a failure criterion and a set of parameters (e.g., femoral head geometry), an SVM separating failed and safe samples is constructed. Several scenarios of non-separable and unbalanced datasets are studied.
The paper is organized as follows: A review of SVM for balanced and unbalanced data is presented in the background Section 2. The section also introduces the three validation metrics used in this paper: accuracy, balanced accuracy, and AUC. Section 3 presents the details of the parameter selection strategy in case of non-separable and unbalanced data. It also provides the derivation for a likelihood-based reference metric. Finally, Section 4 provides the results and conclusions based on various datasets with different levels of unbalance, non-separability, as well as sizes of training samples.
Background

SVM classification
In this paper, we are concerned with the predictive capability of a classification model. The classifier chosen in this work is referred to as an SVM (Cristianini and Shawe-Taylor 2000; Burges 1998) . SVM is now a widely accepted machine learning technique that has been used in many applications (Basudhar et al. 2008; Yang 2010; Tay and Cao 2001; Basudhar and Missoum 2010; Konig et al. 2005 ).
An SVM is used to construct an explicit boundary that separates samples belonging to two classes labeled as +1 and −1. Given a set of N training samples x i in a d-dimensional space, and the corresponding class labels, a linear SVM separation function is found through the solution of the following quadratic programming problem:
where b is a scalar referred to as the bias, y i are the classes, C is the cost coefficient, and ξ i are slack variables which measure the degree of misclassification of each sample x i in the case the data is non separable. SVM can be generalized to the nonlinear case by writing the dual problem and replacing the inner product by a kernel:
where λ i are Lagrange multipliers. The training samples for which the Lagrange multipliers are non-zero are referred to as the support vectors. The number of support vectors is usually much smaller than N , and therefore, only a small fraction of the samples affect the SVM equation. The corresponding SVM boundary is given as:
The classification of any arbitrary point x i is given by the sign of s(x i ). The kernel function K in (3) can have several forms, such as polynomial or Gaussian radial basis kernel, which is used in this article:
where γ is the width parameter of the Gaussian kernel.
For some classification problems, especially when handling data collected for biomedical studies, the data is usually unbalanced. In other words, a class might be far more populated than the other one. It order to balance the data, Osuna and Vapnik (Osuna et al. 1997; Vapnik 1999) proposed using different cost coefficients (i.e., weights) for the different classes in the SVM formulation. The corresponding linear formulation is:
where C + and C − are cost coefficients for +1 and −1 class respectively. N + and N − are number of samples from +1 and −1 classes. The coefficients are typically chosen as (Chang and Lin 2011) :
where C is the common cost coefficient for both classes, w + and w − are the weights for +1 and −1 class respectively. The weights are typically chosen as w + = 1 and w − = N + /N − . This article uses the weighted formulation of SVM for all the results.
k-Fold cross validation
Cross validation is a commonly used technique to find the parameters of a model such as the cost coefficient and the width parameter for an SVM. In k-fold cross-validation, samples from both safe and failed classes in the training set are randomly divided into k subsets of equal size. Of all the k subsets, a single subset is used as validation samples for evaluating the model while the remaining k − 1 subsets are used as training samples. The cross-validation process is then repeated k times, with each of the k subsets used exactly once. The k results from the "folds" are averaged to produce a single estimation of model performance. In this article, 10-fold cross-validation is used (McLachlan et al. 2004; Kohavi 1995) . Three validation metrics are presented below: accuracy, AUC, and balanced accuracy.
Commonly used validation metrics
Accuracy and balanced accuracy
For convenience, we introduce the following abbreviations: N + (number of "positive" samples), N − (number of "negative" samples), T P (number of true positives or correctly classified positive samples), T N (number of true negatives or correctly classified negative samples), F P (number of false positives or misclassified negative samples), F N (number of false negatives or misclassified positive samples). Accuracy is an intuitive and widely used criterion for evaluating a classifier. It works well if the number ofsamples in different classes are balanced. The criterion can be expressed as:
Leave-one-out error is a validation metric based on accuracy. Some upper bounds of the leave-one-out error can be derived. These bounds include Jaakkola-Haussler bound (Jaakkola et al. 1999) , radius-margin bound (Vapnik 1998 Opper-Winther bound (Opper and Winther 2000) as well as span bound (Vapnik and Chapelle 2000) .
When the two classes are highly unbalanced, the performance of this measure may lead to acute "over-fitting" (see results in Section 4). In the case the data is not balanced, the balanced accuracy can be used (Brodersen et al. 2010 ):
Area under ROC curve (AUC)
The ROC curve (Metz 1978 ) is a graphical representation of the relation between true and false positive predictions for all the possible decision thresholds. In the case of SVM classification, thresholds are defined by the SVM value. More specifically, for each threshold a True Positive Rate (T P R = T P /(T P + F N)) and a False Positive Rate (F P R = F P /(F P + T N)) are calculated. Graphed as coordinate pairs, these measures form the ROC curve. An example ROC curve is depicted in Fig. 1 . Once the ROC curve constructed, the "area under the curve" (AUC) is used as a validation metric. A perfect AUC will be equal to one. It can be interpreted as the "probability that a classifier will rank a randomly selected positive sample higher than a randomly chosen negative one" (Fawcett 2006 ). An AUC value of 0.5 indicates no discriminative ability between samples from different classes, which would be equivalent to flipping a coin to make a decision.
Parameter selection strategy for SVM
The optimal parameters C and γ of the SVM Gaussian kernel are the maximizers of the cross-validation metrics Fig. 2 Manufactured nonseparable samples obtained by projection of a separable dataset in a higher dimensional space described in the previous section. A typical approach consists of constructing a grid and choosing the maximizer out of the discrete set of points. Another approach is to use a global optimization method such as a Genetic Algorithm (Goldberg and Holland 1988) or DIRECT (Björkman and Holmström 1999) . Typical ranges of parameters, as chosen in this work, are: C ∈ [2 −10 , 2 17 ] and γ ∈ [2 −25 , 2 10 ]. Within these ranges, the SVM can be a hard or soft classifier and the decision boundary can go from a hyperplane to a highly non-linear hypersurface.
Confidence interval estimation
In order to obtain a confidence interval for the various validation metrics, bootstrapping can be used (Efron and Tibshirani 1997; Varian 2005) . For a dataset of size n, bootstrapping works by uniformly selecting, with replacement, n data points from the pool. The validation metric can be recalculated from these bootstrap samples. This process is repeated for a large number of times to form a distribution of validation metric values. From this distribution, 95% or 99% confidence intervals can be empirically estimated.
Methodology
Manufactured non-separable cases
In many engineering or biomedical problems, the data is not separable. This stems from the fact that the data is usually studied in a finite dimensional space which does not account for all the factors that might influence an outcome. For instance, when studying hip fracture data from a cohort of patients, the results are typically reported in a space made of parameters such as age, weight, bone mineral density, etc. Even in the case when this space is high dimensional, the data might still not be separable as the number of dimensions used might still be a fraction of the actual number of factors involved in the occurrence of hip fracture. In other words, non-separable data can be seen as the projection of otherwise separable data onto a space of lower dimensionality. Figure 2 depicts an example in a three dimensional space where the data is separable (separation represented by a plane) and the corresponding projection on a two dimensional space where the data is no longer separable. Based on these observations, this article proposes to manufacture non-separable cases by projecting the data from a separable space onto its sub-space. The manufactured dataset will exhibit the same type of non-separability encountered in experimental or clinical database. Using this approach, the normally unknown separable case is available and enables the derivation of a "reference" quantity to compare the various validation metrics.
In general, another origin of non-separability also stems from errors in measurements whereby the values of the parameters are not known exactly. By itself, this will contribute to non-separability. Without any loss of generality and for the sake of clarity, this difference will be considered immaterial. Alternatively, the reader can assume that there is no uncertainty on the measured data.
Weighted likelihood
This section introduces a metric which enables the comparison between classifiers constructed with non-separable data. This comparison is made possible by using information from the, usually unknown, model constructed from separable data. The proposed metric is based on the following idea: the non-separable case will produce misclassification. Because of the availability of the classifier with separable data (an approximation of the Bayes classifier (Murty and Devi 2011) , it is then possible to find the probability P i that a misclassified sample x i belongs to its predicted class. Fig. 3 Calculation of the probability of belonging to a class for any sample x i using Monte Carlo simulation. The sampling is performed based on the variables that were removed to obtain non-separable data Gathering and averaging this information for all the misclassified samples, one can form a "weighted likelihood" defined as:
where N misc is the number of misclassified samples by the SVM constructed in the sub-space, y i is the actual class of sample x i and w i is the weight of for sample x i . The weights are used for the case where the data is unbalanced. The probability P i can be efficiently obtained using Monte-Carlo simulations using the SVM from the separable case. Figure 3 provides an example of the methodology in a three dimensional space. For every data point, Monte-Carlo samples are generated along the dimension that is removed to generate a non-separable dataset. In the case of an SVM where the space is split into positive and negative regions, the probability of belonging to the +1 class for any sample x i can be calculated as: represents the number of Monte Carlo samples that are predicted as positive by the SVM constructed with the separable dataset. The corresponding probability of belonging to the -1 class can be calculated as:
That is, L w is a measure of how correct is the classifier in the sub-space compared to the one with separable samples. The larger algebraic value of the weighted likelihood, the better is the SVM in comparison to the actual separable SVM.
It is also possible to obtain a reference value of the weighted likelihood. This is done by increasing the number of samples until the weighted likelihood converges. The converged value of the likelihood is then considered as the reference value.
Results
This section provides results for various SVM classifiers trained and tested using different validation metrics on various dataset configurations. As described in the methodology section, non-separable datasets are generated by projection of a separable case in higher dimension. Sample sets used in this section have different sizes, levels of separability as well as levels of unbalance. The scores for the three validation metrics and the weighted likelihood L w are provided. The SVM model is constructed using a training set which will be used for crossvalidation. All the validation metrics are evaluated on a different test set that was not used in the training process. Each result is provided with a corresponding 95% confidence interval.
The following notations are used in this section:
• Ref. L w : reference value of weighted likelihood (see Section 3).
• AU C: area under ROC curve.
• Acc: accuracy.
• Bacc: balanced accuracy.
As a test case, we consider the problem of hip fracture prediction. SVM is used as a classifier between fractured and healthy individuals. The data is obtained from a fully parameterized finite element model as described in the following section. Table 1 and depicted in Fig. 4a . In addition, Fig. 4b depicts an example of contour of principal strain.
Sample generation and failure criterion
The data used in the experiments are obtained by sampling three variables: the Young's modulus of the cortical bone (E Cortical ), the thickness of cortical bone around the neck (T Neck ) and the weight of the individual. Each variable follows a normal distribution with means and standard deviations provided in Table 2 . A total of 2000 samples were drawn and evaluated through the finite element model from which stress and strain information can be obtained. In this work, failure (i.e., fracture) is assessed using the maximum principal strain both in tension and compression (Bayraktar et al. 2004) . Other measures could be used (Doblaré and García J 2003) , however the choice of the measure does not remove any of the generality of the conclusions of the article. The thresholds chosen for the maximum principal strains are 1.04% in compression and 0.73% in tension (Grassi et al. 2012) . Based on this failure criterion, samples can be classified into safe (+1) or failed (−1) classes.
In the three dimensional space, the data is separable because the output of the finite element model is deterministic (Fig. 5) . Projection of the three-dimensional samples onto the E Cortical and T Neck plane leads to non-separable samples as shown in Fig. 5 . Based on the two-dimensional non-separable samples, the three cross-validation metrics can be used for parameter selection as well as validation of the selected model. For this purpose, the data is randomly split into training and validation sets of equal size as shown in Fig. 6 . Parameters of the SVM are selected using k-fold cross-validation based on the training set. The performance of the SVM is carried out on the validation set.
SVMs with highest scores from cross-validation as well as the training sample set are depicted in Fig. 7 . The scores for the grid used in the selection of the parameters (C, γ ) and the corresponding optima are shown in Fig. 8 . It is Reference L w =-2.35 [-3.02, -1.78] noteworthy that the SVM selected using the basic accuracy metric leads to "over-fitting" and will have a poor predictive capability. Table 3 provides the results for the weighted likelihood which is compared to the reference value described in Section 3. Figure 9 depicts the convergence of the weighted likelihood as a function of the number of training samples which is used to obtain the reference likelihood value.
From this point on, this article will not consider accuracy (Acc) metric since it is not suitable (and this is a well-known problem) in the case of unbalanced data.
Influence of separability, unbalance, and training sample size
This section extends the previous study to different levels of separability, unbalance, and sizes of training sample sets.
Level of separability
In order to create configurations with different levels of separability, the spread of fractured samples in sub-space of E Cortical and T Neck was modified. For this purpose, an isoprobabilist transformation between the original normal distributions and new Weibull distributions was used: In addition to the original distribution (Fig. 5) , two new levels of separability are introduced (Fig. 10 a and b) . These three levels of separability will be referred to as Configuration 1,2 and 3. Configuration 3 refers to the original case without transformation. Figure 11 shows the evolution of weighted likelihood as well as its 95% confidence interval for both sample configurations 1 and 2. The evolution is depicted as a Tables 4 and 5 . Results on sample separability configuration 1 and 2 are listed in Table 4 and 5 separately. Figure 12 shows that as the samples become more separable, weighted likelihood from the SVM selected based on AUC is closer to the reference value. In addition, its 95% confidence interval is smaller than the SVM selected based on balanced accuracy.
Level of unbalance
This section studies the change of weighted likelihood and its 95% confidence interval with different levels of unbalance by varying ratios between safe (+1) and failed (−1) classes (Fig. 13) . Validation metrics (scores) and relative differences of weighted likelihood to the reference value are listed in Table 6 . Figure 14 shows that as the ratio between safe and failed classes grows larger, the 95% confidence interval of weighted likelihood becomes wider. The use of AUC provides better results than the balanced accuracy: the weighted likelihood is closer to the reference value and also is associated with a tighter confidence interval. 
Number of samples
This section studies the influence of the number of samples. The ratio between failure and safe samples is kept constant. Three cases with different sizes of training samples are created as shown in Fig. 15 . Case 1 uses 40% of training samples, Case 2 uses 70% of training samples and Case 3 contains all samples available in the training set as shown in Fig. 10b . The size of the test set is constant.
Results of weighted likelihood and relative difference from the reference value are provided in Table 7 . As the size of training samples increases, SVMs selected based on AUC demonstrate again a better performance than the balanced accuracy (see Fig. 16 ).
Conclusion
This article compared three commonly used validation metrics for the selection of optimal SVM parameters in the case of non-separable and unbalanced data. A systematic study with different levels of separability and levels of unbalance as well as sizes of training samples, were presented. The datasets used were created from a finite element model for the prediction of hip fracture. The results show the advantage of the AUC metric, mostly for case with large degrees of unbalance and non-separability. The next steps of this study will involve higher dimensional problems along with the use of actual clinical data. 
