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Abstract 
In the literature, much research work has been done in the area of speaker verifica- 
tion. The developments include: different types of speaker verification techniques, 
methods for feature extraction, measures for telephone channel compensation, sys- 
tem robustness etc. In contrast, the problem of acoustic feature selection for speaker 
verification has been relatively neglected. Hence our aim is to study the effect of 
feature selection in speaker verification. 
In this thesis, a text-dependent Dynamic Time Warping speaker verification system 
is developed. Different feature selection approaches are then studied and compared 
using this verification system. Feature selection is performed on voice and lip-based 
input features. The results show that feature selection never degrades the perfor- 
mance of the system, but may improve it while reducing the cardinality of input 
features. 
Recently, the emphasis in personal identity verification based on biometric data 
has shifted to the use of multiple modalities in order to improve the recognition 
performance. In this context, we investigated the possibility of combining outcomes 
of voice-based verification system with lip-based system. The different combination 
rules used for this are Sum, Product, Max and Min. It has been shown that this 
fusion improves the performance of the system. 
We also studied an application of speaker verification to a video annotation prob- 
lem. For this, we propose an automatic speaker-based segmentation of multimedia 
material using very few samples for training. The segmentation process involved 
is unsupervised, hence segmentation error achieved is not satisfactory. Therefore, 
in order to improve this segmentation error, correlation of audio with video shot 
detection is proposed and implemented. 
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Chapter 1 
Introduction 
It is a well known fact that voices of different individuals do not sound alike. This 
important property of speech, of being speaker-dependent, enables us to recognise a 
speaker over a telephone. In contrast, automatic speaker recognition is to determine 
the identity of a speaker by machine. A human is able to recognise voices by their 
familiarity, while a machine recognises by their similarity. The process of "know- 
ing a voice" is referred to as training and consists of collecting speech data from 
the speaker to be recognised. The next step in the speaker recognition is testing, 
which is a task of comparing an unknown utterance to the training data and mak- 
ing identification. The term speaker identification and speaker recognition are used 
interchangeably. 
Speaker recognition problem can be subdivided into two further categories: closed- 
set and open-set. The closed-set problem is to identify a speaker from a group of 
N known speakers. This task becomes more difficult as N increases. An open-set 
problem is to decide whether the speaker of a test utterance belongs to a group of N 
known speakers. Here, the speaker to be identified may not be one of the N known 
speakers. In this, a score is determined between the test utterance and a speaker 
(client). This is then compared with a threshold in order to accept or reject the 
claim. Speaker verification is a special case of the open-set problem and refers to 
the task of deciding whether a speaker is who he or she claims to be. The potential 
applications of speaker recognition are in cases where speakers are unknown and 
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their identities are important. Some of them are: 
" In meetings, conferences or conversations, machine can be used for identifica- 
tion of participants. When it is used in conjunction with a continuous speech 
recogniser, automatic transcriptions could be produced containing a record of 
who said what. This capability can serve as information retrieval technologies 
from the vast amount of audio data recorded in the past. 
" In law enforcement, speaker recognition systems can be used to help identify 
suspect. 
" In security applications, verification systems can be used to grant access to 
buildings, bank accounts, cars, financial transactions, secure computer data. 
Some existing applications use voice in conjunction with other measures like 
face, finger prints to provide an extra level of security. 
" Speech recognition systems also employ speaker recognition for gender identi- 
fication for improving their performance. 
A speaker-recognition system attempts to recognise a speaker by his/her voice. The 
system can be either text-dependent or text-independent. In text-dependent, the 
spoken utterance is constraint like digits from 0-9 or some fixed sentences. The con- 
textual information present in training and test data is the same. On the other hand, 
text-independent problem is more difficult as there is no constraint on utterances. In 
both cases, the idea is to identify the inherent differences in the articulatory organs 
(the structure of the vocal tract, the size of nasal cavity and vocal cord character- 
istics) and the speaking habits. Speech recognition on the other hand is a task of 
understanding what is being said rather than who is speaking. In this, first a stream 
of sounds comprising the incoming speech must be recognised. A language model 
can then be applied to the sequence of recognised sounds to improve performance 
using the contextual information. Speaker and speech recognition are subsets of a 
more general area known as pattern recognition. Given the features that describe 
the properties of an object, a pattern recognition system aims to recognise the object 
based on its previous knowledge of the object and an example of it is shown in 1.1. 
1.1. Objectives and Achievements 3 
Figure 1.1: Pattern Recognition System for Speaker Verification 
Features extracted from an utterance contain the information about both speech 
and speaker. It is difficult to separate these two sources of information, hence fea- 
tures used for speech and speaker recognition systems are common. The recognition 
engines used for these two cases are also similar except their implementations. 
1.1 Objectives and Achievements 
In many application areas like security, information retrieval and telebanking, speaker 
verification plays a very important role. During past years, extensive research has 
been carried out in speaker recognition. Some research work was based on extrac- 
tion of features suitable for speaker recognition. Many researchers also developed 
and implemented different speaker verification techniques. Some of them are based 
on Dynamic Time Warping, Hidden Markov Model and Neural Network, while very 
little work has been done on feature selection in speaker verification. Hence in the 
present work, we aim to study the effect of feature selection in this system. The 
main role of feature selection is to reduce the dimensionality of a system without 
degrading the performance, but hopefully also improve the performance of the sys- 
tem. In order to study this, a speaker-verification system based on dynamic time 
warping approach proposed by Furui [1] is implemented and discussed. We also 
investigated the possibility of combining voice features with lip-based features in 
order to improve the performance of speaker verification. Thus the objectives of the 
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thesis are: b 
" To introduce the problem of feature selection 
" To compare different feature selection approaches 
" To study warping of features during feature selection 
" To perform multi-modal feature selection 
" Fusion of multi-modal features using different combination rules to improve 
the verification accuracy 
It is also aimed to present the utility of speaker verification systems in real world 
applications. One such application receiving attention in the thesis is segmentation 
of multimedia material into semantic segment. 
The main achievements of the thesis are: 
"A feature selection approach based on plus 1-take away r is introduced in 
the context of speaker verification. This approach is shown to improve the 
performance of the system with a subset of input features. This improvement 
is due to the fact that the verification process is based only on discriminatory 
features. The merits of selecting speaker-dependent and speaker-independent 
features are compared. 
" The above feature selection approach is compared with sequential backward 
search(SBS) approach as well. It is shown that plus 1 take away r algorithm 
performs better than SBS. 
" The work proposed by Charlet[2] showed that waveforms(features) should be 
warped before feature selection. In contrast to this we showed that better 
results can be obtained when waveforms are warped during feature selection. 
" In order to improve verification performance, a multi-modal verification system 
is studied and implemented. Voice is combined with visual features(lip-based) 
for speaker verification system. 
1.2. Structure of the Thesis 5 
" Our aim is to combine selected features from voice and visual modalities to 
perform verification. Hence feature selection is also applied to visual (Iij>-based) 
features. The experimental results conveyed that feature selection on lip-based 
feature did not achieve any performance gains. The reasons for this are high- 
lighted. 
" An application of text-independent speaker verification in information retrieval 
is presented. We develop an automatic speaker-based segmentation of multi- 
media material using very few samples for training. As the process involved 
is unsupervised, the segmentation accuracy achieved is not satisfactory. The 
inadequate performance of the audio modality alone motivated the investiga- 
tion of the possibility of correlating the audio with video shot detection. The 
experimental results show an improvement of 20% in audio segmentation. 
The work published from this thesis include [3], [4], [5], [6]. 
1.2 Structure of the Thesis 
The work presented in this thesis is organised as follows: 
In Chapter 2 many different issues to be considered before the implementation of a 
speaker verification system are discussed. These include selection of input param- 
eters, desirable properties of parameters, how to implement a speaker verification 
system and the practical aspects of this system. 
A brief description about the model of speech production is described in Chapter 
3. In this the different parametric representation of speech signal are also discussed 
in order to provide features for speaker verification system. Chapter 4 gives a brief 
overview of different speaker verification techniques suggested in the literature. 
In the present work, we study the effect of feature selection on text-dependent 
speaker verification system. These different feature selection techniques are de- 
scribed in Chapter 5. A speaker verification system is implemented in Chapter 6 
using dynamic time warping. Experiments are performed on French and Spanish 
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databases. The sequential backward and plus 1-take away r algorithm are used for 
feature selection in this system and results are discussed. In order to improve the 
performance of a speaker verification system, we attempt to perform decision fusion 
of audio and visual features of speakers. Hence the effect of feature selection is also 
studied on visual features (lip based features) in Chapter 6. A detailed descrip- 
tion of fusion of audio and visual systems is presented in Chapter 7 and the results 
achieved are also discussed. In Chapter 8, an application of speaker verification in 
information retrieval is implemented and discussed. Finally we conclude in Chapter 
9, where main contribution of this thesis is outlined and future research work in the 
related direction is suggested. 
Chapter 2 
Issues in Speaker Recognition 
2.1 General 
Pattern recognition problems are among the most challenging and fascinating ar- 
eas in speech research. The speech pattern recognition facility of human beings is 
tack-able. Some of the speech pattern recognition problems of current interest are 
speech recognition, speaker recognition, language identification, diagnosis of speech 
pathologies and even characterising emotional states and attitude by voice analy- 
sis. Speaker recognition has also received a great deal of attention among speech 
researchers. The speaker recognition problem in general is well treated in [7]. The 
particular circumscriptions of the speaker recognition problem which has already 
achieved a modium of success and which has a considerable potential practical pay 
off is speaker verification which may be stated as follows. 
The sample pattern of an unknown speaker together with a claimed identity is given. 
Speaker Verification involves determining whether the sample pattern is sufficiently 
similar to the reference pattern associated with the claimed identity to accept it. 
In this case just one comparison of pattern is required regardless of the size of the 
population. Thus the probability of an incorrect decision is generally independent 
of the population size. 
Thus speaker verification systems are theoretically capable of handling large as well 
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as small speaker populations, with limitations only with regard to storage capacity 
and speed of access to reference patterns. For this reason there has been a good deal 
of impetus recently towards developing commercially practical speaker verification 
systems. Some of the possible applications include banking and credit authorisation, 
access to secure information or premises, and carrying out transactions from remote 
locations by telephone or other voice communication links. 
Speech is produced as a result of a complex sequence of transformations occurring 
at several different levels: semantic, linguistic, articulatory and acoustic. In general, 
differences in these transformations are likely to show up as differences in the acous- 
tics properties of speech signal. Speaker related variation in speech are caused in 
part by the anatomical differences in the vocal tract and in part by the differences 
in speaking habits of different individuals [8]. The anatomical differences relate to 
the fixed structural differences in the shape or size of the vocal tract and which can 
vary considerably from one person to other. The differences in the speaking habits, 
on the other hand result from the manner in which person have learned to use their 
speech mechanism. Such differences show up in the temporal variations of speech 
characteristics of different individuals. Intonation patterns of individual represents 
a good example of such variations. In speaker recognition one attempts to exploit 
both anatomical as well as learned differences to distinguish speech of one speaker 
from that of another. The above variations are called inter-speaker variation but we 
must also consider intra-speaker variations-those occurring within different speech 
utterances of a single speaker[9]. Such variation is caused by many factors such as 
the differences in the speaking rates, the emotional state of speaker, his health etc. 
It is desirable to select for speaker recognition those acoustic parameters of speech 
which show low intra-speaker but high inter-speaker variability. 
An example of variation of acoustic features for a fixed sentence spoken by two 
speakers are shown in Fig. 2.1. The features used are cepstrum coefficients. In 
Fig. 2.1(b), features for same utterance for two speakers(inter-speaker) are shown. 
As we can see the waveforms are quite different, this inter-speaker variation plays 
an important role for speaker discrimination. While in Fig. 2.1(a), features of same 
utterance spoken by same speaker taken at different time interval are shown. Here, 
2.2. Selection of Speech Parameters for Speaker 
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Figure 2.1: Variation of features for (a) same speaker (b) different speakers 
the envelope of features are similar except with slight time differences. This looks 
quite obvious as these features are drawn from same speaker. 
In many speaker recognition applications, it is possible to reduce the intra-speaker 
variability by requiring that the text of the unknown and reference utterances of a 
speaker be the same. Indeed in most practical situations the spoken text is different 
from one occasion to another. Although, a large number of experimental studies in 
speaker recognition have dealt with a text-dependent format, some studies have also 
described methods suitable for both the text-independent and the text-dependent 
situations [10][11]. 
2.2 Selection of Speech Parameters for Speaker 
Recognition 
2.2.1 Desirable Properties for Speaker Recognition Parameters 
The Speaker Recognition system may be divided into two parts: measurement and 
classification. In the first part, a number of measurements are made on the speech 
utterances to provide a set of parameters representing the speaker dependent infor- 
mation of speech. In the second part, appropriate decision rules are used either to 
assign the measurement to one of the speakers or to verify the speech of the claimed 
speaker. 
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A large variety of parameters can be extracted from the speech signal either directly 
from the waveform or after spectral transformations to the frequency domain [12]. 
One of the most important steps towards achieving successful speaker recognition 
is the selection of speech parameters. Wolf, in his paper [13] on this subject, has 
outlined a set of desirable characteristics for suitable speaker recognition parameters. 
Ideally, the chosen speech parameters should be: 
i) efficient in representing the speaker dependent information; 
ii) easy to measure; 
iii) stable over time; 
iv) occur naturally and frequently in speech; 
v) change little from one speaking environment to another; and 
vi) not be susceptible to mimicry. 
Now, how to evaluate the different parameters is discussed below. 
2.2.2 Parameter Evaluation 
Let us consider the problem of selecting a set of suitable speech parameters. Obvi- 
ously, we must define first a reasonable criterion of effectiveness. We can then rank 
the different parameters in order of their measured effectiveness. The ideal measure 
of effectiveness is the probability of error in recognising a speaker. The computing of 
error probability is generally quite time consuming, particularly with a large num- 
ber of speakers. It is, therefore, desirable to choose a measure of effectiveness which 
reflects the basic properties of the parameters alone in discriminating one speaker 
from another. 
A set of measurements made on an utterance may be thought of as mapping the 
utterance into a point in a multidimensional parameter space. Different utterances 
of the same speaker will generate a set of points in the parameter space whose dis- 
tribution can be described by a multivariate probability density function. Roughly 
speaking, a set of measurements would be effective in discriminating between speak- 
ers if the distributions of different speakers are concentrated at widely different lo- 
cations in the parameter space. For a single measurement parameter, this amounts 
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to saying that a good measure of effectiveness would be the ratio of inter-speaker to 
intra-speaker variance, often referred to as the F ratio. The F ratio is defined as 
F- variance of speaker means 
average intraspeaker variance 
_< 
U"= - N]2 >i 
a < [Xä, -, Oil >a, i 
where xä is the parameter value from the ath repetition of an utterance spoken by 
the ith speaker, <>i indicates averaging over the speakers, <>a indicates averaging 
over the different utterances of a speaker, 
i µi =< xa >a 
is the estimated mean value of the parameter for the ith speaker, and 
Tf pi >: 
is the estimated overall mean value of the parameter averaged over all speakers. The 
major disadvantage of this evaluation is that inter-parameter correlations are not 
taken into account. These can be considered by working instead with covariances of 
inter-speaker(B) and intra-speaker (W)defined as: 
B=< [pi -! ] [pi - µ]t 
W=< [xaz, - µiI[xä - pill >a, i 
where x. 
(') is a vector representing the measurements at ath repetition of an utterance 
spoken by the ith speaker, pi is the estimated mean vector for the ith speaker, and 
µ is the estimated overall mean vector averaged over all speakers. A divergence 
measure defined in terms of B and W can then be used to discriminate between sets 
of parameters. A divergence measure suggested by Kullback[14] is given by: 
--T 51, [ =_7 ]t>i" 
where W-1 is the inverse of matrix W, t is the transpose of a vector and j is 
dimensionality of measurement parameter. The above equation can be written in 
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terms of B and W as: 
D= TrW-1 < [µi -7 ]ýjj -TF >i. i 
D= TrW'1B 
Atal[15] also shows that by decreasing the divergence, identification accuracy de- 
creases. Wo1f[13] describes a technique for estimating pair-wise inter-parameter de- 
pendence(not necessarily linear) between a set of parameters. His method is based 
on estimating the degree of overlap between the parameter distributions of the in- 
dividual speakers. Such a measure of inter-parameter dependence could prove to be 
useful for isolating cases of strong non-linear dependence between the parameters. 
2.2.3 Types of Acoustic Parameters 
Acoustic parameters of speech can be broadly classified into two groups: steady- 
state(time-invariant) and time varying. Ideally, one would like to think that the 
speaker-defining parameters should reflect fixed characteristics of the speech signal 
and therefore be time invariant. Time invariant parameters can be obtained either 
by averaging the time-varying behaviour of the parameter or by performing measure- 
ments which reflect fixed anatomical properties of the vocal tract. A large class of 
speaker-dependent properties of speech result from the idiosyncrasies in the speak- 
ing habits of individuals and these by nature vary from one sound to another. Such 
useful speech characteristics can be represented by time variant parameters. Among 
the time-varying parameters, one should distinguish between parameters which are 
defined continuously as a function of time versus the parameters which are defined 
selectively for certain speech events. Both of these types have their respective merits. 
Most of the speaker recognition work has been done with parameters measured at 
regularly spaced intervals in an utterance[10]. Wolf and Sambur[13], [16] have also 
discussed selectively defined parameters. 
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2.3 Approaches to Speaker Recognition 
2.3.1 Speech Signal Processing 
Speech exhibits significant variation from instance to instance for the same speaker 
and text. From the point of view of text-independent speaker recognition, a speaker 
produces a stream of speech features(features are described in detail in chapter 
3), while in the text-dependent case these speech features are constrained by the 
text. These features characterise both the speech as well as the speaker. For more 
than a few seconds of speech, we expect the features to fill feature space in a way 
that depends primarily on the speaker and not the particular text spoken. The 
assumption is that with sufficient speech, a good representation of the sounds that 
a speaker can create can be inferred. The goal is to obtain descriptions or models 
of each speaker's patterns in the feature space which can be used to identify the 
speaker of a test utterance. 
In the early days, the most frequently used preprocessor for speaker recognition 
systems was the filter bank. The summed output of the filter bank can be considered 
as the short time power spectrum of the input speech signal. A description about this 
is given in [17] [13].. The few systems based on alternative techniques, generally make 
use of intensity, formant or LPC analysis[ 18] [16]. Now a days, with lots of research 
in feature extraction, cepstrums and features derived from these cepstrums have 
been found more useful for speaker recognition. A comparative study of different 
cepstrum-based features is given in [19]. 
2.3.2 Analysis Techniques 
Analysis and possibly feature selection follow the basic processing. Analysis, in 
general, is considered to be the process in which the raw measurements are combined 
or restricted to certain speech segment in such a way as to reduce the dimensionality 
of the original measurement space while at the same time preserving or enhancing 
speaker discrimination according to a prescribed system design. It can be considered 
as a feature selection process. Generally, feature selection is considered to be a 
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statistical process in which a subset of the entire set of analysed features deemed 
most useful in discriminating speakers is selected by a statistical technique. 
In the early days, filter banks were used for the extraction of speech and then 
transformed to other features[13][20]. Among other techniques used for raw data 
processing are those in which some segmentation of the input speech is required and 
it is discussed in [7] Two studies [16] [13], investigated a large set of extracted acoustic 
features and tested their relative effectiveness. The feature extraction also played a 
central role in the investigations of Das and Mohn[17] and Hair and Rekieta[21]. 
The segmentation and analysis of nasal consonants has also attracted considerable 
attention due to the conjecture that the acoustical properties of nasal consonants 
are strongly speaker dependent and that there is little movement of the articulators 
during phonation [16][22][13]. Most of these investigations measured spectral char- 
acteristic of individual nasal consonants. It was hypothesised in [22] that differences 
in the spectra of a particular nasal consonant due to coarticulation with following 
vowels is also strongly speaker dependent and even less likely to be a subject to 
conscious modification. 
Another distinct mode of analysis is the transformation of raw data into functions 
of time or contour. Most often the speech input is a prescribed sentence-long utter- 
ance. The hypothesis is that the time functions of many acoustic features have strong 
speaker dependent characteristics. In earlier days, features that have been investi- 
gated as time functions are pitch, intensity, formants and predictor coefficients[15] 
[18]. But now a days, it has been found that features based on prediction analysis, 
cepstral analysis [19], mel-scale cepstral coefficients [23] and 'rasta' filtering [24] are 
more suitable for speaker recognition. 
2.3.3 Statistical Feature Selection and Decision Techniques 
Statistical feature selection and decision techniques are important but often ne- 
glected elements of any speaker recognition scheme. The most common criterion 
used with statistical feature selection is F-ratio or analysis of variance[15]. This 
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criterion requires the computation of several statistics over the set of training or ref- 
erence utterances provided by each speaker. These include the mean feature vector 
and covariance matrix of the elements of the feature vector. 
A different approach to statistical feature selection is to select those features which 
deliver the lowest error rate[16] of the resulting speaker recognition system. If the 
original feature vector has a relatively high dimensionality, it is important to adopt 
a systematic and efficient procedure for investigating as many possible lower order 
subsets of this vector . One such approach is that of the 'knockout' tournament 
[16]. 
Decision techniques are all based on the computation of a distance which quan- 
tifies the degree of dissimilarity between the feature vectors associated with pairs 
of utterances. There have been several investigations in which the various distance 
metrics have been compared [25] [11). The simplest decision rule is that of the nearest 
neighbour and it has been used by many investigators [25][26]. 
Very few research has been done on statistical feature selection. Cheung [27] de- 
scribed feature selection using dynamic programming for text-independent speaker 
verification. Charlet [2] compared four different feature selection techniques: N- 
best method, ascendent selection, knock-out strategy and dynamic programming 
for text-independent speaker verification. 
2.3.4 Practical Aspects 
Now we will discuss some of the factors which affect evaluation and implementation 
of a real-time speaker-recognition system. These are: 
A. Population Size 
Speaker population size is one of the important factor in speaker-recognition. In 
early days, most of the studies, have been made without special consideration for 
"real world" applications. The exceptions were the attempts made by Texas Instru- 
ment and Bell Laboratory[7] which were quite close to real world applications. Texas 
Entry Control system has made over 150,000 verifications over a period of one year 
on a population of 180 users and the Bell Laboratory Telephone system were made 
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over 4500 verifications over a five month period on a population of approximately 
100 users. Other large test populations have been reported by Bricker[28], Das and 
Mohn [17] and Hair and Rekieta[21]. 
But, recently, many papers have been published which describe real world appli- 
cations. Forsyth and Jack[29] presented a real time verification study involving 24 
true speakers and 100 casual impostors, recorded over the public telephone network 
in U. K. They used the Hidden Markov Model technique known as Discriminative 
observation probability(DOP). Jay Naik[30] reported a field trial for caller verifi- 
cation in the telephone network in U. S. in 1994. The field trial was carried out 
in the NYNEX Public Switched Telephone Network. A total of 104 callers took 
part in the trial in which 20 NYNEX employees also participated. In[31] Reynold 
presented a very large population speaker identification (text-independent) of about 
630 speakers. 
B. Inter-Session Variability 
In addition to the desirability of testing a large population of speakers there are 
other considerations to be examined with regard to the experimental database. One 
of the most important considerations is the time period over which utterances are 
collected and the methods used to establish and maintain reference patterns over this 
period. Inter-session variability for a given speaker was recognised as a significant 
effect in some of the earliest investigations reported in [17][20]. 
In the speaker verification experiment reported by Luck[20], it was found necessary 
to include speech samples taken over a five week period in the reference data to 
ensure an adequate representation of the speaker's voice. The problem of long-term 
variations has also been examined in the investigations of Furui [25] [32]. 
C. Speaker Characteristics 
The composition and characteristics of the speaker population are other important 
considerations. Many evaluations have included only male talkers. ([15], employed 
only female talkers). The main difficulty associated with female voice is the loss of 
spectral resolution compared with male speech. 
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Temporary and chronic speech irregularities are important characteristics of speaker 
population. For example, nasal congestion associated with upper respiratory disor- 
ders is likely to modify the spectral characteristics of many sounds especially nasal 
consonants. Laryngeal inflammation can have a profound effect on pitch measure- 
ments. Diplophonia, a condition associated with a husky or raspy voice quality, will 
also disturb pitch. Any overt speech pathology is likely to have a serious effect on 
almost every type of analysis. Especially, severe effects can be expected from that 
of stuttering. 
There is also subtle change in speaking behaviour to be expected when speakers 
are removed from the formal experimental environment of a sound booth. In their 
normal work or home environment speakers are likely to lose their attitude. They 
became less attentive, impatient, easily distracted or generally speaking less "coop- 
erative". 
D. Mimic Resistance 
Another important issue for a speaker recognition system is how well can it resist the 
effects of determined mimics. A related question is , can the system 
discriminate 
among closely related members of a family such as siblings, especially identical 
twins?. This is very important for speaker verification. Four mimic investigations 
have been reported by Rosenberg[33], other experiments have been performed in Bell 
labs [7], and by Hair and Rekeita[21]. The systems that are more likely to be mimic 
resistant are those which make strongly physiologically correlated measurements 
rather than measurements correlated with behaviour or learned characteristics. This 
is further described in [7]. 
2.4 Summary 
In this chapter, some general aspects of speaker verification have been discussed. 
These included what should be the desired properties of speech parameters, how to 
evaluate the speech parameters, and the selection of discriminative features. The fea- 
ture selection based on the statistical and decision techniques is briefly presented. 
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Some practical aspects such as large population, inter-session variability, making 
reference templates, speaker characteristics, recording environment and mimic re- 
sistance are also discussed which need to be taken into account while implementing 
a real-time speaker-recognition system. 
Chapter 3 describes the model of speech production and extraction of different speech 
parameters used for speaker recognition. 
Chapter 3 
Theory of Speech 
Representation 
3.1 Model of Speech Production 
Speech sounds are produced as a result of acoustical excitation of the vocal tract 
which consists of the cavities in the pharynx and the mouth. The entire vocal tract 
can be thought of as an acoustic tube terminated by lips at one end and by the 
vocal chords at the other end. The shape of vocal tract changes continually during 
speech production by the movement of different articulators such as tongue, the jaw 
and the lips. For most sounds, the sound is radiated at the lips. In the case of nasal 
consonants, the front part of the vocal tract is closed and the vocal tract is coupled 
through the velar opening to the nasal cavities, thereby producing sound radiations 
from the nostrils. During the production of non-nasal sounds, the velar opening is 
closed and no sound is radiated from the nostrils[34]. 
As described in [12], sound is generated in three ways: voiced, fricatives and plosive. 
When the vocal tract is excited by the air pressure generated by vibration of the 
vocal chords, voiced sounds are produced. The pulses of air pressure in this case 
are quasi-periodic. Fricative sounds are produced by exciting the vocal tract with 
a source of noise. This source of noise is produced by creation of turbulence in 
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Figure 3.1: Model of Vocal Tract 
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vocal tract. This turbulence is created by forming a constriction somewhere in the 
vocal tract, and forcing air through the constriction. Plosive sounds are created 
by completely closing off the vocal tract, building up pressure, and then quickly 
releasing it. All these sources create a wide-band excitation of the vocal tract which 
in turn acts as a linear time-varying filter which imposes its transmission properties 
on the frequency spectra of the sources. The vocal tract can be characterised by 
its natural frequencies(or formants) which correspond to resonances in the sound 
transmission characteristics of the vocal tract[12]. 
3.2 A Review of Approaches for Speech Representation 
This section gives a brief description of several digital signal processing methods 
used for representing speech as discussed in [12]. These are time domain techniques; 
frequency domain representations; nonlinear or homomorphic methods; and finally 
linear predictive coding techniques. As the sound sources and vocal tract shape are 
relatively independent, a reasonable approximation is to model them separately[12], 
as shown in Fig. 3.1. A brief descriptions about these techniques is given below: , 
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3.2.1 Short Time Spectral Representation of Speech 
A useful concept for describing properties of non-stationary signals such as speech 
is the time-varying or short-time spectrum[35]. In such a short time representation, 
only a portion of the signal in the neighbourhood of the present time is included in 
computing the spectrum. Mathematically speaking, for a signal s(t), the short time 
power spectrum is defined as a function of frequency f and time t as 
00 
G(f, t) =II s(T)w(t - r)e-j21rfrd, r 12 (3.1) 
00 
where w(t) is a suitable window function. For most practical cases, the effective 
duration of w(t) is in the vicinity of 10 to 30 ms. The frequency range of interest 
in speech usually extends from 0 to 10 kHz. The short time spectrum of speech 
contains nearly all of the important information in speech and has formed the basis 
for most of the present methods of characterising speech in a parametric form. 
Two methods[12] are commonly used for implementing the short-time Fourier Anal- 
ysis. The first uses a bank of bandpass filters and the second uses the Fast Fourier 
Transform algorithm. 
3.2.2 Time Domain Analysis 
In many speech processing problems such as speaker verification, the main concern 
is to represent the speech signal in terms of a set of properties or parameters of the 
model discussed earlier. 
The way to all parametric representations is the concept of short-time analysis. 
It can be seen from Fig. 3.2 that, if we select an arbitrary segment of the speech 
waveform of about 10-to 30-ms duration, then it is quite probable that the properties 
of the waveform remain roughly invariant over that interval. For example, we may 
select a voiced interval in which the speech signal is characterised by the fundamental 
period and the amplitude of each basic period. On the other hand, we may select an 
unvoiced segment where the signal is characterised by the lack of periodicity and the 
amplitude of the waveform. Since these properties vary from segment-to-segment, it 
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is common to analyse speech on a time-varying basis by carrying out an analysis of 
short segments of speech selected at uniformly spaced time intervals. The different 
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Figure 3.2: A waveform of speech utterance containing voiced and unvoiced segments 
parameters which can be extracted are peak measurement, energy, zero crossing and 
short time autocorrelation analysis. These are discussed in detail in[12]. 
3.2.3 Homomorphic Speech Processing 
Homomorphic filtering is a class of nonlinear signal processing techniques that is 
based on a generalisation of the principle of superposition that defines linear sys- 
tems. The application of these techniques to speech processing is again based on 
the assumption that although speech production is a time varying process, it can be 
viewed on a short-time basis as the convolution of an excitation function with the 
vocal tract impulse response. A homomorphic system for speech analysis is shown in 
Fig. 3.3. We assume that the signal at A is the discrete convolution of the excitation 
and the vocal tract impulse response. 
DISCRETB s INVERSE DISCRETE A FOURIRR 
IIC DISCRETE FOURIER 
RP1,1100,13 
SPEECH TRANSFORM FOURIER TRANSFORM TRANSFORM 
CESTRUM 
DATA WINDOW 
WINDOW 
Figure 3.3: A Homomorphic system 
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Then the short time Fourier transform (i. e. the spectrum of the windowed signal), 
computed using the FFT method, is the product of the Fourier Transforms of the 
excitation and the vocal tract impulse response. Taking the logarithm of the mag- 
nitude of the Fourier Transform, we obtain at C the sum of the logarithm of the 
transforms of the excitation and vocal tract impulse response. Since the inverse 
discrete Fourier Transform (IDFT) is a linear operation, the result at D(called the 
cepstrum of input A) is an additive combination of cepstra of the excitation and 
vocal tract components. Thus, the effect of the operation, windowing, DFT, log 
magnitude, and IDFT are to approximately transform convolution into addition. If 
we assume that the vocal tract transfer function H(z) is an all pole model of the 
form, 
P 
H(z) = A/(1 - (> akz-k)) 
k=1 
(3.2) 
where A is the gain of transfer function, ak represents the coefficients and p represents 
the order of the model. Then the cepstrum h(n) of the vocal tract component of 
the convolution can be shown[36][37] to be 
f0 
n<0 
h(n) = logA :n=0 (3.3) 
ßn zk=1 n: n>0 
If we assume that the excitation component is a periodic train of impulses, then it 
can be shown that the cepstrum of the excitation component will also be a train of 
impulses with the same spacing as the input impulse train. From these cepstrum, 
some parameters can be derived as follows: 
(i) Estimation of the Formant Frequencies and the Pitch Period 
The cepstrum waveform representation suggests algorithms for estimating basic 
speech parameters such as pitch period and formant frequencies. Specifically, voiced 
and unvoiced classification of the excitation is indicated by the presence or absence 
of a strong peak in the cepstrum[381. The presence of a strong peak for voiced 
speech is dependent upon there being many harmonics present in the spectrum. In 
cases where this is not true, such as voiced stops, zero crossing measurements are 
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helpful in distinguishing voiced from unvoiced speech[39]. If a strong peak is present 
its location is a good indicator of the pitch period. The smoothed spectrum retains 
peaks at the vocal tract resonances or formant frequencies. One approach for esti- 
mating the formants is to search the smooth spectra for peaks and then decide which 
peaks corresponds to formants[39]. A different approach for formant estimation is 
suggested in [40]. 
(ii) The Cepstrum as a Representation of Speech 
The low time samples of the cepstrum contain information mostly about the vocal 
tract transfer function H(z) of eqn. 3.2. It can be shown[37] that the following 
recurrence formula relates the vocal tract impulse response h(n) to the cepstrum 
h(n) of egn. 3.3: 
h(n)h(0) +EL (n)h(n)h(n - k) : 1<n h(n) = 
eh(o) 
(3.4) 
n=0 
Also using egn. 3.4, it can be easily shown that the coefficients a in eqn. 3.2 are 
related to the cepstrum by 
n-1 
an = h(n) - (k)h(k)an-k 1<n<p (3.5) 
k-o n 
Since the cepstrum contains some of information of the short time spectrum, it 
can be viewed as still another representation of the speech signal. By solving above 
equation for h(n)[37], the recurrence formula relating the cepstrum of the vocal tract 
impulse response to the coefficients a,, is given by: 
n-1 k h(n) = an +E (-)h(k)an_k (3.6) 
k=O n 
3.2.4 Linear Predictive Analysis 
Among the most useful methods of speech analysis are those based on the principle 
of linear prediction. These methods are important because of their accuracy and 
their speed of computation. The use of linear predictive analysis is suggested by 
the digital model of Fig. 3.1. Assume that samples of the speech signal are produced 
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by the model of Fig. 3.1, where over a short time interval the linear system has the 
transfer function of the form shown in eqn. 3.2. 
For voiced speech, the system is excited by an impulse train and for unvoiced speech 
it is excited by random white noise. Linear prediction analysis is based on the obser- 
vation that for such a system the speech samples x(n) are related to the excitation 
5(n) by the following difference equation: 
P 
x(n) _ akx(n - k) + 5(n) (3.7) 
k=1 
Suppose that we process the speech signal with a linear predictor; i. e., 
P 
x(n) _L akx(n - k) (3.8) 
k=1 
Then the predictor error is defined as 
P 
E(n) = x(n) -. f (n) = x(n) -L akx(n - k) (3.9) 
k=1 
It can be seen by comparing egn. 3.7 and eqn. 3.9 that if ak=ak, and if the speech 
signal really does obey the model of egn. 3.7, then c(n) = 8(n). Therefore, between 
the excitation impulses of voiced speech, the prediction error should be very small 
if the predictor coefficients ak are equal to the parameters ak of the vocal tract 
transfer function. Thus the predictor polynomial 
P 
P(z) = 1- L akz-k (3.10) 
k=1 
is a good approximation to the denominator of the vocal tract transfer function. 
The two approaches for obtaining the predictor coefficients are: autocorrelation and 
covariance methods and they are described in [12]. 
3.2.5 Mel-Frequency Cepstral Coefficients 
Mel-frequency cepstral coefficients(MFCCs) are based on a frequency and amplitude 
warped DFT magnitude spectrum and are intended to reflect the non-uniform spec- 
tral distribution of phonetic information. The procedure for calculating them is as 
follows: 
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Apply mel-spaced filter bank to DFT magnitude spectrum: In order to 
follow the critical band scale, a mel-spaced filter bank consists of filters which are 
equi-spaced up to 1kHz(100 Hz bandwidth) and log-spaced above 1kHz(500-1000Hz 
bandwidth) as shown in Fig3.4(b). Effects of varying filter bank parameters are 
discussed in [41]. In [42], twenty such filters were used. 
Perform an inverse DCT on the filter bank outputs. If the log-energy output 
of each of the twenty filters is Xk, k=1, ..., 20, then M MFCCs, c, +, n=1, ..., M, 
can be obtained, 
20 
E Xkcos [n(k -2 201 
(3.11) 
k=1 
The co coefficient represents the average energy in the speech frame and is often 
discarded to implement some form of amplitude normalisation. The block diagram 
for this is shown in Fig. 3.4(b). 
MFCC 
(a) (b) 
Figure 3.4: MFCC Computation 
3.2.6 Parameters Used for Speaker Verification 
In the early work on speaker recognition, spectrographic data(time-frequency energy 
pattern of speech) was almost exclusively used in speaker recognition studies. Since 
then, a wide variety of additional measurements, based on both frequency and time 
domain analysis, have been investigated for application to automatic speaker recog- 
nition. Many of these parameters are related to some property of the short time 
power spectrum. Here, a brief description of the acoustic parameters, which have 
Mel scale filter bank 
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been found useful for speaker recognition is given. An excellent survey on different 
speech analysis techniques and various parametric representations of speech appears 
in[12]. 
a) Intensity One of the simplest characteristics of any signal is its intensity. For 
non-stationary signals such as speech, the intensity must be defined as a function of 
time. A suitable function would be 
t+T/2 
E(t) 82(T)dT (3.12) 
t-JT/2 
where T is the averaging interval. The choice of T is somewhat arbitrary; a value 
in the range 10 to 30 ms is adequate in most cases[18][43]. 
b) Pitch Pitch is the fundamental frequency of the vocal-chord vibration. Accurate 
measurement of pitch has received considerable attention in speech research. Voice 
pitch can be determined either in time domain by direct measurement of the period 
of the speech waveform or in the frequency domain by computing the frequency 
spacing of the spectral peaks[44][35]. The temporal variation of pitch represents an 
important speech characteristic and has been found to be effective for automatic 
speaker recognition. 
c) Short time spectrum The definition of short time spectrum given in eqn. 3.1 
provides a three dimensional representation of the speech signal. The three coordi- 
nates are time, frequency and energy. The short time spectrum provides a complete 
description of the acoustic characteristics of speech. Both the exact representation 
of the short time spectrum, defined in egn. 3.1 and its approximation by filter-bank 
outputs have been found to be effective for automatic speaker recognition[45]. 
d) Predictive Analysis and MFCC The cepstrum coefficients derived from lin- 
ear predictive analysis and MFCC have been found useful parameters for speaker 
recognition [46] [47] [19]. A brief description of extraction of these features have been 
given in previous sections. 
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e) Formant frequencies and bandwidth The formant frequencies are defined as 
the resonance frequencies of the vocal tract. These too are speaker dependent. The 
main difficulty with the formants lies in their measurement. Several methods have 
been described in the literature which provide a partial solution to the problem of 
determining formant frequencies [39] [48]. Still, accurate and reliable determination 
of formants for both male and female speakers poses very difficult problems. 
f) Nasal coarticulation In connected speech, due to slow movement of the articula- 
tors, the vocal-tract shape at any given time depends not only on the phoneme being 
spoken at that time but also on the neighbouring phonemes. This phenomenon is 
known as coarticulation and it has been suggested that the nature of coarticulation 
in a given context is speaker dependent. One difficulty in using such information 
for speaker recognition is in obtaining a quantitative measure of such differences 
from speech. Coarticulation during the production of nasal consonants has been 
found useful for speaker recognition[49]. In this study, an acoustic measure of nasal 
coarticulation in a consonants vowel context was obtained by measuring a spec- 
tral difference between the mean spectrum of a nasal consonant followed by a back 
vowel(such as /a/). 
g) Spectral correlations Significant degree of correlation exists between the short- 
time spectrum at different frequencies. These correlations have been found to vary 
consistently from one speaker to another [49]. Stable evaluation of such correlation, 
however, requires averaging over long utterances; about 30s of speech is considered 
a minimum. 
h) Timing and speaking rate Relative timing of different speech events in spoken 
utterances differ from one speaker to another. Doddington[43] has described a novel 
way of measuring such differences by determining the nonlinear deformation of the 
time axis of one utterance relative to that of another. 
3.3. Summary 
3.3 Summary 
29 
This chapter reviewed different approaches used for speech representation and in 
brief parameters used for speaker verification problem. In the literature[46] [47] [19], 
it has been shown that LPC derived cepstrum and its derivatives, mfcc contain more 
discriminatory information about a speaker. Hence we adopted these features in our 
experiments of speaker verification. Next chapter gives a brief review of different 
verification techniques used for speaker verification in the literature. 
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Verification Techniques 
4.1 Introduction 
Many approaches to the problem of speaker verification have been reported over the 
last forty years. Techniques for both text dependent and text independent speaker 
verification systems have been developed. In this chapter, first a brief review of how 
to model speaker characteristics for speaker verification is presented followed by a 
review of the most common approaches used to design these systems. Some robust 
approaches which are based on the noise and channel compensation of telephone lines 
are described. The techniques which are based on combining different classifiers to 
improve recognition accuracy of verification systems are also reviewed. This account 
gives a concise summary of the historical developments and state of the art in speaker 
verification. 
4.2 Modelling of Speakers 
An utterance of a person is a time dependent phenomena and varies according to 
its phonetic content as explained in detail in the previous chapter. This utterance 
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Figure 4.1: MFCC features of a utterance of 8sec. length 
is further processed in order to extract features from it like energy, pitch, mel- 
scale cepstrum coefficients(MFCC) etc. As an example, two MFCC features of an 
utterance are shown in Fig. 4.1. For a speaker verification system, a classifier is 
trained using a client pattern set and then it is used to test on an impostor set. 
The features either can be directly used in verification or can be modelled by a 
appropriate probability distribution. Thus for a classification problem, there are 
different approaches: i) a template matching approach involves the features directly 
ii) probabilities or likelihood methods perform a comparison of probabilistic models 
of these features. 
A template matching involves a comparison of an average of features, computed on 
the test data, to a collection of stored averages developed for each of the speakers 
in training[50]. The template matching approach employs the mean of some fea- 
ture over a relatively long utterance to distinguish among speakers. In the case of 
text-dependent approach, a fixed-text of few seconds is used, while for the text- 
independent recognition, ideally one should use utterances of several seconds or 
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minutes in order to ensure that a voice is modelled by mean features of a broad 
range of sounds, rather than by a particular sound or phone. Test utterances are 
compared to training templates by measuring the distance between feature means. 
All variations of the technique derive from the choice of features vectors and distance 
metrics used such as Euclidean or Mahalanobis distance. The text-independent veri- 
fication performance is usually worse than for text-dependent methods. The method 
is particularly sensitive to variations in channel and to background noise, both of 
which can alter the features, resulting in shifted means. 
Probabilistic modelling of speakers on the other hand refers to modelling speakers 
by probability distributions and classification decisions are based on probabilities 
or likelihoods of a sample and model distribution consistency. Assuming that the 
distributions for speakers are known and have continuous densities pi then the like- 
lihood that a feature x is generated by the ith speaker is ps(x). Using Bayes' rule, 
the probability that the speaker is the ith speaker is 
P(speaker = ilx) = 
p1(x)PP 
p(x) 
where Pi is the prior probability that the utterance came from the ith speaker, and 
p(x) is the probability of the feature x occurring from any speaker. Typically the 
prior probabilities for each of the speakers are assumed equal. The term p(x) is the 
average of the speaker densities, 
I 
P(x) = 
EPi(x)Pi 
i=1 
where I is the number of speakers. Note that p(x) is the same for all speakers and if 
the prior probabilities are equal, the speaker to choose will simply depend on which 
speaker has the highest likelihood. This will be the most probable speaker given the 
observed feature, and is known to result in the minimum error strategy[51]. 
There are two different probabilistic models: parametric and non-parametric. Mod- 
els which assume a structure characterised by parameters are termed parametric. 
In non-parametric modelling, minimal assumptions regarding the probability den- 
sity function are made. The non-parametric and parametric methods are further 
discussed below. 
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Non-Parametric Methods 
These methods include Nearest Neighbour and Vector Quantisation schemes. The 
nearest neighbour method for estimating the density from a sample R= {r; } at 
point x is to measure the distance between the point in the sample closest to x, i. e. 
x's nearest neighbour: 
dNN(x, R) = min Ix - rjl 
rj ER 
Intuitively, the idea is that the smaller the nearest neighbour distance, the higher 
the density. Specifically, p(x) = vn dNN x, R , where 
VV(p) is the volume of sphere 
in n-dimensional space with radius p. Taking logarithms of both sides and recalling 
that the volume of an n-dimensional sphere with radius p is proportional to p", we 
get 
log(p(x)) g2 -n lo9(dNN(x, R)) 
Let U= {u, } and R= {r; } denote the collections of feature vectors extracted 
from test and reference utterances, respectively. R is used to estimate the speaker's 
density. So 
log(fi(ui)) -ndNN(ui, R) 
l(U) ^-E log (dNN(ui, R)) 
u1EU 
The speaker with the greatest log likelihood, equivalently, the speaker whose ref- 
erence model R is closest to the test utterance U is identified. Higgins[52] used a 
modified normalised nearest neighbour distance measure for speaker recognition and 
showed that his approach was more effective than a conventional nearest neighbour 
method. 
Vector Quantisation(VQ) modelling constructs representatives of the data. VQ mod- 
elling is identical to the nearest neighbour modelling except that distances to the 
nearest data representatives are measured instead. The need to reduce the compu- 
tation and memory demands of the nearest neighbour approach is a chief motivation 
behind VQ modelling. In Fig. 4.2 top, the process of going from the training data 
to a representative data set is shown, and in Fig. 4.2 bottom the classification of a 
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Figure 4.2: Top: Training data and Representative vectors. Bottom: Speaker I is 
identified since the distances of the test vectors to the nearest Speaker 1 representative 
vectors are smaller. 
test set is illustrated. The figure is just an illustration, in practice the features have 
dimension greater than two and hundreds of vectors are employed for characterising 
the speaker. Selecting the data representatives can be approached as a problem of 
grouping the training feature vectors into clusters. All vectors falling inside a cluster 
are represented by a centroid, perhaps the cluster mean or a member of the cluster. 
Different clustering algorithms exist, such as K-means[53]. An application of VQ to 
speaker recognition is described in [54]. 
Parametric Models 
Gaussian Model : The Gaussian model is a basic parametric model that has merit 
by itself and can be used as a basis of other sophisticated models, including robust 
models as discussed below. The likelihood of a test utterance consisting of n inde- 
pendent cepstral vectors, X= {x1, ..., x} being 
drawn from a Gaussian model with 
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Figure 4.3: Gaussian Modelling 
parameters µ and E is given by the density, 
L(X;, u, E) = (21rjEj)"/2exp{ -2 E(xi - m)'E-, (xi - µ)} (4.1) 
s=1 
where the vertical bars indicate a determinant and / indicates the transpose. It is 
often convenient computationally to use log likelihoods, 
logL(X; µ, E) =- 2log(21rlEl) -2 tr(E-1S) -2 (4.2) 
where S and x are the covariance and mean of test utterance and tr is the trace 
of matrix. If the covariance matrices of the training and test utterances are equal, 
then classification based on the log likelihoods reduces to the minimum distance 
method using the Mahalanobis distance. As a illustration of this model, Fig. 4.3 
shows contours of constant density around the means of the Gaussian models of two 
speakers which are determined by the eigenvectors and eigenvalues of the covariance 
matrices. The small ellipsoidal shapes represent clusters of the features for each 
speech sound as it is generated. As time progresses, one cluster after another is 
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generated. The sample means are simply the centroids of all these clusters and the 
sample covariances are represented by the ellipsoidal envelopes that encompass the 
small clusters of features. The log likelihood function in eqn. 4.2 is a probabilistic 
method for measuring the match between 7 and p and between S and E. 
According to Gish [47], the Gaussian models are somewhat crude in that they model 
the gross characteristics of the speaker's distribution. The Gaussian mixture model, 
discussed below, is an attempt to model the smaller clusters of speech. However, it is 
worthwhile to note that attempts to model detail which may be lost due to changes 
and distortion in the channel can lead to non-robust performance. The robust ap- 
proach also attempts to capture detail, but by using multiple simple models(mixture 
models) rather than a single complicated fragile model. 
Mixture Models :A mixture model is a weighted sum of densities 
Q 
P(x) _ P(wi)P(xIws), 
ý=i 
where the P(wi) are weights or prior probabilities associated with the mixture com- 
ponents p(xlwi). P(w; ), i=1,.. Q add to unity ensuring that the mixture is a proper 
density. Generating an observation from a mixture model can be accomplished in 
two steps: first pick the density term according to the priors, then generate an 
observation from the chosen density. Typically Gaussian distributions are used as 
the mixture terms in which case the model is completely specified by the weight, 
mean and covariance of each term. The terms of mixture models for two speak- 
ers can be represented by the two sets of four smaller ellipses of Fig. 4.3. Training 
is accomplished via the Estimation Maximise (EM) algorithm[55]. The process is 
iterated until the model parameters converge. As above, likelihoods are used to 
identify speakers. Mixture modelling is similar to VQ, in that voices are modelled 
by components or clusters. One assumption is that these components are as many as 
speech sounds(phonemes), typically about 50. The acoustic components are learned 
in training and do not need to be known a priori. Reynold[23] applies the mixture 
models to the speaker identification tasks. 
The following section gives a brief description about different classifiers used for 
speaker verification task. 
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4.3 Pattern Recogniser 
In this section, different recognition techniques used for speaker recognition task 
are described. These techniques include Dynamic Time Warping(DTW), Hidden 
Markov Model(HMM), Neural Network(NN). Further to improve the recognition 
accuracy, approaches based on combining these different classifiers are also described. 
4.3.1 Dynamic Time Warping 
Dynamic Time Warping (DTW) aims to overcome one of the prime causes of vari- 
ability in speech; the global and local variation in speech rate. This is achieved 
using non-linear time alignment. DTW preserves the general shape of the speech 
waveform, but removes temporal differences during template matching (Fig. 4.4(a)). 
Until the introduction of the DTW algorithm, speech utterances were normalised 
only by linear scaling. 
Non linear time alignment methods have been based mainly on the Dynamic Pro- 
gramming algorithm of Bellman[56]. The first commercial speaker verification was 
developed by Texas Instrument[57]. The work based on the DTW is also reported by 
Furui[1] and by Naik and Doddington in[58], where cepstrum and principal spectral 
components, derived from the spectrum of the speech signal are used as features. 
Further developments in the DTW were reported in[59]. Farrell[60] proposed a com- 
bination of the DTW with other classifiers for better results. The DTW technique 
is described in detail later. 
4.3.2 Hidden Markov Model 
From 1990's, speaker verification techniques took a new direction whereby speech is 
represented using stochastic models, in particular a Hidden Markov Model (HMM). 
This technique pioneered in [61][62] has been used in speech recognition from 1980's. 
The theory of HMM was developed in a series of papers by Baum[63][64] and applied 
to speaker verification by[65][66]. The underlying idea in this stochastic approach 
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Figure 4.4: a: Dynamic time alignment (or warping - DTW) of a hypothetical 
speech signal. DTW preserve the general shape of the speech waveform, but removes 
temporal differences during the template matching process(from Peacocke and Graf). 
b: The key idea in the Hidden Markov model(HMM) approach 
state 1 state 2 state 3 state 4 state 5 
40 Chapter 4. Overview of Speaker Verification Techniques 
is to model the speech signal as a set of definite states. Each state has its own 
probability distribution and a set of state transition probabilities which model the 
behaviour of the signal in time. As a result, every possible state sequence can be 
assigned a probability of occurrence(Fig4.4(b)). It has been found that when this 
process is applied to each level of the recognition process(e. g. acoustic feature, word 
and sentence level), excellent results can be achieved. ` A comprehensive introduction 
to HMMs is given by Rabiner[67] and Poritz[68]. 
Many authors applied this technique to speaker verification. The papers include the 
work of: Rosenberg and Soong[65] who developed a speaker verification system based 
on speaker utterances as a sequences of sub-word units. Two types of sub-word units 
have been studied, phone-like units(PLU) and acoustic segment units (ASU). PLU 
t. - if "I" 
are based on phonetic transcriptions of spoken utterances and ASU axe extracted 
directly from the acoustic signal without the use of any linguistic knowledge. The 
ASU representation has the advantage of not requiring transcriptions of training 
utterances. Verification performance has been evaluated on a 100 speaker database 
of 20,000 isolated digit utterances. The overall verification equal-error rate is 7-8% 
for 1-digit test utterance and 1% or less for 7-digit test utterances. In addition, a 
technique for updating models, using data from current test utterances , has been 
devised and implemented, which shows an improvement in error-rate. 
Carey[69] described the method using two HMM models. The motivation for using 
competing models for speaker verification is that it allows the possibility of perform- 
ing discriminative training to improve the performance of the system by treating it 
as an alpha-net. Speaker verification is performed by comparing the output prob- 
abilities of two Markov models of the same phonetic unit. One of these Markov 
models is speaker specific, being built from utterances obtained from the speaker 
whose identity is to be verified. The second model is built from utterances from 
large population of speakers. The performance of the system is improved by treat- 
ing the pair of models as a connectionist network, an alpha-net, which then allows 
discriminative training to be carried out. The system is implemented in real-time 
using DSP32C on a PC plug-in card connected via PABX. 
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Forsyth[70] described the use of a multiple codebook semi-continuous hidden Markov 
model, which uses a novel technique for discriminative hidden Markov modelling 
known as discriminative observation probability(DOP). DOP is not a discriminative 
training technique, but it is a method of constructing what is effectively a discrim- 
inating model by contrasting two standard HMMs so as to improve discrimination 
between the classes that those model represent. This DOP model is created using 
two conventional HMMs with one model for a client (A) and one reference model(R) 
which is a speaker independent model. Normalised differences in the observation 
probabilities of these two models are used as the observation probabilities for DOP 
model. It has been tested over a public telephone network for 27 true speakers and 
84 casual impostors in the U. K using cepstra, delta cepstra, mel-frequency cepstral 
coefcients(MFCC) and difference MFCC. 
There are other papers which present further enhancements of HMM technique[71, 
72,30,73]. A comparative study of different HMM techniques can be found in [24]. 
4.3.3 Neural Network 
With the recent advancement in Neural Networks, these techniques have been suc- 
cessfully applied to speech recognition and speaker verification(recognition) problem. 
There are many papers published on this since 1991. Benani[74] reviewed the current 
research on neural network systems for speaker recognition. Neural Networks(NN) 
encompass a large family of methods. Although they may be very different, all of 
them are built from simple interconnected units which cooperate in order to imple- 
ment the global transfer function of a NN. 
The functional form of the net is specified by the NN architecture and its dynamics. 
NN can be used to build complex systems, with non-linear transfer functions and 
sophisticated dynamics. Training algorithms are used to estimate the parameters 
of these systems. They rely either on heuristics inspired from biological modelling 
or on the optimisation of a cost function. The most popular cost functions are the 
mean square error criterion and entropy measures. NNs have proved to be very 
efficient for learning complex input-output mappings and also have shown to exhibit 
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Figure 4.5: The structure of a multi-layer perceptron neural network consists of 
layers of nodes, each performing a simple weighted sum and squashing function 
a good performance for a large variety of classification tasks. The three main NNs in 
use are the Multi-Layered Perceptron(MLP), Radial Basis Function(RBF) and the 
Learning Vector Quantisation algorithm (LVQ). In the following, a brief analytical 
description of the transfer function computed by these three nets are given. 
Let x denote the input vector and y the output computed by an NN. w=j denotes the 
weight of the connection from cell j to cell i. For speech applications, x will represent 
the input signal(e. g. consecutive frames computed through linear predictor cepstrum 
coefficient(LPCC)) and y will be either a class indicator in the case of classification 
or a real vector to be predicted(e. g. frame t predicted from input frame t- 1). Let 
us consider a single output cell. The computed output for the aforementioned nets 
will take the following form: 
Multi-Layered Perceptron(MLP): 
Ilk =f 
(Z 
Wkif 
( 
wiixi» 
i3 
where it has been considered a two-layered net for simplicity. f denotes a sigmoid-like 
squashing function, e. g. (ekx-e-kx)/(ekx+e-kx). The training is usually performed 
by back propagation. For a direct classification, one output will usually be dedicated 
to one of the classes. For prediction, the output will give an approximation of the 
desired taxget(e. g. next frame). MLPs are robust to noise and they take into account 
the context of the signal. An illustration of this network is shown in Fig. 4.5. 
XI X2 X3 """"""" " Xn 
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Radial Basis Function(RBF) with a Gaussian Kernel: 
Yk = 
(E wkiaif(x)) (4.3) 
f (x) = exP(-(1/2)(x - wi)E; 1(x - wi)) (4.4) 
E= is a covariance matrix, w; is mean for hidden unit i and a; is a normalising 
constant. RBF are two layered nets with Gaussian-like functions on the first layer. 
The output cells are usually linear functions and in this case eqn. 4.4 becomes similar 
to a Gaussian mixture model. Note that RBF are usually used for other purposes 
than density estimation. 'Training adjusts the weights of the two layers and the 
covariance matrices of the hidden layer cells. Several alternative training procedures 
have been proposed in the literature. Like MLPs, RBFs may be used either for 
classification or prediction. The main difference is that in contrast to sigmoids, 
Gaussian functions for RBF hidden nodes do have localised receptive fields and thus 
each of them will only respond to a specific part of the input space. MLPs and 
RBFs may be considered as a generalisation of linear discriminant techniques when 
trained for classification and of linear vector autoregressive models when used for 
prediction. 
Learning Vector Quantisation(LVQ): 
Jae=IIx-wä112 (4.5) 
where w; is the reconstruction vector of region i of input measurement space (as 
here input space is divided into number of distinct regions). LVQ architecture uses 
several output cells for each class. It is similar to vector quantisation(VQ) in that it 
is based on the nearest neighbour principle. The difference is that reference vectors 
are not chosen among the patterns but are learned according to a classification goal. 
They allow to identify the class more accurately than VQ and more concisely. 
Self- Organising Feature Map(SOM): The learning procedure for these feature maps is 
shown in Fig. 4.6. The feature map will eventually contain a set of reference vectors 
which will act as class templates. To begin with, however, the map is initialised 
with random vectors. During the unsupervised learning, or training phase, some 
points in the map are selected and moved towards the current training utterance. 
Fý 
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Figure 4.6: Kohonen's self-organising feature map showing reference vectors in the 
measurement space and on the feature map. Map learning is performed by moving 
reference points towards the current training sample(square in the bottom-right fig- 
ure) with a constant decreasing gain and neighbourhood size. The neighbourhood is 
centred on the closest map point, c, to the current training sample. 
Points are chosen provided they are in a neighbourhood whose centre is marked by 
the closest map point c, to the current training sample; the distance is measured 
with Euclidean distance metric. The size of the neighbourhood and the amount of 
movement towards the training sample is decreased with each sample. The most 
important aspect in SOMs is that the feature map points self organise, without 
knowledge of the training utterance class labels, into phonetic clusters as the learning 
phase progresses. Homayounpour[75] used a SOM based speaker recogniser. 
The NN models used for speaker recognition have been adopted from speech recog- 
nition. First experiments in speaker recognition using these techniques date back 
to 1989. The earliest systems seem to be [76] where one MLP is used per speaker, 
and [77] where each speaker is represented by a codebook designed by the LVQ 
algorithm. These two approaches are text-dependent. Such NN models implement 
very effective discriminant techniques. The main problem with these models is their 
training time for large populations. A modular architecture of NN has been pro- 
VARIATION OF GAIN WITH T& E 
C 
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posed so as to reduce the complexity of a single model for large systems[78]. Research 
on text-independent systems has also been reported: [79] is based on task decom- 
position through a modular architecture, [80] proposes a combinatorial approach 
to these classification problems, with each classifier being trained to discriminate 
between two speakers. All these approaches use the discriminatory capabilities of 
NNs trained to perform direct classification. This allows some of these models to 
be very effective at this task; the disadvantage is that it is difficult to incorporate 
new talkers without retraining large parts of these systems. Modelling approaches 
based on predictive NNs have been developed [81] as an answer to this problem. In 
these systems, maximum likelihood optimisation is used to predict the speech for 
each talker. 
Another speaker verification method using Artificial Neural Network is described by 
Timms and King[82]. A combination of Neural Tree Network(NTN) and HMM is de- 
scribed by Liou[83]. In this work, the advocated algorithm uses a set of concatenated 
NTN trained with sub-word units for speaker verification. The proposed method 
is described as follows: First the predetermined password in the training data is 
segmented into sub-word units by a HMM based segmentation method. Second, 
an NTN is trained for only the data segmented into sub-word units. The sub-word 
NTN trained with clustered data reduces the complexity of the NTN structure, and 
is more powerful in discriminating speakers. 
Assaleh[84] showed that the performance is better, if two classifiers are combined. 
The system uses data fusion concepts to combine the results of distortion based and 
discriminant based classifiers. Hence, both intra-speaker and inter-speaker informa- 
tion is utilised in the final decision. The distortion and discriminant based classifiers 
used are DTW and the NTN respectively. 
Homayounpour[75] compared a neural net approach with second order statistic mea- 
sures and presented the results. The non-supervised Self Organising Map(SOM) 
of Kohonen, the supervised Learning Vector Quantisation(LVQ) algorithm and a 
method based on Second-Order Statistical Measures(SOSM) were adopted, evalu- 
ated and compared for speaker verification. In these experiments, SOSM performs 
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better than SOM and LVQ for long test utterances, while for short utterances LVQ 
is the best method among the methods described here. A recent review of Neural 
Net approaches to speaker verification is given in[74]. Some more work on this is 
described in[85] [86] [87]. 
4.3.4 Techniques Based on Other Classifiers 
There are some papers published which are based on different pattern recognition 
techniques, such as verification based on a Gaussian Mixture Model[23], Parzen 
Estimator[88], K-means clustering and Fourier-Bessel functions[89]. Few papers 
also promote robust speaker verification by considering channel conditions, noise, 
transmission system etc. [1] [90] [91]. In [92], various LP methods were studied and 
compared from the point of view of robustness to noise in the context of speaker 
identification. 
4.3.5 Commercial Speaker Verification Systems 
With the advancement of this technology and also the advancement in computer- 
networking and communications like Internet, e-commerce, online financial services, 
there are many commercially available speaker verification packages, a few of which 
are listed in Table-4.1. 
4.4 Non-Linear Time Alignment Using Dynamic Pro- 
gramming 
4.4.1 Non-linear Time Alignment: 
Early attempts to normalise speech used `linear' normalisation along the time axis, 
with limited success. However, since the mid- to late-sixties, `non-linear' time- 
normalisation demonstrated improved recognition performance and, today, is used 
almost exclusively. 
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Company Software and Internet address Applications 
T-NETIX SpeakEZ Voice Print Text-dependent Speaker Verification 
VoiceEntry I Voice Secured Screen Saver for 
Windows 95/NT 
VoiceEntry II Voice Secured logon for PCs 
VeriNetWeb Voice secured Web access 
http: //www. t-netix. com/ 
Nuance Communication Nuance Verifier Speaker verification product 
integrated with natural 
language speech recognition 
Nuance Voyager Voice-enabled Web sites 
SpeakerKey by PhoneKey - Phone Electronic Commerce, 
ITT industries NetKey - LAN online financial services, 
based New York WebKey - Internet Toll call and cellular Services, 
http: //www. SpeakerKey. com Telephone and Internet purchasing etc 
SpeechWave by Philips http: //www. VoiceControl. com 
VoicelD 4000 http: //www. Voicepass. com Speaker Verification combined with 
telephone line servicing 
tools and Unix based 
large scale application 
VoiceSync by http: //www. animo. co. jp Speaker verification by free word, 
ANIMO, Japan Searching voice data of a specific 
speaker out of massive audio data. 
PowerVoice by http: //www. Voice. Security. com Cellular phone, ATM manufacture 
VSS(Voice Security System) and Automobile manufacture. 
Table 4.1: Commercially available speaker verification software 
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Figure 4.7: Comparison of linear and non-linear time normalisation applied to an 
utterance of the word "speech" showing the superior performance of the non-linear 
method applied to a typical speech segmentation example problem 
Let us see why non-linear time-normalisation is better than linear normalisation at 
removing changes in speech rate by comparing the two methods on a typical problem. 
In Fig. 4.7 from Silverman and Morgan[93], a comparison of linear and non-linear nor- 
malisation is shown by warping the word `speech'. In the figure, an utterance of the 
word along the x-axis is being normalised against a reference pattern, or prototype, 
of the same word along the y-axis. The portions of speech corresponding to /ee/ and 
/sh/ are clearly different while other portions are similar in duration. A non-linear 
normalisation scheme, which is based on dynamic programming is described below. 
4.4.2 Introduction to Dynamic Programming 
Dynamic Programming(DP) is a mathematical concept used for the analysis of se- 
quential decision processes. It has a long and well-established history which can 
spp ee t sh 
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be traced back to the mid-1940s and was popularised by the works of Bellman[56] 
and Bellman and Dreyfus[94]. The concept is based upon a simple property of 
multi-stage decision processes - The Principle of Optimality: 
The Principle of Optimality: An optimal policy(or path) has the property that 
whatever the initial state and initial decision are, the remaining decisions must 
constitute an optimal policy(path) with regard to the state resulting from the first 
decision/94]. 
In simple terms, this implies that the final path depends upon the initial state and 
upon making optimal decisions at intermediate stages along the way. 
For an introduction to the concepts of DP, consider the worked example from Sil- 
verman and Morgan[93] which is summarised below: 
The example attempts to construct the best four-word sentence from the output of 
a simple isolated word(discrete utterance) recogniser having a four-word vocabulary, 
cat, fat, sat, that. The sixteen possible states through which the path could pass are 
shown in Fig. 4.8(a) with their associated probabilities of occurrence, P(i, n) (word 
i, i=1... 4 at time n), at the bottom right of each state. A table of transition 
probabilities for the utterance of word i, at time n+1, given that word j is uttered 
at time n, Q(i/j), is also shown in the same figure(a `silence' word has also been 
added). 
Representing the sentence as a sequence of word numbers organised into a vector i 
and defining a correctness measure, C, quantifying the possibility that the sentence 
was uttered 
4 
(4.6) 
n=2 
the problem is then to find the sentence ißt which maximises the measure C, 
iot = arg max C(i), (4.7) 
where the abbreviation argmax signifies that ißt is the particular value of i which 
maximises C. 
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Figure 4.8: a: A state transition diagram for 'cat', `fat , `sat It `that' example. b: The 
completed dynamic programming search for above example 
DP allows this maximisation process to be performed recursively. Thus, if g(i, j) is 
defined as the maximum value of C for a sentence of i words and ending with word 
j, then 
g(i, j) = max [g(i -1, k) + Q(jI k)"P(j, i)]. (4.8) 
This recursion is best explained with reference to Fig. 4.8(a). Starting at the `finit' 
state at the bottom left hand corner of the graph, the four paths to the first col- 
umn(time 1) are produced using equation 4.8. Values for g(ij) are displayed in 
eclipses adjacent to each explored state. If we then hypothesise that, at time 2, the 
partial sentence ends in fat(state A) then, from the graph, there are four possible 
paths leading to this word. The dotted line(from 'that' to 'fat') represents the best 
time 1 time 2 time 3 time 4 
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of the four paths (largest values of g(i, j)), and is calculated as follows: 
g(2,2) = max [9(2, k) + Q(21k). P(2,2)] (4.9) 
0.224 = 0.108 + 0.450 * 0.258. (4.10) 
The other three partial paths can be discarded as they will not lead to a better 
path overall which passes through state(2,2). This is the essence of the DP scheme. 
Applying equation 4.8 from left-to-right will lead to a set of four best paths which 
reach the four terminal words at time 4 as shown in Fig. 4.8(b). 
DP is said to be a 'two-pass' process: a forward pass and a backward pass. In fact, 
the backward path is only necessary if the words comprising the best-sentence are 
required, rather than simply the best score. In this example, the backward pass has 
been performed(line with arrows pointing from right to left in Fig. 4.8(b)) requiring 
the storage of the best scores, and their associated words, at each stage. As a result, 
we obtain the best, or most likely, sentence: that fat cat sat. 
4.5 Example of DP applied to Speech Recognition 
Now, let us see how dynamic programming can be applied to recognition problem. 
Firstly, consider an alignment space or a matrix(Fig. 4.9), similar to the state tran- 
sition diagram in the previous example. The reference template for the particular 
utterance is placed along the y-axis - one sample per matrix location - and the 
candidate input utterance along the x-axis. Paths through the matrix represent 
stretched and compressed matches between these utterances. The optimal match 
can be found by employing DP from the bottom left hand corner of the matrix to the 
top-right hand corner. For isolated-word recognition, these end-points are assumed 
to be known. 
Looking at this another way, the candidate utterance is mapped onto the prototype 
utterance using a non-linear transformation (Fig. 4.10), seen as a path through the 
matrix. This path has been computed recursively using DP. 
The application of DP to speech template matching usually proceeds in the following 
manner: 
52 Chapter 4. Overview of Speaker Verification Techniques 
Best-match path found by DP search 
Template 
.................... . ... . 
.......... ... ....... ".... 
........................ 
..................... ". 
.... "..... ....... . 
...... . ..... .. "... ".... 
.".... .... . .. ". ".... . 
......... .. ".. ". ". ""... . 
. .. 
................ ... . 
mo- 
Candidate 
Figure 4.9: The template is placed along the y axis and the candidate input utterance 
along the x axis. Paths through the matrix represent stretched and compressed (time- 
warped) matches between these utterances 
1. Compute local, feature to feature distances, 
2. Compute cumulative distances(accumulated path length), 
3. (Optional) Back-track to obtain the best match warped waveform. 
Computing Local Distance Measures In order to implement the recursive DP 
algorithm, a suitable similarity, or distance measure needs to be defined to enable 
two feature vectors to be compared. For example, the Euclidean distance d(i, j), 
(y, _pT (Yt _ L. (4.11) 
between the ith sample of the speech pattern to be classified yi, and the jth sample 
of the stored template 1!,. This distance calculation is visualised in Fig. 4.11. 
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Figure 4.10: The candidate utterance is mapped onto the prototype template using 
a non- linear transformation which has been computed recursively using dynamic 
programming. 
Computing Cumulative Distance Measures: This is effectively the total path 
length accumulated as the matrix is traversed(Fig. 4.11). 
g(i - 1, j) 
g(i, j) = d(i, j) + min g(i - 1, j- 1) 
(4.12) 
g(i, j-1) 
and is the basic recursive calculation in the DP algorithm(one form of recursive 
calculation based on Sakoe-Chiba). There are others which are discussed below. 
4.5.1 Constraints 
When applying DP to the speech problem, it has been found that some constraints 
need to be applied for the path. These are: 
Candidate 
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Template 
Template 
Candidate 
Time -ali¢i 
Candidate 
(1-1, J) (4J) 
" -+ " ýI 
(i"1. J-1) (I, J-1) 
Figure 4.11: Top: the first step in the DP method- calculation of the local distance 
between a sample in the input speech signal and another sample in the template. 
Bottom: calculating the cumulative g(i, j) from the local distance d(i, j). 
Global Constraint to regulate the overall allowable stretching and compression of 
the utterances; 
Local Constraints to govern local decisions such as the allowable number of fea- 
tures to skip(continuity), the maximum number of predecessors in the cumulative dis- 
tance calculation and the preservation of the natural order of events(monotonicity); 
A number of constraints have been proposed of which those suggested by Itakura[95] 
and Sakoe-Chiba[96] are the most widely applied. 
A. Itakura Constraints 
Global Constraint. The Itakura global constraint sets the maximum stretching 
and/or compression factor to two, restricting the slope of the matching path(Fig. 3.9) 
to between 2 and 1/2. For example , for isolated word recognition, the ends of the 
O O OO O O O O 
O O OO O O O O 
O O OO O O O O 
O O OO O O O O 
d(4, ) 
0 0 O4 0 0 0 0 
0 0 O3 0 0 0 0 
d(4,3) 
0 O 2O 0 0 0 0 
d(1,1) d(3,2) 
O OO O O 0 0 1 
Candidate 
1y: 4 
Template 
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match can be locked to (1,1) and (Ni, N) which assumes silence at either ends of the 
word. This forces the search space to assume the parallelogram shape of Fig. 4.12. It 
is worth noting that if the number of samples in the template, N, is twice(or half) 
the number of samples in the input candidate utterance, N, z, then the search space 
reduces to a diagonal line only. 
Local Constraints. The local constraints are shown in Fig. 4.12. The normal 
situation(left) allows three possible predecessors. In this case, horizontal skipping is 
disallowed but a vertical skip is allowed setting maximum slope of two. However, if 
two consecutive horizontal paths are chosen, the global constraint is violated and an 
overall horizontal path could occur. Hence, the second local constraint(4.12, right) 
is imposed to prevent two such horizontal paths occurring. 
As a result, the recursive DP equation which employs Itakura constraints can follow 
three paths, A, B, C and is calculated as follows: 
g(i - 1, j)A : 
g(i, j) = D(i, j) + min g(i - 1, j -1)B : (4.13) 
g(i - l, j- 2)C . 
These constraints are said to be asymmetric which means that matching of every 
sample in the input utterance(horizontal axis) is forced and yet a skip is allowed in 
the template. This is good for implementation as the same storage locations can 
be used for the new cumulative path values replacing the old ones, a true in-place 
algorithm. 
B. Sakoe-Chiba Constraint 
Global Constraint. Global constraint limits the DP search space to a band of 
width M at 45°(Fig. 4.13). 
Local Constraints. They defined a family of local constraints- both symmetric 
and asymmetric. For example, the symmetric ones are shown in (Fig. 4.13). 
In this figure, it is noticed that no local slope constraint is imposed thus allowing 
long horizontal or vertical paths to occur within the global `band' constraint. Slopes 
of 2 or 1/2 are imposed by the constraints in Fig. 4.13 and slopes of 3 or 1/3 are 
56 Chapter 4. Overview of Speaker Verification Techniques 
(silence) N 
time 
2 
Template 
(silence) 1 le 1 Candidate 
column 1-1 column i 
(i-1 ) (i, 
j-1J-2) 
IF: predecessor to (i-1, j) is not (1-2, j) 
row j 
row j-1 
row j-2 
time NZ 
(silence) 
column i-1 column i 
IF: predecessor to (1-1, j) is (1.2, J) 
Figure 4.12: Top: the Itakura global constraint sets the maximum stretching and/or 
compression factors to two thus restricting the slope of the matching path to be- 
tween 2 and 1/2. Bottom: Itakura local constraints allow three possible predecessors 
disallowing horizontal skipping or two consecutive horizontal paths 
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also applicable. Additionally, path weights can be incorporated to favour some 
predecessor more than others yielding a DP equation for Fig. 4.13(a) 
g(i -1, j) + wid(i, j) 
9(i, j) =min g(i - 1, j- 1) + wsd(i, j) " 
(4.14) 
9(i, j - 1) +w3d(i, j) 
These constraints with weights wi to W3 taking values of 0.5,1 or 2, typically do 
not facilitate implementation using an in-place algorithm. 
4.6 Summary 
In this chapter, we have given an overview of different speaker verification tech- 
niques. First we discussed different approaches to the modelling of speakers. These 
were identified as probabilistic or involving a template. Two different probabilistic 
modelling approaches (Non-parametric and parametric) were described. The non- 
parametric methods were represented by Nearest neighbour and Vector Quantisation 
while the parametric methods are based on Gaussian models or mixture of Gaussian 
models. 
The dynamic time warping approach which aims to overcome the global and local 
variation in speech rate using non-linear time alignment was presented. The hidden 
Markov model (HMM) which is a stochastic modelling approach to speaker verifi- 
cation was discussed and illustrated with an example. A few methods of speaker 
verification based on HMM were also briefly discussed. 
Neural network (NN) classifier has been used by many researchers for speech recog- 
nition and speaker verification (recognition). The functional form of net is specified 
by the NN architecture and its dynamics. We gave a brief analytical description 
of the three main NN approaches (MLP, RBF, and LVQ) and Self-organising map 
(SOM) commonly used for recognition. A brief description of key literature on 
speaker verification based on NN was also given. 
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Prototype 
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(a) 
(b) 
(+-hJ) (s, D (i-1, J) . _- (1, J) 
(i-1, J-2) 
(c) 
J) (11 J) 
J-1 
(i-2, J-1) (i-1, J-1) 
(i-1. J-2) 
(i, j-2) 
(1-1, J-3) 
Figure 4.13: Top: The Sakoe-Chiba global constraints are a band of width M 
which rises at 45°. Bottom: Examples of the Sakoe-Chiba family of local con- 
straints(symmetric constraints only are shown here) 
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Different commercially available speaker verification software systems along with 
their applications were listed. 
Finally, the Dynamic programming (DP) approach was presented in detail with an 
example showing how this approach is to be used for speech recognition. A key 
ingredient of DP are the search constraints specific to speech problems. The global 
and local constraints suggested by Itakura and Sakoe-Chiba were presented. Next 
chapter describes the different feature selection techniques used to select an optimum 
set of features from the input feature set. 
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Chapter 5 
Feature Selection 
5.1 General 
Feature selection in statistical pattern recognition is concerned with the problem of 
obtaining a small number of characteristics, which maximise the similarity of objects 
in the same class while maximising the dissimilarity from those of different classes. 
The main goal of feature selection is to select a subset of d features from the given 
set of D measurements, d<D, without significantly degrading the performance of 
the recognition system. 
The achievement of this goal requires: 
" the specification of a measure of effectiveness of feature subsets, that is a 
criterion function. 
" an effective strategy for searching for the best d features from the given D 
measurements. 
Assuming that a suitable criterion function has been chosen to evaluate the effective- 
ness of feature subsets, feature selection is reduced to a search problem that detects 
an optimal feature subset based on the selected measure. It is well known [97] that in 
order to find the optimal subset of d features from the given set of D measurements, 
an exhaustive search is necessary. This is trivially true because exhaustive search 
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examines all the (d) subsets of size d. However, in many practical cases the values 
of d and D result in a number of possible subsets that is too large , i. e. the search 
is not practically realisable. For example in a typical texture classification problem, 
we might be trying to select 10 features out of say 60 available measurements which 
would require evaluation of more than 7.54 x 1010 feature sets. Obviously, an ex- 
haustive search would be prohibitive in such an application. Therefore, alternative 
computationally feasible procedures which avoid the exhaustive search are essential 
even though the feature set obtained may be suboptimal. 
For the above reason, the question of the trade-off between the optimality and 
efficiency of algorithms for feature selection is recognised, and the main stream of 
research on feature selection has thus been directed toward suboptimal search meth- 
ods. The optimum and sub-optimum search procedures include exhaustive search, 
branch and bound algorithm, sequential forward and backward search( SFS and 
SBS), their generalised versions(GSFS and GSBS), plus-1-minus r (1 - r) algorithm 
with their generalised versions and floating search methods [98]. The description of 
these algorithm is given below. 
5.2 Optimal Search Procedures 
5.2.1 Exhaustive Search 
Let a set of candidate features of size d be denoted by Xd, and the set of "optimal fea- 
tures" in the sense of maximising some criterion function J by X= {xis j=1..., d}. 
If an optimisation is carried out over all possible candidate feature sets, i. e. per- 
forming an exhaustive search in which J(X) = maxJ(Xd)`dXd, then it is guaranteed 
that the best subset of d features from a complete sets of D measurements, Y, is 
chosen. However, this approach involves the evaluation of all the possible candidate 
feature sets x of size d that can be constructed from measurements y j. The search 
for the optimum is, therefore, a combinatorial problem, that is, the number of sets 
that need to be considered equals . 
Consequently, the difficulty in finding the 
optimal feature set lies in the amount of computation which increases exponentially 
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Figure 5.1: Solution Tree for a branch-and-bound algorithm 
with the feature size, making the exhaustive search impracticable even for moderate 
values of D and d. 
5.2.2 Branch and Bound Algorithm 
Feature set selection by exhaustive search can become computationally prohibitive. 
However, the branch-and-bound algorithm guarantees to select an optimal feature 
subset of size d without involving explicit evaluation of all the possible combinations 
of d measurements. It is basically a "top-down" search algorithm with a backtrack- 
ing facility which allows all the possible combinations of features to be examined. 
The algorithm is applicable under the assumption that a feature selection criterion 
satisfies the monotonicity condition. Illustration is found to be the easiest way to 
introduce the basic idea behind the branch and bound algorithm. A problem of 
selecting the two best features out of five measurements is proposed as an example. 
The list of all the possible triplets of measurements, which include the ones that 
have to be discarded to obtain the optimal set of two features is as follows 
Y1Y2Y3 Y1Y3Y4 Y2Y3Y4 Y3Y4Y5 
Y1Y2Y4 Y1Y3Y5 Y2Y3Y5 
Y1V2Y5 Y1Y4Y5 Y2Y4Y5 
These triplets can be represented by a solution tree in which each node designates 
an eliminated measurement as shown in Fig. 5.1. 
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However, given a pair of numbers (D, d) a large number of different solution trees 
could be constructed. Hence, the computational efficiency of the branch and bound 
method lies in an effective organisation of the solution tree. It should be noted that 
the solution tree which is unbalanced as in Fig. 5.1 is advantageous. Since the 
tree is not constructed level by level but from the least dense part to the part with 
most branches (from right to left). It will provide an opportunity to eliminate many 
branches from having to be examined. To perform the branch and bound algorithm, 
firstly the right-most branch is generated and the magnitude of the feature criterion 
function at the terminal node is taken as the current best criterion value Jo. This 
node defines the current best feature set. We then return to the nearest branching 
node and generate the next right-most branch of the tree. If the value of the criterion 
function at some node is less than Jo, then the branches originating from that node 
cannot possibly lead to the optimal feature set and need not be explored. This is 
because by virtue of the assumed monotonicity property for criterion the elimination 
of additional measurements will only result in a further decrease of the criterion 
function value. Therefore, the algorithm backtracks to the nearest branching point 
in the lower level and the next right- most branch is then generated. The path 
illustrating this construction process for the solution tree in Figure 5.1 is marked in 
dashed line. 
If, on the other hand, at any node the criterion function value exceeds Jo, then there 
is still a chance that a better feature set will be discovered and the search must, 
therefore, continue along the right most unexplored branch. If the bottom of the 
tree is reached and the corresponding criterion function value is greater than J0, 
then this node defines the new best feature set and Jo is updated accordingly. The 
algorithm then backtracks to the nearest branching point and the next section of 
the tree is generated. This process is continued until the whole tree is constructed. 
Upon termination of the algorithm the current best feature set becomes the optimal 
feature set of the required cardinality, and the current best criterion value Jo gives 
the optimal value of the criterion function. In comparison with the exhaustive 
search, the branch and bound algorithm affords substantial computational savings. 
As a rule only fraction of all the possible candidates feature sets need be explicitly 
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enumerated to find the optimal feature set. The branch and bound search will be 
particularly efficient if the measurements y= for the successor nodes to each node of 
the solution tree are selected from right to left in descending order of magnitude of 
the criterion function [99], [98]. 
5.3 Sub Optimal Search Procedures 
(i) Sequential Forward Search (SFS) 
It is the simple bottom up search procedure where one measurement at a time is 
added to the current feature set. The algorithm starts from an empty set, and the 
individually best measurement is selected as the first feature. At each subsequent 
stage the candidate feature to be included in the set is selected from among the 
remaining available measurements, so that in combination with the features already. 
selected it yields the best value of the criterion function [98]. 
Thus suppose k features have already been selected from the complete set of mea- 
surements Y= {y3 Ij = 1,2, ..., D} to form feature set Xk. The (k + 1)"t feature is 
then chosen from the set of available measurements, Y- Xk, so that 
J(Xk+l) = minJ(Xk U yj), yj EY- Xk (5.1) 
Initialisation: Xo =0, where JO is criterion function used, which in our case is 
recognition error rate. 
It is known that the best pair of features does not necessarily contain the individually 
best feature selected in the first step of algorithm [97). The main source of sub- 
optimality of the SFS method is that once a feature is included in the selected feature 
set, there is no mechanism for removing it from the feature set even if at a later stage, 
when more features have been added, this feature becomes superfluous. As pointed 
out in [99], another drawback of the SFS is that although it takes into account the 
statistical dependence between a candidate feature and those already selected, the 
number of candidate features to be added at each step of the algorithm is restricted 
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to one. Hence due to this restriction it is impossible to take into consideration full 
statistical dependence between elements of the set of available measurements. 
(ii) Sequential Backward Search (SBS) 
The SBS is the top down counterpart of the SFS method. Starting from the complete 
set of measurements, Y, we discard one feature at a time until (D - d) measurements 
have been deleted. At each stage of the algorithm the element to be removed from 
the current feature set is determined by investigating the statistical dependence of 
the features in the set. The algorithm works as follows: 
Suppose k features have already been removed from the complete set of measure- 
ments, Y= {yj Ij = 1,2,..., D}, to form feature set XD_k. The (k + 1)'t feature to 
be eliminated is then chosen from the set XD_k so that 
J(XD-k-1) = miny1J((XD-k - iij), yj E XD-k (5.2) 
Initialisation : XD =Y (5.3) 
The drawbacks of the SBS method are analogous to those of the SFS method. 
However, the main difference between theses two methods is that the SBS procedure 
provides as a by-product a measure of maximum achievable class separability with 
the given set of features which can be used to assess the amount of information loss 
incurred by the feature selection process. As far as the computational complexity is 
concerned, the SFS method is simpler than the SBS method since it requires that 
the criterion function be evaluated at most in d-dimensional spaces. In contrast, in 
the SBS method the criterion function must be computed in spaces of dimensionality 
ranging from D down to d. 
(iii) The (l-r) algorithm 
The nesting of feature sets, which may rapidly result in sub-optimality of both SFS 
and SBS algorithms, can be partially overcome by alternating the process of aug- 
mentation and deletion of the feature set. This process can be viewed as the search 
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method using the dynamic principle of optimisation. After adding 1 measurements 
to the current feature set, r features are removed. Thus the net change in the size 
of feature set is equivalent to I-r. This process is continued until the feature set 
reaches the required size. There are many different ways to implement backtracking. 
However, the easiest is to apply the basic SFS and SBS algorithms alternately. 
Consider that we have input feature set Y and suppose k features have been selected 
to generate set Xk. 1 indicates the number of features to be added using SFS and r 
indicates the number of features to be discarded by the SBS method. In our work, 
we have used 1=2 and r=1. The algorithm is described in steps as follows: 
1. Using the SFS method add 1 features, ýj , from the set of available measurements, 
Y- Xk to Xk, to create feature set Xk+i. Set k=k+1, XD-k = Xk" 
2. Remove the r worst features, from the set XD_k using the SBS procedure to 
form feature set XD-k+,.. Set k=k-r. If k=d then terminate the algorithm. 
Otherwise set Xk = XD_k and return to step 1. 
If l>r then (1, r) algorithm is a bottom up search method. Commence from step 1 
with k and Xo set respectively to k=0 and X0 = 0. For l<r, the (1-r) algorithm 
is a top down procedure. Set k=D and Xo =Y and start from step 2. 
5.4 Summary 
In this Chapter, an overview of different optimal and sub-optimal feature selection 
techniques is given and their algorithms are described. In our proposed work, we 
used plus 1-take away r and SBS approach. These are sub-optimal feature selection 
strategies and also computationally less expensive than optimal search methods. 
Next chapter describe speaker verification system with introduction of feature selec- 
tion strategy. 
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Chapter 6 
Speaker Verification System 
6.1 Introduction 
We describe here the implementation of a speaker verification system. A DTW 
(Dynamic Time Warping) based classifier is used for verification. This verification 
system is used for voice-based and lip-based features. For voice-based system, the 
speech signal is pre-processed to extract features, which are useful for speaker ver- 
ification task. Here we used LPC(linear predictive coefficients) derived cepstrum, 
which together with its dynamics is known to provide discriminant features for 
speaker verification[46]. While for lip-based system, features extracted from eigen- 
lip model [100] are used. A feature selection study is performed on both types of 
these features and the associate speaker verification performance is discussed. 
6.2 Voice-Based Feature Selection 
6.2.1 Speech Processing 
A speech database is used for experimentation and it consists of 16 bit linearly quan- 
tised speech signal sampled at 16 kHz. First tenth order linear predictor coefficients 
are extracted from each frame t(separated by 10 ms interval) by the auto-correlation 
method, using a hamming window of 30 ms. The linear predictor coefficients a; (t) 
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are transformed into cepstrum coefficients Ci(t), using the following recursive rela- 
tionships [1]. 
C1(t) = al(t) 
n-1 
C (t) = E(1 - k/n)ak(t)Cn_k(t) + an(t), 1<n<p (6.1) 
k=1 
where C; and a= are the ith order cepstrum and linear predictor coefficient, respec- 
tively. ai are calculated using the Durbin algorithm[34]. Atal [46] examined several 
different parametric representations of speech, derived from the linear prediction 
model, for their effectiveness for automatic recognition of speakers. Among all the 
parameters, the cepstrum was found to be most effective. The additional advantage 
associated with cepstrum was that one can derive from them a set of parameters 
which are invariant to any fixed frequency response distortion introduced by the 
recording apparatus of the transmission system. It is also shown that the dynamics 
of these cepstrums are also effective for speaker recognition. In order to obtain these 
dynamics, the time functions of the cepstrum coefficients are expanded to derive 
their orthogonal polynomial(OP) representation based on a 90 ms sliding window. 
The 90 ms interval length seemed adequate for preserving transitional information 
between phonemes [1][101]. As suggested in [1], the local time function of a cepstrum 
is approximated in terms of polynomials &(j), as i=1,2,... q as: 
C(t+j) = a(t) +ßi(t)ýi(j) +Q2(t)ý2(j) +... +ßgeq(j), j=1,... n (6.2) 
where in our case n=9 corresponding to the 90 ms window and i denotes the degree 
of polynomial & (j). The polynomials C1i C2i ... are chosen to satisfy the orthogonality 
conditions: 
n 
ýj(j) =0i=1.. q (6.3) 
j=1 
Eýj(, j)ýj(j) =0 i=1.. q for all i#i, (6.4) 
j=1 
It is easy to show that the functional form of ý; is given by 
6(j) =j-5 (6.5) 
2(n2 - i2) ý2(ý) = i(j) i-i(7) - 4(412 - 1) 
ýa-i(7) (6.6) 
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where ýo(j) is an arbitrary constant. The coefficients a(t) and ß2(t), i=1... q can 
be obtained by a least-squares fitting. Accordingly the first three coefficients of the 
orthogonal polynomial representation are given by 
9 
a(t) _(E C(t + j))/9 (6.7) 
j=1 
99 
pi(t) = (EC(t+j)wj))/Fdi(j) (6.8) 
j=1 j=1 
99 
j: 
2 (j) (6.9) At = (E C(t +M2(j))/ 
j=1 j=1 
These coefficients represent mean value, slope, and curvature of the time function 
of each cepstrum coefficient in each segment, respectively. Thus the utterance is rep- 
resented by the time function of the cepstrum coefficients C; (t), i=1... p and first 
and second order polynomial coefficients, /31i(t) and ß2; (t). 
Since the highest order of cepstrum coefficients p is set to ten, the resultant repre- 
sentation is a time function of a 30 dimensional vectors. Out of these 30 elements, 
the second order polynomial coefficients are known to be less effective in discrim- 
inating speakers according to Furui [1]. Thus a set of 20 elements, which consist 
of the cepstrum and first order orthogonal polynomials of the cepstrum are used 
for experimentation. Consequently, for each frame of an utterance, there are 20 
features. The verification procedure is presented in the following section. 
6.2.2 Verification Technique 
The verification technique used is based on DTW [1]. It involves four main steps: 
" time registration of utterances, 
" distance measurement for similarity, 
" reference pattern construction for a customer and 
" decision threshold. 
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Time registration is a non-linear time-alignment between time axis of sample utter- 
ance and reference utterance as already explained in Chapter 3. A sample utterance 
is brought into time registration with the reference template to calculate the dis- 
tance between them. This is accomplished by the dynamic programming technique, 
described below. 
Let us consider two utterance waveform R(n), 1<n<N, and T(m), 1<m<M. 
R(n) is a reference waveform and T (m) is a test waveform, respectively. The main 
purpose of the time warping algorithm is to provide a mapping between the time 
indices n and m such that a time registration between the two utterances is obtained. 
Let us denote the mapping w, between n and m as 
m= w(n) 
where function w satisfies a set of boundary conditions at the end points of the 
utterance and some restrictions on the form it assumes. Here the following conditions 
are applied. 
w(n + 1) - w(n) = 0,1,2 if w(n) 0 w(n - i) 
= 1,2 if w(n) = w(n - i) (6.10) 
The above equations require that w(n) be monotonically increasing with a maximum 
slope of two and a minimum slope of 1/2. The minimum slope constraint limits the 
number of consecutive steps with slope 0 to two. The conditions in equation 6.10 
are known as the Itakura constraint [95]. The complete specification of the best 
warping function results from optimising a point by point measure of similarity 
D(R(n), T(w(n)) between the reference waveform R(n) and the test waveform T(m). 
i. e. we search for w(n) such that 
N 
DT = min E D(R(n), T(w(n))) (6.11) 
n=i 
When the warping function reaches the final boundary of the test waveform prior to 
the last frame, the accumulated distance DT is scaled by the factor (N/N8) where 
N, is the frame at which (w(n) = M) is satisfied, so as to equalise the number 
of distance contributions which enter into the total distance DT. The optimum 
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path w can be determined by the method of dynamic programming as explained in 
Chapter 4. The accumulated distance between the reference and test template can 
be obtained as described below: 
Let us denote the feature vector of the nth frame of the reference template as 
R(n) = (ri (n), r2 (n), .... rK (n)) and the mth frame of the test template as 
T (m) = 
(ti (m), ...... tK (m) ), where K is the number of the elements of the 
feature vector. 
The expression for the distance metric [1] adopted is 
K 
D(R(n), T(m)) = Eg; (ri(n) - t; (m))2 (6.12) 
i=1 
where g; is the weighting function, which is the measure of intra-speaker variability 
for the ith feature. It is defined as follows: 
1 (6.13) gý tsum 
N 
tsum = Ej{E(tijk(n) - tij! 
(w(n)))2} (6.14) 
n=1 
In equation 6.14, ti k (n) is the nth frame of the kth utterance by speaker j for ith 
feature. and Ej is the averaging over the number of speakers. The following section 
describes the process of building reference patterns for the system, calculation of gi 
and decision threshold used. 
The procedure for establishing the initial reference(model) waveform for a client 
is a recursive process given as follows: The first training utterance is used as a 
basic utterance. Then the value of gi is calculated by warping this basic utterance 
with a different text of the same speaker (using equation 6.14). Using this g;, the 
basic reference is registered with second training utterance(using equation 6.12 and 
then updating the time function (features) according to the best match path. g; 
is then recalculated using the updated value of reference utterance. Then again 
the third training utterance is time registered with the reference utterance and g; is 
recalculated. Repeating this process for the remaining training utterances of speaker 
j, we finally get a reference template(updated time functions(features)) and a value 
of gi, which gives the model for speaker j. 
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When we create the reference template as a pre-requisite to feature selection , there 
are two options: (i)either we make a speaker model involving all features once, 
before feature selection (ii) or we model each speaker dynamically for the current 
set of features being evaluated by the feature selection algorithm. Experiments are 
conducted using both methods and results are presented in section 6.2.3. 
The overall distance accumulated over the optimum warping function is compared 
with a threshold to determine whether to accept or reject an identity claim. To find 
a suitable threshold we measure the distances between the training utterances and 
the adopted template. The one which is the largest is taken as the threshold. The 
following section discusses experiments conducted and its results. 
6.2.3 Experiments and Results 
Experiments are conducted on two different data sets. One consists of 33 French 
male and female speakers of the M2VTS database [102] and other consists of 40 
Spanish speakers [103]. The utterance used for the experiment is a sentence of 0-9 
digits spoken in French and Spanish. The model is trained using four repetitions 
of the same sentence spoken approximately at 1 week intervals. Each utterance is 
transformed into speech features (cepstrum derived from LPC and orthogonal cep- 
strum). These features are averaged over the four repetitions to obtain the reference 
waveform for each speaker and the corresponding weights gi , which are measures 
of intra-speaker variability, are also calculated. Then the verification is performed 
using the Dynamic Time Warping (DTW) approach. For the feature selection, the 
1-r algorithm is used, which is described earlier. The performance criterion used for 
selecting features is error rate, so more specifically false acceptance(FA) rate, as the 
false rejection(FR) rate corresponding to the adopted decision threshold strategy is 
0. 
For experimental evaluation, we have used the features (cepstrum coefficients de- 
rived from LPC and orthogonal cepstrum coefficients) as described in Section 6.2.1. 
Experiments are conducted separately on the FYench and Spanish databases with 
emphasis on the following hypotheses: 
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Figure 6.1: False Acceptance error rate obtained on data set-1. 
" feature selection process reduces the dimensionality of feature space either 
without degrading or possibly improving the performance of the system 
" more sophisticated method of feature selection gives better performance as 
compared to the simple knock-out strategy 
" speaker model should be updated during the feature selection process, rather 
than just preparing once before feature selection (warping as a process of 
feature selection) 
Experiment I. The first experiment is conducted on the database of 33 speakers 
(French). Each speaker is considered as a customer and others as impostors. As the 
size of the data set available was limited, the utterance used was manually segmented 
into two parts as: 0-3 (dataset-1, denoted as Dl) and 4-9 (D2) for each customer and 
for each shot. There are 5 shots of the utterance for each speaker. Four shots of 
each set are used for training and 5th one is used for testing. 
In our experimentation the role of data sets D1 and D2 are interchanged. First, 
four utterances of dataset-D1 are used to train the model and the D2 is used to 
determine the weight for each feature. Feature selection (1-r algorithm) is then 
performed using the 5th utterance of D1 for independent evaluation. An optimum 
feature set is identified for each customer. The results of feature selection are shown 
in Fig. 6.1. Graph b shows the feature selection curve. The verification performance 
measured on 5th utterance of dataset D2 is shown in graph c. The error rate 1.2% 
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Figure 6.2: False Acceptance error rate obtained on data set-2. 
By swapping the role of datasets DI and D2, we found the feature selection and 
verification curves shown in Fig. 6.2. Note that for feature set of size 13 to 20, 
the recognition error (%FA)is 2.5% . 
In this experiment, we are unable to achieve 
improvement in the performance due to the limitation of our database. Even-though 
the performance is not degraded with feature selection. 
Experiment H. The second experiment is conducted on Spanish database of 40 
customers. In this experiment, 40 speakers are used as customer and 20 as impos- 
tors. For each customer the imposter set is different. There are 6 shots for each 
customer. Shots 1-4 are used to train the model and a different utterance containing 
the name and address of each customer is used to evaluate the weighting functions 
for each feature. Then feature selection is applied for this trained model using shot 
5 for independent evaluation. The feature selection results are shown in Fig. 6.3(a). 
Graph h shows the outcome of the feature selection process and graph g shows the 
verification results on an independent test set. The %FA rate achieved with the 
optimum feature set of size 10 is 3.87% as compared to 6.2% for all 20 features, 
which shows a significant improvement in error rate. 
These experiments show that by optimising the set of acoustic features using the 1-r 
feature selection technique, the verification error rate can be significantly reduced. 
The optimum feature set found for each customer contains first order cepstrum co- 
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Figure 6.3: False Acceptance error rate obtained on Spanish data (a) with client 
dependent (b) with client independent feature set. 
efficients and some higher cepstrums. This shows that for text-dependent speaker 
verification, much of speaker-dependent information is contained in transitional co- 
efficients. 
Experiment III. The third experiment was conducted on the Spanish data set in 
order to obtain a speaker independent feature subset from the input feature set. In 
this experiment, the following procedure is repeated for each client of database: - 
Consider one speaker as a client. Rom the remaining 39 speakers of the data base, 
20 speakers, excluding client, are chosen as impostors. For the client, shots 1-4 are 
used to train the model. Shot 5 of 20 impostors is used for independent evaluation 
during the feature selection process. Verification is then performed using shot 6 and 
the feature subsets is obtained. During verification one client test and 19 impostors 
tests are performed. The set of 19 impostors is different than the one used in feature 
selection. A different utterance containing the name and address of the client is used 
to evaluate the weight for each feature. The results are shown in Fig. 6.3(b). Graph c 
shows the outcome of the feature selection process and graph d shows the verification 
9 
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results using shot 6 for testing. The FA rate at optimum feature set of size 15 is 3.7% 
as compared to 6.9% for all 20 features which again shows a significant improvement 
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in error rate. 
The optimum feature set which we get from Fig. 6.3(b) contains: % 
bf= {cl, c2, c3, c4, c5, c6, c8, c9, c10, f cl, f c3, f c5, f c6, f c7, f c9} 
where cl, c2.. are cepstrum coefficients and fcl, fc3.. are first order orthogonal poly- 
nomial coefficients of the cepstrums. From Fig. 6.3, -t 
ti 
he number of speaker indepen- 
dent features required to achieve a performance comparable to the speaker dependent 
approach is 50% higher. However it may be beneficial to accept this increase for the 
sake of simplicity of the verification system and some savings in storage capacity 
that would be needed to store the indices of user dependent attributes. 
Experiment IV. The aim of this experiment is to compare the 1-r method of feature 
selection with the conventional knock out strategy[98]. We repeated the experiment 
described in the previous subsection using the SBS algorithm. The results are shown 
in Fig. 6.4(e). The feature selection curve has a global minimum at 14 features. The 
corresponding verification performance on an independent test set is 4.3%. A much 
better error rate using a much smaller feature set was obtained in Fig. 6.3(a) by 
means of the advocated (1-r) algorithm. 
Experiment V. Finally we wish to demonstrate the merits of feature set optimi- 
sation in conjunction with feature set dependent warping. To this end, we warp 
all waveforms once for all before starting the feature selection process as proposed 
in [2]. Both the (1-r) and SBS algorithm are studied and the results are shown in 
Fig. 6.4. 
Fig. 6.4(a) shows the behaviour of the SBS algorithm for speaker dependent solution. 
The feature selection curve has a flat local minimum from 9-11 features. Assuming 
that the strategy is to select the smallest feature set giving the same best perfor- 
mance , the resulting verification error 
is about 5% with set of 9 features, which 
exceeds the error rate on the feature set produced by the (1-r) algorithm. Simi- 
larly for the speaker independent case in Fig. 6.4(b), the verification performance 
of 5.6% for set of 18 features and is about 50% higher than that produced by the 
(1-r) approach (Fig. 6.3(b)). Similarly the (1-r) algorithm on a prewarped data set 
produced inferior results for both speaker dependent and speaker independent case, 
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as shown in Fig. 6.4(c) and 6.4(d) respectively. We thus have consistent experimen- 
tal evidence that dynamic time warping during feature selection yields significantly 
better results. ( r'ý 
i 
t 
6.3 Lip-Based Feature Selection 3f 
Lip dynamics (visual speech) plays an important role in the speech perception and 
speech production. It has been shown in [104] that speech-reading skills are acquired 
by human from childhood. The complementary information present in visual cues 
and the acoustic signal is explained in [105]. The hearing-impaired persons also 
make use of these visual cues for speech perception [106]. Much research work has 
been reported on application of lip-reading to speech recognition [107], [108], [109] 
and [110]. It appears that little research work has been done on lip-based speaker 
i 
verification with the 
exception 
of work reported by [111], [112], '[113] and [114]. 
Jourlin[112] proposed a multi-modal approach for speaker verification. Visual and 
acoustic features were used as two modalities for this: The visual features extracted \/\ 
from lip-tracker were shape and intensity. An approach was described for integrating 
the scores of multiple classifiers. An improvement in error rate of acoustic sub-system 
from 2.3% to 0.5% was achieved. Recently, Mason[114] proposed new visual features 
for speaker recognition based on the so called outer-lip magnitude(OLM). The lip- 
signature (LS-DCT) defined in terms of DCT component was extracted from OLM. 
Experiments were conducted using nearest neighbour classifier by varying training 
samples and component order of lip features. It has been shown that a feature order 
of 10 is enough to obtain good performance. 
j 
Here, we investigated the effect of feature selection on visual features. The plus 
1-take away r technique, as described in earlier section, is used for visual features. 
These visual features are extracted from the image of each person. The features 
model the contour of lips of a talking face and track it for complete utterance. First, 
the lips are localised in face image of a speaker and then lip shape is represented 
by B-splines[115] and a lip-tracker is implemented[116]. A detailed description of 
this lip-tracker is given in [100]. The visual features are extracted from this contour 
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using an eigenlip[100] model as follows. 
Each utterance is represented in terms of tracking frames of lips. For each frame, 
a centroid of the set of control points defining the lip contour is computed. The 
angle between the X axis and the main lip axis is measured for each spline in each 
frame. The splines are translated to the position of their centroids and rotated so 
that the lip's major axis is parallel to the X axis. With this operation, all splines 
are now centred and their main axes are aligned. The average shape is computed by 
averaging the coordinates of the control points across the training set of all clients. 
There are 4 shots for each client in our database. Out of these shots, shot 4 is 
used for computation of average shape. Then spline contours are aligned to the 
average shape using an affine transform so as to reduce the effect of shearing and 
scaling(distance from camera and rotation of head). The point is that, after this 
step, all control point constellations should have similar 'energies' and any further 
lip appearance variation would be considered as proper shape variability. 
The covariance matrix of the control point coordinates is estimated from the coordi- 
nates of the affine-transformed training contours. The eigenvalues and eigenvectors 
of the covariance matrix are computed. The eigenvectors are the so-called eigen- 
lips, which are orthogonal modes of variations of the B-spline control points with 
reference to the average control point-set referred above and they are ranked in de- 
scending order. Now to extract the visual features for clients and impostors, the 
projections are computed by aligning (affine transform) the client or impostor spline 
control point-set to the average contour, subtracting the average contour and then 
projecting the residual onto each mode of variation. The projections are limited 
to +- two times standard deviations to avoid 'impossible shapes', which are not 
present in the training set. The normalised projections are generated by dividing 
each projection by the 'standard deviation' associated with each mode of variation, 
i. e. the square root of the corresponding eigenvalue. There are 19 visual features 
extracted from each frame of client or impostor. 
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6.3.1 Experiments on Lip-Features 
The experiment is performed on M2VTS database. As we have a limited database 
for feature selection, we manually segmented the lip samples(frames) obtained from 
lip-tracking algorithm. This manual segmentation is performed in the same way as 
we did in the speech experiments, i. e. data-setl(D1) consists of lip-tracker frames 
corresponding to sentence 0-3 and data-set2(D2) consists of the data obtained for 
sentence 4-9. There are 37 speakers in the database and each is considered as 
client and remaining 36 are considered as impostors. Shots 1-3 of each data-set are 
used to train the DTW classifier. The classifier used here is the same as in speech 
experiments. In the first experiment, shots 1-3 of D1 are used to train the classifier 
and D2 is used to determine the weight for each feature. The 1-r feature selection 
is then performed using shot 4 on D1. An optimum feature set is obtained for each 
client. Using the optimum feature set, a verification experiment is performed on 
shot 4 of D2. The results of this experiment are shown in Fig. 6.5(a). A second 
experiment is performed by interchanging the role of data-sets D1 and D2 and the 
results are shown in Fig. 6.5(b). The graphs show that the optimum set of features 
selected by the feature selection algorithm is not the optimum set on verification 
experiments. The main reasons for this are: 
" First, if extracted features are bit noisy, then they will affect the performance 
of feature selection 
" second as the features extracted are geometrical, they may be different for 
different utterances, as D1 is used in feature selection and D2 is used in veri- 
fication 
To illustrate the first point, few examples are shown in Fig. 6.6 and 6.7. The example 
illustrates how FA rate depends on lip-tracking, as geometrical features are extracted 
by the lip-tracker. In Fig. 6.6, tracking is shown for few frames and it can be seen that 
control points of the B-spline for 6.6(c) and (d) are lying outside the real lip-shape. 
Thus features extracted from these control points will be noisy and not surprisingly 
the FA rate for this speaker is quite high. In feature selection experiment, this error 
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Figure 6.5: Feature selection on lip features 
rate is used as a selection criterion and hence the performance of the feature selection 
process is affected. Fig. 6.7, shows the tracking frames for all 4 shots and it can be 
seen that it is quite good and the FA rate for this case is much less. This illustrates 
that the feature selection performance greatly depends on feature extraction and in 
turn it depends on the accuracy of tracking. Thus in order to get a proper feature 
set, there is a need to improve the lip-tracker as well as selecting a good set of 
features. 
6.4 Conclusion 
In this chapter, we addressed the problem of optimising the acoustic feature set for 
text-dependent speaker verification, in a Dynamic Time Warping system. We ap- 
plied the SBS and 1-r feature selection algorithms to study cepstrum coefficients and 
their first order derivatives. The experimental results on a French database show that 
an optimum feature set can be obtained without degrading the performance of the 
system, while the experiments on a Spanish data show a significant improvement of 
the verification error rate. The work presented here aimed to demonstrate the merit 
of using more sophisticated feature selection strategies to reduce the dimensionality 
of the speaker verification problem and to improve the verification performance. In 
.o 
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particular we used a backtracking search strategy(plus 1 take away r algorithm) and 
compared it with the knock out(SBS) strategy. We applied this strategy in the con- 
text of both client dependent and client independent feature selection formulations 
and compared the performance of the resulting solutions. Our approach also con- 
trasts with that of other researchers in the sense that during feature selection the 
waveform matching is performed in the respective candidate feature spaces rather 
than just once, before feature selection. 
We have demonstrated experimentally that the proposed approach gives consistently 
better results than the selection based on a prewarped data. This finding extends not 
only to the (1-r) algorithm but also to the knock out strategy. In fact our procedure 
of warping the waveforms during feature selection is reminiscent of the estimation 
maximisation process. By warping the data only once we severely restrict the opti- 
misation space, with the negative consequences of finding less effective solutions to 
the acoustic feature selection problem. 
We also applied the 1- r feature selection approach to the problem of selecting visual 
features (eigenlip projections). The experimental results showed that the feature 
selection process did not provide a good set of features due to noisy measurements. 
This was explained by illustrating how the lip-tracker fails for some clients resulting 
in noisy features being extracted. 
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Chapter 7 
Fusion: Voice and Lips 
7.1 Introduction 
The problem of automatic recognition of the identity of an individual based on bio- 
metric data has received considerable attention over the last decade. Traditionally, 
the decision making process would draw on a single modality of the biometric in- 
formation. However, recent studies show that the use of multiple modalities can 
lead to an improvement in performance and robustness of recognition systems. For 
instance, it has been shown[117] that multiple cues play a crucial role in image in- 
terpretation. The use of interpretation strategies which depend on the image data, 
temporal context and visual goal significantly simplifies the complexity of the image 
interpretation problem and makes it computationally feasible. 
Research related to person identification systems based on acoustic and visual fea- 
tures has been described by Brunelli[118,119]. In [118], the system is organised 
as a set of non-homogeneous classifiers whose outputs are integrated after a nor- 
malisation step. In particular two classifiers based on acoustic features and three 
based on visual ones provide data for the integration module whose performance 
is evaluated. The performance of the integrated system is shown to be superior to 
that of the acoustic and visual subsystems. Another system based on geometrical 
facial features and achieving similar results can be found in [119]. Other attempts of 
information fusion have been reported in [120,121]. In [120], a multi-modal person 
87 
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verification system using voice and images is proposed. The visual part involves i) 
matching of a coarse grid containing the Gabor phase information from face images, 
ii) facial feature localisation and extraction iii) 3D biometrical feature extraction by 
structured light. The acoustic part uses three methods (DTW, SOSM and HMM) 
to compare voice references extracted from the speech signal. In the acoustic part, 
LPC coefficients are extracted and three different classifiers are used in parallel. The 
global decision is taken by applying a Furui threshold to the individual methods and 
when combining the individual results, the majority law is used. In [121], fusion ex- 
periments are reported with reference to three voice recognition methods above on 
a 40-persons database. 
In this chapter, fusion of outcomes of visual subsystem and voice subsystem is de- 
scribed. As discussed in the previous chapter, feature selection did not perform well 
on visual(lip) features, hence here we used complete set of speech and lips features. 
Two basic approaches for fusion are sensor fusion and decision fusion. Here, we 
used decision fusion, as it is simpler when two different types of features are ex- 
tracted from a pattern. For visual features, lips features are extracted as eigenlips 
while for acoustic features, LPC and orthogonal coefficients of these LPC are used. 
The DTW classifier is used for both types of feature measurements. For fusion of 
acoustic and visual subsystems, simple combination strategies such as Sum, Product 
etc. are used[122]. A description of these strategies is given. 
7.2 Combination Strategies 
In the literature [122,123,124], it has been shown that either by combining dif- 
ferent classifiers or by combining different types of measurements (features), the 
performance of the recognition system can be improved. This suggested that these 
combinations potentially offered complementary information about the pattern to 
be classified. 
We used in our experiments, the combination strategies proposed in [122], which 
are briefly described here. Consider a pattern recognition problem where pattern 
Z is to be assigned to one of the m possible classes Let us assume that 
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we have R classifiers each representing the given pattern by a distinct measurement 
vector. The measurement vector used by the ith classifier is denoted by x;. In the 
measurement space each class wk is modelled by the probability density function 
p(xilwk) and its a priori probability of occurrence is denoted by P(wk). We shall 
consider the models to be mutually exclusive which means that only one model can 
be associated with each pattern. 
Now according to the Bayesian theory, given measurements x;, i=1, ..., R, the 
pattern, Z, should be assigned to class wj provided the aposteriori probability of 
that interpretation is maximum, i. e. assign Z- > wj if 
P(Wj I xt, ..., xR) = max 
P(WkIx1, 
..., xR) 
ý7.1) 
The Bayesian decision rule 7.1 states that in order to utilise all available information 
correctly to reach a decision, it is essential to compute the probabilities of the various 
hypotheses by considering all the measurements simultaneously. This is a correct 
statement of the classification problem but it may not be possible in practice. In 
[122], a simplification of above rule is proposed by the use of some combination rules. 
In brief, the rules are: 
7.2.1 Product Rule 
Product decision rule is explained as follows. 
assign ZE wj if 
RR 
P(wj) f P(xi1Wj) = mä1 P(wk) flp(XiIWk) (7.2) 
i=1 i=1 
or in terms of the aposteriori probabilities yielded by the respective classifiers assign 
ZEwj if 
RR 
(Wj) Ij p(Wj I xi) = maxk lP-(R-1) (wk) 
jj P(Wk IX, ) (7.3) 
i=1 i=1 
The decision rule 7.3 quantifies the likelihood of a hypothesis by combining the 
aposteriori probabilities generated by the individual classifiers by means of a product 
rule. 
90 
7.2.2 Sum Rule 
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In some applications it may be appropriate to assume that the aposteriori proba- 
bilities computed by the respective classifiers will not deviate dramatically from the 
prior probabilities. Under this assumption one can derive the sum decision rule, 
which is defined as. 
assign zE wj if 
RR 
(1 - R)P(wj) 
+ P(w Ixi) 
= maxk =l [(1- R)P(Wk) +E P(wkIxi)] (7.4) i=1 i=1 
7.2.3 Max Rule 
Max rule is a further approximation of the sum rule: 
assign ZE wj if 
(1 - R)P(wj) +RmaxR 1P(wjlx; ) = maxk 1[(1 - R)P(wk) +RmaxR 1P(wklxi)17.5) 
(7.6) 
which under the assumption of equal priors simplifies to 
assign ZE wj if 
maxR 1P(wj l x{) = maxk imax$ JP(Wk I xi) (7.7) 
7.2.4 Min Rule 
Min rule is an approximation of the product, i. e. 
assign ZE w) j if 
p-(tt-i)(wj)min1 1P(wj1xt) =maxim ip-(1t-1)(wk)minR iP(wklxi) (7.8) 
which under the assumption of equal priors simplifies to 
assign ZE wj if 
minn 1P(wj l xi) = max' 1minR iP(wk 
l xi) (7.9) 
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7.3 Experiments 
The different fusion 
I 
methods described above are applied to decision outcomes ob- 
tained from two classifiers for the two set of features extracted from speech and 
lips(vision). The rules used here are Sum, Product, Max and Mil Fhe features ex- 
tracted for speech are LPC, while for lips these are eigenlips projection. A detailed 
description of these features is given in Chapter 6. These features are used as input 
ii'.,, /; i 'k 
to a DTW classifier described in Chapter 6. The same classifier is used for both 
*types of measurements. The classifier output 
is a distance score for each template. 
This distance distribution is then plotted as a histogram to model it as a probability 
distribution. As the distribution is not a Gaussian, we try to model it by a mixture 
of Gaussian components. Here we have a two class problem: client and impostor 
and two types of classifiers (voice and lips). An impostor distribution for each client 
is approximated by a mixture of Gaussian using the density estimation algorithm 
described in detail in (125]. An example of this distribution is shown in Fig. 7.1 (a) for 
a client with the speech features. Thus each client is modelled by parameters mean, 
standard deviation and weight of each mixture component{µ, a, weight}. After this, 
visual features (eigenlip projections) are used as input to the DTW classifier. For 
each client, again the output of the classifier is a distance score. This distance score 
is then modelled by a mixture of Gaussians [125] and the resulting distribution is 
shown in Fig. 7.1(b). 
This experiment is performed on M2VTS data-set(D1) with acoustic and visual 
features extracted for each client being the digit sequence 0-3 in French. Shots 1-3 
of each client are used in training the classifier, while shot 4 is used for testing the 
classifier. 
The combination rules described above are then applied to the decision outcomes of 
these two classifiers. The results are shown in Table-7.1. We observe that fusing the 
speech and lip information gives an improvement of error by 0.5%. This shows that 
combining different modalities is beneficial. This improvement is not spectacular 
for the obvious reason that lips did not provide a good verification performance( 
error rate is 19%, when used as an individual subsystem). This performance can be 
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No of Gaussian =2 
x 
Figure 7.1: Probability Density Estimation for (a) Speech (b) Lips 
Method FA error 
Speech 3.0% 
Lips 19% 
Sum 2.5% 
Product 2.5% 
Max 2.5% 
Min 2.5% 
Table 7.1: Fusion Results 
improved by improving lip-feature extraction. Table-7.1 also shows that different 
rules give the same performance and the reason is that in most of cases the decision 
outcome from the voice subsystem overrides the decision outcomes from the vision 
(lip) expert. 
7.4 Conclusion 
We presented here and developed different combination strategies for improving the 
speaker recognition performance. These combination strategies were inspired by the 
observation that different classifier design or different modalities offers complemen- 
No of Gw. siar =2 
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tary information about the pattern under classification. 
Sum, Product, Max and Min decision rules were applied to the decision outcomes 
obtained from the classifiers for speech and lips input feature vectors. The experi- 
ments were performed on the M2VTS data - set with the acoustic and visual features 
extracted for each client. The distance score for each client is modelled by a mixture 
of Gaussian distributions. 
The experimental results convey that all the combination strategies for fusing the 
different modalities improves the recognition performance. The error improvement 
is marginal. The obvious reason for this is that the visual input features did not 
give a very good recognition performance . The speech distance metric unilaterally 
dominated all the decision rules. 
This also suggests that either more refined visual(lip) features are needed or few 
more modalities like face, fingerprint etc. could be added for further improvement 
of the recognition performance before any combination strategies are applied. 
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Chapter 8 
Speaker-Based Segmentation 
8.1 Introduction 
In earlier chapters we discussed issues in speaker verification and developed a speaker 
verification system. Here, another application of this technology is considered. Re- 
cently, the amount of available video information has been dramatically increasing 
due to the development of multimedia applications. As a consequence, content based 
retrieval tools are urgently needed for fast and easy access to multimedia databases 
and also to movies and recorded video news[126]. Two of the indices that can be 
used for accessing multimedia material is audio content and speaker identity. Some 
researchers already developed techniques for indexing the database using the speech 
information[126] [127] [128]. 
For this content based indexing, first task is to perform segmentation according to 
semantic content followed by classification. This segmentation can be performed 
based on text, audio or video. Here, we are mainly concerned about audio segmen- 
tation. Few researchers had suggested techniques for speaker-based segmentation. 
Kimber[129] described an algorithm based on Hidden Markov Model(HMM) to seg- 
ment audio into segments corresponding to different speakers or acoustics classes(e. g. 
music). A HMM is created for each speaker or acoustic class. The experiment is 
performed on a video-taped panel discussion from Siggraph[130]. One minute talk 
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of each speaker was used to train the model and first 18 minutes of data is used as 
a test data. Zhang[131] proposed an audiovisual data segmentation, indexing, and 
retrieval based on audio content analysis. In his approach, the accompanying audio 
signal of audiovisual data is first segmented and then classified into basic types, i. e. 
speech, music, environmental sound, and silence. This coarse-level segmentation and 
indexing step is based on morphological and statistical analysis of several short-term 
features(energy, zero-crossing etc. ) of the audio signals. 
Sofia[132] proposed a content analysis method, which analyses both auditory and 
visual sources and also accounts for their inter-relations to extract high-level content 
information. Audio source parsing leads to extraction of a speaker identity mapping, 
while the video source parsing results in the extraction of a talking face shot mapping 
over time. Delacourt[133] proposed an audio data indexing based on second order 
statistics for speaker-based segmentation. This is done in two passes, in the first pass 
a distance-based segmentation is used to detect the speaker change points and in 
the second pass the Bayesian Information Criterion(BIC) is used to overcome over- 
segmentation of the process. Johnson[134] proposed speaker clustering schemes in 
order to improve the unsupervised adaptation for broadcast news transcription. 
Sugiyama[135] described speech segmentation and clustering algorithms based on 
speakers. He proposed two methods, one is the Output Probability Clustering al- 
gorithm, when speech segmentations are known and second HMM-based technique 
in case of unknown segmentation. Both cases are evaluated using simulated multi- 
speaker speech data. Siu[136] proposed a method for segmenting the speech wave- 
forms containing several speakers into specific individual or group of individuals. 
This method is applied to air-traffic-control applications for separating pilot and 
controller. Woodland[137] investigated the Maximum Likelihood Linear Regres- 
sion(MLLR) technique for speaker and environment adaptation and showed that 
the iterative use of MLLR is beneficial in situation of severe mismatch. Liu[138] 
reported the use of audio information in video for scene classification. They used a 
MLP(Multi-Layered Perceptron) with one-class-in-one-network(OCON) structure, 
where one subnet is designated for recognising one class only. Features extracted 
are silence ratio, volume mean, volume standard deviation, frequency centroid, fre- 
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quency bandwidth etc. Experiments were performed on 70 audio clips( each 1 second 
long) from news, football, weather report, advertisements, basketball and football. 
The present work addresses the problem of automatic segmentation of the audio 
track of digital multimedia material with application to multimedia content anno- 
tation, and retrieval by content. The audio track includes speech, music and speech 
of multiple speakers talking simultaneously. Our aim is to develop a method for 
unsupervised speaker-based segmentation taking very few samples for training. Ex- 
periments are performed using the proposed distance-based method with different 
set of input features. An attempt is also made to combine the audio based segmen- 
tation with video scene shot detection in order to improve segmentation accuracy. 
8.2 Proposed Method 
8.2.1 Audio Segmentation 
In the audio segmentation, the most difficult task is one of partitioning the acoustic 
data in a suitable representation space. A classical approach would be to compute 
the representation for the complete audio track and analyse it for clusters [139). 
The association of cluster labels with the individual acoustic data vectors would 
then automatically provide the required partitioning of the track. However, this 
approach has a number of drawbacks. First of all one normally needs to specify the 
appropriate number of clusters to look for. If the number is unknown, and is set 
unrealistically, it may lead to data over segmentation or under segmentation. Second, 
the processing of all the data from an audio track in one go is computationally very 
demanding. For these reasons, we have developed and investigated an alternative 
approach whereby the segmentation of the audio track is carried out "on-fly". 
We have adopted a standard representation for the acoustic signal in terms of mel- 
scale cepstral coefficients (mfcc) [47] [19]. We also performed some preliminary exper- 
iment using LPCC and mfcc. We found that mfcc performs better than LPCC. As 
multimedia material includes many speakers which initially have to be distinguished 
and later identified, these coefficients(features) provide a good choice as they are 
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known to give good performance for speaker identification[23]. In order to obtain 
mfcc coefficients, the magnitude spectrum from a 30ms short-time segment of speech 
is pre-emphasised and processed by a simulated mel-scale filter bank. The filter bank 
is simulated using 20 triangular band-pass filters(10 linear filters up to 1kHz and 10 
log filters) and then mfcc are calculated as 
20 
MFCC; _E Xkcos[i(k - 
2) 
20] 
i=1,2,3..., M, (8.1) 
k=1 
where M is the number of cepstral coefficients, and Xk, k=1,2,3..., 20, represents 
the log-energy output of the kth filter. This processing occurs every 10ms and 15 
mfcc coefficients were extracted in each frame. 
In our approach, the material to be archived is processed as it is being stored. It 
is assumed that any distinct content, on first appearance, will be at least of three 
second long. We used the sequence of acoustic vectors representing the audio track 
to build a model for the content. We have adopted the Gaussian model with a full 
covariance matrix. This model is then used to test the statistical hypothesis(using 
Mahalanobis distance measure) that the following unprocessed data samples are 
consistent with the model acquired. The length of the segment involved in statistical 
testing is 1 second long with sample taken at every 0.1 sec. To clarify this sentence, a 
1 second segment consists of 100 frames of acoustic vectors. The testing proceeds at 
every 0.1 sec( means 10 acoustic frames per second) and we called it as super-frame.. 
This sample segment is tested with the built-up model using the distance measure. 
If this distance measure is above a global threshold(heuristic), the existence of a new 
content is postulated and the construction of its model is initiated. 
Once several models are plausible, the Mahalanobis distance from the current sample 
to each model is computed and the closest model is identified. If the distance is below 
the global threshold, the acoustic vector is assigned to the model. If the sample is 
rejected by the closest model, the building of a new model is considered. 
Segmentation errors are represented in terms of false acceptance rate(FA) and false 
rejection rate(FR) for each class(model) and also global false rejection(GR) of a 
class. False acceptance rate is falsely accepting other speakers as a true speaker and 
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false rejection is rejecting true speaker. Global rejection is rejecting a true class in 
the complete audio track. These error rates are calculated as follows: 
FQ, 
fa 
(8.2) 
F1=Ný (8.3) 
A. i 
GR, = 
fT (8.4) 
where N. means number of incorrectly accepted super-frames for speaker i and fQ 
is number of super-frames excluding super-frames of speaker i. Ni is number of 
falsely rejected super-frames of speaker i and fri is number of true super-frames of 
speaker i. IT is the total number of super-frames of the audio track. 
8.3 Experiments and Results 
Experiments have been conducted on a TV-series recording of "Question-Time". 
This episode, which is of 60 minute duration, contains one chairman, four speakers, 
members from audience and music. The annotation of speakers is by their names : 
Chairman as DD, M. Howard as MH, David Yelland as DY, C. Short as CS, R. 
Branson as RB. The audio sound track consists of 16 bit linearly quantised speech 
signal sampled at 48kHz. For experimental evaluation, we used the 16kHz sampling 
rate. First, we performed an audio segmentation on the audio clip using very few 
samples for training and the process is 'on-fly'. As the results obtained by this are 
not adequate, we also investigated the possibility of correlating audio with video 
shot detection. Different types of experiments are conducted on a9 minute clip of 
this episode and they are described below. 
8.3.1 Audio Segmentation 
Here we performed experiment using global threshold for all classes and using 15 
mfcc coefficients as input features. We also investigated the effect of adding dynam- 
ics of mfcc coefficients by expanding the time function of each mfcc as an orthogonal 
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polynomial and extracting its coefficient. We used the first order orthogonal poly- 
nomial coefficients of mfcc(ortho-mfcc) which represents the slope of each mfcc and 
are more predominant for discriminating speakers. The description of this feature 
extraction is already given in Chapter 6. Our segmentation approach is then inves- 
tigated on three different sets of input feature vectors: 
A. First set(I) consists of 15 mfcc. The results of segmentation are shown in Fig. 8.1. 
The graph shows the number of super-frames of the audio track with speakers as 
acoustic classes. The ground truth and experimental results are shown overlaid. In 
the ground truth, there are 15 classes, which are 5 main speakers, 4 audiences, 1 
clap, 5 overlap classes. An overlap class is a segment in which multiple speakers 
are talking simultaneously. The process of segmentation creates 10 different classes 
and failed to identify 5 other classes. These classes are identified as 4 main speaker 
classes, 4 audiences, 1 clap, 2 overlap classes. The classes which are not classified 
by our approach are given higher labels in the graph to distinguish them from other 
classes. A detailed description of these classes is shown in Table 8.1. 
Table 8.1 gives true super-frames for each class, FA and FR for each class and global 
rejection for each class. The true segments which are rejected by our approach 
are overlap3, overlap4, overlap5 and RB. As the segmentation is non-supervised, 
multiple models are created for same speaker and these are shown in table 8.1 as 
DD1, DY1 etc. The total error of the clip is summation of global rejection of each 
classes. 
B As the results obtained in A are not adequate(high segmentation error), we per- 
formed the experiment using 15 first order orthogonal polynomial coefficients of each 
mfcc(second set(II)). The results of this experiment are shown in Fig. 8.2 and Table 
8.2. The presentation of results is same as explained in A. But with this set of 
input features, classes created are different than those in A. The classes created by 
this experiment are 4 main speakers(DD, DY, MH, RB), 5 audiences, 1 clap and 2 
overlap classes. The classes rejected are overlap3, overlap4, overlap5 and CS. 
C. Here experiment is performed by combining 15 mfcc and 15 ortho-mfcc, thus 
using 30 features(set III). The results are shown in Fig-8.3 and Table 8.3. The only 
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Figure 8.1: Using 6 sec. model with global threshold 
Models Frames of models %FA for model %FR for model Global %FR 
DD 1009 4.9 43.2 8.8 
clap 80 2.2 0 0 
Audl(male) 108 1.47 51.8 1.1 
DY 505 0.74 43.7 4.4 
MH 1204 2.8 75.9 18.5 
overlap l 51 6.6 23.5 0.2 
Aud2(female) 122 6.3 13.9 0.3 
overlap2 60 0.5 38.3 0.4 
Aud2(male) 190 5.3 62.6 2.4 
Aud3(male) 203 0.46 58.6 2.4 
CS 437 1.15 71.1 6.3 
DD1 223 0 0 0 
DY1 295 0 0 0 
MH 1 1172 0 0 0 
overlap3 20 0 100 0.4 
overlap4 59 0 100 1.1 
overlaps 167 0 100 3.4 
RB 588 0 100 11.9 
Total error 61.3% 
Table 8.1: Global threshold for 15 mfcc 
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Figure 8.2: Global threshold with ortho-mfcc 
Models Frames of models %FA for model %FR for model Global %Fß, 
DD 1009 1.9 59.06 12.1 
clap 70 0.18 17.1 0.24 
Audl(male) 108 0.51 55.5 1.2 
DY 505 0.61 45.9 4.7 
MH 1204 2.47 69.1 16.9 
RB 588 2.6 72.6 8.67 
overlap 1 51 2.6 23.5 0.24 
Aud2(female) 122 3.7 43.4 1.07 
overlap2 60 1.68 51.6 0.63 
Aud2(male) 190 0.084 74.7 2.88 
Aud3(male) 203 2.3 30.5 1.25 
DD1 761 0 0 0 
DY1 463 0 0 0 
MH1 593 0 0 0 
RBI 220 0 0 0 
Aud2(female)2 251 0 0 0 
overlap3 20 0 100 0.4 
overlap4 59 0 100 1.1 
overlap5 167 0 100 3.4 
CS 437 0 100 8.8 
Total error 63.8% 
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Table 8.2: Global threshold with ortho-mfcc 
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classes rejected are overlap classes(overlap3,4,5). 
8.3.2 Discussion 
In each of above experiments, graph shows the number of segments according to 
speakers as a acoustic class. The 9 minute is equivalent to 5400 super-frames. As the 
segmentation process is unsupervised, the total number of models created in each 
of the above sets are different and are shown in Tables-8.1,8.2 and 8.3. Tables show 
%FA, %FR and %GR for each class. The total %GR in case of A is 63.6 %, while 
in case of B, it is 63.8%. When we compare two tables 8.1 and 8.2 for the rejection 
of classes, we can see that RB is rejected in case of A, while CS is rejected in case 
of B. This shows that the error can be further reduced if we combined the features 
in A and B. The error obtained in case of C is 60.0 %. As can be seen the error 
is improved by 1.3% from case A and by 3.8% from case B. Segmentation results 
obtained in each case are bit noisy, even though the proposed approach is able to 
create new models for new speaker coming in. But it also creates multiple models 
for same speaker. The main reasons for high FR are : 
9 very few samples are used for training the classifier 
" an attempt is made for 'on-fly' segmentation(un-supervised learning) means 
acoustic classes are not known during segmentation. This leads to multiple 
models for same class 
" this panel discussion is in a completely unconstrained environment like varia- 
tion of distance of speaker from microphone, variability in speech e. g. loudness, 
aggressive etc. 
Since we received a significant false rejection rate in audio segmentation, hence our 
next set of experiment focused on correlating audio with video in order to improve 
this error. 
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Figure 8.3: Global threshold with mfcc and ortho-mfcc 
Models Frames of models %FA for model %FR for model Global %FR 
DD 1009 5.1 46.3 9.5 
clap 80 3.1 0 0 
Aud1(male) 108 1.2 54.6 1.2 
DY 505 0.83 42.3 4.3 
MH 1204 2.15 78.6 19.2 
overlap l 51 5.17 23.5 0.2 
RB 588 1.26 73.6 8.6 
Aud2(female) 122 6.2 13.9 0.3 
overlap2 60 0.45 38.3 0.4 
Aud2(male) 190 5.2 62.6 2.4 
Aud3(male) 203 0.27 58.6 2.4 
CS 437 1.15 75.2 6.6 
overlap3 20 0 100 0.4 
overlap4 59 0 100 1.1 
overlap5 167 0 100 3.4 
Total error 60.0% 
Table 8.3: Segmentation error for global threshold using 30 features III 
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8.3.3 Video Segmentation 
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The details of shot detection and its clustering is given below. This video shot 
detection is then used with audio segmentation to improve the segmentation error. 
(i). Video Segmentation and Clustering 
For the detection of the shot change boundaries in the sample video, histogram com- 
parison method[140] is used. In this implementation, a one dimensional histogram 
is created with the colour components arranged in bins following those of the grey 
level bins. To perform the histogram comparison, the sum of the differences between 
all of the bins in a frame and its successor is calculated. If the value is more than a 
certain threshold, then a shot change is deemed to have occurred. 
After the shot change detection is completed, shots clustering is performed. Initially, 
each shot is considered to be an individual cluster. Since the correct number of 
end clusters is not known, a hierarchical clustering method [141] is employed. The 
histograms for the first N frames of the shot is constructed and the mean value for 
each bin is calculated. A dissimilarity matrix of the clusters is constructed using the 
sum of the Euclidean distances for each bin. The clusters are then merged based on 
the minimum distance ("single-link") method. 
,. 
is 
14 
1t 
io 
Figure 8.4: The ground truth and experimental results of the clustering 
Figure 8.4 shows the ground truth for clusters in the video sequence and the ex- 
perimental results of the clustering algorithm. Figs. 8.5 and 8.6 give examples of 
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Label Model 
DD David Dimbleby 
MH Micheal Howard 
CS Claire Short 
RB Richard Branson 
DY Dave Yelland 
AUD Audience Shot 
WS Wide Angle Shot 
Table 8.4: Abbrevs. for the cluster models in Fig. 8.4 
members within a cluster. For Fig. 8.5, the frames are at 760 , 1730 and 2617 re- 
spectively on the graph in Fig. 8.4. For Fig. 8.6, the frames are at 607 , 4082 and 
4554 respectively. 
(ii) Video Assisted Audio Annotation The experimental results showed us that 
by basing the segmentation process on audio content only we were unlikely to achieve 
satisfactory performance. We have therefore considered the possibility of applying 
contextual post-processing of the audio segmentation result by correlating it with 
the video shot segmentation and clustering as explained above. The audio and 
video are synchronised from the beginning of audio track. This video clustering has 
created an association of video segments with individual speaker generic identities. 
The labels used for audio and video are the same for the principle speaker classes. 
The video track labelling was then used according to following strategy to relabel 
the speech signal super-frames: 
Whenever the audio and video labels are the same, video labelling is used to relabel 
audio till the video label changes, otherwise the audio labelling is adopted. 
As an explanation of this, we show in Fig. 8.7 the traces for both the audio and video 
segmentation on the same graph. The third trace on the graph is the ground truth 
for the audio segmentation. The video shows a shot of CS from 4100 frame to 4450 
frame and again at 4500 frame to 4555 frame whereas the audio segmentation is 
oscillating. So, applying the above audio post-processing strategy produces a single 
model for CS. 
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Figure 8.5: Members of the Michael Howard (MH) cluster 
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Figure 8.6: Members of the Claire Short (CS) cluster 
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Figure 8.7: Audio and Video overlaid. 
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Set of features Global %FR using audio %FR audio-video based 
I 61.3°,, 59.2 
11 63.8 -- 63.8 
III x .` 60.0 3 ý' '' 
' 40.6 
Table 8.5: Correlation of audio and video 
r 
The experimental results in each of three different sets of input features as mentioned 
in previous section, are shown in Table-8.5. There is an improvement in case of set I 
and III, while the error remains same in II case. This correlation of audio and video 
y *H wP M 
gives significant improvement in the overall segmentation error by 20% for III case 
as shown in Table-8.5. Most of the time audio and video agrees. But in some cases 
when camera is focusing on a speaker and other speaker starts speaking, while the 
camera is still on the previous speaker, the strategy of imposing video labelling may 
lead to errors. 
8.4 Conclusions 
We have addressed the problem of speaker-based segmentation of the audio track 
of digital multimedia material with application to multimedia content annotation, 
and retrieval by content. Our approach differs from other efforts in the sense that 
we have made the segmentation process fully automatic. In order to reflect realistic 
dynamics of speaker interaction, the segmentation process developed is based on an 
audio record of 1 sec duration. The consequence of a fully non-supervised model 
building, is that the audio track is over-segmented, and too many models are created 
i. e. the number of models is inconsistent with the true number of semantic categories 
of sounds in the audio track. i'If 
We investigated the use of different input features combinations such as 15 mfcc, 15 
orthogonal polynomial coefficients of mfcc. The results shows a better performance 
in case of combinations of 15 mfcc and 15 orthogonal mfcc. We are able to get 
40% accuracy in this case. As the results obtained by this are not adequate, we 
have investigated the possibility of correlating video with audio and it gives an error 
improvement of 20%(60% accuracy). This shows that video provides a complimen- 
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tary information about the audio track. Thus by combining different clues(different 
modalities) segmentation error can be improved. 
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Chapter 9 
Conclusion and Future Work 
9.1 Summary 
During past years, research has been done on various types of recognisers used for 
speaker verification. These recognisers are mainly based on DTW, HMM, Neural 
network and GMM. Similarly lots of research has been done on the extraction of 
discriminatory features for speaker verification. Little research work in the past 
focused on the selection of features from input set of features. This feature selection 
plays an important role in two ways (i) reduces dimensionality of features to the 
input of a recogniser (ii) reduces the complexity of the system. 
Hence our objective was to study feature selection approaches in speaker verifi- 
cation. For this, a dynamic time warping based speaker verification system was 
implemented. In this system, feature selection approach based on plus 1 take away 
r was introduced and its merits and shortcomings were discussed. This approach 
was applied to speaker-dependent as well as speaker-independent set of input fea- 
tures. The experiments were performed on French (33 speakers) and Spanish (40 
speakers) databases. The results showed that the introduction of feature selection 
never degraded the performance, but often improved the error just by using only a 
subset of input features. This feature selection approach was then compared with 
other feature selection techniques. The comparison showed that 'plus-1 take away 
r' performs better than other approaches. An effect of warping during and before 
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feature selection process was also studied. It showed that warping during feature 
selection was more beneficial than before the feature selection. 
A multi-modal speaker verification system was also presented in order to improve 
the performance of speaker verification. For this a voice based speaker verification 
was combined with visual (lip-based) features. Hence a plus-1 take away r feature se- 
lection was also applied to features based on eigenlips. Experimental results showed 
that here the feature selection process did not improve the performance due to noisy 
lip features. We also highlighted the reasons for this by illustrating how lip-tracker 
fails in some cases, which then leads to the extraction of noisy lip features. 
As we were unable to identify a more effective subset of lip features, we used the 
complete set of voice-based and lip-based features in the multi-modal system. Dif- 
ferent combination rules were used for decision fusion of the voice and lip-based 
features. The combination rules used are Sum, Product, Min, and Max. The ex- 
perimental results showed that all the combination strategies for fusing different 
modalities improved the recognition performance. 
An application of speaker verification technique to the problem of segmentation of 
an audio track of multimedia material into semantic segments was proposed and 
implemented. The proposed segmentation process is fully automatic which means 
that the acoustic classes are not known a priori. The consequence of a fully non- 
supervised model building is that the audio track is over-segmented, and too many 
models are created i. e. the number of models is inconsistent with the true number 
of semantic categories of sounds in the audio track. 
In order to further reduce the segmentation error, we investigated the use of different 
set of input features such as 15 mfcc, 15 orthogonal polynomial coefficients of mfcc 
for audio segmentation. The results showed the best performance for the case of 
combinations of 15 mfcc and 15 orthogonal mfcc. As the results obtained by this 
were not adequate, we investigated the possibility of correlating the video with audio 
using the following basic rule. Whenever the audio and video labels are the same, 
video labelling is used to relabel audio till the video label changes, otherwise the audio 
labelling is adopted. It resulted in an improvement of 20% in audio segmentation. 
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9.2 Future Work 
The work presented in this thesis can be further extended in following directions: 
Feature Selection: 
At present feature selection is used in a text-dependent based DTW recogniser. This 
can be applied to other types of recognisers based on HMM and Neural network and 
their performance can be compared. A better feature selection strategy based on 
branch and bound algorithm can be used. The database used in our experiment 
is small and limited. This affects the performance of our system as clients and 
impostors are drawn from the same population. These shortcomings can be improved 
by performing experiments on a larger database. The system can be tested for 
different sets of input acoustic and visual features. 
Speaker Verification: 
We have used a text-dependent case of speaker verification. This work can be ex- 
tended to incorporate text-independent case. The DTW recogniser is not suitable 
for text-independent case, hence either a HMM or NN could be considered as recog- 
nisers. 
Multi-modal: 
The present lip-tracker can be improved for better visual feature extraction and 
effect of feature selection can be studied. Fusion strategies can then be used on 
these selected features from voice and lip to improve the verification performance. 
Here, it has been shown that performance of the system improves with multi-modal 
model. Thus this work can be further extended by combining other modalities like 
face, and finger prints. 
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