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Flachheit und Steuerbarkeit einer Klasse
von Netzwerken o¨rtlich verteilter Systeme
Flatness and controllability of a class of networks of distributed parameter systems
Frank Woittennek und Hugues Mounier
Es werden lineare verteiltparametrische Modelle betrachtet, die sich durch die
Zusammenschaltung einzelner Randwertaufgaben ergeben, in denen die partiellen
Differentialgleichungen von zweiter Ordnung sind. Im Laplace-Bildbereich ko¨nnen diese
Modelle durch lineare Gleichungssysteme beschrieben werden, deren Koeffizienten einem
speziellen Ring u¨berall holomorpher Funktionen entstammen. Mit einem von den
Autoren entwickelten Divisionsalgorithmus kann gezeigt werden, dass sich in den
betrachteten Ringen stets Be´zout-Identita¨ten finden lassen. Diese Eigenschaft wird
genutzt, um algebraische und trajektorienbasierte Steuerbarkeitsergebnisse abzuleiten.
The controllability of systems that are initially given by boundary coupled p.d.e. of
second order is discussed. In the Laplace domain these systems may be described by
linear equations over particular rings of entire functions. By means of a division
algorithm it is shown that those rings are Be´zout domains. This property is utilised in
order to derive algebraic and trajectory related controllability results.
Schlagwo¨rter: Flachheit, verhaltensorientierte Steuerbarkeit, partielle
Differentialgleichung, Randwertaufgabe, trigonometrischer Ring.
Keywords: flatness, behavioral controllability, partial differential equation, boundary
value problem, trigonometric ring.
1 Einleitung
Die flachheitsbasierten Methoden fu¨r verteiltparametri-
sche Systeme werden seit den 1990iger Jahren entwickelt
[18–20], ihr Nutzen wurde seitdem in vielen Beitra¨gen
gezeigt1.
Die Vorteile dieser Techniken kommen fu¨r verteiltpa-
rametrische Systems meist bei der Lo¨sung des Teilpro-
blems des Steuerungsentwurfs zum Tragen. Insbesonde-
re ko¨nnen mit einfachen Mitteln Steuerungen zum Ar-
beitspunktwechsel realisiert werden. Vor allem im linea-
ren Fall werden dazu ha¨ufig Rechengro¨ßen eingefu¨hrt,
mit denen zwar die Steuerungsaufgabe gelo¨st werden
kann, denen aber erst mit algebraischen Kunstgriffen,
wie dem Konzept der π-Freiheit (vgl. [7, 24]), eine Be-
1 Stellvertretend fu¨r viele andere Arbeiten seien hier die in
dieser Zeitschrift erschienen die Beitra¨ge [12, 17, 23, 26, 27,
30]) sowie die umfassenderen Darstellungen [16, 24, 25, 31]
genannt. Weitere Referenzen findet man in den genannten
Arbeiten.
deutung innerhalb des Systems verliehen wird2. Damit
einher geht der Verzicht auf eine detaillierte Steuerbar-
keitsanalyse – diese ist auch gar nicht Ziel des Ansat-
zes, sollen doch nur bestimmte, die Steuerungsaufgabe
lo¨sende, Trajektorien parametriert werden. Eine etwas
detailliertere Diskussion hinsichtlich der Mo¨glichkeit von
Wechseln zwischen beliebigen Arbeitspunkten kann man
beispielsweise in [31] finden.
Im Gegensatz zu den bisherigen Arbeiten diskutiert der
vorliegende Beitrag die Parametrierbarkeit beliebiger
Trajektorien und die Trajektoriensteuerbarkeit. Der da-
bei verwendete Steuerbarkeitsbegriff unterscheidet sich
allerdings vom in der Regelungstheorie u¨blichen Kon-
zept der Zustandssteuerbarkeit: Statt diesem wird das
aus der verhaltensbasierten Theorie dynamischer Sy-
2 Derartige Mo¨glichkeiten bieten sich allerdings vor allem
im linearen Fall. Im nichtlinearen Fall wurden bisher fast
ausschließlich Probleme untersucht, in denen der
”
flache Aus-
gang“ eine physikalische Bedeutung besitzt, meist handelt es
sich dabei um bestimmte Randwerte der verteilten Gro¨ßen.
10
at – Automatisierungstechnik 68 (2020) 0 c© Oldenbourg Verlag 1
steme stammende Steuerbarkeitskonzept zugrunde ge-
legt [21]. Die dabei von den Autoren erzielten Ergebnisse
betreffen eine bedeutend kleinere Modellklasse3, als die
Ergebnisse zum Steuerungsentwurf zwischen Ruhelagen:
Es werden nur solche Randwertaufgaben untersucht, die
sich aus Netzwerken von linearen, o¨rtlich eindimensio-
nalen parabolischen und hyperbolischen partiellen Dif-
ferentialgleichungen (pDgln.) zweiter Ordnung mit kon-
stanten Koeffizienten ergeben. Die Kanten solcher Netz-
werke werden dabei durch die pDgln. beschrieben, die
in den Knoten u¨ber ihre Randbedingungen verkoppelt
sind. Trotz der beno¨tigten Einschra¨nkungen finden sich
eine Reihe praktisch relavanter Systeme, die durch der-
artige Modelle beschrieben werden ko¨nnen.
Diffusionsprozesse in Rohrreaktoren oder Wa¨rmelei-
tungspha¨nomene ko¨nnen durch parabolische Gleichun-
gen modelliert werden. Hyperbolische pDgln. beschrei-
ben Wellenausbreitungsvorga¨nge und ko¨nnen beispiels-
weise zur Modellierung elastischer Saiten und Sta¨be
oder elektrischer U¨bertragungsleitungen verwendet wer-
den [3,4]. Ha¨ufig ist dabei nicht nur eine einzelne Rand-
wertaufgabe von Interesse, sondern Strukturen, in de-
nen viele derartige verteiltparametrische Systeme zu-
sammengeschaltet sind. Beispiele dafu¨r sind elektrische
U¨bertragungsnetzwerke oder Netzwerke elastischer Sai-
ten. Auch Anordnungen, mit innerem Stelleingriff, wie
beispielsweise Mehrzoneno¨fen in der Stahl- oder Glas-
Industrie ko¨nnen mit Hilfe von sequentiell verkoppelten
Randwertaufgaben modelliert werden.
Zur Analyse der Steuerbarkeit der betrachteten Sy-
steme werden die algebraischen Eigenschaften speziel-
ler Ringe holomorpher Funktionen untersucht, die sich
in natu¨rlicher Weise ergeben, wenn man die den be-
trachteten pDgln. im Laplace-Bildbereich zugeordneten
gewo¨hnlichen Dgln. lo¨st. Unter Verwendung der Rand-
bedingungen erha¨lt man aus den verkoppelten Rand-
wertaufgaben lineare Gleichungssysteme mit Koeffizien-
ten aus diesen Ringen.
Viele der in diesem Beitrag dargestellten Zusam-
menha¨nge ergeben sich direkt aus allgemeineren Sa¨tzen
der Analysis oder der Algebra, die man in einschla¨gigen
Lehrbu¨chern findet. Einerseits um dem Beitrag einen ei-
gensta¨ndigen Charakter zu geben, andererseits um dem
Leser die Einarbeitung in die ha¨ufig abstrakten Begriffs-
welten dieser Literatur zu ersparen, werden diese Spezi-
alfa¨lle dennoch diskutiert4.
Die Arbeit ist wie folgt gegliedert: Im folgenden Ab-
3 Diese Einschra¨nkung betrifft natu¨rlich nicht den verwen-
deten Rahmen, sondern lediglich die bisher in diesem Rah-
men erhaltenen Ergebnisse.
4 Insbesondere wird versucht, auf die Theorie der Distribu-
tionen weitgehend zu verzichten. Das gleiche gilt fu¨r den in
der algebraischen Systemtheorie ha¨ufig verwendeten modul-
theoretischen Rahmen. Hinsichtlich der komplexen Analysis
und der Laplacetransformation wird insbesondere auf Sa¨tze
vom Paley-Wiener-Schwartz Typ verzichtet. Fu¨r eine ma-
thematisch abstrakte Darstellung der Ergebnisse sei auf [32]
verwiesen.
schnitt wird die betrachtete Problemstellung und der
verwendete Lo¨sungansatz anhand zweier einfacher Bei-
spiele zu schwingenden Saiten illustriert. In Abschnitt 3
wird die im Beitrag untersuchte Modellklasse von ver-
koppelten Randwertaufgaben allgemein eingefu¨hrt. An-
schließend wird in Abschnitt 4 dargestellt, wie man
von diesen Randwertproblemen zu linearen Faltungs-
gleichungen gelangt. Die algebraischen Eigenschaften so-
wie die Parametrierbarkeit und Steuerbarkeit sind The-
ma des Abschnitts 5.
2 Die schwingende Saite
2.1 U¨ber den Rand gesteuerte Saite
w
x
u
w(x, t)
0 ℓ
Bild 1: Schwingende Saite.
Die Bewegung einer gespannten Saite der La¨nge ℓ, wie
sie in Bild 1 schematisch dargestellt ist, wird fu¨r x ∈
[0, ℓ], t ∈ R durch die eindimensionale Wellengleichung
σ∂2xw(x, t)− ρ∂2tw(x, t) = 0 (1a)
modelliert, wobei w(x, t) die Auslenkung der Saite an
der Stelle x zum Zeitpunkt t bezeichnet und σ und ρ
konstante Parameter sind. Die Saite ist bei x = 0 fixiert,
bei x = ℓ kann eine Kraft u(t) eingepra¨gt werden, die als
Stellgro¨ße dient5. Dies liefert die Randbedingungen
w(0, t) = 0, σ∂xw(ℓ, t) = u(t). (1b)
Nachfolgend werden beliebige fu¨r alle t ∈ R definierte
Lo¨sungen (w, u) der Gleichungen (1) betrachtet6, in de-
nen w zweimal stetig differenzierbar ist7.
Fu¨r die Randwertaufgabe (1) werden nun zuna¨chst
Gro¨ßen gesucht, fu¨r die einerseits Trajektorien frei
5 Es muss natu¨rlich sichergestellt werden, dass auch das
freie Ende der Saite lediglich in vertikaler Richtung bewegt
werden kann, beispielsweise durch eine Fu¨hrung. Wie diese
realisiert wird und welche Rolle weitere Effekte spielen, wie
beispielsweise Reibung, wird hier nicht diskutiert.
6 Die Randwertaufgabe (1) ist natu¨rlich nicht wohlgestellt
im Sinne von Hadamard. Dazu bedarf es zusa¨tzlich noch ei-
nes im voraus fixierten Stellgro¨ßenverlaufs t 7→ u(t) und der
Anfangsbedingungen fu¨r w und ∂tw. In dieser Arbeit wird je-
doch die Gesamtheit aller Lo¨sungen der Gleichungen (1) be-
trachtet, wobei den Stellgro¨ßen zuna¨chst keine herausragen-
de Bedeutung zugemessen wird. Die Forderung nach Wohl-
gestelltheit und insbesondere nach Eindeutigkeit der Lo¨sung
wird hier nicht beno¨tigt.
7 Allgemeiner ko¨nnen natu¨rlich auch schwache Lo¨sungen
oder sogar Distributionenlo¨sungen betrachtet werden.
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vorgegeben werden ko¨nnen und die andererseits
eine vollsta¨ndige Parametrierung aller Lo¨sungen
ermo¨glichen, a¨hnlich wie dies im endlichdimensiona-
len Fall mit Hilfe des flachen Ausgangs mo¨glich ist.
Es wird sich als gu¨nstig erweisen, zuna¨chst jene zur
pDgl. (1a) geho¨rende Randwertaufgabe zu betrachten,
bei der sa¨mtliche Randbedingungen bei x = 0 gestellt
werden8, also eine
”
Anfangswertaufgabe“ bezu¨glich des
Ortes mit zuna¨chst noch freien Funktionen c1, c2:
w(0, t) = c1(t), ∂xw(0, t) = c2(t). (2)
Diese Cauchysche Randwertaufgabe ist besonders ein-
fach und anschaulich mit Hilfe der (partiellen) Laplace-
transformation bezu¨glich der Zeit zu lo¨sen. Dabei wer-
den zuna¨chst nur solche Lo¨sungen betrachtet, die nicht
sta¨rker als exponentiell wachsen und die fu¨r t ≤ 0 iden-
tisch verschwinden9.
Bezeichnet man mit10 ŵ(x), ĉ1 und ĉ2 die Laplacetrans-
formierten von w(x), c1 und c2, so gilt
ŵ(x) = Ĉ(x)ĉ1 + Ŝ(x)ĉ2
∂xŵ(x) = λ
2s2Ŝ(x)ĉ1 + Ĉ(x)ĉ2,
wobei λ =
√
ρ/σ, Ĉ und Ŝ durch
Ĉ(x, s) =
exλs + e−xλs
2
= cosh(xλs),
Ŝ(x, s) =
exλs − e−xλs
2λs
=
sinh(xλs)
λs
(4)
definiert sind und, in leicht unsauberer Notation, die
komplexe Vera¨nderliche s mit der Laplacetransformier-
ten s 7→ s des Ableitungoperators ∂t identifiziert wird.
Die erste Randbedingung in (1b) liefert ĉ1 = 0. Mit der
zweiten Randbedingung ergibt sich anschließend
û = σĈ(ℓ)ĉ2, ŵ(x) = Ŝ(x)ĉ2. (5)
Um eine Interpretation im Zeitbereich zu erhalten, ver-
wendet man die in (4) angegebenen Zerlegung in Ex-
ponentialfunktionen sowie die wohlbekannte Tatsache,
8 Diese Randbedingungen haben natu¨rlich wenig mit der
sich tatsa¨chlich stellenden physikalischen Problemstellung
(1) zu tun. Die Lo¨sung der Randwertaufgabe (1a) mit Rand-
bedingungen (2) ist vielmehr als Lo¨sungsansatz fu¨r das ur-
spru¨ngliche Problem (1) aufzufassen.
9 Die Mo¨glichkeit, mit der Laplacetransformation auch An-
fangsbedingungen zu beru¨cksichtigen, bringt hier offensicht-
lich keinerlei Vorteil. Stattdessen kann die Annahme ho-
mogener Anfangsbedingungen fallengelassen werden, wenn
statt der Laplace-Transformation die auf ganz R definierte,
eng mit der Fourier-Transformation verwandte zweiseitige
Laplace-Transformation verwendet wird.
10 In dieser Arbeit wird fu¨r Funktionen (x1, x2) 7→ f(x1, x2)
zweier Argumente die Notation f(·, x2) verwendet, wenn
f , fu¨r festes x2, als Funktion des ersten Arguments auf-
gefasst werden soll, d.h. f(·, x2) = g mit g(x1) = f(x1, x2).
Statt f(x1, ·) wird auch kurz f(x1) geschrieben. Arithmeti-
sche Ausdru¨cke, in denen Funktionen auftreten, sind stets
bezu¨glich der punktweisen Operationen aufzufassen.
dass 1/s dem Integrations- und e±λs einem Verschie-
beoperator entspricht. Auf diese Weise ergibt sich im
Zeitbereich der Zusammenhang11
u(t) =
σ
2
(c2(t− λℓ) + c2(t+ λℓ)) (6a)
w(x, t) =
1
2λ
∫ λx
−λx
c2(t− τ)dτ. (6b)
Man u¨berpru¨ft ohne Schwierigkeiten, dass die Lo¨sung
auch fu¨r Funktionen gilt, die weder exponentiell be-
schra¨nkt sind, noch fu¨r t < 0 identisch verschwinden.
Dass man nun in der Tat alle Lo¨sungen (w, u) ∈
C2([0, ℓ]×R)×C1(R) von (1) parametrieren kann, folgt
aus der Tatsache, dass die Restriktion einer Lo¨sung
(x, t) 7→ w(x, t) auf den Randwert c2 = ∂xw(0) fu¨r be-
liebige Lo¨sungen existiert und die Restriktionsabbildung
außerdem bijektiv ist. In Anlehnung an die Theorie der
endlichdimensionalen linearen und nichtlinearen Syste-
me wird die Variable c2 deshalb als flacher Ausgang be-
zeichnet.
Die hergeleitete Parametrierung kann genutzt werden,
um die Steuerbarkeit des betrachteten Systems im ver-
haltensorientierten Sinne gema¨ß [21] zu zeigen12. Da-
zu betrachtet man zwei beliebige Lo¨sungen (w′, u′) und
v = (w′′, u′′) der gegebenen Randwertaufgabe. In der
verhaltensbasierten Theorie wird das betrachtete Mo-
dell steuerbar genannt, wenn es mo¨glich ist, in endlicher
Zeit zwischen diesen Lo¨sungen zu wechseln, wenn also
eine dritte Lo¨sung (w, u) derart existiert, dass fu¨r geeig-
netes t∗ > 0 gilt
(w(x, t), u(t)) =
{
(w′(x, t), u′(t)), t < 0
(w′′(x, t), u′′(t)), t > t∗.
Zum Nachweis der Steuerbarkeit in diesem Sinne kann
die Flachheit direkt herangezogen werden: Man wa¨hle
fu¨r den flachen Ausgang die Funktion
t 7→ c2(t) = (1− ϕ(t))c′2(t) + ϕ(t)c′′2(t)
worin die differenzierbare Funktion
t 7→ ϕ(t) =

0, t < λℓ
3
(
t−λℓ
∆t
)2−2 ( t−λℓ∆t )3 , t ∈ [λℓ, λℓ+∆t]
1, t > λℓ+∆t
einen U¨bergang von 0 nach 1 realisiert. Anhand der
Gleichung (6a) wird deutlich, dass in die Berech-
nung der Funktionswerte der Stellgro¨ße u auf dem In-
tervall (−∞, 0) gerade alle Funktionswerte c2(t), t ∈
11 Der Zusammenhang fu¨r w ergibt sich dabei aus
w(x, t)=
1
2λ
„Z
∞
0
c2(t− τ + λx)dτ −
Z
∞
0
c2(t− τ − λx)dτ
«
durch die Substitutionen τ¯ = τ−λx im ersten und τ¯ = τ+λx
im zweiten Integral und anschließendes Zusammenfassen der
Summanden.
12 Fu¨r das hier betrachtete sehr einfache Beispiel kann
die berechnete Parametrierung relativ problemlos auch zum
Nachweis der Zustandssteuerbarkeit genutzt werden.
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(−∞, λℓ) eingehen. Entsprechend werden zur Berech-
nung von w(x) gema¨ß (6b) auf t ∈ (−∞, 0) die Werte
von c2 auf (−∞, λx) beno¨tigt. Da c2 auf (−∞, λℓ) aber
mit c′2 u¨bereinstimmt, folgen w(x, t) = w
′(x, t) sowie
u(t) = u′(t) fu¨r t < 0. Ganz analog kann (w(x, t), u(t)) =
(w′′(x, t), u′′(t)) fu¨r t > 2λℓ+∆t gefolgert werden.
2.2 Zwei Saiten mit gemeinsamen Stelleingriff
u
w
w1(x1, t)
m2
m1
0 ℓ x
w2(x2, t)
Bild 2: Zwei simultan angesteuerte Saiten
Das im vorangegangenen Abschnitt beschriebene Vor-
gehen wird nun auf ein einfaches Netzwerk aus zwei
verkoppelten elastischen Saiten u¨bertragen, wie sie in
Bild 2 schematisch dargestellt sind. Die Auslenkungen
der Saiten an der Stelle x zum Zeitpunkt t werden mit
w1(x, t) bzw. w2(x, t) bezeichnet. Diese Gro¨ßen genu¨gen
fu¨r x ∈ [0, ℓ], t ∈ R jeweils der Wellengleichung:
σ∂2xwi(x, t)− ρ∂2twi(x, t) = 0, i = 1, 2. (7)
Die Randbedingungen bei x = 0 ergeben sich aus den
Impulsbilanzen fu¨r die dort an den Saiten befestigten
Punktmassen m1 und m2:
mi∂
2
twi(0, t) = σ∂xwi(0, t), i = 1, 2. (8a)
Bei x = ℓ wirkt eine Stellkraft u(t) auf die an diesem
Rand fest miteinander verbundenen Saiten:
w1(ℓ, t)− w2(ℓ, t) = 0
σ(∂xw1(ℓ, t) + ∂xw2(ℓ, t)) = u(t).
(8b)
Wie in Abschnitt 2.1 werden zuna¨chst die bezu¨glich des
Ortes gestellten Anfangswertaufgaben zu den pDgln.
(7) mit Hilfe der Laplacetransformation untersucht.
Beru¨cksichtigt man anschließend die Randbedingungen
bei x = 0, so folgt fu¨r i = 1, 2 mit den in (4) eingefu¨hrten
hyperbolischen Funktionen
σŵi(x) = (σĈ(x) +mis
2Ŝ(x))ŵi(0)
σ∂xŵi(x) = (ρs
2Ŝ(x) +mis
2Ĉ(x))ŵi(0).
Die Randbedingungen bei x = ℓ liefern dann
û = (ρs2Ŝ(ℓ) +m1s
2Ĉ(ℓ))ŵ1(0)+
(ρs2Ŝ(ℓ) +m2s
2Ĉ(ℓ))ŵ2(0) (9a)
und
(σĈ(ℓ) +m1s
2Ŝ(ℓ))ŵ1(0) =
(σĈ(ℓ) +m2s
2Ŝ(ℓ))ŵ2(0). (9b)
Der flache Ausgang ŷ wird nun derart eingefu¨hrt, dass
(9b) erfu¨llt wird:
ŵ1(0) = (σĈ(ℓ) +m2s
2Ŝ(ℓ))ŷ, (10a)
ŵ2(0) = (σĈ(ℓ) +m1s
2Ŝ(ℓ))ŷ. (10b)
Im weiteren wird dargestellt, dass ŷ als C[s, Ĉ(ℓ), Ŝ(ℓ)]-
Linearkombination von ŵ1(ℓ) und ŵ2(ℓ) dargestellt wer-
den kann, sich im Zeitbereich also aus zeitlich verschobe-
nen Werten und Ableitungen der letzgenannten Gro¨ßen
berechnen la¨sst. Dazu wird das wohlbekannte Additi-
onstheorem cosh(z)2 − sinh(z)2 = 1 fu¨r die Funktionen
Ĉ und Ŝ ausgewertet: Ĉ(ℓ)2 − s2λ2Ŝ(ℓ)2 = 1. Mit Hil-
fe dieser Beziehung kann gezeigt werden, dass fu¨r die
Koeffizienten von (9b) die Be´zout-Gleichung
(σĈ(ℓ) +m2s
2Ŝ(ℓ))
m1Ĉ(ℓ) + ρŜ(ℓ)
σ(m1 −m2) −
(σĈ(ℓ) +m1s
2Ŝ(ℓ))
m2Ĉ(ℓ) + ρŜ(ℓ)
σ(m1 −m2) = 1 (11)
gilt. Multipliziert man diese Gleichung mit ŷ und nutzt
anschließend die Beziehungen (10) so folgt
ŷ(s) =
(m1Ĉ(ℓ, s) + ρŜ(ℓ, s))ŵ1(0, s)
σ(m1 −m2) −
(m2Ĉ(ℓ, s) + ρŜ(ℓ, s))ŵ2(0, s)
σ(m1 −m2) . (12)
Die zugeho¨rigen Zusammenha¨nge im Zeitbereich erge-
ben sich analog zum Abschnitt 2.1 aus der Darstellung
(4) und werden hier aus Platzgru¨nden nicht angegeben.
Offensichtlich ergibt sich dabei fu¨r y eine Darstellung,
in der auch zeitverschobene Werte der Randgro¨ßen auf-
treten. Die Argumentation zu Parametrierbarkeit und
verhaltensorientierter Steuerbarkeit entspricht dabei im
wesentlichen jener aus Abschnitt 2.1.
Wie im vorangegangenen Abschnitt auch hier eine al-
ternative Darstellung von y ohne Zeitverschiebungen ge-
funden werden:
y(t) =
M1w¯1(t)−M2w¯2(t)
M1 −M2 ,
wobei Mi = ρℓ + mi, i = 1, 2 die Gesamtmasse der je-
weiligen Saite mit Last bezeichnet und durch
w¯i(t) =
ρ
∫ ℓ
0
wi(x, t)dx+miwi(0, t)
Mi
, i = 1, 2
die zugeho¨rigen Massenmittelpunkte gegeben sind.
3 Betrachtete Modellklasse
Die nachfolgend untersuchten Modelle beschreiben das
Verhalten der verteilten (d.h. orts- und zeitabha¨ngigen)
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Variablen, die zu den zweielementigen Vektoren13
w1, . . . ,wl zusammengefasst werden, und der lediglich
von der Zeit abha¨ngenden konzentrierten Variablen in
u = (u1, . . . , um)
T . Dabei ko¨nnen einige (oder alle) der
konzentrierten Variablen Stellgro¨ßen sein. Eine explizi-
te Unterscheidung zwischen Stellgro¨ßen und sonstigen
Gro¨ßen ist allerdings, wie auch in der flachheitsbasier-
ten Theorie endlichdimensionaler nichtlinearer Systeme,
nicht no¨tig.
Das Verhalten eines jeden der verteilten System-
gro¨ßenvektoren wird auf dem Intervall Ωi = [xi,0, xi,1]
(i = 1, . . . , l) durch eine inhomogene pDgl. der Form
∂xwi(x, t) = Aiwi(x, t) +Biu(t) (13a)
mit Bi ∈ (R[∂t])2×m, Ai ∈ (R[∂t])2×2 beschrieben. Da-
bei wird angenommen, dass die charakteristischen Poly-
nome der Matrizen A1, . . . , Al identisch sind:
det(λI −Ai) = λ2 − σ, (13b)
wobei σ = a∂2t + b∂ts + c 6= 0, die Parameter a, b, c
reell sind und außerdem a > 0 vorausgesetzt wird14.
Schließlich wird gefordert, dass die La¨ngen der Inter-
valle Ω1, . . . ,Ωl rational abha¨ngig sind
15:
ℓi := xi,1 − xi,0 = µiℓ, µi ∈ N. (13c)
Der Netzwerkcharakter der untersuchten Modelle ergibt
sich aus der Verkopplung der Systemgro¨ßen u¨ber die
Randbedingungen
l∑
i=0
Liwi(xi,0, t) +Riwi(xi,1, t) +Du(t) = 0, (13d)
mit den Polynommatrizen D ∈ (R[∂t])q×m und Li, Ri ∈
(R[∂t])
q×2. Nachfolgend wird, ohne weitere Be-
schra¨nkung der Allgemeinheit xi,0 = 0 angenommen
16.
13 Sind die Modelle, wie in den Einfu¨hrungsbeispielen, durch
partielle Differentialgleichungen zweiter Ordnung fu¨r die ska-
laren Gro¨ßen w1, . . . , wl beschrieben, so setze man wi =
(wi, ∂xwi)
T , i = 1, . . . , ℓ.
14 Dies entspricht der Forderung, dass die betrachteten Dif-
ferentialgleichungen entweder hyperbolisch oder parabolisch
sind und symmetrische Charakteristiken besitzen.
15 Der Grund fu¨r die an dieser Stelle recht willku¨rlich er-
scheinenden Einschra¨nkungen (13b) und (13c) der Modell-
klasse wird erst in Abschnitt 5 ersichtlich, in dem gezeigt
wird, dass die Flachheits- und Steuerbarkeitsanalyse fu¨r die
betrachtete Systemklasse vollkommen systematisiert werden
kann. Allgemeiner ist dies auch dann noch mo¨glich, wenn
die Matrizen B1, . . . , Bl stu¨ckweise polynomial sind. Da-
bei muss lediglich gefordert werden, dass sich die Unste-
tigkeitsstellen als rationale Vielfache von ℓ darstellen las-
sen. Auch die Bedingung an die charakteristische Gleichung
kann weniger streng formuliert werden. Fu¨r Ausdru¨cke der
Form λ2 + dλ+ σ = 0 mit d ∈ R ergeben sich keinerlei Ein-
schra¨nkungen. Da diese Erweiterungen trivial sind, werden
sie aus Platzgru¨nden nicht weiter ausgefu¨hrt.
16 Das in Abschnitt 2.2 betrachtete Beispiel (7), (8) kann
4 Von Randwertaufgaben zu Faltungsgln.
In den in Abschnitt 2 behandelten Beispielen hat es sich
als vorteilhaft erwiesen, zuna¨chst den Zusammenhang
zwischen der Lo¨sung der gegebenen pDgln. und deren
Einschra¨nkungen auf einen Rand zu betrachten. Die-
ser Zusammenhang wurde im Bildbereich der Laplace-
Transformation allgemein in Gleichung (3) angegeben.
Wa¨hrend fu¨r das Beispiel aus Abschnitt 2.1 auf diese
Weise direkt eine Parametrierung der Lo¨sung durch ei-
ne Randgro¨ße gefunden werden konnte, war dies in Ab-
schnitt 2.2 nicht mo¨glich. Stattdessen wurde die weitere
Analyse auf der Basis des linearen Gleichungssystems
(9) durchgefu¨hrt, das sich aus den gestellten Randbe-
dingungen ergab. In diesem Abschnitt wird der Weg,
der von der gegebenen Randwertaufgabe (13) zu einem
solchen Gleichungssystem fu¨hrt, allgemein beschrieben.
4.1 Cauchy-Problem bezu¨glich des Ortes
In diesem Unterabschnitt wird gezeigt, wie aus dem
Zeitverlauf t 7→ wi(0, t) von wi bei x = 0 auf den zeit-
lichen Verlauf von wi auf ganz Ωi geschlossen werden
kann. Zu diesem Zweck wird die Lo¨sung einer Rand-
wertaufgabe der Form
∂xwi(x)=Aiwi(x)+Biu, wi(0) = wi,0 (14)
bestimmt, bei der sa¨mtliche
”
Randbedingungen“ bei
x = 0 gestellt werden17. Es sei noch einmal darauf hinge-
wiesen, dass die dabei verwendeten Randwerte wi,0 im
allgemeinen nicht frei gewa¨hlt werden ko¨nnen, sondern
sich aufgrund der Netzwerkstruktur (13d) zusa¨tzliche
Einschra¨nkungen ergeben. Diese werden im Unterab-
schnitt 4.2 formuliert.
4.1.1 Lo¨sung im Laplace-Bildbereich
Um die Lo¨sung der Aufgabe (14) darzustellen, werden
zuna¨chst auch hier homogene Anfangsbedingungen und
exponentielle Beschra¨nktheit fu¨r die Lo¨sung vorausge-
setzt. Mit diesen Annahmen lautet Gleichung (14) im
mit den Matrizen
A1 = A2 =
„
0 1
ρ∂2t /σ 0
«
, B =
„
0
0
«
sowie
L1 =
0
B@
m1∂
2
t −σ
0 0
0 0
0 0
1
CA , R1 =
0
B@
0 0
0 0
1 0
0 σ
1
CA , D =
0
B@
0
0
0
1
1
CA ,
L2 =
0
B@
0 0
m2∂
2
t −σ
0 0
0 0
1
CA , R2 =
0
B@
0 0
0 0
−1 0
0 σ
1
CA
in der Form (13) notiert werden.
17 Alternativ ko¨nnen diese Nebenbedingungen natu¨rlich
auch bei x = ℓi oder an einer beliebigen Stelle x = ξi ∈ Ωi
”
gestellt“ werden (vgl. dazu [27,28,31]). Dies beeinflusst die
Ergebnisse der nachfolgenden Diskussion nicht.
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Laplace-Bildbereich18:
∂xŵ(x)=Âŵ(x)+B̂û, ŵ(0) = ŵ0, (15)
wobei ŵ, û den Laplacetransformierten (bezu¨glich der
Zeit) von w und u entsprechen.
Aus der Theorie der gewo¨hnlichen Differentialgleichun-
gen ist bekannt, dass die Lo¨sung von (15) in der Form
ŵ(x) = Φ̂(x)ŵ0 + Ψ̂(x)û (16)
angeschrieben werden kann. Im hier untersuchten Fall
erha¨lt man fu¨r die Fundamentalmatrix Φ̂(x) = e
bAx den
Ausdruck
Φ̂(x) = ÂŜ(x) + IĈ(x), (17)
wobei Ŝ und Ĉ analog zu (4) durch
Ŝ(x) =
sinh
(√
σ̂ x
)
√
σ̂
, Ĉ(x) = cosh
(√
σ̂ x
)
(18)
gegeben sind. Die Matrix Ψ̂(x) kann mit Hilfe der Va-
riation der Konstanten berechnet werden, woraus sich
zuna¨chst
Ψ̂(x) =
∫ x
0
Φ̂(x− ξ)dξB̂
ergibt. Daraus folgt mit (17) unter Nutzung der Bezie-
hungen ∂xŜ = Ĉ, ∂xĈ = σ̂Ŝ schließlich
Ψ̂(x)=
(
ÂŜI(x)+IŜ(x)
)
B̂, (19)
wobei ŜI(x) =
∫ x
0
Ŝ(ξ)dξ =
(
Ĉ(x)−1)/σ̂.
4.1.2 Interpretation im Zeitbereich
Die im vergangenen Unterabschnitt eingefu¨hrten kom-
plexen Funktionen Ĉ(x) und Ŝ(x) ko¨nnen im Zeitbe-
reich als Faltungsoperatoren interpretiert werden, d.h.
als spezielle lineare Abbildungen zwischen Funktio-
nenra¨umen.
Im parabolischen Fall, d.h. falls in der charakteristi-
schen Gleichung (13b) nur Zeitableitungen erster Ord-
nung auftreten (a = 0), ergibt sich mit Hilfe der Potenz-
reihenentwicklung der hyperbolischen Funktionen
Ŝ(x, s) =
∞∑
k=0
x2k
2k!
(bs+ c)k,
Ĉ(x, s) =
∞∑
k=0
x2k+1
(2k + 1)!
(bs+ c)k.
(20)
U¨bersetzt man diese Reihe gliedweise19 in den Zeitbe-
reich, so ergeben sich, wenn die Bildfunktionen zuvor
18 Da sich diese Aufgabe fu¨r die einzelnen Kanten des Netz-
werkes nicht unterscheidet, wird im weiteren Verlauf dieses
Unterabschnitts zur Vereinfachung der Notation auf den In-
dex i ∈ {1, . . . , l} verzichtet.
19 Die Zula¨ssigkeit einer solchen gliedweisen Auswertung der
Laplace-Umkehrintegrale muss eigentlich gepru¨ft werden. Da
sich die nachfolgend angegebene Lo¨sung aber alternativ auch
direkt durch einen Potenzreihenansatz ohne Verwendung der
Laplacetransformation herleiten la¨sst (vgl. z.B. [10, 11, 15]),
sei an dieser Stelle auf diesen Schritt verzichtet.
mit der Laplacetransformierten ϕ̂ einer beliebig oft dif-
ferenzierbaren Zeitfunktion ϕ aus der (kleinen) Gevrey-
Klasse20 E(2) der Ordnung 2 multipliziert werden, fu¨r
ψ̂1(x, s) = Ĉ(x, s)ϕ̂(s), ψ̂2(x, s) = Ŝ(x, s)ϕ̂(s)
die Ausdru¨cke
ψ1(x, t) =
∞∑
k=0
x2k
2k!
ak(t), ψ2(x, t) =
∞∑
k=0
x2k+1
(2k + 1)!
ak(t).
(21a)
Die in diesen Reihen auftretenden Koeffizienten sind
durch die Rekursionsbeziehung
ak+1(t) = b∂tak(t) + cak(t), a0(t) = ϕ(t)
bestimmt. Fu¨r ψ̂3(x) = Ŝ
I(x)ϕ̂ erha¨lt man durch
o¨rtliche Integration von (21a)
ψ3(x, t) =
∫ x
0
ψ2(ξ, t)dξ =
∞∑
k=0
x2k+2
(2k + 2)!
ak(t). (21b)
Die Restriktion auf glatte Funktionen einer gewis-
sen Gevrey-Ordnung entspricht einer Beschra¨nkung des
Wachstums der Ableitungen von ϕ (bezu¨glich der Ab-
leitungsordnung) und wird beno¨tigt, um die Konvergenz
der Reihen (21) sicherzustellen21.
Im hyperbolischen Fall erha¨lt man statt Reihendarstel-
lungen die Ausdru¨cke (vgl. [8])
ψ1(x, t) =
∫ x√a
−x√a
∂xf(x, τ)ϕ(t− τ)dτ
+
√
αf(x, x
√
a)ϕ(t− x√a)
−√αf(x,−x√a)ϕ(t+ x√a)
(22a)
ψ2(x, t) =
∫ x√a
−x√a
f(x, τ)ϕ(t− τ)dτ (22b)
ψ3(x, t) =
∫ x√a
−x√a
f I(x, τ)ϕ(t− τ)dτ. (22c)
mit den fu¨r t ∈ [−√αx,√αx] definierten Funktionen
f(x, t) =
e−bt/2a
2
√
a
J0(β
√
ax2 − t2), β =
√
b2
4a2
− c
a
und
f I(x, t) =
∫ x
|t|/√α
f(ξ, t)dξ.
Bekanntlich wird unter dem Tra¨ger einer auf R definier-
ten Funktion jene Teilmenge von R verstanden auf der
die Funktion von 0 verschiedene Werte annimmt, bzw.,
etwas genauer formuliert, das Komplement der gro¨ßten
offenen Teilmenge von R, auf der die Funktion iden-
tisch verschwindet. Man pru¨ft sowohl im hyperbolischen
20 Siehe [11, Def. 12.7.3] fu¨r die Definition dieser Funktio-
nenklasse.
21 Fu¨r eine detaillierte Diskussion sei u.a. auf [15,27,31] ver-
wiesen, wobei diese Arbeiten auch Erweiterungen hinsicht-
lich partieller Differentialgleichungen mit ortsabha¨ngigen
Koeffizienten sowie nichtlinearer Gleichungen enthalten.
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als auch im parabolischen Fall ohne Probleme nach,
dass fu¨r die Tra¨ger suppψi(x) der zu ψ̂i(x), i = 1, 2, 3
geho¨renden Zeitfunktionen der Zusammenhang
suppψi(x) ⊆ suppϕ+[−|x|
√
a, |x|√a], i = 1, 2, 3 (23)
gilt. Dabei ist die Summe zweier Mengen Θ1,Θ2 ⊂ R
durch Θ1 +Θ2 = {θ1 + θ2|θ1 ∈ Θ1, θ2 ∈ Θ2} definiert.
Die Lo¨sung von (14) im Zeitbereich kann nun unter
Verwendung von (21) bzw. (22) sowie (16), (17) und
(19) angegeben werden. Aufgrund der Herleitung mittels
der Laplace-Transformation (mit der zusa¨tzlichen An-
nahme homogener Anfangsbedingungen) betreffen die-
se Zusammenha¨nge bisher nur exponentiell beschra¨nkte
Funktionen, die fu¨r t < 0 verschwinden. Allerdings las-
sen sich die Gleichungen (21) und (22) problemlos auch
fu¨r Funktionen auswerten, die diesen Bedingungen nicht
genu¨gen. Man u¨berzeugt sich ohne Schwierigkeiten, dass
auch in diesen Fa¨llen Lo¨sungen von (14) berechnet wer-
den ko¨nnen22. Allgemein lassen sich deshalb die Funk-
tionen Ĉ, Ŝ und ŜI im Zeitbereich als Abbildungen
C, S, SI : F (R)→ F (R2) auffassen, wobei F im para-
bolischen Fall die Funktionen E(2) der kleinen Gevrey-
Klasse der Ordnung 2 bezeichnet und im hyperbolischen
Fall fu¨r die Menge C0 der stetigen Funktionen steht23.
Die Anwendung dieser Abbildungen auf Funktionen aus
F (R) werden nachfolgend als Faltungsprodukte notiert:
Fu¨r die oben im Laplace-Bildbereich angegebenen Pro-
dukte ψ̂1, ψ̂2, ψ̂3 ergibt sich so ψ1(x) = C(x)⋆ϕ, ψ2(x) =
S(x) ⋆ ϕ und ψ3(x) = S
I(x) ⋆ ϕ.
4.2 Auswertung der Randbedingungen
Wie bereits im Abschnitt 4.1 dargestellt, ko¨nnen die
dort eingefu¨hrten Gro¨ßen wi,0 (bzw. deren Laplace-
Transformierte ŵi,0) nicht frei gewa¨hlt werden. Statt-
dessen mu¨ssen sie, gemeinsam mit u (bzw. û), einem
linearen Gleichungssystem genu¨gen, dass sich im Bild-
bereich aus (16) und der durch die Randbedingungen
(13d) definierten Netzwerkstruktur ergibt24. Mit P̂ =(
P̂1, . . . , P̂l+1
)
und
P̂i = L̂iΦ̂i(0) + R̂iΦ̂i(ℓi), i = 1, . . . , l
P̂l+1 = D̂ +
l∑
i=1
(
L̂iΨ̂i(0) + R̂iΨ̂i(ℓi)
)
22 Dies kann beispielsweise durch Einsetzen in die (14) ge-
schehen. Alternativ kann aufgrund der Zeitinvarianz die
Forderung nach homogenen Anfangsbedingungen durch die
schwa¨chere Annahme ersetzt werden, dass sa¨mtliche invol-
vierten Zeitfunktionen einen linksseitig beschra¨nkten Tra¨ger
besitzen, d.h., nur fu¨r t < t0 verschwinden, wobei durchaus
t0 < 0 gelten darf. Anschließend entledigt man sich der Re-
striktionen durch eine einfache Zerlegung der Eins.
23 Diese Abbildungen ko¨nnen auf verschiedene Art und
Weise als verallgemeinerte Funktionen aufgefasst werden.
Beispielsweise bietet sich die Distributionentheorie nach
L. Schwartz [29] (bzw. die z.B. in [13, 22] beschriebenen Er-
weiterungen) an.
24 Die in Abschnitt 4.1.1 eingefu¨hrten Matrizen bΨ, bΦ sind
dabei durch bΨi, bΦi zu ersetzen.
lautet dieses Gleichungssystem
P̂ ĉ = 0, ĉ = (ŵT1,0, . . . , ŵ
T
l,0, û
T )T . (24a)
Aus seiner Lo¨sung ergeben sich die verteilten Gro¨ßen in
ŵ1, . . . , ŵl unmittelbar unter Verwendung von (16):
ŵi(x) = Φ̂i(x)ŵi,0 + Ψ̂i(x)û. (24b)
Die Analyse soll nun auf Basis des Gleichungssystems
(24a) fortgesetzt werden. Zu diesem Zweck werden einer-
seits das Gleichungssystem (24a) algebraisch umgeformt
und andererseits lineare Transformationen der System-
gro¨ßen verwendet. Dazu muss natu¨rlich zuna¨chst gekla¨rt
werden, welche solcher Manipulationen u¨berhaupt zu-
gelassen sind, d.h., u¨ber welchem Koeffizientenring die
Gleichungen (24a) gelesen werden sollen.
Bei der Wahl dieses Koeffizientenringes sind neben der
offensichtlichen Forderung, dass zumindest die Eintra¨ge
von P̂ enthalten sein sollten, zwei weitere Bedingun-
gen maßgeblich: Er sollte einerseits ausreichend groß
gewa¨hlt werden, um mo¨glichst allgemeine Umformun-
gen zuzulassen, andererseits sollte er nur solche Ele-
mente enthalten, fu¨r die im Zeitbereich Interpretatio-
nen a¨hnlich jenen aus Abschnitt 4.1.2 existieren: Die
Eintra¨ge der Koeffizientenmatrizen in den Gleichungen
(24) sind aufgrund der Bedingung (13c) Linearkombi-
nationen von Ŝ(µℓ), Ĉ(µℓ) und ŜI(µℓ), µ ∈ Q u¨ber dem
Polynomring C[s]. Als ein erster Kandidat fu¨r einen den
nachfolgenden Berechnungen zugrundeliegenden Koeffi-
zientenring ergibt sich deshalb der Ring R∗Q, der aus
Polynomen in diesen Funktionen u¨ber C[s] besteht. Im
Hinblick auf die mo¨glichen algebraischen Umformungen
wird es sich in Abschnitt 5 als gu¨nstig erweisen, einen
etwas gro¨ßeren Ring zu verwenden, in dem auch rationa-
le Ausdru¨cke in s enthalten sein du¨rfen, also Ausdru¨cke
der Form
p̂ =
p̂∗
n̂
, p̂∗ ∈ R∗Q, n̂ ∈ C[s].
Aufgrund der zweiten der oben genannten Bedingun-
gen an den Koeffizientenring, werden dabei nur solche
Quotienten zugelassen fu¨r die p̂ eine auf ganz C holo-
morphe (also eine ganze) Funktion ist. Jede Nullstelle
des Nennerpolynoms n̂ muss also, zumindest mit glei-
cher Vielfachheit, auch Nullstelle der transzendenten
Za¨hlerfunktion p̂∗ sein. Der sich so ergebende Ring wird
mit RQ bezeichnet. Die Eigenschaften der zugeho¨rigen
Faltungsoperatoren im Zeitbereich werden im na¨chsten
Unterabschnitt diskutiert.
4.3 Interpretation der Elemente von RQ
In diesem Unterabschnitt wird gezeigt, dass die Elemen-
te aus RQ im Zeitbereich in sehr a¨hnlicher Weise inter-
pretiert werden ko¨nnen, wie dies fu¨r die Funktionen Ĉ,
Ŝ und ŜI in Abschnitt 4.1.2 dargestellt wurde.
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Zur Auswertung polynomialer Ausdru¨cke in Ĉ(x) und
Ŝ(x) ko¨nnen die Identita¨ten
Ĉ(x1 ± x2) = Ĉ(x1)Ĉ(x2)± σ̂Ŝ(x1)Ŝ(x2) (25a)
Ŝ(x1 ± x2) = Ŝ(x1)Ĉ(x2)± Ĉ(x1)Ŝ(x2) (25b)
herangezogen werden, die sich unmittelbar aus den
wohlbekannten Additionstheoremen der hyperbolischen
Funktionen ergeben. Die konsequente Anwendung die-
ser Beziehungen kann genutzt werden, um ein gegebe-
nes Polynom p̂∗ in s und Ŝ(xi), Ĉ(xi), i = 1, . . . , γ in
der Form
p̂∗ =
γ˜∑
k=0
α̂kĈ(x˜k) + β̂kŜ(x˜k), α̂k, β̂k ∈ C[s] (26)
zu schreiben, wobei o.B.d.A. x˜k > x˜k−1 (k = 1, . . . , γ˜)
angenommen wird. Zur Berechnung der der Bildfunkti-
on ψ̂∗ = p̂∗ϕ̂ zugeordneten Zeitfunktion ψ∗ ko¨nnen dann
die Beziehungen (21) bzw. (22) verwendet werden. Ins-
besondere gilt fu¨r den Tra¨ger von ψ∗
suppψ∗ ⊆ suppϕ+ [−x˜γ˜
√
a, x˜γ˜
√
a]. (27)
In Satz A.1 im Anhang A wird gezeigt, dass Gleichung
(27) auch fu¨r beliebige ψ̂ = p̂ϕ̂ mit der ganzen Funktion
p̂ = p̂∗/n̂, (28)
gilt, wobei p̂∗ von der Form (26) ist und n̂ ein Polynom
aus C[s] bezeichnet, also p̂ ∈ RQ gilt. Man beachte, dass
fu¨r die Za¨hler tatsa¨chlich nur Ausdru¨cke der Form (26)
beru¨cksichtigt werden mu¨ssen, da ŜI(x) in RQ als Quo-
tient
(
Ĉ(x)− 1)/σ̂ geschrieben werden kann.
Offensichtlich ko¨nnen beliebige Elemente p̂ ∈ RQ im
Zeitbereich als lineare Abbildungen p : F (R)→ F (R)
aufgefasst werden. Fu¨r sie wird die in Abschnitt 4.1.2
eingefu¨hrte Notation verwendet: Der im Bildbereich ge-
gebene Ausdruck p̂ϕ̂ wird im Zeitbereich in der Form
p ⋆ ϕ notiert. Dabei muss nun im hyperbolischen Fall
F = C∞ gewa¨hlt werden, da RQ auch Polynome belie-
bigen Grades in s entha¨lt, d.h., Zeitableitungen beliebig
hoher Ordnung auftreten ko¨nnen.
5 Flacher Ausgang und Steuerbarkeit
Bekanntlich ko¨nnen Systeme, die durch gewo¨hnliche
lineare Differentialgleichungen gegeben sind, alterna-
tiv mittels polynomialer Gleichungen beschrieben wer-
den. Dabei wird der Differentialoperator d/dt oder,
vermittels der Laplace-Transformation, die komplexe
vera¨nderliche s, als polynomiale Unbestimmte aufge-
fasst. Die Struktur derartiger Systeme kann sehr ele-
gant und effizient mit Hilfe von Normalformen recht-
eckiger Matrizen analysiert werden (vgl. [14, 21]). Von
Bedeutung sind dabei insbesondere die Smith- und die
Hermite-Normalform. Die wesentliche Voraussetzung
fu¨r die Existenz und die Berechnung derartiger Normal-
formen liegt in den Eigenschaften des zugrundeliegen-
den Polynomrings: Der gro¨ßte gemeinsame Teiler zwei-
er Polynome kann unter Verwendung des Euklidischen-
Algorithmus’ bestimmt werden. Dieser Algorithmus ist
fu¨r die Existenz der erwa¨hnten Normalformen zwar hin-
reichend im allgemeinen allerdings nicht notwendig. Ins-
besondere ko¨nnen viele der fu¨r endlichdimensionale Sy-
steme bekannten Verfahren auf Systeme u¨bertragen wer-
den, die durch Gleichungen beschrieben werden, deren
Koeffizienten sogenannten Be´zout-Ringen entstammen,
zu denen auch RQ geho¨rt. Im folgenden Unterabschnitt
werden diese Ringe formal eingefu¨hrt und einige Kon-
sequenzen fu¨r die Transformationen rechteckiger Matri-
zen u¨ber diesen Ringen abgeleitet. Anschließend werden
diese Ergebnisse genutzt, um die Flachheit, Parametrier-
barkeit und die Trajektoriensteuerbarkeit der betrach-
teten Modelle zu diskutieren.
5.1 Be´zout-Ringe
Wie schon die Bezeichnung suggeriert, kann ein Be´zout-
Ring durch die Existenz der sogenannten Be´zout-
Identita¨t charakterisiert werden:
Definition 5.1. Ein Ring25 R heißt Be´zout-Ring, wenn
der gro¨ßte gemeinsame Teiler26 gcd(m1,m2) zweier be-
liebiger Elemente m1,m2 ∈ R existiert und in der Form
gcd(m1,m2) = p1m1 + p2m2 mit p1, p2 ∈ R geschrieben
werden kann.
Der folgende Satz, der von den Autoren des vorliegenden
Beitrags in [32] bewiesen wurde, macht die Eigenschaf-
ten derartiger Ringe fu¨r die hier betrachtete Systemklas-
se nutzbar:
Satz 5.2. Der Ring RQ ist ein Be´zout-Ring.
Auf einen Beweis des Satzes muss an dieser Stelle aus
Platzgru¨nden leider verzichtet werden. Es sei aber dar-
auf hingewiesen, dass der in [32] angegebene Beweis
konstruktiv ist und damit die algorithmische Bestim-
mung der Koeffizienten p1 und p2 aus Definition 5.1
ermo¨glicht.
Sowohl fu¨r die hier beno¨tigte Anwendung, als auch fu¨r
die nachfolgende Diskussion ist die folgende alternative
Charakterisierung von Be´zout-Ringen gu¨nstig27:
25 Entsprechend der hier beno¨tigten Anwendung wird fu¨r
alle Ringe Kommutativita¨t und Nullteilerfreiheit vorausge-
setzt.
26 Es sei daran erinnert, dass in allgemeinen Ringen der
gro¨ßte gemeinsame Teiler zweier Elemente m1, m2 eindeutig
als derjenige Teiler von m1 und m2 definiert ist, der selbst
von allen anderen gemeinsamen Teilern von m1, m2 geteilt
wird [2].
27 Diese alternative Definition entspricht (bis auf einen ein-
fachen Induktionsschluss) der abstrakten algebraischen Defi-
nition eines Be´zout-Ringes: Jedes endlich erzeugte Ideal von
R ist ein Hauptideal.
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Proposition 5.3. Ein Ring R ist genau dann ein
Be´zout-Ring, wenn jede beliebige Matrix M ∈ R1×2 in
der Form M = (b, 0)U , b ∈ R geschrieben werden kann,
wobei U ∈ R2×2 eine u¨ber R invertierbare Matrix ist.
Beweis. Sei R ein Be´zout-Ring, M = (m1,m2),
m1,m2 ∈ R, b = gcd(m1,m2), dann gilt m1p1+m2p2 =
b fu¨r geeignete p1, p2 ∈ R. Aufgrund der Nullteilerfrei-
heit von R folgt nach Division durch b die Identita¨t
m¯1p1 + m¯2p2 = 1 mit m¯1 = m1/b, m¯2 = m2/b. Somit
ist
U =
(
m¯1 m¯2
−p2 p1
)
invertierbar und (b, 0)U = (bm¯1, bm¯2) =M .
Sei nun umgekehrt (b, 0)U =M und U unimodular, ihre
Determinante also eine Einheit in R. Dann gelten mit
(uij) = U die Beziehungen m1 = u11b und m2 = u12b.
Somit ist b gemeinsamer Teiler von m1, m2. Mit (u˜ij) =
U−1 gilt außerdem b = m1u˜11+m2u˜21 und man erkennt,
dass jeder andere gemeinsame Teiler von m1 und m2
auch b teilen muss. Somit ist b der gro¨ßte gemeinsame
Teiler von m1 und m2.
Aus der in Proposition 5.3 eingefu¨hrten Charakterisie-
rung von Be´zout-Ringen erha¨lt man die folgende Aus-
sage zur Reduktion von Matrizen u¨ber Be´zout-Ringen:
Satz 5.4. Jede u¨ber einem Be´zout-Ring R definier-
te Matrix P ∈ Rq×p vom Rang r kann in der Form
P = VLQVR dargestellt werden, wobei VL ∈ Rq×q und
VR ∈ Rp×p unimodulare Matrizen sind und P˜ aus einer
nichtsingula¨ren r × r unteren linken Dreiecksmatrix T
besteht, die durch insgesamt q − r Nullzeilen und p − r
Nullspalten erga¨nzt ist.
Beweisskizze. Aus Lemma 5.3 folgt ohne Schwierigkeiten
durch Induktion u¨ber die Spalten, dass jede 1×m Ma-
trix durch Multiplikation mit einer unimodularen Ma-
trix von rechts in die Form (α, 01×p−1), α ∈ R u¨berfu¨hrt
werden kann. Dieser Schritt wird nacheinander fu¨r die
letzten p−k+1 Spalten jeder Zeile ausgefu¨hrt, wobei mit
jeder Erho¨hung von k um 1 zur ersten der nachfolgenden
Zeilen u¨bergegangen wird, deren letzte p−k+1 Eintra¨ge
nicht sa¨mtlich verschwinden. Man beachte, dass auf die-
se Weise die
”
Nullspalten“ der vorangehenden Zeilen
erhalten bleiben. Der Algorithmus wird abgebrochen,
wenn entweder die letzte Zeile oder die letzte Spalte er-
reicht wird. Die auf die beschriebene Weise entstehende
Matrix, in der nur die ersten r Spalten von Null ver-
schiedene Eintra¨ge besitzen, kann durch einfaches Ver-
tauschen der Zeilen (also Multiplikation mit einer un-
imodularen Matrix von links) in eine Form u¨berfu¨hrt
werden, in der die ersten r Zeilen der ersten r Spalten
eine linke untere Dreiecksmatrix bilden. Die Eliminati-
on der letzten q − r Zeilen erfolgt nun nach a¨hnlichem
Muster, wie zuvor die Spaltenreduktion, wobei der Al-
gorithmus in der r-ten Spalte startet.
Bemerkung 5.5. Fu¨r die Existenz der in der algebrai-
schen Theorie endlichdimensionaler Systeme ha¨ufig ver-
wendeten Smith-Normalform reicht die in Def. 5.1 an-
gegebene Eigenschaft nicht aus. Ob der hier betrachte-
te Ring die Transformation in die Smith-Normalform
ermo¨glicht, wurde von den Autoren bislang nicht unter-
sucht.
5.2 Flacher Ausgang
Auf der Basis der Ergebnisse des vorangegangenen
Unterabschnitts wird nachfolgend dargestellt, wie das
gema¨ß Gleichung (24a) gegebene System in einen fla-
chen und einen autonomen Teil zerlegt werden kann, so
wie dies aus der Theorie der endlichdimensionalen linea-
ren Systeme bekannt ist28.
Satz 5.6. Fu¨r jedes durch Gleichungen der Form
(24a) beschriebene System ko¨nnen neue Gro¨ßen ŷ =
(ŷ1, . . . , ŷp−r)T (mit p = 2l +m) und ẑ = (ẑ1, . . . , ẑr)T
als RQ-Linearkombinationen
ŷ =
l∑
i=1
Ŷ wi ŵi,0 + Ŷ
u
û, ẑ =
l∑
i=1
Ẑwi ŵi,0 + Z
u
û (29)
der Komponenten von ĉ derart eingefu¨hrt werden, dass
folgende Bedingungen gelten:
(I). Jede Komponente von ĉ kann als RQ-
Linearkombination der Komponenten von ŷ und ẑ
dargestellt werden:
ŵi,0 = Ŵ
y
i ŷ + Ŵ
z
i ẑ, û = Û
y
ŷ + Û zẑ. (30)
(II). Fu¨r jede Gleichung der Form∑r
i=1αiẑi +
∑p−r
i=1 βiŷi = 0.
mit Koeffizienten αi, βi aus einer beliebigen Ringer-
weiterung von RQ folgt βi = 0, i = 1, . . . , p− r.
(III). Die Gro¨ßen in ẑ genu¨gen der autonomen Glei-
chung T̂ ẑ = 0 mit der regula¨ren r× r-Dreiecksmatrix
T̂ .
Beweis. Da RQ ein Be´zout-Ring ist, gilt wegen Satz 5.4
P̂ = V̂LQ̂V̂R, wobei V̂L und V̂R u¨ber RQ invertiert wer-
den ko¨nnen und Q̂ in der in Satz 5.4 beschriebenen
28 Bekanntlich ist fu¨r endlichdimensionale lineare Systeme
in Zustanddarstellung, Flachheit a¨quivalent zur Zustands-
steuerbarkeit und die genannte Aufspaltung kann im Sinne
der Kalmanschen Zerlegung interpretiert werden. Dem hier
vorgestellten Rahmen a¨hnlicher sind allerdings Zuga¨nge u¨ber
Normalformen von Matrizen u¨ber univariaten Polynomrin-
gen (siehe z.B. [14,21]). Eine noch etwas elegantere Behand-
lung erlaubt der in [6,24] vorgeschlagene Zugang, in dem ein
System als Modul definiert wird. Das flache Teilsystem eines
solchen Moduls entspricht dann einem freien Untermodul,
dessen Basis der flache Ausgang ist. Dies motiviert auch die
mitunter fu¨r den flachen Ausgang verwendete Bezeichnung
Basisgro¨ße. Dem autonomen Teilsystem entspricht in diesem
Rahmen der Torsionsuntermodul des betrachteten Systems.
Eine Interpretation der hier vorgestellten Ergebnisse im mo-
dultheoretischen Rahmen findet der interessierte Leser bei-
spielsweise in [32].
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Form vorliegt, also aus einer um p − r Nullspalten und
q−r Nullzeilen erga¨nzten nichtsingula¨ren unteren linken
Dreiecksmatrix T̂ ∈ Rr×rQ besteht. Mit der Transforma-
tion (
ẑ
ŷ
)
= V̂Rĉ, ĉ = V̂
−1
R
(
ẑ
ŷ
)
folgt die A¨quivalenz der Systemgleichung (24a) zu
Q̂(ẑT , ŷT )T = 0. Die Behauptungen bis Punkt (I) er-
geben sich damit durch geeignete Partitionierung von
V̂R und V̂
−1
R . Die Behauptungen (II) und (III) folgen
unmittelbar aus der Struktur von Q̂.
In Anlehnung an die Theorie der endlichdimensionalen
Systeme wird ŷ als (RQ-)flacher Ausgang bezeichnet.
Wenn die Dreiecksmatrix T̂ u¨ber RQ invertierbar ist, so
heißt das System (24a) (RQ-)flach. In diesem Fall gilt
ẑ = 0 und alle Gro¨ßen in ĉ ergeben sich u¨ber RQ als
Linearkombinationen der Komponenten von ŷ.
5.3 Parametrierbarkeit
Erste Konsequenzen von Satz 5.6 im Zeitbereich er-
geben sich zusammen mit den U¨berlegungen aus Ab-
schnitt 4.3. Betrachtet man die Lo¨sungen29 (w,u) =
(w1, . . . ,wl,u) von (13) bzw. (24) aus
W := F (Ω1 × R)2 × · · · ×F (Ωl × R)2 ×F (R)m,
mit F = E(2) im parabolischen und F = C∞ im hyper-
bolischen Fall30, so ergeben sich im Zeitbereich aus (31)
die folgenden Zusammenha¨nge:
y=
l∑
i=1
Y wi ⋆wi,0+Y
u⋆u, z=
l∑
i=1
Zwi ⋆wi,0+Z
u⋆u. (31)
Analog folgt aus (32)
wi,0 =W
y
i ⋆ y +W
z
i ⋆ z, u = U
y ⋆ y + U z ⋆ z, (32a)
wobei z außerdem der autonomen Gleichung T ⋆ z = 0
genu¨gt. Schließlich ergibt sich zusammen mit (24b)
wi(x) = (Φi(x) ⋆ W
y
i +Ψi(x) ⋆ U
y) ⋆ y
+ (Φi(x) ⋆ W
z
i +Ψi(x) ⋆ U
z) ⋆ z. (32b)
29 Hier wird implizit ausgenutzt, dass sich die Randwer-
te wi,0, i = 1, . . . , l vermittels der Restriktionsabbildungen
wi 7→ wi(0) direkt aus den wi ergeben.
30 Die Wahl von glatten Funktionen erscheint zumindest
im hyperbolischen Fall auf den ersten Blick als sehr ein-
schra¨nkend. Sie resultiert hier weniger aus der Darstellung
der Lo¨sungen der pDgln. (13a) selbst, als vielmehr aus der
Tatsache, dass weder Einschra¨nkungen hinsichtlich der in
den Randbedingungen (13d) maximal vorkommenden Ab-
leitungsordnung bezu¨glich der Zeit getroffen wurden, noch
untersucht wurde, welche Polynomgrade bezu¨glich s die Ein-
tra¨ge der Matrizen bVR und bVL bzw. deren Inverser besit-
zen. Die Einschra¨nkungen bezu¨glich der Lo¨sungsra¨ume sind
allerdings nicht wirklich problematisch, da sowohl C∞ als
auch E(2) dicht in C
0 liegen und außerdem bei Bedarf zu den
entsprechenden Distributionenra¨umen u¨bergegangen werden
kann.
Offenbar sind wegen (31) fu¨r jede Lo¨sung
(w1, . . . ,wl,u) ∈ W auch die zeitlichen Verla¨ufe von
y und z eindeutig bestimmt. Umgekehrt ergibt sich we-
gen (32) aus den zeitlichen Verla¨ufen der letzgenannten
Variablen eine eindeutige Lo¨sung der gestellten Rand-
wertaufgabe (13). Allerdings kann dabei nur t 7→ y(t)
frei gewa¨hlt werden und es ergibt sich folgender
Satz 5.7. Ist das der Randwertaufgabe (13) zugeordne-
te System von Faltungsgleichungen (24a) flach, so kann
jede Lo¨sung (w1, . . . ,wl,u) ∈ W von (13) durch Wahl
der Trajektorie des flachen Ausgangs parametriert wer-
den.
5.4 Trajektoriensteuerbarkeit
In diesem Abschnitt wird die Nu¨tzlichkeit der voran-
gegangenen Ergebnisse gezeigt, indem diese hinsicht-
lich der Steuerbarkeitseigenschaften des betrachteten
Systems interpretiert werden. Natu¨rlich ist auch im ver-
teiltparametrischen Fall die Zustandssteuerbarkeit das
am weitesten verbreitete Steuerbarkeitskonzept (siehe
z.B. [5]). Dieses erfordert allerdings zuna¨chst, dass ent-
weder fu¨r das betrachtete Netzwerk pDgln. (13) oder fu¨r
das zugeho¨rige System von Faltungsgleichungen (24) ein
Zustand eingefu¨hrt wird. Eine Interpretation der alge-
braischen Ergebnisse im Hinblick auf die Zustandssteu-
erbarkeit erfordert deshalb weitere Vorarbeiten.
Aus diesem Grund wird, wie auch im
Einfu¨hrungsbeispiel, auf den aus dem verhaltens-
orientierten Zugang stammenden Steuerbarkeitsbegriff
zuru¨ckgegriffen, welcher ohne das Zustandskonzept aus-
kommt und deshalb den vorausgegangenen algebrai-
schen Untersuchungen eher entspricht (vgl. [21]). Das
Kriterium der U¨berfu¨hrbarkeit der Lo¨sung zwischen
Punkten im Zustandsraum wird dabei durch das Kri-
terium der Verknu¨pfbarkeit von Trajektorien ersetzt,
also die Mo¨glichkeit, eine in der Vergangenheit gu¨ltige
Lo¨sung der Systemgleichungen in eine gewu¨nschte
zuku¨nftige Lo¨sung zu u¨berfu¨hren:
Definition 5.8 (vgl. [21]). Das durch die Gleichungen
(13) (bzw. (24)) gegebene System heißt (bezu¨glich des
Lo¨sungsraums W ) steuerbar im verhaltensorientierten
Sinne, wenn fu¨r beliebige Lo¨sungen v′ := (w′,u′) ∈ W
und v′′ := (w′′,u′′) ∈ W von (24) eine dritte Lo¨sung
v = (w, c) ∈ W von (24) und ein Zeitpunkt t∗ > 0 der-
art existieren, dass gilt
v(t) = (w(·, t),u(t)) =
{
(w′(·, t)),u′(t), t < 0
(w′′(·, t)),u′′(t)), t > t∗.
Satz 5.9. Das System (13) (bzw. (24)) ist genau dann
verhaltensorientiert steuerbar, wenn (24a) es flach ist.
Beweis. (Hinreichender Teil:) Ist das System (24a) flach,
so gilt z = 0. Somit ist nach (32) jede Lo¨sung von (13)
durch den Zeitverlauf des flachen Ausgangs eindeutig
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bestimmt, der daru¨berhinaus (in F ) frei gewa¨hlt wer-
den kann. Entsprechend (27) und der dieser Gleichung
vorangehenden Diskussion existiert fu¨r Gleichungen der
Form (32) ein ξ derart, dass fu¨r jedes i = 1, . . . , l gilt:
suppu ⊆ suppy + [−ξ, ξ],
suppwi(x) ⊆ suppy + [−ξ, ξ], x ∈ Ωi.
(33)
Man bezeichne mit t 7→ y(t), t 7→ y′(t) und t 7→ y′′(t)
die zu den Lo¨sungen v, v′ und v′′ geho¨renden Zeit-
verla¨ufe des flachen Ausgangs und wa¨hle:
y(t) = (1− ϕ(t))y′(t) + ϕ(t)y′′(t), (34)
wobei die Funktion ϕ ∈ F auf (−∞, ξ) identisch ver-
schwindet und auf (ξ + t0,∞) den konstanten Wert 1
annimmt31. Wegen (33) folgt somit
supp(v − v′) ⊆ supp(y − y′) + [−ξ, ξ]
⊆ [ξ,∞) + [−ξ, ξ] = (0,∞).
Folglich gilt v(t) = v′(t) fu¨r t < 0. Analog zeigt man
v(t) = v′′(t) fu¨r t > t∗ mit t∗ = 2ξ + t0.
(Notwendiger Teil:) Man nehme an, das System (24a)
sei nicht flach. Nach Satz (30) gilt T̂ ẑ = 0, i = 1, . . . , r,
wobei nicht sa¨mtliche Diagonalelemente τ̂1, . . . , τ̂r von
T̂ in RQ invertierbar sind. Sei dies zum Beispiel fu¨r das
Element τ̂i0 , i0 ∈ {1, . . . , r} der Fall, das folglich min-
destens eine komplexe Nullstelle s0 ∈ C besitzt. Somit
existieren Lo¨sungen v ∈ W fu¨r die alle Komponenten
von y und z bis auf zi,0, beispielsweise mit zi0(t) = e
ts0 ,
auf ganz R identisch verschwinden. Sei nun v′′ eine sol-
che Lo¨sung und v′ die Nulllo¨sung, dann ko¨nnen diese
nicht im Sinne von Def. 5.8 verbunden werden: Nach
dem Satz von Titchmarsh besitzt die Faltungsgleichung
τi0 ⋆zi0 = 0 keine von 0 verschiedenen Lo¨sungen, die auf
(−∞, 0] identisch verschwindet.
6 Schlussfolgerung
In diesem Beitrag wird ein flachheitsbasierter Zugang
zur Analyse von Systemen vorgestellt, die sich durch die
Zusammenschaltung von Randwertaufgaben ergeben, in
denen die pDgln. von zweiter Ordnung sind. Dazu wur-
de den urspru¨nglich gestellten Randwertaufgaben ein
System linearer Faltungsgleichungen zugeordnet. Die
Koeffizienten dieser Gleichungen entstammen einem so-
genannten Be´zout-Ring. Dies vereinfacht die Analyse
der Systemgleichungen stark, insbesondere kann gezeigt
31 Auf dem Intervall [ξ, ξ + t0] kann beispielsweise
ϕ(t)= ϕ¯
„
t−ξ
t0
«
, ϕ¯(t)=
1
2
„
1+tanh
»
2t− 1
(4t (1−t))σ
–«
mit geeignetem σ gewa¨hlt werden. Die so definierte Funktion
geho¨rt fu¨r alle ρ > σ zur kleinen Gevrey-Klasse der Ordnung
1+1/ρ. Es sei angemerkt, dass derartige Funktionen im Rah-
men des flachheitsbasierten Zugangs ha¨ufig auch zur Para-
metrierung von U¨berga¨ngen zwischen Ruhelagen verwendet
werden [24,27,31].
werden, dass sich die Gleichungen stets in ein flaches
Teilsystem und ein autonomes Teilsystem zerlegen las-
sen. Die erzielten algebraischen Ergebnisse lassen eine
direkte Interpretation hinsichtlich der sogenannten ver-
haltensorientierten Steuerbarkeit zu.
Ein Problem des vorgestellten Ansatzes besteht in der
Tatsache, dass sich eine Interpretation des flachen Aus-
gangs, d.h. im Laplace-Bildbereich eine Darstellung oh-
ne transzendente Funktionen, nicht automatisch ergibt.
Die Bedingungen, unter denen eine solche Interpreta-
tion mo¨glich ist, soll deshalb Gegenstand zuku¨nftiger
Forschungen sein.
Der vorgestellte Beitrag ist zum Teil durch vorangehen-
de Arbeiten [1,9] motiviert, in denen a¨hnliche Methoden
fu¨r Totzeitsysteme untersucht wurden. Die dort vorge-
stellten Ergebnisse haben sich außer zur Steuerbarkeits-
analyse auch fu¨r den Reglerentwurf als nu¨tzlich erwie-
sen. Inwieweit solche Anwendungen auch hier mo¨glich
sind, sollte in der Zukunft untersucht werden.
A Ein Hilfsatz zur Teilbarkeit
Nachfolgend bezeichne F einen beliebigen Teilraum der
der stetigen Funktionen mit kompaktem Tra¨ger.
Satz A.1. Sei p̂ : C → C derart, dass fu¨r beliebige Zeit-
funktionen ϕ aus F die Funktion ψ̂ = ẑϕ̂ die Laplace-
transformierte einer Funktion ψ ∈ F ist. Dann ist die
Funktion p̂⋆ = p̂/(s − s0) genau dann eine ganze Funk-
tion, wenn ψ̂⋆ = p̂⋆ϕ̂ fu¨r alle ϕ ∈ D∗ die Laplacetrans-
formierte einer Funktion ψ ∈ D∗ ist.
Beweis. Zuna¨chst ist festzustellen, dass die Laplace-
transformierte einer Funktion mit kompaktem Tra¨ger
eine ganze Funktion ist. Dies ergibt sich sich direkt aus
der Definition der Laplacetransformation.
Es wird nun gezeigt, dass fu¨r eine beliebige stetige
Funktion f mit kompaktem Tra¨ger in supp f ⊆ [a, b],
die Funktion f̂∗ = f̂/(s − s0) genau dann die Laplace-
transformierte einer Funktion mit kompaktem Tra¨ger
ist, wenn f̂(s0) = 0 ist. Dazu wird ausgenutzt, dass der
im Bildbereich durchgefu¨hrten Division durch (s − s0)
im Zeitbereich die Faltung mit der Exponentialfunktion
t 7→ h(t)es0t entspricht (mit der Heaviside-Funktion h).
Es gilt also
f⋆(t) =
∫ t
a
es0(t−τ)f(τ)dτ.
Fu¨r t > b kann die obere Grenze durch b ersetzt werden:
f⋆(t) = ces0t, c =
∫ b
a
e−s0τf(τ)dτ = f̂(s0).
Der Tra¨ger von f⋆ ist demnach gerade dann in [a, b]
enthalten, wenn c = 0, die Laplacetransformierte f̂ von
f bei s0 eine Nullstelle besitzt.
Folglich besitzt ψ∗ genau dann einen kompakten Tra¨ger,
wenn zumindest eine der Gleichungen p̂(s0) = 0 oder
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ϕ̂(s0) = 0 gilt. Da ϕ aber nach Voraussetzung beliebig
war, kann es so gewa¨hlt werden, dass ϕ̂(s0) 6= 0.
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