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An upper bound on the smallest singular value of a
square random matrix
Kateryna Tatarko
Abstract
Let A = (aij) be a square n × n matrix with i.i.d. zero mean and unit
variance entries. It was shown by Rudelson and Vershynin in 2008 that the
upper bound for the smallest singular value sn(A) is of order n
− 1
2 with proba-
bility close to one under the additional assumption that the entries of A satisfy
Ea411 < ∞. We remove the assumption on the fourth moment and show the
upper bound assuming only Ea211 = 1.
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1 Introduction
The extremal singular values have been attracting the attention of scientists in dif-
ferent disciplines such as mathematical physics or geometric functional analysis. In
particular, they play an important role in numerical analysis as the condition number,
which is the ratio of the largest to the smallest singular value, is a measure for the
worst-case loss of precision in a computational problem. Much is known about the
behavior of the largest singular value and we refer the reader to [2, 39]. The study
of the behavior of the smallest singular value goes back to von Neumann and his col-
laborators concerning numerical inversion of large matrices, where they conjectured
(see [17, 18]) that the smallest singular value is of order n−
1
2 with probability close to
one. Estimates of similar type for the case of Gaussian matrices (i.e., matrices with
i.i.d. standard normal entries) were obtained by Edelman in [6] and Szarek in [29].
For estimates on extremal singular values which were acquired while studying the
problem of the approximation of covariance matrices, we refer to [1, 8, 16, 35]. Var-
ious bounds for the smallest singular value have been obtained under rather weak
assumptions on the rows of the matrix in [9, 20, 37, 38]. For lower bounds on the
smallest singular value of random matrices with independent but not identically dis-
tributed entries see a recent result by Cook [4].
Rudelson and Vershynin in [24, 25, 26] studied the behavior of the smallest singular
value of matrices with i.i.d. subgaussian entries. They showed (see [24, 25]) that the
1
smallest singular value of a square random matrix A with i.i.d. subgaussian entries
is of order n−
1
2 . In particular, in [24] they proved that for given t ≥ 2 there are
C > 0 and u ∈ (0, 1) depending only on the subgaussian moment of entries of A such
that
P
(
sn(A) > tn
− 1
2
)
≤ C log t
t
+ un.
Nguyen and Vu in [19] showed an exponential bound for the above probability, which
improves the linear bound by Rudelson and Vershynin. A lower bound for rectan-
gular subgaussian matrices was obtained in [26]. A recent result of Wei (see [36])
provides upper bounds on intermediate singular values of rectangular matrices with
subgaussian entries. The corresponding lower bounds were obtained in [22].
Recently, in [21] a new technique was developed, which allowed Rebrova and
Tikhomirov to prove a lower bound for sn(A) of square matrices of order n
− 1
2 under
the assumption that the Le´vy concentration function of entries of A is bounded.
Namely, they showed the small ball probability estimate:
∀ε > 0 : P
(
sn(A) ≤ εn− 12
)
≤ Cε+ un,
where C > 0 and u ∈ (0, 1) depend only on the law of a11. Notice that any random
variable ξ with Eξ = 0 and Eξ2 = 1 has a bounded Le´vy concentration function,
therefore the above statement is valid for matrices with assumptions only on the
second moment of entries.
The goal of this note is to show that the upper bound on the smallest singular
value holds for square matrices with heavy-tailed entries. We prove the following
theorem.
Theorem 1.1 Let A = (aij) be an n × n matrix whose entries are i.i.d. random
variables with Eaij = 0 and Ea
2
ij = 1. Then there exists an absolute constant C > 0
such that for every ε > 0
P
(
sn(A) >
1
ε2
n−
1
2
)
≤ Cε+ C√
n
.
We expect that the dependence on ε can be improved to ε−1, but our proof gives
only ε−2.
We now briefly describe the ideas of proof of Theorem 1.1.
To estimate the smallest singular value of a random matrix A we will use the
following equivalence, which holds for every λ ≥ 0,
sn(A) ≤ λ ⇐⇒ ∃x ∈ Sn−1 : ‖Ax‖ ≤ λ.
We will show that there exists x ∈ Rn such that ‖x‖ ≤ τ and ‖A−1x‖ ≥ η√n for
some τ, η > 0, which implies sn(A) ≤ τη√n . Let us describe the main difficulty in
our proof. It is well-known that A−1x behaves differently depending on the structure
of x. We follow [12, 13] and roughly speaking split the unit sphere into two parts
consisting of vectors of small dimensions and vectors with bounded ℓ∞ norm. To
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deal with vectors of the second type, we use ideas introduced in [25], namely we use
the essential least common denominator (see the definition below). Denote by B the
transpose of the first n − 2 columns of matrix A. To show that the essential least
common denominator of vectors in the null space of a matrix B has exponential decay
with high probability, in [24] the authors used a standard ε-net argument, namely,
for a given ε-net N on a subset S ⊂ Sn−1 one has
inf
y∈S
‖By‖ ≥ inf
y′∈N
(
‖By′‖ − ‖B‖‖y − y′‖
)
.
This procedure relies on an upper bound for the operator norm ‖B‖, which is of order
n
1
2 with exponentially high probability under the subgaussian moment assumption
on the entries of B. Moreover, as can be seen in [7, 39], one has that ‖B‖ ≤ C√n
under the assumption of bounded fourth moments (see [10, 11] for independent but
not identically distributed entries). However, in the settings of Theorem 1.1, it is not
guaranteed that the operator norm ‖B‖ has a good upper bound. Moreover, if the
fourth moment is unbounded, it is known that ‖B‖√
n
→ ∞ ([2, 28, 39], see also [14]
for quantitative estimates
)
. To overcome this difficulty, we use a recent technique
developed by Rebrova and Tikhomirov in [21]. Starting with a standard ε-net on
S ⊂ Sn−1 we construct a new net on S which is a (Cε√n)-net with respect to the
pseudometric ‖B(x− y)‖ with probability close to one. This allows us to circumvent
the use of the operator norm ‖B‖.
2 Preliminaries
By e1, . . . , en we denote the canonical basis of R
n equipped with the canonical inner
product 〈·, ·〉 and Euclidean norm ‖·‖.
Let A be an n×n matrix with real entries. Then the singular values sj(A), j ≤ n,
of the matrix A are the eigenvalues of
√
A∗A, which are arranged in non-increasing
order: s1(A) ≥ s2(A) ≥ · · · ≥ sn(A). In particular, the largest and the smallest
singular values s1(A) and sn(A) are
s1(A) = ‖A‖ and sn(A) = 1‖A−1‖ ,
where ‖A‖ = sup
‖x‖=1
‖Ax‖ is the operator norm from ℓn2 to ℓn2 , and A−1 is the inverse
from the image of A.
Recall that for a given metric space X , an ε-net N in X is a subset of X such
that any point of X is within distance at most ε from points of N .
A system (Ek, Fk)
n
k=1 of vectors (Ek)
n
k=1 and (Fk)
n
k=1 in an n-dimensional Hilbert
space H is called a biorthogonal system if 〈Ek, Fs〉 = δk,s for all k, s ∈ {1, . . . , n}. The
system is called complete if it spans the entire space H. The next proposition contains
some well-known properties of biorthogonal systems (see [24], Proposition 2.1).
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Proposition 2.1
(i) Let (Ek)
n
k=1 be a linearly independent system of vectors in an n-dimensional
Hilbert space H. Then there exist unique vectors (Fk)
n
k=1 such that (Ek, Fk)
n
k=1
is a complete biorthogonal system in H.
(ii) If (Ek, Fk)
n
k=1 is a complete biorthogonal system in H, then
‖Fk‖ = 1
dist(Ek, Hk)
for k = 1, . . . , n,
where Hk = span(Ei)i 6=k.
(iii) If A is an n × n invertible matrix, then
(
Aek, (A
−1)t ek
)n
k=1
is a complete
biorthogonal system.
We will also need the notion of the so-called Le´vy concentration function of a
random variable ξ,
L(ξ, ε) = sup
λ∈R
P (|ξ − λ| ≤ ε) , ε ≥ 0.
In other words, the Le´vy concentration function measures how likely a random vari-
able ξ enters a small ball in the space. As we mentioned above, any random variable
ξ with Eξ = 0 and Eξ2 = 1 satisfies the condition
L(ξ, v) ≤ u
for some constants u ∈ (0, 1) and v > 0 determined by the law of ξ. Therefore, we
don’t add this constraint to the formulation of our main result Theorem 1.1, but
state it only in terms of finiteness of the second moment of entries.
In order to find an upper bound for the smallest singular value sn(A), we will
consider a partition of the sphere into sets of compressible and incompressible vectors.
Such an idea to split the sphere into two parts and to use an estimate involving the
norm of a matrix, in order to bound the smallest singular value first appeared in [12]
and was formalized later (see [25]) in the following definition.
Definition 2.2 Let δ, ρ ∈ (0, 1). A vector x ∈ Rn is called (δn)-sparse if
|supp(x)| < δn.
A vector x ∈ Sn−1 is called compressible if x is within Euclidean distance ρ from the
set of all δn-sparse vectors. Otherwise, a vector x ∈ Sn−1 is called incompressible.
The sets of compressible and incompressible vectors will be denoted by
Comp = Compn(δ, ρ) and Incomp = Incompn(δ, ρ),
respectively.
Since the set of compressible vectors is essentially of the smaller dimension, the
following simple result shows that one can find an ε-net on the set of compressible
vectors Comp with small cardinality.
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Lemma 2.3 For any δ, ρ ∈ (0, 1] a set of compressible unit vectors Compn(δ, ρ)
admits a (2ρ)-net N of Compn(δ, ρ) of cardinality
|N | ≤
(e
δ
)δn (5
ρ
)δn
.
Proof. By definition, for every x ∈ Compn(δ, ρ) there exist x′ ∈ Sn−1 such that
|supp(x′)| ≤ δn and ||x− x′|| ≤ ρ. Thus, to find a (2ρ)-net on a set of compressible
vectors, it is enough to find a Euclidean ρ-net on the set of sparse vectors. For a
fixed coordinate subspace of dimension δn, the standard volumetric estimate gives
a ρ-net of a cardinality at most (1 + 2
ρ
)δn. Applying a union bound over all coordi-
nate subspaces, we have that the set of compressible vectors Compn(δ, ρ) admits an
Euclidean (2ρ)-net of cardinality
|N | ≤
(
n
δn
)(
1 +
2
ρ
)δn
≤
(e
δ
)δn(5
ρ
)δn
.

We will need a couple of results from [21]. The following theorem allows us to
refine a given ε-net N on a subset of the unit sphere to an (εC
δ
√
n
)
-net N˜ on the same
subset of the sphere with respect to pseudometric ‖A(x− y)‖ with high probability.
Theorem 2.4 ([21], Theorem A⋆) Let δ ∈ (0, 1
4
], ε ∈ (0, 1
2
], n ≥ 1
4δ
, S ⊂ Sn−1 be
a subset of the sphere, and N ⊂ S be an ε-net on S in the Euclidean metric. Then
there exists a deterministic subset N˜ ⊂ S with
|N˜ | ≤ exp
(
13δn ln
2e
δ
)
|N |
such that for an n × n random matrix A with i.i.d. zero mean and unit variance
entries, with probability at least 1 − 4exp(− δn
8
), the set N˜ is an (εC
δ
√
n
)
-net on S
with respect to the pseudometric d(x, y) = ‖A(x− y)‖, where x, y ∈ Sn−1.
Remark 2.5 One can check that Theorem 2.4 holds for a (n− 2)× n matrix A.
The next lemma gives a strong probability estimate for a fixed unit vector.
Lemma 2.6 ([21], Lemma 4.9) Let ξ be a random variable with L(ξ, v˜) ≤ u˜ for
some v˜ > 0 and u˜ ∈ (0, 1). Then there are v > 0 and u ∈ (0, 1) depending only on
u˜, v˜ such that for an (n− 2)× n random matrix A with i.i.d. entries equidistributed
with ξ and for any y ∈ Sn−1 one has
P
(‖Ay‖ ≤ v√n) ≤ un−2.
In order to obtain the small ball probability estimate for a random sum, we need
the notion of the essential least common denominator. It measures the closeness of
the scaled vector x ∈ Rn to Zn. This notion was introduced in [25, 26] (see also [31])
and for more detailed description see [23].
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Definition 2.7 For parameters α > 0 and r ∈ (0, 1), the essential least common
denominator of a vector x ∈ Rn is defined as
LCDα,r(x) = inf {t > 0 : dist(tx,Zn) < min (r‖tx‖, α)} .
Then the essential least common denominator of a subspace H ⊂ Rn is defined as
LCDα,r(H) = inf {LCDα,r(x) : x ∈ H, ‖x‖ = 1} .
Later we will use this definition with a small constant r, and a small multiple α of√
n.
The next result gives a small ball probability estimate of a random sum. It is
essentially Theorem 3.4 in [24].
Theorem 2.8 Let u ∈ (0, 1). Let ξ1, . . . , ξn be i.i.d. zero mean random variables
such that L(ξ1, 1) ≤ u and x = (x1, . . . , xn) ∈ Sn−1. Then, for every α > 0, r ∈ (0, 1)
and for every ε > 0 one has
L
(
n∑
i=1
xiξi, ε
)
≤ C
r
√
1− u
(
ε+
1
LCDα,r(x)
)
+ Ce−2α
2(1−u),
where C > 0 is an absolute constant.
In words, the theorem provides useful upper bounds on the small ball probability
which depend on the additive structure of the coefficients x1, . . . , xn. The less struc-
ture the coefficients carry, the more spread the distribution of a random sum is, and
the less the small ball probability is.
3 Proof of the Theorem 1.1
To prove the boundedness of the smallest singular value of the type
sn(A) ≤ Ln− 12 ,
where L > 0, it is enough to show that there exists x ∈ Rn such that ‖x‖ ≤ τ and
‖A−1x‖ ≥ ηn− 12 for some τ, η > 0.
We follow the ideas of Rudelson and Vershynin in [24]. Consider the columns
Xi = Aei of a matrix A and the rows X˜i = (A
−1)t ei of an inverse matrix A−1. Let
Hi denote the span of all column vectors except the i-th, i.e.
Hi = span (X1, . . . , Xi−1, Xi+1, . . . , Xn) ,
and Hi,j denote the span of all column vectors except the i-th and j-th (i < j), i.e.
Hi,j = span (X1, . . . , Xi−1, Xi+1, . . . , Xj−1, Xj+1, . . . , Xn) .
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Let P1 denote the orthogonal projection in R
n onto the subspace H1 and let
x = X1 − P1X1.
Then x is orthogonal to H1. Since our matrix A is invertible and dim kerP1 = 1, then
we also have that ‖x‖ = dist (X1, H1) .
Note that by Markov’s inequality, we have
P (‖x‖ > τ) ≤ E‖x‖
2
τ 2
, τ > 0. (1)
Let fn be a normal vector of the (n − 1)-dimensional subspace H1. Then, the
vector x can be represented as x = 〈X1, fn〉 fn, and the norm of x is
‖x‖ = |〈X1, fn〉| =
∣∣∣∣∣
n∑
i=1
ai1f
i
n
∣∣∣∣∣ .
Hence,
E
∣∣∣∣∣
n∑
i=1
ai1f
i
n
∣∣∣∣∣
2
= E
(
n∑
i=1
a2i1
(
f in
)2
+
∑
i 6=j
ai1aj1f
i
nf
j
n
)
=
n∑
i=1
(
f in
)2
Ea2i1 = 1 (2)
(this fact also follows from the fact that vector X1 is isotropic). Then by (1),
P (‖x‖ > τ) ≤ 1
τ 2
, τ > 0.
Now we estimate ‖A−1x‖. Note that
‖A−1x‖ = ‖A−1X1 − A−1P1X1‖ = ‖e1 − A−1P1Ae1‖.
Since the vector P1Ae1 belongs to span {Ae2, . . . , Aen}, then A−1P1Ae1 is orthogonal
to e1. Therefore, using P1X˜1 = 0 and denoting Yk = P1X˜k, k ∈ {2, . . . , n}, we
obtain
‖A−1x‖2 = ‖e1‖2 + ‖A−1P1X1‖2 > ‖A−1P1X1‖2 =
n∑
k=1
〈
A−1P1X1, ek
〉2
=
n∑
k=1
〈
X1, P1X˜k
〉2
=
n∑
k=2
〈X1, Yk〉2 . (3)
The following lemma provides the relation between families of vectors (Xk)
n
k=2
and (Yk)
n
k=2.
Lemma 3.1 ([24], Lemma 2.1) If (Xk, Yk)
n
k=2 is defined as above, then it is a com-
plete biorthogonal system in H1.
The following is a consequence of the uniqueness in Proposition 2.1 (i).
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Corollary 3.2 The system of vectors (Yk)
n
k=2 is uniquely determined by the system
(Xk)
n
k=2. In particular, the system (Yk)
n
k=2 and the vector X1 are independent.
By Proposition 2.1 (ii), we have ‖Yk‖ = 1dist(Xk,H1,k) . Therefore, we can rewrite (3)
as
‖A−1x‖2 ≥
n∑
k=2
1
1/‖Yk‖2
〈 Yk
‖Yk‖ , X1
〉2
=
n∑
k=2
(
ak
bk
)2
, (4)
where
ak =
∣∣∣∣〈 Yk‖Yk‖ , X1〉
∣∣∣∣ and bk = 1‖Yk‖ = dist (Xk, H1,k) . (5)
This reduces our problem to bounding ak from above and bk from below. Without
loss of generality, we can do it for k = 2, since the same argument carries over to any
k ∈ {2, . . . , n}
We split the unit sphere into sets of compressible and incompressible vectors. Our
next goal is to show that the orthogonal complement H⊥1,2 consists of incompressible
vectors with high probability. Consider an (n − 2) × n matrix B with columns
X3, . . . , Xn. Since the subspace H1,2 is the span of the independent random vectors
X3, . . . , Xn, we have H
⊥
1,2 ⊂ ker(B). We want to show:
∀x ∈ Comp : ‖Bx‖ ≥ λ√n, (6)
that is, with high probability compressible vectors do not belong to the kernel of
matrix B (the parameter λ will be determined later).
To deal with compressible vectors, we need the following proposition, which is
essentially Proposition 5.2 from [21], where it was proved for n×n matrices. For the
sake of completeness, we provide the proof for (n− 2)× n matrices.
Proposition 3.3 Let ξ be a centered random variable with unit variance such that
L(ξ, v˜) ≤ u˜ for some v˜ > 0 and u˜ ∈ (0, 1). Let n ∈ N and let Γ be an (n − 2) × n
random matrix with i.i.d. entries equidistributed with ξ. Then there are numbers
θ, v > 0 and u ∈ (0, 1) depending only on u˜, v˜ such that for Comp = Compn(ρ, ρ)
we have
P
(
inf
x∈Comp
‖Γy‖ < v√n
)
≤ 5un−2.
Proof. The main idea of the proof is to apply the union bound over the set of
compressible vectors Comp. In Theorem 2.4 take δ ∈ (0, 1
4
] such that
e13nδ ln
2e
δ ≤ u−n−23 .
Then define the parameter ρ ∈ (0, 1
6
] in such a way that(
5e
ρ2
)ρn
≤ u−n−23 and 3ρC
δ
≤ v
2
,
where C > 0 is a universal constant taken from Theorem 2.4.
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By Lemma 2.3, there is a Euclidean (2ρ)-net N ⊂ Comp of cardinality
|N | ≤
(
5e
ρ2
)ρn
≤ u−n−23 .
Now we refine this net using Theorem 2.4, and as a result with probability at least
1−4exp (− δn
8
)
we obtain a
(
2ρC
δ
√
n
)
-net N˜ ⊂ Comp with respect to the pseudometric
‖Γ(x− y)‖ which has cardinality |N˜ | ≤ u−2(n−2)/3. In other words, for every x ∈
Comp there exists x′ = x′(x) ∈ Comp such that
‖Γ(x− x′)‖ ≤ 2ρC
δ
√
n ≤ v
2
√
n.
Applying the union bound over N˜ to the relation from Lemma 2.6, we get
P
(
‖Γx′‖ < v√n for some x′ ∈ N˜
)
≤ |N˜ |un−2 ≤ un−23 .
On the other hand, the construction of N˜ implies that
P
(
inf
x∈Comp
‖Γx‖ < inf
x′∈N˜
‖Γx′‖ − v
2
√
n
)
≤ 4exp
(
−δn
8
)
.
Therefore,
P
(
‖Γx‖ < v
2
√
n for some x ∈ Comp
)
≤ un−23 + 4exp
(
−δ(n− 2)
8
)
.
Taking the maximum of u
1
3 and e−
δ
8 gives the desired result. 
The next proposition states that the least common denominator of any incom-
pressible vector in Rn is of order at least
√
n. This proposition is Lemma 6.1 from [23]
(note that the proof does not depend on the parameter α).
Proposition 3.4 For any parameters θ, ρ ∈ (0, 1) there are parameters r, γ > 0 such
that for every α > 0 any vector x ∈ Incompn(θ, ρ) satisfies LCDα,r(x) ≥ γ
√
n.
Recall thatB is a (n−2)×nmatrix with columnsX3, . . . , Xn. SinceH⊥1,2 ⊂ ker(B),
for the set Comp the following implication holds:
if inf
y∈Comp
‖By‖ > 0 then H⊥1,2 ∩ Comp = ∅.
Applying Proposition 3.3 to the matrix B, we get
P
(
inf
y∈Comp
‖By‖ ≥ v√n
)
≥ 1− 5un−2.
Therefore, H⊥1,2 ∩ Comp = ∅ with probability at least 1− 5un−2, or in other words,
P
(
H⊥1,2 ∩ Sn−1 ⊆ Incomp
) ≥ 1− 5un−2,
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which means that the subspace H⊥1,2 consist of incompressible vectors with probability
close to one. By Proposition 3.4, we obtain that for some u ∈ (0, 1)
P
(
LCDα,r
(
H⊥1,2
) ≥ γ√n) ≥ 1− 5un−2, (7)
where α is a small multiple of
√
n.
Recall that the coefficients ak and bk were introduced in (5). To ensure that the
lower bound for b2 is satisfied with high probability, we condition on H1,2 and use
Markov’s inequality and the fact that X2 is isotropic (see (2)). More precisely, we
obtain
P (b2 = dist (X2, H1,2) ≥ t |H1,2) ≤ E dist (X2, H1,2)
2
t2
≤ 2
t2
, t > 0. (8)
Let E = {LCDα,r (H⊥1,2) ≥ γ√n and b2 < t |H1,2} . Combining the two estimates (7)
and (8), we get that
P (E) ≥ 1− 2
t2
− 5un−2. (9)
Since we conditioned on the subspace H1,2, we may fix a realization of vectors
(Xj)
n
j=2 for which the statement (9) holds. Thus by the uniqueness in Corollary 3.2
the vector Y2 is also fixed. For convenience, we further consider the normalized vector
Y = Y2‖Y2‖ . By Lemma 3.1 we know that (Xj)
n
j=2 and (Yj)
n
j=2 form a biorthogonal
system, in particular Y is orthogonal to (Xj)
n
j=3 . Thus, Y ∈ H⊥1,2. Since the event E
in (9) holds, we know that
LCDα,r(Y ) ≥ γ
√
n.
Now we proceed to bound the coefficient a2. Recall that
a2 = | 〈Y,X1〉 | = |
n∑
k=1
Y kXk1 |
and Y k are coefficients such that
∑n
k=1
(
Y k
)2
= 1 and Xk1 are i.i.d. random variables
with zero mean and L (Xk1 , 1) < u for some u ∈ (0, 1). Applying Theorem 2.8 with
α = c
√
n for some small absolute constant c > 0, we obtain for ε > 0, u ∈ (0, 1) and
r ∈ (0, 1)
PX1 (a2 ≤ ε |X2, . . . , Xn) ≤ C˜
(
1
r
√
1− u
[
ε+
1
LCDc√n,r(Y )
]
+ e−2c
2(1−u)n
)
≤ C
(
ε+
1√
n
+ e−c1n
)
, (10)
where c1, C, C˜ > 0 are absolute constants. Note that in the above expression all
(Xj)
n
j=2 are fixed and the probability is taken with respect to the random vector X1.
Now we unfix all random vectors X2, . . . , Xn. Then,
P (a2 ≤ ε or b2 ≥ t) = EX2,...,XnPX1 (a2 ≤ ε or b2 ≥ t)
= EX2,...,XnχEPX1(a2 ≤ ε or b2 ≥ t) + EX2,...,XnχEcPX1(a2 ≤ ε or b2 ≥ t)
≤ P(a2 ≤ ε |X2, . . . , Xn) + P(E c).
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Combining the probability estimates in (9) and (10), we get
P (a2 ≤ ε or b2 ≥ t) ≤ C
(
ε+
1√
n
+ e−c1n
)
+
(
2
t2
+ 5un−2
)
.
Repeating this argument for ak and bk for k = 3, . . . , n, we obtain for any ε, t > 0
and u ∈ (0, 1)
P
(
ak
bk
≤ ε
t
)
≤ C
(
ε+
1√
n
+ e−c1n +
2
t2
+ 5un−2
)
≤ C1
(
ε+
1√
n
+
1
t2
)
(11)
where C,C1, c1 > 0 are absolute constants.
Now we proceed to estimate the sum of
(
ak
bk
)2
in (4):
P
(
‖A−1x‖ ≤ ε
t
√
n
)
≤ P
(
1
n
n∑
k=2
(
ak
bk
)2
≤ ε
2
t2
)
≤ P
(
∃ k1, . . . , k⌊n
2
⌋ ∈ {2, . . . , n} such that(
aki
bki
)2
≤ 2ε
2
t2
for all i ≤
⌊n
2
⌋)
= P
(
n∑
k=2
χ
k ≥
⌊n
2
⌋)
≤ 2
n
n∑
k=2
P
((
ak
bk
)2
≤ 2ε
2
t2
)
,
where we denoted by χk the indicator function of the event Ek =
{(
ak
bk
)2
≤ 2 ε2
t2
}
and
in the last step used Markov’s inequality. Using the bound in (11), we finally obtain
P
(
‖A−1x‖ ≤ ε
t
√
n
)
≤ 2C1
(
2ε+
1√
n
+
1
t2
)
.
Together with an estimate in (1), we have
P
(
sn(A) ≤ τt
ε
n−
1
2
)
≥ P
(
‖x‖ ≤ τ, ‖A−1x‖ ≥ ε
t
√
n
)
≥ 1− C2
(
ε+
1√
n
+
1
t2
+
1
τ 2
)
.
Since the above statement holds for arbitrary ε, t, τ > 0, the choice t = τ = 1√
ε
gives
the desired quantitative estimate in Theorem 1.1. 
Aknowledgements. The author thanks Nicole Tomczak-Jaegermann and Alexan-
der Litvak for their constant support and very valuable suggestions and references.
The author is also grateful to Konstantin Tikhomirov for inspiring conversations and
encouragement. A part of this work was done when the author participated in the
program “Geometric Functional Analysis and Applications” in the Fall 2017 at the
Mathematical Science Research Institute in Berkeley, California, USA, and was par-
tially supported by the National Science Foundation under Grant No. DMS-1440140.
11
References
[1] R. Adamczak, A.E. Litvak, A. Pajor, N. Tomczak-Jaegermann, Quantitative
estimates of the convergence of the empirical covariance matrix in log-concave
Ensembles, J. Amer. Math. Soc. 23 (2010), 535-561.
[2] Z.D. Bai, J. Silverstein, Y.Q. Yin, A note on the largest eigenvalue of a large-
dimensional sample covariance matrix, J. Multivariate Anal. 26 (1988), 166-168.
[3] A. Basak, M. Rudelson, Invertibility of sparse non-hermitian matrices, to appear
in Advances in Math., Adv. Math. 310 (2017), 426-483.
[4] N.A. Cook, Lower bounds for the smallest singular value of structured matrices,
Annals of Probability, to appear, arXiv:1608.07347.
[5] K.R. Davidson, S.J. Szarek, Local operator theory, random matrices and Banach
spaces, in “Handbook on the Geometry of Banach spaces,” V. 1, 317-366, W.B.
Johnson, J. Lindenstrauss eds., Elsevier Science 2001.
[6] A.Edelman, Eigenvalues and condition numbers of random matrices, SIAM J.
Matrix Anal. Appl., Vol.9, 1988, 543-560.
[7] S. Geman, A limit theorem for the norm of random matrices, Ann. Probab. 8
(1980), 252–261.
[8] O. Gue´don, A.E. Litvak, A. Pajor, N. Tomczak-Jaegermann, On the interval of
fluctuation of the singular values of random matrices, Journal of the European
Mathematical Society, 19 (2017), 1469–1505.
[9] V. Koltchinskii, S. Mendelson, Bounding the smallest singular value of a random
matrix without concentration, Int. Math. Res. Notices. 23 (2015), 12991-13008.
[10] R. Lata la, Some estimates of norms of random matrices, Proc. Amer. Math.
Soc. 133 (2005), 1273-1282.
[11] R. Lata la, R. van Handel, P. Youssef, The dimension-free structure of nonhomo-
geneous random matrices, arXiv:1711.00807.
[12] A.E. Litvak, A. Pajor, M. Rudelson, N. Tomczak-Jaegermann, Smallest singular
value of random matrices and geometry of random polytopes, Adv. Math., 195
(2005), 491–523.
[13] A.E. Litvak, A. Pajor, M. Rudelson, N. Tomczak-Jaegermann, R. Vershynin,
Euclidean embeddings in spaces of finite volume ratio via random matrices, J.
Reine Angew. Math., 589 (2005), 1-19.
[14] A.E. Litvak, S. Spektor, Quantitative version of a Silverstein’s result, GAFA,
Lecture Notes in Math., 2116 (2014), 335–340.
12
[15] V.D. Milman, G. Schechtman, Asymptotic theory of finite-dimensional normed
spaces, Lecture Notes in Math., vol. 1200, Springer, Berlin, 1986.
[16] S. Mendelson, G. Paouris, On the singular values of random matrices, Journal
of EMS, 16 (2014), no.4, 823-834.
[17] J. von Neumann, Collected works. Vol. V: Design of computers, theory of au-
tomata and numerical analysis, A Pergamon Press Book The Macmillan Co.,
New York, 1963.
[18] J. von Neumann, and H.H. Goldstine, Numerical inverting of matrices of high
order, Bull. Amer. Math. Soc. 53, 1021-1099, 1947.
[19] H, Nguyen, V. Vu, Normal vector of a random hyperplane, to appear at IMRN,
arXiv:1604.04897.
[20] R.I. Oliveira, The lower tail of random quadratic forms, with applications to
ordinary least squares and restricted eigenvalue properties, Probability Theory
and Related Fields 166 (3-4) (2016), 1175-1194.
[21] E. Rebrova, K. Tikhomirov, Coverings of random ellipsoids, and invertibil-
ity of matrices with i.i.d. heavy-tailed entries, Israel J. Math., to appear,
arXiv:1508.06690.
[22] M. Rudelson, Lower estimates for the singular values of random matrices,
Compt. Rendus Math. de l’Acade´mie des Sciences 342 (2006), no. 4, 247-252.
[23] M. Rudelson, Lecture notes on non-asymptotic random matrix theory, AMS Pro-
ceedings of Symposia in Applied Mathematics, 2014, 83-121.
[24] M. Rudelson, R. Vershynin, The least singular value of a random square matrix is
O(n−
1
2 ), Comptes rendus de l’Acade´mie des sciences - Mathe´matique 346 (2008),
893–896.
[25] M. Rudelson, R. Vershynin, The Littlewood-Offord problem and invertibility of
random matrices, Adv. Math. 218 (2008), no. 2, 600–633.
[26] M. Rudelson, R. Vershynin, The smallest singular value of a random rectangular
matrix, Comm. Pure Appl. Math. 62 (2009), no. 12, 1707–1739.
[27] M. Rudelson, R. Vershynin, Non-asymptotic theory of random matrices: extreme
singular values, Proc. ICM, Vol. 3, 2010, 1576-1602.
[28] J. Silverstein, On the weak limit of the largest eigenvalue of a large dimensional
sample covariance matrix, J. of Multivariate Anal., 30 (1989), 2, 307-311.
[29] S. Smale, On the efficiency of algorithms of analysis, Bull. Amer. Math. Soc.
(N.S.), 13, 87-121, 1985.
13
[30] S. Szarek, Condition numbers of random matrices, J. of Complexity, Vol.7, 1991,
131-149.
[31] T. Tao, V. Vu, Inverse Littlewood-Offord theorems and the condition number of
random discrete matrices, Annals of Math, 169 (2009), 595-632.
[32] T. Tao, V. Vu, Smooth analysis of the condition number and the least singular
value, Math. Comp. 79 (2010), no. 272, 2333-2352.
[33] K. Tikhomirov, The limit of the smallest singular value of random matrices with
i.i.d. entries, Adv. Math. 284 (2015), 1-20.
[34] K. Tikhomirov, The smallest singular value of random rectangular matrices with
no moment assumptions on entries, Israel J. Math. 212 (2016), no. 1, 289-314.
[35] K. Tikhomirov, Sample covariance matrices of heavy-tailed distributions, Int.
Math. Res. Notes, to appear, arXiv:1606.03557
[36] F. Wei, Upper bound for intermediate singular values of random matrices, Jour-
nal of Mathematical Analysis and Applications 445 (2017), pp. 1530-1547.
[37] P. Yaskov, Lower bounds on the smallest eigenvalue of a sample covariance ma-
trix, Electron. Commun. Probab. 19 (2014), 1-10.
[38] P. Yaskov, Sharp lower bounds on the least singular value of a random matrix
without the fourth moment condition, Electron. Commun. Probab. 20 (2015),
no. 44, 9 pp. MR3358966
[39] Y.Q. Yin, Z.D. Bai, P.R. Krishnaiah, On the limit of the largest eigenvalue of
the large dimensional sample covariance matrix, Probability Theory and Related
Fields, vol. 78 (1988), 509-521.
Kateryna Tatarko,
Dept. of Math. and Stat. Sciences,
University of Alberta,
Edmonton, Alberta, Canada, T6G 2G1.
e-mail: tatarko@ualberta.ca
14
