Abstract. We analyze the resolvent and define the scattering matrix for asymptotically hyperbolic manifolds with metrics which have a polyhomogeneous expansion near the boundary, and also prove that there is always an essential singularity of the resolvent in this setting. We use this analysis to prove an inverse result for conformally compact odd dimensional Einstein manifolds.
Introduction
The objective of geometric scattering theory is to study scattering on certain complete manifolds which are regular at infinity. In this framework one assumes that a complete Riemannian manifold can be compactified into a C ∞ manifold X with boundary ∂X, and the metric, which is necessarily singular at the boundary of the compactified manifold, has a precise asymptotic expansion there which is modeled in a rather weak sense by well known examples, e.g. Euclidean, hyperbolic, complex hyperbolic, cylindrical ends, etc. In this paper we study asymptotically hyperbolic manifolds whose metrics have a polyhomogeneous expansion at the boundary.
Let X be a compact C ∞ manifold with boundary ∂X of dimension n + 1. Let x be a boundary defining function on X, which means that x ≥ 0, ∂X = {x = 0}, and dx = 0 on ∂X. We say that the compact manifold X is asymptotically hyperbolic with a polyhomogeneous expansion at ∂X if there exits a collar neighborhood U of ∂X and a diffeomorphism Ψ : [0, ǫ) × ∂X −→ U such that
where h(x), x ∈ [0, ǫ), is a family of metrics on ∂X which has an expansion h(x, y, dy) ∼ h 0 (y, dy) + (ln x) j h ij (y, dy).
Where U i ∈ N, and h 0 is a Riemannian metric on ∂X and h ij are symmetric 2-tensors at ∂X. We analyze the resolvent
By the spectral theorem R(ζ) is bounded in L 2 (X, g) provided that ℜζ >> 0. We denote by D = {ζ ∈ C : R(ζ) has a pole, i = 1, 2}, and by Γ = ζ ∈ C : ζ ∈ n − N 2 .
We use techniques of Mazzeo-Melrose [15] , and Borthwick [2] to construct a parametrix for R(ζ) and use it to show that it can be continued meromorphically to C\(Γ ∪ D). We prove Theorem 1.1. The resolvent:
has a meromorphic continuation with respect to ζ to C\(Γ ∪ D), and
Where 0 Ψ −2 , 0 Ψ ζ,ζ , and Ψ ζ,ζ are defined in section 5. Using the methods of the proof of theorem 1.1 and techniques of [2, 11, 15] we prove the following Theorem 1.2. Let x be such that (1.1) is satisfied. Then for ζ ∈ C \ (Γ ∪ D), given f ∈ C ∞ (∂X), there exists a unique u ∈ A 0 (X) such that near ∂X, (∆ g + ζ(ζ − n)) u(x, y) = 0; u(x, y) = x n−ζ F (x, y) + x ζ G(x, y),
where F, G ∈ A 0 (X), F = f at ∂X.
The spaces A 0 are defined in section 3 below. Hence we can define the Poisson operator by 4) and the scattering matrix S(ζ) by
We prove that the scattering matrix S(ζ) at energy ζ is a pseudodifferential operator of order 2ζ −n,and its principal symbol given by σ 2ζ−n (S(ζ))(η) = 2 n−2ζ Γ(n/2 − ζ) Γ(ζ − n/2) |η| 2ζ−n h0
.
We show that it has a meromorphic continuation to C\(Γ ∪ D). We also study the singularities of the Resolvent R(ζ), for a polyhomogeneous metric of the form (1.1). We show that for a metric of the form (1.1) with h given by (1.6) there are higher order poles and the higher order residue at ζ = n/2 + (k + 1)/2 given by
with Π n/2+(k+1)/2 a finite rank operator which is the higher order residues of the resolvent. We extend the techniques of Guillarmou [7] and Graham-Zworski [10] to the case of a polyhomogeneous metric and obtain as a corollary Corollary 1.1. Let (X, g) be asymptotically hyperbolic manifold with metric g of the form (1.1) with h of the form
If k = n − 1, and m k > 1, and the set {Tr(h −1 0 h k,m k ) = 0} has zero measure, then n/2 − k/2 − 1/2 is a essential singularity of R(ζ).
Next we study the inverse problem of recovering information about the manifold from the scattering matrix. We use the methods of [11] to prove Theorem 1.3. Let X, ∂X, g i , S i , for i = 1, 2, be as above, and let p ∈ ∂X. Then there exists a discrete set Q ∈ C such that if ζ ∈ C\Q, and S 1 − S 2 ∈ 0 Ψ (2ℜζ−n−k;m) (∂X), k, m ∈ N 0 , k ≥ 1, near p. Then there exists a diffeomorphism ψ of a neighborhood U ⊂ X, of p, fixing ∂X, such that ψ
The spaces 0 Ψ (2ℜζ−n−k;m) correspond to the natural analog to this case of the class of V 0 pseudodifferential operator introduced for instance in [15] . We define these spaces in section 5. We apply theorem 1.3 to solve an inverse problem in odd dimensional Einstein manifolds. We say that an asymptotically hyperbolic manifold (X, g) of dimension n + 1 is Einstein if g satisfies the condition
where Ric is the Ricci curvatuture tensor. Einstein manifolds have been studied by C.R.Graham [9] , C.R. Graham and M.Zworski [10] , P.T. Chruściel, et al. [3] , C. Guillarmou and A. Sá Barreto [10] , among others.
When dim X= n + 1 is even and X is an Einstein manifold the tensor h(x) defined in 1.1 is C ∞ up to ∂X, and the scattering matrix S(ζ) is well defined at ζ = n, the following inverse theorem was proved in [8] 
, be n+1 even dimensional conformally compact Einstein manifolds, then if the scattering map
where S i is the scattering matrix on X i , i = 1, 2. The set ∅ = O ⊂ ∂X 1 ∩ ∂X 2 is an open set, and Id : O ⊂ ∂X 1 → ∂X 2 is a diffeomorphism. Then there is a diffeomorphism
However unlike when n + 1 is even, when n + 1 is odd the tensor h has a polyhomogeneous asymptotic behavior near the boundary ∂X, and that is the motivation for the study of scattering on manifolds having polyhomogeneous metrics. In this case the scattering matrix has a pole at ζ = n, since Γ(−n/2) has a simple pole for n/2 a positive integer. We study the principal symbol of the residues of the scattering matrix and the modified scattering operator (MSO)
to get an inverse result in this case. But it turns out it suffices to consider the MSO to obtain an inverse result. It was proven by Graham [9] that if dim X = n + 1 is odd and (X, g) is asymptotically hyperbolic and Einstein then the family h(x) defined in (1.1) is of the form h(x) = h 0 (y, dy) + (even powers) + h n x n ln x + F n x n + · · · .
C.Fefferman and C.R.Graham [5] proved that the coefficients h 0 and F n determine the entire expansion of the metric at x = 0, we use a unique continuation theorem of Biquard [1] 1 (we state it in theorem 9.1) which uses results of Fefferman and Graham to obtain an isometry on a neighborhood of the boundary. We use theorem 4.1 of Lassas-Taylar-Uhlmann [13] to extend this isometry to the whole manifold and prove Theorem 1.5. Let X i , ∂X i , g i , for i = 1, 2, be n + 1-dimensional Einstein manifolds; and let S i for i = 1, 2, be the corresponding scattering matrix. Assume ∅ = O ⊂ ∂X 1 ∩ ∂X 2 an open set, and that
Then there exists a diffeomorphism ψ satisfying ψ * g 2 = g 1 .
Acknowledgments : The author thanks C. Guillarmou and A. Sá Barreto for many helpful discussions, and C. Guillarmou for pointing out a mistake on an earlier version.
Laplacian
We assume the metric h has a "polyhomogeneous" expansion in x of the form
where l (r) ij ≥ 0 and k (m) ij > 0 for every i, j, m, r; and h j is polyhomogenous in x, and h | x=0 induces a Riemannian metric on ∂X.
We prove that there exists a diffeomorphism that puts the metric to normal form and the resulting metric is again polyhomogeneous, as stated in the introduction, Lemma 2.1. Let X be a smooth manifold with boundary ∂X with a metric g of the form (1.1), with h as in (2.1) in some product decomposition near ∂X, x being the defining function for ∂X, and such that h | x=0 is independent of dx 2 . Then fixed h 0 there exists a unique x such that (1.1) holds, with h of the form (1.2).
Proof. The argument of Lemma 2.1 of [9] applies verbatim, we only need to prove that h has the polyhomogeneous expansion stated. The proof in [9] is based on a change of variable, x ′ = xe ω which gives dx 2 + h = e 2ω g 0 , together with the condition |dx| 2 dx 2 +h = 1 and for ω prescribed at the boundary, the PDE 2(∇ g0 x)(ω) + x|dω| x can be solved to get ω, since it is a non-characteristics first order PDE. If g 0 is a polyhomogeneous metric of the form (1.2), from dx 2 + h = e 2ω g 0 we have that ω is necessarily polyhomogeneous.
A straightforward calculation using geometric series arguments and the definition of the determinant of a metric shows that we can write
with p j,α a C ∞ function in the interior and polyhomogeneous in x close to the boundary. Spaces including operators of this kind on conformally compact manifolds were introduced in [18, 2] , and we will recall them in the following section.
Let R r be the radial R + action (multiplying by r) on the tangent space, and f be the exponential function, then we can define the normal operator:
Taking the limit when r goes to zero gives
which expresses N p as just freezing the coefficients p j,α at p.
Polyhomogeneous conormal distributions
We recall the spaces of functions introduced in [18] . Let M be a smooth manifold with corners as defined in [18] , and let ρ = (ρ 1 , ..., ρ p ) be the defining functions for the finitely many boundary faces Y 1 , ..., Y P of M . Let V b (M ) be the set of smooth vector fields tangent to the boundary, let β ∈ C ∞ (M ; R p ), and m = (m 1 , ..., m p ) ∈ R n a multi-index. We recall the space of conormal distributions
and
We generalize this definition to allow leading terms having logarithmic functions, for β and α ∈ C ∞ (M ; R p ) we define the generalized space of polyhomogeneous distributions:
Where T j = ρ j ∂ ρj . It was proven in [2] that for
at each boundary surface Y j , where "∼" means that there is an asymptotic expansion of the given form.
is a multi-index on each face Y j associated to β, looking at Y j as a manifold with boundary itself and setting β (j) i = β m | Hi , for H i a boundary hypersurface of Y j , and Y m the unique other boundary surface such that H i is a component (the corner between) of Y j ∩ Y m . The proof given there is by constructing an expansion for ρ −β u, and thus it suffices to prove it for β = 0. The same proof holds if we get the expansion for ρ −β (ln ρ) −α u, therefore we can assume β = α = 0. We have
at each boundary surface Y j , where a k,l ∈ A β (j) (Y j ), β (j) and α (j) are multi-indexes on each face Y j associated to β and α, respectively.
Stretched product
The type of manifold with corners we need here is obtained by blowing up the product X × X along ∂∆ι, where ∂∆ι = (∂X × ∂X) ∩ ∆ι ∼ = ∂X, and ∆ι is the set of fixed points of the involution I that exchanges the two projections; I satisfies
where π L (X × X) is the projection onto the first component, and π r (X × X) the projection onto the second component.
We use the usual notation for the stretched product X × 0 X and denote the blow-down map by
To analyze the functions using the blow-down b map we look at the pull-back of the function under b. This process is known as the blow-up of the manifold X × X and amounts to the introduction of singular coordinates near the corner. We can use a different subset of these coordinates near each face, near the left face, in local projective coordinates, we use (with
near the front face we use
near the right face we use
the left, right, and front faces are characterize by ρ = 0, ρ ′ = 0, and R = 0 respectively. We can also define other blow up that will be useful for the process of defining the scattering matrix through operators having Schwartz kernels whose pull-backs can be computed explicitly (e.g. equation (6.16) ). Let X × 0 ∂X be the manifold with corners obtain by blowing up X × ∂X along the diagonal ∆ ⊂ ∂X × ∂X, andb : X × 0 ∂X → X × ∂X, the corresponding blow-down map, and let
corresponds to the manifold ∂X × ∂X blown-up along the diagonal ∆ ⊂ ∂X × ∂X.
V 0 Operators
In this section we introduce the generalization needed of the pseudodifferential operators modeled by V 0 (X) which were used in [15] . In what follows ζ, ζ ′ , are complex numbers, and in most of the applications (to the parametrix construction) ζ ′ = ζ ′ = 0. For convenience we first introduce the spaces of half densities of the form h ′ = |h(x, y)| dx x dy x n , with h as before. We denote the bundle of singular half-densities by Γ
is of the form
We consider the continuous linear maps, from the space of smooth sections vanishing to infinite order at the boundary to the space of extendible sections
In the blow-up X × 0 X the extension of the half-density bundle is given by
is the projection onto the first component X × ∂X, and π r (X × X) the projection onto the second component ∂X × X. This bundle is well defined, the canonical projection
We also introduce the corresponding class of V 0 polyhomogeneous pseudodifferential operators by
where κ(B) is the lift to X × 0 X of the kernel of the map B defined in (5.1), and 0K m (X) is the space of polyhomogeneous conormal sections of order m of the bundle Γ
with coefficients given by polyhomogeneous distributions and required to vanish to all orders at the boundary components other than the front face. As in [2] , we also define
0 ) to be the class of operators whose Schwartz kernel satisfy
0 ), and are extendible across the front face (so no logarithmic terms there). The residual class of the construction is Ψ
0 ). Since the kernel κ(B) of an operator B ∈ 0Ψm (X) is polyhomogeneous conormal with respect to the lifted diagonal ∆ι 0 it can be restricted to a fibre F p of the front face lying over the point (p, p) ∈ ∂∆ι = {x = x ′ = Y = 0}; this restriction is called the normal operator, it was introduced in section 2,
The bundle Γ 1/2 0 is trivial, thus the normal operator can be defined as a convolution operator:
The construction for the symbol map 0 σ can be carried out as in Mazzeo and Melrose ([15] section 5), although it needs the corresponding modification to polyhomogeneous operators. We think of the symbol of the kernel κ(B) as a symbolic density on the fibres of the polyhomogeneous conormal bundleÑ * of the lifted diagonal,
There is a natural isomorphism
of the polyhomogeneous conormal bundle with the bundle 0T * X, dual to the bundle 0T X of which the sections are the elements of V 0 generated by x∂ x , x∂ y , with coefficients that are polyhomogeneous functions. The isomorphism δ is the dual toÑ
the lifting to the diagonal with respect to the blow-up local coordinates. In the blow-up coordinates the polyhomogeneous conormal bundle is spanned by s∂ s , s∂ z , and coefficients that are polyhomogeneous distributions in these coordinates (the lift of the corresponding quotients on the base space X × X). To define the symbol we divide by the lift ω 0 of the symplectic density form
Such a symbol satisfies an exact sequence just as in [15] , we state this as a Proposition 5.1. For any m ∈ R the symbol map gives a short exact sequence:
We can also define
This allows the composition with differential operators in 0Ψk (X; Γ 1/2 0 ) for any k. This gives composition with the type of operator we will get:
and we have that their symbol is well defined (as a polyhomogeneous symbol) and satisfies an exact sequence as in theorem 5.1. We also have
0 ). For the parametrix construction we follow [15] , the idea is to solve the equation applying the normal operator and iterate the process, this produces a filtration, described in the following Proposition 5.2. The normal operator defines an exact sequence
Where U (h) is a constant that depends on the metric h, and for any operator
we have
The second filtration is provided by the indicial operator (defined below), for this case it filters the lower order term in "x" and also the higher order term in " ln x", as it would be expected in order for the parametrix to work; the details of the parametrix are discussed on Section 6.2.
6. Parametrix, the Poisson operator and the scattering matrix 6.1. The indicial operator. For g as in (1.1) initially one wants to study
The zeros of this operator or eigenvalues of the Laplace-Beltrami operator, with absolutely continuous spectrum λ 2 ∈ [n 2 /4, ∞). In order to make this part of the spectrum to be the positive real numbers, we subtract n 2 /4 to (6.1) and it is standard to consider the parameter ζ so that
this can be solve by
and from now on we use the parameter ζ only. The operator looks like
Let I the indicial operator
The indicial roots are obtained by setting the coefficient of the leading order term (i.e.
to be zero. The solutions given by:
It was proven in [7] that there are especial energies, where the resolvent has poles or essential singularities, given by
we stay away from these points, and the set of scattering poles D defined in the introduction.
6.2. Parametrix. As mentioned at the end of Section 5, we are going to keep track of not only the powers of x, but those of ln x, to do so the lemma and proposition needed were proved in [2] , the generalizations of lemma 3.2 and proposition 4.2 of that paper are:
We denote the model Laplacian by ∆ 0 = −(x∂ x ) 2 + nx∂ x − (x∂ y ) 2 , and by Q be the hyperbolic space H n+1 blown-up at a boundary point.
and −N 0 for n odd. The proof of this proposition is identical to the one of proposition 4.2 in [2] . Using this Proposition we provide a proof of the meromorphic continuation of the resolvent: Proposition 6.2. Let ζ ∈ C\Γ, then there exists M ζ analytic, such that:
Proof. Let P (ζ) be as in (2.2), the first stage is to find M 0 (ζ) ∈ 0Ψ−2 (X) so that 4) and can be carried out the same as in the asymptotically hyperbolic case. The next stage is to construct
For that we look for M 1,0 ∈ 0 Ψ ζ,ζ (X) such that
To find such a term the normal operator comes into use, we solve
Since Q 1 ∈ 0 Ψ −∞ (X) the normal operator of Q 1 is in C ∞ on the front face and vanishes to infinite order at the boundary. Thus under the identification of the interior of each leaf of the front face of X × 0 X with Q, (6.7) reduces to
By proposition 6.1 the last equation can be solved meromorphically in ζ; and by surjectivity of the normal operator a solution to (6.6) can be found modulo the remainder R · Q 1,1 . A better remainder can be obtained using (5.3) to compose operators, and with κ denoting the kernel of the specific operator we have
modulo a term that vanishes to one order higher i.e. in 0 Ψ (ζ+1;ζ ′ ),ζ (X), where ζ ′ depends on the metric h. By the choice of M 1,0 ∈ 0 Ψ ζ,ζ (X), and the fact that ρ ζ is a solution of the indicial operator modulo higher order we get that
We look for a series
For that it is easier to look for a series of the form
The iterative problem to be solve is now
The argument to solve this equation is the same used before. Using the normal operator and proposition 6.1 one finds M 1,k ∈ 0 Ψ ζ,ζ−k . Again the indicial operator cancels the leading order term and we obtained the even better remainder
This concludes the second stage of the parametrix. The last stage is to remove the Taylor series from the right hand side of the previous equation. We want to find M 2 (ζ) ∈ 0 Ψ ζ,ζ (X) so that
This involves solving away the term
Since the kernel of Q 2 vanishes to infinite order at the front face of X × 0 X it can be projected to X × X to a function in
To solve (6.12) modulo such an error, on the right hand side the argument is the one used for proving lemma 6.1. The parametrix follows with
The operator (I − F λ ) is invertible by analytic Fredholm theory since F λ is a compact operator in weighted L 2 spaces, and the argument of the second paragraph in the proof of theorem 7.1 on page 301 of [15] ensures that (I − F λ ) is invertible for ℜλ sufficiently large, where F λ may need to be modified by adding an elliptic operator. Thus we can decompose the resolvent as the pull-back using the blow-down map b (that is 0Ψm , 0 Ψ ζ,ζ ), and its residual class (Ψ ζ,ζ ), for details we refer to [2] , this completes the proof of theorem 1.1, 6.3. The Poisson operator and the scattering matrix. The proof of the existence of the Poisson operator and the scattering matrix follow the same as in [2] , for that we need to analyze the Eisenstein function
We use the decomposition as in theorem 1.1,
vanishes, thus we only need to look at the restriction
Denoting by E ζ also the Schwartz kernel of the Eisenstein function, we have
with
also denote the Schwartz kernel of the resolvent. Then the Poisson kernel is equal to
Since this depends on the restriction to x ′ = 0 only, to prove theorem 1.5 we need prove a decomposition of the Poisson kernel
(6.15)
The following theorem was proved in [2] for those settings, the proof for this settings follows his proof verbatim Theorem 6.1. For the Schwartz kernel of the Poisson operator:
and f∈ C ∞ (∂X), we have:
Theorem 1.2 follows, and shows that E ζ f can be thought as having x ζ a 0 and x n−ζ b 0 as their leading terms, so that a 0 and b 0 are the leading coefficients, holomorphic on ζ for ζ ∈ C\(Γ ∪ D).
The explicit formula for the pull back b * of the scattering matrix S(ζ) was calculated in [11] , and as the Eisenstein operator depends only on the restriction to the right face. The scattering matrix is defined as in [2] by
where M ζ depends on n but not on g, and S(ζ) is defined for the values of ζ for which M ζ does not vanish; we remark that it was proven in [11] that the set of zeros of M ζ is a discrete set and the same proof holds for our case. As in [11] we have
The principal symbol of the scattering matrix is
for ζ ∈ C\Γ.
Scattering on asymptotically hyperbolic manifolds with polyhomogeneous metric
We study the poles of the resolvent on asymptotically hyperbolic manifolds with polyhomogeneous metric. As an application we get some essential singularities of it. We assume (X, g) is a asymptotically hyperbolic manifolds with metric g of the form 1.2 with
with m k > 0. An example of such a manifold is an n + 1 odd dimensional conformally compact Einstein manifold, for which k = n, and m k = 1. However Einstein manifolds satisfy the addition hypothesis Ric g = −ng, which makes some terms involve in the iterative construction we discuss next vanish. This is actually the reason we can to prove the inverse theorem using the MSO in section 9.
We recall the identity which holds in a collar neighborhood of the boundary ∂X,
For f ∈ C ∞ (∂X), j, i ∈ N 0 we have
We can hence carry the iterative construction of [10] for a general polyhomogeneous metric as long as
can be defined by the iterative rule
We now turn our attention to a metric of the form 7.1. For exceptional values of ζ, when j = 2ζ − n :
The Poisson operator can also be constructed as a limit of when ζ approaches such values. By the iterative construction which involves dividing by 2ζ − n − l we have that p l,m l has at most a simple pole, we write
whereṗ l,m l (ζ) has no pole at ζ = n/2 + l/2; , subsequently
withṗ l,m l −k (ζ) having lower order pole at ζ = n/2 + l/2. First we study
and look at the terms with x l , which are
We take the limit when ζ approaches n/2 − l/2, observe that
and notice that the pole of p l,m l will appear as a pole of one order higher of p i,m l −1 only from the factor (m l )(2ζ
f. This is the observation which allows the compensation of those poles by the appearance of a logarithmic terms of one order higher at those poles. We continue to consider
where the two in front of
2ζ−n−l appears from the two in front of (2ζ − n − 2l)x l (ln x)f when taking
The process can be continued to get that (7.7) equals
with ξ = 2ζ − n − 2l. This is actually the expansion of ξ m k (m l + 1)! · x n−2ζ+l , and to find the limit we need to look at the term with (n − 2ζ + l) m l +1 in the expansion near t = n − 2ζ + l = 0 of x t , and multiply
(m l +1)! thus taking the limit as ζ approaches n/2 + l/2 we get that (7.7) equals − 2l
Integration by parts as in [10] , and the previous argument gives Proposition 7.1. Let (X, g) be a conformally compact manifold with polyhomogeneous metric g. Then for ℜζ ≥ n/2, ζ / ∈ n/2 + N 0 /2, ζ(n − ζ) / ∈ σ pp (∆ g ), ζ = n/2, there exists a unique linear operator P(ζ) such that
The following theorem can be proven as in [10] :
Theorem 7.1. The scattering matrix S ζ has a pole of order m l at ζ = n/2 + l/2 and
with Π n/2+l/2 a finite rank operator with Schwartz kernel given by
is, for the case of a metric of the form (7.1) and l = k + 1. For that we carry the iterative expansion at ζ = n/2 + l/2, and we take l = k + 1. For the first terms we can proceed as before and the j = 2ζ − n(when the denominator vanishes) term comes from D ζ (F j−1 ) and is k
We have proven Proposition 7.2. Let (X, g) be asymptotically hyperbolic manifold with metric g of the form (1.1) with h of the form (7.1). Then for l = k + 1
Now we use the factorization of the scattering matrix (see [7] )
Since the principal symbol of the scattering matrix is given by
We also use the following lemma whose prove follows closely the one of lemma 4.2 of [7] Lemma 7.1. Let B be a Banach space of infinite dimension, let ζ 0 ∈ C, m ∈ N, and U be a neighborhood
) be a meromorphic family of bounded operators in U satisfying
with K m compact and K(ζ) compact having a pole of order m − 1 and dim ker K m < ∞. If there exists z ∈ U such that M (z) is invertible, then M (ζ) is invertible for almost every ζ ∈ U with inverse M −1 (ζ) finite-meromorphic (in the sense of [7] ) and ζ 0 is an essential singularity of M −1 (ζ).
We obtain corollary 1.1 from the application of the previous results as in [7] .
The inverse problem
We analyze the relation between the symbol of the scattering matrix and the metric, for that we fix a product structure for which
Furthermore we assume the metrics g 1 , g 2 , are related by
L ij (x, y)dy i dy j .
Let P 1 and P 2 be the operators
and S 2 , and S 1 be the scattering matrices associated to P 1 , and P 2 , respectively, and prove the following theorem, which is a central part of the computation and generalizes theorem 3.1. of [11] , Theorem 8.1. Let g 1 , g 2 , h 1 , h 2 , be as before. Then denoting by h(x, y) the matrix of coefficients of the tensor h(x, y, dy), we have for
Proof. We want to look at the difference P 1 − P 2 , The metric is g 00 = 1 x 2 , and δ i = det|g| = det|h1| x 2(n+1) hence acting on half densities
In local coordinates
We analyze the difference of terms in this sum. First the difference of the terms with derivatives with respect to "x"
, we have the sum of three terms:
We analyze each of these terms, to do that we recall that the quotient
Near the boundary ln(
Thus we have:
There is a little correction to the computation in [11] , pointed out in [8] .
Substituting the later equations into D 1 we get
For the ones with derivatives with respect to "y" the calculations are similar,
1 ∂ yj f ). For the rest of the terms in the difference, writing h
and the only one that will contribute to the higher order sum is the last one. This concludes the proof. Now we use the theorem to compute the leading singularity for the difference of scattering matrices S 2 (ζ) − S 1 (ζ). As in theorem 8.1 let
1i,j (0, y)T.
To higher order
looking for R 2 as a perturbation of R 1 leads to finding F so that:
We continue to state the theorem 2.1 of [11] for this setting, this gives information on the pull-back of the difference of scattering matrices, and hence on the leading singularity of this difference. Theorem 8.2. Let B ζ be the Schwartz kernel of S 2 (ζ) − S 1 (ζ). The leading singularity of B ζ is given by
Proof. We decompose the Poisson kernel
, and E 2 ζ ∈ A ζ (X × ∂X).
Thus the only term contributing to the difference of scattering matrices will be
To find this difference we start from 8.3
We look for F of the form
we put this into (8.5), using the P 2 commutes with x ′ we get
Using that
We look for the leading singularity on the intersection of the left and right faces (ρ = ρ ′ = 0), at this intersection we set the terms with same power of ln R to be equal and get that modulo lower order terms F = B(m, m)(ln |y − y ′ |) m F 1 with F 1 satisfying
Thus the calculations necessary to obtain the theorem are now those of the proof of lemma 5.1 of [11] .
Having this lemma, we obtain theorem 1.3 since we can use it in the same way it is used in [11] .
The inverse problem for Einstein manifolds with odd metric
In this section we prove theorem 1.5. For n + 1 even an inverse result was proved in [8] . We assume that n + 1 is odd for the rest of the section. 9.1. The Scattering Operator. Let X be an n + 1 dimensional conformally compact Einstein manifold as defined in the introduction. We begin by characterizing the Scattering map. To do that we write the asymptotic series expansion of the solution of u given in theorem 1.2; we recall the Laplacian
We denote by σ pp (∆ g ) the pure point spectrum of ∆ g . A first naive try would be to get an asymptotic expansion of the form
By putting together the terms in this Laplacian involving the metric h and the rest, and applying the Laplacian to f j x j , a recursive relation
can be obtained. But this only works for the first j < n terms, it breaks down at the nth term. For the nth term we try an polyhomogeneous expansion. We look at the effect of the Laplacian on the logarithmic term p n (y)x n ln x : ∆ g (p n (y)x n ln x) = −nx n p n (y) + O(x n+1 ln x). the recursion relation at the nth step is F n = F n−1 + p n x n ln x + f n x n with f n arbitrary (we set f n = 0) gives ∆ g (F n ) = O(x n+1 ln x). The construction can then be continued to getF ∞ = lim j→∞ F j , by Borel lemma, We can obtain an asymptotic expansion for u = F ∞ − G∆F ∞ (via the pull-back by the flow of the gradient φ) when ζ → n, of the form φ * u(x, y) ∼ f (y) + 0<2j<n x 2j f 2j (y) + p n x n ln x + φ * (G∆F ∞ ) + O(x n+1 ln x).
Where φ * (G∆F ∞ ) = x n K, for some polyhomogeneous operator K by theorem 1.1. We define the modified scattering operator,S f = −[x −n φ * (G∆F ∞ )] | x=0 .
On the other hand we follow the construction of Graham-Zworski [10] , and then take the limit as ζ → n, First they construct (for ζ / ∈ n/2 + N 0 /2) Φ(ζ) so that, Φ(ζ)f = f x n−ζ + p 1,ζ f x n−ζ+1 + · · · + p j,ζ f x n−ζ+j + O(x n−ζ+j+1 ).
Then define Φ l (ζ) = Φ(ζ) − Φ(n − ζ)p l,ζ .
For ζ near n the Poisson operator is P l (ζ) = (I − R(ζ)(∆ g − ζ(n − ζ)))Φ l (ζ).
We write the action of the Poisson operator on an initial value f explicitly and then take the limit, x) ), but p ′ n,ζ = 0 since the manifold is Einstein (c.f. theorem 4.8 [6] ). Using Proposition 3.6. of [10] , since 0 / ∈ σ pp (∆ g ), taking the limit as ζ → n, this has to correspond to (9.2). We use the Taylor expansions We state the unique continuation theorem proved in [1] , which is central for the inverse theorem. To state it we recall [9] that for n + 1 even h(x) = h 0 (y, dy) + (even powers) + F n x n + · · · , and for n + 1 odd h(x) = h 0 (y, dy) + (even powers) + h n x n ln x + F n x n + · · · .
We call the coefficients F n the global terms.
Theorem 9.1. Given two conformally compact Einstein metrics g 1 , g 2 ,, such that h 1 agree with h 2 at the boundary and their global term also coincide. There exists a diffeomorphism φ, equal to the identity near the boundary, such that on a neighborhood of the boundary φ * g 1 = g 2 .
9.2. Proof of theorem 1.5. We first prove the following Proof. The proof is analog to the proof for when n + 1 is even. If ln |η| hi(0) ),
