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Various misperceptions of position arise when one object is briefly flashed on or near a moving object or texture (for a review, see [@bibr2-2041669517737561]). Interestingly, in all these motion-induced position shifts, the illusory displacement is equivalent to the distance the moving object or background would travel in 80 to 100 ms (e.g., [@bibr4-2041669517737561]). This shift might be compensating for a delay of about 100 ms ([@bibr3-2041669517737561]), or it might be the average position of the moving object in the 100 ms after the test is presented ([@bibr2-2041669517737561]). We now show a new version from this family of motion-induced position shifts based on our earlier flash-grab effect ([@bibr1-2041669517737561]). Shapes are perceptually sucked along in the direction of subsequent (not preceding) background motion. This new version alters the perceived size, shape and orientation of test squares much more than any previous similar illusions. The extra potency of these distortions challenges models of motion-induced position shifts because it breaks the 100 ms barrier -- contours are shifted by much farther than the background travels in 100 ms.

Experiment 1 measured the illusory size change with a matching method. A square bull's-eye of random dots with an inner square and an outer annulus was presented that contracted and expanded between 2° and 8° outer diameter, a fourfold size change, at a rate of 1 Hz. When the background was at its maximum size, a blue, outline square was flashed that aligned with the edge of the inner texture square (2° across). When the background was at its smallest size, a red outline square was flashed aligned to the outer edge of the outer texture annulus (now also 2° across). Although the red and blue squares were congruent, the red square appeared much larger than the blue square (online Movie 1(a)). Adjustable, concentric red and blue matching squares were flashed in alternation, 5° to the right of the display. Observers adjusted the sizes of the matching squares to be equal to those of the flashing test squares. The size ratio of the matching squares was 2.20 ± 0.53 (mean of 3 participants) with the red matching square set to more than twice the size of the blue matching square (see online Movie 1(c)). Note that the perceptual distortion induced into the flashed square is opposite to the instantaneous physical size of the background. Thus, when the background is largest, the flashed blue square appears minimized in size. [Figure 1](#fig1-2041669517737561){ref-type="fig"} shows that that any static size contrast had a minimal effect. Figure 1.Two end frames from Movie 1a where the red square and blue square are presented. In the movie, the red square appears to be about twice the size of the blue square. In these static frames, however, there is little or no difference indicating that the perceived difference in the movie does not come from a simple static size contrast between the colored squares and the textured pattern.

In online Movie 1(b), the background also rotates through 90°, which makes the test squares appear to twist around in the opposite direction. The twists are made more visible by adding a small marker in one corner. To measure the amount of induced rotation, participants adjusted the orientation of adjustable concentric matching squares. The average match was a 56.3° ± 4.7° rotation (mean of 3 participants) between the red and blue squares (see online Movie 1(d)).

We extended these shape change effects to skew distortion (online Movie 2(a)), and the effect is again remarkably large. The change in the matched apparent vertical in the skew case was 22.7° ± 2.2° (mean of 2 participants), between the leftward and rightward tilt.

These motion-induced distortions are substantially larger than previous reports and this large size constrains possible models of the effects. In order to compare the size of these effects to each other and to previous findings, we take the distance of the contour displacements that underlie the shape distortion and convert these into equivalent travel times of the background at the location of the borders that are shifted, as if the borders had moved along with the background during that time. Previous studies have used this same conversion (e.g., [@bibr2-2041669517737561]; Öğmen et al., 2004) to normalize for the effect of speed as position shifts scale linearly with speed up to a saturation value (e.g., [@bibr1-2041669517737561]). For the size distortions here, the borders shift by the equivalent of 155 ± 44 ms of background travel. The rotation effect of 56° is also larger than largest previous report of motion-induced rotation, 45.7° ([@bibr1-2041669517737561]), and equivalent to 156 ± 13 ms in terms of travel time. The shape distortion in the skew condition is equivalent to 142 ± 16 ms. On this normalized scale, our results for the three conditions here stand out as significantly larger than anything previously reported.

These time values also constrain models of the effect. Some authors have attributed these shifts to differential latencies of up to 80 ms between moving and flashed items (see Öğmen et al., 2004). Others suggest that the shifts represent a compensation for neural delays so that the perceived location of a moving stimulus matches its actual position with an extrapolation to make up for distance the motion travelled during these delays (e.g., [@bibr3-2041669517737561]). [@bibr2-2041669517737561] proposed that the shifts represent the average location of a moving object with the averaging beginning at the moment of the test flash. All of these proposals are challenged by an equivalent travel time of 150 ms as there is little evidence that either neural delays or time averaging windows exceed 100 ms.

Either these mechanisms need some revision to cope with these large time constants or possibly shape contrast illusions ([@bibr5-2041669517737561]), size contrast or induced motion may contribute.
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