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Abstract—Given a linear open quantum system which is de-
scribed by a Lindblad master equation, we detail the calculation
of the moment evolution equations from this master equation.
We stress that the moment evolution equations are well-known,
but their explicit derivation from the master equation cannot be
found in the literature to the best of our knowledge, and so we
provide this derivation for the interested reader.
Index Terms—Linear quantum system, open quantum system,
Lindblad master equation, moment, evolution, mean vector,
covariance matrix, Gaussian state, drift matrix, diffusion matrix.
I. INTRODUCTION
Quantum systems unavoidably interact with their surround-
ing environments, and such quantum systems are referred to
as open quantum systems. The dynamics of open quantum
systems can be classified into two categories, Markovian and
non-Markovian regimes, depending on whether the system is
weakly coupled to a memoryless environment [1], [2]. For
open quantum systems coupled weakly to a memoryless envi-
ronment, a well-established treatment known as a Markovian
Lindblad master equation can be used to approximate the time
evolution of such systems [1]–[4]. Typical examples of such
systems include quantum optical systems [5].
Let us consider a continuous-variable open quantum system
with N degrees of freedom, the time evolution of which
is described by the following Markovian Lindblad master
equation (we set h¯ = 1)
d
dt
ρˆ =−i[Hˆ, ρˆ ]+
K
∑
j=1
D[cˆ j]ρˆ , (1)
where Hˆ = Hˆ∗ is the system Hamiltonian,
cˆ =
[
cˆ1 cˆ2 · · · cˆK
]⊤
is the vector of Lindblad
operators, K is the number of decoherence channels,
and D[cˆ j]ρˆ , cˆ jρˆ cˆ
∗
j −
1
2
(
cˆ∗j cˆ jρˆ + ρˆ cˆ
∗
j cˆ j
)
.
*The material presented here has been partially presented in thesis form
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Let (qˆ j, pˆ j), j = 1, · · · ,N, be the position and momentum
operators of this quantum system. They satisfy the canonical
commutation relation[
xˆ, xˆ⊤
]
= xˆxˆ⊤−
(
xˆxˆ⊤
)⊤
= iΣ, Σ ,
[
0 IN
−IN 0
]
, (2)
where xˆ ,
[
qˆ1 · · · qˆN pˆ1 · · · pˆN
]⊤
. Suppose that the
system Hamiltonian Hˆ is quadratic in the quadrature operators;
i.e., Hˆ = 1
2
xˆ⊤Mxˆ, with M = M⊤ ∈R2N×2N . Also, suppose that
the vector of Lindblad operators cˆ is linear in the quadrature
operators; i.e., cˆ = Cxˆ, with C ∈ CK×2N . An open quantum
system with such Hˆ and cˆ is said to be a linear open quantum
system. For a linear open quantum system, given Gaussian
initial conditions, the Lindblad master equation (1) will always
have a Gaussian state as its solution.
The mean value of xˆ is given by 〈xˆ〉 =[
tr(xˆ1ρˆ) tr(xˆ2ρˆ) · · · tr(xˆ2N ρˆ)
]⊤
and the covariance
matrix of xˆ is given by V = 1
2
〈△xˆ△xˆ⊤+(△xˆ△xˆ⊤)⊤〉, where
△xˆ = xˆ−〈xˆ〉. The moment evolution equations for 〈xˆ〉 and V
are given by 

d〈xˆ〉
dt
= A 〈xˆ〉, (3)
dV
dt
= A V +VA ⊤+D , (4)
where A = Σ
(
M+ Im(C†C)
)
is the drift matrix and D =
ΣRe(C†C)Σ⊤ is the diffusion matrix.
The result described in (3) and (4) and the explicit formulas
for A and D can be found in several references; e.g., [6]–
[10]. Recent results on the preparation of pure Gaussian states
are all built upon the moment evolution equations (3) and
(4) [11]–[20]. To the best of the authors’ knowledge, the
explicit derivation for (3) and (4) from the master equation (1)
cannot be found in the literature. So we provide a detailed
derivation here for the interested reader.
II. DERIVATION OF MOMENT EVOLUTION EQUATIONS
For simplicity, we consider a linear open quantum system
with a single decoherence channel (K = 1). The extension
of the derivation to multiple decoherence channels is
straightforward; see Remark 1. We will first calculate the
evolution equation for the mean vector 〈xˆ〉. Then, we will
calculate the evolution equation for the covariance matrix V .
Part 1: Calculation of the Evolution Equation for the Mean
Vector 〈xˆ〉
Let xˆℓ be the ℓth entry of the column vector xˆ. Then the
commutation relations (2) can be written as
[xˆℓ, xˆm] = xˆℓxˆm− xˆmxˆℓ = iΣℓm,
where Σℓm is the (ℓ,m) entry of the matrix Σ. The equation of
motion for 〈xˆℓ〉 is
d〈xˆℓ〉
dt
= tr
(
xˆℓ
dρˆ
dt
)
= tr
(
xˆℓ
(
−i[Hˆ, ρˆ ]+D[cˆ]ρˆ
))
= tr
(
xˆℓ
(
−i[Hˆ, ρˆ ]
))
+ tr
(
xˆℓ (D[cˆ]ρˆ)
)
. (5)
Let us calculate tr
(
xˆℓ
(
−i[Hˆ, ρˆ ]
))
and tr
(
xˆℓ (D[cˆ]ρˆ)
)
sep-
arately. First, we have
tr
(
xˆℓ
(
−i[Hˆ, ρˆ ]
))
=−
i
2
tr
(
xˆℓxˆ
⊤Mxˆρˆ − xˆℓρˆ xˆ
⊤Mxˆ
)
=−
i
2
tr
(
2N
∑
j=1
2N
∑
k=1
M jk xˆℓxˆ j xˆkρˆ −
2N
∑
j=1
2N
∑
k=1
xˆℓρˆM jkxˆ j xˆk
)
=−
i
2
2N
∑
j=1
2N
∑
k=1
M jk tr
(
xˆℓxˆ j xˆkρˆ − xˆ jxˆk xˆℓρˆ
)
=−
i
2
2N
∑
j=1
2N
∑
k=1
M jk tr
((
xˆ j xˆℓ+ iΣℓ j
)
xˆkρˆ − xˆ jxˆk xˆℓρˆ
)
=−
i
2
2N
∑
j=1
2N
∑
k=1
M jk tr
(
iΣℓ j xˆkρˆ + xˆ jxˆℓxˆkρˆ − xˆ jxˆkxˆℓρˆ
)
=−
i
2
2N
∑
j=1
2N
∑
k=1
M jk tr
(
iΣℓ j xˆkρˆ + iΣℓkxˆ jρˆ
)
=
1
2
2N
∑
j=1
2N
∑
k=1
Σℓ jM jk〈xˆk〉+
1
2
2N
∑
j=1
2N
∑
k=1
ΣℓkM jk〈xˆ j〉
=
1
2
2N
∑
j=1
2N
∑
k=1
Σℓ jM jk〈xˆk〉+
1
2
2N
∑
j=1
2N
∑
k=1
ΣℓkMk j〈xˆ j〉
=
2N
∑
j=1
2N
∑
k=1
Σℓ jM jk〈xˆk〉
=Σℓ:M〈xˆ〉, (6)
where Σℓ: denotes the ℓth row of Σ. Second, we have
tr
(
xˆℓ (D[cˆ]ρˆ)
)
= tr
(
xˆℓ
(
cˆρˆ cˆ∗−
1
2
cˆ∗cˆρˆ −
1
2
ρˆ cˆ∗cˆ
))
= tr
(
cˆ∗xˆℓcˆρˆ −
1
2
xˆℓcˆ
∗cˆρˆ −
1
2
cˆ∗cˆxˆℓρˆ
)
= tr
(( 2N
∑
j=1
C∗j xˆ j
)
xˆℓ
( 2N
∑
k=1
Ckxˆk
)
ρˆ −
1
2
xˆℓ
( 2N
∑
j=1
C∗j xˆ j
)( 2N
∑
k=1
Ckxˆk
)
ρˆ
−
1
2
( 2N
∑
j=1
C∗j xˆ j
)( 2N
∑
k=1
Ckxˆk
)
xˆℓρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
((
xˆ j xˆℓxˆk −
1
2
xˆℓxˆ j xˆk−
1
2
xˆ j xˆkxˆℓ
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
(( i
2
Σ jℓxˆk +
i
2
Σℓkxˆ j
)
ρˆ
)
=
i
2
2N
∑
j=1
2N
∑
k=1
C∗jCkΣ jℓ〈xˆk〉+
i
2
2N
∑
j=1
2N
∑
k=1
C∗jCkΣℓk〈xˆ j〉
=−
i
2
2N
∑
j=1
2N
∑
k=1
Σℓ jC
∗
jCk〈xˆk〉+
i
2
2N
∑
j=1
2N
∑
k=1
ΣℓkCkC
∗
j 〈xˆ j〉
=−
i
2
2N
∑
j=1
2N
∑
k=1
Σℓ jC
∗
jCk〈xˆk〉+
i
2
2N
∑
j=1
2N
∑
k=1
Σℓ jC jC
∗
k 〈xˆk〉
=
i
2
2N
∑
j=1
2N
∑
k=1
Σℓ j
(
−C∗jCk +C jC
∗
k
)
〈xˆk〉
=
2N
∑
j=1
2N
∑
k=1
Σℓ j Im
(
C∗jCk
)
〈xˆk〉
=Σℓ: Im
(
C†C
)
〈xˆ〉. (7)
Here C j ∈ C denotes the jth entry of the row vector C.
Substituting (6) and (7) into (5), we obtain
d〈xˆℓ〉
dt
= Σℓ:
(
M+ Im
(
C†C
))
〈xˆ〉. (8)
The evolution equation (3) follows immediately from (8).
Part 2: Calculation of the Evolution Equation for the
Covariance Matrix V
Suppose Vℓm is the (ℓ,m) entry of the covariance matrix V .
Then we have
Vℓm
=
1
2
〈△xˆℓ△xˆm +△xˆm△xˆℓ〉
=
1
2
〈(xˆℓ−〈xˆℓ〉)(xˆm−〈xˆm〉)+ (xˆm−〈xˆm〉)(xˆℓ−〈xˆℓ〉)〉
=
1
2
(〈xˆℓxˆm + xˆmxˆℓ〉− 〈xˆℓ〉〈xˆm〉− 〈xˆm〉〈xˆℓ〉)
=
1
2
〈xˆℓxˆm + xˆmxˆℓ〉− 〈xˆℓ〉〈xˆm〉.
Therefore, the equation of motion for Vℓm is given by
dVℓm
dt
=
1
2
d〈xˆℓxˆm + xˆmxˆℓ〉
dt
−
d (〈xˆℓ〉〈xˆm〉)
dt
=
1
2
tr
(
(xˆℓxˆm + xˆmxˆℓ)
dρˆ
dt
)
−
d (〈xˆℓ〉〈xˆm〉)
dt
=
1
2
tr
(
(xˆℓxˆm + xˆmxˆℓ)
(
−i[Hˆ, ρˆ ]
))
+
1
2
tr
(
(xˆℓxˆm + xˆmxˆℓ)(D[cˆ]ρˆ)
)
−
d (〈xˆℓ〉〈xˆm〉)
dt
. (9)
Let us calculate tr
(
(xˆℓxˆm + xˆmxˆℓ)
(
−i[Hˆ, ρˆ ]
))
,
tr
(
(xˆℓxˆm + xˆmxˆℓ)(D[cˆ]ρˆ)
)
and
d(〈xˆℓ〉〈xˆm〉)
dt
separately. First,
we have
tr
(
(xˆℓxˆm + xˆmxˆℓ)
(
−i[Hˆ, ρˆ ]
))
=−
i
2
tr
(
2N
∑
j=1
2N
∑
k=1
(xˆℓxˆm + xˆmxˆℓ)M jkxˆ j xˆkρˆ
−
2N
∑
j=1
2N
∑
k=1
(xˆℓxˆm + xˆmxˆℓ) ρˆM jkxˆ jxˆk
)
=−
i
2
2N
∑
j=1
2N
∑
k=1
M jk tr
(
xˆℓxˆmxˆ j xˆkρˆ + xˆmxˆℓxˆ j xˆkρˆ
− xˆℓxˆmρˆ xˆ jxˆk − xˆmxˆℓρˆ xˆ j xˆk
)
=−
i
2
2N
∑
j=1
2N
∑
k=1
M jk tr
(
xˆℓxˆmxˆ j xˆkρˆ + xˆmxˆℓxˆ j xˆkρˆ
− xˆ jxˆkxˆℓxˆmρˆ − xˆ jxˆkxˆmxˆℓρˆ
)
=−
i
2
2N
∑
j=1
2N
∑
k=1
M jk tr
(
xˆℓxˆmxˆ j xˆkρˆ +(xˆℓxˆm + iΣmℓ) xˆ jxˆkρˆ
− xˆ jxˆkxˆℓxˆmρˆ − xˆ jxˆk (xˆℓxˆm + iΣmℓ) ρˆ
)
=− i
2N
∑
j=1
2N
∑
k=1
M jk tr
(
xˆℓxˆmxˆ jxˆkρˆ − xˆ jxˆkxˆℓxˆmρˆ
)
=− i
2N
∑
j=1
2N
∑
k=1
M jk tr
(
xˆℓ (xˆ jxˆm + iΣm j) xˆkρˆ − xˆ j (xˆℓxˆk + iΣkℓ) xˆmρˆ
)
=− i
2N
∑
j=1
2N
∑
k=1
M jk tr
(
xˆℓxˆ j xˆmxˆkρˆ − xˆ jxˆℓxˆkxˆmρˆ
+ iΣm j xˆℓxˆkρˆ − iΣkℓxˆ j xˆmρˆ
)
=− i
2N
∑
j=1
2N
∑
k=1
M jk tr
(
xˆℓxˆ j (xˆk xˆm + iΣmk) ρˆ −
(
xˆℓxˆ j + iΣ jℓ
)
xˆk xˆmρˆ
+ iΣm j xˆℓxˆkρˆ − iΣkℓxˆ j xˆmρˆ
)
=− i
2N
∑
j=1
2N
∑
k=1
M jk tr
(
iΣmk xˆℓxˆ jρˆ − iΣ jℓxˆkxˆmρˆ
+ iΣm j xˆℓxˆkρˆ − iΣkℓxˆ j xˆmρˆ
)
=
2N
∑
j=1
2N
∑
k=1
M jkΣmk tr
(
xˆℓxˆ jρˆ
)
−
2N
∑
j=1
2N
∑
k=1
M jkΣ jℓ tr
(
xˆk xˆmρˆ
)
+
2N
∑
j=1
2N
∑
k=1
M jkΣm j tr
(
xˆℓxˆkρˆ
)
−
2N
∑
j=1
2N
∑
k=1
M jkΣkℓ tr
(
xˆ j xˆmρˆ
)
=2
2N
∑
j=1
2N
∑
k=1
M jkΣmk tr
(
xˆℓxˆ jρˆ
)
− 2
2N
∑
j=1
2N
∑
k=1
M jkΣ jℓ tr
(
xˆk xˆmρˆ
)
=
2N
∑
j=1
2N
∑
k=1
M jkΣmk tr
((
xˆℓxˆ j + xˆ jxˆℓ+ iΣℓ j
)
ρˆ
)
−
2N
∑
j=1
2N
∑
k=1
M jkΣ jℓ tr
(
(xˆk xˆm + xˆmxˆk + iΣkm) ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
M jkΣmk〈xˆℓxˆ j + xˆ jxˆℓ〉−
2N
∑
j=1
2N
∑
k=1
M jkΣ jℓ〈xˆk xˆm + xˆmxˆk〉
=
2N
∑
j=1
2N
∑
k=1
Σℓ jM jk〈xˆk xˆm + xˆmxˆk〉−
2N
∑
j=1
2N
∑
k=1
〈xˆℓxˆ j + xˆ jxˆℓ〉M jkΣkm.
(10)
Second, we have
tr
(
(xˆℓxˆm + xˆmxˆℓ) (D[cˆ]ρˆ)
)
= tr
(
(xˆℓxˆm + xˆmxˆℓ)
(
cˆρˆ cˆ∗−
1
2
cˆ∗cˆρˆ −
1
2
ρˆ cˆ∗cˆ
))
= tr
(
cˆ∗ (xˆℓxˆm + xˆmxˆℓ) cˆρˆ −
1
2
(xˆℓxˆm + xˆmxˆℓ) cˆ
∗cˆρˆ
−
1
2
cˆ∗cˆ(xˆℓxˆm + xˆmxˆℓ) ρˆ
)
= tr
(( 2N
∑
j=1
C∗j xˆ j
)(
xˆℓxˆm + xˆmxˆℓ
)( 2N
∑
k=1
Ck xˆk
)
ρˆ
−
1
2
(
xˆℓxˆm + xˆmxˆℓ
)( 2N
∑
j=1
C∗j xˆ j
)( 2N
∑
k=1
Ck xˆk
)
ρˆ
−
1
2
( 2N
∑
j=1
C∗j xˆ j
)( 2N
∑
k=1
Ck xˆk
)(
xˆℓxˆm + xˆmxˆℓ
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
((
xˆ j (xˆℓxˆm + xˆmxˆℓ) xˆk
−
1
2
(xˆℓxˆm + xˆmxˆℓ) xˆ j xˆk −
1
2
xˆ j xˆk (xˆℓxˆm + xˆmxˆℓ)
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
((
xˆ j (2xˆℓxˆm− iΣℓm) xˆk
−
1
2
(2xˆℓxˆm− iΣℓm) xˆ j xˆk −
1
2
xˆ j xˆk (2xˆℓxˆm− iΣℓm)
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
((
2xˆ jxˆℓxˆmxˆk − xˆℓxˆmxˆ j xˆk − xˆ jxˆkxˆℓxˆm
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
((
2
(
xˆℓxˆ j + iΣ jℓ
)
(xˆkxˆm + iΣmk)
− xˆℓ (xˆ jxˆm + iΣm j) xˆk − xˆ j (xˆℓxˆk + iΣkℓ) xˆm
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
((
2xˆℓxˆ j xˆkxˆm + 2iΣ jℓxˆkxˆm + 2iΣmkxˆℓxˆ j
− 2Σ jℓΣmk − xˆℓxˆ j xˆmxˆk − iΣm j xˆℓxˆk − xˆ jxˆℓxˆkxˆm− iΣkℓxˆ j xˆm
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
((
iΣkmxˆℓxˆ j + iΣℓ jxˆkxˆm + 2iΣ jℓxˆkxˆm
+ 2iΣmkxˆℓxˆ j − 2Σ jℓΣmk − iΣm j xˆℓxˆk − iΣkℓxˆ j xˆm
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
C∗jCk tr
((
iΣ jℓxˆkxˆm + iΣmkxˆℓxˆ j
− 2Σ jℓΣmk − iΣm j xˆℓxˆk − iΣkℓxˆ j xˆm
)
ρˆ
)
=
2N
∑
j=1
2N
∑
k=1
iC∗jCkΣ jℓ tr
(
xˆkxˆmρˆ
)
+
2N
∑
j=1
2N
∑
k=1
iC∗jCkΣmk tr
(
xˆℓxˆ jρˆ
)
− 2
2N
∑
j=1
2N
∑
k=1
C∗jCkΣ jℓΣmk −
2N
∑
j=1
2N
∑
k=1
iC∗jCkΣm j tr
(
xˆℓxˆkρˆ
)
−
2N
∑
j=1
2N
∑
k=1
iC∗jCkΣkℓ tr
(
xˆ j xˆmρˆ
)
=
2N
∑
j=1
2N
∑
k=1
iC∗jCkΣ jℓ tr
(
xˆkxˆmρˆ
)
+
2N
∑
j=1
2N
∑
k=1
iC∗jCkΣmk tr
(
xˆℓxˆ jρˆ
)
− 2
2N
∑
j=1
2N
∑
k=1
C∗jCkΣ jℓΣmk −
2N
∑
j=1
2N
∑
k=1
iC∗kC jΣmk tr
(
xˆℓxˆ jρˆ
)
−
2N
∑
j=1
2N
∑
k=1
iC∗kC jΣ jℓ tr
(
xˆk xˆmρˆ
)
=
2N
∑
j=1
2N
∑
k=1
i
(
C∗jCk −C
∗
kC j
)
Σ jℓ tr
(
xˆkxˆmρˆ
)
+
2N
∑
j=1
2N
∑
k=1
i
(
C∗jCk −C
∗
kC j
)
Σmk tr
(
xˆℓxˆ jρˆ
)
− 2
2N
∑
j=1
2N
∑
k=1
C∗jCkΣ jℓΣmk
=
2N
∑
j=1
2N
∑
k=1
2Im(C jC
∗
k )Σ jℓ tr
(
xˆkxˆmρˆ
)
+
2N
∑
j=1
2N
∑
k=1
2Im(C jC
∗
k )Σmk tr
(
xˆℓxˆ jρˆ
)
− 2
2N
∑
j=1
2N
∑
k=1
C∗jCkΣ jℓΣmk
=
2N
∑
j=1
2N
∑
k=1
2Im(C jC
∗
k )Σ jℓ tr
(
xˆkxˆm + xˆmxˆk + iΣkm
2
ρˆ
)
+
2N
∑
j=1
2N
∑
k=1
2Im(C jC
∗
k )Σmk tr
(
xˆℓxˆ j + xˆ jxˆℓ+ iΣℓ j
2
ρˆ
)
− 2
2N
∑
j=1
2N
∑
k=1
C∗jCkΣ jℓΣmk
=
2N
∑
j=1
2N
∑
k=1
Im(C jC
∗
k )Σ jℓ〈xˆkxˆm + xˆmxˆk〉
+
2N
∑
j=1
2N
∑
k=1
Im(C jC
∗
k )
(
iΣ jℓΣkm
)
+
2N
∑
j=1
2N
∑
k=1
Im(C jC
∗
k )Σmk〈xˆℓxˆ j + xˆ jxˆℓ〉
+
2N
∑
j=1
2N
∑
k=1
Im(C jC
∗
k )
(
iΣmkΣℓ j
)
− 2
2N
∑
j=1
2N
∑
k=1
C∗jCkΣ jℓΣmk
=
2N
∑
j=1
2N
∑
k=1
Σℓ j Im
(
C∗jCk
)
〈xˆkxˆm + xˆmxˆk〉
+ 2i
2N
∑
j=1
2N
∑
k=1
Σℓ j Im
(
C∗jCk
)
Σkm
+
2N
∑
j=1
2N
∑
k=1
〈xˆℓxˆ j + xˆ jxˆℓ〉 Im
(
C∗jCk
)
Σkm
− 2
2N
∑
j=1
2N
∑
k=1
Σℓ jC
∗
jCkΣkm
=
2N
∑
j=1
2N
∑
k=1
Σℓ j Im
(
C∗jCk
)
〈xˆkxˆm + xˆmxˆk〉
+
2N
∑
j=1
2N
∑
k=1
〈xˆℓxˆ j + xˆ jxˆℓ〉 Im
(
C∗jCk
)
Σkm
− 2
2N
∑
j=1
2N
∑
k=1
Σℓ j Re
(
C∗jCk
)
Σkm. (11)
Third, using (8), we have
d〈xˆℓ〉〈xˆm〉
dt
=
d〈xˆℓ〉
dt
〈xˆm〉+ 〈xˆℓ〉
d〈xˆm〉
dt
=
(
2N
∑
j=1
2N
∑
k=1
Σℓ jM jk〈xˆk〉+
2N
∑
j=1
2N
∑
k=1
Σℓ j Im
(
C∗jCk
)
〈xˆk〉
)
〈xˆm〉
+ 〈xˆℓ〉
(
2N
∑
j=1
2N
∑
k=1
Σm jM jk〈xˆk〉+
2N
∑
j=1
2N
∑
k=1
Σm j Im
(
C∗jCk
)
〈xˆk〉
)
=
(
2N
∑
j=1
2N
∑
k=1
Σℓ jM jk〈xˆk〉+
2N
∑
j=1
2N
∑
k=1
Σℓ j Im
(
C∗jCk
)
〈xˆk〉
)
〈xˆm〉
+〈xˆℓ〉
(
−
2N
∑
j=1
2N
∑
k=1
〈xˆk〉Mk jΣ jm +
2N
∑
j=1
2N
∑
k=1
〈xˆk〉 Im(C
∗
kC j)Σ jm
)
=
2N
∑
j=1
2N
∑
k=1
Σℓ j
(
M jk + Im
(
C∗jCk
))
〈xˆk〉〈xˆm〉
+
2N
∑
j=1
2N
∑
k=1
〈xˆℓ〉〈xˆk〉
(
−Mk j + Im(C
∗
kC j)
)
Σ jm
=
2N
∑
j=1
2N
∑
k=1
Σℓ j
(
M jk + Im
(
C∗jCk
))
〈xˆk〉〈xˆm〉
+
2N
∑
j=1
2N
∑
k=1
〈xˆℓ〉〈xˆ j〉
(
−M jk + Im
(
C∗jCk
))
Σkm. (12)
Substituting (10), (11) and (12) into (9), we obtain
dVℓm
dt
=
1
2
tr
(
(xˆℓxˆm + xˆmxˆℓ)
(
−i[Hˆ, ρˆ ]
))
+
1
2
tr
(
(xˆℓxˆm + xˆmxˆℓ)(D[cˆ]ρˆ)
)
−
d (〈xˆℓ〉〈xˆm〉)
dt
=
2N
∑
j=1
2N
∑
k=1
Σℓ jM jk
〈xˆk xˆm + xˆmxˆk〉
2
−
2N
∑
j=1
2N
∑
k=1
〈xˆℓxˆ j + xˆ jxˆℓ〉
2
M jkΣkm
+
2N
∑
j=1
2N
∑
k=1
Σℓ j Im
(
C∗jCk
) 〈xˆkxˆm + xˆmxˆk〉
2
+
2N
∑
j=1
2N
∑
k=1
〈xˆℓxˆ j + xˆ jxˆℓ〉
2
Im
(
C∗jCk
)
Σkm
−
2N
∑
j=1
2N
∑
k=1
Σℓ j Re
(
C∗jCk
)
Σkm
−
2N
∑
j=1
2N
∑
k=1
Σℓ j
(
M jk + Im
(
C∗jCk
))
〈xˆk〉〈xˆm〉
−
2N
∑
j=1
2N
∑
k=1
〈xˆℓ〉〈xˆ j〉
(
−M jk + Im
(
C∗jCk
))
Σkm
=
2N
∑
j=1
2N
∑
k=1
Σℓ j
(
M jk + Im
(
C∗jCk
))( 〈xˆk xˆm + xˆmxˆk〉
2
−〈xˆk〉〈xˆm〉
)
+
2N
∑
j=1
2N
∑
k=1
(
〈xˆℓxˆ j + xˆ jxˆℓ〉
2
−〈xˆℓ〉〈xˆ j〉
)(
Im
(
C∗jCk
)
−M jk
)
Σkm
−
2N
∑
j=1
2N
∑
k=1
Σℓ j Re
(
C∗jCk
)
Σkm
=
2N
∑
j=1
2N
∑
k=1
Σℓ j
(
M jk + Im
(
C∗jCk
))
Vkm
+
2N
∑
j=1
2N
∑
k=1
Vℓ j
(
−M jk + Im
(
C∗jCk
))
Σkm
−
2N
∑
j=1
2N
∑
k=1
Σℓ j Re
(
C∗jCk
)
Σkm
=Σℓ:
(
M+ Im
(
C†C
))
V:m +Vℓ:
(
−M+ Im
(
C†C
))
Σ:m
−Σℓ:Re
(
C†C
)
Σ:m, (13)
where V:m denotes the mth column of V and Vℓ: denotes the
ℓth row of V . It follows from (13) that
dV
dt
= Σ
(
M+ Im
(
C†C
))
V +V
(
−M+ Im
(
C†C
))
Σ
−ΣRe
(
C†C
)
Σ
= Σ
(
M+ Im
(
C†C
))
V +V
(
M+ Im
(
C†C
))⊤
Σ⊤
+ΣRe
(
C†C
)
Σ⊤.
That is, Equation (4) holds. This completes the derivation.
Remark 1. The above results can be easily extended to linear
open quantum systems with multiple decoherence channels. By
adding extra decoherence-induced terms (which are analogous
to those obtained in (7) and (11)), we can obtain the moment
evolution equations for linear open quantum systems with
multiple decoherence channels. The results are given by (3)
and (4).
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Appendix: Notation
R, Rm×n Real numbers, real m× n matrices.
C, Cm×n Complex numbers, complex m × n
matrices.
In The n× n identity matrix.
a∗, aˆ∗ The complex conjugate of a complex num-
ber a, the adjoint of an operator aˆ.
A⊤ Transpose of A, i.e.,
(
A⊤
)
jk
= Ak j.
A# Entrywise conjugate of A, i.e.,
(
A#
)
jk
=
A∗jk.
A† Conjugate transpose of A, i.e.,
(
A†
)
jk
=
A∗k j.
Re(A), Im(A) The real part, imaginary part of A,
i.e., Re(A) =
(
A+A#
)
/2 and Im(A) =(
A−A#
)
/(2i).
tr(A) Trace.
