We present META-MT, a meta-learning approach to adapt Neural Machine Translation (NMT) systems in a few-shot setting. META-MT provides a new approach to make NMT models easily adaptable to many target domains with the minimal amount of in-domain data. We frame the adaptation of NMT systems as a meta-learning problem, where we learn to adapt to new unseen domains based on simulated offline meta-training domain adaptation tasks. We evaluate the proposed metalearning strategy on ten domains with general large scale NMT systems. We show that META-MT significantly outperforms classical domain adaptation when very few indomain examples are available. Our experiments shows that META-MT can outperform classical fine-tuning by up to 2.5 BLEU points after seeing only 4, 000 translated words (300 parallel sentences).
Introduction
Neural Machine Translation (NMT) systems (Bahdanau et al., 2016; are usually trained on large general-domain parallel corpora to achieve state-of-the-art results (Barrault et al., 2019) . Unfortunately, these generic corpora are often qualitatively different from the target domain of the translation system. Moreover, NMT models trained on one domain tend to perform poorly when translating sentences in a significantly different domain (Koehn and Knowles, 2017; Chu and Wang, 2018) . A widely used approach for adapting NMT is domain adaptation by fine-tuning (Luong and Manning, 2015; Freitag and Al-Onaizan, 2016; Sennrich et al., 2016) , where a model is first trained on general-domain data and then adapted by continuing the training on a smaller amount of in-domain data. This approach often leads to empirical improvements in the targeted domain; however, it falls short when the amount of in-domain training data is insufficient, leading to model over-fitting and catastrophic forgetting, where adapting to a new domain leads to degradation on the general-domain (Thompson et al., 2019) . Ideally, we would like to have a model that is easily adaptable to many target domains with minimal amount of in-domain data.
We present a meta-learning approach that learns to adapt neural machine translation systems to new domains given only a small amount of training data in that domain. To achieve this, we simulate many domain adaptation tasks, on which we use a metalearning strategy to learn how to adapt. Specifically, based on these simulations, our proposed approach, META-MT (Meta-learning for Machine Translation), learns model parameters that should generalize to future (real) adaptation tasks ( §3.1).
At training time ( § 3.2), META-MT simulates many small-data domain adaptation tasks from a large pool of data. Using these tasks, META-MT simulates what would happen after fine-tuning the model parameters to each such task. It then uses this information to compute parameter updates that will lead to efficient adaptation during deployment. We optimize this using the Model Agnostic Meta-Learning algorithm (MAML) (Finn et al., 2017) .
The contribution of this paper is as follows: first, we propose a new approach that enables NMT systems to effectively adapt to a new domain using few-shots learning. Second, we show what models and conditions enable meta-learning to be useful for NMT adaptation. Finally, We evaluate META-MT on ten different domains, showing the efficacy of our approach. To the best of our knowledge, this is the first work on adapting large scale NMT systems in a few-shot learning setup 1 .
Related Work
Our goal for few-shot NMT adaptation is to adapt a pre-trained NMT model (e.g. trained on general domain data) to new domains (e.g. medical domain) with a small amount of training examples. surveyed several recent approaches that address the shortcomings of traditional fine-tuning when applied to domain adaptation. Our work distinguishes itself from prior work by learning to fine-tune with tiny amounts of training examples.
Most recently, Bapna et al. (2019) proposed a simple approach for adaptation in NMT. The approach consists of injecting task specific adapter layers into a pre-trained model. These adapters enable the model to adapt to new tasks as it introduces a bottleneck in the architecture that makes it easier to adapt. Our approach uses a similar model architecture, however, instead of injecting a new adapter for each task separately, META-MT uses a single adapter layer, and meta-learns a better initialization for this layer that can easily be fine-tuned to new domains with very few training examples.
Similar to our goal, Michel and Neubig (2018) proposed a space efficient approach to adaptation that learns domain specific biases to the output vocabulary. This enables large-scale personalization for NMT models when small amounts of data are available for a lot of different domains. However, this approach assumes that these domains are static and known at training time, while META-MT can dynamically generalize to totally new domains, previously unseen at meta-training time.
Several approaches have been proposed for lightweight adaptation of NMT systems. Vilar (2018) introduced domain specific gates to control the contribution of hidden units feeding into the next layer. However, Bapna et al. (2019) showed that this introduced a limited amount of per-domain capacity; in addition, the learned gates are not guaranteed to be easily adaptable to unseen domains. Khayrallah et al. (2017) proposed a lattice search algorithm for NMT adaptation, however, this algorithm assumes access to lattices generated from a phrase based machine translation system.
Our meta-learning strategy mirrors that of Gu et al. (2018) in the low resource translation setting, as well as Wu et al. (2019) for cross-lingual named entity recognition with minimal resources, Mi et al. (2019) for low-resource natural language generation in task-oriented dialogue systems, and Dou et al. (2019) for low-resource natural language un-derstanding tasks. To the best of our knowledge, this is the first work using meta-learning for fewshot NMT adaptation.
3 Approach: Meta-Learning for Few-Shot NMT Adaptation
Neural Machine Translation systems are not robust to domain shifts (Chu and Wang, 2018) . It is a highly desirable characteristic of the system to be adaptive to any domain shift using weak supervision without degrading the performance on the general domain. This dynamic adaptation task can be viewed naturally as a learning-to-learn (metalearning) problem: how can we train a global model that is capable of using its previous experience in adaptation to learn to adapt faster to unseen domains? A particularly simple and effective strategy for adaptation is fine-tuning: the global model is adapted by training on in-domain data. One would hope to improve on such a strategy by decreasing the amount of required in-domain data. META-MT takes into account information from previous adaptation tasks, and aims at learning how to update the global model parameters, so that the resulting learned parameters after meta-learning can be adapted faster and better to previously unseen domains via a weakly supervised fine-tuning approach on a tiny amount of data. Our goal in this paper is to learn how to adapt a neural machine translation system from experience. The training procedure for META-MT uses offline simulated adaptation problems to learn model parameters θ which can adapt faster to previously unseen domains. In this section, we describe META-MT, first by describing how it operates at test time when applied to a new domain adaptation task ( §3.1), and then by describing how to train it using offline simulated adaptation tasks ( §3.2).
Test Time Behavior of META-MT
At test time, META-MT adapts a pre-trained NMT model to a new given domain. The adaptation is done using a small in-domain data that we call the support set and then tested on the new domain using a query set. More formally, the model parametrized by θ takes as input a new adaptation task T. This is illustrated in Figure 1 : the adaptation task T consists of a standard domain adaptation problem: T includes a support set T support used for training the fine-tuned model, and a query set T query used for evaluation. We're particularly Figure 1 : Example meta-learning set-up for few-shot NMT adaptation. The top represents the meta-training set D meta-train , where inside each box is a separate dataset T that consists of the support set T support (left side of dashed line) and the query set T query (right side of dashed line). In this illustration, we are considering the books and TED talks domains for meta-training. The meta-test set D meta-test is defined in the same way, but with a different set of domains not present in any of the datasets in D meta-train : Medical and News.
Step 1: Sample a domain (e.g. Books)
Step 2: Fine-tune on Support Set
Step 3 [Bottom-B] Differences between meta-learning and Traditional fine-tuning. Wide lines represent high resource domains (Medical, News), while thin lines represent low-resource domains (TED, Books). Traditional fine-tuning may favor high-resource domains over low-resource ones while meta-learning aims at learning a good initialization that can be adapted to any domain with minimal training samples. 2 interested in the distribution of tasks P(T ) where the support and query sets are very small. In our experiments, we restrict the size of these sets to only few hundred parallel training sentences. We consider support sets of sizes: 4k to 64k source words (i.e. ∼ 200 to 3200 sentences). At test time, the meta-learned model θ interacts with the world as follows ( Figure 2 ):
1.
Step 1: The world draws an adaptation task T from a distribution P, T ∼ P(T ); 2.
Step 2: The model adapts from θ to θ by fine-tuning on the task's support set T support ; 3.
Step 3: The fine-tuned model θ is evaluated on the query set T query . Intuitively, meta-training should optimize for a representation θ that can quickly adapt to new tasks, rather than a single individual task.
Training META-MT via Meta-learning
The meta-learning challenge is: how do we learn a good representation θ? We initialize θ by training an NMT model on global-domain data. In addition, we assume access to meta-training tasks on which we can train θ; these tasks must include support/query pairs, where we can simulate a domain adaptation setting by fine-tuning on the support set and then evaluating on the query. This is a weak assumption: in practice, we use purely simulated data as this meta-training data. We construct this data as follows: given a parallel corpus for the desired language pair, we randomly sample training example to form a few-shot adaptation task. We build tasks of 4k, 8k, 16k, 32k, and 64k training words. Under this formulation, it's natural to think of θ's learning process as a process to learn a good parameter initialization for fast adaptation, for which a class of learning algorithms to consider are Model-agnostic Meta-Learning (MAML) and it's first order approximations like First-order MAML (FoMAML) (Finn et al., 2017) and Reptile (Nichol et al., 2018) .
Informally, at training time, META-MT will treat one of these simulated domains T as if it were a domain adaptation dataset. At each time step, it will update the current model representation from θ to θ by fine-tuning on T support and then ask: what is the meta-learning loss estimate given θ, θ , and T query ? The model representation θ is then updated to minimize this meta-learning loss. More formally, in meta-learning, we assume access to a 
Compute adapted parameters with gradient descent:
distribution P over different tasks T . From this, we can sample a meta-training dataset D meta-train . The meta-learning problem is then to estimate θ to minimize the meta-learning loss on D meta-train .
The meta-learning algorithm we use is MAML by Finn et al. (2017) , and is instantiated for the meta-learning to adapt NMT systems in Alg 1. MAML considers a model represented by a parametrized function f θ with parameters θ. When adapting to a new task T, the model's parameters θ become θ . The updated vector θ is computed using one or more gradient descent updates on the task T. For example, when using one gradient update:
where α is the learning rate and L is the task loss function. The model parameters are trained by optimizing for the performance of f θ with respect to θ across tasks sampled from P(T ). More concretely, the meta-learning objective is:
Following the MAML template, META-MT operates in an iterative fashion, starting with a trained NMT model f θ and improving it through optimizing the meta-learning loss from Eq 2 on the metatraining dataset D meta-train . Over learning rounds, META-MT selects a random batch of training tasks from the meta-training dataset and simulates the test-time behavior on these tasks (Line 2). The core functionality is to observe how the current model representation θ is adapted for each task in the batch, and to use this information to improve θ by optimizing the meta-learning loss (Line 7). META-MT achieves this by simulating a domain adaptation setting by fine-tuning on the task specific support set (Line 4). This yields, for each task T i , a new adapted set of parameters θ i (Line 5). These parameters are evaluated on the query sets for each task T i,query , and a meta-gradient w.r.t the original model representation θ is used to improve θ (Line 7).
Our pre-trained baseline NMT model f θ is a sequence to sequence model that parametrizes the conditional probability of the source and target sequences as an encoder-decoder architecture using self-attention Transformer models (Vaswani et al., 2017) ).
Experimental Setup and Results
We seek to answer the following questions experimentally:
1. How does META-MT compare empirically to alternative adaptation strategies? ( §4.4) 2. What is the impact of the support and the query sizes used for meta-learning? ( §4.5) 3. What is the effect of the NMT model architecture on performance? ( §4.6) In our experiments, we train META-MT only on simulated data, where we simulate a few-shot domain adaptation setting as described in §3.2. This is possible because META-MT learns model parameters θ that can generalize to future adaptation tasks by optimizing the meta-objective function in Eq 2.
We train and evaluate META-MT on a collection of ten different datasets. All of these datasets are collected from the Open Parallel Corpus (OPUS) (Tiedemann, 2012) , and are publicly available online. The datasets cover a variety of diverse domains that should enable us to evaluate our proposed approach. The datasets we consider are:
1. Bible: a parallel corpus created from translations of the Bible (Christodouloupoulos and Steedman, 2015 Duh (2018) .
We simulate the few-shot NMT adaptation scenarios by randomly sub-sampling these datasets with different sizes. We sample different data sets with sizes ranging from 4k to 64k training words (i.e. ∼ 200 to 3200 sentences). This data is the only data used for any given domain across all adaptation setups. It is worth noting that different datasets have a wide range of sentence lengths. We opted to sample using number of words instead of number of sentences to avoid introducing any advantages for domains with longer sentences.
Domain Adaptation Approaches
Our experiments aim to determine how META-MT compares to standard domain adaptation strategies. In particular, we compare to: (A) No fine-tuning: The non-adaptive baseline.
Here, the pre-trained model is evaluated on the meta-test and meta-validation datasets (see Figure 1 ) without any kind of adaptation. (B) Fine-tuning on a single task: The domain adaptation by fine-tuning baseline. For a single adaptation task T, this approach performs domain adaptation by fine-tuning only on the support set T support . For instance, if |T support | = K words, we fine tune the pretrained model f θ only on K training words to show how classical fine-tuning behaves in few-shot settings. (C) Fine-tuning on meta-train: Similar to (B), however, this approach fine-tunes on much more data. This approach fine-tunes on all the support sets used for meta-training:
{T support , ∀T ∈ D meta-train }. The goal of this baseline is to ensure that META-MT doesn't get an additional advantage by training on more data during the meta-training phase. For instance, if we are using N adaptation tasks each with a support set of size K, this will be using N * K words for classical fine-tuning. This establishes a fair baseline to evaluate how classical fine-tuning would perform using the same data albeit in a different configuration. (D) META-MT: Our proposed approach from Alg 1. In this setup, we use N adaptation tasks T in D meta-train , each with a support set of size K words to perform Meta-Learning. Second order meta-gradients are ignored to decrease the computational complexity.
Model Architecture and Implementation Details
We use the Transformer Model (Vaswani et al., 2017) implemented in fairseq . In this work, we use a transformer model with a modified architecture that can facilitate better adaptation. We use "Adapter Modules" (Houlsby et al., 2019; Bapna et al., 2019) which introduce an extra layer after each transformer block that can enable more efficient tuning of the models. Following Bapna et al. (2019) , we augment the Transformer model with feed-forward adapters: simple single hiddenlayer feed-forward networks, with a nonlinear activation function between the two projection layers. These adapter modules are introduced after the Layer Norm and before the residual connection layers. It is composed of a down projection layer, followed by a ReLU, followed by an up projection layer. This bottle-necked module with fewer parameters is very attractive for domain adaptation as we will discuss in §4.6. These modules are introduced after every layer in both the encoder and the decoder. All experiments are based on the "base" transformer model with six blocks in the encoder and decoder networks. Each encoder block contains a self-attention layer, followed by two fully connected feed-forward layers with a ReLU nonlinearity between them. Each decoder block contains self-attention, followed by encoder-decoder attention, followed by two fully connected feedforward layers with a ReLU non-linearity between them.
We use word representations of size 512, feedforward layers with inner dimensions 2, 048, multi-head attention with 8 attention heads, and adapter modules with 32 hidden units. We apply dropout (Srivastava et al., 2014) with probability 0.1. The model is optimized with Adam (Kingma and Ba, 2014) using β 1 = 0.9, β 2 = 0.98, and a learning rate α = 7e − 4. We use the same learning rate schedule as Vaswani et al. (2017) where the learning rate increases linearly for 4, 000 steps to 7e − 4, after which it is decayed proportionally to the inverse square root of the number of steps. For meta-learning, we used a meta-batch size of 1. We optimized the meta-learning loss function using Adam with a learning rate of 1e − 5 and default parameters for β 1 , β 2 .
All data is pre-processed with joint sentencepieces (Kudo and Richardson, 2018) of size 40k. In all cases, the baseline machine translation system is a neural English to German (En-De) transformer model (Vaswani et al., 2017) , initially trained on 5.2M sentences filtered from the the standard parallel data (Europarl-v9, CommonCrawl, NewsCommentary-v14, wikititles-v1 and Rapid-2019) from the WMT-19 shared task (Barrault et al., 2019) . We use WMT14 and WMT19 newtests as validation and test sets respectively. The baseline system scores 37.99 BLEU on the full WMT19 newstest which compares favorably with strong single system baselines at WMT19 shared task Junczys-Dowmunt, 2019) .
For meta-learning, we use the MAML algorithm as described in Alg 1. To minimize memory consumption, we ignored the second order gradient terms from Eq 2. We implement the First-Order MAML approximation (FoMAML) as described in Finn et al. (2017) . We also experimented with the first-order meta-learning algorithm Reptile (Nichol et al., 2018) . We found that since Reptile doesn't directly account for the performance on the task query set, along with the large model capacity of the Transformer architecture, it can easily over-fit to the support set, thus achieving almost perfect performance on the support, while the performance on the query degrades significantly. Even after performing early stopping on the query set, Reptile didn't account correctly for learning rate scheduling, and finding suitable learning rates for optimizing the meta-learner and the task adaptation was difficult. In our experiments, we found it essential to match the behavior of the dropout layers when computing the meta-objective function in Eq 2 with the test-time behavior described in § 3.1. In particular, the model has to run in "evaluation mode" when computing the loss on the task query set to match the test-time behavior during evaluation.
Evaluation Tasks and Metrics
Our experimental setup operates as follows: using a collection of simulated machine translation adaptation tasks, we train an NMT model f θ using META-MT (Alg 1). This model learns to adapt faster to new domains, by fine-tuning on a tiny support set. Once f θ is learned and fixed, we follow the test-time behavior described in §3.1. We evaluate META-MT on the collection of ten different domains described in §4. We simulate domain adaptation problems by sub-sampling tasks with 4k English tokens for the support set, and 32k tokens for the query set. We study the effect of varying the size of the query and the support sets in §4.5. We use N = 160 tasks for the meta-training dataset D meta-train , where we sample 16 tasks from each of the ten different domains. We use a meta-validation D meta-test and meta-test D meta-test sets of size 10, where we sample a single task from each domain. We report the mean and standard-deviation over three different meta-test sets. For evaluation, we use BLEU (Papineni et al., 2002) . We measure case-sensitive de-tokenized BLEU with SacreBLEU (Post, 2018) . All results use beam search with a beam of size five.
Experimental Results
Here, we describe our experimental results comparing the several algorithms from §4.1. The overall results are shown in Table 1 and Figure 3 . Table 1 shows the BLEU scores on the meta-test dataset for all the different approaches across the ten domains. From these results we draw the following conclusions:
1. 
Impact of Adaptation Task Size
To evaluate the effectiveness of META-MT when adapting with small in-domain corpora, we further compare the performance of META-MT with classical fine-tuning on varying amounts of train- Figure 4 : META-MT and fine-tuning adaptation performance on the meta-test set D meta-test vs different support set sizes per adaptation task. ing data per adaptation task. In Figure 4 we plot the overall adaptation performance on the ten domains when using different data sizes for the support set. In this experiment, the only parameter that varies is the size of the task support set T support .
We fix the size of the query set per task to 16k tokens, and we vary the size of the support set from 4k to 64k. To ensure that the total amount of meta-training data D meta-train is the same, we use N = 160 tasks for meta-training when the support size T support is 4k, N = 80 tasks when the support size is 8k, N = 40 tasks for support size of 16k, N = 20 tasks when the support size is 32k, and finally N = 10 meta-training tasks when the support size is 64k. This controlled setup ensures that no setting has any advantage by getting access to additional amounts of training data. We notice that for reasonably small size of the support set (4k and 8k), META-MT outperforms the classical fine-tuning baseline. However, when the data size increase (16k to 64), META-MT is outperformed by the fine-tuning baseline. This happens because for a larger support size, e.g. 64k, we only have access to 10 meta-training tasks in D meta-train , this is not enough to generalize to new unseen adaptation tasks, and META-MT over-fits to the training tasks from D meta-train , however, the performance degrades and doesn't generalize to D meta-test .
To understand more directly the impact of the query set on META-MT's performance, in Figure 5 we show META-MT and fine-tuning adaptation performance on the meta-test set D meta-test on varying sizes for the query set. We fix the support size to 4k and vary the query set size from 16k to 64k. We observe that the edge of improvement of META-MT over fine-tuning adaptation increases as we increase the size of the query set. For instance, when we use a query set of size 64k, META-MT outperforms fine-tuning by 1.93 BLEU points, while the improvement is only 0.95 points when the query set is 16k. 
Impact of Model Architecture
In our experiments, we used the Adapter Transformer architecture (Bapna et al., 2019) . This architecture fixes the parameters of the pre-trained Transformer model, and only adapts the feed-forward adapter module. Our model included ∼ 66M parameters, out of which we adapt only 405K (only 0.6%). We found this adaptation strategy to be more robust to meta-learning. To better understand this, Figure 6 shows the BLEU scores for the two different model architectures. We find that while the meta-learned Transformer architecture (Right) slightly outperforms the Adapter model (Left), it suffers from catastrophic forgetting: META-MT-0 shows the zero-shot BLEU score before fine-tuning the task on the support set. For the Transformer model, the score drops to zero and then quickly improves once the parameters are tuned on the support set. This is undesirable, since it hurts the performance of the pre-trained model, even on the general domain data. We notice that the Adapter model doesn't suffer from this problem.
Conclusion
We presented META-MT, a meta-learning approach for few shot NMT adaptation. We formulated few shot NMT adaptation as a meta-learning problem, and presented a strategy that learns better parameters for NMT systems that can be easily adapted to new domains. We validated the superiority of META-MT to alternative domain adaptation approaches. META-MT outperforms alternative strategies in most domains using only a small fraction of fine-tuning data.
