Abstract. Let n 1
be the bi-parameter Littlewood-Paley square functions defined by
, and , where θ t1,t2 f (x 1 , x 2 ) = R n ×R m s t1,t2 (x 1 , x 2 , y 1 , y 2 )f (y 1 , y 2 )dy 1 dy 2 . It is known that the L 2 boundedness of bi-parameter g and g * λ have been established recently by Martikainen, and Cao, Xue, respectively. In this paper, under certain structure conditions assumed on the kernel s t1,t2 , we show that both g and g * λ are bounded from product Hardy space
As consequences, the L p boundedness of g and g
Introduction
1.1. Bi-parameter Littlewood-Paley operators. The study of multi-parameter operators originated in the famous works of Fefferman and Stein [6] on bi-parameter singular integral operators. Later on, Journé [9] peresented a multi-parameter version of T 1 theorem on product spaces. Subsequently, Pott and Villarroya [12] formulated a new type of T 1 theorem. Recently, a bi-parameter representation of singular integrals in expression of the dyadic shifts was given by Martikainen [10] , which extended the famous result of Hytönen [7] for one-parameter case. Moreover, a bi-parameter version of T 1 theorem in spaces of non-homogeneous type was demonstrated by Hytönen and Martikainen [8] .
Still more recently, Martikainen [18] studied a class of bi-parameter square function defined as follows: where θ t 1 ,t 2 f (x 1 , x 2 ) = R n ×R m s t 1 ,t 2 (x 1 , x 2 , y 1 , y 2 )f (y 1 , y 2 )dy 1 dy 2 .
In [18] , the kernels s t 1 ,t 2 were assumed to satisfy a natural size estimate, a Hölder estimates and two symmetric mixed Hölder and size estimates, they were also assumed to satisfy certain mixed Carleson and size estimates, mixed Carleson and Hölder estimates and a bi-parameter Carleson condition. Under these assumptions, the author of [18] established the L 2 boundedness of g. Later on, by modifying and adding new ingredients in the assumptions, Cao and Xue [1] , where ϑ t 1 ,t 2 f (y 1 , y 2 ) = R n ×R m K t 1 ,t 2 (y 1 , y 2 , z 1 , z 2 )f (z 1 , z 2 )dz 1 dz 2 .
Till now, the only known result about g-function and g * λ -functionis is the L 2 boundedness. Therefore, it leaves several questions open, such as, it is quite natural to ask if the L p boundedness and H 1 to L 1 boundedness are true or not. In this paper, our objects of investigation are the bi-parameter Littlewood-Paley g-function and g * λ -function. We are mainly concerned with the boundedness of these two operators on product Hardy spaces (as consequences, the L p boundedness will be obtained for 1 < p < 2). The introduction of product Hardy spaces will be given in the next subsection.
1.2. Product Hardy space. The product Hardy space was first introduced and studied by Malliavin and Malliavin [17] in 1977, and systematically studied by Gundy and Stein [13] in 1979. Later on, Chang and R. Fefferman [3] established the atomic decomposition of
, which is more complicated than the classical H p (R n ). By using the rectangle atomic decomposition of H p (R n × R m ) (Theorem A below) and a geometric covering lemma due to Journé [16] , R. Fefferman [5] 
) boundedness of Journé's product singular integrals. For more work about the boundedness of operators on product Hardy space, one may refer to [4] , [14] , [15] , [20] .
In order to state some known results, we need to introduce two more definitions.
. Let a(x 1 , x 2 ) be a function supported in an open set Ω ⊂ R n × R m with finite measure. a(x 1 , x 2 ) is said to be an H p (R n × R m ) atom if it satisfies the following condition:
(ii) a can further be decomposed as a(
, where a R are supported on the double of R = I × J (I a dyadic cube in R n , J a dyadic cube in R m ) and M(Ω) is the collection of all maximal dyadic rectangles contained in
, where N p,n and N p,m is a large integer depending on p and n,
). Let function a(x 1 , x 2 ) be supported on a rectangle R = I × J, where I is a cube in R n and J is a cube in R m , respectively,
Chang and R. Fefferman [2] gave the following atomic decomposition of 
Since the support of
be carried out to demonstrate the H p boundedness of linear or sublinear operators directly as the classical cases. However, it was quite surprising that R. Fefferman [5] obtained the following nice result,
for all γ ≥ 2 and some fixed δ > 0, where R γ denotes the γ fold enlargement of R. Then T is a bounded operator from
Assumptions and Main result.
In order to state our main results, we first present the following assumptions:
→ C is assumed to satisfy the following estimates:
(1) Size condition :
(2) Hölder condition :
(3) Mixed Hölder and size conditions :
whenever |y 2 − y ′ 2 | < t 2 /2 and
n is a cube with side length ℓ(I), we define the associated Carleson box by I = I × (0, ℓ(I)). We assume the following conditions : For every cube I ⊂ R n and J ⊂ R m , there holds that (1) Combinations of Carleson and size conditions :
(2) Combinations of Carleson and Hölder conditions :
where D n is a dyadic grid in R n and D m is a dyadic grid in R m . For I ∈ D n , let W I = I × (ℓ(I)/2, ℓ(I)) be the associated Whitney region. Denote
We assume the following bi-parameter Carleson condition:
|Ω|
for all sets Ω ⊂ R n × R m such that |Ω| < ∞ and such that for every x ∈ Ω there exists I × J ∈ D so that x ∈ I × J ⊂ Ω.
Assumption 4 (Standard estimates of
(2) Hölder condition : 
n is a cube with side length ℓ(I), we define the associated Carleson box by I = I × (0, ℓ(I)). We assume the following conditions : For every cube I ⊂ R n and J ⊂ R m , there holds that
(1) Combinations of Carleson and size conditions :
where D n is a dyadic grid in R n and D m is a dyadic grid in R m . For I ∈ D n , let W I = I × (ℓ(I)/2, ℓ(I)) be the associated Whitney region. Denote n 1 = n, n 2 = m and
for all sets Ω ⊂ R n+m such that |Ω| < ∞ and such that for every x ∈ Ω there exists
The L 2 (R n × R m ) boundedness of bi-parameter g function is given by Martikainen [18] , where the kernel s t 1 ,t 2 satisfies the Assumptions 1, 2, 3. Cao and Xue [1] 
-function, where the kernel K t 1 ,t 2 satisfies the Assumptions 4, 5, 6. It deserves to note that the Assumptions 3 is a necessary condition for the L 2 boundedness of bi-parameter g-function to be held, and Assumptions 6 is also necessary for the L 2 boundedness of bi-parameter g * λ -function. 
where the implied constant depends only on the assumptions. 
where the implied constant depends only on the assumptions.
By interpolation, we have the following corollaries:
Assume that the kernel K t 1 ,t 2 satisfies the Assumptions 4, 5
The organizations of this paper are as follows: Section 2 and Section 3 will be devoted to demonstrate Theorem 1.1 and Theorem 1.2. In section 4, we will briefly give the proofs of the Corollaries.
Proof of Theorem 1.1
In order to demonstrate Theorem 1.1, we first introduce some notions and a key lemma. Let H i (i = 1, 2) be the Hilbert space defined by
Hence, g and g * λ can be written by
and
For p > 0 and i = 1, 2, we define
. The following vector-valued version of Theorem B provide a foundation for our proof.
where R γ denotes the γ fold enlargement of R. Then there exists a constant
Remark 2.1. The proof of Lemma 2.1 follows from the same idea of R. Fefferman.
One only needs to replace T (a) and
, respectively. Here, we omit the proof.
Proof of Theorem 1.1. It suffices to verify that for any
By the size condition of s t 1 ,t 2 and Fubini theorem, for all t 1 , t 2 > 0, we have
Therefore, by Lebesgue dominated convergence theorem, it implies that (2.2)
Thus, by the above property (2.2), inequality (2.1) and Fatou's lemma, we have
Hence, to prove Theorem 1.1, it is sufficient to prove inequality (2.1). Let a be a
. Thus, by Lemma 2.1, in order to prove inequality (2.1), it suffices to verify that
Set γ 1 , γ 2 ≥ 2 and γ 1 , γ 2 ∼ γ, it's easy to see that
By symmetry, to prove (2.4), and thus to finish the proof of Theorem 1.1, we only need to prove that there exists a positive δ, such that
Now let us begin with the proof of inequality (2.5).
• Proof of (2.5). By the definition of g and support condition of a, we get
In order to estimate |g(a)(x)| 2 (where x ∈ E 1 ), we splitting the domain of variable t 1 and t 2 as follows,
Hence, we may write
Let z 1 be the centre of I and z 2 be the centre of J, denote l I and l J as the sidelength of I and J, respectively. Note that, if x ∈ E 1 and y ∈ I × J, then |x 1 − y 1 | ∼ |x 1 − z 1 | and |x 2 − y 2 | ∼ |x 2 − z 2 |. We will continue to use the above notions in the rest of the paper, moreover, we always denote
Estimate for A 1 . Since x ∈ E 1 and (t 1 , t 2 ) ∈ F 1 , then for any y 1 ∈ I, we have
Similarly, for any y 2 ∈ J, we have t 1 ≥ 2|y 1 − z 1 |. The definition of A 1 , vanishing and size condition of H 1 (R n × R m ) rectangle atom and Hölder estimate of s t 1 ,t 2 imply that
Estimate for A 2 . In this case, x ∈ E 1 and (t 1 , t 2 ) ∈ F 2 . Note that
Then, one may deduce that
First, we consider the contribution of A 2,1 . Note that if x ∈ E 1 and (t 1 , t 2 ) ∈ F 2,1 , then for any y 1 ∈ I, it holds that t 1 ≥ 2|y 1 − z 1 | and
By the vanishing and size condition of H 1 (R n × R m ) rectangle atom and mixed Hölder and size conditions of s t 1 ,t 2 , we obtain
Nextly, we consider A 2,2 . Since x ∈ E 1 and (t 1 , t 2 ) ∈ F 2,2 , then for any y 1 ∈ I, we have t 1 ≥ |x 1 − z 1 | ≥ γl I ≥ 2|y 1 − z 1 | and t 1 |x 1 − y 1 |. Similarly, for any y 2 ∈ J satisfies |x 2 − y 2 | ≥ t 1 ≥ 2|y 1 − z 1 |. Set ε < min{α, β}. The vanishing and size condition of H 1 (R n × R m ) rectangle atom and Hölder estimate of s t 1 ,t 2 yield that
Thus, it yields that
Estimate for A 3 . Since A 3 is symmetric with A 2 , we may obtain that
Estimate for A 4 . Recall that F 4 = (0, |x 1 − z 1 |) × (0, |x 2 − z 2 |). In order to estimate A 4 , we further split F 4 as follows,
Therefore, we have
Now, we begin with the estimate of A 4,1 . Note that if x ∈ E 1 and (t 1 , t 2 ) ∈ F 4,1 , then for any y 1 ∈ I and y 2 ∈ J, we have
Thus, by the vanishing and size condition of H 1 (R n × R m ) rectangle atom and Hölder conditions of s t 1 ,t 2 , we get
The vanishing and size conditions of H 1 (R n × R m ) rectangle atom and size estimate of s t 1 ,t 2 yield that
Now, we are in the position to estimate A 4,3 . Note that if x ∈ E 1 and (t 1 , t 2 ) ∈ F 4,3 , then for any y 1 ∈ I, it holds that |x 1 − z 1 | ≥ t 1 ≥ 2|y 1 − z 1 |. By the vanishing and size conditions of H 1 (R n × R m ) rectangle atom and Hölder conditions of s t 1 ,t 2 , we get
By the fact that A 4,4 is symmetry with A 4,3 , we may obtain
Therefore, we conclude that
Recall that ε < min{α, β} and γ 1 ∼ γ. The above estimate leads to
• Proof of (2.6). Recall that
Therefore, it holds that
∈ γJ}, taking γ 1 = 2 and repeating the proof of (2.5), we may get
Hence, to complete the proof of Theorem 1.3, we only need to show that there exists a δ > 0 such that
To do this, similar to the analysis in the proof of (2.5), we split the domain of variable t 1 and t 2 as follows,
Thus, we may obtain
Now, let us begin with the estimate of B 1 . Estimate for B 1 . Since x ∈ E 2 and (t 1 , t 2 ) ∈ G 1 , then for any y 2 ∈ J, it satisfies that t 2 ≥ 2|y 2 − z 2 |. The support, vanishing and size condition of H 1 (R n × R m ) rectangle atom, Hölder inequality and the combinations of Carleson and Hölder conditions of s t 1 ,t 2 imply that
Now, we consider the estimate of B 2 . Estimate for B 2 . If x ∈ E 2 and (t 1 , t 2 ) ∈ G 1 , then for any y 2 ∈ J, it holds that 
Estimate for B 3 . The support, vanishing and size condition of H 1 (R n × R m ) rectangle atom, Hölder inequality and the Combinations of Carleson and size conditions of s t 1 ,t 2 yield that
Estimate for B 4 . Since x ∈ E 2 and (t 1 , t 2 ) ∈ G 4 , then for any y 1 ∈ I, it satisfies that
The vanishing and size condition of H 1 (R n × R m ) rectangle atom and Hölder estimate of s t 1 ,t 2 yield that
Putting the above estimates into the definition of B 4 , it holds that
Estimate for B 5 . Note that x ∈ E 2 and (t 1 , t 2 ) ∈ G 5 , then for any y 1 ∈ I, it satisfies that t 1 ≥ 2|y 1 −z 1 | and t 1 > |x 1 −y 1 |. For any y 2 ∈ J, it satisfies |x 2 −z 2 | ≥ t 2 ≥ 2|y 2 −z 2 |. Similar to inequality (2.9), by the vanishing and size condition of H 1 (R n × R m ) rectangle atom and Hölder estimate of s t 1 ,t 2 , we may get
This leads to
Estimate for B 6 . Note that x ∈ E 2 and (t 1 , t 2 ) ∈ G 6 , then for any y 1 ∈ I, it holds that t 1 ≥ 2|y 1 − z 1 | and t 1 > |x 1 − y 1 |. By the support, vanishing and size condition of H 1 (R n × R m ) rectangle atom and Hölder estimate of s t 1 ,t 2 , we may get
This yields that
Combining the estimate for B i (i = 1 · · · 6), we get
Thus, we finish the proof of the inequality (2.7). Since we have reduced the proof of Theorem 1.1 to inequality (2.7), the proof of Theorem 1.1 is also completed.
Proof of Theorem 1.2
First, we list an elementary inequality which is useful in the proof of Theorem 1.2.
Proof of Theorem 1.2. Similar to Theorem 1.1, in order to prove (1.4), it suffices to verify that for any H 1 (R n × R m )-atom a, there exists a constant C > 0 satisfying
The size condition of K t 1 ,t 2 and Fubini theorem lead to
Since 0 < α ≤ n(λ 1 − 2)/2 and 0 < β ≤ m(λ 2 − 2)/2, we may set ε 1 > 0, ε 2 > 0 with 2n + 2α ≤ 2n + 2ε 1 ≤ nλ 1 and 2m + 2β ≤ 2m + 2ε 2 ≤ mλ 2 , respectively. By Lemma 3.1, we obtain
Similarly, we have
Putting (3.3) and (3.4) into (3.5), we have
Hence, (3.5) and Lebesgue dominated convergence theorem imply that
By (3.1) and repeating the same steps as in (2.3), we have
Thus, to prove Theorem 1.2, we only need to prove inequality (3.1).
From now on, we are devoted to prove (3.1). Let a be any H 1 (R n × R m ) rectangle atom, with support on a rectangle R = I × J.
. Thus, by Lemma 2.1, in order to prove (1.4), it suffices to verify that
Recall the definition of E i in the proof of Theorem 1.1 and by symmetry, to prove (3.6), we only need to show that there exist a δ > 0 such that
Now, let us to begin with the proof of (3.7).
• Proof of (3.7) . By the definition of g * λ and the support condition of
rectangle atom, we get
With abuse of notation, we split the domain of variable t 1 and t 2 as follows,
Hence, for any x ∈ E 1 , we have 
Denote z ′ 1 as the centre of I and z ′ 2 as the centre of J. Now, we will estimate each A i . Estimate for A 1 . Since x ∈ E 1 and (t 1 , t 2 ) ∈ F 1 , then for any y 1 ∈ I, y 2 ∈ J, we have t 1 ≥ 2l I ≥ 2|z 1 − z Hence, whenever x ∈ E 1 , we get
Thus, we have proved inequality (2.5). Now, we are in the position to prove inequality (2.6).
• Proof of (2.6). Recall that E 2 = {(x 1 , x 2 ) ∈ R n × R m : x 1 ∈ γ 1 I, x 2 / ∈ γJ}, we have E 2 ⊂ {(x 1 , x 2 ) ∈ R n × R m : x 1 ∈ 2I, x 2 / ∈ γJ} ∪ {(x 1 , x 2 ) ∈ R n × R m : x 1 ∈ γ 1 I\2I, x 2 / ∈ γJ} =: E 2,1 ∪ E 2,2 .
Therefore, Since E 2,2 ⊂ {(x 1 , x 2 ) ∈ R n × R m : x 1 / ∈ 2I, x 2 / ∈ γJ}, taking γ 1 = 2 and repeating the proof of (2.5), we may get So, to prove Theorem 1.3, we only need to show that there exists a δ > 0 such that
|g * λ (a)(x 1 , x 2 )|dx 1 dx 2 γ −δ . (3.14)
We also need to split the domain of variable t 1 and t 2 as follows,
Hence, we may write 
