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Feature interactions can contribute to a large proportion of vari-
ation in many prediction models. In the era of big data, the coexis-
tence of high dimensionality in both responses and covariates poses
unprecedented challenges in identifying important interactions. In
this paper, we suggest a two-stage interaction identification method,
called the interaction pursuit via distance correlation (IPDC), in the
setting of high-dimensional multi-response interaction models that
exploits feature screening applied to transformed variables with dis-
tance correlation followed by feature selection. Such a procedure is
computationally efficient, generally applicable beyond the heredity
assumption, and effective even when the number of responses di-
verges with the sample size. Under mild regularity conditions, we
show that this method enjoys nice theoretical properties including
the sure screening property, support union recovery, and oracle in-
equalities in prediction and estimation for both interactions and main
effects. The advantages of our method are supported by several sim-
ulation studies and real data analysis.
1. Introduction. Recent years have seen a surge of interests on inter-
action identification in the high-dimensional setting by many researchers.
For instance, Hall and Xue [15] proposed a recursive approach to identify
important interactions among covariates, where all p covariates are first
ranked by the generalized correlation and then only the top p1/2 ones are
retained to construct pairwise interactions of order O(p) for further screen-
ing and selection of both interactions and main effects. A forward selection
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based screening procedure was introduced in [16] for identifying interactions
in a greedy fashion under the heredity assumption. Such an assumption in
the strong sense requires that an interaction between two covariates should
be included in the model only if both main effects are important, while
the weak version relaxes such a constraint to the presence of at least one
main effect being important. Regularization methods have also been used
for interaction selection under the heredity assumption. See, for example,
[34], [8], and [2]. Under the inverse modeling framework, [19] proposed a
new method, called the sliced inverse regression for interaction detection
(SIRI), which can detect pairwise interactions among covariates without the
heredity assumption. The theoretical development in [19] relies primarily on
the joint normality assumption on the covariates. The innovated interaction
screening procedure was introduced in [13] for high-dimensional nonlinear
classification with no heredity assumption.
Although the aforementioned methods can perform well in many scenar-
ios, they may have two potential limitations. First, those approaches assume
mainly interaction models with a single response, while the coexistence of
multiple responses becomes increasingly common in the big data era. Sec-
ond, those developments are usually built upon the strong or weak heredity
assumption, or the normality assumption, which may not be satisfied in
certain real applications.
To enable broader applications in practice, in this paper we consider the
following high-dimensional multi-response interaction model
y = α+ BTxx + B
T
z z + w,(1)
where y = (Y1, · · · , Yq)T is a q-dimensional vector of responses, x = (X1, · · · ,
Xp)
T is a p-dimensional vector of covariates, z is a p(p − 1)/2-dimensional
vector of all pairwise interactions between covariatesXj ’s,α = (α1, · · · , αq)T
is a q-dimensional vector of intercepts, Bx ∈ Rp×q and Bz ∈ R[p(p−1)/2]×q
are regression coefficient matrices for the main effects and interactions, re-
spectively, and w = (W1, · · · ,Wq)T is a q-dimensional vector of random
errors with mean zero and being independent of x. Each response in this
model is allowed to have its own regression coefficients, and to simplify the
presentation, the covariate vector x is assumed to be centered with mean
zero. Commonly encountered is the setting of high dimensionality in both
responses and covariates, where the numbers of responses and covariates,
q and p, can diverge with the sample size. It is of practical importance
to consider sparse models in which the rows of the coefficient matrices Bx
and Bz are sparse with only a fraction of nonzeros. We aim at identifying
the important interactions and main effects, which have nonzero regression
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coefficients, that contribute to the responses.
Interaction identification in the multi-response interaction model (1) with
large p and q is intrinsically challenging. The difficulties include the high
dimensionality in responses, the high computational cost caused by the ex-
istence of a large number of interactions among covariates, and the technical
challenges associated with the complex model structure. The idea of variable
screening can speed up the computation. Yet, under model setting (1) most
existing variable screening methods based on the marginal correlation may
no longer work. To appreciate this, let us consider a specific case of model
(1) with only one response
Y = α+
p∑
j=1
βjXj +
p−1∑
k=1
p∑
`=k+1
γk`XkX` +W,(2)
where all the notation is the same as therein with Bx = (βj)1≤j≤p and Bz =
(γk`)1≤k≤p−1, k+1≤`≤p. For simplicity, assume that the covariates X1, · · · , Xp
are independent of each other. Then under the above model setting (2), it
is easy to see that
E(Y |Xj) = α+ βjXj .(3)
This representation shows that if some covariate Xj is an unimportant main
effect with βj = 0, then the conditional mean of Y given Xj is free of Xj ,
regardless of whether Xj contributes to interactions or not. When such a
covariate Xj indeed appears in an important interaction, variable screening
methods based on the marginal correlations of Y and Xk’s are not capable
of detecting Xj if the heredity assumption fails to hold. As a consequence,
there is an important need for new proposals of interaction screening. When
the covariates are correlated, the conditional mean (3) may depend on Xj
indirectly through correlations with other covariates when βj = 0. Such a
relationship can, however, be still weak if the correlations between Xj and
other covariates are weak.
To address the aforementioned challenges, we suggest a new two-stage
approach to interaction identification, named the interaction pursuit via dis-
tance correlation (IPDC), exploiting the idea of interaction screening and
selection. In the screening step, we first transform the responses and covari-
ates and then perform variable screening based on the transformed responses
and covariates. Such a transformation enhances the dependence of responses
on covariates that contribute to important interactions or main effects. The
novelty of our interaction screening method is that it aims at recovering vari-
ables that contribute to important interactions instead of finding these inter-
actions directly, which reduces the computational cost substantially from a
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factor ofO(p2) toO(p). To take advantage of the correlation structure among
multiple responses, we build our marginal utility function using the distance
correlation proposed in [31]. After the screening step, we conduct interaction
selection by constructing pairwise interactions with the retained variables
from the first step, and applying the group regularization method to further
select important interactions and main effects for the multi-response model
in the reduced feature space.
The main contributions of this paper are twofold. First, the suggested
IPDC method provides a computationally efficient approach to interaction
screening and selection in ultra-high dimensional interaction models. Such a
procedure accommodates the model setting with a diverging number of re-
sponses, and is generally applicable without the requirement of the heredity
assumption. Second, our procedure is theoretically justified to be capable of
retaining all covariates that contribute to important interactions or main ef-
fects with asymptotic probability one, the so-called sure screening property
[11, 26], in the screening step. In the selection step, it is also shown to enjoy
nice sampling properties for both interactions and main effects such as the
support union recovery and oracle inequalities in prediction and estimation.
In particular, there are two key messages that are delivered in this paper: a
separate screening step for interactions can significantly enhance the screen-
ing performance if one aims at finding important interactions, and screening
interaction variables can be more effective and efficient than screening in-
teractions directly due to the noise accumulation. The former message is
elaborated more with a numerical example presented in Section C.1 of the
Supplementary Material.
The rest of the paper is organized as follows. Section 2 introduces the
new interaction screening approach and studies its theoretical properties.
We illustrate the advantages of the proposed procedure using several sim-
ulation studies in Section 3 and a real data example in Section 4. Section
5 discusses some possible extensions of our method. The proofs of main re-
sults are relegated to the Appendix. Additional proofs of main results and
technical details as well as additional numerical studies are provided in the
Supplementary Material.
2. A new interaction screening approach.
2.1. Motivation of the new method. To facilitate the presentation, we call
XkX` an important interaction if the corresponding row of Bz is nonzero,
and Xk an active interaction variable if there exists some 1 ≤ ` 6= k ≤ p such
that XkX` is an important interaction. Denote by I the set of all important
interactions. Similarly, Xj is referred to as an important main effect if its
IPDC 5
associated row of Bx is nonzero. It is of crucial importance to identify both
the set A of all active interaction variables and the set M of all important
main effects.
Before presenting our main ideas, let us revisit the specific example (2) dis-
cussed in the Introduction. A phenomenon mentioned there is that variable
screening methods using the marginal correlations between the response and
covariates can fail to detect active interaction variables that have no main
effects. We now consider the square transformation for the response. Some
standard calculations (see Section E.1 of the Supplementary Material) yield
E(Y 2|Xj) =
[
β2j +
∑j−1
k=1
γ2kjE(X
2
k) +
∑p
`=j+1
γ2j`E(X
2
` )
]
X2j
+ 2
[
βjα+
∑j−1
k=1
βkγkjE(X
2
k) +
∑p
`=j+1
β`γj`E(X
2
` )
]
Xj + Cj ,
where Cj is some constant that is free of Xj . This shows that the condi-
tional mean E(Y 2|Xj) is linear in X2j as long as Xj is an active interaction
variable, that is, γkj or γj` 6= 0 for some k or `, regardless of whether it
is also an important main effect or not. In fact, we can see from the above
representation that the coefficient of X2j reflects the cumulative contribution
of covariate Xj to response Y as both an interaction variable and a main
effect.
Motivated by the above example, we consider the approach of screening
interaction variables via some marginal utility function for the transformed
variables Y 2 and X2j , with the square transformation applied to both the
response and covariates. Such an idea has been exploited in [12] for interac-
tion screening in the setting of single-response interaction models. To rank
the relative importance of features, they calculated the Pearson correlations
between Y 2 and X2j . This idea is, however, no longer applicable when there
are multiple responses, since the Pearson correlation is not well defined for
the pair of q-vector y of responses with q > 1 and covariate Xj . A naive
strategy is to screen the interaction variables for each response Yk with
1 ≤ k ≤ q using the approach of [12]. Such a naive procedure can suffer
from several potential drawbacks. First, it may be inefficient and can result
in undesirable results since the correlation structure among the responses
Y1, · · · , Yq is completely ignored. Second, when q is large it may retain too
many interaction variables in total, which can in turn cause difficulty in
model interpretation and high computational cost when further selecting
active interaction variables.
To address the afore-discussed issues, we propose to construct the marginal
utility function exploiting the distance correlation introduced in [31]. More
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specifically, we identify the set of all active interaction variables A by rank-
ing the distance correlations between the squared covariates X2j and the
squared response vector y ◦ y, where ◦ denotes the Hadamard (component-
wise) product of two vectors. The distance correlation
dcorr(u,v) =
dcov(u,v)√
dcov(u,u) dcov(v,v)
is well defined for any two random vectors u ∈ Rdu and v ∈ Rdv of arbitrary
mixed dimensions, where the distance covariance between u and v is given
by
dcov2(u,v) =
1
cducdv
∫
Rdu+dv
|ϕu,v(s, t)− ϕu(s)ϕv(t)|2
‖s‖du+1‖t‖dv+1 dsdt.
Here cm = pi
(m+1)/2/Γ{(m+ 1)/2} is the half area of the unit sphere Sm ⊂
Rm+1, ϕu,v(s, t), ϕu(s), and ϕv(t) are the characteristic functions of (u,v),
u, and v, respectively, and ‖·‖ denotes the Euclidean norm. Compared to the
Pearson correlation, it also has the advantage that the distance correlation of
two random vectors is zero if and only if they are independent. Moreover, the
distance correlation of two univariate Gaussian random variables is a strictly
increasing function of the absolute value of the Pearson correlation between
them. See [31] for more properties and discussions of the distance correlation,
and [18] for a fast algorithm for computing the distance correlation.
It is worth mentioning that [23] introduced a model-free feature screening
procedure based on the distance correlations of the original response and
covariates. Their method is applicable to the cases of multiple responses
and grouped covariates. Yet we found that the use of distance correlations
for the transformed response vector and covariates, y ◦y and X2j , can result
in improved performance in interaction variable screening. The specific ex-
ample considered in Section 2.1 provides some intuitive explanation of this
phenomenon. To further illustrate this point, we generated 200 data sets
from the following simple interaction model
Y = X1X2 +W,(4)
where the covariate vector x = (X1, · · · , Xp)T ∼ N(0,Σ) with p = 1000
and Σ = (ρ|j−k|)1≤j,k≤p, ρ ranging in (−1, 1) measures the correlation level
among covariates, and the random error W ∼ N(0, 1) is independent of x.
As shown in Figure 1, the sample distance correlation between X21 and Y
2 is
much larger than that between X1 and Y . For covariates having weak corre-
lation with active interaction variables X1 and X2, such as X10 and X1000,
the square transformation does not increase their distance correlations with
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Fig 1. Plots of sample distance correlations as a function of correlation level ρ based
on model (4). Top left: d̂corr(X21 , Y
2) (solid) and d̂corr(X1, Y ) (dashed); top right:
d̂corr(X23 , Y
2) (solid) and d̂corr(X3, Y ) (dashed); bottom left: d̂corr(X
2
10, Y
2) (solid)
and d̂corr(X10, Y ) (dashed); bottom right: d̂corr(X
2
1000, Y
2) (solid) and d̂corr(X1000, Y )
(dashed).
the response. The numerical studies in Sections 3 and 4 also confirm the
advantages of our method over the procedure in [23].
2.2. Interaction screening. Suppose we have a sample (yi,xi)
n
i=1 of n
independent and identically distributed (i.i.d.) observations from (y,x) in
the multi-response interaction model (1). For each 1 ≤ k ≤ p, denote by
dcorr(X2k ,y ◦ y) the distance correlation between the squared covariate X2k
and squared response vector y ◦ y. The idea of the screening step of our
IPDC procedure is to rank the importance of the interaction variables Xk
using the sample version of distance correlations dcorr(X2k ,y ◦y). Similarly,
we conduct screening of main effects based on the sample version of distance
correlations dcorr(Xj ,y) between covariates Xj and response vector y.
For notational simplicity, we write X∗k = X
2
k , y˜ = y/
√
q, and y∗ = y˜◦y˜ =
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y ◦ y/q. Define two population quantities
ω∗k =
dcov2(X∗k ,y
∗)√
dcov2(X∗k , X
∗
k)
and ωj =
dcov2(Xj , y˜)√
dcov2(Xj , Xj)
(5)
with 1 ≤ k, j ≤ p for interaction variables and main effects, respectively.
Denote by ω̂∗k and ω̂j the empirical versions of ω
∗
k and ωj , respectively, con-
structed by plugging in the corresponding sample distance covariances based
on the sample (yi,xi)
n
i=1. According to [31], the sample distance covariance
between any two random vectors u and v based on a sample (ui,vi)
n
i=1 is
given by
d̂cov
2
(u,v) = Ŝ1 + Ŝ2 − 2Ŝ3,
where the three quantities are defined as Ŝ1 = n
−2∑n
i,j=1 ‖ui−uj‖‖vi−vj‖,
Ŝ2 = [n
−2∑n
i,j=1 ‖ui−uj‖][n−2
∑n
i,j=1 ‖vi−vj‖], and Ŝ3 = n−3
∑n
i,j,k=1 ‖ui−
uk‖‖vj − vk‖. In view of
dcorr2(X2k ,y ◦ y) = dcorr2(X∗k ,y∗) = ω∗k/{dcov2(y∗,y∗)}1/2
and
dcorr2(Xj ,y) = dcorr
2(Xj , y˜) = ωj/{dcov2(y˜, y˜)}1/2,
the procedure of screening the interaction variables and main effects via
distance correlations dcorr(X2k ,y ◦ y) and dcorr(Xj ,y) suggested above is
equivalent to that of thresholding the quantities ω∗k’s and ωj ’s, respectively.
More specifically, in the screening step of IPDC we estimate the sets of
important main effects M and active interaction variables A as
(6) M̂ = {1 ≤ j ≤ p : ω̂j ≥ τ1} and Â = {1 ≤ k ≤ p : ω̂∗k ≥ τ2},
where τ1 and τ2 are some positive thresholds. With the set Â of retained
interaction variables, we construct a set of pairwise interactions
Î = {(k, l) : 1 ≤ k < l ≤ p and k, l ∈ Â}.(7)
This gives a new interaction screening procedure. It is worth mentioning
that the set of constructed interactions Î tends to overestimate the set of all
important interactions I since the goal of the first step of IPDC is screening
interaction variables. Such an issue can be addressed in the selection step of
IPDC investigated in Section B.
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2.3. Sure screening property. We now study the sampling properties of
the newly proposed interaction screening procedure. Some mild regularity
conditions are needed for our analysis.
Condition 1. Both dcov(Xk, Xk) and dcov(X
2
k , X
2
k) are bounded away
from zero uniformly in k.
Condition 2. There exists some constant c0 > 0 such that E{exp(c0X2k)}
and E{exp(c0‖y‖/√q)} are uniformly bounded.
Condition 3. There exist some constants c1, c2 > 0 and 0 ≤ κ1, κ2 <
1/2 such that minj∈M ωj ≥ 3c1n−κ1 and mink∈A ω∗k ≥ 3c2n−κ2.
Condition 1 is a basic assumption requiring that the distance variances
of covariates Xk and squared covariates X
2
k are at least of a constant or-
der. Conditions 2 and 3 are analogous to the regularity conditions in [23].
In particular, Condition 2 controls the tail behavior of the covariates and
responses, which facilitates the derivation of deviation probability bounds.
Condition 3 also shares the same spirit as Condition 3 in [11], and can be
understood as an assumption on the minimum signal strength in the fea-
ture screening setting. Smaller constants κ1 and κ2 correspond to stronger
marginal signal strength for active interaction variables and important main
effects, respectively. With these regularity conditions, we establish the sure
screening property of IPDC in the following theorem.
Theorem 1. Under Conditions 1–2 with log p = o(nη0) for η0 = min{(1−
2κ1)/3, (1− 2κ2)/5}, there exists some positive constant C such that
P
(
max
1≤j≤p
|ω̂j − ωj | ≥ c1n−κ1
)
≤ O
(
exp
{− Cn(1−2κ1)/6}) ,(8)
P
(
max
1≤k≤p
|ω̂∗k − ω∗k| ≥ c2n−κ2
)
≤ O
(
exp
{− Cn(1−2κ2)/10}) .(9)
Assume in addition that Condition 3 holds and set τ1 = 2c1n
−κ1 and τ2 =
2c2n
−κ2. Then we have
(10) P
(
M⊂ M̂ and I ⊂ Î
)
= 1−O
{
exp
(− Cnη0/2)} .
Theorem 1 reveals that the IPDC enjoys the sure screening property that
all active interaction variables and all important main effects can be retained
in the reduced model with high probability. In particular, we see that it can
handle ultra-high dimensionality with log p = o(nη0). A comparison of the
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deviation probability bounds in (8) and (9) shows that interaction screening
is generally more challenging and thus needs more restrictive constraint on
dimensionality p than main effect screening; see the probability bound (15)
and its main effect counterpart for more details. It is also seen that when the
marginal signal strength for interactions and main effects becomes stronger,
the sure screening property of IPDC holds for higher dimensionality p.
For any feature screening procedure, it is of practical importance to con-
trol the dimensionality of the reduced feature space, since feature selection
usually follows the screening for further selection of important features in
such a space. We next investigate such an aspect for IPDC. Let s1 and s2
be the cardinalities of sets of all important main effects M and all active
interaction variables A, respectively. With the thresholds τ1 = 2c1n−κ1 and
τ2 = 2c2n
−κ2 specified in Theorem 1, we introduce two sets of unimportant
main effects and inactive interaction variables
(11) M1 = {j ∈Mc : ωj ≥ c1n−κ1} and A1 = {k ∈ Ac : ω∗k ≥ c2n−κ2}
that are of significant marginal effects. Denote by s3 and s4 the cardinalities
of these two setsM1 and A1, respectively. Larger values of s3 and s4 indicate
more difficulty in the problem of interaction and main effect screening in the
high-dimensional multi-response interaction model (1).
Theorem 2. Assume that all the conditions of Theorem 1 hold and set
τ1 = 2c1n
−κ1 and τ2 = 2c2n−κ2. Then we have
P
{
|M̂| ≤ s1 + s3 and |Î| ≤ (s2 + s4)(s2 + s4 − 1)/2
}
(12)
= 1−O
{
exp
(− Cnη0/2)}
for some positive constant C.
Theorem 2 quantifies how the size of the reduced model for interactions
and main effects is related to the thresholding parameters τ1 and τ2, and
the cardinalities of the two setsM1 and A1. In particular, we see that when
si = O(n
δi) with some constants δi ≥ 0 for 1 ≤ i ≤ 4, the total number
of retained interactions and main effects in the reduced feature space can
be controlled as O(nδ) with δ = max{δ1 ∨ δ3, 2(δ2 ∨ δ4)}, where ∨ denotes
the maximum of two values. In contrast, the dimensionality p is allowed to
grow nonpolynomially with sample size n in the rate of log p = o(nη0) with
η0 = min{(1− 2κ1)/3, (1− 2κ2)/5}. The reduced model size can fall below
the sample size and be a smaller order of n when both max{δ1, δ3} < 1 and
max{δ2, δ4} < 1/2 are satisfied. The post-screening interaction selection
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and its sampling properties are further investigated in Section B of the
Supplementary Material.
3. Simulation studies. We illustrate the finite-sample performance of
our method using several simulation examples. Two sets of models are con-
sidered for the single-response case and the multi-response case, respectively.
This section evaluates the screening performance, while the post-screening
selection performance is investigated in Section C.2 of the Supplementary
Material.
3.1. Screening in single-response models. We begin with the following
four high-dimensional single-response interaction models:
Model 1: Y = 2X1 + 2X2 +X1X2 +W,
Model 2: Y = 2X1 + 3X1X2 + 3X1X3 +W,
Model 3: Y = 3X1X2 + 3X1X3 +W,
Model 4: Y = 3I(X12 ≥ 0) + 2X22 + 3X1X2 +W,
where all the notation is the same as in (1) and I(·) denotes the indicator
function. The covariate vector x = (X1, · · · , Xp)T is sampled from the distri-
bution N(0,Σ) with covariance matrix Σ = (ρ|j−k|)1≤j,k≤p for ρ ∈ (−1, 1),
and the error term W ∼ N(0, 1) is generated independently of x to form an
i.i.d. sample of size n = 200. For each of the four models, we further consider
three different settings with (p, ρ) = (2000, 0.5), (5000, 0.5), and (2000, 0.1),
respectively. In particular, Models 2 and 3 are adapted from simulation sce-
narios 2.2 and 2.3 in Jiang and Liu [19], whereas Model 4 is adapted from
simulation example 2.b of Li et al. [23] and accounts for model misspecifica-
tion since without any prior information, our working model treats X12 as
a linear predictor instead of I(X12 ≥ 0). We see that Model 1 satisfies the
strong heredity assumption and Model 2 obeys the weak heredity assump-
tion, while Models 3 and 4 violate the heredity assumption since none of the
active interaction variables are important main effects.
We compare the interaction and main effect screening performance of the
IPDC with the SIS [11], DCSIS [23], SIRI [19], IP [12], and iFORT and
iFORM [16]. Like IPDC, SIRI and IP were developed for screening interac-
tion variables and main effects separately. In particular, SIRI is an iterative
procedure, while all others are non-iterative ones. For a fair comparison, we
adopt the initial screening step described in Section 2.3 of Jiang and Liu
[19] to implement SIRI in a non-iterative fashion, and keep the top ranked
covariates. Since the SIS is originally designed only for main effect screening
and the original DCSIS screens variables without the distinction between
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Table 1
Proportions of important main effects, important interactions, and all of them retained by
different screening methods. For SIS2, DCSIS2, and SIRI, interactions are constructed
using the top [n/(logn)] covariates ranked by their marginal utilities with the response.
Method Model 1 Model 2 Model 3 Model 4
X1 X2 X1X2 All X1 X1X2 X1X3 All X1X2 X1X3 All X12 X22 X1X2 All
Setting 1: (p, ρ) = (2000, 0.5)
SIS2 1.00 1.00 1.00 1.00 0.95 0.48 0.23 0.20 0.08 0.04 0.04 0.93 1.00 0.05 0.05
iFORT 1.00 1.00 1.00 1.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.56 1.00 0.00 0.00
iFORM 1.00 1.00 1.00 1.00 0.85 0.07 0.02 0.00 0.00 0.00 0.00 0.53 1.00 0.00 0.00
DCSIS2 1.00 1.00 1.00 1.00 1.00 1.00 0.91 0.91 1.00 0.68 0.68 0.99 1.00 0.92 0.91
SIRI 1.00 1.00 1.00 1.00 1.00 0.99 0.88 0.87 1.00 0.73 0.73 0.89 1.00 0.86 0.78
IP 1.00 1.00 1.00 1.00 0.95 1.00 0.87 0.83 1.00 0.90 0.90 0.93 1.00 1.00 0.93
IPDC 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 1.00 0.99 0.99 0.99 1.00 1.00 0.99
Setting 2: (p, ρ) = (5000, 0.5)
SIS2 1.00 1.00 1.00 1.00 0.94 0.39 0.17 0.15 0.03 0.00 0.00 0.86 1.00 0.03 0.02
iFORT 1.00 1.00 1.00 1.00 0.62 0.00 0.00 0.00 0.00 0.00 0.00 0.40 1.00 0.00 0.00
iFORM 1.00 1.00 1.00 1.00 0.85 0.04 0.01 0.00 0.00 0.00 0.00 0.41 1.00 0.00 0.00
DCSIS2 1.00 1.00 1.00 1.00 1.00 0.99 0.80 0.79 1.00 0.46 0.46 0.99 1.00 0.86 0.85
SIRI 1.00 1.00 1.00 1.00 1.00 0.99 0.81 0.80 1.00 0.63 0.63 0.83 1.00 0.84 0.71
IP 1.00 1.00 1.00 1.00 0.94 1.00 0.73 0.69 1.00 0.85 0.85 0.86 1.00 1.00 0.86
IPDC 1.00 1.00 1.00 1.00 1.00 1.00 0.96 0.96 1.00 0.98 0.98 0.99 1.00 1.00 0.99
Setting 3: (p, ρ) = (2000, 0.1)
SIS2 1.00 1.00 1.00 1.00 1.00 0.08 0.04 0.00 0.02 0.00 0.00 0.97 1.00 0.00 0.00
iFORT 1.00 1.00 1.00 1.00 0.89 0.00 0.00 0.00 0.00 0.00 0.00 0.64 1.00 0.00 0.00
iFORM 1.00 1.00 1.00 1.00 0.92 0.06 0.01 0.01 0.01 0.00 0.00 0.62 1.00 0.00 0.00
DCSIS2 1.00 1.00 1.00 1.00 1.00 0.71 0.72 0.55 0.19 0.11 0.00 1.00 1.00 0.06 0.06
SIRI 1.00 1.00 1.00 1.00 1.00 0.58 0.58 0.34 0.35 0.37 0.16 0.86 1.00 0.19 0.15
IP 1.00 1.00 0.99 0.99 1.00 0.64 0.64 0.38 0.79 0.75 0.58 0.97 1.00 0.98 0.95
IPDC 1.00 1.00 1.00 1.00 1.00 0.80 0.79 0.62 0.93 0.90 0.84 1.00 1.00 1.00 1.00
main effects and interaction variables, we construct pairwise interactions
based on the covariates recruited by SIS and DCSIS, and refer to the re-
sulting procedures as SIS2 and DCSIS2, respectively, to distinguish them
from the original ones. It is worth mentioning that the SIS2 shares a sim-
ilar spirit to the TS-SIS procedure proposed in [22], where the difference
is that the latter constructs pairwise interactions between the main effects
retained by SIS and all p covariates. Following the suggestions of Fan and
Lv [11] and Li et al. [23], we keep the top [n/(log n)] variables after rank-
ing for each screening procedure. We examine the screening performance by
the proportions of important main effects, important interactions, and all of
them being retained by each screening procedure over 100 replications.
Table 1 reports the screening results of different methods. In Model 1, all
screening methods are able to retain almost all important main effects and
interactions across all three settings. The IPDC outperforms SIS2, DCSIS2,
SIRI, IP, iFORT, and iFORM in Models 2–4 over all three settings. It is seen
that SIS2 can barely identify important interactions for those three models.
The advantage of IPDC over SIS2, DCSIS2, and SIRI is most pronounced
when the heredity assumption is violated as in Models 3 and 4. We also
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observe significant improvement of IPDC over IP in many of those model
settings. When the dimensionality increases from 2000 to 5000 (settings 1
and 2), the problem of interaction and main effect screening becomes more
challenging as indicated by the drop of the screening probabilities. Compared
to others, IPDC consistently performs well.
It is interesting to observe that in view of settings 1 and 3, the interaction
screening performance can be improved in the presence of a higher level of
correlation among covariates. One possible explanation is that high correla-
tion among covariates may increase the dependence of the response on the
interaction variables and thus benefit interaction screening. For instance, in
Model 2 due to the correlation between the interaction variable X2 (or X3)
and main effect X1, the response Y depends on X2 (or X3) not only di-
rectly through the interaction X1X2 (or X1X3) but also indirectly through
the main effect X1. Therefore, in this case high correlation among covariates
can boost the performance of interaction screening. Similar phenomenon has
been documented for DCSIS in the literature; see, for example, Models 1.b
and 1.c in Table 2 of Li et al. [23].
3.2. Screening in multi-response model. We next consider the setting of
interaction model with multiple responses and specifically Model 5 with
q = 10 responses:
Y1 = β1X1 + β2X2 + β3X1X2 +W1, Y2 = β4X1 + β5X2 + β6X1X3 +W2,
Y3 = β7X1 + β8X2 + β9X6X7 +W3, Y4 = β10X1 + β11X2 + β12X8X9 +W4,
Y5 = β13X6X7 + β14X8X9 +W5, Y6 = β15X1 + β16X2 + β17X1X2 +W6,
Y7 = β18X1 + β19X2 + β20X1X3 +W7, Y8 = β21X1 + β22X2 + β23X6X7 +W8,
Y9 = β24X1 + β25X2 + β26X8X9 +W9, Y10 = β27X6X7 + β28X8X9 +W10,
where all the notation and setup are the same as in Section 3.1, the co-
variate vector x = (X1, · · · , Xp)T is sampled from distribution N(0,Σ)
with covariance matrix Σ = (0.5|j−k|)1≤j,k≤p, and the error vector w =
(W1, · · · ,Wq)T ∼ N(0, Iq) is independent of x. The nonzero regression coef-
ficients βk with 1 ≤ k ≤ 28 for all important main effects and interactions are
generated independently as βk = (−1)UUniform(1, 2), where U is a Bernoulli
random variable with success probability 0.5 and Uniform(1, 2) is the uni-
form distribution on [1, 2]. For simplicity, we consider only the setting of
(n, p, ρ) = (100, 1000, 0.5). In Model 5, covariates X1 and X2 are both active
interaction variables and important main effects, whereas covariates X3 and
Xj with 6 ≤ j ≤ 9 are active interaction variables only.
To simplify the presentation, we examine only the proportions of active in-
teraction variables and important main effects retained by different screening
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Table 2
Proportions of important main effects and active interaction variables retained by
different screening methods.
Method X1 X2 X3 X6 X7 X8 X9
SIS.max 1.00 (0.00) 1.00 (0.00) 0.98 (0.01) 0.12 (0.03) 0.18 (0.04) 0.13 (0.03) 0.08 (0.03)
SIS.sum 1.00 (0.00) 1.00 (0.00) 0.99 (0.01) 0.17 (0.04) 0.17 (0.04) 0.17 (0.04) 0.17 (0.04)
DCSIS 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) 0.61 (0.05) 0.57 (0.05) 0.72 (0.05) 0.68 (0.05)
IPDC 1.00 (0.00) 1.00 (0.00) 0.99 (0.01) 0.91 (0.03) 0.90 (0.03) 0.95 (0.02) 0.90 (0.03)
procedures. A direct application of SIS to each response Yk with 1 ≤ k ≤ q
results in q marginal correlations for each covariate Xj with 1 ≤ j ≤ p.
We thus consider two modifications of SIS to deal with multi-response data.
Specifically, we exploit two new marginal measures, max1≤k≤q |ĉorr(Yk, Xj)|
and
∑q
k=1 |ĉorr(Yk, Xj)|, to quantify the importance of covariates Xj , where
ĉorr denotes the sample correlation. We refer to these two methods as
SIS.max and SIS.sum, respectively. The SIRI and IP are not included for
comparison in this model since both methods were not designed for multi-
response models, while the DCSIS is still applicable since the distance cor-
relation is well defined in such a scenario.
Since feature screening is more challenging in multi-response models, we
implement IPDC in a slightly different fashion than in single-response mod-
els. Recall that in Section 3.1, IPDC screens interaction variables and main
effects separately, and keeps the top [n/(log n)] of each type of variables.
For Model 5, we take a union of these two sets of variables and regard an
active interaction variable or important main effect as being retained if such
a variable belongs to the union, which can contain up to 2[n/(log n)] vari-
ables. Consequently we construct pairwise interactions of all variables in the
union. To ensure fair comparison, we keep the top 2[n/(log n)] variables for
the other screening methods SIS.max, SIS.sum, and DCSIS.
Table 2 summarizes the screening results under Model 5. We see that
all methods perform well in recovering variables X1, X2, and X3. Yet only
IPDC is able to retain active interaction variables X6, · · · , X9 with large
probability.
3.3. Screening in multi-response model with discrete covariates. We now
turn to the scenario of multi-response interaction model with mixed co-
variate types and specifically Model 6 with q = 50 responses and (n, p) =
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(100, 1000):
Y1 = β1X1 + β2X2 + β3X3 + β4X4 + β5X1X2 + β6X3X4 +W1,
Y2 = β7X1 + β8X2 + β9X3 + β10X4 + β11X1X3 + β12X4X5 +W2,
Y3 = β13X1 + β14X2 + β15X3 + β16X4 + β17X4X5 + β18X9X13 +W3,
Y4 = β19X1 + β20X2 + β21X3 + β22X4 + β23X9X12 + β24X12X13 +W4,
Y5 = β25X9X12 + β26X9X13 + β27X12X13 +W5,
and the remaining nine groups of five responses are defined in a similar way
to how Y6, · · · , Y10 were defined in Model 5 in Section 3.2, that is, repeating
the support of each response but with regression coefficients βk generated
independently from the same distribution as in Model 5. There are several
key differences with Model 5. We consider higher response dimensionality
q = 50, higher population collinearity level ρ = 0.8, and larger true model
sizes for the responses. The covariates X1, · · · , Xp are sampled similarly as
in Model 5, but the even numbered covariates are further discretized. More
specifically, each even numbered covariate is assigned values 0, 1, or 2 if the
original continuous covariate takes values below 0, between 0 and 1.5, or
above 1.5, respectively, and then centered with mean zero. These discrete
covariates are included in the model because in real applications some covari-
ates can also be discrete. For instance, the covariates in the single nucleotide
polymorphism (SNP) data are typically coded to take values 0, 1, and 2. In
addition, the random errors W1, · · · ,Wq are sampled independently from
the t-distribution with 5 degrees of freedom. Thus Model 6 involves both
non-Gaussian design matrix with mixed covariate types and non-Gaussian
error vector.
We list in Table 3 the screening performance of all the methods as in
Section 3.2. Note that the standard errors are omitted in this table to save
space. Comparing these results to those in Table 2, we see that the problem
of interaction screening becomes more difficult in this model. This result is
reasonable since the scenario of Model 6 is more challenging than that of
Model 5. Nevertheless IPDC still improves over other methods in retaining
active interaction variables X9, X12, and X13.
4. Real data analysis. We further evaluate the performance of our
proposed procedure on a multivariate yeast cell-cycle data set from Spellman
et al. [30], which can be accessed in the R package “spls.” This data set has
been studied in Chun and Keles¸ [9] and Chen and Huang [7]. Our goal is to
predict how much mRNA is produced by 542 genes related to the yeast cell’s
replication process. For each gene, the binding levels of 106 transcription
factors (TFs) are recorded. The binding levels of the TFs play a role in
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Table 3
Proportions of important main effects and active interaction variables retained by
different screening methods.
Method X1 X2 X3 X4 X5 X9 X12 X13
SIS.max 1.00 1.00 1.00 1.00 1.00 0.65 0.44 0.24
SIS.sum 1.00 1.00 1.00 1.00 1.00 0.76 0.45 0.25
DCSIS 1.00 1.00 1.00 1.00 1.00 0.93 0.28 0.80
IPDC 1.00 1.00 1.00 1.00 1.00 0.92 0.67 0.85
Table 4
Means and standard errors (in parentheses) of prediction error as well as numbers of
selected main effects and interactions for each method in yeast cell-cycle data.
Model Size
Method PE (×10−3) Main Interaction
SIS.max-GLasso 224.05 (1.20) 73.73 (7.96) 755.35 (61.38)
SIS.sum-GLasso 223.42 (1.17) 50.76 (3.97) 764.68 (63.52)
DCSIS-GLasso 223.93 (1.16) 63.67 (7.47) 705.11 (61.46)
IPDC-GLasso 220.44 (1.14) 113.78 (9.74) 801.70 (54.86)
SIS.max-GLasso-Lasso 226.66 (1.45) 47.56 (3.66) 327.32 (19.38)
SIS.sum-GLasso-Lasso 225.07 (1.48) 50.76 (3.97) 319.25 (19.95)
DCSIS-GLasso-Lasso 226.40 (1.43) 47.12 (3.92) 306.18 (20.75)
IPDC-GLasso-Lasso 222.43 (1.39) 56.08 (3.33) 300.93 (15.17)
determining which genes are expressed and help detail the process behind
eukaryotic cell-cycles. Messenger RNA is collected for two cell-cycles for a
total of eighteen time points. Thus this data set has sample size n = 542,
number of covariates p = 106, and number of response q = 18, with all
variables being continuous.
Considering the relatively large sample size, we use 30% of the data as
training and the rest as testing, and repeat such random splitting for 100
times. We follow the same screening and selection procedures as in the sim-
ulation study for the setting of multiple responses in Section 3. Similarly we
take a union of the set of retained interaction variables and the set of re-
tained main effects. For fair comparison, we keep 2[n/(log n)] = 62 variables
in the screening procedures of SIS.max, SIS.sum, and DCSIS, and use those
variables to construct pairwise interactions for the selection step.
Table 4 presents the results on the prediction error and selected model
size. Paired t-tests of prediction errors on the 100 splits of IPDC-GLasso
against SIS.max-GLasso, SIS.sum-GLasso, and DCSIS-GLasso result in p-
values 2.86× 10−11, 1.70× 10−13, and 1.15× 10−14, respectively. Moreover,
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paired t-tests of prediction errors on the 100 splits of IPDC-GLasso-Lasso
against SIS.max-GLasso-Lasso, SIS.sum-GLasso-Lasso, and DCSIS-GLasso-
Lasso give p-values 2.92× 10−4, 2.30× 10−2, and 9.73× 10−5, respectively.
These results show significant improvement of our method over existing ones.
5. Discussions. We have investigated the problem of interaction iden-
tification in the setting where the numbers of responses and covariates can
both be large. Our suggested two-stage procedure IPDC provides a scalable
approach with the idea of interaction screening and selection. It exploits the
joint information among all the responses by using the distance correlation
in the screening step and the regularized multi-response regression in the
selection step. One key ingredient is the use of the square transformation to
responses and covariates for effective interaction screening. The established
sure screening and model selection properties enable its broad applicability
beyond the heredity assumption.
Although we have focused our attention on the square transformation
of the responses and covariates due to its simplicity and the motivation
discussed in Section 2.1, it is possible that other functions can also work
for the idea of IPDC. It would be interesting to investigate and characterize
what class of functions is optimal for the purpose of interaction screening.
Like all independence screening methods using the marginal utilities in-
cluding the SIS and DCSIS, our feature screening approach may fail to
identify some important interactions or main effects that are marginally
weakly related to the responses. One possible remedy is to exploit the idea
of the iterative SIS proposed in [11] which has been shown to be capa-
ble of ameliorating the SIS. Recently, Zhong and Zhu [36] also introduced
an iterative DCSIS procedure and demonstrated that it can improve the
finite-sample performance of the DCSIS. The theoretical properties of these
iterative feature screening approaches are, however, less well understood. It
would be interesting to develop an effective iterative IPDC procedure for
further improving on the IPDC and investigate its sampling properties. For
more flexible modeling, it is also of practical importance to extend the idea
of IPDC to high-dimensional multi-response interaction models in the more
general settings of the generalized linear models, nonparametric models, and
survival models, as well as other single-index models and multi-index mod-
els. These possible extensions are beyond the scope of the current paper and
will be interesting topics for future research.
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APPENDIX A: PROOFS OF MAIN RESULTS
We provide the main steps of the proof of Theorem 1 and the proof of The-
orem 2 in this appendix. Some intermediate steps of the proof of Theorem 1
and additional technical details are included in the Supplementary Material.
Hereafter we denote by C˜i with i ≥ 0 some generic positive constants whose
values may vary from line to line.
A.1. Proof of Theorem 1. The proof of Theorem 1 consists of two
parts. The first part establishes the exponential probability bounds for ω̂j −
ωj and ω̂
∗
k − ω∗k, and the second part proves the sure screening property.
Part 1. We first prove inequalities (8) and (9), which give the exponential
probability bounds for ω̂j − ωj and ω̂∗k − ω∗k, respectively. Since the proofs
of (8) and (9) are similar, here we focus on (9) to save space. Recall that
ω∗k =
dcov2(X∗k ,y
∗)√
dcov2(X∗k , X
∗
k)
and ω̂∗k =
d̂cov
2
(X∗k ,y
∗)√
d̂cov
2
(X∗k , X
∗
k)
.
The key idea of the proof is to show that for any positive constant C˜, there
exist some positive constants C˜1, · · · , C˜4 such that
P
(
max
1≤k≤p
|d̂cov2(X∗k ,y∗)− dcov2(X∗k ,y∗)| ≥ C˜n−κ2
)
(13)
≤ pC˜1 exp{−C˜2n(1−2κ2)/5}+ C˜3 exp{−C˜4n(1−2κ2)/10},
P
(
max
1≤k≤p
|d̂cov2(X∗k , X∗k)− dcov2(X∗k , X∗k)| ≥ C˜n−κ2
)
(14)
≤ pC˜1 exp{−C˜2n(1−2κ2)/5}
for all n sufficiently large. Once these two probability bounds are obtained,
it follows from Conditions 1–2 and Lemmas 2–3 and 6 that
P
(
max
1≤k≤p
|ω̂∗k − ω∗k| ≥ c2n−κ2
)
≤ O
(
p exp{−C1n(1−2κ2)/5}(15)
+ exp{−C2n(1−2κ2)/10}
)
≤ O
(
exp
{− Cn(1−2κ2)/10}) ,
where C1, C2, and C are some positive constants, and the last inequality
follows from the condition that log p = o(nη0) with η0 = min{(1−2κ1)/3, (1−
2κ2)/5}.
It thus remains to prove (13) and (14). Again we concentrate on (13) since
(14) can be shown using similar arguments. Define φ(X∗1k, X
∗
2k) = |X∗1k−X∗2k|
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and ψ(y∗1,y∗2) = ‖y∗1 − y∗2‖. According to [31], we have
dcov2(X∗k ,y
∗) = Tk1 + Tk2− 2Tk3 and d̂cov
2
(X∗k ,y
∗) = T̂k1 + T̂k2− 2T̂k3,
where Tk1 = E [φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
2)], Tk2 = E [φ(X
∗
1k, X
∗
2k)]E [ψ(y
∗
1,y
∗
2)],
Tk3 = E[φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
3)], and
T̂k1 = n
−2
n∑
i,j=1
φ(X∗ik, X
∗
jk)ψ(y
∗
i ,y
∗
j ),
T̂k2 =
[
n−2
n∑
i,j=1
φ(X∗ik, X
∗
jk)
][
n−2
n∑
i,j=1
ψ(y∗i ,y
∗
j )
]
,
T̂k3 = n
−3
n∑
i=1
n∑
j, l=1
φ(X∗ik, X
∗
jk)ψ(y
∗
i ,y
∗
l ).
It follows from the triangle inequality that
max
1≤k≤p
|d̂cov2(X∗k ,y∗)− dcov2(X∗k ,y∗)| ≤ max
1≤k≤p
|T̂k1 − Tk1|(16)
+ max
1≤k≤p
|T̂k2 − Tk2|+ 2 max
1≤k≤p
|T̂k3 − Tk3|.
To establish the probability bound for the term max1≤k≤p |d̂cov
2
(X∗k ,y
∗)−
dcov2(X∗k ,y
∗)|, it is sufficient to bound each term on the right hand side
above. To enhance the readability, we proceed with three main steps.
Step 1. We start with the first term max1≤k≤p |T̂k1−Tk1|. An application
of the Cauchy-Schwarz inequality gives
Tk1 ≤
{
E[φ2(X∗1k, X
∗
2k)]E[ψ
2(y∗1,y
∗
2)]
}1/2
.
It follows from the triangle inequality that
(17) φ(X∗1k, X
∗
2k) = |X∗1k −X∗2k| ≤ |X∗1k|+ |X∗2k| = X21k +X22k
and
(18) ψ(y∗1,y
∗
2) = ‖y∗1 − y∗2‖ ≤ ‖y∗1‖+ ‖y∗2‖ ≤ ‖y˜1‖2 + ‖y˜2‖2,
in view of y∗1 = y˜1 ◦ y˜1 and the fact that ‖a ◦ a‖ ≤ ‖a‖2 for any a ∈ Rq. By
(17), we have E[φ2(X∗1k, X
∗
2k)] ≤ E{2(X41k + X42k)} = 4E(X41k). Similarly,
it holds that E[ψ2(y∗1,y∗2)] ≤ 4E(‖y˜1‖4). Combining these results leads to
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0 ≤ Tk1 ≤ 4
{
E(X41k)E(‖y˜1‖4)
}1/2
. By Condition 2, E(X41k) and E(‖y˜1‖4)
are uniformly bounded by some positive constant for all 1 ≤ k ≤ p. Thus
for any positive constant C˜, |Tk1/n| < C˜n−κ2/8 holds uniformly for all
1 ≤ k ≤ p when n is sufficiently large.
Let T̂ ∗k1 = n(n−1)−1T̂k1 = {n(n−1)}−1
∑
i 6=j φ(X
∗
ik, X
∗
jk)ψ(y
∗
i ,y
∗
j ). Then
we have
|T̂k1 − Tk1| ≤ n−1(n− 1)|T̂ ∗k1 − Tk1|+ |Tk1/n| ≤ |T̂ ∗k1 − Tk1|+ C˜n−κ2/8
for all 1 ≤ k ≤ p, which entails
P
(
max
1≤k≤p
|T̂k1 − Tk1| ≥ C˜n−κ2/4
) ≤ P ( max
1≤k≤p
|T̂ ∗k1 − Tk1| ≥ C˜n−κ2/8
)
(19)
for sufficiently large n. Thus it is sufficient to bound T̂ ∗k1 − Tk1.
Since X∗ik and y
∗
i are generally unbounded, we apply the technique of
truncation in the technical analysis. Define
T̂ ∗k1, 1 = {n(n− 1)}−1
∑
i 6=j
φ(X∗ik, X
∗
jk)ψ(y
∗
i ,y
∗
j )I{φ(X∗ik, X∗jk) ≤M1}
· I{ψ(y∗i ,y∗j ) ≤M2},
T̂ ∗k1, 2 = {n(n− 1)}−1
∑
i 6=j
φ(X∗ik, X
∗
jk)ψ(y
∗
i ,y
∗
j )I{φ(X∗ik, X∗jk) ≤M1}
· I{ψ(y∗i ,y∗j ) > M2},
T̂ ∗k1, 3 = {n(n− 1)}−1
∑
i 6=j
φ(X∗ik, X
∗
jk)ψ(y
∗
i ,y
∗
j )I{φ(X∗ik, X∗jk) > M1},
where I{·} denotes the indicator function and the thresholds M1,M2 > 0 will
be specified later. Then we have T̂ ∗k1 = T̂
∗
k1, 1 + T̂
∗
k1, 2 + T̂
∗
k1, 3. Consequently,
we can rewrite Tk1 as Tk1 = Tk1, 1 + Tk1, 2 + Tk1, 3 with
Tk1, 1 = E [φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
2)I{φ(X∗1k, X∗2k) ≤M1}I{ψ(y∗1,y∗2) ≤M2}] ,
Tk1, 2 = E [φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
2)I{φ(X∗1k, X∗2k) ≤M1}I{ψ(y∗1,y∗2) > M2}] ,
Tk1, 3 = E [φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
2)I{φ(X∗1k, X∗2k) > M1}] .
Clearly, T̂ ∗k1, 1, T̂
∗
k1, 2, and T̂
∗
k1, 3 are unbiased estimators of Tk1, 1, Tk1, 2, and
Tk1, 3, respectively. Therefore, it follows from Bonferroni’s inequality that
P
(
max
1≤k≤p
|T̂ ∗k1 − Tk1| ≥ C˜n−κ2/8
)
(20)
≤
3∑
j=1
P
(
max
1≤k≤p
|T̂ ∗k1, j − Tk1, j | ≥ C˜n−κ2/24
)
.
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In what follows, we will provide details on deriving an exponential tail prob-
ability bound for each term on the right hand side above.
Step 1.1. We first consider T̂ ∗k1, 1 − Tk1, 1. For any δ > 0, by Markov’s
inequality we have
P (T̂ ∗k1, 1 − Tk1, 1 ≥ δ) ≤ exp(−tδ) exp(−tTk1, 1)E[exp(tT̂ ∗k1, 1)](21)
for t > 0. Let h(X∗1k,y
∗
1;X
∗
1k,y
∗
2) = φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
2)I{φ(X∗1k, X∗2k) ≤
M1}I{ψ(y∗1,y∗2) ≤M2} be the kernel of the U -statistic T̂ ∗k1, 1 and define
W (X∗1k,y
∗
1; · · · ;X∗nk,y∗n) = m−1
{
h(X∗1k,y
∗
1;X
∗
1k,y
∗
2)(22)
+ h(X∗3k,y
∗
3;X
∗
4k,y
∗
4) + · · ·+ h(X∗2m−1, k,y∗2m−1;X∗2m, k,y∗2m)
}
,
where m = bn/2c is the integer part of n/2. According to the theory of U -
statistics [29, Section 5.1.6], any U -statistic can be expressed as an average
of averages of i.i.d. random variables. This representation gives
T̂ ∗k1, 1 = (n!)
−1∑
n!
W (X∗i1k,y
∗
i1 ; · · · ;X∗ink,y∗in),
where
∑
n! represents the summation over all possible permutations (i1, · · · ,
in) of (1, · · · , n). An application of Jensen’s inequality yields that for any
t > 0,
E[exp(tT̂ ∗k1, 1)] = E
{
exp
[
(n!)−1
∑
n!
tW (X∗i1k,y
∗
i1 ; · · · ;X∗ink,y∗in)
]}
≤ E
{
(n!)−1
∑
n!
exp
[
tW (X∗i1k,y
∗
i1 ; · · · ;X∗ink,y∗in)
]}
= E {exp [tW (X∗1k,y∗1; · · · ;X∗nk,y∗n)]}
= Em
{
exp
[
tm−1h(X∗1k,y
∗
1;X
∗
2k,y
∗
2)
]}
,
where the last equality follows from (22). The above inequality together with
(21) leads to
P (T̂ ∗k1, 1 − Tk1, 1 ≥ δ) ≤ exp(−tδ)Em
{
etm
−1[h(X∗1k,y
∗
1 ;X
∗
2k,y
∗
2)−Tk1, 1]
}
.
Note that E[h(X∗1k,y
∗
1;X
∗
2k,y
∗
2)− Tk1, 1] = 0 and
−Tk1, 1 ≤ h(X∗1k,y∗1;X∗2k,y∗2)− Tk1, 1 ≤M1M2 − Tk1, 1.
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Hence it follows from Lemma 9 that
P (T̂ ∗k1, 1 − Tk1, 1 ≥ δ) ≤ exp[−tδ + t2M21M22 /(8m)]
for any t > 0. Minimizing the right hand side above with respect to t gives
P (T̂ ∗k1, 1−Tk1, 1 ≥ δ) ≤ exp(−2mδ2/M21M22 ) for any δ > 0. Similarly, we can
show that P (T̂ ∗k1, 1−Tk1, 1 ≤ −δ) ≤ exp(−2mδ2/M21M22 ). Therefore, it holds
that
P (|T̂ ∗k1, 1 − Tk1, 1| ≥ δ) ≤ 2 exp(−2mδ2/M21M22 ).
Recall that m = bn/2c. If we set M1 = nξ1 and M2 = nξ2 with some positive
constants ξ1 and ξ2, then for δ = C˜n
−κ2/24 with any positive constant C˜,
there exists some positive constant C˜1 such that when n is sufficiently large,
P (|T̂ ∗k1, 1 − Tk1, 1| ≥ C˜n−κ2/24) ≤ 2 exp(−C˜2C˜1n1−2κ2−2ξ1−2ξ2)
for all 1 ≤ k ≤ p. This along with Bonferroni’s inequality entails
P ( max
1≤k≤p
|T̂ ∗k1, 1 − Tk1, 1| ≥ C˜n−κ2/24)(23)
≤ 2p exp(−C˜2C˜1n1−2κ2−2ξ1−2ξ2).
Step 1.2. We next deal with T̂ ∗k1, 2 − Tk1, 2. Note that
0 ≤ Tk1, 2 ≤M1E [ψ(y∗1,y∗2)I{ψ(y∗1,y∗2) > M2}]
for all 1 ≤ k ≤ p. It follows from the Cauchy-Schwarz inequality that
E [ψ(y∗1,y
∗
2)I{ψ(y∗1,y∗2) > M2}](24)
≤ [E[ψ2(y∗1,y∗2)]P{ψ(y∗1,y∗2) > M2}]1/2 .
In view of (18), we see that
E[ψ2(y∗1,y
∗
2)] ≤ E[(‖y˜1‖2 + ‖y˜2‖2)2](25)
≤ E[2(‖y˜1‖4 + ‖y˜2‖4)] = 4E(‖y˜1‖4)
and the probability term in (24) is bounded from above by
P (‖y˜1‖2 + ‖y˜2‖2 > M2) ≤ P (‖y˜1‖2 > M2/2) + P (‖y˜2‖2 > M2/2)(26)
=2P (‖y˜1‖ >
√
M2/2) ≤ 2 exp(−c0
√
M2/2)E[exp(c0‖y˜1‖)],
where c0 is a positive constant given in Condition 2 and the last inequality
follows from Markov’s inequality. Combining inequalities (24)–(26) and by
Condition 2, we obtain
(27) E [ψ(y∗1,y
∗
2)I{ψ(y∗1,y∗2) > M2}] ≤ C˜2 exp(−2−1c0
√
M2/2)
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and thus 0 ≤ Tk1, 2 ≤ C˜2M1 exp(−2−1c0
√
M2/2), where C˜2 is some posi-
tive constant. Recall that M1 = n
ξ1 and M2 = n
ξ2 . Then for any positive
constant C˜, it holds that
0 ≤ Tk1, 2 ≤ C˜2nξ1 exp(−2−3/2c0nξ2/2) ≤ C˜n−κ2/48
for all 1 ≤ k ≤ p when n is sufficiently large. This inequality gives
(28) P ( max
1≤k≤p
|T̂ ∗k1, 2 − Tk1, 2| ≥ C˜n−κ2/24) ≤ P ( max
1≤k≤p
|T̂ ∗k1, 2| ≥ C˜n−κ2/48)
for all n sufficiently large.
Note that for all 1 ≤ k ≤ p, |T̂ ∗k1, 2| is uniformly bounded from above
by M1[n(n− 1)]−1
∑
i 6=j ψ(y
∗
i ,y
∗
j )I{ψ(y∗i ,y∗j ) > M2}. Thus in view of (27),
applying Markov’s inequality yields that for any δ > 0,
P ( max
1≤k≤p
|T̂ ∗k1, 2| ≥ δ/2) ≤ P
{
M1[n(n− 1)]−1
∑
i 6=j
ψ(y∗i ,y
∗
j )I{ψ(y∗i ,y∗j ) > M2}
≥ δ/2
}
≤ (δ/2)−1E
{
M1[n(n− 1)]−1
∑
i 6=j
ψ(y∗i ,y
∗
j )I{ψ(y∗i ,y∗j ) > M2}
}
= (δ/2)−1M1E [ψ(y∗1,y
∗
2)I{ψ(y∗1,y∗2) > M2}]
≤ (δ/2)−1M1C˜2 exp(−2−1c0
√
M2/2).
Since M1 = n
ξ1 and M2 = n
ξ2 , setting δ = C˜n−κ2/24 in the above inequality
entails
P ( max
1≤k≤p
|T̂ ∗k1, 2| ≥ C˜n−κ2/48) ≤ 48C˜−1C˜2nκ2+ξ1 exp(−2−3/2c0nξ2/2).
Combining this inequality with (28) gives
P ( max
1≤k≤p
|T̂ ∗k1, 2 − Tk1, 2| ≥ C˜n−κ2/24)(29)
≤ 48C˜−1C˜2nκ2+ξ1 exp(−2−3/2c0nξ2/2).
Step 1.3. We finally handle the term T̂ ∗k1, 3 − Tk1, 3 and show that it
satisfies
P ( max
1≤k≤p
|T̂ ∗k1, 3 − Tk1, 3| ≥ C˜n−κ2/24)(30)
≤ 48pC˜−1C˜3nκ2 exp(−8−1c0nξ1)
with C˜3 some positive constant in Section D.1 of the Supplementary Mate-
rial.
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Combining the results in (20), (23), and (29)–(30) leads to
P ( max
1≤k≤p
|T̂ ∗k1 − Tk1| ≥ C˜n−κ2/8) ≤ 2p exp(−C˜2C˜1n1−2κ2−2ξ1−2ξ2)
+ 48pC˜−1C˜3nκ2 exp(−8−1c0nξ1) + 48C˜−1C˜2nκ2+ξ1 exp(−2−3/2c0nξ2/2).
Let ξ1 = (1− 2κ2)/3− 2η and ξ2 = 3η with some 0 < η < (1− 2κ2)/6. Then
we have
P ( max
1≤k≤p
|T̂ ∗k1 − Tk1| ≥ C˜n−κ2/8) ≤ pC˜1 exp{−C˜2n(1−2κ2)/3−2η}(31)
+ C˜3 exp{−C˜4n3η/2},
where C˜1, · · · , C˜4 are some positive constants. This inequality along with
(19) yields
P ( max
1≤k≤p
|T̂k1 − Tk1| ≥ C˜n−κ2/4) ≤ pC˜1 exp{−C˜2n(1−2κ2)/3−2η}(32)
+ C˜3 exp{−C˜4n3η/2}.
Step 2. For the second term max1≤k≤p |T̂k2 − Tk2|, we show in Section
D.2 of the Supplementary Material that
P
(
max
1≤k≤p
|T̂k2 − Tk2| ≥ C˜n−κ2/4
) ≤ p∑
k=1
P
(|T̂k2 − Tk2| ≥ C˜n−κ2/4)(33)
≤ pC˜5 exp{−C˜6n(1−2κ2)/5}
holds, where C˜5 and C˜6 are some positive constants.
Step 3. We further prove that the third term T̂k3 − Tk3 satisfies
P ( max
1≤k≤p
|T̂k3 − Tk3| ≥ C˜n−κ2/4) ≤ pC˜1 exp{−C˜2n(1−2κ2)/3−2η}(34)
+ C˜3 exp{−C˜4n3η/2}
with C˜1, · · · , C˜4 some positive constants in Section D.3 of the Supplementary
Material.
Combining inequalities (16) and (32)–(34) and setting η = (1 − 2κ2)/15
entail
P
{
max
1≤k≤p
|d̂cov2(X∗k ,y∗)− dcov2(X∗k ,y∗)| ≥ C˜n−κ2
}
(35)
≤ pC˜1 exp{−C˜2n(1−2κ2)/5}+ C˜3 exp{−C˜4n(1−2κ2)/10}
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with C˜1, · · · , C˜4 some positive constants, which completes the proof for the
first part of Theorem 1.
Part 2. We now proceed to prove the second part of Theorem 1. The
main idea is to build the probability bounds for two events {M ⊂ M̂} and
{I ⊂ Î}. We first bound P (M⊂ M̂). Define an event Ω1 = {maxj∈M |ω̂j −
ωj | < c1n−κ1}. Then by Condition 3, conditional on the event Ω1 we have
ω̂j ≥ 2c1n−κ1 for all j ∈M, which gives
P (M⊂ M̂) ≥ P (Ω1) = 1− P (Ωc1)(36)
= 1− P (max
j∈M
|ω̂j − ωj | ≥ c1n−κ1).
Following similar arguments as for proving (15), it can be shown that there
exist some positive constants C˜5 and C˜6 such that
P
(
max
j∈M
|ω̂j − ωj | ≥ c1n−κ1
)
= O
(
s1 exp{−C˜5n(1−2κ1)/3}
+ exp{−C˜6n(1−2κ1)/6}
)
,
where s1 is the cardinality of M. This inequality together with (36) yields
P (M⊂ M̂) ≥ 1−O
(
s1 exp{−C˜5n(1−2κ1)/3}(37)
+ exp{−C˜6n(1−2κ1)/6}
)
.
We next bound P (I ⊂ Î). Note that P (I ⊂ Î) ≥ P (A ⊂ Â) since
conditional on the event {A ⊂ Â} it holds that {I ⊂ Î}. Define an event
Ω2 = {maxk∈A |ω̂∗k − ω∗k| < c2n−κ2}. Then by Condition 3, we have ω̂k ≥
2c2n
−κ2 for all k ∈ A conditional on the event Ω2, which leads to P (A ⊂
Â) ≥ P (Ω2). Combining these results yields
P (I ⊂ Î) ≥ P (Ω2) = 1− P (Ωc2) = 1− P (max
k∈A
|ω̂∗k − ω∗k| ≥ c2n−κ2).(38)
Using similar arguments as for proving (15) shows that there exist some
positive constants C˜7 and C˜8 such that
P
(
max
k∈A
|ω̂∗k − ω∗k| ≥ c2n−κ2
)
= O
(
s2 exp{−C˜7n(1−2κ2)/5}
+ exp{−C˜8n(1−2κ2)/10}
)
,
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where s2 is the cardinality of A. This together with (38) entails
P (I ⊂ Î) ≥ 1−O
(
s2 exp{−C˜7n(1−2κ2)/5}+ exp{−C˜8n(1−2κ2)/10}
)
.(39)
Finally combining (37) and (39), we obtain
P (M⊂ M̂ and I ⊂ Î) ≥ P (M⊂ M̂) + P (I ⊂ Î)− 1
≥ 1−O
(
s1 exp{−C˜5n(1−2κ1)/3}+ exp{−C˜6n(1−2κ1)/6}
)
−O
(
s2 exp{−C˜7n(1−2κ2)/5}+ exp{−C˜8n(1−2κ2)/10}
)
≥ 1−O
(
exp
{− Cnη0/2}) ,
where C is some positive constant, and the last inequality follows from the
facts s1, s2 ≤ p and the condition that log p = o(nη0) with η0 = min{(1 −
2κ1)/3, (1−2κ2)/5}. This concludes the proof for the second part of Theorem
1.
A.2. Proof of Theorem 2. Define an event Ω3 = {max1≤j≤p |ω̂j −
ωj | < c1n−κ1}. For any j ∈ Mc, if ωj < c1n−κ1 and |ω̂j − ωj | < c1n−κ1 ,
then we have ω̂j < 2c1n
−κ1 . Thus conditional on the event Ω3, the cardi-
nality of {j : ω̂j ≥ 2c1n−κ1 and j ∈ Mc} cannot exceed that of {j : ωj ≥
c1n
−κ1 and j ∈Mc}. This entails that the cardinality of {j : ω̂j ≥ 2c1n−κ1}
is no larger than that of {j : ωj ≥ c1n−κ1 and j ∈ Mc} ∪M, which is in
turn bounded from above by |M|+ s3. Thus it follows from (8) in Theorem
1 that
P (|M̂| ≤ |M|+ s3) ≥ P (Ω3) = 1− P ( max
1≤j≤p
|ω̂j − ωj | ≥ c1n−κ1)
≥ 1−O
(
exp{−Cn(1−2κ1)/6}
)
.
Similarly we can show that
P
{
|Î| ≤ (|A|+ s4)(|A|+ s4 − 1)/2
}
≥ 1−O
(
exp{−Cn(1−2κ2)/10}
)
.
Combining these two probability bounds yields
P
{
|M̂| ≤ |M|+ s3 and |Î| ≤ (|A|+ s4)(|A|+ s4 − 1)/2
}
≥ 1−O
(
exp{−Cn(1−2κ1)/6}
)
−O
(
exp{−Cn(1−2κ2)/10}
)
≥ 1−O
(
exp
{− Cnη0/2}) ,
where C is some positive constant, and the last inequality follows from the
condition that log p = o(nη0) with η0 = min{(1− 2κ1)/3, (1− 2κ2)/5}. This
completes the proof of Theorem 2.
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SUPPLEMENTARY MATERIAL
Supplementary material to “Interaction Pursuit in High-Dimensional
Multi-Response Regression via Distance Correlation”
(doi: 10.1214/00-AOSXXXXSUPP; .pdf). Due to space constraints, some in-
termediate steps of the proof of Theorem 1 and additional numerical studies
and technical details are provided in the Supplementary Material [20].
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This Supplementary Material contains some intermediate steps of the
proof of Theorem 1 and additional numerical studies and technical details,
as well as the details about the post-screening interaction selection.
APPENDIX B: POST-SCREENING INTERACTION SELECTION
The screening step of IPDC can reduce the problem of interaction iden-
tification from a huge scale to a moderate one as shown in Section 2. In
particular, the reduced interaction model can be of dimensionality smaller
than the sample size. After the screening step, IPDC further selects im-
portant interactions and main effects. Thanks to the much reduced scale,
the selection step can be conducted in a computationally efficient fashion
by exploiting regularization methods for the multi-response regression. Var-
ious regularization methods have been developed for multi-response linear
models. See, for example, [3], [7], [5], [6], [25], and references therein. Those
methods were usually investigated for the scenario of no interactions. For the
selection step of IPDC, we aim at interaction model recovery by employing
a two-step variable selection procedure, where we first recover the support
union using the idea of group variable selection [35] and then estimate the
individual supports for each column of the regression coefficient matrix via
an additional refitting step of Lasso [32] applied to the recovered support
union (see, e.g., [14] for connections and differences among regularization
methods).
To simplify the presentation, hereafter we assume that the response vector
y is centered with mean zero and all interactions XkX` are also centered
to have mean zero with a slight abuse of notation, which eliminates the
intercept vector α in model (1). Thus given an i.i.d. sample (yi,xi)
n
i=1, the
multi-response interaction model (1) can be rewritten in the matrix form
(A.1) Y = X˜B + W,
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where Y = (y1, · · · ,yn)T ∈ Rn×q is the response matrix, X˜ = (X,Z) ∈
Rn×p˜ with p˜ = p(p + 1)/2 is the full augmented design matrix with X =
(x1, · · · ,xn)T ∈ Rn×p the main effect matrix and Z = (z1, · · · , zn)T ∈
Rn×[p(p−1)/2] the interaction matrix, zi’s are defined similarly to z, B =
(BTx ,B
T
z )
T ∈ Rp˜×q is the regression coefficient matrix with Bx ∈ Rp×q and
Bz ∈ R[p(p−1)/2]×q, and W = (w1, · · · ,wn)T ∈ Rn×q is the error matrix.
B.1. Interaction and main effect selection. Let S be the row sup-
port of the true regression coefficient matrix B∗ in model (A.1), which cor-
responds to the index set of nonzero rows of B∗; that is, if k ∈ S, then
the kth row of B∗ has at least one nonzero component. Denote by J =
{j1, · · · , jd1} ⊂ {1, · · · , p} and K = {k1, · · · , kd2} ⊂ {1, · · · , p} the index sets
of retained main effects and interaction variables after the screening step of
IPDC, respectively. Then the reduced design matrix is (x˜j1 , · · · , x˜jd1 , x˜k1 ◦
x˜k2 , · · · , x˜kd2−1 ◦ x˜kd2 ) ∈ Rn×d with d = d1 + d2(d2 − 1)/2, where x˜` is the
`th column of X. Let S˜ ⊂ {1, · · · , p˜} be the index set given by the columns
of such a reduced matrix in the full matrix X˜. As guaranteed by Theorem
1, the true row support S can be contained in the reduced set S˜ by IPDC
with high probability that converges to one at a fast rate as sample size n
increases.
Observe that the true row support S is the union of individual supports
of the columns of the true regression coefficient matrix B∗ corresponding to
the q responses. Given any set J ⊂ {1, · · · , p˜}, denote by BJ a submatrix
of B formed by the rows indexed by J . For the support union recovery, we
exploit the multivariate group Lasso given by the following regularization
problem
min
B
S˜c
=0
{
1
2nq
‖Y− X˜B‖2F + λ‖B‖2, 1
}
,(A.2)
where S˜c is the complement of the set S˜, ‖·‖F denotes the Frobenius norm of
a matrix, λ ≥ 0 is a regularization parameter, and ‖ · ‖2,1 stands for the ma-
trix rowwise (2, 1)-norm defined as ‖M‖2,1 =
∑
i(
∑
jm
2
ij)
1/2 for any matrix
M = (mij). Note that S˜ and M̂ ∪ Î share the same cardinality. We should
remark that as ensured by Theorem 2, the computational cost of solving the
optimization problem (A.2) can be substantially reduced compared to that
of solving the same optimization problem without the screening step, that
is, with S˜ = {1, · · · , p˜}.
The multivariate group Lasso has been widely used in the multi-response
linear regression models typically without interaction terms. For example,
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[24] and [25] established the oracle inequalities for the case when the design
matrix is deterministic and the error matrix has i.i.d. Gaussian entries. [28]
investigated the model selection consistency in terms of support union recov-
ery of the multivariate group Lasso under the assumptions that the design
matrix is drawn with i.i.d. Gaussian row vectors and all the entries of the
error matrix are i.i.d. Gaussian. We will relax such Gaussianity assumptions
and justify that this group variable selection procedure continues to perform
well in the presence of interactions.
Once the row support of the true regression coefficient matrix is recovered,
it is straightforward to recover the individual supports of each column of the
regression coefficient matrix by an additional refitting step of applying the
ordinary Lasso to the recovered support union. Since the sampling properties
of Lasso have been extensively studied and are now well understood in the
literature, we will provide only theoretical analysis of the multivariate group
Lasso problem (A.2).
B.2. Support union recovery and oracle inequalities. To facili-
tate our technical analysis for the selection step of IPDC, we impose a few
additional regularity conditions.
Condition 4. The covariate vector x has a sub-Gaussian distribution
and s = |S| = O(nξ) for some constant 0 ≤ ξ < 1/4.
Condition 5 (RE(s) assumption). There exists some positive constant
κ such that
κ(s) = min
|J |≤s,∆∈Rp˜×q\{0}, ‖∆Jc‖2,1≤3‖∆J‖2,1
‖Σ1/2∆‖F
‖∆J‖F ≥ κ,
where Σ is the covariance matrix of x˜ = (xT , zT )T .
Condition 6. The error vector w has a sub-exponential distribution.
The first part of Condition 4 is a mild assumption on the distribution of
the covariates. It can be satisfied by many light-tailed distributions such as
Gaussian distributions and distributions with bounded support. The second
part of Condition 4 puts a row sparsity constraint on the true regression
coefficient matrix. In particular, the requirement of ξ < 1/4 reflects the
difficulty of interaction selection in high dimensions.
Condition 5 is a natural extension of the restricted eigenvalue (RE) as-
sumption introduced in [1] since here we use the rowwise (2, 1)-norm in
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place of the L1-norm. The RE assumption has been commonly used to es-
tablish the oracle inequalities for the Lasso and Dantzig selector [4]. For
simplicity we still refer to Condition 5 as the RE(s) assumption. This con-
dition is also similar to Condition 3.1 in [24] and Condition 4.1 in [25],
who considered the scenario of deterministic design matrix and no inter-
actions. Condition 6 assumes the sub-exponential distribution for the er-
ror vector, which is key to establishing the deviation probability bound for
‖X˜TW‖2,∞. Here ‖·‖2,∞ denotes the matrix rowwise (2,∞)-norm defined as
‖M‖2,∞ = maxi(
∑
jm
2
ij)
1/2 for any matrix M = (mij). Hereafter p involved
in the regularization parameter λ and probability bounds is understood im-
plicitly as max{n, p}.
Theorem 3. Assume that all the conditions of Theorem 1 and Con-
ditions 4–6 hold, q ≤ p, log p = o(nη) with η = min{η0, 1/2 − 2ξ}, and
set λ = c3
√
(log p)/(nq) with c3 > 0 some constant. Then with probability
at least 1 − O{exp(−Cnη0/2)} − O(p−c4) for some constants C, c4 > 0, the
minimizer B̂ of (A.2) satisfies
(nq)−1/2‖X˜(B̂−B∗)‖F ≤ 8c3
κ
√
s(log p)/n,(A.3)
1√
q
‖B̂−B∗‖2, 1 ≤ 64c3
κ2
s
√
(log p)/n.(A.4)
If in addition minj∈S ‖B∗j‖/
√
q > 128c3κ
−2s
√
(log p)/n, then with the same
probability the row support of B˜ is identical to S, where the matrix B˜ is
obtained by thresholding the jth row of B̂ to zero for each j if ‖B̂j‖/√q ≤
64c3κ
−2s
√
(log p)/n. Moreover, if the RE(s) assumption in Condition 5 is
replaced by RE(2s), then it holds with the same probability that
1√
q
‖B̂−B∗‖F ≤ 16
√
10c3
κ2(2s)
√
s(log p)/n.(A.5)
Theorem 3 establishes the model selection consistency of the IPDC fol-
lowed by hard thresholding in terms of support union recovery. It also ex-
tends the oracle inequalities in Theorem 3.3 of [24] and Corollary 4.1 of [25]
in three important aspects: the inclusion of interaction terms, the analysis
of large random design matrix, and the relaxed distributional assumption.
Such extensions make the technical analyses more involved and challenging.
We should remark that the same results as in Theorem 3 hold with prob-
ability at least 1 − O(p−c4) for the regularized estimator with d = p˜, that
is, without the screening step. It is also worth mentioning that the value
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Table 5
Proportions of important main effects, important interaction, and all of them retained by
different screening methods.
Method X12 X22 X1X2 All
DCSIS2 1.00 1.00 0.06 0.06
DCSIS-square 0.00 0.81 1.00 0.00
IPDC 1.00 1.00 1.00 1.00
of the regularization parameter λ in our Theorem 3 is slightly larger than
those used in [24] and [25], due to the more general model setting considered
in our paper. In fact, such larger value of λ is needed to suppress the ad-
ditional noise caused by the presence of interactions and the heavier-tailed
distribution of model errors.
APPENDIX C: ADDITIONAL NUMERICAL STUDIES
C.1. Comparison of IPDC with individual components. Recall
that the new interaction screening approach of IPDC treats the screening for
interactions and the screening for main effects as two separate components.
Since the distance correlation can capture nonlinear dependency between
variables, a natural question is whether either of these two components might
suffice for the purpose of the joint screening for both interactions and main
effects. To ease the presentation, the component for interaction screening is
referred to as DCSIS-square, and the component for main effect screening is
called DCSIS2 as described in Section 3.1. Thus it is of interest to compare
IPDC with both DCSIS2 and DCSIS-square. To this end, we revisit the
setting 3 of Model 4 investigated in Section 3.1; see Table 1 for the screening
performance of DCSIS2 and IPDC.
Table 5 reports the comparison results of these three methods. We see
that DCSIS2, which is designed specifically for main effect screening, fails to
retain the important interaction X1X2, and DCSIS-square, which is designed
specifically for interaction screening, fails to retain the important main effect
X12. In contrast, the IPDC combines the strengths of its two individual
components in screening for both interactions and main effects. Such an
observation is in line with a key message spelled out in the Introduction,
that is, a separate screening step for interactions can significantly enhance
the screening performance if one aims at finding important interactions.
C.2. Performance of interaction and main effect selection.
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C.2.1. Selection in single-response models. After the screening step, we
further investigate the performance of selection for the interactions and main
effects in the reduced feature space. The selection step in the single-response
examples (Models 1–4) is implemented by the Lasso. Thus we refer to each
two-stage interaction screening and selection procedure by the SIS2-Lasso,
DCSIS2-Lasso, SIRI-Lasso, IP-Lasso, and IPDC-Lasso, respectively. The or-
acle procedure, which assumes that the true underlying sparse interaction
model is known in advance, is used as a benchmark for comparison. In par-
ticular, in Model 4 the indicator covariate I(X12 ≥ 0) instead of the linear
predictor X12 is used in the oracle procedure.
Three performance measures, the prediction error (PE), the number of
false positives (FP), and the number of false negatives (FN), are employed
to assess the variable selection performance of each method in the single-
response examples. The PE is defined as E(Y − Ŷ )2 with Ŷ the predicted
response. We generate an independent test sample of size 10, 000 to calculate
the PE. The FP is defined as the total number of unimportant interactions
and main effects included in the final model, while the FN is defined as the
total number of important interactions and main effects missed by the final
model.
Table 6 presents the means and standard errors of different performance
measures. Since the screening results by all methods in Model 1 under three
different settings are almost identical, one can expect that the correspond-
ing selection results should be very similar, which is indeed the case. Thus
we omit the selection results for Model 1 to save space. For Model 2, the
performance of all methods is very similar across three settings. As a result,
we only present the selection results under setting 2 of this model in Table 7
as a representative. The complete results are available upon request. Based
on Tables 6 and 7, the following observations can be made.
• In Model 2, we see that IPDC-Lasso performs the best and closest
to the oracle procedure across all measures, as shown in Table 7. For
Model 3 under all settings, our method IPDC-Lasso has far lower mean
prediction error than all other methods except for the oracle, according
to Table 6. The advantage of IPDC-Lasso over other methods is also
evident in Model 4.
• We remark that the gap between the prediction errors of the IPDC-
Lasso and oracle in Model 4 is mainly because as mentioned before,
the latter exploits the indicator covariate I(X12 ≥ 0) whereas such
prior information is unavailable to all other procedures. Even in this
scenario of model misspecification, our method still performs well in
identifying important interactions and main effects.
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Table 6
Means and standard errors (in parentheses) of different selection performance measures
for Models 3 and 4 over 100 replications.
Method Model 3 Model 4
PE FP FN PE FP FN
Setting 1: (p, ρ) = (2000, 0.5)
SIS2-Lasso 33.79 (0.87) 39.25 (3.79) 1.88 (0.04) 15.00 (0.32) 22.05 (2.50) 1.23 (0.06)
DCSIS2-Lasso 3.94 (0.41) 0.51 (0.17) 0.32 (0.05) 3.36 (0.38) 4.16 (0.72) 0.11 (0.04)
SIRI-Lasso 3.54 (0.40) 0.54 (0.36) 0.27 (0.05) 4.34 (0.49) 1.63 (0.40) 0.31 (0.07)
IP-Lasso 2.08 (0.28) 0.46 (0.11) 0.10 (0.03) 2.38 (0.05) 4.24 (0.64) 0.07 (0.03)
IPDC-Lasso 1.27 (0.10) 0.63 (0.20) 0.01 (0.01) 2.27 (0.02) 3.32 (0.47) 0.01 (0.01)
Oracle 1.017 (0.002) 0 (0) 0 (0) 1.022 (0.002) 0 (0) 0 (0)
Setting 2: (p, ρ) = (5000, 0.5)
SIS2-Lasso 36.31 (0.51) 61.78 (2.85) 1.97 (0.02) 15.27 (0.24) 39.29 (2.33) 1.15 (0.04)
DCSIS2-Lasso 5.81 (0.44) 1.20 (0.55) 0.54 (0.05) 4.17 (0.48) 3.45 (0.53) 0.20 (0.05)
SIRI-Lasso 4.48 (0.45) 0.42 (0.16) 0.37 (0.05) 4.70 (0.52) 2.24 (0.44) 0.37 (0.07)
IP-Lasso 2.52 (0.33) 1.83 (0.61) 0.15 (0.04) 2.51 (0.06) 6.75 (1.24) 0.14 (0.04)
IPDC-Lasso 1.38 (0.16) 0.91 (0.31) 0.02 (0.01) 2.30 (0.02) 4.39 (0.63) 0.01 (0.01)
Oracle 1.009 (0.002) 0 (0) 0 (0) 1.014 (0.002) 0 (0) 0 (0)
Setting 3: (p, ρ) = (2000, 0.1)
SIS2-Lasso 21.96 (0.19) 22.84 (3.18) 1.98 (0.01) 13.15 (0.10) 15.68 (2.04) 1.24 (0.05)
DCSIS2-Lasso 18.85 (0.47) 9.32 (2.47) 1.70 (0.05) 12.58 (0.28) 8.51 (1.73) 1.15 (0.05)
SIRI-Lasso 14.45 (0.72) 0.40 (0.17) 1.28 (0.07) 11.55 (0.45) 1.35 (0.43) 1.28 (0.07)
IP-Lasso 6.23 (0.63) 4.20 (1.37) 0.46 (0.06) 2.54 (0.17) 6.28 (1.54) 0.05 (0.02)
IPDC-Lasso 3.08 (0.44) 0.99 (0.21) 0.17 (0.04) 2.26 (0.01) 4.00 (0.79) 0.00 (0.00)
Oracle 1.017 (0.002) 0 (0) 0 (0) 1.022 (0.002) 0 (0) 0 (0)
Table 7
Means and standard errors (in parentheses) of different selection performance measures
for setting 2 of Model 2 over 100 replications.
Method PE FP FN
SIS2-Lasso 25.57 (1.61) 30.20 (3.31) 1.62 (0.10)
DCSIS2-Lasso 3.20 (0.40) 1.85 (0.44) 0.21 (0.04)
SIRI-Lasso 3.03 (0.38) 1.30 (0.23) 0.20 (0.04)
IP-Lasso 4.05 (0.45) 4.79 (1.06) 0.33 (0.05)
IPDC-Lasso 1.61 (0.20) 2.55 (0.49) 0.04 (0.02)
Oracle 1.014 (0.002) 0 (0) 0 (0)
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Table 8
Means and standard errors (in parentheses) of different selection performance measures
for Model 5 over 100 replications.
Method PE FP.main FP.int FN.main FN.int
SIS.max-GLasso 6.24 (0.06) 127.64 (4.72) 699.08 (27.37) 1.22 (0.23) 9.50 (0.12)
SIS.sum-GLasso 6.12 (0.08) 185.28 (3.64) 810.72 (20.19) 0.74 (0.14) 9.06 (0.17)
DCSIS-GLasso 4.29 (0.14) 157.74 (3.98) 830.19 (23.00) 0.50 (0.10) 5.63 (0.29)
IPDC-GLasso 2.74 (0.09) 124.77 (3.02) 878.93 (20.60) 0.04 (0.02) 2.46 (0.23)
SIS.max-GLasso-Lasso 5.11 (0.05) 11.92 (0.84) 52.40 (3.17) 3.44 (0.19) 9.60 (0.10)
SIS.sum-GLasso-Lasso 4.99 (0.07) 15.75 (0.86) 63.73 (3.39) 3.07 (0.20) 9.35 (0.16)
DCSIS-GLasso-Lasso 3.40 (0.12) 11.87 (0.70) 62.98 (2.94) 1.41 (0.17) 6.36 (0.28)
IPDC-GLasso-Lasso 2.08 (0.09) 7.42 (0.36) 58.95 (2.32) 0.37 (0.09) 3.28 (0.24)
Oracle 1.048 (0.001) 0 (0) 0 (0) 0 (0) 0 (0)
C.2.2. Selection in multi-response model. As mentioned before, interac-
tion and main effect selection in the multi-response model setting (Model
5) is conducted through a two-step procedure in the reduced feature space
obtained by screening. Such a method first selects rows of the regression
coefficient matrix using the group Lasso, and then applies the Lasso to each
individual response for further selection of the rows. The goal of the indi-
vidual Lasso is to eliminate the unimportant interactions and main effects
that are included in the model recovered by the group Lasso. The result-
ing interaction screening and selection procedures are referred to as the
SIS.max-GLasso-Lasso, SIS.sum-GLasso-Lasso, DCSIS-GLasso-Lasso, and
IPDC-GLasso-Lasso, respectively. We also include for comparison the pro-
cedures that exploit only the group Lasso in the selection step, which are
named by dropping the Lasso component. The oracle procedure is the or-
dinary least-squares estimation applied to each response separately on the
corresponding true support.
The same performance measures as defined in Section C.2.1 are employed
to evaluate different methods, except that the PE is now calculated as the
average prediction error across all q = 10 responses. To further differentiate
the false positives and false negatives for the main effects and interactions,
we attach “.main” and “.int” to both measures of FP and FN as shown in
Table 8.
Table 8 reports the selection results for Model 5. The FP.int is relatively
large for all methods since even after screening, there are still a large number
of interactions left, due to the presence of multiple responses. We observe
that a further step of individual Lasso implemented on the support of group
lasso for each response separately can substantially reduce the FP for both
interactions and main effects. Moreover, our method IPDC-GLasso-Lasso
outperforms all competitors under all performance measures.
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Table 9
Means and standard errors (in parentheses) of prediction error as well as numbers of
selected main effects and interactions for each method in mice data.
Model Size
Method PE (×10−3) Main Interaction
SIS2-Lasso 100.14 (5.57) 0.14 (0.03) 9.56 (0.11)
DCSIS2-Lasso 100.91 (6.12) 0.12 (0.03) 9.22 (0.11)
SIRI-Lasso 247.53 (10.11) 1.07 (0.03) 0.46 (0.13)
IP-Lasso 101.34 (4.99) 5.00 (0.09) 8.55 (0.21)
IPDC-Lasso 96.55 (5.40) 3.04 (0.07) 7.31 (0.11)
C.3. Univariate gene expression study. We study the the inbred
mouse microarray gene expression data set in Lan et al. [21]. There are 60
mouse arrays, with 31 from female mice and 29 from male mice. The response
variable is the gene expression level of stearoyl-CoA desaturase-1 (Scd1), a
gene involved in fat storage. Specifically, Scd1 controls lipid metabolism
and insulin sensitivity. The covariates are gene expression levels for 22,690
of the mice’s other genes. Therefore, the sample size n = 60, the number
of covariates p = 22, 690, and the number of responses q = 1. All variables
involved in this studey are continuous.
This data set is publicly available on the Gene Expression Omnibus web-
site (http://www.ncbi.nlm.nih.gov/geo; accession number GSE3330), and
has been studied in Hao and Zhang [16] and Narisetty and He [27]. Follow-
ing Narisetty and He [27], we randomly split the data into training and test
sets of sizes 55 and 5, respectively. Furthermore, to ameliorate the numerical
instability caused by the relatively small sample size we perform 200 ran-
dom splits and calculate the mean prediction errors and the corresponding
standard errors to better evaluate the performance of various methods. We
compare the IPDC with the SIS2, DCSIS2, SIRI, and IP. Detailed descrip-
tions of all these methods can be found in Sections 3 and C.2.
The final selection results on the prediction error and selected model size
are summarized in Table 9. We see that IPDC-Lasso performs noticeably
better than its competitors. Further, paired t-tests of prediction errors on
the 200 splits of IPDC-Lasso against SIS2-Lasso, DCSIS2-Lasso, SIRI-Lasso,
and IP-Lasso lead to p-values 3.40 × 10−2, 1.94 × 10−2, 1.90 × 10−36, and
2.64 × 10−2, respectively. These test results demonstrate the significantly
improved performance of IPDC over other methods at the 5% level.
APPENDIX D: ADDITIONAL PROOFS OF MAIN RESULTS
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D.1. Step 1.3 of Part 1 in the proof of Theorem 1. We now
consider the term T̂ ∗k1, 3 − Tk1, 3. Applying the Cauchy-Schwarz inequality
twice leads to
Tk1, 3 ≤
{
E
[
ψ2(y∗1,y
∗
2)
]
E
[
φ2(X∗1k, X
∗
2k)I{φ(X∗1k, X∗2k) > M1}
]}1/2
(A.6)
≤ E1/2[ψ2(y∗1,y∗2)]
{
E[φ4(X∗1k, X
∗
2k)]P{φ(X∗1k, X∗2k) > M1}
}1/4
.
In view of (17), we have
E[φ4(X∗1k, X
∗
2k)] ≤ E[(X21k +X22k)4] ≤ E{[2(X41k +X42k)]2}(A.7)
≤ E[8(X81k +X82k)] = 16E(X81k)
and by Bonferroni’s inequality,
P{φ(X∗1k, X∗2k) > M1} ≤ P (X21k +X22k > M1) ≤ P (X21k > M1/2)(A.8)
+ P (X22k > M1/2) = 2P (X
2
1k > M1/2)
≤ 2 exp(−c0M1/2)E[exp(c0X21k)].
Combining (25) with (A.6)–(A.8) and by Condition 2, we obtain Tk1, 3 ≤
C˜3 exp(−8−1c0M1), where C˜3 is some positive constant. Since M1 = nξ1 , it
holds that for any positive constant C˜,
(A.9) 0 ≤ Tk1, 3 ≤ C˜3 exp(−8−1c0nξ1) ≤ C˜n−κ2/48
for all 1 ≤ k ≤ p when n is sufficiently large. This entails that
P ( max
1≤k≤p
|T̂ ∗k1, 3 − Tk1, 3| ≥ C˜n−κ2/24)(A.10)
≤ P ( max
1≤k≤p
|T̂ ∗k1, 3| ≥ C˜n−κ2/48)
for all n sufficiently large. Thus applying Markov’s inequality and noting
that T̂ ∗k1, 3 ≥ 0 and E(T̂ ∗k1, 3) = Tk1, 3, we have
P (|T̂ ∗k1, 3| ≥ δ/2) ≤ (δ/2)−1E(|T̂ ∗k1, 3|) ≤ (δ/2)−1E(T̂ ∗k1, 3)
= (δ/2)−1Tk1, 3
for any δ > 0. Choosing δ = C˜n−κ2/24 in the above inequality and in view of
(A.9), it follows that P (|T̂ ∗k1, 3| ≥ C˜n−κ2/48) ≤ 48C˜−1C˜3nκ2 exp(−8−1c0nξ1).
This inequality together with (A.10) and Bonferroni’s inequality yields
P ( max
1≤k≤p
|T̂ ∗k1, 3 − Tk1, 3| ≥ C˜n−κ2/24)(A.11)
≤ 48pC˜−1C˜3nκ2 exp(−8−1c0nξ1).
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D.2. Step 2 of Part 1 in the proof of Theorem 1. In this step,
we handle the term max1≤k≤p |T̂k2 − Tk2|. Define Tk2, 1 = E [φ(X∗1k, X∗2k)]
and Tk2, 2 = E [ψ(y
∗
1,y
∗
2)]. Then Tk2 = Tk2, 1Tk2, 2. Similarly, T̂k2 can be
rewritten as T̂k2 = T̂k2, 1T̂k2, 2 by letting T̂k2, 1 = n
−2∑n
i,j=1 φ(X
∗
ik, X
∗
jk)
and T̂k2, 2 = n
−2∑n
i,j=1 ψ(y
∗
i ,y
∗
j ). An application of similar arguments as in
Step 1 results in that for any positive constant C˜, there exist some positive
constants C˜1, · · · , C˜4 such that
P
(|T̂k2, 1 − Tk2, 1| ≥ C˜n−κ2/4) ≤ C˜1 exp{−C˜2n(1−2κ2)/3},
P
(|T̂k2, 2 − Tk2, 2| ≥ C˜n−κ2/4) ≤ C˜3 exp{−C˜4n(1−2κ2)/5}.
In view of (17) and (18), we have Tk2, 1 ≤ 2E(X21k) and Tk2, 2 ≤ 2E(‖y˜1‖2).
By Condition 2, Tk2, 1 and Tk2, 2 are uniformly bounded from above by some
positive constant for all 1 ≤ k ≤ p. Thus it follows from Lemma 1 that for
any positive constant C˜, there exist some positive constants C˜5 and C˜6 such
that
P
(|T̂k2 − Tk2| ≥ C˜n−κ2/4) = P (|T̂k2, 1T̂k2, 2 − Tk2, 1Tk2, 2| ≥ C˜n−κ2/4)
≤ C˜5 exp{−C˜6n(1−2κ2)/5}
for all 1 ≤ k ≤ p. By Bonferroni’s inequality, we obtain
P
(
max
1≤k≤p
|T̂k2 − Tk2| ≥ C˜n−κ2/4
) ≤ p∑
k=1
P
(|T̂k2 − Tk2| ≥ C˜n−κ2/4)(A.12)
≤ pC˜5 exp{−C˜6n(1−2κ2)/5}.
D.3. Step 3 of Part 1 in the proof of Theorem 1. We now consider
the term T̂k3 − Tk3. Define a U -statistic
T̂ ∗k3 = 6[n(n− 1)(n− 2)]−1
∑
i<j<l
g(X∗ik,y
∗
i ;X
∗
jk,y
∗
j ;X
∗
lk,y
∗
l )
with the kernel g(X∗ik,y
∗
i ;X
∗
jk,y
∗
j ;X
∗
lk,y
∗
l ) given by
g(X∗ik,y
∗
i ;X
∗
jk,y
∗
j ;X
∗
lk,y
∗
l ) = φ(X
∗
ik, X
∗
jk)ψ(y
∗
i ,y
∗
l ) + φ(X
∗
ik, X
∗
lk)ψ(y
∗
i ,y
∗
j )
+ φ(X∗jk, X
∗
ik)ψ(y
∗
j ,y
∗
l ) + φ(X
∗
jk, X
∗
lk)ψ(y
∗
j ,y
∗
i )
+ φ(X∗lk, X
∗
ik)ψ(y
∗
l ,y
∗
j ) + φ(X
∗
lk, X
∗
jk)ψ(y
∗
l ,y
∗
i ).
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Then T̂k3 = n
−2(n−1)(n−2)[T̂ ∗k3+(n−2)−1T̂ ∗k1]. By the triangle inequality,
we deduce
|T̂k3 − Tk3| =
∣∣∣(n− 1)(n− 2)
n2
(T̂ ∗k3 − Tk3)−
3n− 2
n2
Tk3(A.13)
+
n− 1
n2
(T̂ ∗k1 − Tk1) +
n− 1
n2
Tk1
∣∣∣ ≤ |T̂ ∗k3 − Tk3|
+ | 3
n
Tk3|+ |T̂ ∗k1 − Tk1|+ |
1
n
Tk1|.
It follows from the Cauchy-Schwarz inequality and (17)–(18) that
Tk3 ≤
{
E[φ2(X∗1k, X
∗
2k)]E[ψ
2(y∗1,y
∗
3)]
}1/2
≤ {E [(X21k +X22k)2]E [(‖y˜1‖2 + ‖y˜3‖2)2]}1/2
≤ {E[2(X41k +X42k)]E[2(‖y˜1‖4 + ‖y˜3‖4)]}1/2
= 4
{
E(X41k)E(‖y˜1‖4)
}1/2
for all 1 ≤ k ≤ p.
In Step 1, we have shown that Tk1 ≤ 4
{
E(X41k)E(‖y˜1‖4)
}1/2
for all 1 ≤
k ≤ p. By Condition 2, E(X41k) and E(‖y1‖4) are uniformly bounded from
above by some positive constant for all 1 ≤ k ≤ p. Note that Tk1 ≥ 0 and
Tk3 ≥ 0. Thus for any positive constant C˜, we have max1≤k≤p |3n−1Tk3| <
C˜n−κ2/16 and max1≤k≤p |n−1Tk1| < C˜n−κ2/16 for all n sufficiently large.
These two inequalities along with (A.13) entail
P ( max
1≤k≤p
|T̂k3 − Tk3| ≥ C˜n−κ2/4) ≤ P ( max
1≤k≤p
|T̂ ∗k3 − Tk3|(A.14)
≥ C˜n−κ2/16) + P ( max
1≤k≤p
|T̂ ∗k1 − Tk1| ≥ C˜n−κ2/16).
Replacing C˜ with C˜/2 in (31) gives
P ( max
1≤k≤p
|T̂ ∗k1 − Tk1| ≥ C˜n−κ2/16) ≤ pC˜1 exp{−C˜2n(1−2κ2)/3−2η}(A.15)
+ C˜3 exp{−C˜4n3η/2},
where C˜1, · · · , C˜4 are some positive constants.
It remains to bound P (max1≤k≤p |T̂ ∗k3 − Tk3| ≥ C˜n−κ2/16). Let Tk3 =
Tk3, 1 + Tk3, 2 + Tk3, 3 with
Tk3, 1 = E [φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
3)I{φ(X∗1k, X∗2k) ≤M3}I{ψ(y∗1,y∗3) ≤M4}] ,
Tk3, 2 = E [φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
3)I{φ(X∗1k, X∗2k) ≤M3}I{ψ(y∗1,y∗3) > M4}] ,
Tk3, 3 = E [φ(X
∗
1k, X
∗
2k)ψ(y
∗
1,y
∗
3)I{φ(X∗1k, X∗2k) > M3}] .
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Similarly, write T̂ ∗k3 as T̂
∗
k3 = T̂
∗
k3, 1 + T̂
∗
k3, 2 + T̂
∗
k3, 3, where
T̂ ∗k3, 1 =
1
n(n− 1)(n− 2)
∑
i<j<l
[
φ(X∗ik, X
∗
jk)ψ(y
∗
i ,y
∗
l )I{φ(X∗ik, X∗jk) ≤M3}
· I{ψ(y∗i ,y∗l ) ≤M4}
+ φ(X∗ik, X
∗
lk)ψ(y
∗
i ,y
∗
j )I{φ(X∗ik, X∗lk) ≤M3}I{ψ(y∗i ,y∗j ) ≤M4}
+ φ(X∗jk, X
∗
ik)ψ(y
∗
j ,y
∗
l )I{φ(X∗jk, X∗ik) ≤M3}I{ψ(y∗j ,y∗l ) ≤M4}
+ φ(X∗jk, X
∗
lk)ψ(y
∗
j ,y
∗
i )I{φ(X∗jk, X∗lk) ≤M3}I{ψ(y∗j ,y∗i ) ≤M4}
+ φ(X∗lk, X
∗
ik)ψ(y
∗
l ,y
∗
j )I{φ(X∗lk, X∗ik) ≤M3}I{ψ(y∗l ,y∗j ) ≤M4}
+ φ(X∗lk, X
∗
jk)ψ(y
∗
l ,y
∗
i )I{φ(X∗lk, X∗jk) ≤M3}I{ψ(y∗l ,y∗i ) ≤M4}
]
=:
6
n(n− 1)(n− 2)
∑
i<j<l
g˜(X∗ik,y
∗
i ;X
∗
jk,y
∗
j ;X
∗
lk,y
∗
l ),
T̂ ∗k3, 2 =
1
n(n− 1)(n− 2)
∑
i<j<l
[
φ(X∗ik, X
∗
jk)ψ(y
∗
i ,y
∗
l )I{φ(X∗ik, X∗jk) ≤M3}
· I{ψ(y∗i ,y∗l ) > M4}
+ φ(X∗ik, X
∗
lk)ψ(y
∗
i ,y
∗
j )I{φ(X∗ik, X∗lk) ≤M3}I{ψ(y∗i ,y∗j ) > M4}
+ φ(X∗jk, X
∗
ik)ψ(y
∗
j ,y
∗
l )I{φ(X∗jk, X∗ik) ≤M3}I{ψ(y∗j ,y∗l ) > M4}
+ φ(X∗jk, X
∗
lk)ψ(y
∗
j ,y
∗
i )I{φ(X∗jk, X∗lk) ≤M3}I{ψ(y∗j ,y∗i ) > M4}
+ φ(X∗lk, X
∗
ik)ψ(y
∗
l ,y
∗
j )I{φ(X∗lk, X∗ik) ≤M3}I{ψ(y∗l ,y∗j ) > M4}
+ φ(X∗lk, X
∗
jk)ψ(y
∗
l ,y
∗
i )I{φ(X∗lk, X∗jk) ≤M3}I{ψ(y∗l ,y∗i ) > M4}
]
,
T̂ ∗k3, 3 =
1
n(n− 1)(n− 2)
∑
i<j<l
[
φ(X∗ik, X
∗
jk)ψ(y
∗
i ,y
∗
l )I{φ(X∗ik, X∗jk) > M3}
+ φ(X∗ik, X
∗
lk)ψ(y
∗
i ,y
∗
j )I{φ(X∗ik, X∗lk) > M3}
+ φ(X∗jk, X
∗
ik)ψ(y
∗
j ,y
∗
l )I{φ(X∗jk, X∗ik) > M3}
+ φ(X∗jk, X
∗
lk)ψ(y
∗
j ,y
∗
i )I{φ(X∗jk, X∗lk) > M3}
+ φ(X∗lk, X
∗
ik)ψ(y
∗
l ,y
∗
j )I{φ(X∗lk, X∗ik) > M3}
+ φ(X∗lk, X
∗
jk)ψ(y
∗
l ,y
∗
i )I{φ(X∗lk, X∗jk) > M3}
]
.
Clearly, T̂ ∗k3, 1, T̂
∗
k3, 2, and T̂
∗
k3, 3 are unbiased estimators of Tk3, 1, Tk3, 2, and
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Tk3, 3, respectively. By the triangle inequality, we have
P ( max
1≤k≤p
|T̂ ∗k3 − Tk3| ≥ C˜n−κ2/16)(A.16)
≤
3∑
j=1
P ( max
1≤k≤p
|T̂ ∗k3, j − Tk3, j | ≥ C˜n−κ2/48).
Note that g˜ defined in the expression for T̂ ∗k3, 1 is the kernel of the U -
statistic T̂ ∗k3, 1 of order 3. Applying similar arguments to those for dealing
with T̂ ∗k1, 1 in Step 1 yields
P (|T̂ ∗k3, 1 − Tk3, 1| ≥ C˜n−κ2/48) ≤ 2 exp{−m3C˜2n−2κ2/(1152M23M24 )}
≤ 2 exp{−C˜5n1−2κ2−2ξ3−2ξ4}
with C˜5 some positive constant, by setting M3 = n
ξ3 and M4 = n
ξ4 with
ξ3, ξ4 > 0 and noting that m3 = bn/3c. Thus it follows from Bonferroni’s
inequality that
P ( max
1≤k≤p
|T̂ ∗k3, 1 − Tk3, 1| ≥ C˜n−κ2/48)(A.17)
≤
∑
1≤k≤p
P (|T̂ ∗k3, 1 − Tk3, 1| ≥ C˜n−κ2/48)
≤ 2p exp{−C˜5n1−2κ2−2ξ3−2ξ4}.
Using similar arguments to those for (29)–(30), we can show that
P ( max
1≤k≤p
|T̂ ∗k3, 2 − Tk3, 2| ≥ C˜n−κ2/48)(A.18)
≤ C˜6nκ2+ξ3 exp{−2−3/2c0nξ4/2},
P ( max
1≤k≤p
|T̂ ∗k3, 3 − Tk3, 3| ≥ C˜n−κ2/48)(A.19)
≤ pC˜7nκ2 exp(−8−1c0nξ3),
where C˜6 and C˜7 are some positive constants.
Combining the results in (A.16)–(A.19) leads to
P ( max
1≤k≤p
|T̂ ∗k3 − Tk3| ≥ C˜n−κ2/16) ≤ 2p exp{−C˜5n1−2κ2−2ξ3−2ξ4}
+ pC˜7n
κ2 exp(−8−1c0nξ3) + C˜6nκ2+ξ3 exp{−2−3/2c0nξ4/2}.
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Let ξ3 = (1− 2κ2)/3− 2η and ξ4 = 3η with some 0 < η < (1− 2κ2)/6. Then
we have
P ( max
1≤k≤p
|T̂ ∗k3 − Tk3| ≥ C˜n−κ2/16) ≤ pC˜8 exp{−C˜9n(1−2κ2)/3−2η}
+ C˜10 exp{−C˜11n3η/2},
where C˜8, · · · , C˜11 are some positive constants. This inequality together with
(A.14)–(A.15) entails
P ( max
1≤k≤p
|T̂k3 − Tk3| ≥ C˜n−κ2/4) ≤ pC˜1 exp{−C˜2n(1−2κ2)/3−2η}(A.20)
+ C˜3 exp{−C˜4n3η/2}
for some positive constants C˜1, · · · , C˜4.
D.4. Proof of Theorem 3. For simplicity, we provide here only the
proof for the case without variable screening, that is, d1 = d2 = p. The case
with variable screening can be proved using similar arguments, in view of
the sure screening property established in Theorem 1. By the definition of
B̂, we have
1
2nq
‖Y− X˜B̂‖2F + λ‖B̂‖2, 1 ≤
1
2nq
‖Y− X˜B∗‖2F + λ‖B∗‖2, 1.
Substituting Y = X˜B∗ + W and rearranging terms yield
1
2nq
‖X˜∆̂‖2F ≤
1
nq
tr(WT X˜∆̂) + λ(‖B∗‖2, 1 − ‖B̂‖2, 1),(A.21)
where ∆̂ = B̂−B∗. An application of the Cauchy-Schwarz inequality gives
tr(WT X˜∆̂) = tr(∆̂WT X˜) =
∑
k
∆̂k
[
(X˜
T
W)k
]T
(A.22)
≤
∑
k
‖∆̂k‖2 · ‖(X˜TW)k‖2 ≤ ‖X˜TW‖2,∞‖∆̂‖2,1,
where ∆̂k and (X˜
T
W)k are the kth rows of ∆̂ and X˜
T
W, respectively.
Note that q ≤ p and log p = o(nη) with η = min{η0, 1/2−2ξ}. By Lemmas
7–8, with probability at least 1−O{exp(−C˜1n1/2−2ξ)}−O(p−c) = 1−O(p−c4)
for some constants C˜1, c, c4 > 0 it holds that
1
nq
‖X˜TW‖2,∞ ≤ λ
2
(A.23)
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and
min
|J |≤s,∆∈Rp˜×q\{0}, ‖∆Jc‖2,1≤3‖∆J‖2,1
‖X˜∆‖F√
n‖∆J‖F ≥
κ
2
.(A.24)
From now on, we condition on the event that these two inequalities hold. In
view of (A.21) and (A.22), we have the following basic inequality
1
2nq
‖X˜∆̂‖2F +
λ
2
‖B̂−B∗‖2,1 ≤ λ(‖B∗‖2, 1 − ‖B̂‖2, 1(A.25)
+ ‖B̂−B∗‖2,1) ≤ 2λ‖(B̂−B∗)S‖2,1,
where we have used the fact that ‖(B∗)Sc‖2, 1−‖(B̂)Sc‖2, 1+‖(B̂−B∗)Sc‖2,1 =
0 and the triangle inequality.
The basic inequality (A.25) implies
1
2nq
‖X˜∆̂‖2F ≤ 2λ‖∆̂S‖2,1 ≤ 2λ
√
s‖∆̂S‖F ,(A.26)
where the last inequality holds since
‖∆̂S‖2,1 =
∑
k∈S
‖∆̂k‖2 ≤
√
s
∑
k∈S
‖∆̂k‖22 =
√
s‖∆̂S‖F .(A.27)
Moreover, it follows from (A.25) that ‖∆̂Sc‖2,1 ≤ 3‖∆̂S‖2,1 and thus by
(A.24), we have ‖∆̂S‖F ≤ 2‖X˜∆̂‖F /(κ
√
n). This inequality along with
(A.25)–(A.27) yields
1
2nq
‖X˜∆̂‖2F +
λ
2
‖B̂−B∗‖2,1 ≤ 4λ
√
s‖X˜∆̂‖F
κ
√
n
,
which gives n−1/2‖X˜∆̂‖F ≤ 8qλ
√
s/κ. Therefore, we obtain
1
2nq
‖X˜(B̂−B∗)‖2F +
λ
2
‖B̂−B∗‖2,1 ≤ 32qsλ
2
κ2
,
which completes the proof for the first part of Theorem 3.
We next proceed to prove the second part of Theorem 3. We condition on
the event that (A.4) holds. Denote by S(B) the row support of any matrix
B. We need to show that with the same probability S(B˜) = S(B∗) holds.
To this end, we first prove S(B∗) ⊂ S(B˜). For any j0 ∈ S(B∗), if j0 6∈ S(B˜)
then the j0th row of B˜ is zero, which means ‖B̂j0‖ ≤ 64c3κ−2s
√
q(log p)/n.
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It then follows from the condition of minj∈S ‖B∗j‖ > 128c3κ−2s
√
q(log p)/n
that
1√
q
‖B̂−B∗‖2,1 ≥ 1√
q
‖B̂j0 −B∗j0‖ ≥
1√
q
(‖B∗j0‖ − ‖B̂j0‖)
>64c3κ
−2s
√
(log p)/n,
which leads to a contradiction to the estimation bound (A.4). Thus it holds
that S(B∗) ⊂ S(B˜). We can also show that S(B˜) ⊂ S(B∗). In fact, if
there exists some j0 such that j0 ∈ S(B˜) and j0 6∈ S(B∗), then we have
‖B̂j0‖ > 64c3κ−2s
√
q(log p)/n and B∗j0 = 0, and thus
1√
q
‖B̂−B∗‖2,1 ≥ 1√
q
‖B̂j0 −B∗j0‖ > 64c3κ−2s
√
(log p)/n,
which contradicts again the bound (A.4). Combining these results yields
that with the same probability, the row support of B˜ is identical to the true
row support S.
We finally prove (A.5). By assumption, the RE(2s) condition holds. Us-
ing similar arguments as for proving (A.23)–(A.24), we can show that with
probability at least 1−O{exp(−C˜1
· n1/2−2ξ)}−O(p−c) = 1−O(p−c4) for some constants C˜1, c, c4 > 0, it holds
that
1
nq
‖X˜TW‖2,∞ ≤ λ
2
(A.28)
and
min
|J |≤2s,∆∈Rp˜×q\{0}, ‖∆Jc‖2,1≤3‖∆J‖2,1
‖X˜∆‖F√
n‖∆J‖F ≥
κ(2s)
2
.(A.29)
Recall that ∆̂ = B̂ − B∗. Let S′ be a subset of Sc corresponding to the
s largest values of ‖∆̂k‖. Then we have |S ∪ S′| = 2s. From now on, we
condition on the event that inequalities (A.28) and (A.29) hold. Condi-
tional on such an event, the basic inequality (A.25) still holds. Thus we
have ‖∆̂Sc‖2,1 ≤ 3‖∆̂S‖2,1, which entails
‖∆̂(S∪S′)c‖2, 1 ≤ ‖∆̂Sc‖2, 1 ≤ 3‖∆̂S‖2, 1 ≤ 3‖∆̂S∪S′‖2, 1.
This together with (A.29) yields ‖∆̂S∪S′‖F ≤ 2‖X˜∆̂‖F /(κ(2s)
√
n). From
(A.26), we have
1
2nq
‖X˜∆̂‖2F ≤ 2λ
√
s‖∆̂S‖F ≤ 2λ
√
s‖∆̂S∪S′‖F .
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Combining these two results gives
‖∆̂S∪S′‖F ≤ 16qλ
√
s/κ2(2s).(A.30)
Since the jth largest norm in the set {‖∆̂k‖ : k ∈ Sc} is bounded from
above by ‖∆̂Sc‖2, 1/j, it holds that
∑
k∈(S∪S′)c
‖∆̂k‖2 ≤
p˜−s∑
k=s+1
‖∆̂Sc‖22, 1
k2
≤ ‖∆̂Sc‖
2
2, 1
s
≤ 9‖∆̂S‖
2
2, 1
s
≤ 9
∑
k∈S
‖∆̂k‖2 ≤ 9
∑
k∈S∪S′
‖∆̂k‖2,
which results in ‖∆̂‖2F ≤ 10‖∆̂S∪S′‖2F . This inequality along with (A.30)
yields
1√
q
‖∆̂‖F ≤ 16
√
10c3
κ2(2s)
√
s(log p)/n,
which concludes the proof for the third part of Theorem 3.
APPENDIX E: ADDITIONAL TECHNICAL DETAILS AND LEMMAS
E.1. Terms E(Y |Xj) and E(Y 2|Xj) under model (2). Since the
covariates X1, · · · , Xp are all independent with mean zero and the random
error W is of mean zero and independent of all Xj ’s, it is immediate that
E(Y |Xj) = α+ βjXj . We now calculate E(Y 2|Xj). Define
J1 =
p∑
j=1
βjXj , J2 =
p−1∑
k=1
p∑
`=k+1
γk`XkX`, J3 =
∑
k 6=j
βkXk,
J4 =
j−1∑
k=1
γkjXk +
p∑
`=j+1
γj`X`, J5 =
p−1∑
k=1,k 6=j
p∑
`=k+1,`6=j
γk`XkX`.
Then we have Y = α + J1 + J2 + W with J1 = βjXj + J3 and J2 =
J4Xj+J5, and J3, J4, and J5 are independent of Xj . Applying the properties
of conditional expectation yields
E[(α+ J1 + J2)W |Xj ] = E{E[(α+ J1 + J2)W |X1, · · · , Xp]|Xj}
= E[(α+ J1 + J2)E(W |X1, · · · , Xp)|Xj ] = 0
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and
E[(α+ J1 + J2)
2|Xj ] = E{[(βj + J4)Xj + (α+ J3 + J5)]2|Xj}
=X2jE[(βj + J4)
2] + 2XjE[(βj + J4)(α+ J3 + J5)] + E[(α+ J3 + J5)
2]
=
β2j + j−1∑
k=1
γ2kjE(X
2
k) +
p∑
`=j+1
γ2j`E(X
2
` )
X2j
+ 2
βjα+ j−1∑
k=1
βkγkjE(X
2
k) +
p∑
`=j+1
β`γj`E(X
2
` )
Xj
+ α2 +
∑
k 6=j
β2kE(X
2
k) +
p−1∑
k=1,k 6=j
p∑
`=k+1,` 6=j
γ2k`E(X
2
k)E(X
2
` ).
Therefore, it holds that
E(Y 2|Xj) = E[(α+ J1 + J2)2|Xj ] + 2E[(α+ J1 + J2)W |Xj ] + E(W 2|Xj)
=
β2j + j−1∑
k=1
γ2kjE(X
2
k) +
p∑
`=j+1
γ2j`E(X
2
` )
X2j
+ 2
βjα+ j−1∑
k=1
βkγkjE(X
2
k) +
p∑
`=j+1
β`γj`E(X
2
` )
Xj + Cj ,
where Cj = α
2+
∑
k 6=j β
2
kE(X
2
k)+
∑p−1
k=1,k 6=j
∑p
`=k+1,` 6=j γ
2
k`E(X
2
k)E(X
2
` )+σ
2
is a constant that is free of Xj , and σ
2 is the variance of W .
E.2. Lemma 1 and its proof.
Lemma 1. Let Â and B̂ be estimates of A and B, respectively, based
on a sample of size n. Assume that both A and B are bounded and for any
constant C˜ > 0, there exist positive constants C˜1, · · · , C˜4 such that
P
(
|Â−A| ≥ C˜n−κ
)
≤ C˜1 exp
{
−C˜2nf(κ)
}
P
(
|B̂ −B| ≥ C˜n−κ
)
≤ C˜3 exp
{
−C˜4nf(κ)
}
with f(κ) some function of κ. Then for any constant C˜ > 0, there exist
positive constants C˜5 and C˜6 such that
P (|ÂB̂ −AB| ≥ C˜n−κ) ≤ C˜5 exp
{
−C˜6nf(κ)
}
.
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Proof. Note that |ÂB̂ − AB| ≤ |Â(B̂ − B)| + |(Â − A)B|. Thus for any
positive constant C˜, we have
P (|ÂB̂ −AB| ≥ C˜n−κ) ≤ P (|Â(B̂ −B)| ≥ C˜n−κ/2)(A.31)
+ P (|(Â−A)B| ≥ C˜n−κ/2).
We first deal with the second term on the right hand side of (A.31). Since
both A and B are bounded, there exists some positive constant L such that
|A| ≤ L and |B| ≤ L. It follows that
P (|(Â−A)B| ≥ C˜n−κ/2) ≤ P (|Â−A|L ≥ C˜n−κ/2)(A.32)
= P{|Â−A| ≥ (2L)−1C˜n−κ1} ≤ C˜1 exp
{
−C˜2nf(κ1)
}
,
where C˜1 and C˜2 are some positive constants.
We next consider the first term on the right hand side of (A.31). Note
that
P (|Â(B̂ −B)| ≥ C˜n−κ/2) ≤ P
{
|Â(B̂ −B)| ≥ C˜n−κ/2,(A.33)
|Â| ≥ L+ C˜
2
n−κ
}
+ P
(
|Â(B̂ −B)| ≥ C˜
2
n−κ, |Â| < L+ C˜
2
n−κ
)
≤ P (|Â| ≥ L+ C˜
2
n−κ) + P (|Â(B̂ −B)| ≥ C˜
2
n−κ, |Â| < L+ C˜)
≤ P (|Â| ≥ L+ C˜n−κ/2) + P{(L+ C˜)|B̂ −B| ≥ C˜n−κ/2}.
We will bound the two terms on the right hand side of (A.33) separately. It
follows from |A| ≤ L that
P (|Â| ≥ L+ C˜n−κ/2) ≤ P (|Â−A|+ |A| ≥ L+ C˜n−κ/2)(A.34)
≤ P{|Â−A| ≥ 2−1C˜n−κ} ≤ C˜3 exp
{
−C˜4nf(κ1)
}
,
where C˜3 and C˜4 are some positive constants. It also holds that
P ((L+ C˜)|B̂ −B| ≥ C˜n−κ/2) = P{|B̂ −B| ≥ (2L+ 2C˜)−1C˜n−κ}
≤ C˜7 exp
{
−C˜8nf(κ)
}
,
where C˜7 and C˜8 are some positive constants. This inequality together with
(A.31)–(A.34) entails
P (|ÂB̂ −AB| ≥ C˜n−κ) ≤ C˜1 exp
{
−C˜2nf(κ)
}
+ C˜3 exp
{
−C˜4nf(κ)
}
+ C˜7 exp
{
−C˜8nf(κ)
}
≤ C˜5 exp
{
−C˜6nf(κ)
}
,
where C˜5 = C˜1 + C˜3 + C˜7 and C˜6 = min{C˜2, C˜4, C˜8}.
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E.3. Lemma 2 and its proof. For any set D, we denote by |D| its
cardinality throughout the paper.
Lemma 2. Let B̂j ≥ 0 be an estimate of Bj based on a sample of size n
for each j ∈ D ⊂ {1, · · · , p}. Assume that minj∈D Bj ≥ L for some positive
constant L, and for any constant C˜ > 0, there exist positive constants C˜1
and C˜2 such that
P
(
max
j∈D
|B̂j −Bj | ≥ C˜n−κ
)
≤ |D|C˜1 exp
{
−C˜2nf(κ)
}
with f(κ) some function of κ. Then for any constant C˜ > 0, there exist
positve constants C˜3 and C˜4 such that
P
(
max
j∈D
|
√
B̂j −
√
Bj | ≥ C˜n−κ
)
≤ |D|C˜3 exp
{
−C˜4nf(κ)
}
.
Proof. Since minj∈D Bj ≥ L for some positive constant L, there exists a
constant L0 such that 0 < L0 < L. Note that for any positive constant C˜,
P (max
j∈D
|
√
B̂j −
√
Bj | ≥ C˜n−κ) ≤ P
{
max
j∈D
|
√
B̂j −
√
Bj | ≥ C˜n−κ,(A.35)
min
j∈D
|B̂j | ≤ L− L0n−κ
}
+ P
{
max
j∈D
|
√
B̂j −
√
Bj | ≥ C˜n−κ,
min
j∈D
|B̂j | > L− L0n−κ
}
≤ P (min
j∈D
|B̂j | ≤ L− L0n−κ)
+ P (max
j∈D
|B̂j −Bj |
|
√
B̂j +
√
Bj |
≥ C˜n−κ,min
j∈D
|B̂j | > L− L0).
We first consider the first term on the right hand side of (A.35). It follows
from minj∈D Bj ≥ L that
P (min
j∈D
|B̂j | ≤ L− L0n−κ) ≤ P
{
min
j∈D
|Bj | −max
j∈D
|B̂j −Bj |(A.36)
≤ L− L0n−κ
}
≤ P (max
j∈D
|B̂j −Bj | ≥ L0n−κ)
≤ |D|C˜1 exp
{
−C˜2nf(κ)
}
,
where C˜1 and C˜2 are some positive constants.
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Next we consider the second term on the right hand side of (A.35). For
any positive constant C˜, we have
P (max
j∈D
|B̂j −Bj |
|
√
B̂j +
√
Bj |
≥ C˜n−κ,min
j∈D
|B̂j | > L− L0)(A.37)
≤ P{max
j∈D
|B̂j −Bj | ≥ C˜(
√
L− L0 +
√
L)n−κ}
≤ |D|C˜5 exp
{
−C˜6nf(κ)
}
,
where C˜5 and C˜6 are some positive constants. Combining (A.35)–(A.37)
yields
(A.38) P (max
j∈D
|
√
B̂j −
√
Bj | ≥ C˜n−κ) ≤ |D|C˜3 exp
{
−C˜4nf(κ)
}
,
where C˜3 = C˜1 + C˜5 and C˜4 = min{C˜2, C˜6}.
E.4. Lemma 3 and its proof.
Lemma 3. Let Âj and B̂j be estimates of Aj and Bj, respectively, based
on a sample of size n for each j ∈ D ⊂ {1, · · · , p}. Assume that Aj and
Bj satisfy maxj∈D |Aj | ≤ L1 and minj∈D |Bj | ≥ L2 for some constants
L1, L2 > 0, and for any constant C˜ > 0, there exist constants C˜1, · · · , C˜6 > 0
such that
P
(
max
j∈D
|Âj −Aj | ≥ C˜n−κ
) ≤ |D|C˜1 exp{− C˜2nf(κ)}+ C˜3 exp{− C˜4ng(κ)},
P
(
max
j∈D
|B̂j −Bj | ≥ C˜n−κ
) ≤ |D|C˜5 exp{− C˜6nf(κ)}
with f(κ) and g(κ) some functions of κ. Then for any constant C˜ > 0, there
exist positive constants C˜7, · · · , C˜10 such that
P
(
max
j∈D
∣∣∣∣∣ ÂjB̂j − AjBj
∣∣∣∣∣ ≥ C˜n−κ
)
≤ |D|C˜7 exp
{
−C˜8nf(κ)
}
+ C˜9 exp
{
−C˜10ng(κ)
}
.
Proof. Since minj∈D |Bj | ≥ L2 > 0, there exists some constant L0 such
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that 0 < L0 < L2. Note that for any positive constant C˜, we have
P (max
j∈D
| Âj
B̂j
− Aj
Bj
| ≥ C˜n−κ) ≤ P
{
max
j∈D
| Âj
B̂j
− Aj
Bj
| ≥ C˜n−κ,(A.39)
min
j∈D
|B̂j | ≤ L2 − L0n−κ
}
+ P
{
max
j∈D
| Âj
B̂j
− Aj
Bj
| ≥ C˜n−κ,
min
j∈D
|B̂j | > L2 − L0n−κ
}
≤ P (min
j∈D
|B̂j | ≤ L2 − L0n−κ)
+ P (max
j∈D
| Âj
B̂j
− Aj
Bj
| ≥ C˜n−κ,min
j∈D
|B̂j | > L2 − L0).
We start with the first term on the right hand side of (A.39). In light of
minj∈D |Bj | ≥ L2, we deduce
P (min
j∈D
|B̂j | ≤ L2 − L0n−k) ≤ P
{
min
j∈D
|Bj | −max
j∈D
|B̂j −Bj |(A.40)
≤ L2 − L0n−κ
}
≤ P (max
j∈D
|B̂j −Bj | ≥ L0n−κ)
≤ |D|C˜1 exp
{
−C˜2nf(κ)
}
,
where C˜1 and C˜2 are some positive constants.
The second term on the right hand side of (A.39) can be bounded as
P (max
j∈D
| Âj
B̂j
− Aj
Bj
| ≥ C˜n−κ, min
j∈D
|B̂j | > L2 − L0)(A.41)
≤ P (max
j∈D
| Âj
B̂j
− Aj
B̂j
| ≥ C˜n−κ/2, min
j∈D
|B̂j | > L2 − L0)
+ P (max
j∈D
|Aj
B̂j
− Aj
Bj
| ≥ C˜n−κ/2, min
j∈D
|B̂j | > L2 − L0)
≤ P{max
j∈D
|Âj −Aj | ≥ 2−1(L2 − L0)C˜n−κ}
+ P{max
j∈D
|B̂j −Bj | ≥ (2L1)−1(L2 − L0)L2C˜n−κ}
≤ |D|C˜3 exp
{
−C˜4nf(κ)
}
+ C˜9 exp
{
−C˜10ng(κ)
}
+ |D|C˜5 exp
{
−C˜6nf(κ)
}
,
where C˜3, · · · , C˜6, and C˜9, C˜10 are some positive constants. Combining (A.39)–
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(A.41) results in
P (max
j∈D
| Âj
B̂j
− Aj
Bj
| ≥ C˜n−κ) ≤ |D|C˜7 exp
{
−C˜8nf(κ)
}
+ C˜9 exp
{
−C˜10ng(κ)
}
,
where C˜7 = C˜1 + C˜3 + C˜5 and C˜8 = min{C˜2, C˜4, C˜6}.
E.5. Lemma 4 and its proof.
Lemma 4. Let Z be a nonnegative random variable satisfying P (Z >
t) ≤ C˜1 exp(−C˜2t2) for all t > 0 with C˜1, C˜2 > 0 some constants. Then
E
[
exp
(
C˜2
2
Z2
)]
≤ 1 + C˜1 and E(Z2m) ≤ (1 + C˜1)(2C˜−12 )mm!
for any nonnegative integer m.
Proof. Let F (t) be the cumulative distribution function of Z. Then
1− F (t) = P (Z > t) ≤ C˜1 exp(−C˜2t2)
for all t > 0. Using integration by parts, we have
E
[
exp
(
C˜2
2
Z2
)]
= −
∫ ∞
0
exp
(
C˜2
2
t2
)
d[1− F (t)]
= 1 +
∫ ∞
0
C˜2t exp
(
C˜2
2
t2
)
[1− F (t)] dt
≤ 1 + C˜1
∫ ∞
0
c2t exp
(
− C˜2
2
t2
)
dt = 1 + C˜1.
With the Taylor series of the exponential function, we obtain
E
[
exp
(
C˜2
2
Z2
)]
=
∞∑
k=0
C˜k2E(Z
2k)
2kk!
≥ C˜
m
2 E(Z
2m)
2mm!
for any nonnegative integer m. Thus E(Z2m) ≤ (1 + C˜1)(2C˜−12 )mm!.
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E.6. Lemma 5 and its proof.
Lemma 5. Let Z be a nonnegative random variable satisfying P (Z >
t) ≤ C˜1 exp(−C˜2t) for all t > 0 with C˜1, C˜2 > 0 some constants. Then
E
[
exp
(
C˜2
2
Z
)]
≤ 1 + C˜1 and E(Zm) ≤ (1 + C˜1)(2C˜−12 )mm!
for any nonnegative integer m.
Proof. Let F (t) be the cumulative distribution function of Z. Then
1− F (t) = P (Z > t) ≤ C˜1 exp(−C˜2t)
for all t > 0. It follows from integration by parts that
E
[
exp
(
C˜2
2
Z
)]
= −
∫ ∞
0
exp
(
C˜2
2
t
)
d[1− F (t)]
= 1 +
∫ ∞
0
exp
(
C˜2
2
t
)
[1− F (t)] dt
≤ 1 + C˜1
∫ ∞
0
C˜2
2
exp
(
− C˜2
2
t
)
dt = 1 + C˜1.
Applying the Taylor series of the exponential function leads to
E
[
exp
(
C˜2
2
Z
)]
=
∞∑
k=0
C˜k2E(Z
k)
2kk!
≥ C˜
m
2 E(Z
m)
2mm!
for any nonnegative integer m. Thus E(Zm) ≤ (1 + C˜1)(2C˜−12 )mm!.
E.7. Lemma 6 and its proof.
Lemma 6. Under Condition 2, both dcov2(Xk,y) and dcov
2(X∗k ,y
∗) are
uniformly bounded in k.
Proof. We will show that dcov2(X∗k ,y
∗) are uniformly bounded in 1 ≤ k ≤
p. Similar arguments apply to prove that dcov2(Xk,y) are also uniformly
bounded in k. Recall that dcov2(X∗k ,y
∗) = Tk1 + Tk2 − 2Tk3 where Tk1 =
E [φ(X∗1k, X
∗
2k)ψ(y
∗
1,y
∗
2)], Tk2 = E [φ(X
∗
1k, X
∗
2k)]E [ψ(y
∗
1,y
∗
2)], and Tk3 =
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E [φ(X∗1k, X
∗
2k)ψ(y
∗
1,y
∗
3)]. Here φ(X
∗
1k, X
∗
2k) = |X∗1k −X∗2k| and ψ(y∗1,y∗2) =
‖y∗1 − y∗2‖. Thus an application of the triangle inequality gives
0 ≤ dcov2(X∗k ,y∗) ≤ |Tk1|+ |Tk2|+ 2|Tk3|.(A.42)
To prove that dcov2(X∗k ,y
∗) are uniformly bounded in k, it suffices to show
that each term on the right hand side above is uniformly bounded in view
of (A.42). As shown in Step 1 of Part 1 in the proof of Theorem 1, under
Condition 2 the first quantity Tk1 is uniformly bounded in 1 ≤ k ≤ p. Using
similar arguments, we can show that Tk2 and Tk3 are also uniformly bounded
in k, which completes the proof.
E.8. Lemma 7 and its proof.
Lemma 7. Assume that Conditions 4–5 hold and log p = o(n1/2−2ξ).
Then with probability at least 1 − O{exp(−C˜1n1/2−2ξ)} for some constant
C˜1 > 0, it holds that
min
|J |≤s,∆∈Rp˜×q\{0}, ‖∆Jc‖2,1≤3‖∆J‖2,1
‖X˜∆‖F√
n‖∆J‖F ≥
κ
2
.
Proof. The main idea of the proof is to first introduce an event with a
high probability and then derive the desired inequality conditional on that
event. Define an event
E = {‖n−1X˜T X˜−Σ‖∞ < },
where ‖ · ‖∞ denotes the entrywise matrix L∞-norm and 0 <  < 1 will
be specified later. In view of the first part of Condition 4, it follows from
Lemmas 4 and 10 that P (E) ≥ 1− C˜2p˜2 exp(−C˜3n1/22) for some constants
C˜2, C˜3 > 0.
From now on, we condition on the event E . By the definition of the Frobe-
nius norm, we have
n−1‖X˜∆‖2F = tr[∆T (n−1X˜
T
X˜−Σ)∆] + tr(∆TΣ∆).(A.43)
For any matrix M, denote by Mij the (i, j)-entry of M. Then conditional
on the event E , the first term on the right hand of (A.43) can be bounded
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as ∣∣∣tr[∆T (n−1X˜T X˜−Σ)∆]∣∣∣ = ∣∣∣tr[(n−1X˜T X˜−Σ)∆∆T ]∣∣∣(A.44)
= |
p˜∑
i=1
p˜∑
j=1
(n−1X˜
T
X˜−Σ)ij(∆∆T )ij |
≤ 
p˜∑
i=1
p˜∑
j=1
q∑
k=1
|∆ik||∆jk| = 
q∑
k=1
∑
j∈J
|∆jk|+
∑
j∈Jc
|∆jk|
2
≤ 2
q∑
k=1
∑
j∈J
|∆jk|
2 + 2 q∑
k=1
∑
j∈Jc
|∆jk|
2 ,
where we have used the fact that (a+ b)2 ≤ 2(a2 + b2) in the last inequality.
By the Cauchy-Schwarz inequality, for any set J satisfying |J | ≤ s we
have
q∑
k=1
∑
j∈J
|∆jk|
2 ≤ q∑
k=1
|J |
∑
j∈J
∆2jk = |J | · ‖∆J‖2F ≤ s‖∆J‖2F .(A.45)
For any ∆ ∈ Rp˜×q\{0} satisfying ‖∆Jc‖2,1 ≤ 3‖∆J‖2,1 with |J | ≤ s, similar
arguments apply to show that
q∑
k=1
∑
j∈Jc
|∆jk|
2 = ∑
j∈Jc
∑
j′∈Jc
q∑
k=1
|∆jk||∆j′k| ≤
∑
j∈Jc
∑
j′∈Jc
(
q∑
k=1
∆2jk
)1/2
·
(
q∑
k=1
∆2j′k
)1/2
=
∑
j∈Jc
∑
j′∈Jc
‖∆j‖2 · ‖∆j′‖2 =
∑
j∈Jc
‖∆j‖2
2
= ‖∆Jc‖22,1 ≤ 9‖∆J‖22,1 = 9
∑
j∈J
‖∆j‖2
2 ≤ 9|J |
∑
j∈J
‖∆j‖22

= 9|J |‖∆J‖2F ≤ 9s‖∆J‖2F ,
which along with (A.44)–(A.45) entails
|tr[∆T (n−1X˜T X˜−Σ)∆]| ≤ 20s‖∆J‖2F .
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Combining the above inequality with (A.43) and by Condition 5, we ob-
tain
min
|J |≤s,∆∈Rp˜×q\{0},‖∆Jc‖2,1≤3‖∆J‖2,1
(
‖X˜∆‖F√
n‖∆J‖F
)2
≥ κ2 − 20s.
It follows from the second part of Condition that s ≤ C˜4nξ for some positive
constant C˜4. We choose  = 3κ
2/(80C˜4n
ξ). Then we have κ2 − 20s ≥ κ2/4
and for sufficiently large n, 0 <  < 1. Therefore, it holds with probability
at least 1−O{exp(−C˜1n1/2−2ξ)} for some constant C˜1 > 0 that
min
|J |≤s,∆∈Rp˜×q\{0},‖∆Jc‖2,1≤3‖∆J‖2,1
‖X˜∆‖F√
n‖∆J‖F ≥
κ
2
,
which completes the proof.
E.9. Lemma 8 and its proof.
Lemma 8. Assume that Condition 6 and the first part of Condition 4
hold, q ≤ p, log p = o(n1/3), and λ = c3
√
(log p)/(nq) with c3 > 0 some
large enough constant. Then with probability at least 1 − O(p−c) for some
positive constant c, it holds that
1
nq
‖X˜TW‖2,∞ ≤ λ
2
.
Proof. An application of the union bound leads to
P (‖X˜TW‖2,∞ ≥ nqλ/2) ≤
p˜∑
j=1
P
{
q∑
k=1
(X˜
T
W)2jk ≥ (nqλ/2)2
}
(A.46)
for any λ ≥ 0, where (X˜TW)jk is the (j, k)-entry of X˜TW. The key in-
gredient of the proof is to bound P{∑qk=1(X˜TW)2jk ≥ (nqλ/2)2}. Define
Tjk,1 =
∑n
i=1 X˜ijWikI(|X˜ij | ≤ L) and Tjk,2 =
∑n
i=1 X˜ijWikI(|X˜ij | > L),
where L > 0 will be specified later. Since (X˜
T
W)jk =
∑n
i=1 X˜ijWik =
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Tjk,1 + Tjk,2, we deduce
P
{
q∑
k=1
(X˜
T
W)2jk ≥ (nqλ/2)2
}
≤ P
{
q∑
k=1
T 2jk,1 ≥ (nqλ/4)2
}
(A.47)
+ P
{
q∑
k=1
T 2jk,2 ≥ (nqλ/4)2
}
≤
q∑
k=1
P {|Tjk,1| ≥ √qnλ/4}+ P
{
q∑
k=1
T 2jk,2 ≥ (nqλ/4)2
}
.
We will deal with the two terms on the right hand side above separately.
We first bound P
{|Tjk,1| ≥ √qnλ/4}. By the first part of Condition 4,
there exist some positive constants a1 and b1 such that
P (|vTxi| > t) ≤ a1 exp(−b1t2)
for any ‖v‖2 = 1 and t > 0, where xTi = (Xi1, · · · ,Xip) is the ith row of the
main effect design matrix X. Then choosing v as a unit vector with the jth
component being 1 gives
P (|Xij | > t) ≤ a1 exp(−b1t2)
for any 1 ≤ i ≤ n, 1 ≤ j ≤ p, and t > 0. Thus it follows from Lemma 4 that
E(X2ij) ≤ 2(1 + a1)/b1 and E(X4ij) ≤ 8(1 + a1)/b21
for all i and j.
Note that X˜ij = Xij for 1 ≤ j ≤ p and X˜ij = Xi`Xi`′ with 1 ≤ ` < `′ ≤ p
for p+ 1 ≤ j ≤ p˜. Thus E(X˜2jk) are uniformly bounded from above by some
positive constant C˜1. Similarly, by Condition 6 and Lemma 5 there exist
some positive constants a2 and b2 such that E(|Wik|m) ≤ a2bm2 m! for any
nonnegative integer m and indices i and k. Since X˜ij is independent of Wik,
we have
E
[
|X˜ijWikI(|X˜ij | ≤ L)|m
]
≤ Lm−2E(X˜2ij)E(|Wik|m)
≤ m!(Lb2)m−2(2a2b22C˜1)/2
for each integer m ≥ 2. In view of Tjk,1 =
∑n
i=1 X˜ijWikI(|X˜ij | ≤ L),
applying Bernstein’s inequality (Lemma 2.2.11 of [33]) yields
P {|Tjk,1| ≥ √qnλ/4} ≤2 exp
(
− qnλ
2
64a2b22C˜1 + 8b2L
√
qλ
)
.(A.48)
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We next bound P
{∑q
k=1 T
2
jk,2 ≥ (nqλ/4)2
}
. By the definition of Tjk,2, it
is seen that for each j, such an event satisfies{
q∑
k=1
T 2jk,2 ≥ (nqλ/4)2
}
⊂
{
|X˜ij | > L for some 1 ≤ i ≤ n
}
.
Thus using the union bound, we obtain
P
{
q∑
k=1
T 2jk,2 ≥ (nqλ/4)2
}
≤
n∑
i=1
P{|X˜ij | > L}.
Combining this inequality with (A.46)–(A.48) gives
P (‖X˜TW‖2,∞ ≥ nqλ/2) ≤ 2p˜q exp
(
− qnλ
2
64a2b22C˜1 + 8b2L
√
qλ
)
(A.49)
+
n∑
i=1
p∑
j=1
P{|Xij | > L}+
n∑
i=1
p∑
1≤`<`′≤p
P{|Xi`Xi`′ | > L}
≤ qp2 exp
(
− qnλ
2
64a2b22C˜1 + 8b2L
√
qλ
)
+ a1np exp(−b1L2)
+ a1np
2 exp(−b1L).
Note that λ = c3
√
(log p)/(nq) with some large enough positive constant
c3. Therefore, setting L = C˜2
√
n/(log p) for some large positive constant C˜2
ensures that there exists some positive constant c4 such that
P (‖X˜TW‖2,∞ ≥ nqλ/2) ≤ O(p−c),(A.50)
where we have used the assupmtion that q ≤ p and log p = o(n1/3). This
concludes the proof.
E.10. Additional lemmas.
Lemma 9 (Hoeffding’s inequality). Let X be a real-valued random vari-
able with E(X) = 0. If P (a ≤ X ≤ b) = 1 for some a, b ∈ R, then
E[exp(tX)] ≤ exp[t2(b− a)2/8] for any t > 0.
Lemma 10 (Lemma B.4 of Hao and Zhang [16]). Let Z1, · · · , Zn be in-
dependent random variables with zero mean and E[exp(T0|Zi|α)] ≤ A0 for
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constants T0, A0 > 0 and 0 < α ≤ 1. Then there exist some constants
C˜3, C˜4 > 0 such that
P
(∣∣n−1 n∑
i=1
Zi
∣∣ > ) ≤ C˜3 exp(−C˜4nα2)
for any 0 <  ≤ 1.
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