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A reliable way to accurately predict the properties of fuels is essential to ensure their effective 
utilization. Furthermore, this could facilitate the development of new alternative jet fuels and help 
to streamline their approval process. This work investigates the application possibilities of the 
probabilistic Machine Learning (ML) algorithm Gaussian Process Regression (GauProReg) for the 
prediction of jet fuel properties. A critical evaluation is performed by comparing ML-based property 
predictions with the state-of–the-art physical-based discrete thermodynamics model.  
 
A sub-set of properties from ASTM D1655 Table 1 was selected for this study. The detailed fuel 
data set from the CRC world fuel survey (CRC Report No. 647, June 2006 CRC, INC.) was used as 
the basic data set to represent the variability of conventional fuel properties. As input for both 
models, evaluated GCxGC measurements with 7 considered hydrocarbon families and carbon atoms 
in a range of 1 to 25 were utilized. The validity of the predicted values from the GauProReg was 
cross-validated in 4 folds with 25 % percent of test data.  
The compared physical model was based on measured thermodynamic constants or derived from 
group-contribution methods. It received the same detailed compositional information as the ML 
algorithm. The two approaches were tested and compared with respect to their accuracy in the 
validated / trained data range and also their extrapolation behaviour on the basis of one 
conventional and two alternative fuels. Furthermore, the uncertainty of the GauProReg predictions 










ASTM American Society for Testing and Materials 
CI Confidence Intervals 
CRC Coordinating Research Council 
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DLR German Aerospace Center 
GCxGC Evaluated two dimensional gas chromatography 
measurements 
GauProReg Gaussian Process Regression 
ML Machine Learning 




To ensure the safety and reliability of aircraft, jet fuels have to be certified in an approval process 
regulated by ASTM D4054. The number of properties and the broad spectrum of necessary tests 
make this process time consuming and very expensive, which restrains the development of 
alternative jet fuels. One solution is the introduction of a prescreening process, which assesses 
potential fuel candidates before entering the approval process and furthermore supports there 
optimization using mathematical models [1].  
Traditional models are based on a mathematical description of the physical relationships. To model 
the relationship, an understanding of the underlying physical laws with their determining physical 
parameters and the actual determination of those parameters is necessary. Jet fuels are highly 
complex mixtures with hundreds of possible hydrocarbon combinations. This complexity makes the 
direct physical description of the fuel and its properties challenging. Furthermore, such relationships 
have to be developed for each property separately. State of the art property models for example, are 
based on approximating the distributions of fuel components in the different molecular families by 
distributions or by selecting representative molecules for each carbon number group in a first step, 
calculating their individual physical properties and finally calculating the desired property of the 
mixture with an appropriate mixture model. For properties of mixtures, where currently no 
sufficient models for properties or mixture exist, the correlations are approximated by empirical 
equations [1]. In recent years Machine Learning algorithms are more and more used for complex 
correlation models because of their flexibility in data input, the efficient training, testing and 
validation of the models [2]. Despite of their black box character and the fact that their correlation 
behavior is not completely comprehensive, they have proven to be reliable property models for 
chemical mixtures and even jet fuels [3] [4]. 
 
The scope of this work is a critical comparison of a state-of-the-art physical model and a 
probabilistic Machine Learning Algorithm with respect to their accuracy and their applicability to  
fuels inside and outside of the range of experience as recorded by the CRC world fuel survey [5]. 
For this purpose, we investigate the predictive performance of the models for three different fuels: 
A1 is a conventional Jet A, which represents an average crude-oil based Jet A1. B1 is an alternative 
fuel produced by the alcohol to jet (ATJ) consisting mainly of iso-alkanes, allowed in mixtures up to 
50 vol% with conventional jet fuel. The third fuel is C1, a surrogate fuel with an for aviation fuels 
unusual high fraction of aromatics (20 vol%) and 34 vol% bi-cyclo-alkanes. The fuels were studied 









Since fuels are complex mixtures of hundreds of different hydrocarbon molecules, the composition 
can vary drastically, depending on the feedstock and the production pathway. Furthermore the 
identification of each molecule present in the fuel often not possible or too expensive [3]. Two-
dimensional gas chromatography (GCxGC) is a comprehensive way of measuring the composition 
of fuels [3] [7]. The detected molecules are assigned to a matrix based on their hydrocarbon family 
and their number of carbon atoms. For this work hydrocarbon molecules from seven different 
families in a range of 1-25 carbon atoms were considered. Table 1 shows all families together with a 
characteristic molecule. Measured tri-cyclo-alkanes are lumped into the family of bi-cyclo-alkanes. 
Since their fraction is marginal (in all cases below 10 mass%) the resulting error can be neglected. 
For the course of this work each single parameter of the GCxGC data is called feature, the GCxGC 
data of one fuel is called feature set and the desired properties are called labels. 
 




































A plot comparing the composition of the three test fuels A1, B1 and C1 is shown in Figure 1. Table 
2: Table of considered fuels with their composition summed up to the corresponding familiesTable 
2 lists the tabular summary of the mass fractions. 
  
 
Figure 1: Comparative Plot of the considered fuels with their composition summed up to the 


















A1 19,2 30,7 21,8 8 15,5 2,4 1,7 
B1 0 99,9 0,1 0 0 0 0 
C1 10,1 15 16,4 33,8 1,9 2,6 20,1 
Table 2: Table of considered fuels with their composition summed up to the corresponding families 
 
The three specification properties from ASTM D1655 Table 1 selected for this study are: physical 
the fuel density, kinematic viscosity and distillation curve. To evaluate the adequacy of the models 
used in this study, the inferred model accuracy is compared to the ASTM D1655 property limits as 
displayed in Table 3. 
 
Property  Value 
Density at 15 °C [kg/m
3
]  775-840 
Viscosity at -20 °C [cSt] Max 8 
Distillation temperature 
  10 % recovered [°C] 
  50 % recovered [°C] 









Table 3: Selected ASTM D1655 property limits for jet fuels 
 
 




n-alkanes iso-alkanes mono-cyclo-alkanes bi-cyclo-alkanes
mono-aromatics cyclo-aromatics di-aromatics
 
Furthermore, the temperature dependent behavior of the properties is predicted to evaluate the 
models adequacy in predicting the fuel fit-for-purpose properties (ASTM D4054, Tier 2). Density 
and viscosity prediction are performed for a temperature range from -40 to 140 °C and for 
distillation range predictions are performed from 0-100 % recovered Volume in steps of 10% 
respectively. A prediction of the distillation curve of the fuels based on physical models is not 




The Discrete Component Model (DCM) developed at the DLR uses pure component 
thermodynamic constants and mixing rules to predict relatively complex hydrocarbon mixture 
properties as a function of temperature. When measured critical properties, boiling point, and 
acentric factor of pure components identify by GCxGC-MS are not available (e.g. heavy cyclo-
alkanes or cyclo-aromatics) then the Group Contribution Method (GCM) of Constantinou and Gani 
[8] is used for predicting these thermodynamic constants. The aforementioned relative complexity 
lies in the number of chemical families (see Table 1) and the number of species per families (up to 
25). However, to keep the complexity contained, we assume jet fuel to be a quasi-ideal liquid 
mixture of hydrocarbons, which means that the mixture density can be predicted using a linear 
mixing rule and molecular transport properties, which are dependent upon molecular interactions, 
because of the similarity in the hydrocarbon molecules can be predicted by classical non-linear 
mixing rules (e.g. Chueh and Prausnitz [9]. The proposed method was developed with the deliberate 
intention of generality. Actually, it can predict a large variety of crude-based as well as synthetic 
alternative jet fuels and does not rely on fitted parameters to be determined experimentally or with 
regression methods, which necessitate a large number of data.  The generality comes with the 
acceptable loss in accuracy.  For the liquid mixture density we followed the recommendation of 
Poling et al [10] and used the expression of Spencer and Danner as in [10] for the mixture molar 
volume: 








𝑍𝑅𝐴𝑚 = ∑ 𝑥𝑖 𝑍𝑅𝐴𝑖 
with Racket’s compressibility factor of each species given by the expression of Yamada and Gunn 
[10]: 
𝑍𝑅𝐴𝑖 = 0.29056 − 0.0877𝜔𝑖 
 
For the viscosity of pure liquid hydrocarbons as a function of temperature, we use the single-
parameter equation of Mehrotra [11]: 
log(𝜇 + 0.8) = 100(0.01𝑇)𝑏 
where the value of the parameter b was regressed together with the molar mass M according to 
Mehrotra [11], for five families of light and medium liquid hydrocarbons: 
𝑏 = 𝐵0 + 𝐵1[log 𝑀] + 𝐵2[log 𝑀]
2 
The mixing rule used for the viscosity of the final mixture of hydrocarbons is a generalization of the 
method of Katti and Chaudhri [12]: 
ln 𝜇𝑚 𝑉𝑚 = ∑ 𝑥𝑖 ln 𝜇𝑖𝑉𝑖 
where we’ve neglected the interaction term. 
   
Machine Learning – Gaussian Process Regression 
Machine Learning is a generic term enclosing a broad spectrum of mathematical concepts and 
algorithms. The prediction of a property or a specific value is a typical regression problem from a 
Machine Learning point of view. The Gaussian Process Regression (GauProRreg) is a proven 
algorithm for regression problems with a high dimensional data input. As a probabilistic model it 
furthermore brings the advantage of providing the standard deviation for each predicted point [11].  
 
The GauProReg can be interpreted as an algorithm that approximates a distribution of regression 
functions 𝑓(𝑥) for training data 𝐷 = {(𝑥𝑖, 𝑦𝑖)|𝑖 = 1, … 𝑛} composed of features 𝑋 and labels 𝑌 with 
their corresponding probabilities [11]. Thereby not only the solution with the best fit or highest 
probability is given as a result, but also the standard deviation over all the functions. In the 
following plots, the standard deviation is chosen as confidence interval (CI). This means, that the 
model also covers the uncertainty quantification of the epistemic error, e. g. not enough 
measurement for the prediction of a certain point. The process is initialized by a distribution of 
random functions. The distribution is determined by a so called covariance function 𝑘(𝑥, 𝑥′) or 
kernel. This kernel can be composed out of different sub-kernels. In the scope of this work a 




Radial-basis kernel: 𝑘(𝑥, 𝑥′) = exp (−
(𝑥 − 𝑥′)2
𝑙𝑅𝐵𝐹
) Equation 1 
White kernel: 𝑘(𝑥, 𝑥′) = δ, 0 if 𝑥 = 𝑥′ Equation 2 





 Equation 3 
 
The Radial-basis kernel is a universal kernel for GauProReg applicable for most of the non-periodic 
regression problems. The White kernel deals with potential noise of data. The Rational Quadratic 
kernel is selected due to its characteristic of modeling smooth functions that do not vary too 
quickly. This kernel is equivalent of adding multiple Radial-basis kernels together. The weighted 
sum of all three kernels creates a covariance function that is able to cover the complexity of high-
dimensional problems, handle the noisiness problem and return a smooth function as to be expected 
from physical behaviors. 
 
The hyper parameters 𝑙𝑅𝐵𝐹, 𝑙𝑅𝑄 , δ, C  and 𝛼 , as well as the individual weights or maximum 
covariance are parameters that have to be adjusted during the training of the regression process. 
This task is typically accomplished by an optimizer, maximizing a likelihood function [11]. In this 
work the “L-BFGS-B” optimizer [12] and the log-marginal-function are used [11]. After the 
determination of the hyper parameters in the optimization loop, the predictions of test data features 
are compared with the test data labels. Based on their accordance, the covariance function is 
adjusted via Bayes theorem. The prediction of values for regions, where no training data is 
available, is possible via the assumption of a multidimensional Gaussian distribution 𝑁 as shown in 
Equation 4. The unknown (u) value 𝑦𝑈 from the test set can be calculated with known values (k) 
from the trainings set via consideration of the mean function 𝜇 and the covariance matrix which is 
composed out of the matrices of the covariance for the trainings set 𝐾𝑘𝑘, the trainings and the test 
set 𝐾𝑘𝑢, as well as the test set 𝐾𝑢𝑢 itself. The mean function and the corresponding variance at this 













)) Equation 4 
 𝑦𝑢|𝑌𝑘~𝑁(𝐾𝑘𝑢𝐾𝑘𝑘
−1𝑌𝑘 , 𝐾𝑢𝑢 − 𝐾𝑘𝑢𝐾𝑘𝑘
−1𝐾𝑘𝑢
𝑇) Equation 5 
 
 
The start parameters for the hyper parameter optimization as well as the individual weights of the 
kernel functions have to be adjusted before the actual regression task. There are different 
approaches to solve the optimization problem. The chosen Bayesian Optimization approach uses 
Gaussian Process which works with the same principles described for the property regression. In 
contrast, for the property prediction a Matern kernel from Equation 6 and the negative expected 
improvement function as loss function are used [13]. 
 
Matern: 









This protocol was repeated until the convergence criterion or the maximum number of iteration is 
reached. Inside of this optimization loop a fourfold cross validation is executed, that randomly 
divides the data in four different training and test sets with a test fraction of 25%. The mean squared 
error of the cross validation is used as optimization objective for the Gaussian Process. The 




The performance of a Machine Learning algorithm is highly determined by the dataset that it was 
trained and tested on. Number and variance of the datasets over the range of interest is important for 
a good predictive capability. Furthermore, it is essential to provide data that has been measured with 
identical or comparable methods. In the scope of this work the DLR database with 90 GCxGC 
measurements, mainly composed out of data of the CRC world survey [5] as well as internal 
measurement campaigns, is used. The data thereby mostly consisted out of crude-oil based Jet A /Jet 
A-1 fuels. It has to be mentioned, that not for all fuels the same amount of property data was 
available Table 1 shows the number of fuels and measurements that were available for the training 
and testing of each property model. 
 
Property Fuels Measurements 
Density 81 419 
Kinematic Viscosity 68 191 
Distillation 73 479 
Table 4: Overview of the number of fuels and measurements available for each property 
 
For the application to the GauProReg, the training data can considered to be sparse, and 
concentrated on specific parameter combinations, e.g.  most of the measurements were only 
available for certain temperature values. Figure 2 shows bar charts for each property and the 




Figure 2: Bar chart of number of available datasets with respect to property and its dependency: 
density (upper left), viscosity (lower left) and distillation (upper right) 
 
The amounts and numbers of training data as well as their sparsity and similarity with the tested 




GauProReg Training and Testing 
Figure 3 to Figure 5 show the results of the four fold cross validation of the data for density, 
viscosity and distillation. The predicted values are plotted with respect to the true measured values. 
If prediction and measured value are in perfect accordance to each other, the dot lies on the unity 
line, which is indicated in black. The results for the training are displayed on the left, the results for 
the testing on the right. The standard deviation calculated by the GauProReg for each point is 
plotted as CI and corresponds to a certainty of 68 %. As a quantitative figure of merit the root mean 
squared error (RMSE) was calculated for each property, which is shown in Table 5 for the training 
and the testing. 
 
 
Figure 3: Results four fold cross validation for density  
 
Figure 4: Results four fold cross validation for kinematic viscosity 
 
Figure 5: Results four fold cross validation for distillation 
 
Property RMSE Training RMSE Testing 
Density [kg/m
3
] 2.206 2.91 
Kinematic Viscosity [cSt] 0.159 0.706 
Distillation [°C] 1.469 1.82 
Table 5 Mean RMSE of four fold cross validation for all properties 
 
For all properties sufficient prediction accuracies are reached in the training and testing. The values 
lie close to the unity line, which indicates no systematical errors and which demonstrates the 
capability of GauProReg for the modelling of physical properties. For the test sets a similar trend is 
observed, but a few outliers are still visible. The deviation of the outliers is probably due to the 
composition of the fuels. They differ from the majority of the CRC Jet A fuels and are considered to 
be extreme fuels, partially unique in the database. This observation conforms to the RMSE values in 
Table 5. The RMSE values of training and testing are similar to each other, which indicates a 
sufficient fit and no overfitting. 
Uncertainty Quantification: Calculation of Confidence Intervall for GauProReg predictions 
The properties for each considered fuel are calculated over ranges appointed in the indroduction, for 
density and viscosity the temperature interval of -40 to 140 °C and for the distillation the range of 
evaporated volume from 0 to 100. Figure 6 shows the prediction of the viscosity for fuel A1 with 
GauProReg. The overall trend of the viscosity is sufficiently covered. The CI, as the measure of the 
uncertainty in the GauProReg prediction, on the left show the typical Gaussian bell-curve-like 
behavior of a GauProReg with a Radial-basis and a Rational quadratic kernel [11]. The CI increases 
with the distance to the last base point, at which training data is available. The sparsity of available 
data for the whole temperature range is thereby responsible for the bell shape of the CI. Since the 
trend of all fuel viscosities decreases with temperature, we introduced a correction of the CI based 
on the shape of viscosity to correct the CI in hindsight. Therefore, the following two assumptions 




~𝐶𝐼, where 𝐾 is a constant that has to be adjusted to output of the cross validation. 
2). The overall trend is covered by the algorithm. In order not to distort the output of the cross 
validation, the constant 𝐾 is fitted with Equation 7. Since the chosen CI is equivalent to the standard 
deviation of the GauProReg which mathematically corresponds to the formula of the RMSE for 
large enough datasets, 𝐾 is adjusted so that the corrected RMSE and the one determined in the cross 
validation are the same. Therefore, the overall uncertainty is maintained but shifted to regions with 
higher gradients. The slope 
𝑑𝜈
𝑑𝑇𝑖
















The result of the physical correction of the CI is displayed on the right side of Figure 6. A clear 
decrease for temperature regions with low slopes is visible. This concept is applied for all 




Figure 6: Viscosity prediction of the GauProReg and DCM for fuel C1 with no correction of the CI 































































The results of the density prediction for all three considered fuels with the adjusted CI can be seen 
in Figure 7. As an additional reference, the minimum and the maximum densities of fuels in the 
CRC world fuel survey are plotted. The lines of the CRC minimum and maximum density are fitted 
to a first order polynomial, using the available values at 15 and 65 °C. 
 
 















































































DCM, RMSE: 6.975 [kg/m3]
Measurements [kg/m3]
 
For all three fuels the predictions of both models are in good agreement with the measurements. For 
the extreme fuels B1 and C1, the DCM model underpredicts and overpredicts the density, 
respectively. This deviation is probably due to the wrong selection of representing molecules. The 
high accuracy of the GauProReg shows, that is able to extrapolate and correctly predict the values, 
if the property follows a linear trend in the range of interest. Furthermore the existence of a ATJ fuel 
in the training data explains the accuracy for fuel B1, mainly composed of iso-alkanes. 
 
Figure 9 shows the results of the viscosity prediction for all three fuels. Again the minimum and 
maximum viscosities of the CRC world fuel survey are plotted, this time using a logarithmic 
equation using values at -40 and 40 °C.  
 





























































































DCM, RMSE: 0.812 [cSt]
Measurements [cSt]
The prediction of the GauProReg show good accuracy for fuel A1 and the B1 over the whole 
temperature range. For C1 the prediction deviates at -20 °C. This observation can be explained by 
the available data of both regular Jet A fuels and the ATJ fuel in the database. The absence of a fuel 
similar to C1, results in significant deviations. The potential error is indicated, by the drastic 
increase of the CI, revealing the lack of data and the uncertainty due to the nonlinear trend of fuel 
viscosities at low temperatures. The slightly oscillating trend of the A1 prediction for the interval 
between 50 and 100 °C is likely due to the sparsity of the data with respect to the temperature, see 
Figure 2. Considering the very sparse data with respect to temperature available for the GauProReg 
training, the results nonetheless show a convincing physical trend. The DCM prediction of A1 and 
B1 deviates at low temperatures and overpredicts the viscosity. The overpredictive trend of the 
DCM however is likely due to the wrong selection of the representing molecules. The prediction of 
C1 in contrast turns out better for the DCM, even at the low temperature range.  
 
The results of the prediction of the distillation lines are displayed in Figure 10. The minimum and 
maximum values of the CRC world fuel survey are again plotted as interpolated lines using the 
values at 0, 10, 50, 90 and 100 %vol evaporated. For A1 and B1 the predictions are in adequate 
accordance with the measurements. At higher %vol evap., the mean prediction of the GauProReg 
for B1 do not meet the measurement, but still lie inside the 68% CI. For the other extreme fuel C1, 
the measurements are only met in the intermediate %vol evaporation range. The measurements still 
lie inside the CI, but drastically away from the mean function. This deviation is probably again due 





















Figure 10: Results of the distillation lines for all three considered fuels 
 
Overall the evaluations of the results show sufficient accordance for all considered properties of the 
fuels A1 and B1. This can be can be explained by the presence of similar fuels. The observed 
deviations of predicted properties with nonlinear behavior (distillation and viscosity), observed by 
C1, is likely due to the absence of a similar fuel in the training data. To investigate the influence of 
a similar fuel in the training data, we introduced C3, a fuel similar to C1, but with a lower fraction 
of di-aromatics. A comparison of their composition with respect to their hydrocarbon families is 








































































Figure 11: Comparison between the fuel composition of fuel C1 and C3 with respect to their 



















C1 10,1 15 16,4 33,8 1,9 2,6 18,1 
C3 12,2 18,2 17,3 34,1 2,5 2 12,2 
Table 6: Detailed composition of fuels C1 and C3 with respect to their hydrocarbon families 
 
The results of the property prediction for fuel C1 with C3 in the training set are shown for all 
properties in Figure 12, the results of the GauProReg with C3 in the training set is thereby plotted in 
orange. For viscosity and distillation, a drastic enhancement in accuracy was achieved. The 
predictions lie close to the measurements. For density a slight increase in the RMSE is observed, 
probably due to the overfitting to the introduced fuel C3. Notable is the reduction of the CI, which 
indicates the better confidence of the GauProReg for the predicted values. All in all this underlines 
the importance of similar fuel in the training set. 
 







Figure 12: Property prediction of density (upper left), viscosity (lower left) and distillation (upper 































































































SUMMARY AND OUTLOOK 
This work investigated the possibility of the probabilistic Machine Learning algorithm Gaussian 
Process Regressor (GauProReg) for the prediction of jet fuel properties and compared it the with the 
state-of-the-art Discrete Component Model (DCM). As a reference case, the prediction of selected 
the ASTM D1655 relevant fuel properties density, kinematic viscosity and distillation were chosen. 
The prediction was carried out for three fuels: A1 (traditional Jet A fuel, crude oil based, ASTM 
D4054 certified), B1 (alternative fuel produced by alcohol to jet (ATJ) production) and C1 (fuel 
with an unusual high amount of aromatics and bi-cyclo-alkanes). Both models had the same data 
input and processed the fuel composition in the form of evaluated GCxGC measurements 25x7 
matrix with 7 considered hydrocarbon families and considered molecules with up to 25 carbon 
atoms. The GauProReg was trained using a data base of 81 fuels and 419 measurements for density, 
68 fuels and 191 measurements for the kinematic viscosity and 73 fuels and 479 measurements for 
the distillation. The covariance function of the GauProReg was composed out of three weighted 
sub-kernels: Radial-basis, Rational Quadratic and White kernel. This covariance function was used 
for the prediction of all considered properties. The hyper parameter optimization was carried out 
using an outer loop Gaussian Process with a Matern kernel. The GauProReg Model was validated in 
a four fold cross validation. The cross validation proved that all considered properties could be 
modelled by the GauProReg on the basis of the GCxGC measurements. In training and testing 
similar accuracies were reached and no systematic errors were detected. The characteristic of 
GauProReg as probabilistic model is computing a standard deviation for every predicted value 
indicating the epistemic error certainty of the prediction. In this work the computed standard 
deviation was utilized for the Uncertainty Quantification of the algorithm as certainty intervals (CI) 
and figure of merit for the credibility of the predicted value. The CI was furthermore improved 
using an approach to shift the uncertainty from regions with low variance in the property to regions 
with higher ones, based on physical understanding of the properties. Thereby a physical 
understanding was integrated into the model. The results showed a sufficient fit and a convincing 
physical trend. 
The subsequent comparison of the DCM and the GauProReg on the basis of the three test fuels 
produced similar accuracy for the property density, except for fuel B1, there the GauProReg 
overtrumped the accuracy of the DCM significantly. For prediction of the kinematic significant 
difference were observed, between the algorithms.  The DCM displayed an over predicting behavior 
of viscosity for fuel A1 and B1 at low temperatures. For C1 in contrast, the predictions were in good 
alignment with the measurements. The GauProReg on the other hand produced good predictions for 
A1 and B1, for C1 howeber the prediction deviated at very low temperatures. The prediction of the 
DCM was only carried out with GauProReg. The results showed again a sufficient accuracy for fuel 
A1 and B1, the values of C1 deviated significantly from the predicted mean, but still lay inside the 
CI. All in all the GauProReg showed good predictive accuracy for fuels similar to the ones in the 
training set. The predictive capability of the GauProReg was traced back data available for the 
training of the algorithm. For the fuel A1 and B1 similar fuels were present in the training data, 
whereas a for C1 non was provided. This absence resulted in large errors. After the introduction of 
fuel C3, which is similar to C1, into the training set, the accuracy of the prediction for C1 improved 
drastically. 
This work showed the potential of the GauProReg for the prediction of jet fuel properties, for 
traditional and alternative jet fuels, as well as surugates.. The accuracy was similar, if not better 
compared to the DCM. Furthermore, the intrinsically calculated standard deviation can be used as a 
measure for the credibility of the prediction and the potential error. The limitations of the 
GauProReg result from the fuels it had been trained on. For unseen fuels with unfamiliar 
composition the predictions can deviate and lie outside of the CI. 
The adaptability and predictive capability of the GauProReg for all considered properties should be 
tested on more fuel properties and fuel behavior as well as data sets describing test rig or engine 
tests. The used covariance function proved to be versatile, but the output had to be corrected to 
achieve a shape that represented the physical trend. With respect to the predictive capability of the 
models, further research is needed to correctly estimate the capability of the model and correlate the 
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