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A B S T R A C T 
Fire plays a key role in ecosystem dynamics and its impact on envir-
onmental, social and economic assets is increasingly a critical area of 
research. Fire regime simulation models are one of many approaches 
that provide insights into the relative importance of factors driving 
the dynamics of fire-vegetation systems. The components of these sys-
tems: climate, weather, terrain and ignition, mediated through veget-
ation, operate over vast temporal and spatial scales when compared 
to that of human observation. Simulation provides a valuable way in 
which systems operating over these scales can be investigated, where 
analytical solutions may be intractable, data scarce or unavailable or 
field experiments prohibitively expensive or otherwise impractical. 
Fire propagates as a contagious process and simulation offers an 
approach to capture this important behaviour explicitly. The patterns 
of fire regimes that emerge from such models are simply the sum 
of many fire events over time, each shaped by the changing weather, 
terrain and vegetation influencing the spreading fire. However, when 
formulating these models, space and time must be made discrete, and 
this entails introducing 'nuisance parameters': parameters necessary 
for the model formulation but not otherwise of interest. The most ob-
vious of these are time step and spatial resolution. However, when 
points are traversed by fire during a simulation, how they are connec-
ted (number of neighbours) and their arrangement (the distance and 
angle to each neighbour) can also be considered as nuisance paramet-
ers required to describe a discrete geometry 
Thus fire growth simulations are discrete approximations of con-
tinuous non-linear systems, and it might be expected that the values 
chosen for these nuisance parameters will be important. While it is 
well known that discrete geometries have consequences for the shape 
and area of simulated fires, to my knowledge, no research has invest-
igated the consequence this may have for estimates of the relative im-
portance of the various drivers of fire regimes, which is after all, the 
key application of these models. Identifying the significance of spatio-
temporal resolution and spatial representation has implications for 
model performance, the scales to which they can be realistically ap-
plied and our confidence in their findings. 
I will argue in this thesis that nuisance parameters can be demon-
strated to be unimportant for this class of model within some reason-
able limits. I use the idea of 'importance' to underline the need for 
context with such an assertion. With sufficient replication, any para-
meter can be found statistically significant. A parameter is important, 
on the other hand, if different values produce qualitatively different 
outcomes. A qualitatively different outcome would be, for example, 
that climate is found to be the most important determinant of fire re-
gimes with one set of nuisance parameters but fuel management the 
most important with some other set. 
Models are commonly either re-parameterised to account for changes 
in resolution or scaling-up methods applied if such exist. I will further 
argue that such differences as there are in model outputs due to spa-
tial resolution, cannot be accounted for by either re-parameterising 
or using an approach that allows resolution to vary over the spatial 
extent as has been done in other fields. 
A set of experiments were devised using a published fire regime 
simulation model, that I modified, verified and validated, to isolate 
just those aspects of the model's sensitivity to resolution and discrete 
geometries that are unavoidable or intrinsic to these choices. This 
new model (FIREMESH) is used to test the above hypotheses, using 
published experimental treatments that can stand as yardsticks by 
which formal estimates of the importance of nuisance parameters can 
be made. 
As estimated by the model, neither spatio-temporal resolution nor 
any of the various choices available for discrete geometries, altered 
the model predichons with one exception: the use of spatial models 
that have only four neighbours between locations. This adds consider-
able confidence to the robustness of this type of model. This finding 
holds for measures of the amount of fire in the landscape (average 
inter-fire interval), arguably, the major component of fire regimes. As 
expected, it is spatial resolution that has the greatest impact on run-
ning times for the model but this study finds that neither calibration, 
nor taking an approach that allows resolution to vary over the spatial 
extent, can account for differences in model outputs that arise from 
running simulations at coarser resolutions. 
All models are abstractions and a good model should ideally hold 
over levels of abstraction. This is rarely the case, but within the range 
of the abstraction of space and time used here, this study shows that 
findings made by models of this type are relatively robust with re-
gard to these aspects of abstraction and can, with some confidence, be 
constructed more simply. However, abstracting systems for the pur-
pose of study is unavoidably subjective. The difficulty of providing 
objective measures of levels abstraction is a critical bottleneck in find-
ing suitable system representations. An important area of further re-
search is the development of approaches to model construction that 
allow fast, flexible and objective measures of abstraction choices. This 
means recognising modelling studies themselves as dynamic systems, 
where ideas from many disciplines must be captured in an appropri-
ate and reusable form to allow an agile response, as questions change 
in the light of new findings and new research requirements. 
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H Y P O T H E S E S A N D K E Y C O N C E P T S 
1 . 1 I N T R O D U C T I O N A N D H Y P O T H E S I S 
Much of fire science is motivated in some way by the question of 
how fire regimes - the history of fires and their attributes - alter in 
response to environmental and social change. While the dynamics of 
fire has been an integral part of environmental variability over the 
course of evolution (Bond and Keeley 2005; Keeley et al. 201 1 ; Pausas 
et al. 2012), it was not always seen as such (Krebs et al, 2010). Rather, 
fire has been viewed in the past as an externality that resets the 'nor-
mal' serai sequence in vegetation development. Measuring the relat-
ive importance of the factors that influence fire is central to under-
standing the consequences that societal and environmental change 
may have upon fire regimes in the future. 
How, for example, might changing patterns of rainfall affect fire re-
gimes given that fire frequency is constrained in drier regions by fuel 
accumulation and in wetter regions by changes in the length of peri-
ods of weather likely to promote combustion (Matthews et al. 2012; 
Pausas and Fernandez-Mufioz 2012; Batllori et al. 2013; Koutsias et al. 
2013; King et al. 2013)? Alternatively, do changes in the rate of human-
caused ignitions have a greater or lesser impact on the long-term risk 
to social, economic and environmental assets than say, climate change, 
and last but not least can fuel management strategies offset the effect 
of a changing climate on fire regimes (Flannigan et al. 2000; Amiro 
et al. 2001; Bradstock et al. 2012)? A s fire plays such a fundamental role 
in shaping the terrestrial biosphere, how do we balance assessments 
of the long-term risk to these environmental, social and economic as-
sets in order to apportion limited resources to mitigation in a cost 
effective manner (Rummer 2008; Gill et al. 2013; Milne et al. 2014)? 
These are just some of the questions for which an understanding of 
the relative importance of the drivers of fire is essential. 
The components of these systems: climate, weather, terrain and ig-
nition, mediated through vegetation, operate over vast temporal and 
spatial scales when compared to that of human observation. Simula-
tion provides a valuable way in which systems operating over these 
scales can be investigated, where analytical solutions may be intract-
able, data scarce or unavailable or field experiments prohibitively ex-
pensive or otherwise impractical. Fire regime simulation models are 
only one of many approaches to making such assessments (see for ex-
ample: McCarthy et al. 2002; Krawchuk et al. 2009; Thonicke et al. 2010; 
Moreno and Chuvieco 2013). However, simulation offers the only 
1 
H Y P O T H E S E S A N D KEY C O N C E P T S 
means by which empiricism can be reduced (Gignoux et al., 2011), 
an important concern when understanding system behaviour beyond 
the bounds of observation. In addition, as fire is a contagious process, 
simulation is particularly relevant as contagion is implemented expli-
citly; that is, simulation links the drivers of fire events directly to the 
generation of spatial patterns of fire regimes (Thompson and Calkin, 
2011). Such models must be simple enough to generate fire events 
over large temporal and spatial extents within a tractable time. They 
must also, as do all spatial simulation models, introduce two para-
meters that have no equivalent in the real world: time step and spa-
tial grain. These parameters are analogous to 'nuisance parameters' 
in statistics (Gignoux et al, 2011); parameters necessary to the model 
but not of direct interest (Basu, 1977). While there has been research 
into the effect of temporal and spatial resolution on the accuracy of 
predictions of individual fires Qones et al. 2003; Hu and Ntaimo 2006; 
Cui et al. 2008), none has been done within the context of the purpose 
of fire regime models in addressing the questions above. If this is the 
case, then a large body of work that has been done over the past two 
decades may be called into question (for example see: Van Wagten-
donk, 1996; Bennetton et al., 1998; Pausas, 1999; Gary et al., 2006; King 
et al., 2006, 2008b; Gary et al, 2009; Perera and Gui, 2010; Scheller 
et al, 2011; Syphard et al, 2011; King et al, 2011; Bradstock et al, 2012; 
Keane et al, 2013a; King et al, 2012, 2013). 
Therefore, the first question addressed by this thesis is: in what 
way does spatio-temporal resolution change simulated fire regimes 
and, in particular, does this affect how such simulation modelling 
will rank the relative importance of drivers of fire behaviour? 
Simulation is the application of the model of a system over time 
(Banks et al, 2000). The fire growth simulations discussed in this work 
are discrete approximations of systems displaying non-linear and dis-
continuous behaviour. They are non-linear not only because the for-
cing variables are irregular (slope, fuel, wind speed and direction, 
humidity and temperature) but also because the model's response to 
those variables is non-linear, such as response to slope, fuel moisture 
and, in some models, wind speed. They are discontinuous because 
there always exists some point at which a fire will either continue 
to burn or extinguish. However, it remains unclear if in practice, the 
fire model's overall response will be non-linear with respect to space 
and time, as the effects of these two domains may either reinforce or 
cancel measures of fire velocity. 
Simulation models must not only make time and space discrete, 
but must also propose a model of space (apart from its resolution), 
referred to here as spatial representation. Three such models are com-
monly employed by fire growth simulations: (i) vector (Finney (2004); 
Tymstra et al (2010), (ii) raster (e.g. Gary and Banks (2000); Perera 
et al (2008); Trunfio et al (2011)) and (iii) mesh, a model of space rep-
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resented by an irregular triangular network (Heil and Brych (1978); 
Peucker et al. (1978)) as proposed by Johnston et al. (2008). Vector 
models simulate the growth of the fire perimeter with a vector com-
posed of a variable number of discrete points, the number increasing 
as the fire perimeter grows (see Figure 1 in Finney (2004)). Vector fire 
growth models achieve fire shapes very close to their theoretically 
expected shape (the shape they intended to create without artefacts 
of the spatial representatton intervening). Nevertheless, they have a 
computational burden too great to perform experiments that require 
tens of millions of simulated fires, such as those in the present study 
(see Bose et al. 2009; Sousa et al. 2012). While vector models are at 
times used in studies of vegetation dynamics, the regions where they 
are applied have fewer fires and thus lower computational demands 
than the region in the present study (e.g. Keane et al, 1996). 
If the approach taken by vector models is, for the most part, too 
computationally intensive for fire regime simulations, we are restric-
ted to a spatial representation that comprises a fixed set of locations 
and a decision as to (i) how many neighbours each location has and 
(ii) whether or not those locations are placed on regular or irregu-
lar grids. It has long been recognized that discrete geometries limit 
the way simulated fires propagate (Feunekes 1991; Caballero 2006; 
Johnston et al. 2008; Perera et al. 2008; Trunfio 2004; Trunfio et al. 20 1 1 ; 
Avolio et al. 2012). In fact, more research appears to have been done on 
this topic than on the importance of spatial and temporal resolution 
despite the observation by Green et al. (1983a) that simple rectangles 
may be adequate to depict a fire shape template for many purposes. If 
the observation of Green et al. (1983a) is correct, and spatial represent-
ation found to be relatively unimportant, then fire models designed to 
analyse the relative importance of the factors influencing fire would 
be a fundamentally easier task than may have been supposed. If the 
contrary is found, then again, this may call some previous work in 
this field into question. 
Therefore, the second question is: in what way do fundamentally 
different ways of representing space change simulated fire regimes 
and, in particular, does this affect how simulation modelling would 
rank the relative importance of drivers of fire behaviour? 
The above two questions can be expressed in the terminology of 
formal null hypotheses as: 
1 Ranking the relative importance of the drivers of fire by simula-
tion modelling is insensitive to a wide range of spatio-temporal 
resolutions; and 
2 Ranking the relative importance of the drivers of fire by sim-
ulation modelling is insensitive to fundamentally different ap-
proaches to spatial representation. 
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'Importance' is used here with the same meaning as in three interna-
tional fire model comparison studies (Cary et al. 2006, 2009; Keane 
et al. 2013a). Importance, in those studies, was measured by the pro-
portion of variation explained in area burnt by experimental factors 
in a standardized general linear analysis of simulated data on area 
burnt. These studies compared the magnitude of variance explained 
by factors such as terrain, weather, climate, ignition suppression and 
a variety of fuel treatments by an ensemble of fire regime models 
from North America and Australia. The purpose of that work was 
to examine whether or not there was a consensus among these inde-
pendently developed models as to how they rank the environmental 
and anthropogenic drivers of fire. The focus in those studies on im-
portance rather than significance has been supported more recently 
by White et al. (2014). The use of frequentist statistics to test a hypo-
thesis can be meaningless in simulation modelling because altering 
any parameter is likely to be significant if sufficient replications are 
produced. In an analysis of variance (ANOVA), it is the magnitude 
of the partitioned variance that provides insight into the importance 
of experimental factors and their interactions (White et al, 2014). The 
above hypotheses are accepted or rejected based upon a threshold of 
relative variance explained (i.e. the Sum of Squares divided by the 
total Sum of Squares) in landscape wide averages of fire frequency, 
fireline intensity and seasonality. The experimental factors used to 
test these hypotheses include treatments from the literature by which 
to gauge the relative importance of spatial-temporal resolution and 
various forms of spatial representation. 
1 . 2 F I R E M O D E L S 
1 .2.1 Current research interest 
The increasing interest in fire modelling, and fire simulation mod-
els in particular, is indicative of the importance of understanding the 
role of fire in the dynamics of socio-ecological systems in a world 
experiencing unprecedented rates of change in land-use and climate 
since the dawn of the Holocene (Caldararo 2002; Vanniere et al. 2008). 
This research focus has been enabled by the exponential increase in 
readily accessible computing power and spatial satellite data avail-
able to researchers over the past 25 years (Sullivan, 2009a). However, 
a continuation of this growth in computing power cannot be taken 
for granted (Mann, 2000) and model parsimony is therefore an im-
portant consideration on these grounds alone. A search of Scopus 
(ht tp : //www.scopus .com/) indicates an increasing trend in the use 
of models in fire research between the mid 1980's and the present 
(Figure 1 . 1) . Not all simulation studies use the term 'simulation' as a 
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keyword and therefore this result should only be taken as indicative. 


















Figure i . i : A Scopus search (http://www.scopus.com/) showing the trend 
of increase in interest in simulation modelling of wildland fire 
The solid line charts the number of publications with the keywords 
((forest OR wildland) AND fire) OR bushfire. The dotted/dashed line 
(+simulation) is the same query with the addition of the keyword 
'simulation'. The dashed line is the ratio of the two. About 10% of 
publications in this field discuss simulation in 2013. Note that is was a 
keyword search only. It can be assumed the many papers may discuss 
fire simulation modelling without the use of these keywords. 
Growing research interest in this area can also be gauged from the 
number of models published in recent times. A three paper review of 
fire models published between 1990 and 2007 (Sullivan 2009a,b,c) dis-
cussed approximately 70 published models of simulations and math-
ematical analogues. Keane et al. (2004), in a study on model classifica-
tion, lists 45 landscape fire succession models, a term coined by Keane 
to identify models that simulate fire and vegetation interactions. 
1.2.2 Scales at which fire growth models are applied 
Sullivan 2oo9a,b,c discussed fire spread models classified as either 
physical, semi-physical, empirical or semi-empirical. However, the 
model used in this study (FIREMESH) is more clearly positioned in 
terms of a classification based on the scale of the model's application, 
which implies the model's degree of simplificahon or abstraction. 
The model classificahon study of Keane et al. (2004) identifies three 
spatial resolutions for landscape fire vegetation models (fine <50 m, 
mid < 500 m and coarse > 500 m). Models designed to understand 
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the dynamics of combustion and turbulence at very fine spatial and 
temporal scales (FIRETEC: Linn et al, 2002) are computationally in-
tensive and cannot realistically be applied to temporal and spatial 
scales typical of vegetation dynamics. However, they provide an es-
sential tool for the development of scaling-up laws to lessen the de-
pendence coarser scale models have on empiricism. At the coarse 
end of the spectrum, global models such as MCFIRE (Lenihan et ah, 
1998), GLOB-FIR (Thonicke et al, 2001) and more recently, SPITFIRE 
(Thonicke et al, 2010) have spatial resolutions too coarse to model 
fire propagation as explicitly spatial, that is as a true landscape pro-
cess (see Section 1.4.4 below). Some relatively detailed landscape fire 
models are designed for the analysis of individual fires and for op-
erational purposes (Keane el al. 1996; Clark et al. 2004; Finney 2004; 
Tolhurst et al. 2008; Tymstra et al. 2010) and are on the edge of tractab-
ility of fire regime generation - that is, simulations over thousands of 
years and many thousands of square kilometres. The model used in 
this study is based on FIRESCAPE (Gary and Banks, 2000) and oper-
ates at similar scales to other fine and mid-scale models (Keane et al, 
2004). Examples of this class of model are Mladenoff and He 1999; 
Lavorel et al. 2000; Li 2000; Hargrove et al. 2000; Pausas and Ramos 
2006; King 2004; Perera et al. 2008; Sturtevant et al. 2009; Trunfio et al. 
201 1 and Avolio et al. 2012. 
1.2.3 Important applications of fire growth models 
A key use of fire models is to examine the long-term risks posed by 
fire to social, economic and environmental assets under treatments 
related to climate change (Gary and Banks 2000; Tymstra et al. 2007; 
Bradstock et al. 2012) and land management scenarios (Finney 2001; 
King et al. 2008b; Bradstock et al. 2012). Risk over the shorter term 
(e.g. modelling individual fire events) can be assessed using more 
computationally intensive models such as FARSITE: Finney (2004), 
PROMETHEUS: Tymstra et al. (2010) and PHOENIX: Tolhurst et al. 
(2008) as used in Anon (2013). 
The cost of fire to social, economic and environmental assets is 
large as is the cost of fire management. In the USA, suppression costs 
for the US Forest Service alone were over $US 1 billion in 2006 (Abt 
et al., 2009) while in Australia, Ashe et al. (2009) estimate the total cost 
of bushfires at 1 . 3% of G D P Bradstock et al. (2012) report an indicat-
ive cost of $ A U D 200 million per annum is required to achieve a 50% 
reduction in risk. Fire growth models are an important component in 
unplanned fire decision support systems (Noonan-Wright et al. 2011; 
Rodreguez y Silva and Gonz^lez-Gab^n 2010). They generate the fire 
regime and fire effects that underpin risk analysis (Thompson and 
Galkin, 2 0 1 1 ) that in turn informs cost/benefit analyses. Gost/benefit 
analysis is an increasingly important area of research as governments 
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attempt to balance the allocation of finite resources and ever expand-
ing community expectations with regard to risk exposure (Milne et al, 
2014). 
Fire models of a variety of types play a role in carbon account-
ing. Fire affects carbon stocks directly by the release of combustion 
products and indirectly by altering vegetation age structure. While 
fire regimes remain substantially unchanged, fire effects on carbon 
balance v\?ill remain stable (Flannigan et al, 2009). However, the sens-
itivity of carbon stocks to altered fire regimes varies greatly between 
biomes. For example, fire is a primary driver of boreal forests, a biome 
that represents 2o7o of the global vegetation cover (Flannigan et al., 
2009). The types of fire models used in carbon accounting span many 
scales from global, (Thonicke et al, 2010), to the work of King et al. 
(2011) , which coupled the landscape fire regime simulation model 
F IRESCAPF (Gary and Banks, 2000) with the Ful lCAM carbon cycle 
model (Richards and Evans, 2004). These coupled models estimated 
a significant reduction in carbon stores in SE Australia under SRES 
climate scenarios. 
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The performance of the model used in this study is measured against 
three fire regime attributes; frequency, intensity and seasonality. A 
fire regime is a measure that encapsulates the primary attributes of 
fire in the landscape, changes in which are an indicator of potential 
impacts on ecosystem function, biodiversity and society. Being a met-
ric, it is value-neutral and only within a defined context can potential 
impacts be meaningful. This has not always been the case. The the-
ory of vegetation dynamics proposed by Clements (1916) dominated 
ecological thinking during the first half of the 20th century (Krebs 
et al., 2010). This theory conceives of vegetation as a super-organism 
progressing deterministically through serai stages to an idealized cli-
max state. Clements described vegetation in the field in terms of de-
viation from this ideal. Though criticized by Gleason 1917 ; Whittaker 
1953 and somewhat by Tansley (1935), the idea of an orderly develop-
ment fitted well with the v iews of nations undergoing industrializa-
tion (Krebs 2010). Fire was seen as a disturbance that interrupted or 
reset the natural development of the super-organism rather than an 
integral component of the environment within which life has evolved 
(Krebs et al, 2010). During the colonial period of the 19th century, 
the aims of colonialists and other newly arrived people were inevit-
ably at odds with those of the indigenous populations as regards fire 
(Zylstra 2006; Krebs et al. 2010; Gammage 2011) . In Europe, there was 
also conflict between different sectors of society and the use of fire, 
notably shepherds and owners of forests or buildings (Krebs et al., 
2010). The dominance of Clements and the values of owners of cap-
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ital combined to view fire as an externality of vegetation dynamics. 
The appreciation of fire, and disturbance more generally, as an in-
tegral part of environmental variability arrived when 'the fire regime 
concept in the ig6os became primarily a system for describing, quantifying 
and characterizing fire occurrence, without any value connotations. A fire 
regime is neither negative nor positive and may refer to any fire frequency, 
including fire exclusion.' (Krebs et al, 2010, p.59). Measuring and clas-
sifying components of environmental variation such as climate zones 
(Peel et al, 2007), biomes (Olson et al, 2001), forest types (Specht, 1970) 
and disturbance regimes (Pickett and White 1985; Bradstock 2010) is a 
powerful way of understanding and managing the complex dynamics 
of socio-ecological systems. 
While the definition of terms will vary with context, it would seem 
natural that to make scientific progress there must be a common un-
derstanding of shared terms. Terminology is especially difficult in 
ecology as the subject spans many, if not all, traditional disciplines. 
Spies et al. (2012) note that 'One problem impeding the development of a 
better understanding of fire effects at ecologically relevant spatio-temporal 
scales is that terminology associated with the fire behaviour and impacts are 
often used inconsistently or incorrectly'. Gignoux et al. (2011) list a num-
ber of examples where the meaning of terms has caused confusion 
and debate. With this in mind, defining fire regime by focusing on 
pyrological attributes without regard to a fire's antecedent and sub-
sequent conditions can help clarify a complex and potentially con-
fusing chain of causal relations. Gill (1975) has made one of the first 
clear definitions of fire regime (Krebs et al., 2010). He defined it as 
the history of fire at a point measured by the frequency, seasonality, 
intensity and type (below or above ground fire). Gill (1975) makes 
no reference to the temporal extent of the measures, their statistical 
distribution (means, variance or trends) nor what degree of change 
in these variables may constitute a 'shift' in regime. These are all 
rightly left to context. In other words, it is the history of fire at a 
point without regard to the reasons why fire may or may not have 
occurred or the effects that flow from it. In particular. Gill (1975) does 
not include area as a fire regime attribute, and this is a key difference 
between Gill (1975) and other writers on the topic (for example: Hein-
selman 1981; Christensen 1993). To include area is to mix the concept 
of a fire regime (history of fire at a point) with that of a fire mosaic. 
Area is rather a matter for measurements of the spatial autocorrela-
tion of point attributes for fire regimes as shown by Gill et al. (2003) 
in identifying patch structure in the savannas of northern Australia. 
1.3.1 Intensity 
Fireline intensity (Byram, 1959) is a measure of the rate of energy 
released per unit of fireline length (I) (kW.m '), a product of the heat 
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Table i.i: Broad thresholds of fire suppression effectiveness in relation to 
fireline intensity (after Alexander et al, 2000) 
I N T E N S I T Y ( k W m " ' ) C O N T R O L R E Q U I R E M E N T S 
< 500 Ground crews with hand tools 
500 - 2000 Water under pressure and /or heavy ma-
chinery 
200 - 4000 Helitanks and airtankers using chemical 
fire retardants 
> 4000 Very difficult if not impossible to control 
of combustion (H) (kj.kg the fuel weight (W) (kg.in^^) and the 
rate of spread of the fire (R) (tr.s^' ) and is therefore some indication 
of how difficult a fire may be to control (Table 1.1). 
I = H.W.R (1.1) 
In practice, not all fuel is available for combustion and for forest 
systems there are different traditions in the methods of estimating 
the proportion of fuel that can burn under particular conditions. In 
North America the rate at which fuel dries after rain is classified by 
the size of fuel elements. This approach is fundamental to many fire 
models and the lack of data in Australia on fuel element sizes may be 
one reason why North American models are not routinely applied in 
Australia (Opperman et al., 2006). Nevertheless, the fuel element size 
approach has been found to perform poorly in fire prediction (Keane 
et al, 2013b). Fires in Australian forest surface fuels use an empirical 
equation (drought factor) based on the time and amount of the last 
rain event to estimate the proportion of fuel available for combustion 
(McArthur 1967; Noble et al. 1980). Note that drought factor affects 
intensity by modifying the rate of spread (R) rather than fuel weight 
(W) in Equation 1 .1 . This approach of estimating fuel availability has 
also been questioned (McCarthy, 2003) suggesting that this area is 
one that may introduce significant uncertainty in rate of spread and 
therefore fireline intensity estimates. In systems where grass is a ma-
jor component of fuel, curing times are the critical factor in determ-
ining the proportion of fuel available for combustion (Cheney et al, 
1998). In the present study, however, discussion is confined to surface 
fuels in Australian eucalypt forests. 
In practice, fireline intensity is difficult to measure directly and is 
more often measured indirectly by estimating fuel weight and rate 
of spread, heat of combustion (H) being well conserved in Australian 
eucalypt litter (McArthur and Cheney, 1972). Rate of spread can be 
measured using: 
i Temperature probes and triangulation (Moore et al., 1995), mark-
ers placed on the perimeter of fires at constant intervals (Steph-
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ens et al, 2008) or fishing line placed across the path of experi-
mental fires as was done in Project Vesta (Gould et al., 2007); 
ii Reconstructions of fire perimeters at particular times from ob-
servations (e.g. Cruz et al, 2012). 
iii Measurement of fuels, their ignitiblity, sustainability and com-
bustability (Gill and Zylstra, 2005) together with meteorological 
data and the geometry of the fuel array. 
Intensity can be directly inferred by: 
i Empirical relationships with flame height and length (Van Wil-
gen, 1986; Burrows, 1997 and see review by Alexander and Cruz, 
2012); and 
ii Relationships with the effects of fire on vegetation (severity) 
such as scorch height (Burrows, 1997) and leaf char height (Wil-
liams et al., 1998) or satellite observations. 
The term 'severity' is often used instead of, or confounded with, 
intensity (Feller 1996; Spies et al. 2012). Though the term 'severity' it-
self has ambiguity (see debate following Odion and Hanson (2008), 
the generally agreed meaning of severity is the magnitude of the im-
mediate effects of fire such as mortality, seed release, resprouting, 
biomass consumed and changes in soil properties (Keeley, 2009). The 
confounding of severity and intensity may have to do with the ex-
perience of researchers working in forest types with stand replace-
ment fires as opposed to forests with strong resprouting potential. 
Keeley (2009) also makes a case for disentangling aspects of intens-
ity into fireline intensity and energy flux; the total energy released 
into the environment per unit time per unit area. Energy flux can 
have profound effects on plant mortality and soil and microbial prop-
erties. For example, a study by Doerr et al. (2006) found that water 
repellency changes after fire were inversely proportional to intensity, 
contrary to laboratory studies. The authors note that this may have 
been due to inferring energy flux from intensity which was in turn 
inferred from severity as estimates of biomass consumed. Shea et al. 
(2004) include 'duration' as a disturbance regime attribute, the equi-
valent of residence time, in their definition of disturbance. Some fire 
resistance strategies of plants are very dependent on short residence 
times (J. Gignoux, pers. comm., 2014). To compute fire residence time 
requires knowledge of both the leading and trailing edge of the fire 
front, which could perhaps be inferred from fuel element size and the 
rate of spread. 
1.3.2 Frecjuency 
Frequency at a point is the number of times a location burns over 
a period of observation and is often determined from fire scars and 
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tree ring data (McBride 1983; Swetnam et al. 1993; Cary and Banks 
2000). Changes in inter-fire intervals (mean and variance) can have 
consequences for plants adapted to particular fire regimes (Morrison 
et al. 1995), including no fire at all (Gill, 1975). Frequency can affect 
reproductive success by being more or less frequent than life-history 
attributes such as age at maturity and seed pool and plant longev-
ity (Gill, 1975; Noble and Slatyer, 1980). The life-history attributes of 
fauna are much less studied than flora (Whelan et al, 2002; Keith et al, 
2002), but no less important (Short and Smith, 1994; Bradstock et al, 
2005; Clarke, 2008; Banks et al, 2013). 
1.3.3 Seasonality 
Changes in seasonality may arise due to changes in ignition densities 
over time from all sources (Price and Rind, 1994; Kuleshov et al, 2002; 
Russell-Smith et al, 2007), rainfall and drought patterns (Pausas and 
Fernandez-Munoz, 2012), the curing times of grasses (King et al, 2012) 
and extended periods of high fire danger (Hennessy et al, 2005; Lucas 
et al, 2007). The general trend in Australia is for the peak fire season 
to shift from August-September in the tropical north towards Febru-
ary in Tasmania and other southern regions with a Mediterranean 
climate (Luke and McArthur, 1978). Fire seasonality affects severity 
as the response of flora and fauna to the time of year at which they 
are burnt can vary. Enright and Lamont (1989) have found signific-
ant differences in germination rates of co-occurring Banksia species 
between autumn and winter fires. Fires late in the fire season may in-
crease mortality of early recruits (Gill, 2008). Wright and Clarke (2007) 
found 'seedlings of woody species were significantly more abundant follow-
ing summer than winter fires' in central Australia while an interesting 
example of the effect of seasonality on mortality of resprouting mal-
lee can be found in Noble (1997) p. 51 in Gill (2008). Early season fires 
may affect breeding success of fauna as animals may be less mobile 
at this time (Neumann 1992 in Gill, 2008). 
1.3.4 Type 
Fires can be of two types in this sense, above or below ground. Be-
low ground fires burn without flame, potentially for long periods 
(the coal seam fire at Mt Wingen NSW has reportedly been burn-
ing for 6,000 years! - http://www.smithsonianmag.com/travel/fire-
in-the-hole) and kill plants through root destruction. In Australia at 
least, they are rare compared to above ground fires (Gill, 2008) and 
while they may have profound effects (Wein, 1981) they are not mod-
elled in the present study. 
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1.3.5 Spatial considerations 
Identifying patches with a common fire regime attribute can provide 
valuable insights into patch dynamics (Gill et al, 2003) and inform 
conservation management (Parr and Andersen, 2006). Strictly speak-
ing, if fire history is taken over a long enough time, all locations 
will differ by some measure of the fire regime and thus the spatially 
correlated fire regime attributes will have utility only for a particu-
lar purpose. Spatial attributes may be useful in pin-pointing areas 
where intensity, frequency and seasonality may be of a different or-
der and indicate changes in the relative importance of the drivers of 
fire. Fiorucci et al. (2008) showed that by disaggregating bi-modal fire 
size distributions into their constituent uni-modal parts, they could 
identify regions with differing fire regime classes. Slocum et al. (2007) 
used fire size-class distributions to disentangle the impact of natural 
and anthropogenic ignitions on fire regimes in the Everglades Na-
tional Park. 
An additional spatial attribute of a fire event is its shape complexity. 
Changes in fire shape complexity may simply be correlated with fire 
size (Eberhart and Woodard, 1987; Burton et al., 2009; Andison, 2012) 
which in turn is likely associated with increasing intensity (Gill and 
Allan, 2008). In a fire simulation model, if fire shape is recorded as 
a polygon then fire shape complexity can be measured as the ratio 
of the polygon length to the perimeter of a circle of the same area 
(Hengl, 2006). 
As the proportion of large fires in a region increases, the fire fre-
quency at each point in the landscape will regress to the mean of 
the whole landscape. However, what constitutes a large fire depends 
on scale of observation and the question being asked. Gill and Allan 
(2008) suggest large fires are those that, combined, contribute more 
than 50% of the total area burnt over the time and area of interest. For 
example, in the Australian Alps, two fires (those of 1939 and 2003) ac-
count for more than 70% of area burnt since 1927 (data courtesy P. 
Zylstra). 
An interesting measure of landscape heterogeneity is that proposed 
by Brookhouse et al. (2010), which has implications for both landscape 
and species diversity. The authors define a point measure of distance 
to structural complement (DiSCo), which is the minimum distance 
from a point that encounters all structural elements defined within 
a landscape from a finite set. In a fire model, the set of structural 
elements could be defined as say, a set of fuel age classes and the 
DiSCo measure, the minimum distance from a point to all fuel age 
classes. This provides a relatively simple point classification of patch 
complexity. A low DiSCo index indicates high diversity of the chosen 
fire regime attribute at fine scale and may have application to fire and 
habitat studies such as Leavesley et al. (2010). 
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In summary, over the past loo years, fire has come to be seen as an 
integral component of the environmental variability within which life 
has evolved. A fire regime is the history of fire at a point measured 
by its pyrological attributes: frequency, intensity, seasonality and type. 
A s noted, below ground fires are not modelled in this study and the 
remaining three attributes of frequency, intensity and seasonality are 
the response variables by which the importance of experiment factors 
in this thesis is measured. 
1 . 4 S Y S T E M S A N D M O D E L S A S A B S T R A C T I O N S 
The hypotheses posed in the introduction are questions about levels 
of abstraction. Ideally, a good model is independent of the level of 
abstraction but this is rarely the case (Gignoux et al, 2011) . In its 
most general sense, abstraction is simply the process by which we 
identify what is relevant: 'that part of the universe under consideration' 
(Carnot 1824 in Gignoux et al. 20 1 1 ) or 'to isolate systems for the pur-
pose of study' (Tansley, 1935, p 300). However, abstraction can also 
refer to the method by which models are formulated (Zucker, 2003). 
Two models can be differently formulated (algebraically or geometric-
ally for example) yet be at the same level of abstraction if both have 
identical skill in answering any particular question put to them, that 
is, they can prove the same set of theorems. Level of abstraction, on 
the other hand, refers to the degree of simplification and there is no 
guarantee that the simpler model can prove all theorems provable by 
the more complex model. Taking a fire regime simulation model as 
an example, simplifying entails one of five operations: 
i Ignoring some processes entirely (e.g. herbivory and livestock 
grazing) 
ii Ignoring some aspects of a process (e.g. terrain effects on wind); 
iii Limiting the amount of an entity (e.g. making space and/or 
time discrete); 
iv Limiting the number of states of an attribute of an entity (e.g. 
reducing species abundance to presence/absence values); and 
v Aggregating disparate entities as one (e.g. an organism is an 
aggregation of organs). 
In the field of artificial intelligence, these abstraction operators have 
formal names: domain hiding, co-domain hiding, domain reduction, 
co-domain reduction and aggregation respectively (Zucker, 2003). Time 
and space are continuous and choosing to make either of these do-
mains discrete is domain reduction. Due to the subjective nature of 
abstraction, there can be no formal way to decide what is the ap-
propriate level of abstraction needed to correctly capture system be-
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haviour. However, three approaches have been suggested that may 
assist (Gignoux et al, 2011): 
i Reduce empiricism by comphance with standard protocols (Grimm 
et al, 2006, 2010; Gignoux et al, 2011); 
ii Exphcitly design scaling-up methods (Barnes and Roderick 2004; 
Boulain et al. 2007); and 
iii Employ modelling tools to allow easy comparison of abstraction 
decisions (Amouroux et al, 2009; Lacy et al, 2013). 
Following these suggestions respectively, in this study: 
i FIREMESH has been documented using the ODD protocol (Over-
view, Design concepts. Details) (Grimm et al, 2006, 2010) (Ap-
pendix 1). In addition, schematic diagrams of the model archi-
tecture use the Unified Modelling Language 
(UML: http://www.uml.org) (Rumbaugh et al, 2004); 
ii An approach to scaling has been explored by altering spatial 
resolution to suit the level of detail required over the spatial 
extent of simulations (Chapter 4 and introduced in Section 1.4.5 
below); 
iii The model has been implemented in a standardised ecological 
simulation framework. This framework is an implementation of 
the conceptual model of ecosystems (Gignoux et al, 2011) and 
it is hoped it may in future complement the ODD protocol. The 
conceptual design of the model is discussed in Chapter 3 and 
complies with the ecosystem ontology proposed by Gignoux 
et al (2011). The framework provides the architecture with which 
to compare the above abstraction decisions. 
1.4.1 Grounded abstractions 
A grounded abstraction is 'that part of the universe under consideration'. 
It is the detailed perception of the world (the grounding) upon which 
we can compare other levels of abstraction with the confidence of 
objectivity (Zucker, 2003). More formally, abstraction is a reduction 
of the number of states representable by an abstraction compared to 
the grounded abstraction. For example, to compare a model working 
at several different time steps (the abstractions), data of at least the 
finest time step (the grounded abstraction) must be used unless some 
form of interpolation is required. However, interpolation introduces 
states in the abstraction that are not present in the grounded abstrac-
tion and so results would be confounded. For example, if half-hourly 
wind speed and direction data are interpolated to one minute resolu-
tion using either a linear or cubic spline method, noticeable exaggera-
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Hons occur when change is rapid (Figure 1.2). Considering the discon-
tinuous response of fire behaviour to weather variables noted above, 
these slight exaggerations pose a particular problem for temperature 
as it introduces fire extinguishment events that are not implied by the 
original data. Therefore, in the present study, interpolafion is avoided 
in any aspect of the model that is to become an experimental factor 
(time and space). 
a) Linear interpolation b) Cubic spline interpolation 
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Figure 1.2: The consequences of interpolating wind vectors 
Half-hourly wind data interpolated to ten minute values. Interpolation 
methods are (a) linear and (b) cubic spline. Wind speed and direction 
are interpolated as wind vectors (x west to east velocity, y south to 
north velocity). Wind speed is held constant at 20 k m h " ' and wind 
direction changes by 45° every 5 hours. Although the wind speed is 
constant (in the data or grounded abstraction - the five-hourly read-
ings), it does not remain constant in the interpolation (solid line). This 
is particularly problematic for fire simulation wi th regard to temperat-
ure interpolation when using a cubic spline, as minimum temperatures 
wil l be exaggerated. Fire regime simulation models are very sensitive 
to min imum temperature. Thus the abstraction (10 minute readings) 
introduces states that are not present in the abstraction upon which 
this is grounded (the five hour readings) 
It follows that, when performing experiments by manipulating a 
single model, we are comparing various abstractions of the one groun-
ded abstraction. Of course, one can object that the differences so 
found may only have relevance to this one particular grounded ab-
straction. Another model will produce different results. Therefore, the 
model (the grounded abstraction) must be well described with refer-
ence to the literature (in this sense a grounded abstraction) so the 
reader can form a view as to the degree of generality of the findings 
in the context of their circumstances. 
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1.4.2 Scale 
Abstraction takes place in the context of scale. Each of the processes 
that comprise 'that part of the universe under consideration', that is, an 
ecosystem or system, can operate at a different scale (Gignoux et al, 
2011) . This is not always recognized and can lead to confusion in the 
use of the terms system or ecosystem. All that can be said in defining 
the term 'system', is that systems have nothing more in common than 
'identifiable entities and identifiable connections between them... to say more 
is to commit the fallacy of misplaced correctness' (Jordan, 1968, pp. 38-39). 
It is this fallacy that has possibly led one ecologist to suggest the eco-
system concept is dead and should be 'buried with full military honors' 
(O'Neill, 2001). Unlike the concept of a holocoen (Friederichs 1927, in 
Jax (1998), which Friederichs considered was a 'naturally delimited part 
of the biosphere' Qax, 1998, p 188), the ecosystem of Tansley (1935) does 
not have an objective existence but is observer-dependent (Gignoux 
et al., 20 1 1 ) as is Jorden's system. We could go further and say that an 
observer need not be taken literally, but is simply the scale at which 
something (plants or animals) interact with the world (Levin, 1992). 
Therefore it cannot be said, as Figure 1.3, that an ecosystem is con-
tained within a landscape; to do so is to over-specify and commit the 
fallacy cited above. Tansley's concept of the ecosystem (Tansley, 1935) 
is scale-independent (Gignoux et al. 20 1 1 ) until an observer identifies 
a particular ecosystem; until then the concept does not have an object-
ive boundary as suggested by Friedericks (1927). Changes in spatial 
or temporal extent over which observations are made will lead to dif-
ferent importance rankings of system drivers (Wiens, 1989). Changes 
in resolution, on the other hand, can lead to the emergence of pat-
terns not apparent at other resolutions (e.g. Diiben and Korn 2014; 
Schiemann et al. 2014). In landscape fire simulation models, for ex-
ample, persistent long-term patterns of fire severity may not be ap-
parent below some resolutions simply because slope, which increases 
intensity for fires burning uphill, approaches zero as resolution be-
comes coarser. 
When a list of entities and their connections are identified as an 
ecosystem (a forest, a soil layer, fire propagation and so forth), each 
of these entities will have an associated scale for the observer. Note 
that an ecosystem is a particular type of system. Jordon writes of a 
taxonomy of systems with a distinction made between static and func-
tioning systems (Jordan, 1968). An ecosystem must clearly function in 
some way, that is, operate over time. Each identified entity functions 
at some scale and these scales need not be the same. Therefore any 
given instance of an ecosystem (list of identifiable functioning entities 
and identtfiable, and possibly changing relationships) is potentially a 
multi-scale object (Gignoux et al., 2011) and so too are models that 
represent these systems. This is common practice. FIREMESH, for ex-
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Figure 1.3: Graphic depicting a nested hierarchy of ecological entities 
From this image it could be mistakenly thought that landscapes con-
tain ecosystems in the same way as organisms contain organs (from 
Odum and Barrett, 1971). 
ample, has processes that change in years (litter inputs and decay), 
days (soil moisture), hours (fire propagation steps) and seconds (igni-
tions). Likewise the model can have processes that operate from milli-
meters (soil moisture balance) to square meters (surface litter process) 
and i,ooo's of km^ (fire propagation). 
1.4.3 Physical-biological duality 
Tansley conceives of the ecosystem as a combination of physical and 
biotic elements (Tansley, 1935). Hovv'ever, biotic elements can be viewed 
as both physical (canopy interception of rainfall) or biotic (canopy 
growth and seed production) and if Tansley's ecosystem is not over-
specified, it can encompass these two aspects of the one thing (Gignoux 
et al, 2011). This too is common practice in models of ecosystems. The 
biotic component of FIREMESH is vegetation. This is simply represen-
ted as a model of litter input and decay rates (Olsen, 1963): a physical 
perspective of a biotic component. Other landscape fire succession 
models represent vegetation from a biotic perspective (e.g. Pausas 
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and Ramos, 2006; and the LAMOS model in Keane et al, 2013a, used 
the cohort-based vegetation model of Moore and Noble, 1990 that em-
ploy parameters relevant to the vital attributes of plant function types 
Noble and Slatyer, 1980). 
1.4.4 Landscapes 
A landscape fire succession model is an ecosystem model. An ecosys-
tem model need not be explicitly spatial, but the addition of the term 
'landscape' does imply that spatial relations between entities in the 
system being modelled are important. Lepczyk et al. (2008) defines a 
landscape as a spatially explicit ecosystem, but in common usage not 
all spatially explicit ecosystem models are landscape models. The pur-
pose in using the term 'landscape' to distinguish this class of model 
from other models of fire and vegetation interactions seems two-fold: 
to suggest intuitively the scale at which we (humans) experience the 
world and at the same time to distinguish these fire models from oth-
ers which do not explicitly employ spatial relations to simulate fire 
regimes (Krawchuk et al, 2009; Thonicke et al., 2010; McCarthy et al, 
2002; Moreno and Chuvieco, 2013). 
However, the term 'landscape' is still not consistently applied. For 
example, the models listed by Keane et al. (2004) as landscape fire 
succession models also include models such as MCFIRE (Lenihan 
et al, 1998) which are a set of point-models that do not include spatial 
interactions between those points. Other authors suggest the term 
'landscape' should only be used where spatial relations are viewed as 
central to the behaviour of the system (Allen and Hoekstra, 1992). 
1.4.5 Spatial representation: Models of space 
Besides spatio-temporal resolution, this study also examines aspects 
of the way in which space is represented. Time and space differ in 
their number of dimensions. Because space has more than one dimen-
sion, the way points in space are connected (topology) is an attribute 
of space that can be abstracted in some way. 
As noted, fire models such as FARSTTE (Finney, 2004) and PRO-
METHEUS (Tymstra et al, 2010) represent the fire front as a vector 
of discrete points. However, they differ from other fire simulators in 
that they attempt to maintain a constant number of points on the fire 
perimeter as the perimeter changes. This implies that the spatial con-
nectedness of the model is dynamic, as paths from one point to the 
next are determined with the primary aim of creating more or fewer 
perimeter points to maintain the polygon segment lengths at some 
specified resolution. On the other hand, with raster models of space, 
the neighbourhood relations (distance, angle and slope) are discrete, 
explicit and unvarying regardless of whether the relations are reg-
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ular as in a raster grid (Hengl, 2006) or in fact irregular, as is the 
case with a Triangulated Irregular Network (TIN) (Heil and Brych, 
1978; Peucker et al, 1978). The number of neighbours to a point in 
space can have implications for the responsiveness of simulated fire 
spread to weather and terrain (Feunekes, 1991; Johnston et al, 2008; 
Trunfio et al, 2011; Boer et al., 2011). Studies of percolation in lattices 
(Plotnick and Gardner, 1993) have identified percolation thresholds: a 
threshold where the probability of system spanning events (e.g. sim-
ulated fires) changes rapidly with the proportion of sites that are con-
nected. In a model, these thresholds depend on the number of neigh-
bours between locations and the frequency of such events is often 
described as having a power-law distribution producing scale-free 
patterns in landscapes (Bak et al, 1987). The implication is that the 
long-tailed distribution of fire sizes typically observed is an emergent 
property of self-organized criticality. However, Boer et al (2008) and 
Boer etal (2011) question this and make the case that this observation 
contains an implicit assumption about the neighbourhood invariance 
in these models. That is, scale-free pattern formation arises only be-
cause the number of neighbours, regardless of how many there are, 
is fixed. In fire simulators with a fixed topology, the number of neigh-
bours actually represents a maximum rather than a fixed number 
of neighbours. The realized number of neighbours varies with the 
weather, fuel and terrain, and thus effects of self-organized critical-
ity do not necessarily apply. If the model included propagation by 
ember transport (fire spotting), the number of neighbours would be 
larger again. Boer et al (2008) have shown that it is the long-tailed 
distribution of extreme fire weather that principally determines the 
long-tailed distribution of fire sizes rather than some intrinsic prop-
erty of self-organized criticality. 
Typically, landscape fire regime simulation models use a raster grid 
as their model of the spatial domain because such a design is efficient 
and this class of model, as already noted, must run over relatively 
large spatial and temporal extents given the size and frequency of 
fires in many systems. Raster grids have a topology of four ortho-
gonally adjoining neighbours (von Neumann neighbourhood) or op-
tionally all eight neighbours (Moore neighbourhood). Regular lattices 
with six neighbours have also been used (Davis and Burrows, 1994; 
Trunfio, 2004). The number of neighbours can be extended to those 
points beyond the first annulus to have 24 or 48 neighbours (Perera 
et al, 2008) but this can violate assumptions of scale (Johnston et al, 
2008). 
Another model (Johnston et al, 2008) uses TINs with a random 
Poisson-Disk distribution of vertices (McCool and Fiume, 1992), in 
effect, a closest-packing arrangement of the area represented by each 
vertex somewhat similar to a honeycomb. When vertices, arranged 
in this way, are connected with a Delaunay triangulation (Delaunay, 
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1934; De Berg et ai, 2000) (no crossing edges), an arrangement with, 
on average, six neighbours to each vertex is produced (Figure 1.4). 
The distribution of vertices can vary in order to increase resolution in 
Even Uneven 
0 2 4 6 8 10 
number of edges number of edges 
Figure 1.4: Density distribution of the number of neighbours to a vertex 
with an even and uneven distribution of vertices 
The uneven distribution attempts an optimal placement of vertices to 
increase resolution where rates of change in the terrain are greatest. 
Methods for creating these meshes are discussed in Chapter 4. 
regions where the landscape may have more variability and where the 
model may require finer resolution to function correctly (Figure 1.5). 
This has the potential to make the degree of model error attributable 
to resolution, constant over its spatial extent but will also have the 
effect of flattening the distribution of the number of neighbours to 
each vertex (Figure 1.4). Methods for producing these arrangements 
are discussed in Chapter 4. Using a variable resolution mesh is an 
approach used in many fields, including seismology (Braun et ai, 
1995), General Circulation Models (Zarzycki et al, 2014; Duben and 
Korn, 2014), fluid dynamics (Anderson et al, 2005) and astronomy 
(Cautun and van de Weygaert 2011 after Schaap 2007). While errors 
arising in estimates of area burnt from the number of neighbours has 
been noted, to my knowledge no research has been done to examine 
whether this is important for landscape fire regime simulation models 
when ranked with their response to typical experimental treatments. 
The use of TINs for fire modelling has been pioneered by Johnston et 
al. (2008). 1 am not aware of any attempts to use variable local point 
densities to optimize the use of space in a fire model nor any research 
on how any of these decisions may affect the importance of factors 
that influence the generahon of synthetic fire regimes. It follows that 
there are three separate questions contained within Hypothesis 2. The 
first two ask if the relative importance of the drivers of fire by simu-
lation modelling is insensitive to: 
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(a) 
Figure 1.5: Two maps showing an even (Poisson-Disk) distribution (a) and 
uneven distribution (b) of vertices 
The uneven distribution attempts an optimal placement of vertices to 
increase resolution where rates of change in the terrain are greatest. 
Methods for creating these arrangements are discussed in Chapter 4. 
See also Figure 3.1 
i The number of neighbours connecting points (vertices) within 
the model's the spatial extent; 
ii The regularity / irregularity of disposition of locations in space, 
that is, a regular grid or a triangulated irregular network with 
a Poisson-Disk distribution of vertices; 
The last questions asks if: 
iii Landscape fire simulation models can be made less sensitive 
to changes in spatial resolution by some optimal placement of 
vertices within a complex terrain. 
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Fire plays a key role in ecosystem dynamics and its impact on en-
vironmental, social and economic assets is increasingly a critical area 
of research. Estimating the relative importance of the drivers of fire 
behaviour is an essential first step in understanding how fire effects 
interact with the social and ecological environment as that environ-
ment itself undergoes change. Fire propagates as a contagious pro-
cess and simulation offers an approach to capture this important be-
haviour explicitly. However, simulation requires the introduction of 
nuisance parameters and given the non-linearity of many aspects of 
fire behaviour, the level of abstraction entailed by the choice of these 
parameters may challenge previous findings of fire regime landscape 
simulation models. This, to the best of my knowledge, has not been 
tested and is the core work of this thesis. 
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There are four formal hypotheses for this study addressing issues 
of spatio-temporal resolution and spatial representation in fire-regime 
simulation modelling: 
i Ranking the relative importance of the drivers of fire by simula-
tion modelling is insensitive to a wide range of spatio-temporal 
resolutions; 
ii Ranking the relative importance of the drivers of fire by sim-
ulation modelling is insensitive to the number of neighbours 
connecting points (vertices) within the model's the spatial ex-
tent; 
iii Ranking the relative importance of the drivers of fire by simu-
lation modelling is insensitive to the regularity / irregularity of 
disposition of locations in space; and, 
iv Landscape fire simulation models can be made less sensitive 
to changes in spatial resolution by some optimal placement of 
vertices within a complex terrain. 
The hypotheses are tested by adapting a well-established, peer-
reviewed fire regime simulation model (FIRESCAPE: Cary and Banks 
2000) that has been widely used to estimate the relative importance of 
many of the factors affecHng fire regimes. This model is extensively 
modified to isolate just those aspects of the model's sensitivity to res-
olution and discrete geometries that are unavoidable or intrinsic to 
the choice of these nuisance parameters. The modified model (FIRE-
MESH) is used to test the hypotheses above, using published experi-
mental treatments that can stand as yardsticks by which formal estim-
ates of the importance of resolution and discrete geometries (nuisance 
parameters) can be made. 'Importance' is determined with reference 
to three of the attributes of fire regimes: frequency, intensity and sea-
sonality. 
As noted in Section 1.4.1 concerning a grounded theory of abstrac-
tion, the findings in this thesis may only have relevance to the par-
ticular model and data set used to test these two hypotheses but in 
a less formal sense, the abstraction upon which the model is groun-
ded is the literature in this field. To assist in estimating the generality 
of these findings, the data and model, together with modifications 
to address the hypotheses of this study, are described in chapters 
two and three. In Chapter four, the consequences in making time 
and space discrete are examined in detail and a method proposed 
whereby model sensitivity to spatial resolution may be minimized. 
In Chapter five (Verification), the model is tested to confirm that the 
specifications detailed on Chapter three (and Appendix 1) are correct. 
In Chapter six (Validation), the model and data are tested to confirm 
that they are an appropriate choice with which to address the hy-
potheses of this study. Hypothesis (i), which addresses spatial and 
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temporal resolution is tested in Chapter seven. The hypotheses ad-
dressing questions of discrete geometries are tested in Chapter eight. 
Chapter nine provides a synthesis of the study and discusses some 
further directions in modelling studies where the focus is on under-
standing system behaviour in the context of levels of abstraction. 

D A T A R E Q U I R E M E N T S : T E R R A I N , V E G E T A T I O N , 
W E A T H E R A N D R E P L I C A T I O N 
2 . 1 O V E R V I E W O F T H E M O D E L S D A T A R E Q U I R E M E N T S 
FIREMESH (see Chapter 3 and Appendix 1 for a full model descrip-
tion) is based on FIRESCAPE (Cary, 1998; Cary and Banks, 2000; Mc-
Carthy et al, 2002). The original purpose of FIRESCAPE was to ex-
plore variation in spatial patterns of fire regimes and the distribution 
of plant species that may arise from these patterns. FIRESCAPE was 
developed in the mid-1990s and much has changed in computer tech-
nology and fire science since that time, in particular new methods for 
estimating rates of fire spread arising from Project Vesta (Gould et al, 
2007; Cheney et al, 2012). At its core are the equations derived by 
Noble et al (1980) based on McArthur's Mk 5 Forest Fire Danger 
Meter (FFDM) (McArthur, 1973) (see: Appendix Section A.7). The 
FFDM has been the most widely used method in Australia to cal-
culate forest fire danger indices (FFDI) though it may be replaced for 
the estimation of fire behaviour by field guides informed by Project 
Vesta. The parameters for the FFDM are air temperature, humidity, 
wind speed, soil dryness and the amount and time of the last rain-
fall event. With the additton of slope and the weight of fine surface 
litter, the forward rate of spread of the head fire can be calculated. 
This then, is an empirical one-dimensional model of fire spread upon 
which FIRESCAPE is based. The only additional input required to 
model fires in two dimensions is wind direction. 
FIRESCAPE has been used in many studies (Cary and Banks, 2000; 
McCarthy et al, 2002; Keane et al, 2003; King et al, 2oo8a,b; Cary et al, 
2006, 2009; King et al, 2011, 2012; Bradstock et al, 2012; Keane et al, 
2013a) and is designed specifically for the forests of SE Australia, the 
same region in which many of the observations were made to develop 
the empirical relationships between weather, fuel and terrain that un-
derlie predictions made using the FFDM. The terrain, vegetation and 
weather used in the present study are very similar to those used in 
developing FIRSCAPE. This, along with its published record and pur-
pose, make FIRESCAPE an appropriate choice for modification to suit 
the aims of this work. 
The average inter-fire interval (IFI) derived from maps of fire ex-
tents (Courtesy: P Zylstra 2011) for NSW portion of the Australian 
Alps is 50 years. This value would likely have high uncertainty as 
the available data spans only about twice the IFI and of course does 
not include pre-European fire regimes. For example, considering the 
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larger region of the Southern Alps from the Victorian border to the 
northern extent of the ACT, two fires, in 1939 and 2003, contribute 
70% of the area burnt in the last 90 years. Within the 2,500 km^ study 
region (Figure 2.1) the 2003 fires alone contribute 77% of area burnt 
over the years 1985-2010. Fire sizes of 10 ha are the most frequent 
and within the long-tail distribution typical of fire sizes there is a pro-
nounced higher frequency between 103 and 104 hectares (Figure 2.2). 
Nevertheless, the 50 year IFI from this limited data set accords with 
estimates by Pryor (1939); Shugart and Noble (1981); Anon (1973) and 
is used to calibrate simulations in this study. 
The number of recorded fires between 1985 and 2009 within the 
study region is six per annum. Fifty ignitions have been recorded 
between 1983 and 1996 of which 30% have been attributed to light-
ning, approximately one per year (NSW National Parks Southern Fire 
Data). All lightning initiated fires occurred in summer. 
2 . 2 T E R R A I N A N D V E G E T A T I O N 
A mountainous region of comparatively complex terrain (in Australian 
terms) has been chosen for this study to explore any consequences 
spafial resolution may have for fire regime generation. The area is 
2,500 kra^ of the Brindabella Ranges, encompassing the southern 
half of the Australian Capital Territory (latitude 35.79-35.45° S, longit-
ude 148.77-149.15° E (Figure 2.1). Elevations range from 560 to 1,910 
metres with a mean elevation of 1,189 metres above sea level. Eighty 
per cent of slopes are less than 20° (see Section 5.7 for the implica-
tions of this) and east and west aspects predominate (Figure 2.3). The 
digital elevation model (DEM) used in this study has a cell area of 
0.04 hectares. It was created using ANUDEM version 5.3 (Hutchin-
son, 2007) based on contour and stream flow vectors from the NSW 
Department of Lands, corrected for errors by John Stein (ANU). 
Under the Interim Biogeographic Regionalization of Australia clas-
sification (Anon, 2012), the stiidy region is characterized by the South-
East Highlands (SEH) and Australian Alps (AUA) sub-regions. The 
vegetation cover is predominantly dry sclerophyll forests with shrubby-
/grassy understorey at lower elevations and wet sclerophyll forest 
at higher elevations (Keith, 2004). The highest elevations are often 
covered by sub-alpine woodland. 
This area is a subset of the 9,000 km^ area used in developing 
FIRESCAPE (Cary, 1998) (Figure 2.1). A smaller extent was necessary 
because, at times, finer resolutions are required for the simulation ex-
periments. For example, at a resolution of 0.25 hectares, one million 
points are required and beyond this, simulations become impractical 
with the computer resources available. Edge effects and the scale of 
fires in this region may limit how small an extent is viable for simula-
fion experiments. However the size of the study area was that adop-
2 . 2 T E R R A I N A N D V E G E T A T I O N 27 
Brindabella study site 
elevation (m) 
- High 1911 
20 km 
i_J 
Figure 2.1: The Brindabella Ranges study landscape of 2,500 km^ (coloured) 
is shown against the boundaries of the Australian Capital Territ-
ory 
The extent of the landscape used in developing FIRESCAPE is shown 
in grey (approximately 9,000 km^) . Weather stations important to 
the current study are marked: Canberra Airport (Elv.: 577 m, Lat.: -
35.31, Lon. 149.2), Bendora (Elv.: 815 m, Lat.: - 35.44, Lon.: 148.83), 
Tidbinbilla (Elv.: 700 m, Lat.: -35.44, Lon.: 148.94) and Mt Ginini 
(Elv.: 1,760 m, Lat.: -35.53, Lon.: 148.77). 
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Observed fire size distribution 
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Figure 2.2: Fire size density distribution for the Australian A l p s (including 
the study region) (1922-2010) 
(data courtesy: P. Zylstra) 
ted for the model comparison studies of Gary et al. (2006, 2009) and 
Keane et al. (2013a) v '^hich involved a number of landscape fire regime 
models including FIRESCAPE. The ratio of mean fire size to the ex-
tent of the region is about 0.008 and the ratio of recovery to mean fire 
return interval about 0.3 assuming a recovery time to canopy closure 
of 15 years (M. Dougherty, pers. comm., 2014). This places the study 
area in an 'equilibrium' state according to the interpretation of that 
term by Turner et al. (1993). 
The fuel maps used are those developed by Gary (1998) for FIRE-
SCAPE (Figure 2.4). These are generated from empirically derived 
fuel loads of fine surface litter and decomposition rates for five eleva-
tion classes (Table 2.1) which form the parameters to the fuel growth 
equation of Olsen (1963) (Equation 2.1). Equilibrium fuel accumula-
tion levels (Xss) against elevation form approximately a logistic func-
tion describing the combined effects on the balance of fuel inputs 
and decay rates of decreasing temperature and increasing precipita-
tion with elevation. 
F = X s s ( l - e kti (2.1) 
where: 
Xss = equilibrium fuel accumulation level; 
k = decomposition constant; and 
t = time in years. 
(Olsen, 1963) 
2 . 3 C L I M A T E 29 
Slope 
I i i 
J h ^ O - I h ^ 
600 1000 1400 1800 
meters above sea-level 
0 10 20 30 40 50 0 50 150 250 350 
degrees tram north 
Figure 2.3: Density distributions of elevation, slope and aspect for 2,500 km^ 
of the Brindabella ranges 
Mean elevation is 1,189 m, 80% of slopes are less than 20° and east 
and west aspects predominate. 
Table 2.1: Steady state values ( X s s t . h a " ' ) and litter input rates rates (L) for 
surface litter for five elevation classes in the Brindabella study 
region (from Cary, 1998) 
ELEVATION (m) Xss(t .hQ L( t .hQ COVERAGE 
<=750 9.64 2.89 7% 
<=1 ,000 9-95 2.98 6% 
< = 1 , 2 5 0 1 1 . 5 5 3.46 40% 
<=1 , 500 14.67 4.40 40% 
>1 ,500 16.37 4.91 7% 
2.3 CLIMATE 
The climate is temperate, without a pronounced dry season and with 
w a r m summers , classified as cfb under the Koppen-Geiger climate 
classification system (Peel et ai, 2007). Weather data from Canberra 
Airport (see location in Figure 2 . 1 ) shows a slight predominance to-
w a r d s s u m m e r rain both during the period of data used for this study 
( 1985-201 1 ) and the long-term records (1939-2014) (Figure 2.5.a). This 
s tudy is l imited to a 26 year span of weather data for reasons de-
scribed below. 
Monthly means of the m a x i m u m daily temperatures show a typical 
continental mid-latitudes profi le ranging from 1 1 . 5 ° C in July to 28° C 
in January. Monthly means of dai ly minimum temperature are about 
0.5° C higher in the 26 year study data than the long-term average 
data (Figure 2.5.b). Monthly means of daily relative humidity (meas-
ured at the time of m a x i m u m temperature) range from a max imum 
in February to a min imum in August whi le w ind speeds achieve their 
m a x i m u m in October and minimum in May. The highest half-hourly 
w i n d speed recorded is 70 km.h ^ and only 0.07% of records exceed 
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Figure 2.4: Steady state values ( X j s t h a ' ) (fine surface litter) for five el-
evation classes (Table 2.1) in the Brindabella Ranges after Cary 
(1998) 
Mean elevation is 1,189 m, 80% of slopes are less than 20° and east 
and west aspects predominate. 
50 km.h ' . Monthly mean daily drought factor, calculated using the 
soil dryness index of Mount (1972), has a maximum in autumn and a 
minimum in spring (Figure 2.5.6). This follovk's from the use of differ-
ent evapo-transpiration tables between spring and autumn to account 
for the effect of soil temperature inertia on soil dryness (Table A.2). 
These variables combine to give a clear maximum FFDI in January 
with an asymmetry towards autumn (Figure 2.5.f). 
Wind from the north-west dominates the wind direction. These 
winds come from the inland, are drier and occur more frequently dur-
ing summer months. As a consequence, fire runs from the north-west 
are common (Figure 2.6), cutting diagonally across the predominantly 
east-west aspect of the Brindabella Ranges (Figure 2.3.C). As noted, 
one of the topics examined in the present study is spatial represent-
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Figure 2.5: Daily values (averaged over the month) of precipitation, temper-
ature, wind speed, relative humidity and drought factor 
Forest Fire Danger Index are monthly means of 3pm values (McAr-
thur 1973). All data was recorded at Canberra Airport (1985-2011) 
and (1939-2011) (Elv.: 577 m, Lat. -35.31, Lon. 149.2). Humidity is 
measured at the time of daily maximum temperature. Drought factor 
is calculated using the Soil Dryness Index of Mount (1972). 
32 DATA REQUIREMENTS: T E R R A I N , VEGETATION, WEATHER A N D R E P L I C A T I O N 
ation. This entails running simulations with var ious neighbourhood 
topologies. It is well k n o w n that simulating fire spread using a reg-
ular eight neighbour configuration produces up to a 50% reduction 
in rate of spread in directions 22.5 degrees f rom the eight cardinal 
and semi-cardinal compass points (Feunekes, 1991)- If such an effect 
is important in the generation of fire patterns f rom this data, the pre-
dominance of fire runs f rom the N N W may provide a useful test case. 
Relative proportion of wind and modelled fire runs 
Canberra Airport (1 /7/1985 - 30/6/2011) 
c 
wind run 
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Figure 2.6: Density distribution of wind directions, clockwise from north 
and fire runs from half-hourly weather data at Canberra Airport 
(1985-2011) (Elv.: 577 m, Lat. -35.31, Lon. 149.2) 
Fire runs (circ les) are ca lcu la ted as vector sums ( t o t a l d is tance t rav-
elled by d i rec t ion) when f i re l ine in tens i ty is greater t h a n 100 k W . m - 1 
assuming a surface fuel we igh t of 12.5 t . h a \ and using t h e Mark 
V Forest Fire Danger Me te r ( M c A r t h u r 1973) and a d r o u g h t fac to r 
ca lcu la ted using the soi l -dryness index of M o u n t (1972) . 
Mean daily 3 p m FFDI shows considerable inter-annual variability 
with an increasing trend in FFDI over the 26 year period (Figure 2.7). 
The model comparison experiments of Gary et al. (2006, 2009) and 
Keane et al. (2013a) looked specifically at the relative importance of 
this weather variability compared to climate and other treatments. 
Two of these experiments are replicated with F M in Chapter 6 (Valid-
ation). 
Canberra Airport has the longest record of half-hourly data avail-
able within a 50 km radius of the mountainous study region for which 
F I R E S C A P E w a s developed. Other data is available at coarser resol-
ution but for the purpose of this study, which includes an analysis 
of temporal resolution, data with a resolution of at least hal f-hourly 
readings is necessary. 
The data comprises temperature, vapour pressure, w i n d direction 
(at 10 ° resolution) and wind speed at half-hourly intervals. Wind 
speed is the sustained wind speed averaged over the 10 minutes lead-
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Figure 2.7: Annual average daily values of weather variables recorded at 
Canberra Airport ( 1985-2011) 
Drought factor is calculated using the soil-dryness index of Mount 
(1972). Forest Fire Danger Index is determined using the Mark V 
Forest Fire Danger Meter (McArthur, 1973). 
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ing up to the time of the observation at lo metres above ground level 
(Uio). Rainfall, used to drive the soil moisture model, is recorded 
daily at 9am. 
The mean annual precipitation is 647 mm per year over the 70 years 
for which records exist for this station and 606 mm.y ' over the 26 
years of the data for this study. The highest daily rainfall is 126 mm 
and longest period with a drought factor > 8 is 40 days. Daily rainfall 
over 10 mm occurs on 5.2% of days and 18% of rain events. This is 
the rainfall at which FIREMESH will extinguish a fire regardless of 
the wind speed, temperature or humidity. Thirty eight per cent of the 
half-hour readings have a maximum wind speed > 12.5 k m . h ^ ' . This 
is the wind speed at which McCaw et al. (2008) consider McArthur's 
Forest Fire Danger Meter (FFDM) begins to under predict the forward 
rate of spread of forest fires. The highest recorded temperature over 
the 26 year period is 40° C on ist January 2007 and the three days 
from 6-8 January 2009. 
Half-hour weather data from the Bureau of Meteorology for Can-
berra Airport is only available in electronic format after 1984. Only 
paper records exist for earlier dates. Hence the simulations are lim-
ited to using data starting with the fire year 1st July 1985. There are 
a number of missing or invalid records, especially in the earlier years. 
Missing data has been replaced by five methods: 
i Replacing missing values with the nearest value within 1 / 2 to 
1 hour of the reading. These are usually the result of errors in 
recording changes in day light saving (9%); 
ii Replacing any missing 6am or 3pm temperatures with daily 
minimum and maximum temperatures respectively (0.002%); 
iii Using a splined surface based on surrounding weather stations 
(ANU Spline data: Courtesy K. King) for any remaining 6am 
and 3pm temperatures (0.002%); 
iv Using the diurnal down-scaling method of Cary and Banks 
(2000) to replace any remaining temperature, vapour pressure 
and wind data (2%); 
V Manually examining outliers (approximately 0.004%). Most of 
these errors were due to the columns of wind direction and 
speed being transposed. 
2.3.1 Extrapolating to other elevations 
Empirically derived lapse rates for temperature and precipitation were 
calculated by comparison with data from nearby weather stations 
(Figure 2.1). Temperature lapse rates were obtained using three hour 
data for the same 420 days for both Canberra Airport and the auto-
matic weather station at Mt Ginini (Lat.: 35.53° S, Lon.: 148.77° E, Elv.: 
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1 ,760 m) approximately 46 km to the south-west (Figure 2.1). Lapse 
rates varied between - 0 . 0 0 8 ° C . m " ' at 15 :00 to - 0 . 0 0 3 ° C . m ^ at 6:00 
hours (Figure 2.8). 
Average temperature (28/6/2004-30/4/2006) 
Canberra Airport (577 m). Mt Ginini (1760 m) 
Canberra Airport (577 m) 
- - Mt. Ginini (1760 m) ^ 






hour of day 
Figure 2.8: The mean of 420 days of three-hourly temperature readings at 
Canberra Airport and Mt Ginini 
The dotted line is the 3 hourly temperature lapse rate (°C • m " ^ ) 
derived from temperature differences betw/een Canberra Airport (Elv.: 
577 m, Lat.: -35.31, Lon.: 149.2) (solid line) and Mt Ginini (Elv.: 
1,760 m, Lat: -35.53, Lon: 148.77) (dashed line). 
Records from Mt Ginini were also used to calculate changes in 
precipitation with elevation. The correspondence of d r y / w e t days 
between Canberra Airport and Mt Ginini was found to be 74% where 
Mt Ginini had a little over twice (2.06 times) as much total precipit-
ation as Canberra Airport over the 9 years from 2004-2013 . Stations 
at Bendora (Elv.: 8 1 5 m) and Tidbinbilla (Elv.: 700 m) (Figure 2 . 1 ) had 
higher correspondence with rainfall events at Canberra Airport but 
their lower elevations make extrapolation less reliable. A simple lapse 
rate was then derived from a ratio of total precipitation between Mt 
Ginini and Canberra Airport. The domain of its application was lim-
ited to elevations within the range of Canberra Airport (Elv.: 577 m) 
and Mt Ginini (Elv.: 1 ,760 m). The mean daily drought factor, using 
the method of Mount (1972), for Canberra Airport over the 26 years 
from 1985 to 2 0 1 1 is 5.9, while the estimated drought factor at Mt 
Ginini is 3.7. 
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2 . 4 R E P L I C A T I O N O F I N P U T D A T A 
Ideally, simulation experiments using weather and terrain should be 
performed with replicates of both these data to avoid drawing conclu-
sions that may only have relevance to particular instances of data sets. 
Because the experiments in the present study are concerned with spa-
tial and temporal resolution, a necessary quality of replicated data 
is that they have the same variability across scale as observed data. 
Methods of replicating weather and terrain were examined with this 
in mind. 
2.4.1 Stochastic zveather replication 
A s noted, replication of weather has previously been carried out by 
Cary and Banks (2000) using the method of Richardson (1981, Richard-
son and Wright 1984) with the addition of a method of generating 
daily rainfall (Hutchinson 1995). Combined, these approaches pro-
duce daily outputs of rainfall, temperature (max/min), vapour pres-
sure and wind speed and direction. These daily values must then 
be down-scaled to the appropriate time step for simulation. Tem-
perature was down-scaled by combining trigonometric functions to 
achieve a slow cooling between times of maximum to minimum tem-
perature and a more rapid transition from minimum to maximum. 
Wind speed and direction were down-scaled by calculating an hourly 
multiplier of the daily average wind speed expressed as west-east 
and south-north vectors. The average wind speed was increased in 
down-scaling, to account for the fact that average wind speed is con-
siderably less than maximum wind speed determined from other ob-
servations. Vapour pressure is similarly down-scaled using a multi-
plier based on average change in vapour pressure over the diurnal 
cycle. The method was re-implemented as stand-alone Java applica-
tion, transcribed from the original source code and a test performed 
to determine if the synthetic weather generated in this manner is suit-
able for testing sensitivity of the fire model to temporal resolution in 
order to address Hypothesis (i). 
METHOD Ten replicates of 26 years of synthetic weather data were 
generated and compared to actual data from Canberra Airport. The 
original parameters for the weather generator were derived from 16 
years of daily rainfall data (1978-1993) and 1 1 years of other daily 
weather data (1978-1988) from the CSIRO weather station at Gin-
ninderra. The Ginninderra station lies approximately 10 km NW of 
Canberra Airport and at the same elevation. Rather than re-parameterize 
the generator with data from Canberra Airport, the original paramet-
ers were left intact. There is no provision either in the Richardson 
method or the down-scaling methods to address the issue of multi-
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scale variability. Therefore, the purpose of this test is to determine if 
this absence of multi-scale variability is a concern when examining 
the sensitivity of a simulation model to temporal resolution. Further-
more, the test is not one that seeks to determine if the overall mean 
readings are the same as the source data. Such a test would be tauto-
logical as the parameters to the generator are those same mean values 
and this has already been verified by Cary (1998). The half-hourly syn-
thetic data (GIN) and half-hourly hourly data from Canberra Airport 
(1985-2011) (CAN) were examined at half and three hour time steps. 
For each consecutive reading, if the consequent fireline intensity (as-
suming 12.5 t .ha"^ for fuel) was > 100 kW.m the distance trav-
elled was summed and recorded. This provides a set of contiguous 
periods of sustainable fire (fire runs) measured as distance travelled. 
The fire runs were squared to provide a nominal value for area burnt 
(AB), that is, longer runs should be of greater relative importance. If 
the difference in AB between half and three hour time steps is of a 
similar magnitude, then it can be concluded that down-scaled syn-
thetic weather would provide a suitable method of data replication 
for this study. 
RESULT The nominal area burnt (AB) for the CAN data increased 
by 8% between half and three hour time step analysis, while AB for 
the synthetic GIN data decreased by 7%. As the results show a dif-
ferent sign, this method of replication is considered unsuitable to the 
aims of this study. A likely explanation is that conditions that termin-
ate a fire run (fireline intensity <100 kW.m are more variable in 
the CAN data than the GIN and are skipped at coarser resolution. A 
separate analysis of the sums of the difference in FFDI between suc-
cessive readings in the observed data, shows they are about twice that 
of the synthetic data. Therefore, the method of weather replication 
for fire simulations as implemented here, requires some additional 
research to provide more realistic methods of down-scaling to cre-
ate a comparable degree of variability between readings. Researching 
such methods is beyond the scope of this study and therefore, for the 
formal hypothesis testing, observed rather than synthetic data will be 
used. 
2.4.2 Stochastic terrain replication 
Methods to replicate landscapes were also investigated, beginning 
with the mid-point displacement algorithm of Saupe (1991). This is 
the most recent of similar methods beginning with Miller (1986). The 
mid-point displacement algorithm operates on square lattices. If n is 
the width of the square, a smaller square can be obtained by taking 
the mid-point of each side of the n.n square which will then have 
resolution n / V l and be orientated at 45° to the first square. If mid-
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points of this second square are again obtained, resolution will be n./2 
but with the same orientation as the first n . n square. Thus resolution 
(r) will increase at each iteration by 1 />/2 and there will be log2 (n - 1) 
iterations. Within each iteration, displacements at resolutions of r / \ f l 
and r / 2 are made. It follows that n - 1 must be a power of 2. The 
elevation at each of the mid-points is the mean of the four corners of 
the previous square with variance r ^ " times the variance (cr^) at the 
previous r, where H modifies the fractal dimension: which is equal to 
3 — H. That is, at each change in resolution i: 
••i-i O.S^'S" (2.2) 
Rather than using Equation 2.2, the variance at each iteration can 
be replaced with variance derived from a digital elevation model at 
each of these resoluhons to give a vector of standard deviations across 
scales. It is important to capture changes in roughness with scale as 
this will affect the sensitivity of fire simulations to spatial resolution 
just as variability between weather readings was an important con-
sideration for the synthetic weather data. As the method is stochastic, 
each run produces different but statistically related landscapes in 
terms of the variance in neighbouring elevations across scales. 
M E T H O D Multi-scale standard deviations were derived from a 2 0 
metre cell resolution digital elevation model (DEM) of the Brindabella 
study site (Figure 2.1) by iterating over the DEM using the algorithm 
of Saupe ( 1 9 9 1 ) described above. The vector of standard deviations 
so obtained were used instead of Equation 2.2 to generate a land-
scape with the same multi-scale fractal dimensions as the Brindabella 
Ranges. These standard deviations show a relatively rougher terrain 
at scales of 2 - 5 km than at 2 0 - 3 5 km compared to Equation 2 . 2 (Fig-
ure 2 . 9 ) . 
R E S U L T S While the mid-point displacement algorithm produced 
similar distributions of elevation and slope, it was unable to produce 
plausible mountain ranges but rather generates sets of isolated peaks 
with un-drained hollows (Figure 2 . 1 0 ) . This follows from the fact that 
such a statistical approach cannot capture knowledge of processes 
that build and erode mountain ranges. This is indicated by the distri-
bution of aspects (Figure 2 . 1 1) which are almost uniform compared 
to the bi-modal distribution of the real landscape, a reflection of the 
predominance of north-south valleys. 
A landscape with fragmented aspects such as produced here will 
create unrealistic patterns of fire regimes. For example, Cary ( 1 9 9 8 ) 
hypothesized the existence of ignition neighbourhoods which can be un-
derstood by analogy to watersheds. Fire spreads in a reverse manner 
to that of water flow - water flows downhill, fire generally spreads 
fastest uphill (McArthur, 1 9 6 7 ) . Just as a catchment concentrates wa-
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Figure 2.9: Multi-scale standard deviations in elevation for the Brindabella 
digital elevation model (Figure 2.1) compared to a fractal func-
tion (Equation 2.2) (Saupe, 1991). 
ter into lakes and streams, so too can landscape formations concen-
trate fire f requency in some areas, based on a location's ignition 'catch-
ment', or as termed by Cary, 'ignition neighbourhood'. The role of fire 
in determining realized niches in vegetation dynamics w a s a key pur-
pose behind the development of landscape fire regime models. Be-
cause the mid-point displacement algorithm will not produce realistic 
fire regime patterns in this regard, it is considered unsuitable for the 
purpose of this study. 
M a n y other researchers in the field of computer graphics have at-
tempted to address the issue of non-coherent catchment formation 
(see for example Teoh 2009; Genevaux et al. 20 13) using var ious meth-
ods to def ine river mouths (exit points f rom the map) and r idge lines. 
Because the purpose of these synthetic landscapes is an aesthetic one 
(computer g a m e s etc.), assessment of their worth is subjective. H o w -
ever, to achieve true replication some objective method is required 
to m a p information f rom some real case study (a grounded abstrac-
tion) and as such begs the question as to w h a t attributes of the land-
scape are to be replicated. Discussions were initiated with an expert 
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Figure 2.10: A fractal landscape derived from multi-scale standard devi-
ations in elevations of the Brindabella Ranges 
The fractal map (b) was created using the mid-point displacement 
algorithm (Saupe, 1991), parameterized with multi-scale standard 
deviations derived from semivariogram analysis of the Brindabella 
Ranges. 
in fractal algorithms (Prof M. Barnsley, ANU), and although his group 
considered it an important problem, no solutions were forthcoming. 
Due to the time constraints of this study, other approaches that gen-
erate drainage systems were not pursued. 
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F i g u r e 2 . 1 1 : D e n s i t y d i s t r ibut ions of aspect for o b s e r v e d a n d syntf iet ic land-
s c a p e s 
Density distributions of aspect for an area of 2,500 km^ of the 
Brindabella ranges ACT (black line) and a fractal landscape gen-
erated using the mid-point displacement method of Saupe (1991) 
(dotted line). 
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2 . 5 M A T C H I N G A V A I L A B L E D A T A T O M O D E L R E Q U I R E M E N T S 
The design of simulation models is constrained by data and computer 
resources. The scale implied by the p u r p o s e of the m o d e l and the 
scale at w h i c h environmental data is collected are often a mismatch 
(Stein et al, 2001) requiring either data aggregat ion or d isaggrega-
tion' . 
For a g iven model , data aggregat ion is necessary w h e n computer 
resources are limiting w h i l e disaggregation, requiring a m o d e l for 
the purpose of down-scal ing, is needed w h e n data is the l imiting 
factor. Because disaggregation requires an additional model , addi-
tional states are introduced into the abstraction w h i c h are not present 
in the abstraction on w h i c h this is g r o u n d e d (Section 1.4.1, Z u c k e r 
2003). It fo l lows that any differences that arise b e t w e e n the abstrac-
tion and the g r o u n d e d abstraction cannot necessarily be attributed 
to the level of abstraction per se, but may be d u e to the method of 
interpolation itself. Therefore, to avoid interpolation, experiments in 
this study use time steps w h i c h are w h o l e n u m b e r mult iples of the 
weather data (half-hourly). 
Bian and Butler (1999) note that, whi le there is general acknow-
ledgement of the effects of various methods of aggregation, there has 
been little systematic evaluation, suggest ing that researchers in fact 
use the most convenient method at hand and not necessarily one 
wi th a strong scientific basis. The authors dist inguish between inher-
ent errors, those that arise in aggregat ing data to match the d e m a n d s 
of the model , and operational errors, the w a y resolution in and of itself 
may produce model errors. These decisions are not a l w a y s c o m m e n -
ted upon but they must be considered in order to not to c o n f o u n d 
operational errors with inherent errors w h e n resolution itself is an 
experimental treatment. The distinction between inherent and oper-
ational errors can at times be overlooked. Elevation data is almost 
universally in the form of a raster gird. If the spatial representation 
in a fire model is an irregular grid (Johnston et al., 2008), a method 
of m a p p i n g from the regular grid to the irregular m e s h m u s t be pro-
posed. Bian and Butler examine three methods: mean, m e d i a n and 
centroid. The method chosen by Johnston et al. (2008) is s imply to 
take the nearest value in the under ly ing g r i d d e d data to the vertex of 
the irregular grid. A s the parameter values of a vertex, one of w h i c h 
is elevation, represent mean values for its surrounding area, this is 
in effect, the centroid method. C o m p a r e d to mean and median meth-
ods, the centroid method does not reduce variance b e t w e e n values as 
quickly as the mean and median methods. However, d u e to spatial 
auto-correlations in the under ly ing data, unpredictable changes can 
1 Note the term 'aggregat ion ' used here is not used in the s a m e sense as that used in 
abstraction theory (Zuclcer, 2003) discussed in the p r e v i o u s chapter. Data a g g r e g a -
tion is d o m a i n reduct ion w h e r e a s aggregat ion in abstraction theory refers to collect-
ing disparate e lements as one entity 
2 . 6 C O N C L U D I N G R E M A R K S 4 3 
occur using the centroid method as data is increasingly aggregated 
(Bian and Butler, 1999). The mean and median methods on the other 
hand, show greater predictability with aggregation but the variance 
in the original data declines as resolution becomes coarser. 
The same issue arises in reporting a model's state variables at dif-
ferent resolutions. For example, if it takes four time steps for a sim-
ulated fire front to cross a location at a particular resolution, how 
should fireline intensity be recorded at that location as there are many, 
one for each direction of spread, times the number of time steps the 
front was within the location? If the maximum fireline intensity in 
direction at the time of ignition is recorded, this is equivalent to the 
centroid method. Taking the maximum fireline intensity in any direc-
tion (which is constrained by the number of neighbours to each ver-
tex) accounts for the intensity at which the majority of the location is 
likely to have been burnt. 
Again this issue arises for temporal data. If we have data at half 
hour intervals, how should this be aggregated to, say, three hour in-
tervals? If the average of half-hour readings is used for the three hour 
values then variance will approach zero as resolution approaches the 
size of the temporal extent. The trade-offs between the three choices 
available (mean, median and centroid) mean it is impossible to en-
tirely isolate inherent and operational errors. To examine all three ap-
proaches in the many experiments that follow is beyond the scope of 
this study. However, because this study entails analysis across resolu-
tions, a consistent approach must be taken and the centroid method 
appears be both the most practical and the best method preserve vari-
ance between locations as resolution. 
2 . 6 C O N C L U D I N G R E M A R K S 
In summary, terrain cannot be replicated in a manner that satisfies the 
requirements of replication (plausible patterns of mountain ranges 
with comparable distributions of aspects) and must remain to topic 
of further research. Replication of weather data requires addition of 
down-scaling methods which, while they may be suitable for some 
applications, do not appear suitable for the current study due to the 
lack of variability between readings at half-hourly time steps. Replic-
ating terrain and down-scaled weather data to preserve multi-scale 
variability is, in my view, a valuable area of research that could sup-
ply important methods for landscapes simulation studies. However, 
for this study, the single weather stream and single mountainous land-
scape described above are used in the present study unless otherwise 
indicated. 

F I R E M E S H : I T S O R I G I N S I N F I R E S C A P E A N D 
S U B S E Q U E N T M O D I F I C A T I O N S 
3 . 1 O V E R V I E W 
The modification of FIRESCAPE used in this thesis is named FIRE-
MESH (FM), because the use of a mesh (or lattice) to represent space 
is the most visible way in which it differs from FIRESCAPE (Cary and 
Banks, 2000). This and other differences between FM and FIRESCAPE 
are discussed in this chapter. The full technical description of FM can 
be found in Appendix i , and is described using the Overview, Design 
concepts. Details (ODD) protocol (Grimm et al, 2006, 2010). Within 
the ODD, FM is also described in terms of the Ecosystem Ontology 
of Gignoux et al. (2011). 
The purpose in using a mesh is twofold: 
i To provide precision in estimating errors due to time step and 
spatial resolution (Hypothesis (i)) in order to focus (to the max-
imum extent possible) on just those errors which can be con-
sidered operational rather than inherent (Chapter 2, Bian and 
Butler 1999); and 
ii To allow various configurations of the number of neighbours 
to a site (Hypothesis 2 i) and ways of arranging those sites in 
space (hypotheses (ii) and (iii)). 
3 . 2 M O D E L 
FM, for the most part, uses the same elliptical fire spread model as 
FIRESCAPE. Differences in this respect are minor but detailed be-
low. As noted, it uses McArthur's Mark V Forest Fire Danger Meter 
(FFDM) (McArthur, 1973) expressed as equations (Noble et al, 1980) 
(see Appendix 1), but includes an important (but optional) modific-
ation to the rate of spread calculations informed by Project Vesta 
(Gould et al, 2007; McCaw et al, 2008), as noted below. It uses the 
same drought factor calculations as FIRESCAPE derived from the soil 
dryness index (SDI) of Mount (1972). This entails a modification to the 
drought factor equation of Noble et al (1980) which, being based on 
the Keetch-Byram drought index (KBDI) (Keetch and Byram, 1968), 
requires refitting the SDI (Equation A.2). As already mentioned, the 
dynamics and parameterization of fuel accumulation and decay are 
those of FIRESCAPE based on the model of Olsen (1963) (Figure 2.4). 
3 
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3.2.1 Model assumptions 
FIRESCAPE has been described in Gary (1998), Gary and Banks (2000) 
and McCarthy et al. (2002). The model assumptions have been noted 
in these pubhcations and are repeated here for convenience. 
i The vegetation model used in the experiments that follow as-
sumes a uniform vegetation type (Eucalypt forests) (Gary and 
Banks, 2000). For example, vegetation will not transition from 
forest to shrub or grassland as a consequence of changed fire re-
gimes and, in the absence of fire, once vegetation has reached its 
climax state, equivalent to reaching the equilibrium fuel load in 
this model, no further change occurs. Only fine forest litter fuels 
are considered when determining fire velocity and no model is 
proposed as to how fuel structures such as the fuel structure 
classes defined by Project Vesta (Gould et al, 2007) or the Aus-
tralian Fuel Classifications (Gould and Cruz, 2012), may change 
over time. Nevertheless, fuel dynamics are not uniform, but 
vary in their fuel accumulation and decay rates in five elevation 
classes (Table 2.1). If simulations are required to run over longer 
temporal extents than the available data, the data are simply re-
cycled. Therefore, fire regimes produced by simulations of 1,000 
years for example, are a measure of the quasi-equilibrium state 
of the system. 
ii FIRESCAPE has previously been used with both anthropogenic 
(Bradstock et ah, 2012) and natural sources of ignition (Gary, 
1998; Gary and Banks, 2000; McCarthy et al., 2002; Gary et al., 
2006, 2009; Keane et al., 2013a). FM uses only ignitions from 
lightning strike as sources of ignition and their spatial and tem-
poral variation is not a treatment in any experiments in this 
study. This is accords with the original version of FIRESCAPE 
(Gary, 1998). Lightning ignitions vary in time and space accord-
ing to temperature and elevation residuals or anomalies. The 
temperature residual is the difference between daily maximum 
temperature and the monthly mean. The probability of light-
ning is based on three-hourly records of thunder activity at Can-
berra airport, categorized as probabilities for thunder on wet or 
dry days. The elevation residual is the difference in elevation 
at the micro-scale (20 m) and the macro-scale (3,700 m) resolu-
tions in six elevation classes. The probability of lightning strike 
in these elevation classes is based on data from McRae (1992). 
iii Readings from a single weather station are used to drive the 
model and thus values for effects of elevation require extrapola-
tion as discussed in Chapter 2. This might at first appear a con-
tradiction to the observations in Chapter 1 about introducing 
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additional models between a grounding and an abstraction. A s 
used here, the grounded abstracHon is the extrapolated weather. 
iv The effect of topography on wind speed and direction is not 
addressed in this study. Software such as WindNinja (Forthofer 
and Butler, 2007) can determine wind fields given a base station 
and a digital elevation model (DEM). A method could be de-
vised to develop lookup tables for classes of direction and speed 
for a given DEM, but the computational overhead would not al-
low simulations to be completed in the time available for this 
project. However, WindNinja does not include wind momentum 
in determining wind fields, and therefore cannot account for ef-
fects such as wind channelling and other discontinuous effects 
of wind in mountainous landscapes enumerated by Sharpies 
(2009). 
v Effect of aspect, which may produce fire regimes that differ 
between wetter and drier aspects, is also not modelled. While 
aspect will change fuel moisture, it will also change vegetation 
and fuel accumulation rates (Geiger et al. 2009 in Sharpies 2009). 
Therefore to include aspect, many concerns must be addressed 
simultaneously that may both increase fuel loads (more growth) 
and decrease fuel availability (high moisture content, increased 
decomposition rates). 
vi A s noted above, F IRESCAPE models fire spread based upon 
empirically derived rates of spread under various conditions of 
weather, slope and the weight of fine forest litter fuels as embod-
ied in the FFDM. In addition, FIREMESH has an optional modi-
fication to the rate of spread based on the findings of McCaw 
et al. (2008) (Section 3.2.9). Other processes, such as the effect 
of convection plumes (buoyancy) (Raupach, 1990) on the devel-
oping fire front, could be envisioned. However, this would con-
found these empirically derived measures of fire velocity and 
are therefore not included in the model formulation. 
vii Finally, spotting by lofted embers (the setting of fires downwind 
by firebrands) is a process that was not included in FIRESCAPE 
and is discussed more fully below. 
3.2.2 Weather data 
The weather data supplied to F IRESCAPE are essentially daily values 
of maximum and minimum temperature, vapour pressure, precipita-
tion and wind (speed and direction). Wind, temperature and vapour 
pressure are interpolated to finer resolutions by a number of means 
described in Chapter 2. FM, on the other hand, reads a weather file 
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directly. Any methods required to down-scale from this data to finer 
resolutions are a separate concern and external to the model. 
3.2.3 Models of space 
The model of space implemented in FM is a mesh, that is, a spa-
tially explicit graph comprising a set of vertices connected by direc-
ted edges rather than a raster grid as used in all previous versions of 
FIRESCAPE (Figure A.i). Fire propagates along edges between ver-
tices and the position of the fire front along the edge is recorded as a 
continuous variable. Thus the extent of the fire perimeter is recorded 
precisely at any one moment in time. The mesh is a directed graph 
allowing edges to burn from both ends. Each vertex in the mesh rep-
resents a point in three dimensions and is always in one of three 
states; unburnt, burning or burnt (Figure A.5). The time of the last fire 
is also recorded by a vertex and from this and its elevation, the cur-
rent weight of fine surface litter can be determined. Rate-of-spread 
calculations use the spatial data (elevation and fuel) of the nearest 
vertex. 
The graph construct allows both regular vertex positions and neigh-
bour relations such as the eight-neighboured mesh implicit in the 
raster grid used by FIRESCAPE, as well as irregular ones such as 
a Triangular Irregular Network (TIN) (Figure 3.1). FM, unlike FIRE-
SCAPE, measures distance between vertices to accommodate the dif-
ference that arises from projecting the mesh onto a DEM. This affects 
only the calculations of the position of the fire front along edges, that 
is, the progress of the simulated fire. Area burnt outputs from the 
model are re-projected onto a flat plane as it is assumed that while 
field work that has led to estimates of the rate of spread on a slope do 
so relative to the distance travelled parallel to the slope, area burnt 
is estimated from maps, un-projected with regard to elevations. The 
area difference for the Brindabella DEM is 1.97%. Tests with FM show 
a difference in area burnt estimates of 8% with and without consider-
ations of projection. 
As the position of the fire front along an edge is a continuous vari-
able, its position is more independent of resolution than if burnt ver-
tices were simply counted. This makes it possible to perform exper-
iments with spatial resolution as a treatment while minimizing the 
confounding effect resolution may have on the measurement of area 
burnt. That is, following Bian and Butler (1999), this is an attempt to 
isolate inherent data errors from operational errors of the model. 
3.2.4 Models of time 
The model of time is an event-driven one as once FM is initialized, no 
other calculations are required at regular intervals other than events 
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(e) 
Figure 3.1 : A simulated fire burning on five different mesh configurations 
in otherwise identical conditions 
The five mesh configurations used in this study are (a) regular eight 
neighbour (c) regular six neighbour and (e) regular four neighbour 
meshes. Mesh (b) is a Triangular Irregular Network ( T I N ) with evenly 
distributed (Poisson-Disk) vertices having six neighbours on average. 
The angle of the edges have a uniform random distribution with re-
spect to the coordinate system (after Johnston et al. 2008). Mesh (d) 
is also a T I N but with an uneven distribution of vertices. The purpose 
in having an uneven distribution of vertices is to concentrate vertices 
in regions where rates of change in fire behaviour may be greatest. 
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indicating when the fireline reaches a new vertex or a weather data is 
updated. Daily soil dryness index (SDI) and drought factor are calcu-
lated as the weather data are read during initialization and an array 
of values is maintained for a number of elevation classes depending 
on the elevation range of the terrain (20, 100 meter elevation classes). 
FM is implemented within the 3Worlds simulator. The architecture 
of 3Worlds accords with the conceptual model of ecosystem described 
in Gignoux et al. (2011). At the time of writing, it has not been doc-
umented elsewhere. The design and implementation of event-driven 
time models has been added to the simulator by the author of this 
study (figures A.2, A.3). After an ignition, fire propagates from one 
location to the next by contagion events and from one moment to 
the next by weather update events (Figure A.4). This provides a con-
sistent approach between different spatial and temporal resolutions. 
The distance between vertices in the mesh can vary as can the time 
between weather update events (Figure 3.2). 
FM, as with FIRESCAPE, need only process those locations (ver-
tices) that are in the burning state. When all vertices extinguish, all 
revert to the unburnt state after details of the fire are logged. This 
includes the time, area burnt and fireline intensity at which each loca-
tion was burnt. Approaches to manipulating time and space to create 
variable time steps and meshes are discussed in Chapter 4. 
3.2.5 Projecting one-dimensional fire models to two dimensions 
Fire models such as McArthur 's Forest Fire Danger Meter (FFMD) 
(McArthur, 1973), Rothermel's model (Rothermel, 1972), the model 
proposed by Project Vesta (Gould et al, 2007) and many others (Pas-
tor et al., 2003), predict the head fire rate of spread (Rh) as a func-
tion of weather, fuel and slope at a particular place and moment in 
time. They are one-dimensional models. In order to predict the rate 
of spread in directions other than Rh, additional information is re-
quired. 
If a model can be devised to define a fire shape or template in re-
lation to a point on the fireline, then together with R^, all else being 
equal, the rate of spread in other directions can be determined by 
geometric means. Assuming constant conditions, level ground and 
no wind, a deterministic model of fire spread will necessarily pre-
dict equal rates in all directions thus forming a circle. Rh increases 
with wind speed, elongating the shape along the axis parallel to the 
wind direction (Rothermel, 1972). Assuming the same conditions but 
with a constant wind speed and direction, a deterministic model will 
produce a shape symmetrical about this long axis. 
Fire shapes are often assumed to be ellipses (Van Wagner, 1969). Re-
searchers have suggested other shapes including ovoids (Peet, 1967), 
double ellipses (Albini and Forest, 1976) and rectangles (Green et al., 
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Figure 3.2: Time-space diagram (borrowed from a train timetable schematic) 
showing irregular time steps and irregular distances (in one di-
mension) between vertices 
The solid line is the position of some point on the fire front moving 
through these two dimensions. Time steps are marked by horizontal 
dotted lines. Locations for new spatial data are marked by vertical 
dotted lines. In this example, ignition takes place at location 1=2 at 
time t=3 . The weather data at this time is that read at time t = l . 
For each time that the fire front crosses a horizontal line, the weather 
data is updated (a weather update event). For each occasion that the 
updated fire front reaches a new location, a contagion event occurs to 
ignite that location. In this manner the fire front's position is recorded 
in time and space as continuous variables but weather and spatial data 
is discrete if irregular. 
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1983a). However, Alexander (1985) considers that though fires may 
depart from an elliptical shape during the acceleration phase, over 
time they will attain a shape more closely approximating an ellipse. 
Apart from the acceleration phase, departures from a regular ellipse 
may also arise because of fuel distributions (Green, 1983b) and vari-
ance in wind direction (Alexander, 1985). Variance in wind direction 
has been shown to be inversely proportional to wind speed (in Alex-
ander 1985). This suggests that as wind speed increases and fuel dis-
tributions become more uniform, fire shapes will more closely align 
with the elliptical model. However, complicating this approach is the 
phenomenon of spotting. 
3.2.6 Fire spread by lofted embers and firebrands 
If spotting is defined as propagation by the transport of embers or 
firebrands, it can be seen as an additional mode of propagation along 
with radiation and convection determining overall Rh(Koo et al, 2010). 
Factors that affect propagation by spotting are as follows: 
i Fireline intensity and flame height which increases updraft and 
allows fires to ignite aerial fuels; 
ii Fuel types such as bark and small twigs and their aerodynamic 
qualities; 
iii Wind speed to provide forward movement of embers; 
iv Atmospheric conditions that enhance updraft; 
V Ember size; 
vi Fuel (type and moisture content) that determines whether or 
not incendiaries will ignite surrounding fuel before they them-
selves extinguish. 
These factors can be classified as 'generation, transport, and ignition of 
fuel at the landing position' (Koo et al, 2010). A fireline may be thought 
of probabilistically whereby its location is at the mean of some distri-
bution (A. M. Gill, pers. Comm., 2012). The distribution is the prob-
ability that a point at a distance from the mean is currently burning. 
Therefore, in principle, spotting may span many spatial scales from 
small sparks to large embers igniting fires many kilometres ahead of 
the fire but typically classified as simply short or long distance spot-
ting (Gill, 2008). Propagation by spotting is faster than by radiation or 
convection above some threshold of distance and intensity. The over-
all velocity of the fire (after coalescing) is the Rhfor the main fireline 
plus the rate of spread of the spot fire. At some scales, wind being 
drawn towards the main fire will draw spot fires back towards it so 
it is not necessarily the head rate of the spot fire that is subsumed 
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in the main fire head rate. Some degree of spotting is inevitably sub-
sumed in empirical measurements of Rh and length-to-breadth ratio 
(L:B) of the fire footprint. In Project Vesta (Gould et al, 2007), Rh is 
measured by recording the arrival time of the fire front at markers 
(fishing line or tags) placed at right angles to the expected direction 
of spread. If spot fires appear ahead of the main fire front and trig-
ger these markers the recording is deleted from measurements. The 
probabilistic view of fire front location discussed above, implies that 
identifying spotting as an independent process depends on the scale 
of observation. Where is the precise location of the fire front, and at 
what spatial resolution are spotting events observed? If only the time 
of ignition, the time of extinguishment and the final fire footprint 
are known, then while Rh and L:B can be measured, the contribution 
of spotting to these measures is unknown. Some degree of spotting 
could be inferred from any barriers the fire may have crossed by re-
constructing the fire (Cruz et al, 2012). However, given the coarse 
level of detail available to researchers developing L:B functions, it is 
assumed that spotting is included in these empirical equations with 
due regard to the domain of observations. 
If spotting is modelled explicitly in a simulation then, depending 
on observational scale, other assumptions in the model may be inval-
idated, such as Rh and L:B. In this study, it is assumed spotting is 
included in the functions controlling fire growth and shape. Whether 
to include spotting or not in a simulation experiment will depend on 
the aims of the study. Investigating the consequences of landscape 
fragmentation and perhaps fuel treatment, for example, may require 
some approach that allows fires to jump fuel breaks. Because it is 
known that the FFDM underestimates Rh for conditions beyond the 
domain used to develop it, a spotting routine could be added that 
may account for this underestimation if there is literature available to 
justify such a model for Australian conditions and it is tractable for 
fire regime generation. A review of the literature by Koo et al. (2010) 
indicates that while sufficient work has been done to propose a model 
of ember transport (for example Albini et al. 2012), there is insufficient 
empirical data on ember generation and ignition by firebrands (which 
can include effects of ember density and feedback from the main con-
vection column) to produce a full model. Another approach taken to 
modify Rh following Project Vesta is discussed below in Section 3.2.9. 
3.2.7 Ellipse properties 
Van Wagner (1969) identifies four regions of an ellipse: head, back 
and two flanks (Figure 3.3). The rate of spread (R) and fireline intens-
ity are highest in the head region (Rh), assumed to be lowest in the 
back region (Rb) and intermediate in the flanking regions (Rf). An 
ellipse may be defined as the locus of points whose total distance 
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from two fixed points (f i , f i ) is a constant, the two fixed points being 
the focuses of the ellipse (Figure 3.4). A circle is a special case of an 
ellipse where the two focuses coincide. 
Wind direction 
Figure 3.3: Diagram of a simple elliptical fire growth model adapted after 
Van Wagner (1969) 
Figure 3.4: Key measures of an ellipse discussed in the text 
The length-to-breadth ratio (L:B) is the semi-major axis Q, divided 
by the semi-minor axis b. The head-fire to back-fire ratio (H:B) is 
the rate of spread of the head-fire (Rh) over the rate of spread of 
the back-fire (Rb). Note, Rb -H Rh = 2Q = p -I- q. The measure of 
ellipse eccentricity (e) is f / a . Distance r is the semi-latus rectum: 
r = a(l - e ^ ) . 
Two parameters are sufficient to define an ellipse: the lengths of the 
semi-major and semi-minor axes (a and b in Figure 3.4), alternatively, 
the longest and shortest distance from one focus to the ellipse peri-
meter (Rb and Rh in Figure 3.4). Alexander (1985) defines L:B of an 
ellipse as a/b. H : B is Rh/Rb- The magnitude of the vector p from f] 
to the ellipse perimeter is the rate of spread in that direction. Differ-
ences in the ratio of Rh to Rb and the rate of spread of f lanking fires 
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may arise through fuel discontinuity (Green, 1983b). Therefore it can 
be expected that the relationship between wind speed and L:B will 
vary with fuel structure requiring different functions for grass (McAr-
thur, 1966), forests and perhaps forests with logging slash (Alexander, 
1985; Hirsch, 1996) along with other fuel types such as tussock grass 
(King et al, 2008b). The geometry of the fuel array will increase L:B 
in the case where the intensity of Rn is sufficient for the head fire to 
propagate but insufficient for the flanks and back fire to do likewise. 
Alexander (1985) examined 19 north American fires in standing 
timber to develop an L:B function in terms of wind speed (Figure 3.5): 
L : B = 1+0 .0012.U,0 .2 .154 {Uio ^ SOkm.h- ' } (3.1) 
where Ujo = wind speed (kra.h ' ) in the open at 10 meters above 
ground level. 
Finney (2004) employs a similar exponential function but limits L:B 
to 8. The Canadian Forest Fire Predication System (CFFPS) (Hirsch, 
1996) produced an L:B function based on 35 fires in standing timber 
forests with and without logging slash: 
L : B = 1 + 8 . 7 2 9 ( 1 { U , o ^ 1} (3.2) 
Note that in Alexander's study, L;B was found to be higher for 
forests with logging slash than those without slash at equivalent wind 
speeds. Equation 3.2, on the other hand, is a fit to fire observations 
with both fuel types combined. 
If the fire is assumed to propagate from the rear focus of an ellipse, 
then Rh is the magnitude of the longest vector between the focus to 
the ellipse perimeter and Rh is the shortest. It follows that Rb is in-
versely proportional to L:B (the ellipse eccentricity) and the relation 
of L:B to H:B is non-linear (Alexander, 1985). However, Alexander 
asserts that there is overwhelming evidence to indicate that Rb re-
mains approximately constant and may even increase as wind speed 
changes (Figure 3.6). 
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Length to breadth ratio of 19 North American fires 
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Figure 3.5: Length-to-breadth ratio observations of 19 North American fires 
in standing timber 
AX is the model fitted byAlexander (1985) (Equation 3.1) and CF is 
the relevant Canadian Forest Fire Predictions System (Hirsch, 1996) 
(Equation 3.2). 
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Figure 3.6: Three methods of determining the back-fire rate of spread (R;,) 
CO: assumes wind speed is zero for Ri, 
EL: fire propagates backwards from the ellipse focus. In this case Rj, 
is close to zero at high wind speed. 
CF: assumes fire propagates backwards from a point forward of the 
ellipse using equations from the Canadian Forest Fire Prediction Sys-
tem (Hirsch, 1996) 
The Forest Fire Danger Index (FFDI) (McArthur, 1973) is 12.5 pro-
ducing a rate of spread under no-wind conditions of 187 m . h ^ ' . 
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3.2.8 Implementation in FIRESCAPE 
The only way to describe an ellipse, if L:B, Rh and Rb are given, is 
to assume the point from which the fire propagates to be forward 
(downwind) of the ellipse focus (Figure 3.7). F IRESCAPE does this 
Figure 3.7: Ellipse parameters required to shift the point from which the fire 
is assumed to propagate 
in the following way. L:B is obtained from Equation 3.2. Rb is also 
obtained from the CFFPS by modifying the effective wind speed to 
adjust the Forest Fire Danger Index (FFDI) (Noble et al, 1980) and 
thus the rate of spread (equations 3.3 and 3.4). 




D = drought factor (Cary, 1998); 
T = temperature (°C); 
H = relahve humidity; and 
Uio = wind speed at 1 0 m above ground level ( m . h ^ ' ) 
R b = 0 . 0 0 1 2 . F F D 1 B F . W ( 3 4 ) 
where: 
W = fuel weight (g.ra^-^) 
R b = the rate of spread of the backfire (m.h ' ) 
This is very close to the rate of spread at zero wind speed (Fig-
ure 3.6). 
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Rh is derived from McArthur (Noble et al, 1980). Two ellipses, E q 
and Eb, are defined (Figure 3.7). Eq has focus Fa derived from Rh and 
Rb (Equation 3.5). 
Fa = (Rh + R b ) / 2 - R b (3.5) 
Eb has L:B given by Equation 3.2. Both ellipses have the same semi-
major axes but differ in the magnitude of their semi-minor axes and 
thus their focuses. 
H : B = (L : B + ^ [L : B]2 - 1 )/(L : B - ^ [ L : B ] 2 - 1 ) (3.6) 
a = Rh/2(l-h1/[H:B]) (3.7) 
Fb = R h / 2 ( 1 - 1 / l H : B ] ) (3.8) 
Referring to Figure 3.7, if ellipses Eq and Eb are aligned along their 
common major axis and a line is defined from Eq at angle 0, to point 
P where this line intersects Eb, the fire velocity in direction 6 is the 
length of EqP. The Cartesian coordinates of P may be found by solv-
ing simultaneously the equation of the tangent to Eb at P and the line 
FqP after Wallace (1993). The length of F^P is then found by applica-
tion of Pythagoras's theorem. 
If it is assumed that fire propagates from the ellipse focus using L:B 
from CFFPS and Rh derived from the FFDM, the projected area burnt 
declines by 50% at 5 km.h ^ (Figure 3.8). There is no evidence to 
support such a rapid decline in area at low wind speeds. Depending 
on the frequency of wind speeds > o and < 10 km.h"^ during the 
fire season (30% for the data in this study), for a fire regime model 
this may produce incorrect fire size distributions. Neither Equation 
3.1 nor 3.2 were fitted to fire shapes for wind speeds > o and < 10 
Icm.h"'. Therefore the interpolation by the functions in this region of 
the domain may be an artefact of the fitting. This appears to be the 
case, particularly for Equation 3.2 (CF in Figure 3.8). 
The under-estimation of area burnt at low wind speeds can be 
ameliorated somewhat by relaxing the assumption that the fire propag-
ates from the ellipse focus and also replacing Equation 3.2 with Equa-
tion 3.1. Nevertheless, when we compare the shapes in (Figure 3.9) 
with those found in the FARSFTE manual (Finney, 2004, p 39, plate 
2), it is apparent there is a mismatch between Rh and L;B. In short, it 
would appear that either the FFDM grossly under-estimates Rh as a 
function of wind speed (McCaw et al, 2008) or the widely used L:B 
ratios are incorrect. 
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Change in ellipse area with increasing wind speed 
FFDI = 12.5, R„=187 mh 
Figure 3.8; Ellipse areas that arise from three different methods of calculat-
ing the back-fire rate of spread 
CF assumes fire propagates backwards from the ellipse focus and uses 
a length-to-breadth ratio from the Canadian Forest Fire Prediction 
System (CFFPS) (Hirsch, 1996) {Equation 3.2). 
AXF-I- assumes the fire propagates backwards from a point forward 
of the ellipse focus using a length-to-breadth ratio from Alexander 
(1985). 
CFF-I- again assuming fire propagates backward from a point forward 
of the ellipse focus but using a back-fire rate of spread from the 
CFFPS (equations 3.3 and 3.4). 
The Forest Fire Danger Index (McArthur, 1973) is 12.5 and wind 
speeds are from from 0 to 70 km.h ' 
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(a) EL (b) CO (c) CF 
Figure 3.9: Three examples of fire shapes for 9 wind speeds using the FFDM 
Wind speeds are 0, 5, 10, 15, 20, 30, 40, 50 and 70 k r a . h " ' us-
ing equilibrium rate of spread of the head fire (R^) from Noble et al. 
(1980) based on the McArthur Forest Fire Danger Meter Mk5 ( F F D M ) 
(McArthur, 1973). Rnat zero wind speed is 187 m . h Length-to-
breadth ratio (L :B) is from the Canadian Forest Fire Prediction Sys-
tem (Hirsch, 1996) (Equation 3.2). 
EL assumes the point of propagation to be the focus of the ellipse 
with back-fire spread rate (Ri ,) inversely proportional to wind speed 
(EL in Figure 3.6). 
C O uses a constant (zero wind) Rb and assumes the back-fire propag-
ates from a point forward of the ellipse focus (CO in Figure 3.6). 
C F is similar to CO but calculates Rb from the Hirsch (1996) C F F P S 
adapted for the F F D M using equations 3.3 and 3.4. 
The Point of propagation is at the intersection of the dotted lines in 
each case 
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3.2.9 Project Vesta 
The FFDM is based on observations of 800 prescribed fires under rel-
atively mild conditions and a few observations of unplanned fires un-
der more extreme conditions (McCaw et al, 2008). In contrast. Project 
Vesta (Gould et al, 2007; Cheney et al, 2012) is a recent fire behaviour 
experiment conducted in dry eucalypt forests of Western Australia 
involving more than 100 experimental fires lit under dry summer 
conditions. McCaw et al. (2008) have shown that rates of spread pre-
dicted by FFDM are likely to be underestimates for wind speeds > 
12.5 km.h ' . Based on this, and the relationship between wind speed 
and rates of spread from the Project Vesta nomograms (Gould et al., 
2007), a fit to the findings of (McCaw et al. 2008 p 21, Figure i.b) was 
calculated to more closely align the FFDM to the findings of Project 
Vesta (Equation 3.9, Figure 3.10). 
R v = R M - ^ ( U I O - - 1 2 . 5 ) / ( 5 0 - 1 2 . 5 ) { 5 . 4 5 R M - 1 0 9 - R M ) { U I O > 1 2 . 5 } 
( 3 - 9 ) 
where: RM is Rh from the FFDM and Ry is the modified Rh-
Given that the FFDM under-estimates Rh by more than two-fold 
at a wind speed of 50 km.h \ this very approximate method would 
appear to be a better alternative than making no correction at all 
(Figure 3.11). 
3.2.10 Implementation in FIREMESH 
Ideally, implementing the Vesta equations for RH(Cheney et al., 2012) 
would be the preferred alternative to modifying the FFDM with Equa-
tion 3.9. However, no method is provided in these equations as how 
to account for the effect of precipitation on soil moisture and thus the 
amount of fuel available for combustion as a function of preceding 
rain events, nor is there a model of fuel development available for the 
Brindabella Ranges. Therefore, FIREMESH uses the FFDM as used by 
FIRESCAPE, but with an option to modify Rh by Equation 3.9. This 
is similar, in principle, to the modification to the rate of spread used 
by Bradstock et al. (2012). The consequences of this are examined in 
the chapter on validation (Section 5.6). 
The FIRESCAPE approach to moving the point of propagation for-
ward of the ellipse focus has been maintained in FIREMESH because 
it more closely follows research findings (Alexander, 1985; Hirsch, 
1996). Of less significance is the choice between equations 3.1 and 
3.2 for calculating the length-to-breadth ratio of a fire as a function 
of wind speed. Equation 3.1 has domain Uio< 50 km.h \ Equa-
tion 3.2 approaches approximately 9.2 at the limit but has a tendency 
to produce fires that seem intuitively narrow at low wind speeds (Fig-
ure 3.8). While wind speeds > 47 km.h" ' during the fire season for 
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Modified rate of spread 
U,o km.h 
Figure 3.10: Forward rate of spread of the head fire relative to wind speed 
and its modification after McCaw et al. (2008) 
R m is from the Mark V Forest Fire Danger Meter ( F FDM) (McAr-
thur, 1973). R y is R m modified using a fit in Equation 3.9. 
Canberra (1986-2011) are infrequent, (0.1%), to prevent large if rare er-
rors, FIREMESH uses Equation 3.1 for Uio< 47 10 km.h ' (the point 
of intersection) and Equation 3.2 otherwise. 
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(a) EL (b) CO (c) CF 
Figure 3 . 1 1 : Three examples of fire shapes for 9 wind speeds using the mod-
ified FFDM 
Wind speeds are 0, 5, 10, 15, 20, 30, 40, 50 and 70 k m . h " ' us-
ing equilibrium rate of spread of the head fire (Rh) from Noble 
eta/. (1980) based on the McArthur Forest Fire Danger Meter Mk5 
(FFDM) (McArthur, 1973). Rh at zero wind speed is 187 m . h - ^ 
Length-to-breadth ratio (L:B) is from the Canadian Forest Fire Pre-
diction System (Hirsch, 1996) (Equation 3.2). 
EL assumes the point of propagation to be the focus of the ellipse 
with back-fire spread rate (Rb) inversely proportional to wind speed 
(EL in Figure 3.6). 
CO uses a constant (zero wind) Ri, and assumes the back-fire propag-
ates from a point forward of the ellipse focus (CO in Figure 3.6). 
CF is similar to CO but calculates Rb from the Hirsch (1996) CFFPS 
adapted for the FFDM using equations 3.3 and 3.4. 
The Point of propagation is at the intersection of the dotted lines in 
each case 
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3-3 C O N C L U D I N G R E M A R K S 
A s noted, in FIREMESH, the simulated fire front propagates along 
edges between vertices and the position of the fire front along these 
edges is recorded as a continuous variable. Thus the extent of the 
fire perimeter is recorded precisely at any one moment in time (Fig-
ure 3.12). Edges can burn from both ends and therefore fire shapes 
JT"^: 
Figure 3.12: Isochrones (lines connect ing points on the fireline at equal 
t imes) s h o w i n g the u p d a t e d posit ion of the fire front at half-
h o u r l y intervals 
The pattern of densely and sparely arranged isochrones shows the 
waxing and waning of fire conditions over the diurnal cycle. 
can emerge that leave unburnt islands within main fire perimeter (Fig-
ure 3.13). This approach gives the maximum accuracy in fire shapes 
that is possible within the constraints of discrete geometries. Meth-
ods for calculating the area of the final fire footprint are discussed in 
the next chapter. Fire heterogeneity is quantified as the variability in 
fireline intensities as discussed in Section 2.5 (Figure 3.14). The rate at 
which weather data is read (Hme step) can be any resolution, limited 
only by the resolution of the input data unless interpolation is used 
(Figure 3.15). 
The resolution at which weather data is read can vary during a sim-
ulation. Space can be made discrete with any arrangement of vertices 
and edges (Figure 3.1, Figure 3.14). 
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Figure 3.13: Polygons outlining burnt areas, including unburnt islands left 
behind after the passage of the fire front 
Figure 3.14: Three magnifications of the same simulated fire showing the 
heterogeneity of conditions over the course of the fire 
Colours are indicative of fireline intensity (dark blue: 100 k W . m " ^, 
red: 5,000 k W . m ' ) . The width of the image on the left is 50 km. 
The magnification of the right-hand image is sufficient to resolve 
the one hectare resolution mesh on which the fire is spreading. This 
mesh is a Delaunay triangulation of a Poisson-Disk distribution of 
vertices. 
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Figure 3.15: Simulated fires burning at two different time steps 
The two time steps are (a) one hour and (b) three hours. Alternating 
colours mark time steps. 
Figure 3.16: A simulated fire spreading over a Delaunay mesh triangulation 
with an irregular displacement of vertices 
The vertices are concentrated around regions where rates of change 
in the slope of the underlying digital elevation model ( D E M ) is 
greatest. The D E M (grey) above is for display purposes only and 
has a resolution of nine hectares. The DEM that determines the el-
evation of each vertex is a much finer and has a resolution of 0.04 
hectares. 
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4 . 1 T E M P O R A L A N D S P A T I A L R E S O L U T I O N 
Models routinely require parameter recalibration when changing sca-
les or changing some other aspect of the model formulation, to refit 
the model to observations. If the value of parameters so calibrated 
are outside plausible limits (those observed in the field if they are 
real-world parameters) then confidence in the model is reduced. De-
pending on the model outputs being assessed, it is also quite possible 
that no parameter presents itself as a candidate for calibration. For 
example, if changing spatial or temporal resolution were to change 
mean inter-fire intervals, this could be accounted for by changing ig-
nition rates if that change was still within the bounds of uncertainty 
for this parameter. However, changing ignition rates will not neces-
sarily modify fire size distributions and the patterns of fire regimes 
that emerge. 
While integrating over time and space with a simulator using regu-
lar time steps (At) and spatial grain (As) may be convenient, the data 
itself is rarely regular. If At and As were to vary locally to match the 
rate of change in the data (as interpreted by the model's equations), 
then coarser average resolutions would be possible without recalib-
ration. The benefit of this is to reduce the burden of computation 
rather than to alleviate the need for detailed input data, as the pro-
cess itself would necessarily be based on the detailed data. In short, 
as the term is used here, optimization is simply attempting to reduce 
data redundancy, an abstraction operation of domain reduction on 
the grounded abstraction of the original data (Zucker, 2003). This is 
analogous to procedures in numerical integration, where step sizes 
become smaller as the rate of change in the function increases. 
For temporal data, optimization can mean for example: given 26 
years of half-hour weather data, how many of those almost 500,000 
readings are effectively redundant from the point of view of the 
model's accuracy? The same question applies to spatial data: how 
many of the 1 million 1/4 hectare locaHons in a 2,500 km^ extent 
are likewise redundant? Ideally, the model (using the idea of con-
trol theory) would adjust its spatio-temporal resolution on-the-fly to 
suit changing circumstances (e.g. Hu and Ntaimo, 2006; Anderson 
et ah, 2005). As FM simulates any number of fires simultaneously, it 
is difficult to see how spatio-temporal resolution could change in a 
manner to suit all points on the fire perimeters at one time, with their 
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unique conditions, while at the same time showing improvements in 
efficiency over simply running at the finest resolution. In this study, 
the computational burden of temporal resolution can be assumed to 
be minimal compared with spatial resolution. This is because as As 
increases, the number of points on a fire perimeter increases to the 
square of resolution. For At , on the other hand, the rate of reading 
weather data is simply linear with temporal resolution. In Big-O nota-
tion (Black, 2007), execution time is 0 ( n ) with At but O(n^) with As . 
Therefore, reducing redundancy in spatial data offers greater benefit 
than does reducing redundancy in temporal data. 
However, input data can rarely be categorized as solely dependent 
on just space or time. In reality temperature, humidity, wind, rainfall, 
soil dryness and fuel vary over both time and space. In FIREMESH, 
only wind is entirely dependent on time (if not in reality) and slope 
depends on location and the effect of slope depends on the direction 
of fire spread. 
The objective of the current study is to understand if and how much 
nuisance parameters, of which spatial and temporal resolution are 
just two, may affect the estimation of the components of fire regimes 
by simulation, an area which has not been well studied (Chapter 1). 
The remainder of this chapter discusses these two aspects of resolu-
tion to more closely examine their implications for fire simulation. In 
addition, opportunities to optimize the use of temporal and spatial 
data are examined in Section 4.2, with the principle aim of exploring 
a method to optimize the placement of vertices over complex terrain 
data (Hypothesis (iii)). 
4.1 .1 Temporal resolution 
If the rate of spread of the head fire (Rh) is plotted against time, the 
area under the curve can be interpreted as the distance an imaginary 
continuously burning fire would travel in a straight line during a 
period of observation assuming no slope, a constant fuel load and 
no change in wind direction (Figure 4.1). In principle, the magnitude 
of error between a discrete function such as this and a continuous 
one depends not only on At but also the shape of the curve (concave 
curves produce a greater error than the convex). However, at least in 
the case of observed weather data, it is unclear if these errors would 
cancel with increasing At given the complex shape of the curve of 
changes in rate of spread. The difference between the daily fire run 
length (as calculated by the equations used in FIREMESH) between a 
0.5 and 3 hour time step is about 7 % , as measured for two days, one 
in summer and the other in winter (Figure 4.1). The summer day is 
one where very significant areas were burnt in the Canberra region 
in January 2003. 
4 - 1 T E M P O R A L A N D S P A T I A L R E S O L U T I O N 71 
a) Rh (A;=0.5h) 
D a t e : 1 8 / 1 / 2 0 0 3 
daily fire run (11328 meters) 
start time A 0 . 5 i t 
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Figure 4.1: Changes in Rh at three different time steps on two days of con-
trasting fire danger 
Half-hourly weather was recorded at Canberra Airport (Chapter 2). Rh 
is produced by the equations used in F I R E M E S H , using a fuel load of 
12.5 t . h o " ' . RH at 0.5 h time step (dotted line) is superimposed on 
each chart for easy comparison with coarser resolutions. T h e legend 
in each chart shows the distance travelled by fire in a 24-hour period 
at each resolution (sum of the grey areas). 
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If the same analysis is performed using accumulated area burnt 
(Figure 2), the error corrects as FFDI is over or under estimated (Fig-
a) Cumulative area burnt (A/= 0.5h) 
16-18/1/2003 
c) Cumulative area burnt (A(= 0.5h) 
1-6/11/2002 
0 9 19 31 43 55 67 
hour 
b) Cumulative area burnt (A(= 3ti) 
16-18/1/2003 
area burnt {A /= 3h) , 
- FFDI 
- - - area burnt (A( .0 .5h) , ' 
6 18 30 42 54 66 
hour 
0 20 43 66 89 115 
hour 
d) Cumulative area burnt (A/= 
1-6/11/2002 
area burnt ( 4 t = 3 h ) 
- FFDI 
a reabu tn l (A (=o .5 t i ) 





Figure 4.2: Cumulative area burnt for time steps of 0.5 and 3 hours for two 
periods of contrasting fire danger 
Half-hourly weather was recorded at Canberra Airport (Chapter 2). 
Rh is produced by the equations used in FIREMESH using a fuel load 
of 12.5 t .ha ' at the elevation of the weather station. The dotted 
line on each plot (cumulative hectares burnt at 0.5 hour time step) 
is superimposed over three hour time step plots (b and d) for easy 
comparison with the finer resolution. Errors for the period in winter 
cancel (c and d) with resolution, while a large error is apparent for 
the summer example due to resolution (a and b). 
ure 4.2.C and d). However, the sudden rise of FFDI to 100 on the after-
noon of the 18th January, 2003 is missed by the simulation using At 
of three hours, resulting in a large under-estimate of the fire size. Cal-
culating the fire run length for the entire weather data ( 1 / 7 / 1 9 8 5 to 
3 0 / 6 / 2 0 1 1 ) at a At of 0.5 and 3 hours shows there is little difference in 
the fire run length over this range (At = 1.5h : 0.03%, At = 3h : 0.2%). 
However, the above analyses do not consider fire extinguishment. 
As At increases, the time of extinguishment will occur at increasingly 
later times. For example, if an line is drawn across Figure 4.1 a, b and 
c, at say, Rh= 500 to represent the threshold above which a fire could 
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not be controlled, a) can burn between 8:00 and 19:00 ( 1 1 hours), b) 
between 9:00 and 19:00 ( 10 hours) and c) between 9:00 and 21 :00 hours 
( 1 2 hours). However, this can be misleading. Over the diurnal cycle, 
ignition times are assumed to have a uni form random distribution 
in F I R E M E S H , whi le extinction times are obviously contingent on 
there being a fire in the first place. Therefore if w e randomly select 
an ignition time at, say 12:00 hours, then the duration of the burn can 
only increase as A t increases. In addition, in some cases this threshold 
may be missed entirely at coarser resolutions, whereupon the fire will 
continue to spread until a time of extinguishment is next encountered. 
Consider ing the diurnal cycle, this may be some days later leading to 
a large increase in the final fire footprint. 
Nevertheless, rapid change in the weather conditions can lead to 
large errors in fire simulation (Figure 4.2). Thus an approach to op-
timize time step using a variable At determined by the derivative of 
the curve might be appropriate. Conversely, resolving the moment of 
extinguishment is also important, and an approach that minimizes At 
near this threshold at the expense of At where conditions are more 
extreme may prove optimal as well. However, a complicating issue is 
w ind direction. Area burnt by fires under high wind can suddenly 
increase with changes in wind direction as the fire flank becomes the 
head fire. Thus some approach that accounts for the changes in the 
vector of spread (magnitude and direction) is required (Figure 4.3). 
Rh trace 
A( = 0 ,5 hours 
Figure 4.3: Differences in the vector sum of fire spread 
Differences in the vector sum of fire spread (speed and direction) 
for an arbitrary period in tfie half-hourly weather data recorded at 
Canberra Airport at three time steps (0.5, 1.5 and 3 hours). 
A s noted in Chapter 3, points on the (simulated) fire perimeter 
ext inguish w h e n fireline intensity falls below some prescribed value 
(nominally 83 k W . m " ^ ) , the entire fire being exHnguished when in-
tensity at all locations fal ls below this value. Fireline intensity varies 
not only with the weather data but also with the slope of the terrain 
and fuel weight and therefore cannot be determined beforehand. To 
take account of (i) sudden changes in fire danger index, (ii) w ind 
direction and (iii) slight changes in conditions that lead to fire ex-
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tinguishment, a simple approach to optimizing time step, based on 
the rates of change in fire spread vectors, cannot work. Nevertheless, 
an improvement would be given a range of At from some minimum 
(mn) (the resolution of the input data) and some maximum (mx) (a 
multiple of m n to avoid interpolation): 
At = m n if maximum intensity < ci {if close to extinguishing at any 
elevation) 
At = m n if (Vt — V^+i) > cz {if a change in velocity! 
At = mx otherwise 
where ci and cz are tuning parameters, Vt is the rate of spread vector 
at time t, and m n and mx are minimum and maximum At respect-
ively. 
Note that, the above algorithm is intended to be applied to the data 
before simulation begins. The values of ci and C2 will determine the 
total number of time steps used in reading the data set. The mean 
temporal resolution is the temporal extent of the data set divided by 
the number of time steps. 
4.1 .2 Spatial resolution 
The spatial parameters contributing to rates of spread are fuel, eleva-
tion and slope. Slope is overwhelmingly the major spatial parameter 
contributing to Rh (Figure 4.4). A s noted, the centroid method is used 
in deciding the elevation of a vertex placed over a DEM. The centroid 
method tends to preserve variation between values as resolution de-
creases (Bian and Butler, 1999). The difference in fuels, elevations 
and slopes between a one and nine hectare mesh in this modelled 
landscape shows slope changes faster as resolution changes ( - 1 .4%, 
- 1 .3% and - 17% respectively). Furthermore, in FIREMESH, the rate of 
spread doubles for each 10° of slope. A s resolution and the distribu-
tion of slopes change, so too will the distribution of fireline intensit-
ies and locations where a fire will extinguish at any given time. Thus 
there will also be a component driving area burnt with changes in 
intensity and the point at which fires extinguish. For example, the 
sum of As/Rh can be interpreted as the time taken by an imaginary 
continuously burning fire to travel in a straight line moving in one 
direction. If this is calculated using the equations of fire spread for a 
transect of mountainous terrain with resolutions of 100, 200 and 300 
meters, the time taken to span the transect varies by only between 
+2 to -4% with no clear trend against As (Figure 4.5). Thus from this 
simple two-dimensional experiment (length and elevation), it would 
appear that spatial resolution is not a sensitive parameter. However, 
full simulations in later chapters show this is not the case, demon-
strating that interactions with slope and extinguishment must play a 
role. 
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Rh(As=50m) Rft (As=50m) 
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0 O.B 1.8 2.8 3.8 4 8 5.8 8.8 
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0 0.8 1.8 2.8 3.8 4.8 5.8 6.8 
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Figure 4.4: A short transect of the study area showing the rate of spread at 
each location determined by fuel, elevation and slope 
The effect of each spatial attribute (fuel, slope and elevation) is shown 
separately and together). The total time taken to traverse the transect 
is show(n in the legend for each treatment. The rate of spread is based 
on the Mark V Forest Fire Danger Meter (McArthur, 1973) with 
modifications informed by Project Vesta {Gould et a/., 2007; McCaw 
et ai. 2008). The solid line shows the elevation of the transect. The 
grey bars are R^ at 50 metre resolution. Fuel loads and temperature 
lapse rates are those described in Chapter 2. 
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Figure 4.5: A short west-east transect of the s tudy area showing Rh for each 
location for a fire mov ing f rom left to right 
Rh is calculate(d taking account of fuel, elevation and slope factors. 
The total time taken to traverse this transect at each A s is shown in 
the legend for three spatial resolutions. The rate of spread is based 
on the Mark V Forest Fire Danger Meter (McArthur and Cheney, 
1972) with modifications informed by Project Vesta (Gould et ai, 
2007; McCaw et a!., 2008). The solid line shows the elevation of the 
transect. The dotted line is Rh at 100 m superimposed on charts 
at the other resolutions for comparison. Fuel loads and temperature 
lapse rates are those described in Chapter 2 
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4.1.3 Summary of findings 
The examination of A t above, serves to highl ight the importance of 
capturing m o m e n t s of synoptic change w h e r e sudden changes in 
w i n d direction, temperature and humidi ty can lead to very different 
o u t c o m e s d e p e n d i n g on the simulation time step. O n the other hand, 
s imulated area burnt is also very sensitive to capturing small changes 
in weather variables near the point of fire extinguishment. However, 
as wi l l be s h o w n in later chapters. A t has only a limited effect on 
simulation efficiency, and so there appears little reason to pursue an 
optimizat ion strategy. Within the limits of the data used here (half-
hourly data) the finest resolution should be used. If finer resolution 
data were available, some approach such as outlined above may im-
prove performance. D u e to the much greater consequence As has for 
simulation efficiency, on the other hand, an optimization strategy for 
the spatial domain is developed in the next section. A s slope is en-
tirely a spatial parameter, and more strongly affects Rh than does el-
evation or fuel load, a method is proposed to conserve rate of change 
in Rh attributable to slope over As. The method involves Delaunay tri-
angulat ion and because this geometry, as used here, produces meshes 
w i t h predominant ly six neighbours (Figure 1.4), the effect of the num-
ber of neighbours to a vertex in a mesh is first discussed. 
4 . 2 M E S H C R E A T I O N 
4.2.1 Definition of equivalent spatial resolutions 
The method of aggregat ing a D E M to coarser resolutions uses the 
centroid method (Chapter 2). A spatial extent can be sampled in the 
field by taking a number of readings of point data; the more samples, 
the better the coverage but the greater the effort. The same can be 
said of a mesh, w h e r e the number of vertices are the sample. More 
samples require more computer resources but may show model be-
haviour at finer resolution w h i c h is not apparent at coarser ones. In 
this study, equivalence in resolution is defined as equivalence in the 
mean sampl ing density (the same number of points). The efficiency of 
the sampl ing may be changed by altering the local sampling density 
but the resolutions are equivalent if the mean density over the entire 
spatial extent is unchanged. 
4.2.2 Regular meshes 
A s noted, the n u m b e r of neighbours to a point in space can have 
implications for the patterns and behaviours that emerge from spa-
tial s imulation models , largely because of the nature of discrete geo-
metries. A regular grid of unit resolution wi th four Von N e u m a n n 
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n e i g h b o u r s h a s a taxicab g e o m e t r y (Krause , 1973), a s y s t e m first c o n -
s idered by the m a t h e m a t i c i a n H e r m a n n M i n k o w s k i (1864-1909). M o d -
el l ing fire spread in a n y sys tem wi th a discrete n u m b e r of n e i g h b o u r s 
m e a n s the path of the fire m u s t fol low the n e t w o r k of e d g e s . T h i s 
m e a n s the Euc l idean dis tance b e t w e e n two p o i n t s o n the m e s h is n o t 
necessar i ly the s a m e as the dis tance travelled w h e n fo l lowing a l o n g 
edges . In a four n e i g h b o u r taxicab sys tem (all f o u r e d g e s are at r ight 
ang les to e a c h other) , the d is tance b e t w e e n a n y t w o n e i g h b o u r s at 4 5 ° 
is 2 uni ts w h i l e in Euc l idean d is tance is \fl uni ts (F igure 4.6). 
Figure 4.6: A unit grid with four neighbours to each vertex: a taxicab geo-
metric system 
The Euclidean distance between A and B is v ^ units. Within the 
constraints of the taxicab system (Krause, 1973) the distance is 2. 
The area of the above circle is lO?- while the area of the taxicab circle 
is 8. 
A s the r a d i u s of a c ircle increases in tax icab geometry , the s h a p e 
m a n i f e s t is that of a s q u a r e or ienta ted at 4 5 ° to the c o o r d i n a t e sys tem. 
T h e area of this s q u a r e dif fers f rom that of a c ircle by 1 — 2/7t or an 
error of 36.3% b e t w e e n the fire s ize i m p l i e d by the e q u a t i o n s o f fire 
spread a n d that e s t i m a t e d in a s y s t e m cons t ra ined by a four ne igh-
b o u r discrete geometry . L i k e w i s e a s y s t e m w i t h six n e i g h b o u r s wil l 
p r o d u c e h e x a g o n s , e ight n e i g h b o u r s o c t a g o n s a n d so on w i t h e a c h 
increase in the n u m b e r of n e i g h b o u r s r e d u c i n g the er ror b u t increas -
ing c o m p u t a t i o n a l effort . F o r an oc tagona l s y s t e m (e ight n e i g h b o u r s ) 
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the error is 1 — l\/l/n or approximately 10%. More than eight neigh-
bou r s is possible (Perera et al, 2008) bu t this requires either mixing 
resolut ions as the addit ional ne ighbours are beyond the first annu-
lus, or more complex calculations to obtain intermediate spatial data 
be tween the vertex and those beyond the immedia te neighbours . 
For ellipses, the error varies wi th the angle of its axis relative to the 
coordinate system. For an eight-neighbour system, the error is at a 
m a x i m u m at 22.5°, and it follows that the m a x i m u m in four and six 
ne ighbour systems is 45° and 30° or 90° (depending on orientation) 
respectively. These differences between the area proposed by the rate 
of spread model and the actual area manifest through constraints in 
discrete geometry have been noted and analyzed by Feunekes (1991). 
The lack of importance of this issue for simulations at larger scales 
has been speculated by Green et al (1983a). However, to my know-
ledge no research has focused on examining whether this is signific-
ant for pe r fo rmance of fire simulation models in ranking the factors 
that drive componen t s of fire regimes (Chapter 1). 
M a n y approaches have been taken to overcome the inherent con-
straints imposed by these geometries while trying to keep the com-
puta t ional b u r d e n to a m i n i m u m (Markus and Hess, 1990; Miyamoto 
and Sasaki, 1997; Caballero, 2006; Perera et al, 2008; Johnston et al, 
2008; Trunfio et al, 201 1 ; Avolio et al, 2012). The approaches taken by 
Trunfio et al. (2011) and Avolio et al (2012) require a regular grid. If a 
regular grid is used to vary spatial resolution to accommodate differ-
ent rates of change in terrain, the resolution can only alter by powers 
of 2. The approach taken by Johnston et al (2008) and implemented in 
the Australis s imulator (unpublished), has the potential to allow res-
olution to change cont inuously in response to the rate of change in 
the terrain, in a sense, the approach taken by finite e lement analysis 
in normal iz ing errors over resolution (Braun et al, 1995; Schaap, 2007; 
Anderson et al, 2005). 
4.2.3 Triangulated Irregular Networks (TIN) 
The approach taken by Johnston et al (2008) can be thought of, in 
the context of the above discussion, as a probabilistic taxicab system 
w h e r e each vertex has, on average, six ne ighbours and the travel dis-
tance in any direction is equal on average, with variance between 
the travel dis tances decreasing as distance increases. To generate the 
mesh, a set of equidis tant points are created to sample the DEM -
a Poisson-Disk distr ibution. A Poisson-Disk distr ibution is one that 
places poin ts r andomly in two or more d imens ions bu t wi th the con-
straint that no two poin ts can be closer than some m i n i m u m pre-
scribed distance. The angle of the edges between ne ighbour ing points 
are un i fo rmly r a n d o m with respect to the coordinate system. Meth-
ods for achieving this are discussed below. This results in the differ-
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ence between the Euclidean and travel distance between two points 
being equal, on average, in all directions. This difference can then be 
accounted for with an empirically derived constant (|3) (Equation 4.1). 
Two points to note are that firstly, point generation involves some 
stochasticity. Thus variance in travel distance between any two points 
will be inversely proportional to the number of vertices traversed 
(that is inversely proportional to resolution) and replication may be 
required in some situations. Secondly, for directions of spread ±40° 
( ± a ) (Equation 4.1) with respect to the fire heading, a non-linear func-
tion of the ellipse eccentricity must be used, calibrated empirically by 
simulation, to achieve the correct forward rate of spread (Johnston 
et al, 2008). Rh is the best constrained field observation for fire spread 
(Johnston et al., 2008) compared with the length-to-breadth ratio (L:B) 
of the fire footprint. So it is important that the function modifying (3 
within ± a be such that Rh is correct with respect to these observa-
tions. 
(Q Ro(l -cos9)+Rh(cos9-cosoc) ip, P ,-cosa i e i < « 
PRo otherwise 
where: 
P = -0.42/(Rh/Ro)^ -I- 0.91/(Rh/Ro)^ - 0.84/(Rh/Ro) -I- 0.39 
RmicTo is the rate of spread adjusted to account for the difference 
between the Euclidean distance and the additional distance required 
to travel on a triangular irregular network (Johnston et al, 2008). 
With this approach, the length-to-breadth ratio (L:B) is not pre-
scribed but emerges from the simulation. However, the L:B that emerges 
can produce unexpected results depending on the particular equa-
tions used to estimate rates of spread (see Figure 5.16). As discussed 
in Chapter 3, the intended fire shape in FIREMESH is that of an el-
lipse and the purpose in using this irregular form of a discrete geo-
metry is that it has a greater potential to achieve this shape (see Fig-
ure 5.14). This presents a problem for the experiments in this work 
because it is hoped to test the mesh geometry rather than confound 
the experiment with fire shapes that do not fit the elliptical shapes 
described previously, particularly the movement of the focus of the 
ellipse downwind. 
In Equation 4.1, Rq is the rate of spread at zero wind speed (John-
ston et al, 2008). Fire shapes can be made to fit the ellipse (Eb), de-
scribed in Figure 3.7, by setting Ro to the length of the line from fo-
cus Fa to ellipse Eb perpendicular to the semi-major axis (Figure 3.7). 
However, the back-fire rate of spread (Rb) (the shortest distance between 
FQ and Eb -Figure 3.7) is not the same as the 'zero wind' rate of 
spread, which is the definition of Ro in Equation 4.1 above. To ac-
count for this. Equation 4.1 can also applied for the ellipse region 
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± ( a + 180) but substituting Rb for Rh- How well this achieves the 
desired elliptical shape is examined in Chapter 5 (Verification). 
, 0 ) = 
P Roll -cos9) + Rh(cos9-cosa) |g| ^ ^ 
pRo(l-cose) + R ,^Jcos9-coscc) (4.2) 
|3Ro otherwise 
By varying the local density of mesh vertices, we can adapt res-
olution locally to the rate of change in the spatial data. This may 
provide an optimal method for managing spatial resolution. However, 
varying sampling density continuously may also lead to non-random 
distribution of edge angles, which would introduce fire-shape distor-
tions and invalidate the assumption of uniform random distribution 
of edge angles that underpins the approach of Johnston et al. (2008). 
4.2.4 Generating even and uneven density Triangulated Irregular Net-
works 
To achieve an even distribution of points that are independent of the 
orientation of the coordinate system, and have a very small variance 
in distance between points, a Poisson-disk distribution algorithm was 
used by Johnston et al. (2008). Two general classes of algorithm ex-
ist for this purpose: (i) dart throwing and (ii) relaxation (Lagae and 
Dutre, 2008). The dart throwing technique adds points by repeated 
random generation, accepting or rejecting them depending on some 
minimum allowed distance between points. As available locations be-
come scarcer, the algorithm becomes slower and an arbitrary stop-
ping condition must be used. This makes it impossible to obtain, at 
the same time, a predetermined number of points and a satisfactorily 
even distribution. Recall that to assert that two meshes are equival-
ent in terms of resolution, the number of points must be prescribed. 
In relaxation methods on the other hand, a fixed number of random 
locations are created and an algorithm applied to adjusting their posi-
tion (McCool and Fiume, 1992). However, relaxation algorithms have, 
until recentiy, been slow (de Goes et al, 2012). These algorithms were 
developed in the field of computer graphics and their principal use 
is for digital half-tone imagery (Ulichney, 1987), that is, rendering 
images using dots of the same size by varying their local position. 
A novel application of the Capacity-Constrained Delaunay Triangula-
tion (CDT) (Xu et al., 2011) method has been used in this study which, 
to date, produces fast and high quality results. A more recent, and 
possibly superior, algorithm has been created (de Goes et al, 2012) 
but was published too late to include in this study. The original Mat-
Lab source code (available as supplementary information with Xu 
et al. 2011) was re-implemented in Java to allow faster execution time 
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and larger image processing than is possible with the original imple-
mentation. 
M E T H O D Creating a mesh with an even Poisson-Disk distribution 
is a particular case of creating one with an uneven distribution but 
derived from a monotone image. CDT works as follows. An image 
is chosen and a fixed number of points randomly generated within 
its extent. A TIN is created by application of a Delaunay Triangula-
tion algorithm (Barber et ai, 1996). The sum of all pixel values within 
each triangle is calculated, taking area weighted account of pixels 
that are not fully contained within the triangle boundary. This is 
termed the capacity of the triangle. The algorithm iterates over the 
vertex points and adjusts the position of each so that all triangles 
formed with its immediate neighbours have the same capacity. This 
repeats until the change in variance of the capacity is below some 




Figure 4.7: Mesh minimum energy produced using the Capacity-
Constrained Delaunay Triangulation method (Xu et al. 2011) The 
solid line is the difference in the v3rianc6 of triangle capacity (the sum 
of pixel values with each triangle). The dotted line is the threshold 
where change is sufficiently small as to require re-triangulation. After 
each re-triangulation, the mesh energy is higher until vertex positions 
are re-adjusted to minimize capacity variance. 
are then re-triangulated and the process repeated until the rate of 
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change in the variance reaches some minimum: the minimum mesh 
energy (Anderson et al, 2005). The resulting distribution of points is a 
half-tone rendering of the original image with point density continu-
ously varying with pixel values (Figure 4.8.b). The final distribution 
of points is re-triangulated to generate a mesh (Figure 4.8.C). For each 
such mesh there exists an equivalent Voronoi tessellation, its duel. 
The area of each Voronoi cell is the area represented by each vertex 
in the Delaunay triangulation (or mesh). Points within unbounded 
Voronoi cells (on the perimeter of the spatial domain) are discarded 
as their area is undefined (Figure 4.8.d). By choosing some spatial 
attribute relevant to a spatial simulation model, an image can be gen-
erated from which a mesh is created that optimizes the sampling of 
that attribute. The discussion in the previous chapter indicates that 
the rate of change in Rh with slope is the best attribute to conserve as 
As changes (ARn/As). 
Referring to Figure 4.9, a raster of slopes is created from the DEM 
using Horn's method (in Burrough et al. 1998). From this raster of 
slopes, a second raster is created using the fire model's response to 
slope. Finally an image is created from the derivative of this last raster. 
This is this potential change in rate of spread due to slope. The CDT 
algorithm is applied to this image (Figure 4.9.d) to produce an op-
timal placement of vertices in the mesh (Figure 4.10). The area of each 
vertex is obtained from the equivalent Voronoi mesh (Figure 4.11) . A s 
noted, the application of the CDT algorithm without an image (or 
with a uniform colour) produces a uniform Poisson-Disk distribution. 
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(a) Original image 
v-' 
1 
(b) Half-tone image 
(c) Application of CDT algorithm (d) Equivalant Voronoi tessellation 
Figure 4.8: Sequence of steps in converting a digital image into a Delaunay 
triangulation and its equivalent Voronoi tessellation 
The area of each Voronoi cell (d) is the area represented by each 
vertex in the Delaunay triangulation (c). 
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i '/f . ' ^ 
(a) Elevation (b) Slope 
(c) Rh (d) A R h / A S 
Figure 4.9; Four surfaces depicting the steps involved in creating a surface 
of the rate of change in the rate of spread of a head fire 
(a) Is a D E M of the Brindabella Ranges; 
(b) Is the derivative of (a), the maximum slope at each location; 
(c) is the change in rate of spread as a function of (b); and 
(d) Is the derivative of (c), the rate of change in the rate of spread 
as a function of slope. 
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, - a 
F i g u r e 4 .10: A D e l a u n a y t r i a n g u l a t i o n u s i n g the C a p a c i t y - C o n s t r a i n e d 
D e l a u n a y T r i a n g u l a t i o n a l g o r i t h m T h e tr iangulat ion is based on 
the image created in F igure 4.9.d). T h e vertices of this mesh are con-
centrated in regions where the rate of change in the rate of spread 
of a fire due to slope is greatest. 
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Figure 4.11: A Voronoi tessellation 
The area of each cell is the area represented by each vertex in the 
Delaunay triangulation in Figure 4.10. Unclosed cells on the peri-
meter are discarded as their area is undefined. 
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RESULTS The density distribution of ARh/As at each vertex in the 
mesh (Figure 4.12) can be seen to increase, indicating the method has 
succeeded in sampling space more densely where change is greatest. 
A s noted, for fire to propagate on a mesh with this geometry, without 
distortion in any one direction, it is important that the distribution 
of angles between vertices be uniformly distributed. This is the case 
for an even distribution of points but for the case of varying local 
vertex densities the distribution of angles shows a small increase in 
the density of angles near 90 or 270° although this does not appear 
significant (Figure 4.13). It is assumed this arises because of the dom-
inance of east-west aspects in this landscape (Figure 2.3). It fol lows 
that estimated fire velocity in these directions may be slightly greater. 
Verification tests are performed in the next chapter, to examine if this 
condition arises in practice. 




Figure 4.12: Density distribution of A R k / A S 
This density distribution shows the distribution of pixel values of 
Figure 4.9.d at each vertex position for the mesh in Figure 4.10 
(dotted line) compared to a mesh with an even disposition of vertices 
(solid line). The increase in values of high ARJ^/AS indicates the 
Capacity-Constrained Delaunay Triangulation algorithm (Xu et al., 
2011) has successfully concentrated vertices around locations where 
A R h / A S is greatest. 
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Distribution of angles between edges 
10 replicates, 9 ha. resolution (+CI) 
Even density mesh 
10 replicates. 9 ha. resolution (±CI) 
Uneven density mesh 
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Figure 4.13: Density distribution of angles between neighbouring vertices 
Density distribution of angles between neighbouring vertices for an 
even and uneven triangulated irregular network. Note the distribu-
tions must be symmetrical, as each edge between vertices includes 
its complement. 
4 . 3 C O N C L U D I N G R E M A R K S 
Indications from the above test show that fire simulations are sens-
itive to both At and As. The choice of time step affects area burnt 
estimates by both resolving changes in weather when rates of spread 
are high and moments of fire extinguishment when rates of spread 
are low and when wind direction changes. However the benefits of 
coarse over fine resolution on model execution time are minor and 
there is little reason to choose a time step coarser than that imposed 
by the data available. 
Spatial resolution on the other hand can provide very significant 
benefits to performance as will be shown in later chapters. While 
there may be some bias in the distribution of angles between vertices 
using the optimized mesh it remains to be established if, in practice, 
this poses a problem for this approach. This is examined in the next 
chapter. It also remains to be seen if the mechanisms by which spa-
tial and temporal resolution affect fire simulations will, in fact, alter 
model estimates of the relative importance of factors determining the 
components of fire regimes. 

M O D E L V E R I F I C A T I O N 5 
5 . 1 I N T R O D U C T I O N 
'Verification' is testing that a model implementation is correct with 
respect to its specifications and is one element in the broader effort 
of validation which tests that a model is fit for its intended purpose 
(Rykiel Jr, 1996; Sargent, 2005). These two terms are sometimes con-
fused (Rykiel Jr, 1996). This chapter examines verification through nu-
merous tests designed to confirm that the equations documented pro-
duce fires of the size and shape intended by the equations and archi-
tecture, even if those simulated fires are incorrect with regard to field 
observations. As noted, McArthur's Forest Fire Danger Meter (FFDM) 
(McArthur, 1973) is considered to under-predict rates of spread under 
more extreme conditions (McCaw et al, 2008). The task of verification 
is to check these equations have been implemented as specified by 
the meter, rather than whether the equations lead to under-prediction. 
This would be a task addressed by validation. In Chapter 6 on valida-
tion, the model's performance is examined by comparing its perform-
ance to its predecessor. 
Validation and verification apply just as much to the materials and 
methods required for field or glasshouse experiments as they do to 
the design, development and use of computer models. Verification 
and validation can never be known with absolute assurance any more 
than a theory can be proven to be true. Verification can at least be 
measured by the completeness of the recording of data and methods. 
Omissions can be noted post hoc. However, validation is more com-
plex and limited by both the conceptual model of the system, which 
may contain many unrecognized or unrecorded assumptions, and by 
a paucity of observations with which to evaluate the model. 
This is certainly the case with fire regime models because of the 
large spatial and temporal scales at which they operate and their ne-
cessary simplicity compared to the potential complexity of ecological 
systems at these scales and that of fire and very fine scales. In short, 
while the terms verification and validation have the ring of a super-
lative about them, all that can really be done is to take steps to im-
prove our confidence that the materials and methods are as specified 
(verified) and that they satisfy requirements to the extent that this is 
testable (validated) before being applied to testing the hypotheses of 
this study. 
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5 . 2 C O N S I S T E N C Y A C R O S S R E S O L U T I O N S U S I N G R E G U L A R M E S H 
C O N F I G U R A T I O N S 
To examine hypotheses (i) (Section 1.1) and (ii) (Section 1.4.5), it rnust 
be established that on flat terrain and under homogeneous conditions, 
FIREMESH will produce the same fire perimeter regardless of time 
step, spatial resolution or the number of neighbours to each vertex. 
At the same time it can be determined whether the distance between 
the ignition point and the fire perimeter accords with the FFDM in 
equation form (Noble et al, 1980). 
M E T H O D A trial of 48 simulations were performed using four, six 
and eight neighbour meshes (N-4, N-6 and N-8). These trials used 
four time steps (0.5, 1 , 2 and 3 hours) and four spatial resolutions 
(0.25, 1, 4 and 9 ha.). The wind speed was set to zero and the forward 
rate, derived from the weather and fuel data in Table 5.1 was 197.18 
m.h^' . The fire was run for 12 hours and the distance reached by 
the simulated fire in each of the principal directions (greatest extents) 
of the three mesh configurations was compared to the predicted dis-
tance of 2,366.201 metres. This distance is obtained using equations 
A.3 and A.4 with the values of temperature, relative humidity, fuel 
weight and drought factor listed in Table 5.1 
R E S U L T S The fire shapes that emerge agree with the theory of tax-
icab geometry (Krause, 1973) and the findings of Feunekes (1991) in 
that all fires reach the circular perimeter and the predicted geomet-
ric shapes emerge (Figure 5.1). Small errors were found (differences 
between expected and simulated distance from the ignition source to 
the fire perimeter) with the exception of the time step treatment (Table 
5.2). All trials produced precisely symmetrical shapes. The same error 
was found for N-6 meshes between spatial resolutions in all direction 
(0.007%). A difference between predicted and simulation distance was 
found for the N-8 mesh between cardinal and inter-cardinal direc-
tions (c and i-c columns in Table 5.2). All inter-cardinal directions in 
N-8 meshes show precisely the same error (-0.002% or 2 cm per kilo-
metre or less than one second in 12 hours) but errors in cardinal direc-
tions vary between -0.016% to +0.002% across spatial resolutions. N-4 
meshes have identical errors to the cardinal directions as N-8 meshes. 
Some of this error may be attributed to the necessity of rounding 
time to the nearest second (which happens each time fire moves from 
one location to its neighbour and is thus sensitive to spaHal resolu-
tion). Rounding time to a discrete value is a condition imposed by the 
3Worlds simulator in which this model is embedded. Finer granular-
ity to the micro-second is possible but was not considered warranted. 
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Table 5.1: FIREMESH equations and parameter values relevant to this 
chapter 
N A M E S Y M U N I T V A L U E E Q U A T I O N 
Temperature T 30 
Vapour pressure V kPQ 1.2 
Relative humidity H 28.49 
Soil dryness index SDI mm 165 
Days since rain N days 30 
Amount of last P mm 2 
rainfall 
Drought factor D 10 Equation A.2 
Wind speed U10 km.h- ' 0 
Fire Danger Index F 13.15 Noble et al (1980) 
Fuel weight W t.hQ-' 12.5 Table 2.1 
Rate of forward R m . h ' 197.1 Noble et al. (1980) 
spread 
Slope 0 degrees 0 
Rate of forward Re m.h-i 197.1 Equation A.6 
spread on slope 
Heat of combus- H kj .kg- ' 20,000 
tion 
Fireline intensity I kW.m-' 1,369 Equation A. 14 
5 . 3 C O N S I S T E N C Y A C R O S S S P A T I A L R E S O L U T I O N U S I N G T R I A N -
G U L A T E D I R R E G U L A R N E T W O R K S 
As with regular meshes, the same independence of simulated fire size 
from spatial resolution is required of triangular irregular networks 
(TIN), if FIREMESH is to be applied to Hypotheses (iii) and (iv). As 
noted, there are two types of TINs used in this study: (i) those with an 
even distribution of vertices over the spatial extent of the simulations 
(Figure 5.2.a); and (ii) those where the density of vertices varies with 
the rate of change in Rh due to slope (ARh/As) (Figure 5.2.b). Un-
der neutral conditions (Table 5.1), all TINs should produce the same 
circular fire shape (averaged over replicates) and be a better approx-
imation of a circle than an N-8 mesh. Johnston et al. (2008) show that 
their approach is valid regardless of the resolution. That is, the tech-
nique is scale-invariant. The property of scale-invariance is important 
for two reasons in the present context: (i) because the effect of spatial 
resolution on generated fire regimes is a treatment in this study; and 
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Table 5.2; Errors reported between expected and simulated maximum dis-
tance travelled 
Errors reported between expected and simulated maximum distance 
travelled (2366.201 metres) for 48 simulations (3 neighbourhood con-
figurations: 4 neighbours (N-4), 6 neighbours (N-6) and 8 neighbours 
(N-8), 4 temporal resolutions (0.5, 1, 2 and 3 hour t ime steps) and 
4 spatial resolutions (50, 100, 200 and 300 m). No error was found 
that can be attr ibuted to t ime step (not shown). Cardinal (card.) and 
inter-cardinal (inter-card.) errors are shown for N-8. Parameters for the 
fire spread equations are those in Table 5.1. 
Number of neighbours 
N-8 N-6 N-4 
card. inter-card. 
Spatial resolution 50m -0.016% -0.002% -0.007% -0.016% 
loom -0.015% -0.002% -0.007% -0.015% 
200m -0.011% -0.002% -0.007% -0.011% 
300m -0.002% -0.002% -0.007% -0.002% 
(ii) because scale-invariance is necessary if a mesh is to be used with 
continuously varying resolution. 
M E T H O D One hundred and sixty simulations were performed on a 
flat landscape, comprising 10 mesh replicates, four resolutions (0.25, 
1, 4 and 9 hectares) and four fire sizes (6, 12, 18 and 24 hour dura-
tion). Constant weather conditions were used as listed in Table 5.1. 
Temporal resolution has already been shown to have no effect under 
these conditions and is set at three hours for this experiment. The pur-
pose of testing different fire sizes in addition to spatial resolution is to 
fully explore the scale-invariance of this type of mesh. Because wind 
speed is zero, only part (3) of Equation A.15 is relevant (Rh/Ro = !)• 
All points on the fire perimeter are recorded and the mean and stand-
ard deviation of their distance from the point of ignition compared to 
the theoretical distance (hours x Rh). 
R E S U L T S In Section 4.2.3 it was noted that the distribution of edge 
angles in the uneven meshes showed a bias towards 90° and 270°. 
However, examination of 24-hour fires gives no indication that such 
a bias exists in practice (Figure 5.3). The fire shapes across all resolu-
tions and fire sizes appear very close to the expected circular shape 
for both even meshes (Figure 5.4) and variable density meshes (Fig-
ure 5.5) without distortion in any particular direction for either ar-
rangement. On the other hand, there appears to be an increase in 
the radii of the patterns as resolution increases, that is, 50 m res-
olution simulations produce a closer fit to the predicted fire extent 
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(a) N-4 (b) N-6 (c) N-8 
Figure 5.1: Four, six and eight neighbour meshes at three hour time steps 
and 1 ha. spatial resolution 
The simulated fires are run for 12 hours under identical conditions 
(Table 5.1). T ime steps are marked by alternating grey and dark grey 
bands. 
than simulations at 300m resolution. This pattern of results is sum-
marised in figures 5.6 (even meshes) and 5.7 (uneven meshes). There 
is a 3% decline in fire radius at the 6 hour mark for fires between 
50 m and 300 m resolutions on even meshes and a little more (4%) 
for uneven meshes (Figure 5.7). The maximum radii in any direction 
for all resolutions and durations reaches, but does not exceed, the 
predicted radius as intended by Equation 4.2. However, on average, 
extents are less than the maximum and therefore the area of the fire 
foot print will always be an under-estimate. The magnitude of this 
under-estimate decreases as the number of edges traversed increases. 
Nevertheless, the error in the above tests (<5% at zero wind speed) is 
less than the theoretical error for N-8 arrangements (10%) and by this 
test (zero wind speed), a TIN mesh produces a more accurate predica-
tion of the area of a simulated fire than does an N-8 mesh, despite TIN 
meshes having fewer neighbours on average (Figure 1.4). For simula-
tions in complex terrain with varying weather conditions (wind speed 
> o), the use of a TIN may well provide more accurate predictions of 
arrival times than simulations using a regular N-8 mesh depending 
on the wind direction and speed. However, the stochasticity inherent 
to this method will inevitably have some scale-dependent error in es-
timating the area of a fire-footprint unless the method is re-calibrated 
to given correct fire extent on average. 
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(a) Even (b) Uneven 
Figure 5.2: Fire spread on triangulated irregular meshes with even and un-
even distribution of vertex locations 
T ime step is three hours indicated by alternating grey and dark grey 
bands. Weather conditions are listed in Table 5.1. 
Spatial resolution;50m 
Uneven mesh, 10 leplcales 
Figure 5.3: Simulated and expected fire perimeter of a 24 hour fires 
Fire perimeter of 10 replicate simulations (grey) of a 24 hour fire com-
pared to the expected fire shape (dashed line) on an uneven triangu-
lated irregular mesh with average spatial resolution of 0.25 hectares 
(equivalent to 50 meter resolution on a regular grid). A constant rate 
of spread is used as listed in Table 5.1. 
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Figure 5.4: Simulated and expected fire perimeters after 6, 12, 18 and 24 
hours on a Triangular Irregular Network mesh with an even dis-
tribution of vertices 
Fire perimeter of 10 replicate simulations (grey) compared to the 
expected fire shape (dashed line) on an irregular triangulated mesh 
with an even distribution of vertices. Spatial resolutions were 0.25, 1, 
4, and 9 hectares (equivalent to 50, 100, 200 and 300 meter resolution 
on a regular grid). A constant rate of spread is used as listed in 
Table 5.1. 
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Figure 5.5: Simulated and expected fire perimeters after 6, 12, 18 and 24 
hours on a Triangular Irregular Network mesh with an uneven 
distribution of vertices 
Fire perimeter of 10 replicate simulations (grey) compared to the 
expected fire shape (dashed line) on an irregular triangulated mesh 
with an even distribution of vertices. Spatial resolutions were 0.25, 1, 
4, and 9 hectares (equivalent to 50, 100, 200 and 300 meter resolution 
on a regular grid). A constant rate of spread is used as listed in 
Table 5.1. 
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a) Propagation distance (± SD) 
6 hour fire (fadius: 1183 meters) 
50 100 200 
resolution (meters) 
b) Propagation distance (± SD) 




c) Propagation distance (± SD) 





d) Propagation distance (± SD) 





Figure 5.6: Mean and standard deviation of the radii of 10 replicate simula-
tions even distribution of vertices 
Mean and standard deviation of the radii of 10 replicate simulations 
(10 replicate nneshes with an even distribution of vertices) of fire 
durations of (a) 6, (b) 12, (c) 18, and (d) 24 hours. Each fire duration 
was run at four spatial resolutions (0.25, 1, 2, and 3 hectares). The 
dotted line shows the expected radius for each fire duration. 
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a) Propagation distance (± SD) 




b) Propagation distance (± SD) 






c) Propagation distance (± SD) 
18 tiour fire (radius; 3549 meters) 




d) Propagation distance (± SD) 







Figure 5.7: Simulated and expected fire perimeters after 6, 12, 18 and 24 
hours on a Triangular Irregular Network mesh with an uneven 
distribution of vertices 
Fire perimeter of 10 replicate simulations (grey) compared to the 
expected fire shape (dashed line) on an irregular triangulated mesh 
with an even distribution of vertices. Spatial resolutions were 0.25, 1, 
4, and 9 hectares (equivalent to 50, 100, 200 and 300 meter resolution 
on a regular grid). A constant rate of spread is used as listed in 
Table 5.1. 
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5 4 M E A S U R I N G A R E A 
For analysis, fire extents must be interpreted as area in a manner that 
is also independent of resolution and neighbourhood arrangements. 
Five measures are known at high precision; 
i The area of the landscape; 
ii The area represented by each vertex as calculated from the Voro-
noi tessellation (Chapter 4); 
iii The total mesh length; 
iv The mesh length within a fire footprint; and 
V The location of each point on the fire perimeter. 
From this information, four methods of calculating the area of the 
fire footprint can be deduced: 
i The proportion of the mesh within a vertex traversed by fire 
multiplied by the vertex area; 
ii The proportion of the total mesh length traversed by fire to the 
total landscape mesh length multiplied by the total landscape 
area; 
iii Including a vertex if > 50% of its mesh is traversed; and 
iv The area of a polygon surrounding the entire extent of the fire. 
Methods (i) and (ii) are not numerically correct (Figure 5.8), while 
method (iii) has increasing variability inversely proportional to resol-
ution. In the case of method (iv), if the points describing a polygon are 
ordered consistently (anti-clockwise) then positive values will repres-
ent area burnt while negative values will account for unburnt islands. 
A shortcoming arises when attempting surround an N-8 mesh with a 
polygon. N-8 meshes are not true tessellations of space. This results 
in diagonal paths crossing each other leading to ambiguity as to the 
correct order in which to connect points in the polygon (Figure 5.9). 
Special rules were devised to prevent the polygon itself crossing 
paths but the shape is still relatively convoluted. These rules are not 
further discussed because this method was not used in the final ana-
lysis of area burnt. Polygons surrounding meshes that are true tessel-
lations, that is, meshes that have a duel (Figure 5.10), will not have 
edges that cross and this ambiguity will not arise. An N-8 mesh can 
only be constructed without overlapping edges, if vertices are placed 
at the intersection of the crossing edges, the duel of this mesh being 
an alternating pattern of octagons and squares (Figure 5.10). These 
vertices (in the centre of the squares in Figure 5.10) will have only four 
edges but more importantly, represent a smaller area than vertices 







Figure 5.8: Inherent error arising if area is calculated using mesh length tra-
versed 
The bold black line indicates the mesh length traversed by a simulated 
fire. If the area of the entire figure is 4 units, it follows that the 
intended fire area in both a) the bold black square and b) the red 
dotted square, is 1 unit. To total length of all edges in a) and b) is 12 
units. The area of the central vertex is 1. The area of each vertex on 
the mid-point of each side is j while the area of each corner vertex 
is I . Therefore by method: 
i ) a ) = 1 + + + l = 
ii) a) = ^ x 4 = l i a n d i n b ) = T^ = l ; 
iii) a) = 2 l and b) = 1; and 
iv) a) = 1, and b) = f 
and b) = 1; 
w i t h e ight e d g e s (vertices in the centre of o c t a g o n s in F i g u r e 5.10). 
T h i s h a s n o t b e e n p u r s u e d b e c a u s e to d o s o w o u l d m i x scales, as 
d o e s c h o o s i n g m o r e than e ight n e i g h b o u r s (Perera et ai, 2008), a n d 
c o n f o u n d the a i m s of this study. 
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Figure 5.9: Complex polygon surrounding the fire perimeter of an 8 neigh-
bour mesh 
Accuracy of the area of the fire footprint increases as either fire size 
or resolution increases. Ambiguity as to the location of the most likely 
position of the fire perimeter arises where partially burnt edges over-
lap. 
Figure 5.10: A tessellation of space using a combination of octagons and 
squares (black) 
Every tessellation uniquely defines a duel. The duel of this tessellation 
is a mesh with a combination of 4 and 8 neighbours. This is the only 
possible way that an N-8 mesh can be modified to prevent edges 
between vertices from overlapping. However, it follows that the mesh 
no longer represents locations of equal areas. 
1 0 4 M O D E L V E R I F I C A T I O N 
Calculat ing the area of fires s imulated on regular 4, 6 and 8 neigh-
bour meshes in the previous experiment s h o w s the areas determined 
by p o l y g o n agrees to within 0.3% in the worst case w i t h the area cal-
culated by geometric means for the radii in Table 5.2 (Table 5.3). The 
Table 5.3: Simulated and expected differences for 4, 6 and 8 neighbour geo-
metries of a circular fire (radius 2366.201 metres, area 1758 95 ha.)-
N E I G H B O U R S S I M U L A T E D E X P E C T E D 
N-4 36.4% 36.3% 
N-6 17.4% 17.3% 
N-8 10.3% 10.0% 
error, or difference between predicted and simulated extents, for N-4 
meshes w a s very small, arising from the errors noted in Table 5.2, as 
the surrounding p o l y g o n a lways has straight edges , unlike N-6 and 
N-8 meshes (figures 5.11 and 5.12). A t particular times, the p o l y g o n 
outlining a N-6 mesh is regular and no measurement error occurs 
(0.25, 1 and 4 hectare resolution in Figure 5.11). The approximation 
of the true geometric shape by the surrounding p o l y g o n in N-6 and 
N-8 neighbour arrangements improves as resolution increases. T h u s 
for these meshes there wil l be a reported reduction in area burnt for 
between-resolution treatments d u e to measurement error alone. 
Nevertheless, w h e n simulations are per formed with a large num-
ber of fires there is no systematic difference over resolution between 
area measured by p o l y g o n (method iv) and area measured by the 
relative proportion of the mesh traversed (method ii) (Figure 5.13). 
Method (iv) failed at times to correctly mark the perimeter of fires 
on N-4 meshes (an algorithmic error). A s method (ii) is far simpler 
it is used for the remainder of experiments in the present w o r k and 
method (iv) is used to visualize fire perimeters for display purposes 
(e.g. Figure 3.1). 






Errors arising in area estimates using polygon area 












Figure 5 . 1 1 : Comparison of simulated and expected fire area at four spatial 
resolutions 
Compar ison o f s imulated f i re area (symbols) and area calculated by 
geomet r i c means (do t t ed lines) a t four spat ial resolut ions (0.25, 1, 4 
and 9 hectares) .The geometr ic area is ca lcu lated f r om the m a x i m u m 
ex ten t o f the f i re in each part icular mesh ar rangement , t h a t is, the 
area o f a square, hexagon and oc tagon for 4, 6, and 8 neighbour 
meshes respectively. 
106 MODEL VER IF ICAT ION 
(a) 4ha.; N-4 (b) 9ha.; N - 4 
(c) 4ha.; N - 6 (d) gha. ; N - 6 
(e) 4ha.; N-8 (f) 9ha.; N - 8 
F i g u r e 5 . 1 2 : P o l y g o n s p l a c e d a r o u n d t h e p e r i m e t e r of c i r c u l a r f i r e s o n 4 , 6 
a n d 8 n e i g h b o u r m e s h e s 
On N-4 meshes polygons always have straight edges. On N-6 and 
N-8 meshes, the regularity varies with the resolution and simulated 
fire size. 
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50000 100000 150000 
Method ii (ha) 
200000 250000 
Figure 5 . 13 : Comparison of two methods of calculating area of fire foot 
prints on five mesh configurations 
T h e mesh configurations are regular 4, 6 and 8 neighbours and irreg-
ular triangular networks (even and uneven distribution of vertices). 
Method (ii) is the proportion of the mesh travelled by fire divided 
by the total mesh area. Method (iv) is calculated as the area of a 
polygon surrounding the tire perimeter. There are 5,000 simulations 
using time steps of 0.5, 1.5 and 3 hours and spatial resolutions of 
100, 200 and 300 meters. The outliers are fire areas w/here the poly-
gon algorithm failed to correctly mark the perimeter of fires on four 
neighbour meshes and one occasion for a fire on an eight neighbour 
mesh. As noted in the text, the polygon method was not found to be 
the preferred method for area measurement and solutions to these 
algorithmic errors were not pursued. 
i o 8 M O D E L V E R I F I C A T I O N 
5 . 5 W I N D D I R E C T I O N 
Errors due to the number of neighbours to a vertex noted so far are at 
a minimum vifhen wind speed is zero. The approximation of an ellipse 
by 4, 6 and 8 sided polygons will have the greatest error at particular 
angles (Figure 5.14)- While the scale-dependent errors for TINS noted 
so far have been small (<4%) these errors will be greater as ellipse 
eccentricity increases because error is amplified in the direction of 
spread (Equation A.15). 
(a) N-4 (b) N-6 (c) N-8 
(d) TIN, even (e) TIN, uneven (f) TIN, even 
(g) TIN, uneven (h) TIN, uneven (i) TIN, uneven 
Figure 5.14: A p p r o x i m a t i o n s to an elliptical fire s h a p e u s i n g m e s h e s w i t h a 
variety of g e o m e t r i e s 
These figures demonstrate the worst case fire headings for regular 
four (N-4), six (N-6) and eight neighbour meshes (N-8) . Equivalent 
ellipses are shown for fire shape on an irregular triangular network 
mesh wi th an even and uneven distr ibution of vertices under other-
wise identical conditions. Fire durat ion is 12 hours wi th three hour 
t ime steps (alternate grey and dark grey bands). Wind speed is 30 
k m . h ' . 
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METHOD Simulations were performed with lo wind directions (o-
90°), four spatial resolutions (0.25, 1, 4 and 9 hectares) and five mesh 
configurations (four, six and eight neighbours and a TIN with even 
and uneven vertex distributions) and 10 replicates of each of the TIN 
arrangements, totalling 920 simulations. The terrain is again flat and 
the same weather conditions were those listed in Table 5.1 but with 
wind speed of 30 km.h ' . The fire is allowed to burn for 12 hours. 
The theoretical area of an ellipse was compared to the simulated area 
for each of the nine wind directions. A sample of some of these sim-
ulations are shown in Figure 5.14. 
R E S U L T S The difference in estimated area burnt accords with the 
findings of Feunekes (1991) over this range of angles. N-4 mesh has 
its maximum error at 45°, N-6 at 60° and 0° and N-8 at 22.5° and 
67.5° (Figure 5.15). The difference in measured areas between resol-
ution is substantially less than between mesh configurations for all 
arrangements on a regular mesh (4, 6, N-8, Figure 5.i5.a). While both 
TIN meshes show a more consistent estimation of ellipse area over 
the range of angles than regular meshes, they show a greater differ-
ence across resolution than do regular meshes (Figure 5.i5.b and c). 
There is a lesser sensitivity to spatial resolution for uneven TINs than 
even ones. This clearly is not a result of a better sampling of the rate 
of change in the terrain because the terrain, in this case, is flat. This 
finding is important when performing experiments using complex 
terrain, because it will weaken any claim that an uneven mesh is su-
perior to an even mesh solely because the rate of change in terrain has 
been better sampled. A component of the error in simulated fire area 
for TINs will be measurement error as discussed above. However, the 
much greater error over resolution in the case of TINs can only be 
due to inherent scale-dependence of this mesh arrangement in area 
estimates as already noted (figures 5.6 and 5.7). 
M O D E L V E R I F I C A T I O N 
a) N-4, N-6 and N-8 regular meshes b) TIN Mesh (even areas) 
10 replicates 
- - ellipse — 1 ha, 9 h 
0,25 ha. 4 ha. 
I 1 1 1 1 1 1 1 1 1 
0 10 30 50 70 90 
Rotation {degrees} 
c) TIN Mesh (uneven areas) 
10 replicates 
- - ellipse - - - 1 ha. 9 h 
0.25 ha. 4 ha. 
30 50 
Rotation (degrees) 
T 1 1 
70 90 
- - ellipse — 1 ha. 9 h 








F i g u r e 5 . 1 5 : A r e a b u r n t on a var ie ty of m e s h c o n f i g u r a t i o n s 
All simulations use a wind speed of 30 k m . h ' and otherwise the 
same conditions as listed in Table 5,1. The dotted line is the area 
of an ellipse under these conditions, w i th length-to-breadth ratio 
from Alexander (1985). Each simulation was performed at spatial 
resolutions of 0.25, 1, 4 and 9 hectares for 10 wind directions between 
0 and 90° : 
a) Four, six, and eight neighbour meshes on a regular grid, 
b) Ten mesh replicates on irregular tr iangulated network meshes wi th 
even distr ibution of vertices, 
c) Ten mesh replicates on irregular tr iangulated network meshes wi th 
an uneven distr ibut ion of vertices. 
Al l simulations are performed on f lat terrain. 
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5 . 6 C O M P A R I S O N O F M E T H O D S I N D E R I V I N G F I R E S H A P E O N 
T R I A N G U L A R I R R E G U L A R N E T W O R K S 
In simulating fire propagation using the approach of Johnston et al. 
(2008), the length-to-breadth ratio (L:B) of the fire shape is an emer-
gent rather than a prescribed property. The rate of spread in every 
direction except ± a (EquaHon 4.1) is the rate of spread at zero wind 
speed. The rate of spread for headings within ± a is determined by a 
polynomial function of Rh/Ro/ derived empirically to obtain the cor-
rect rate of spread in the direction of the wind. At the same time, 
Johnston et al. (2008) define Rq as the semi-latus rectum of an ellipse, 
the distance between the ellipse focus and its perimeter perpendic-
ular to its semi-major axis (Figure 3.7). The present formulation of 
the ellipse of fire spread in placing the focus down-wind of the true 
ellipse focus (Equation 4.2) and the use of the CFFPS (Hirsch, 1996) 
to determine the back-fire rate of spread (Rb), means that Rq in John-
ston et al. (2008) differs from Rq is interpreted here (Section 4.2.3). To 
achieve equivalent Rb it follows that the rate of spread of the back-fire 
must also be increased for experiments comparing N-8 meshes with 
TINs. A s the zero wind rate of spread is greater than Ro this will lead 
to narrower shapes more closely aligning with an ellipse (Figure 5.16). 
Despite the large differences between the two approaches in fitting 
the fire shape to that of an ellipse, the problem lies more with the 
function relating Rh to wind speed from FFDM as noted by McCaw 
et al. (2008) and the L:B ratios observed in North American fires (Al-
exander, 1985). If the above simulations are repeated but using the 
modified Rh from Equation 3.9, the L:B ratios are more similar and 
closer to the shape of an ellipse apart from the fire breadth at the 
ignition point (Figure 5.17). 
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(a) Eq 4.1; W S o k m . h - ' (b) Eq4.i; W S 2 o k m . h ' ' (c) Eq4.i; WS 40 km.h 
1 . . . . . 1 
1 
1 < i 1 . 1 1 1 
j 1 i 1 1 1 1 
i 
— 1 
! . . . 1 i 
' ' 1 
i l l ] 
1 1 
1 J 
; ' : < I I 1 1 
I 
1 
; j j 
1 i 1 • ! 
-1 ; 1 
- - - - - -
' 
- -; 1 : i 1 • 1 
1 ! 1 




! ' . A j . - l j - - - -
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Figure 5.16: Comparison of fire shapes arising on a TIN mesh using the 
equations Rn from the FFMD 
Weather variables are those listed in Table 5.1. The shape of an 
ellipse under the same conditions (using the L:B of Alexander 1985) 
is superimposed. Fire duration is 12 hours. The alternating grey and 
dark grey bands indicate the three hour time steps. 
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(a) Eq 4.1; WS o k m . h - ' (b) Eq 4.1; WS 20 k m . h - i (c) Eq 4.1; WS 40 k m . h ' 
(d) Eq 4.2; WS o k m . h " ^ (e) Eq 4.2; WS 30 k i u - h " ' (f) Eq 4.2; WS 40 k m . h 
F i g u r e 5 . 1 7 : C o m p a r i s o n of f i r e s h a p e s a r i s i n g o n a T I N m e s h u s i n g t h e 
e q u a t i o n s Rh f r o m t h e F F M D , m o d i f i e d a c c o r d i n g t o E q u a t i o n 
3-9 
Wea the r variables are those listed in Table 5.1. T h e shape of an 
ell ipse under the same cond i t ions (us ing the L :B of Alexander 1985) 
is super imposed. Fire dura t ion is 12 hours. T h e a l te rna t ing grey and 
dark grey bands indicate the three hour t i m e steps. 
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5 . 7 W I N D A N D S L O P E I N T E R A C T I O N S 
The function determining Rh given slope (Equation A.4) is based on 
McArthur's observation that Rh doubles for each 10° increase in the 
slope of the terrain up to 20°. No comment from Mc Arthur is re-
corded that supports the use of this function beyond 20° although 
it has been validated on slopes of 25° (Cheney et al. 1992, Burrows 
1999, Beck 2000 in Catchpole 2002) and Cheney has further suggested 
that 30° may also be an appropriate limit (P. Cheney, pers. Comm., 
2013). However, Catchpole (2002) has suggested that McArthur's ob-
servation may be an over estimate in practice as fuel loads tend to 
decrease with slope. FIRESCAPE limits the application of the equa-
tion to slopes > minus 20°. Considering Catchpole's view concerning 
fuel loads on steep slopes, in FIREMESH slope is constrained to the 
domain ±20° because while the fuel model is effected by elevation 
(Table 2.1), it does not take account of slope. That is, two concerns 
are mixed: the behaviour of fire on a slope and the distribution of 
vegetation over a terrain, and given the vegetation model, it appears 
prudent to constrain the domain of the slope equation in the light 
of Catchpole's suggestion (Catchpole, 2002). This results in a fore-
shortening of elliptical shape of fires on slopes greater than 20° (Fig-
ure 5.18). This is more apparent when running the same simulations 
using a regular N-8 mesh (Figure 5.19). While simulations with equi-
valent wind speed and slope are approximately symmetrical (top left 
to bottom right excluding 30° slope of (Figure 5.18), the fire shape is 
no longer ellipsoid. Sharpies (2008) has noted this result in a review 
of wind, slope and fire interactions. The FARSITE model, for example 
(Finney, 2004, p 6), uses vector addition to calculate Rh given slope 
and wind vectors rather than calculating spread by wind speed and 
then adding the slope effect. The difference can be seen by comparing 
Figure 5.18 with FARSITE (Finney, 2004, p 41, Plate6). In this example, 
the rate of spread has been modified by Equation 3.9 derived from 
McCaw et al. (2008) and the relationship of rates of spread to wind 
speed in Project Vesta (Gould et al, 2007). 
Slope is the most sensitive spatial parameter in FIREMESH (Section 
4.1.2) and from above discussion, it is apparent that considerable un-
certainty surrounds a suitable value. As noted in Chapter 2, 80% of 
slopes in the study region are less than 20° and the most appropriate 
modelling choice within the assumptions of the model are a matter 
of conjecture. 
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Figure 5.18: Slope and wind speed relationship on a triangulated irregular 
mesh 
In this figure elevation increases down the page. Wind speeds (in-
creasing from right to left) are 0 to 30 km.h-1. Fire conditions are 
otherwise those of Table 5.1. An ellipse, unaffected by slope but af-
fected by wind speed, is superimposed for comparison and context. 
T h e rate of spread is modified by Equation 3.9 derived from McCaw 
et al. (2008). The alternating grey and dark grey bands indicate the 
three hour time steps. 
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(a )S0;WS :30 (b) S o; WS;20 (c) S o; WS: io (d) S o; WS:o 
(e) S lo; WS:30 (f) S lo; WS:20 (g) S lo; WS:io (h) S lo; WS:o SIBI i 
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Figure 5.19: Slope and wind speed relationship on a regular N-8 mesh 
In this figure elevation increases down the page. Wind speeds (in-
creasing from right to left) are 0 to 30 k m . h " ' . Fire conditions are 
otherwise those of Table 5.1. An ellipse, unaffected by slope but af-
fected by wind speed, is superimposed for comparison and context. 
T h e rate of spread is modified by Equation 3.9 derived from McCaw 
et al. (2008). The alternating grey and dark grey bands indicate the 
three hour time steps. 
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The relative effects of wind, slope, elevation and fuel have been dis-
cussed in Chapter 3. Here, their effects are verified by simulating fire 
spread on a slope with each of the factors tested in hirn. 
M E T H O D Twenty simulations were performed to demonstrate in-
dependently, and together, each of the three factors influenced by 
terrain (slope, elevation and fuel ) for a six hour fire with a slope of 
20° (approx. 35.4%) and the wind direction moving up-slope. 
R E S U L T S The results confirm the discussion in Section 4.1.2 that 
slope is the strongest spatial determinant of Rh in this model (Fig-
ure 5.20). However, the interaction of cooling temperature and in-
creasing fuel loads with elevation approximately cancel. The simu-
lations in this test begin at 18:00 hours at an elevation of 577m, and 
extinguish at midnight. Despite the fact that they are run under con-
stant weather conditions, different time steps will produce different 
results because lapse rates vary with time of day from between -0.008 
to -0.002 degC.m ' (figures 5.21 and 5.22). Note that the change in 
elevation over the course of these simulations is 2,443 metres, which 
is considerably larger than the 1,350 elevation range used in later ex-
periments, however, differences in lapse rates are less than if the trial 
had been performed over daylight hours. 
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SL:f; LR:f SL:f; LR:f SL:f; LR:f SL:f; LR:f SL:f; LR:f 
Figure 5.20: T w e n t y s imulat ions w i t h each of the spatial factors a f fec t ing 
fire spread (slope, e levat ion and fuel) tested i n d e p e n d e n t l y a n d 
together 
T h e fire durat ion is s ix hours, fire burn ing up-s lope wi th the wind 
direct ion ( d o w n the page) . T h e s lope is 2 0 ° (approx. 3 5 . 4 % ) and 
the gr id m a r k s are 1000 metres. T h e lapse rates are those in F i g u r e 
2.8. T h e ignit ion t i m e of the fire is 18:00 hours wi th a 3 hour t i m e 
step (a l ternat ing grey and dark grey bands) . 
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F i g u r e 5 . 2 1 : T w o s i m u l a t i o n s u n d e r c o n s t a n t c o n d i t i o n s of s l o p e a n d w i n d 
s p e e d at t w o d i f f e r e n t t i m e s t e p s 
Slope is 20° , (e levat ion increasing down the page) and w ind speed 
is 30 k m . h " ' ( m o v i n g up slope). T i m e for (a) is 3 hours and (b ) 
0.5 hours. A l t e r n a t i n g grey and dark grey bands mark the t ime steps. 
Ign i t ion t i m e is 18:00 hours a t an elevat ion o f 577 A M S L and dura-
t i on is six hours. Lapse rates are those of Figure 2.8 and fuel loads 
are those l isted in Table 2.1. Grid scale is 1,000 metres. 
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Figure 5.22: Rate of spread of the fire front and its complex interaction over 
time and space with fuel, temperature and temporal resolution 
The two simulations have a constant slope of 20° (elevation increas-
ing during the course of the tire). Wind speed is 30 km.h ' . T h e 
simulations are at two time steps (0.5 and 3 hours). Solid line with 
( + symbol) is the rate of spread ( R h ) . dashed line is the temperat-
ure ( T ) (changing with elevation), dotted line is the fuel load ( F ) , 
and the dot- dash line is the humidity ( H ) (also changing with elev-
ation). Vapour pressure is constant. Ignition time is 18:00 hours at 
an elevation of 577 m and duration 6 hours. Lapse rates are those 
of Figure 2.8 and fuel loads are those listed in Table 2.1. Change in 
elevation over the duration of the simulated fire is 2,443 metres. T h e 
mesh is a one hectare regular mesh. Therefore, elevation values (and 
thus temperature lapse rates, humidity and fuel) are updated every 
100 metres (marked by -I-). The vertical lines indicate the time step 
at which weather data is updated. While temperature data in the 
weather file is constant ( 3 0 ° C ) , the new weather will have a different 
lapse rate at this time. It follows that changes in temperature due 
to elevation, occur at a rate depending on spatial resolution (new 
elevations), while the value of the lapse rate used will vary with time 
of day which is updated at the rate of the time step. Note that, as 
this fire is burning mostly overnight, lapse rates are less than if the 
simulation had been performed over daylight hours (Figure 2.8). 
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For the reasons discussed in Section 3.2.3, FIREMESH measures the 
distance between vertices to accommodate the difference that arises 
from projecting the mesh onto a DEM. This experiment tests that this 
method is correct. 
M E T H O D Two simulations were performed on a N-4 lattice with 
zero wind speed on a 30° slope. The effect of slope on the rate of 
spread calculations has been disabled to allow only geometric con-
cerns to be examined. One simulation projects the mesh onto the ter-
rain and then re-projects that shape onto a flat surface. The second 
does not take account of the difference between distance on a slope 
and distance without slope. 
R E S U L T S The change in vertical radius between Figure 5 .23 .3 and 
b is 3 1 7 metres which accords with cos(3o) x radius of b. This leads 
to a difference in simulated area burnt on this N-4 mesh of 13.4%. As 
noted in Chapter 3, full length simulations show approximately an 
8% decrease in estimated area burnt using the terrain in Chapter 2, 
with and without this measure. 
(a) un-projected (b) projected 
Figure 5.23: Fire shapes arising from projected and un-projected fire travel 
distances 
Both simulations were performed without wind on a 30° slope but, 
most importantly, slope is not included in the calculation of rates 
of spread in order to highlight just the geometric issues addressed 
by this experiment. Elevation increases down the page. The circle 
(black) is a perfect circle; the limit of the fire extent on a flat plane. 
Figure (b) shows the expected foreshortening of the fire shape along 
the vertical axis (the direction of slope) taking account of both the 
rise and the run. Figure (a) considers only the run distance and 
extends exactly to the predicted distance indicated by the circle. 
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P U R P O S E In later chapters, experiments are performed to meas-
ure the relative importance of fuel treatments against other factors. 
This section checks the interaction of fire growth and fuel age given 
the fuel accumulation equation based on Olsen (1963) used in FIRE-
MESH, 
METHOD Three hundred and sixty simulations were performed, 
each with a different wind direction (0-90° in 10° steps) and using 
9.64 t.ha ' of fuel (the fuel weight at the elevation of the weather 
station), 30 km.h" ^ wind speed (FFDI 26.5) and otherwise the same 
inputs as Table 5.1. Spatial resolution was varied from one, four and 
nine hectares. In 30% of the landscape, time since fire was set from 
between 0-10 years and 20 years in a single random block pattern. 
For each simulation, the time since fire in each block is the same. The 
area of each treatment block was 625 hectares. The fire was run for 12 
hours under otherwise unchanging conditions (Figure 5.24). Ignition 
points were chosen not to coincide with treatment blocks. 
R E S U L T S The average area burnt curves are a close fit to the fuel 
curve indicating the model is operating as designed. The lesser in-
crease in area burnt between o and 1 years since fire is assumed to 
be a measure of blocking of fire spread by younger fuels closer to 
the ignition point (for example. Figure 5.24, column 1, rows 1, 2 and 
3). From informal observation of the simulations, at times, resolution 
serves to both hinder and foster spread between treatment blocks 
(for example Figure 5.24, row 1, columns 2 and 3 show fire 'leaking' 
past to adjacent treatment blocks). On average these effects appear 
to cancel and the difference between measures of area burnt across 
resolution is a result of the scale-dependent property already noted 
for fire spread on irregular triangular network meshes (Figure 5.25). 
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(a) 1 ha; fuel age 0 (b) 4 ha; fuel age 0 (c) 9 ha; fuel age 0 
(d) 1 ha; fuel age 1 (e) 4 ha; fuel age 1 (f) 9 ha; fuel age 1 
(g) 1 ha; fuel age 2 (h) 4 ha; fuel age 2 (i) 9 ha; fuel age 2 
(j) 1 ha; fuel age 3 (k) 4 ha; fuel age 3 (1) 9 ha; fuel age 3 
(m) 1 ha; fuel age 4 (n) 4 ha; fuel age 4 (o) 9 ha; fuel age 4 
(p) I ha; fuel age 10 (q) 4 ha; fuel age 10 (r) 9 na; tuei age 10 
Figure 5.24: A s a m p l e of 360 s imulat ions p e r f o r m e d u n d e r var ious w i n d 
direct ions and fuel treatment b locks 
All 360 simulations were performed under various wind directions, in 
f lat terrain wi th a random block pattern of square 625 hectare fuel 
treatments. For each set of simulations, t ime since fire in each of 
these blocks as set at 0-10 and 20 years. Only a sub-set of these 
experiments is shown in this figure wi th time since fire of 0, 1, 2, 3, 
4 and 10 years and one particular wind direction. In this figure, the 
block patterns for each simulation are the same. ). 
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Average area burnt with fuel treatment (±95% CI) 
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s -
As 1 ha 
A s 4 ha 
- - - A s 9 h a 
- e - treated fuel weight 
1 0 
years since fire 
—I— 
15 20 
Figure 5.25: Average area burnt and the 95% confidence interval (CI) for 100 
random fires under identical condition with w i n d speed of 30 
k m . h " ' on a triangulated irregular network mesh 
Each replicate (clashed lines) combines 10 different wind directions 
and 10 random meshes with an even (Poisson-Disk) distribution of 
vertices. The trial was performed at three spatial resolutions (1, 4 
and 9 hectares) and a single random map of fuel block treatments 
(625 ha). Untreated fuel weights were 9.64 t . h a " ' . For each map, 
the fuel treatment was the same for all blocks. Each map had either 
0 - 10 and 20 year old fuels. The fuel growth parameters are listed in 
Table 2.1. Equivalent fuel weights for the fuel ages are 0, 2.5, 4.35, 
5.72, 6.74, 7.49, 8.05, 8.46, 8.77 8.99, 9.16 and 9.62 t . h a ' (open 
circles). 
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The purpose of this chapter has been to verify that FIREMESH ac-
cords with its specifications. 
i N o difference was found between expected and simulated dis-
tance travelled by fire for all forms of regular meshes over tem-
poral resolution. Small differences were found for these same 
meshes over a range of spatial resolutions. However, these er-
rors are at least three orders of magnitude smaller than the dif-
ferences between simulated fire areas for regular meshes with 
different number of neighbours. It is the importance of the num-
ber of neighbours that is to be tested in Hypothesis (ii) (tables 
5.2 and 5.3). 
ii Differences in expected and simulated fire radii for circular fires 
on triangular irregular network meshes were found. The size of 
this error varied with the number of vertices within the fire 
footprint, a combination of resolution and fire size. These er-
rors appear to approach zero as either fire size or resolution 
increases (figures 5.6 and 5.7). Expressed in area terms Figure 
5.6.a shows a decline in measured area of 5% between 100 and 
300 meter resolutions and 2% for larger fires (Figure 5.6.d). As-
suming FIREMESH produces the long-tailed fire-size distribu-
tions typically observed (Figure 2.2) and large fires contribute 
to the majority of area burnt measures, this error may be unim-
portant. Experimental results can simply be calibrated by com-
parison with total area burnt on flat terrain over a suitable range 
of spatial resolutions. Equation 4.1 (Johnston et al, 2008) could 
be re-calibrated to produce the correct Rh on average, rather 
than as a maximum, as appears to be the case. 
iii Extents of simulated fires under various wind directions agree 
within the expected constraints imposed by discrete geometries 
(Figure 5.15). 
iv The method of measuring the area of simulated fire has no sys-
tematic bias over spatial or temporal resolution or for each mesh 
configuration (Figure 5.13). 
V The response of fire shapes to wind and slope agrees with the 
specifications (Figure 5.18) 
vi The shape of fires simulated on irregular triangular network 
meshes agrees with equations 4.1 and 4.2 (figures 5.16 and 5.17). 
vii The response of fire area to fuel treatments is in agreement with 
the fuel model used in FIREMESH (figures 5.24 and 5.25) 
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viii The response of the model over elevation agrees with its spe-
cifications (Figure 5.22). 
ix The change in simulated fire shape on sloping ground agrees 
with its specifications (Figure 5.23). 
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6 . 1 I N T R O D U C T I O N 
In the previous chapter, FIREMESH (FM) was tested to verify that 
its implementation was correct with respect to the documented equa-
tions and model architecture. In this chapter, validation experiments 
are performed to determine if FM is a suitable model with which 
to address the hypotheses of this work (after Rykiel Jr 1996; Sargent 
2005). 
This study asks if the inferences about the relative importance of 
the drivers of fire by an established, validated, widely used and rep-
resentative model, remain as published under various manipulations 
of nuisance parameters. For this to stand, it is important that FIRE-
MESH be validated against that model (FIRESCAPE) rather than val-
idating it against observational data. To validate FIREMESH against 
case studies of observed fire events may, arguably, contribute to es-
tablishing the reliability of FIREMESH in its own right. However, this 
would not contribute to its comparison with an established model, 
which is the central question - are the results from FIRESCAPE and 
by implication, similarly constructed models, dependable with regard 
to temporal and spatial issues? 
Validation is an imperfect science. FIREMESH has been verified 
against McArthur 's Mark V Fire Danger Metre (FFMD) (Chapter 5). 
Validation rests not only on comparison of FIREMESH with FIRE-
S C A P E but on the field work from which the FFDM was constructed 
(800 fires under mild conditions) (McCaw et al, 20o8).The FFDM re-
mains the key method of estimating rates of spread in Australian 
Eucalypt forests. Nevertheless, the FFDM has a significant short com-
ing in estimating rates of spread under severe fire conditions, as has 
been formally established by McCaw et al. (2008). This short-coming 
has been addressed, as discussed in Chapter 3, by Equation 3.9. 
Attempts to validate fire spread models against observations are 
notoriously difficult. A n instructive illustration is the Mt Cook fire 
used by Johnston et al. (2008) as a case study to analyse the behaviour 
of their fire spread model. Where the model predictions differ from 
observations, the authors conclude that weather and/or fuel condi-
tions differ in reality from recorded observations. This is inevitable 
and even if predictions and observations align well, the model may 
be right for the wrong reasons in this single case. To establish some 
statistical significance, this process would need to be repeated a large 
number of times, taking account of varying degrees of inaccuracy 
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in weather and fuel data and fire suppression activities. Such an ap-
proach for this study is neither relevant nor tractable. 
A s noted, the model used for these tests is based on FIRESCAPE 
but considerably modified and re-implemented to address the ques-
tions posed in Chapter i . The reason for basing FM on FIRESCAPE 
is in large part, because FIRESCAPE has been included in published 
experiments (Cary and Banks, 2000; McCarthy et a l , 2002; Keane et ah, 
2003; Cary et a l , 2006; King et a l , 2006, 20o8a,b; Cary et a l , 2009; King 
et a l , 2011, 2012; Bradstock et a l , 2012; Keane et a l , 2013a), and it is 
these types of experiments that are the yardstick by which sensitiv-
ity of spatio-temporal resolution and spatial representation are meas-
ured in this study. Therefore, to validate FM, the revised model and 
its data must have a comparable level of skill to FIRESCAPE. This is 
demonstrated in three ways: 
i By comparing broad measures of fire regime metrics with those 
reported by FIRESCAPE in Cary (1998); 
ii By testing if FM is capable of supporting a particular hypothesis 
already tested by FIRESCAPE; 
iii By submitting FM to two published fire model comparison ex-
periments in which FIRESCAPE was included (Cary et a l , 2006, 
2009). 
As noted in Chapters 2, 3 and 4, FM differs from FIRESCAPE in a 
number of ways in both its architecture and in the data to be used in 
subsequent chapters. The reason for the difference in architecture is to 
add precision and flexibility to the model's ability to run at any spatio-
temporal resolution and with a wide variety of arrangements of space 
represented as a mesh (Section 3.2.3). The reason for not using the 
original synthetic weather data used by FIRESCAPE is because this 
data lacks variability at fine resolution (Section 2.4.1). A fairer test 
of temporal resolution is to use observed weather data instead. A 
smaller landscape than that used during FIRESCAPE's development 
is necessary because of the additional computation burden imposed 
by the more flexible architecture. This may exacerbate edge effects 
in the results. Finally, the purpose in choosing a more mountainous 
subset of the original spatial domain was to maximize any sensitivity 
the model may have to spatial resolution. 
FIREMESH was implemented in Java from the original FIRESCAPE 
source code in the C language and compared to outputs from printed 
material and spatial data of inter-fire interval and fireline intensity 
(courtesy GJ Cary). To the best of my knowledge, FM is equivalent 
in concept to FIRESCAPE to the extent that this can be concluded 
from these sources, including the use of an N-8 mesh, but with the 
following exceptions: 
i Differences in the size and resolution of the digital elevation 
model (DEM) (Section 2.2); 
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ii Differences that arise from the use of a subset of the original 
spatial extent such as the proportion of mountains and valleys 
and the distribution of elevations, slopes and proportions of the 
landscape with various fuel loads (Table 2.1); 
iii A new representation of space as a mesh (Section 3.2.3); 
iv A new event-driven time management architecture (Section 3.2.4); 
V Possible differences in average inter-fire interval between the 
current mountainous and original more mixed landscape; and 
vi The elevation anomalies used to drive the ignition model are 
calculated against a higher resolution DEM (Section 3.2.1). 
FIRESCAPE has been adapted and used for many research projects 
over the past 16 years. Each of these projects will have introduced 
some modifications to the design of the model to suite the purpose 
of each project. Furthermore, the sources of data from FIRESCAPE 
against which to validate FIREMESH span more than a decade. Given 
this and the differences listed above between FIREMESH and data 
produced by the original version of FIRESCAPE, what is examined 
here are the higher level behaviours of the two models without an ex-
pectation that the results will agree to some fixed number of decimal 
places. 
To validate EM requires separating these differences in data and 
parameters into three versions of the model. The versions examined 
in this chapter are: FMF, FMM and FMV. Note, EM is used when 
referring to all three. 
i FMF (FIREMESH/FIRESCAPE): This is the parameterization 
that most closely matches the original version of FIRESCAPE 
with due regard to the exceptions noted above. FMF uses 1,000 
years of synthetic weather generated with the same (but re-
implemented) stochastic weather generator as FIRESCAPE and 
the same methods for down-scaling the generated daily weather 
variables to finer time steps. In addition, the same lapse rates for 
temperature and precipitation to higher elevations are also used. 
The algorithm used to generate the temporal and spatial distri-
bution of lightning events was also re-implemented, although 
some differences may arise following point (vi) above. The do-
main of application of function to alter rates of spread by slope 
is the same as that used by FIRESCAPE (-20° to -^50°) (Equa-
tion A. 6). 
ii FMM (FIREMESH/MCARTHUR): This version uses observed 
half-hourly weather data (Chapter 2), together with a modifica-
tion to the model to account for projected burnt area on moun-
tainous terrain (Section 5.9). This change is to remove a source 
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of error that may c o n f o u n d measurement of the effects of spa-
tial resolution. Slope can b e expected to c h a n g e w i t h spatial 
resolution. N o t accounting for this by the correct measurement 
of fire spread in three d imensions may m a s k operational errors 
w i t h inherent errors. Finally, the d o m a i n of application of func-
tion to alter rates of spread by s lope is ±20° (Equation A.6) as 
discussed (Section 5.7). 
iii F M V (FIREMESH/VESTA); This version is identical to F M M 
b u t introduces the modif icat ion to the rate of spread to account 
for the observations of M c C a w et al. (2008) as noted in Section 
3.2.9 and verified in Section 5.6. N o t e that, the appellat ion is 
not intended to i m p l y that this version is an implementat ion of 
the equations in C h e n e y et al. (2012). The p u r p o s e of F M V is 
to isolate this important u p d a t e to the m o d e l f rom differences 
introduced by F M M . 
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6.2.1 Synthetic and Observed data 
In Sechon 2.4.1, the synthetic weather data w a s found to have less 
variability between half-hour readings than the observed data. This 
fo l lows from the down-sca l ing methods, particularly for temperat-
ure and humidity, d u e to the smooth curve p r o d u c e d by interpolat-
ing b e t w e e n dai ly m a x i m u m and m i n i m u m temperatures. The model 
formulat ion stipulates that locations on the fireline wi l l stop spread-
ing w h e n intensity falls b e l o w 100 k W . m ' and ext inguish b e l o w 83 
k W . r a .^ Therefore, the m a g n i t u d e of the variability b e t w e e n read-
ings can be expected to affect model outcomes. 
However, it can also be expected that this statistical approach to 
weather generation wil l not reproduce trends in the weather at larger 
scales, either at the scale of s o m e synoptic systems or capture patterns 
in the Southern-Oscil lation Index (SOI). To account for this, some nes-
ted hierarchical approach w o u l d be required. Therefore, inter-annual 
variability wil l be less than observed weather (see Figure 6.10). 
The synthetic data (based on observations over a dif ferent t ime 
period than the data set used for F M M and FMV), has more h u m i d 
summers , wetter winters and a lower Fire D a n g e r Index d u r i n g the 
fire season (Figure 6.1). These three attributes of the synthetic weather, 
namely: (i) variability between readings, (ii) variability between years 
and (iii) the different per iods of observations between Canberra Air-
port and the data used to parameterize the synthetic weather gener-
ator, need to be borne in mind w h e n evaluat ing f o l l o w i n g tests. For 
example , it is clear that the seasonality of rainfall is quite dif ferent 
between these t w o periods. N o t e that, the p u r p o s e of Figure 6.1 is 
not to examine if the synthetic data is the same as the observed data; 
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they are based on different periods of observation. Rather it is simply 
to provide context in the experiments that follow. 
Precipitation b) Temperature (min/max) 
n — I — I — I — I — I — I — I — I — I — I — r 
J F M A M J J A S O N D 
Vapour pressure d) wind speed 
e) Drought Factor (Mount) 
8 H observed 
synihetic 
^ — 
F M A M J J A S O N D 
month 
Figure 6.1: Mean monthly weather data for Canberra Airport (1985-2011) 
(black) and 10 replicates of synthetic weather data (Gary and 
Banks, 2000) (grey) 
6.2.2 Simulation time required for stability of model outputs 
FIRESCAPE is a deterministic model except for weather generation 
(only used in FMF) and the timing and location of lightning events. 
The initial conditions of a simulation begin with equilibrium fuel 
loads with a spatial distribution determined by elevation classes (Fig-
ure 2.4). For FIRESCAPE, 1,000 years of simulation was found suffi-
cient to ensure stable outputs of fire landscape averages in frequency, 
intensity and seasonality. In addition, the difference between replic-
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ate simulations of this duration was very slight and replication con-
sidered unnecessary. To confirm this is the case for FM, ten replicate 
1,000 year simulations were performed with both FMF, F M M and 
FMV and time series of a number of fire regime attributes were recor-
ded (Figure 6.2). 
It was found that the magnitude of the 95% confidence interval 
of the replicate simulations for time series of frequency, intensity and 
seasonality, did not change after approximately the Sooth year (Figure 
6). FMF recorded at least four fires within 1,000 years of simulation in 
98.5% of locations over the 10 replicates (95% CI 0.03%) (Figure 6.a). 
F M M and FMV had at least 99% of locations recording four or more 
fires within the same duration (not shown). 
The above measure of rate of change in confidence intervals is sub-
jective. A method could be proposed to decide upon a spin-up time 
based on the rate of change in the above output. However, this min-
imum threshold of change would also be somewhat arbitrary. A bet-
ter and more relevant test is to check that the results from experi-
ments to come in chapters 7 and 8 should still hold with a lesser 
spin-up time. The key output used to test the hypothesis in Chapter 7 
is the partitioned variance explained in In-transformed average inter-
fire interval. That experiment used a spin-up time of 1,000 years as 
suggested here. 
A preliminary experiment was performed by running that same 
experiment with a spin-up time of 800 years. The results showed that 
no factor changed in its explanatory power by more the 3.2% and the 
findings to test the hypothesis are unchanged in any way. 
6.2.3 Broad measures of comparison with FIRESCAPE 
At the time of its development, F IRESCAPE was compared to some 
general observations from the literature with regard to fireline intens-
ity and the seasonality of forest fires in SE Australia (Walker, 1981 ; 
Christensen, 1993; Trevitt, 1994). Modelled fire frequencies were also 
compared to tree-ring data collected in the Brindabella ranges (Banks 
et al., 1982). Both FIRESCAPE and FM tune lightning ground strike 
rates to provide an average landscape wide inter-fire interval (AVIFI) 
of 50 years based on observahons by Pryor (1939) and Shugart and 
Noble (1981). F IRESCAPE and FMF prescribe a minimum 2 year IFI 
while F M M and FMV allow a minimum of 1 year before fire can re-
turn to a site. Cary and Banks (2000) compared IFI derived from tree-
ring data collect by Banks et al. (1982) at five locations on the Brinda-
bella Ranges. However, these measures are of limited use in this study. 
Three of these sites are too close to the edge of the spatial extent to 
provide a reliable guide. Moreover, as the data from FIRESCAPE was 
from simulations on larger landscapes, it is entirely unknown how 
simulated fires entering the region used in this study from outside 
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F i g u r e 6.2: T i m e s e r i e s (95% C I of 1 0 rep l i ca tes ) of v a r i o u s m e a s u r e s of f re-
q u e n c y , in tens i ty a n d s e a s o n a l i t y f o r 1 , 0 0 0 y e a r s i m u l a t i o n s w i t h 
F I R M E S H ( F M F ) 
For clarity, only representative confidence intervals are shown for fig-
ures c, e and f. The variables are (after Gary 1998): (a) proport ion 
of cells burnt more than 4 t imes; (b) landscape average coefficients 
of variat ion (CV) for inter-f ire interval ( IFI) (years); (c) number of 
cells (xlOOO) occurr ing in IFI classes (years) (i = 0 -40 , ii = 40-80, 
iii = 80-120, iv = 120-160, V = 160-200) ; (d) landscape average 
of coeff icients of variat ion (CV) of fireline intensity ( k W . m ^ ' ) (for 
each individual cell); (e) number of cells (x 1000) occurr ing in fireline 
intensity classes ( k W - r a " ' ) (i = 0-400, ii = 400-800, iii = 800 -
1200, iv = 1200-1600, V = 1600-2000); and ( f ) proport ion of fires 
occurr ing by season for all cells. 
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may affect fire regime metrics within the study area. Three key spa-
tial and temporal patterns emerge in fire regimes produced by FIRE-
S C A P E and these are compared with FIREMESH. Firstly, the spatial 
pattern of inter-fire intervals differs according to a site's position in 
the landscape (ridge tops, slope and valleys) (Figure 6.3). Secondly, 
for any individual simulated fire, the pattern of fireline intensittes is 
determined by a combination of the change in fire danger over the 
diurnal cycle, pre-existing patterns of fuel loads from fire history and 
the interaction of wind direction and slope. However, in FIRESCAPE, 
over many hundreds of fires, the spatial pattern of fireline intensities 
closely mirrors that of the slope of the terrain (Figure 6.4). Finally the 
temporal pattern of area burnt by season is strongly ranked in the 
order summer, autumn, spring and winter. These patterns and other 
outputs from FIRESCAPE are compared and discussed in the next 
three sections for all versions of FIREMESH just described. 
6.2.3.1 Inter-fire interval 
The rank order of inter-fire intervals within four landform classifica-
tions was compared for FIRESCAPE and all versions of FIRESMESH. 
The landform classifications are those produced by the Landform 
7 method (Gallant and Dowling, 2003) (Courtesy L. Porfirio and B 
Mackey). 
A map of average IFIs was created from a 1,000 year simulation 
by FM and a 900 kra^ portion was extracted for analysis from within 
the study region to minimise edge effects. A similar data set was 
extracted the original FIRESCAPE data (courtesy GJ Cary). 
Four of the seven Landform 7 classifications are well represented 
in the study site: ridge top, upper slope, mid slope and upland valley. 
It was found that the rank order of the IFIs was the same for all 
version of FM and the data from the original version of FIRESCAPE 
(Figure 6.5). While magnitudes differ between FIRESCAPE and FMF, 
it is unknown what affect the larger landscape from which the FIRE-
S C A P E data was excised, would have on the types of fires recorded 
in the sampled area. 
However, FMF, EMM and FMV are directly comparable as these 
simulations took place under otherwise identical circumstances. The 
differences in magnitude of IFIs between the three versions of FM are 
easily understood when it is noted that larger fires will cause inter-
fire intervals at a point to regress to the mean, which is set at 50 years. 
Larger fires from simulations driven by the observed weather data 
(FMM) (Figure 6.6) can be expected due to the higher FFDI during the 
fire season (Figure 6.1) and because of the greater inter-annual vari-
ability in the observed data (see Figure 6.9). Two additional factors 
that lessen spatial variability of IFI for FMM and FMV, apart from the 
different weather (FMM) and rates of spread (FMV), is the limit ± 2 0 ° 
in the slope equation (Equation A.6) and reduced night-time temper-
6 . 2 V A L I D A T I O N I35 
Figure 6.3: Patterns of inter-fire intervals produced by the original version 
of FIRESCAPE (courtesy GJ Gary) 




< ; . . . . Canbterra,^rport 
• Low 0 
Figure 6.4: Patterns of mean fireline intensity produced by theoriginal 
sion of FIRESCAPE (courtesy GJ Gary) 
ver-
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ature lapse rates (Figure 2.8), which will lead to a proportion of fires 
failing to extinguish overnight. 
The spatial pattern of IFI accords with that of FIRESCAPE in that 
all versions of FM show the same rank order of IFIs by landform 
classification. This is the core behaviour that FM must demonstrate 
for the purposes of the current study. 
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Figure 6.5: Average inter-fire intervals for FIRESCAPE and FIREMESH in 
four landform classifications 
Classification is made using the Landform 7 method (Gallant and 
Dowling 2003). 
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Figure 6.6: Fire size distributions (log scale) for three variants of FIREMESH 
from i,ooo year simulations 
FMF is the version of FIREMESH closest to FIRESCAPE but operat-
ing in a subset of the FIRESCAPE landscape. FMM differs in using 
observed rather than synthetic weather records used by FIRESCAPE 
and FMF, while FMV includes an additional modifications to rate of 
spread equation. 
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6.2.3.2 Intensify 
Spatial data of average fireline intensity produced from a 1,000 year 
simulation by F I R E S C A P E (Courtesy G J Gary) w a s compared to sim-
ilar outputs f rom FMF, F M M and FMV. Data w a s again extracted 
for a 900 km^ area within the study site to minimise edge effects. The 
average fireline intensity w a s classified by slope as a proportion of av-
erage fireline intensity for fires on flat terrain. This w a s to reduce any 
effect there may be f rom only particular intensities of fires entering 
this area f rom the larger landscape used by F IRESCAPE. The slope 
classes were limited to 20° as samples of intensities of steeper slopes 
were f ew and the average value unreliable. All four models show the 
same correlation with slope (Figure 6.7). The correlation (r^) between 
change in fireline intensity by slope class for F I R E S C A P E and all vari-
ation of F I R E M E S H were greater than 0.9. 
The m a x i m u m fireline intensity for FMF (56,000 k W . m ^ ' ) w a s con-
siderably higher than F M M (22,500 kW.m ^). This is consistent with 
the restrictions of the domain of equation of slope (Section 5.7) des-
pite the observed weather data producing larger fires (Figure 6.6). 
Fireline intensity produced by FMV is much greater than either FMF 
or F M M ( 1 1 1 , 0 0 0 k W . m " ^ ) . This fol lows from modification to rates 
of spread in this version of F M (Figure 3.10) where rates of spread un-
der high w i n d speeds (50 k m . h " ' ) can increase by more than twice 
those predicted by the F F D M (McArthur, 1973; M c C a w et al, 2008). 
The patterns of intensity produced by F M accord with those of 
F I R E S C A P E in associating areas of high intensity with slope. The 
spatial correlation between slope and fireline intensity over long sim-
ulations is a key property to ensure F M behaves in the same way as 
F I R E S C A P E . 
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Figure 6.7: Relative change in average fireline intensity by slope class 
Slope classes greater than 20° have insufficient samples to provide 
reliable average fireline intensities (<10). 
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6.2.3.3 Seasonality 
There is considerable spatial variability between replicate runs of FM 
(not shown) for the patterns of fires occurring by season so little can 
be concluded from spatial comparison of this seasonal variable with 
just one instance of the FIRESCAPE data that is available. The same 
rank order for the seasons across all variants of FM and FIRESCAPE 
are the same (Table 6.1). The most notable difference is the increased 
proportion of fires in autumn and a corresponding decrease in spring 
in FMF compared to FIRESCAPE. 
The terrain used by FIRESCAPE (9,000 kra^) has a greater propor-
tion of flat terrain than the Brindabella landscape used by FM. How-
ever the valleys in the Brindabella Ranges are at a similar elevation to 
the plains in the ACT. It might be conjectured that any out-of-season 
fire is more likely to propagate if it is ignited at low elevations. In the 
Brindabella Ranges, this is most likely a valley and therefore propaga-
tion is increased by close proximity to slopes. This effect is enhanced 
in autumn when soil temperatures are still cooling after summer and 
fuel moisture is reduced relative to rainfall (Figure 2.5.6). However, in 
general it is unknown how the larger landscape used by FIRESCAPE 
may influence seasonality. The core test for this component of the 
fire regime is that all models record the proportion of area burnt by 
season in the same rank order. 
Table 6.1: Comparison of simulated seasonal proportions of fire occurrence 
between FIRESCAPE (Cary and Banks 2000) and three variants of 
FIREMESH (FMF, EMM and FMV) for ten, 1,000 year simulations 
F M F is the version of F I R E M E S H closest to F I R E S C A P E but operat-
ing in a subset of the F I R E S C A P E landscape. F M M differs in using 
observed rather than synthetic weather records used by F I R E S C A P E 
and F M F , while F M V includes an additional modifications to rate of 
spread equation. 
S E A S O N F I R E S C A P E F M F F M M F M V 
Summer 76% 74% 68% 69% 
Autumn 14% 22% 27% 2 1% 
Winter 0.1% 0.3% 0.07% 0.1% 
Spring 8.9% 2.8% 6.6% 9.7% 
6.2.4 Ignition Neighbourhoods: Model skill in realized niche generation 
Validation may also include higher level measures (Rykiel Jr, 1996). 
This experiment tests whether or not FM can substitute for FIRE-
SCAPE in testing hypotheses in Cary (1997). One of these hypotheses 
was to examine the role fire may play in restricting the maximum 
possible species distribuHon in the environment. This topic was ex-
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amined recently by Wood et al. (2011) in looking for the existence of 
fire refugia that might explain differences in community composition 
in environmentally equivalent locations. 
Gary (1997) examined vegetation types and their inter-fire intervals 
in the Cotter catchment (immediately east of the western border of 
the A C T (see Figure 2.1), to see if environmental space (elevation, 
radiation budget and meso-scale elevation) alone was sufficient to ex-
plain vegetation patterns in this area. Transformed in various ways, 
these measures have been found to be good predictors of plant spe-
cies occurrence (Austin et al, 1990; Moore et al, 1993). In examining 
differences between potential and realized niche, it was necessary to 
establish whether or not locations in the same environmental space 
differed in their fire regimes. Gary hypothesized the existence of ig-
nition neighbourhoods, that is, all else being equal, a site may burn 
more or less frequently by virtue of its situation within the landscape 
due to the size of its ignition catchment. For example, as fires burn 
more readily uphill than down, there is an expectation that valleys 
will experience a lower fire frequency. 
M E T H O D Only one version of FM is tested here, FMM. This ver-
sion implements the core architectural differences between FM and 
FIRESCAPE together with the observed weather data which will be 
used in subsequent experiments. Three replicate sites in each of three 
unambiguous situations were chosen (ranges, valleys and plains) to 
examine the size of their ignition neighbourhoods. A simulation was 
run for 1,000 years and for each fire reaching these nine locations, 
the distance from the ignition point to the location was recorded. The 
distance of the 25th, 50th and 75th percentile was plotted in the same 
manner as Cary (1997). 
R E S U L T S FMM produced the same rank order of ignition neigh-
bourhoods as reported by FIRESCAPE (Cary, 1997), with plains hav-
ing the largest and valleys the smallest (Figure 6.8). Beyond this noth-
ing more precise can be claimed as there will inevitably be differences 
between the precise locations tested by FIRESCAPE and those tested 
with FM in this more mountainous landscape. As with all modelling 
studies, significance can change with the number of trials (White et al, 
2014). Both the 25th and 50th percenHles appear significant in this 
test for FMM while the 75th percentile is not significant. As FMM 
can produce different fire regimes based on the same topographic 
classification as FIRESCAPE, FMM (with the associated terrain and 
weather data) can operate with the same level of skill as FIRESCAPE 
in examining regions where niches may be realized by fire regimes 
such as those studied by Wood et al. (2011). 
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Figure 6.8: Average distances (metres) to the 25th, 50th and 75th percentile 
of ignition points for three replicates of each site classification, 
simulated using FMM (observed half-hourly weather data) 
Site classifications are: plains (sites located on relatively large, flat 
areas); range (sites located on top of major peaks or ranges); and 
valley (sites located near the bottom of major valleys). Th is test was 
performed using the same methods as Gary (1997). 
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Two further tests of FM were performed to examine higher level func-
tion in comparison vv-ith FIRESCAPE. FIRESCAPE was used in three 
peer-reviewed experiments (Cary et al, 2006, 2009; Keane et ah, 2013a). 
The purpose of those experiments was to determine if there was a con-
sensus among a range of independently developed models as to the 
relative importance of factors affecting the prevalence of fire in the 
landscape. These studies are the result of more than 13 years of col-
laboration between fire modellers and other researchers from Europe, 
USA, Canada and Australia. The first two of these three experiments 
are repeated here using all versions of FM. This provides an oppor-
tunity to compare FM and its weather data, with FIRESCAPE and 
four other models used in these two experiments. 
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The original experiments only reported frequency (as annual area 
burnt) as this was the only output common to all models (Cary et ah, 
2009). However, the intention of the present study is to look at all 
three components of a fire regime (except 'fire type') if possible. FIRE-
SCAPE outputs included the proportion of area burnt at fireline in-
tensities > 3,000 kW.m"^ for the 2009 study, but other than this, there 
is no data available to give an indication as to how seasonality and 
intensity might respond to these treatments. Thus while analysing 
intensity and seasonality in the next two experiments provides no 
points of comparison with FIRESCAPE (except where noted), it does 
provide some insight into the response of these variables to these 
particular treatments, some of which are to be used for hypothesis 
testing in the next two chapters. 
6.3.1 Sensitivity to variation in terrain, fuel pattern, climate and weather 
Cary et al. (2006) compared the sensitivity of five models to variation 
in terrain, fuel management approach, climate and weather, namely: 
EMBYR (Hargrove et al, 2000), FIRESCAPE (Cary and Banks, 2000), 
LANDSUM (Keane et al, 2002), SEM-LAND (Li, 2000) and LAMOS 
(Lavorel et al., 2000). 
6.3.1.1 Methods 
The five models were run by their authors for 1 simulated year without 
vegetation dynamics in a standardized four factor experiment. The 
spatial extent and resolution was 1,000 by 1,000 square cells with a 
cell width of 50 meters producing a total simulation area of 2,500 
km^. The experimental design is summarized in Table 6.2. 
All models used the weather data from the domain of their devel-
opment (Note that 'model' is not a factor in this experiment). For 
FIRESCAPE this was 40 years of synthetic weather data produced 
by the method described in Chapter 2. Following the instructions to 
modellers, ten years were selected from the full data set that had the 
same distribution of mean daily temperature and precipitation (Fig-
ure 6.9). The same procedure was followed for FMF and similarly, ten 
years were selected from the 26 years of observed weather for use by 
EMM and FMV. Note that the observed data has considerably greater 
variability in average daily temperature and precipitation than the 
synthetic weather data (Figure 6.10). Ten replicates (randomized fuel 
maps) were performed for each treatment combination totalling 1,800 
one year simulations. FMF, EMM and FMV were subjected to the 
same experiment using one hour time steps (as used by FIRESCAPE 
for this experiment) and 50 metre spatial resolution as specified in 
the instructions to modellers. The fuel loads for all variants of FM in 
each fuel class were the same as those used by FIRESCAPE (fuel class 
by 1.6 t.ha '). Results were analysed in the same manner as Cary 
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Table 6.2: Experimental design after Cary et al. (2006) 
F A C T O R L E V E L S D E S C I P T I O N 
Terrain Three Mountainous: o-2,50om elevation range; 
30° maximum slope 
Rolling: 625-i,875m elevation range; 15° 
maximum slope 
Flat: 1,250m elevation; 0° slope 
Fuel pattern Two Fine: 25 ha. square patches of fuel ages in 
initial landscape 
Coarse: 625 ha. square patches of fuel ages 
in initial landscape 
Weather Ten 10 distinct years of daily weather re-
flecting observed variability in mean an-
nual temperature and precipitation in ob-
served weather record for each year. 
Climate Three Observed: Historical climate for each loca-
tion 
Warmer/Wetter: Historical -1-3.6° C; +20 
percent precipitation 
Warmer/Drier: Historical +3.6° C; -20 per-
cent precipitation 
et al. (2006) whereby variance explained by each of the factors and 
their interactions was examined in an analysis of variance (ANOVA). 
Single factors that explained more the 5% of the variance were noted 
as important as were factor interactions explaining more than 2.5%. 
Further details of the experimental design can be found in Cary et al. 
(2006) Reasons for using a lower threshold of importance for factor in-
teractions were not stated in Cary et al. (2006), but the same approach 
is used here for consistency. 
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Figure 6.9: Selection of ten weather years 
Average daily temperature and precipitation from 40 years of synthetic 
data created by weather generator (white/black) (Cary 1998). Ten 
years (black) are the best selection from the 40 years that match the 
probability density functions for both daily average precipitation (b) 
and temperature (c). 
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Figure 6.10: Comparison of the daily average temperature and precipitation 
of 40 years of weather data generated by a synthetic weather 
generator (Cary 1998) and observed half-hourly data from Can-
berra Airport (1985-2011) 
The weather generator is parameterized with observations from Gin-
ninderra Station (CSIRO) for the years 1977-1993. The observed 
data has a greater inter-annual variation in these measures than the 
synthetic data. The Ginninderra and Canberra Airport weather sta-
tions are less than 15 km apart and at the same elevation. 
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6.3.1.2 Results 
FIRESCAPE and all versions of FM agree in finding the only import-
ant single factors explaining variance in In-transformed area burnt 
were CL, W and TR. (Table 6.3). FMM, FMV and FIRESCAPE are also 
the only models to find the interaction of TR and W important. All 
models that took part in this experiment found CL important with 
the exception of EMBYR (Table 6.3). EMBYR also differed from all 
other models in finding FP important. However, a notable difference 
Table 6.3: Experimental factors that were found important ( • ) in explain-
ing variation in In-transformed area burnt by FIREMESH and five 
other models (after Cary et al. 2006) 
SOV = Source of variation; EM=Embyr; LA=Lamos; LS=Landsum; 
S L = Sem-land; FMF, FMM and FMV are three versions of FIREMESH 
discussed in Section6.1. 
S O V E M F S L A L S S L F M F F M M F M V 
TR • • • • 
FP • 
CL 
W • • • • • • • 
TR.W • • • 
FPW • 
CL.W • • • 
TR.CL.W • 
between FIRESCAPE and all versions of FM is the sensitivity of In-
transformed area burnt to CL (Figure 6). For this response variable, 
42% of the variance was explained by CL for FIRESCAPE but only 
5 - 1 1 % by FM. 
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Figure 6.11: Relative Sums of Squares attributed to different sources of 
variation in the comparison of sensitivity of In-transformed 
area burnt to terrain (TR), fuel pattern (FP), climate (CL) and 
weather factors (W), and their interactions 
Results are shown for FIRESCAPE (a) (from Gary et al. 2006), three 
configurations of FIREMESH (b) FMF (synthetic weather), (c) FMM 
(observed weather), and (d) FMV (observed weather with modific-
ations to rates of fire spread). Relative Sums of Squares for factors 
and factor interactions that are less than 5 and 2.5% respectively, are 
considered unimportant and shown in brackets. Factors and factor 
interactions which were not significant (p < 0.05), are not shown. 
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6.3.1.3 Discussion 
Models that showed no variance explained in In-transformed area 
burnt by terrain (all models except FIRESCAPE and FM), did not in-
corporate lapse rates in their formulation (Gary et al, 2006). EMBYR 
for example, was designed to operate in the caldera of Yellowstone 
National Park where changes in elevation were not sufficient to in-
clude in the model design (R. Gardner, pers. comm., 2003). EMBYR 
also differs from the other models in having a heightened response 
to fuel patterns as it determines fire spread by a probabilistic state 
transition matrix between fuel classes, fuel moisture and slope rather 
than employing a mechanistic model (Gary et al, 2006). In general, 
model comparison experiments such as this can serve to highlight 
abstraction choices such as the above, a topic that the ODD protocol 
(Grimm et al, 2010) and the Ontological approach to ecological mod-
els (Gignoux et al, 2011) is designed to facilitate. 
However, this experiment highlights a difference in design choice 
that was not apparent in the model description (Appendix 1). FIRE-
SCAPE has a linkage between ignition rates and climate change that 
was not incorporated in FM (Figure 6.i2.a). FM was designed to hold 
lightning rates constant over climate treatments. For FIRESGAPE, the 
greatest change in In-transformed area burnt occurs between observed 
and the other two weather treatments (Figure 6.i2.b) indicating that 
it is the increase in temperature that drives the increase in lightning 
strike rates. FMF and FIRESGAPE have a similar response to terrain 
when plotted as In-transformed area burnt against treatment (Fig-
ure 6.12.C) but less variance is explained by TR in FIRESGAPE com-
pared to FMF because more variance is partitioned to the GL factor 
in FIRESGAPE (Figure 6.11). 
A second important difference lies in the use of synthetic (FMF) 
and observed weather data (EMM and FMV). Variance explained in 
In-transformed area burnt by weather is 14% for FMF and 26% and 
34% for EMM and FMV respectively (Figure 6.11). This may be attrib-
uted to; (i) the synthetic data having less inter-annual variability than 
the observed data (the most likely reason - see Figure 6.10); (ii) meth-
ods of down-scaling synthetic weather to hourly readings, in partic-
ular the different lapse rates at night (Figure 2.8) and; (iii) less vari-
ability between readings in the synthetic compared to the observed 
weather data (Section 2.4.1). 
EMM and FMV are identical in their rank order of variance ex-
plained in In-transformed area burnt across all single factors (Fig-
ure 6.11). Despite the large difference in the response of rates-of-
spread to wind speed (Figure 3.10), variance explained by weather in-
creases from only 26% (EMM) to 34% (FMV) with a corresponding re-
duction in the importance of terrain. Alexander and Cruz (2013) have 
highlighted the uncertainty that surrounds predicting rates of spread 
under various conditions of terrain, weather and fuel. As noted, the 

















Figure 6.12: Differences and similarities between F I R E S C A P E and FIRE-
MESH in determining ignition rates and the response of In-
transformed area burnt to climate and terrain treatments 
a) Comparison of Relative Sums of Squares attributed to different 
sources of variation in the comparison of the number of lightning 
strikes to terrain (TR), fuel pattern (FP), climate (CL) and weather 
factors (W), and their interactions (original experimental data for 
FIRESCAPE courtesy GJ. Cary). Relative Sums of Squares for factors 
and factor interactions that are less than 5 and 2.5% respectively, are 
considered unimportant and shown in brackets. Factors and factor 
interactions which were not significant (p < 0.05), are not shown. 
b) Average In-transformed area burnt for the three levels of Climate 
treatment for FIRESCAPE and FMF. NN is the observed weather, 
WW, is warmer-wetter and WD is warmer-drier (see Table 6.4). 
c) Average In-transformed area burnt for three levels of Terrain treat-
ment. for FIRESCAPE and FMF. Both FIREMESH and FMF are 
driven by synthetically generated weather. 
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reason to include the FMV variant of FIREMESH is to update the 
model (Section 3.2.9) with the findings of McCaw et al. (2008) in rela-
tion to the under-predictions of FFDM following Project Vesta (Gould 
et al., 2007). Over- or under-estimates of rates of spread have critical 
operational consequences for fire management. However, from this 
experiment it is clear that the level of uncertainty in rates of spread 
reported by Alexander and Cruz (2013) does not change the relative 
importance of the treatments tested here. Estimates of uncertainty are 
an important consideration in any modelling study, and this low level 
of sensitivity to rate-of-spread estimates when assessing the relative 
influence of climate, fuel pattern, terrain and weather variability is an 
important finding. 
The weather years selected for this experiment where chosen based 
on variance in average annual temperature and precipitation. The dif-
ference between FMM and FMV, on the other hand, is their response 
to wind speed. If it is assumed wind speed is uncorrelated with 
either temperature or precipitation, then area burnt will be higher for 
all treatment combinations using FMV (the FP factor explains very 
little of the variance in In-transformed area burnt, so little can be 
concluded from this factor). This difference between FMM and FMV 
therefore, is a general increase in area burnt by FMV across all factors 
(Figure 6.13). But how important is this increase compared to changes 
in area burnt by each of the factors? The original experiment (Gary 
et al., 2006) did not include the model as a factor, rather, the authors' 
purpose was to find broadly, what degree of consensus there was 
between these independently developed models to the experiment 
factors. However, in the present study, FMV is an abstraction groun-
ded on F M M (Ghapter 1) and using 'model' as a factor provides an ob-
jective measure of the relative importance of the differences between 
the models in the context of this experiment. Combining the results 
from F M M and FMV in a five factor analysis of variance reveals that 
the choice of model, that is, the difference between these two rates of 
spread functions, is unimportant ( 1 . 1%) when estimating the relative 
importance of terrain, fuel patterns, climate and weather variability 
on area-burnt estimates (Figure 6.14). 
In summary, FIRESGAPE and FM both identify the same factors 
as important in determining area burnt in simulated landscapes. The 
difference in the response of the FM models suggests that choosing 
observed rather than synthetic weather, makes the use of observed 
weather data a more appropriate choice for tests in the sensitivity of 
the model to temporal resolution. Notwithstanding the differences in 
associating lightning strike rates with climate, these results support 
the view that FM is suitably constructed to be applied to the questions 
posed by this study. 
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Figure 6.13: Changes in In-transformed area burnt over treatment levels for 
Climate, Terrain and Weather for two variants of FIREMESH 
FMM (observed weather), and FMV (observed weather with modi-
fications to rates of fire spread) 
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Figure 6.14: Relative Sums of Squares attributed to different sources of vari-
ation in the comparison of sensitivity of In-transformed area 
burnt to terrain (TR), fuel pattern (FP), climate (CL), weather 
(W) and model (red bar) (MD) factors and their interactions 
The model factor has two levels, FMM and FMV. Factor interactions 
are minor and not shown. 
1 5 4 M O D E L AND DATA V A L I D A T I O N 
6.3.1.4 The sensitivity of other components of fire regimes to the experi-
mental factors 
INTENSITY A s noted, no intensity data was published for this ex-
periment. However, analysis of variance in the proportion of area 
burnt at high intensity (fireline intensity > 3,000 k W . m " ' ) (PHINT) 
produced by FM, reveals that TR and W explain almost all of the 
variance in PHINT while C L was relativity important for only for the 
synthetic weather data (FMF 6%) but not for the observed weather 
data (FMM: 2.5%, and FMV: 1.6%) (Figure 6.15). That is, the mag-
nitude of the inter-annual variation in average daily temperature and 
precipitation (Figure 6.10) is far greater in the observed data than the 
climate treatment (±3 .6°C temperature and ± 2 0 % precipitation). 
W is more important for F M M (observed weather data) than FMF 
(synthetic weather data) and more important again for FMV. It ap-
pears that the much higher rates of spread for FMV, and thus much 
higher intensities overwhelms the effect of terrain with regard to fire-
line intensity (Figure 6.i5.c) 
SEASONALITY The proportion of area burnt in summer was also 
calculated for FM, and an analysis of variance (ANOVA) was again 
performed with this response variable. Weather (W) was the only im-
portant factor in this case (Figure 6.16). The much larger fires pro-
duced in dry or hot years increases the proportion of fires extending 
into autumn (not shown) thus reducing the proportion of fires dur-
ing summer months. The climate treatment does this to a smaller ex-
tent but the effect is not as apparent. The effect is more apparent for 
the models using observed weather (FMM and FMV) because of the 
greater inter-annual variability in this data compared to the synthetic 
data. 
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F i g u r e 6 . 15 ; Relat ive S u m s of S q u a r e s attributed to d i f ferent sources of var i -
ation in the c o m p a r i s o n of sensit iv ity of the proport ion of area 
b u r n t at f i rel ine intensity > 3,000 k W . m " ' to terrain (TR), fue l 
pattern (FP), c l imate (CL) and weather factors (W), and their 
interactions 
Results are shown for (a) FMF (synthetic weather), (b) FMM (ob-
served weather), and (c) FMV (observed weather with modifications 
to rates of fire spread). Relative Sums of Squares for factors and 
factor interactions that are less than 5 and 2.5% respectively are 
considered unimportant and shown in brackets. Factors and factor 
interactions which were not significant (p < 0.05), are not shown. 
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Proportion of area burnt in summer 
(PSUM) 
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Figure 6.16: Relative Sums of Squares attributed to different sources of vari-
ation in the comparison of sensitivity of the proportion of area 
burnt in summer to terrain (TR), fuel pattern (FP), climate (CL) 
and weather factors (W), and their interactions 
Results are shown for (a) FMF (synthetic weather), (b) FMM (ob-
serveid weather), and (c) FMV (observed weather with modifications 
to rates of fire spread). Relative Sums of Squares for factors and 
factor interactions that are less than 5 and 2.5% respectively, are 
considered unimportant and shown in brackets. Factors and factor 
interactions which were not significant (p < 0.05), are not shown. 
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6.3.2 Relative importance of fuel management, ignition management and 
weather 
A second study (Gary et al, 2009) examined the sensitivity of five 
landscape fire models, namely: FIRESCAPE (Gary and Banks, 2000), 
LAMOS (Lavorel et al, 2000), LANDSUM (Keane et al, 2002), SEM-
LAND, (Li, 2000) and CAFE, (Bradstock et al, 1998, 2006) to ignition 
management effort, weather and a more detailed treatment of fuel 
involving both a fuel management approach and a fuel management 
effort. This study was also repeated here with FMF, FMM and FMV to 
explore how the model and data compare with a number of models 
and FIRESGAPE in particular. 
6.3.2.1 Methods 
There are again four factors in this experiment and the results are 
analysed in the same manner as the previous experiment. The experi-
mental design is fully described in Gary et al. (2009) and the treatment 
summarized in Table 6.4. As was the case for the previous experiment, 
each unique factor combination was run for one year without vegeta-
tion dynamics giving a total of 2,400 simulations using five replicates. 
The low fuel state is 4 t .ha^' and the high fuel state 14 t.ha ' of fine 
surface litter, the same values as used by FIRESGAPE in the original 
experiment. These fuel states are considered representative of post-
fuel treatment values and late seral-stage respectively. The terrain is 
flat with the mean elevation of the landscape set to that of the land-
scape for which the model was developed. Spatial extent is 50 by 50 
kilometres with a 50 metre grid size. Time step for all versions of FM 
is one hour, the same as that used by FIRESGAPE. 
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Table 6.4: Experimental design after Cary et al. (2009) 
F A C T O R L E V E L S D E S C R I P T I O N 
Weather Ten Ten distinct years of daily weather reflecting 
observed variability in mean annual temper-
ature and precipitation in observed vi'eather 
record for each location 
Ignition Four Zero: 0% ignitions prevented 
mngt Low: 25% ignitions prevented 
effort Mod: 50% ignitions prevented 
High: 75% ignitions prevented 
Fuel Three Random (R) Edge (E) Buffer (B) 
mngt treatment treatment treatment 
approach 
Fuel Four Zero: 0% of landscape treated 
mngt Low: 10% treated (R); 100 m (B); 50 m (E) 
effort Mod: 20% treated (R); 200 m (B); 100 m (E) 
High: 30% treated (R); 300 m (B); 150 m (E) 
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6.3.2.2 Results 
In original results for this experiment (Gary et ai, 2009), all models 
report W and IME as the only important factors in variance explained 
in In-transformed area burnt, with the exception of C A F E , for which 
all factor interactions were important (Table 6.5). F I R E S C A P E and all 
versions F M report W and IME as the most important factors and in 
that order (Figure 6.17). In addition, they report both F M A and F M E 
as significant but unimportant. F I R E S C A P E shows a lesser sensitivity 
to IME than FME though similar to F M M and FMV (Figure 6.17). 
The difference between F M M and FMV is very slight, with W ex-
plaining most of the variance (58%, 57% of total variance explained 
respectively) in In-transformed area burnt. A s noted, both these sim-
ulations have a very different response of rates of spread to wind 
speed (Figure 3.10). The difference between F IRESCAPE and FME 
in partitioned variance explained by W is more marked (40% and 
30% respectively) and as noted, both these simulations use similar, 
stochastically generated weather data. 
F M is consistent with all the other models that have performed 
this experiment, with the exception of C A F E , in finding W important 
for In-transformed edge area burnt (Table 6.6). In addition, F M agrees 
with F I R E S C A P E in f inding only W and IME important in this respect. 
F M E shows more than a doubling of importance of IMF than FIRE-
S C A P E for In-transformed edge area burnt ( 16% and 7% respectively) 
(Figure 6.18). Aga in there is very little difference between F M M and 
F M V in this respect. 
Al l variants of F M accord with the published result of F IRESCAPE 
in f inding significance in the random fuel management approach (but 
at unimportant levels) and no significance for the edge and break 
approaches. 
Table 6.5; Experimental factors that were found important ( • ) in explain-
ing variation in In-transformed area burnt by FIREMESH and five 
other models (after Cary et al. 2009) 
SOV = Source of variation; CF=Cafe; LA=Lamos; LS=Landsum; S L = 
Sem-land; FMF, FMM and FMV are three versions of F IREMESH dis-
cussed in Section6.1. 
S O V C F F S L A L S S L F M F F M M F M V 
w 
IME 
F M E 
F M A 
FMA.FME.W.IME 
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Figure 6.17: Relative Sums of Squares attributed to different sources of vari-
ation in the comparison of sensitivity of In-transformed total 
area burnt to weather (W), ignition management effort (IME), 
fuel management effort ( F M E ) and fuel management approach 
( F M A ) and their interactions (after Cary et al. 2009) 
Results are shown for FIRESCAPE (a) (from Cary et at. 2009), three 
configurations of FIREMESH (b) FMF (synthetic weather), (c) FMM 
(observed weather), and (d) FMV (observed weather with modific-
ations to rates of fire spread).Relative Sums of Squares for factors 
and factor interactions that are less than 5 and 2 .5% respectively, are 
considered unimportant and shown in brackets. Factors and factor 
interactions which were not significant (p < 0.05), are not shown. 
6 . 3 R E P L I C A T I O N O F P U B L I S H E D E X P E R I M E N T S l 6 l 







r n 1 1 1 
0.0 0.2 0.4 0.6 0.8 1.0 
relative var. expla ined 
C) FMM 
b) 













0.4 0.0 0.6 0.8 






I 1 1 1 1 1 
0.0 0.2 0.4 0.6 0.8 1.0 







0.0 0.2 0.4 0.6 0.8 1.0 
relative var. expla ined 
Figure 6.18: Relative Sums of Squares attributed to different sources of vari-
ation in the comparison of sensitivity of ln-transformed total 
edge area burnt to weather (W), ignition management effort 
( IME) , fuel management effort ( FME ) and fuel management ap-
proach ( F M A ) and their interactions (after Cary et al. 2009). 
Results are shown for F I RESCAPE (a) (from Cary et al. 2009), three 
configurations of F I R E M E S H (b) FMF (synthetic weather), (c) F M M 
(observed weather), and (d) F M V (observed weather with modifica-
tions to rates of fire spread)Relative Sums of Squares for factors and 
factor interactions that are less than 5 and 2.5% respectively, are 
considered unimportant and shown in brackets. Factors and factor 
interactions which were not significant (p < 0.05), are not shown. 
I 6 2 M O D E L A N D D A T A V A L I D A T I O N 
Table 6.6: Experimental factors that were found important { • ) in explaining 
variation in In-transformed edge area burnt by FIREMESH and five 
other models ((after Gary et al. 2009) 
SOV = Source of variation; CF=Cafe; LA=Lamos; LS=Landsuni; SL= 
Sem-land; FMF, FMM and FMV are three versions of FIREMESH dis-
cussed in Section6.1.Factors and their interactions are only shown if 
they explain more than 5 and 2.5% of total variance respectively 
SOV C F FS L A LS SL F M F F M M F M V 
F M A 
W 
IME 
F M A . F M E 
F M A . W 
FMA.FME.W.IME 
6.3.2.3 Discussion 
There is a consensus between F M and F I R E S C A P E as to which factors 
are important, in terms of variance explained in In-transformed area 
burnt, and in the rank order. The most notable dif ference is the re-
sponse of both total area burnt and total edge area burnt to ignition 
management effort (IME) (Figure 6.17, Figure 6.18). The In-transformed 
area burnt by treatment level indicates a large drop in area burnt 
between moderate and high for F I R E S C A P E unlike all configurations 
of F M (Figure 6.19). It is unclear w h y this is so, however, it does not 
change the consensus between F I R E S C A P E and all versions of F M 
in f inding W and IME the most important factors, and in the same 
order. 
The overall dif ference in results between F M M and F M V is even 
less pronounced than the previous experiment. It says that the find-
ings of this and the previous experiment in ranking the relative im-
portance of climate, weather, terrain, fuel pattern, fuel management 
approach, fuel management effort and ignition management effort to 
In-transformed area burnt, are indifferent to the high uncertainty that 
exists in rate of spread calculations reported by Alexander and C r u z 
(2013). This is despite the expected larger fire sizes produced by F M V 
(Figure 6.20). This is not to say that all measures of the generated fire 
regimes wil l be unaffected. A s can be seen f rom previous tests in this 
chapter, increasing rates of spread not only increases intensity but de-
creases spatial variability of patterns of inter-fire intervals, as a larger 
proportion of big fires wil l cause IFIs to regress to the mean. However, 
f rom the discussion section of the previous experiment, area burnt is 
s imply increased for all factors by FMV, with very little di f ference in 
how variance is apportioned to the experimental factors (Figure 6.13). 
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In this experiment, however, although the F M A and F M E were unim-
portant, there is some indication that fuel treatments (FME and F M A ) 
are less significant when modelled rates of spread are higher (FMV) 
as might be expected. It is this treatment where it might be expec-
ted that dif ferences in rate of spread would be most telling. Another 
experimental design such as Finney (2001) would likely show a lar-
ger effect of rate of spread estimates. However, experiments treating 
more than 30% of the landscape with blocks of a f ixed size and shape 
as w a s done in Finney (2001) are of limited practical significance for 
broad-scale fuel reduction efforts. 
Ignition mangement effort (±95% CI) 












Figure 6.19: Ln-transformed area burnt (ha) for four levels of ignition man-
agement effort (0%, 25%, 50% and 75% reduction in ignitions) 
for FIRESCAPE (Gary et al. 2009), FMF (synthetic weather), 
FMM (observed weather) and FMV (observed weather with 
modifications to rates of fire spread) 
6.3.2.4 The sensitivity of other components of fire regimes to the experi-
mental factors 
INTENSITY AND SEASONALITY Unlike the previous experiment, 
data for the proportion of area burnt at high intensity (fireline in-
tensities > 3,000 k W . m - ' ) (PHINT) w a s available for F I R E S C A P E 
164 M O D E L A N D D A T A V A L I D A T I O N 
CVJ 
Fire size distribution 
FMM 
- - FMV 
10 100 1000 
hectares 
10000 1e+05 
Figure 6.20: Fire-size density distribution for FMM (observed weather) and 
FMV (observed weather with modifications to rates of fire 
spread) summed for all factors and replicates combined 
(courtesy GJ Gary). Reanalysing this data together v^'ith FM shows 
that only the weather factor (W) is explanatory for this measure of 
intensity (Figure 6.21). Similarly, weather is the only important factor 
in explaining the proportion of area burnt in summer (Figure 6.22). 
However, there is a contradiction in measuring the effectiveness of 
a fuel treatment through measures of intensity in this way, because 
where the fuel treatment is 100% effective there will be no fire and 
therefore no intensity to measure. Therefore the least biased measure 
of a fuel treatment under these circumstance is the change in area 
burnt. In later experiments in the present study, mean fireline intens-
ity of all fires is used as a response variable to ameliorate this problem. 
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Figure 6.21: Relative Sums of Squares attributed to different sources of vari-
ation in tlie comparison of sensitivity of the proportion of area 
burnt with fireline intensity > 3,000 kW.m ' to weather (W), ig-
nition management effort (IME), fuel management effort (FME) 
and fuel management approach (FMA) and their interactions 
for three configurations of FIREMESH 
The three versions of FIREMESH are (b) FMF (synthetic weather), 
(c) FMM {observe(d weather), and (d) FMV (observed weather with 
modifications to rates of fire spread). Relative Sums of Squares for 
factors and factor interactions that are less than 5 and 2.5% respect-
ively, are considered unimportant and shown in brackets. Factors 
and factor interactions which were not significant (p < 0.05), are 
not shown. 
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Figure 6.22: Relative Sums of Squares attributed to different sources of vari-
ation in the comparison of sensitivity of the proportion of area 
burnt in summer to weather (W), ignition management effort 
(IME), fuel management effort (FME) and fuel management ap-
proach (FMA) and their interactions for three configurations of 
F IREMESH 
The three versions of FIREMESH are (b) FMF (synthetic weather), 
(c) FMM (observed weather), and (d) FMV (observed weather with 
modifications to rates of fire spread). Relative Sums of Squares for 
factors and factor interactions that are less than 5 and 2.5% respect-
ively, are considered unimportant and shown in brackets. Factors 
and factor interactions which were not significant (p < 0.05), are 
not shown. 
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6 . 4 S U M M A R Y OF F I N D I N G S 
All variants of FM produce spatial patterns of inter-fire intervals and 
intensity around the same topographic features (ridges, slopes and 
valleys) as does FIRESCAPE. Differences for the most part can be ex-
plained by model choices such as the rate of spread equations (FMV), 
restrictions on response to slope (FMM and FMV) and differences 
between synthetic and observed weather data and their extrapolation 
to higher elevations (FMF and FMM). Nevertheless, there is a con-
sensus between all versions of FIRESMESH and FIRESCAPE in the 
patterns generated in inter-fire intervals and fireline intensity. Sea-
sonal proportion of fire occurrence show the same rank order for the 
seasons across all versions of FM as that found by FIRESCAPE, with 
summer and autumn contributing to more than 90% of area burnt. 
F M M (FIREMESH using observed weather data) is also capable 
of the same discrimination of fire regimes based on the size of the 
ignition neighbourhoods for sites located in valleys, slopes and ridge 
tops as FIRESCAPE, and in the same rank order. 
FM found the same factors important in the experiment of Cary 
et al. (2006) (while noting the difference in model approach to light-
ning frequency and climate) and the same rank order of importance 
of factors in the experiment of Cary et al. (2009). These two exper-
iments are directly relevant to this study as three of those experi-
mental factors are used as yardsticks by which to test the thesis hypo-
theses. On these grounds, the validation tests performed above sup-
port the view that FM is an appropriate tool to apply to the experi-
ments in the following chapters. 
The sensitivity of seven factors to variation in In-transformed area 
burnt were explored in the above two experiments. These were: 
i Weather (W) 
ii Climate (CL) 
iii Fuel pattern (FP) 
iv Terrain (TR) 
V Ignition management effort (IME) 
vi Fuel management effort (EME) 
vii Fuel management approach (EMA) 
Of these seven experimental factors, only two (W and TR) had an 
effect on intensity (expressed as a proportion of area burnt with a 
fireline intensity > 3,000kW.m ' ) and only one (W) had an effect on 
seasonality (expressed as the proportion of area burnt in summer). 
Experiments in the next two chapters must introduce additional ex-
perimental factors, namely temporal grain (TG) and spatial grain (SG) 
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together with various forms of spatial representation (SR). Compar-
ing these additional factors to all seven of the above treatments would 
be too unwieldy and a choice must be made as to which factors are 
to be used, against which to rank the importance of TG, SG and SR. 
To be manageable, the experiments that follow are limited to five 
factors, two of which are TG, SG or SR, leaving three to choose from 
the above seven. To test frequency, intensity and seasonality would 
require TR, W and one other - say FME, because this is central to fire 
management although arguably, so too is IME. Both W and TR are 
powerful drivers of fire regimes as measured by FIRESCAPE and FM. 
Therefore, a more sensitive test would be to use treatments involving 
CL, FME (using one fuel management approach) and IME. This is 
the choice made in this study and other choices must remain a topic 
for further research. However, as CL, FME and IME have little or no 
effect on intensity and seasonality, it means the formal tests of the 
hypotheses of this study can only be meaningfully tested against fire 
frequency. Fire frequency is arguably the most important component 
of fire regimes because it is a measure of the total amount of fire in 
the system, a primary contribution to measures of risk to environ-
mental, social and built assets. Nevertheless, differences that arise in 
measures of intensity and seasonality are noted and explained where 
appropriate. 
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R E S O L U T I O N 
7 . 1 I N T R O D U C T I O N 
In the next two chapters, four simulation experiments are performed 
to directly test the hypotheses of this study. In this chapter, the first 
of these hypotheses is addressed. The aim of this experiment is to as-
certain if the relative importance of experimental treatments in pub-
lished fire modelling studies remain unchanged over a wide range of 
temporal and spatial resolutions (Section 1.1) . 
7 . 2 F A C T O R S C O M M O N TO A L L E X P E R I M E N T S 
All experiments in this and the next chapter share three factors in 
common: (i) climate (CL), (ii) ignition management effort (IME), and 
(iii) fuel management effort (FME). The CL and IME treatments are 
the same as those used by Cary et al. (2006, 2009) respectively. Both 
these experimental treatments were tested in Chapter 6 in validation 
tests and any differences between FIRESCAPE and FIREMESH repor-
ted. The third factor, FME, is adapted from Cary et al. (2009) and 
Bradstock et al. (2012). These three factors are used as exemplars or 
yardsticks, against which to compare the importance of the model's 
abstractions of space and time. In short, to test how important is 
spatio-temporal resolution in an operational context. 
CLIMATE (CL) The three levels of climate treatment were those 
used by (Cary et al., 2006): observed (OB), warmer and wetter (WW) 
and warmer and drier (WD). OB is the unaltered observed weather-
data. WW adds 3.6 ° C to each temperature reading and increases 
daily precipitation by 20%, 3.6 ° C being the mid-point of the IPCC 
(2001) projected global temperature increase of between 1.4 and 5.8 
°C. WD adds the same 3.6 ° C and reduces precipitation by 20%. By 
way of context, this is the same decrease in rainfall as that measured 
for early winter rainfall in the southwest corner of Australia during 
the latter half of the 1970s (Timbal et al., 2006). Vapour pressures in 
the input data were adjusted to ensure that changes in temperature 
did not affect humidity (Figure 7.1). This approach is the same as that 
used by FIRESCAPE in the original experiments. 
IGNITION MANAGEMENT EFFORT (IME) This factor was used in 
Chapter 6 (Validation) and is more fully described in Cary et al. (2009). 
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Figure 7.1: Density distributions of precipitation, minimum and maximum 
temperature and the resulting Forest Fire Danger Index (McAr-
thur, 1973) 
A value of 3.6°C is added to the observed temperature and precipita-
tion is altered by ±20%. Vapour pressure in the input data is modified 
to preserve humidity at observed values. Note that Figure (a) has a 
log scale. 
In general its intent is to include any action that leads to a reduction 
in fire ignitions such as rapid initial attack together with education 
and other infrastructure programs that reduce ignitions f rom anthro-
pogenic sources (Gary et ah, 2009). This factor models initial attack 
success, with the above broad definition, by reducing the number of 
ignition attempts by o, 37.5 and 75%. 
FUEL MANAGEMENT EFFORT (FME) This factor is adapted f rom 
Gary et al. (2009) and Bradstock et al. (2012). Gary et al. (2009) ex-
amined three approaches to fuel management (Section 6.3.1). Only 
the random approach is applicable here because both the edge and 
buf fer treatments depend on spatial resolution for their levels of ef-
fort. The random approach must also be adapted to operate in this 
experiment which simulates the effect of fuel treatment in the con-
text of an emerging fire regime over time. The experimental design of 
Gary et al. (2009) did not involve vegetation dynamics . 
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The maximum area treated by Gary et al. (2009) using the random 
approach was 30%. This is not a per annum rate, but rather a snap-
shot in time. Interpreting this as an annual rate would lead to unreal-
istically high treatment levels for a dynamic vegetation model (as is 
being used here) as almost the whole landscape would have fuel ages 
no more than three years old at any one time. In this experiment, and 
those in Chapter 8, up to 30% of the landscape is treated in a five 
year period with a minimum fire return interval of five years. That is, 
up to 6% of the landscape is treated per annum. This is equivalent to 
the treatment in Bradstock et al. (2012) where 20% of the landscape 
was scheduled for treatment every year but only 6% could be real-
ized on average because of constraints on block arrangements and 
the minimum fire return interval in that study. 
Block sizes are 625 ha., the same as those used in Gary et al. (2009). 
Gary et al. (2006) showed a relative insensitivity to block size so treat-
ments with finer block sizes were not tested. The random approach 
represents an attempt to modify the prevalence of fire by reducing 
fuels in the wider landscape rather than fuel reduction close to assets 
or to form strategic barriers (Finney, 2001; Bradstock et al, 2012). 
In practice, the simplicity of the algorithm employed (random block 
locations) and the small block sizes compared to Bradstock et al. (2012), 
means that the realized treatment level was within 0.01% of that at-
tempted. For example, if 6% was the proposed fuel reduction level 
and in the previous five years only 6% of the landscape has been left 
unburnt, the whole of the remaining 6% was be treated. 
An additional consideration was the fuel load remaining after treat-
ment. Planned fires differ from unplanned fires in the time and nature 
of ignitions (Heemstra, 2007). Planned fires are lit during cooler peri-
ods with a higher density of ignitions. While the average fuel load 
measured at a location may have been substantially reduced, the 
within-patch variability (patchiness) will affect the ability of subsequent 
fires to span the site under various weather conditions (Heemstra, 
2007). Heemstra (2007) found in a study of 7 planned and 4 un-
planned fires that the planned fires burnt on average 62% of the 
area within the fire perimeter while the unplarmed fires burnt of 
average 86%. Note that, these findings apply to prescribed burning 
at locations fairly remote from built assets (as is the case with the 
random treatment) and the area treated is larger and less intensively 
treated than would be the case for areas in close proximity to build-
ings. Given the range of fuel loads in this study of between 9.6 to 
16.2 t .ha \ (with a mean value of 12 . i t .ha the values of 4 to 14 
t .ha ' used by Gary (Gary et al, 2009) and the observation of Heem-
stra (2007) that more than half of the treatment area remains effect-
ively untreated, a value of 5 t .ha ' for the Tow' fuel state was chosen 
for this factor. McArthur's Mk 5 Forest Fire Danger Meter (McArthur, 
1973) indicates this will carry a fire if the Forest Fire Danger Index is 
172 R E L A T I V E I M P O R T A N C E OF S P A T I O - T E M P O R A L R E S O L U T I O N 
greater than five. It could be supposed that the algorithm should treat 
older fuels in preference to younger fuels. However, this wi l l cause an 
enhanced edge effect because fuel on the edges of the m a p is usual ly 
the oldest and would be chosen in preference. 
In general, this treatment w a s intended to be s imple and transpar-
ent and did test management approaches as w a s done by Gary et al. 
(2009) and Bradstock et al. (2012). Al l fuel treatments take place sim-
ultaneously in mid-winter. There are three treatments levels: 0%, 3% 
and 6% of the landscape treated annual ly with 625 ha. block sizes at 
locations randomly selected every year and a min imum fire return 
interval of f ive years (Figure 7.2). 
Figure 7.2: Examples of random 625 ha. block fuel treatments 
On the left, 3% of the landscape is treated annually. In this example, 
a recent unplanned fire in the top right-hand quadrant, has preven-
ted treatment in this area concentrating treatment to the remaining 
quadrants. On the right, 6% of the landscape is treated annually. The 
fading pattern of treatments from previous years are visible as fuel 
loads increase over time. 30% of the landscape is treated within any 
5 year period. 
7 . 3 D A T A A N A L Y I S 
The fire regime components of frequency, intensity and seasonality 
were analysed by variance explained (r^) determined by three ful ly 
factorial A N O V A s using the base l ibrary of R (R core team 2014). The 
studies of Gary et al. (2006, 2009) were single year experiments and 
results analyzed in terms of total area burnt. A s noted, the experi-
ments in this chapter use vegetation dynamics and average inter-fire 
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interval (AVIFI) (the inverse of average annual area burnt) is a more 
appropriate measure in these circumstances (Equation 7.1). 
AVIFI = As.Y/Ab (7.1) 
where: 
As = simulation area; 
Y = years of simulation; and 
Ab = total area burnt. 
AVIFI requires log transformation to satisfy assumptions of normal-
ity of residuals in such analysis (Figure 7.3). Intensity was measured 
as the average of all fireline intensities at every location in the land-
scape (AVINT) while seasonality was measured as the proportion of 
area burnt in summer over the whole simulation (PSUM). 
It is important to emphasize that variance explained by each of 
the factors and their interactions is analysed in proportional terms 
in order to focus on the magnitude of effects rather than statistical 
significance (p-values) (Section 1 . 1 , White et al. 2014). 
Each of the four experiments had a different number of factors. In 
the four-factor experiments of Gary et al. (2006, 2009) and Keane et al. 
(2013a), factors and their interactions that explained more than 5% 
and 2.5% of the variance respectively, were considered important. For 
the purpose of comparison, these arbitrary thresholds were scaled to 
6.67 and 3.3 % for 3 factor analysis and 3.75 and 1.88% for 5 factor 
analysis for single factor and factor interactions respectively. Note 
that results are analysed considering only unplanned fires unless oth-
erwise indicated. 
Baseline ignition rates for all experiments are calibrated to give a 
50 year average inter- fire-interval at one hectare resolution and three 
hour time step on an eight neighbour regular mesh. Each unique 
combination of factors had a unique set of random ignitions (unique 
random number seed), with the distribution of ignitions in time and 
space determined by the ignition model (Chapter 3). Five replicates of 
each factor combination were performed with ignition times and loc-
ations varying between replicates. All simulations were 1,000 years in 
duration. The terrain, fuel accumulation model and observed weather 
were those described in Chapter 2. The option to include the modific-
ations to the Rh informed by Project Vesta as described in Chapter 3, 
was enabled. 
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Figure 7.3: Distribution of the residuals of key measures of F I R E M E S H 
model outputs 
The distribution of residuals of (a) In-transformed area burnt and (b) 
its reciprocal, In- transformed average inter-fire interval (In-AVIFI). 
Average fireline intensity (c) (AVINT) and (d) the average for all 
locations of the proportion of fires occurring during summer (PSUM) 
do not require transformation. 
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Hypothesis (i): Ranking the relative importance of the drivers of fire by simu-
lation modelling is insensitive to a wide range of spatio-temporal resolutions 
7.4.1 Methods 
To accept or reject this hypothesis, FIREMESH was used in a multi-
factorial experiment using five factors: (i) climate, (ii) ignition man-
agement effort, (iii) fuel management effort, (iv) spatial resolution 
and (v) temporal resolution. Factors (i)-(iii) have been described above. 
SPATIAL RESOLUTION (SG) Past experiments with FIRESCAPE 
have used either 0.25 (Gary et ai, 2006,2009; Keane et al, 2013a) or one 
hectare spatial resolution (Gary and Banks, 2000). From the validation 
tests in Ghapter 4, it appears there is no practical benefit in perform-
ing these experiments at resolutions finer than one hectare and incur-
ring a very considerable cost in simulation time. Gonsequently there 
were three levels for this treatment; one, four and nine hectares using 
only a regular eight-neighbour mesh. Keane et al. (2004)has classed 
models in this range as mid-scale models. The method of aggregat-
ing elevations at each resolution was the centroid method (Bian and 
Butler, 1999). 
TEMPORAL RESOLUTION (TG) Three levels of temporal resolution 
were used: 0 .5 , 1 .5 and 3 hourly time steps. Half-hour is the resolution 
of the input data and three hours is the time step used by FIRESCAPE 
during its development. The aggregation of data to coarser resolu-
tions uses the nearest reading or centroid method (Bian and Butler 
1999) and no interpolation between readings was required. To gauge 
the importance of spatial and temporal resolution, model results were 
analysed both with and without spatial and temporal resolution as a 
factor. That is, had simulations been performed with any of the nine 
combinations of temporal and spatial resolution, would important 
differences have arisen? The experimental factors and their levels of 
treatment are summarized in Table 7.1. 
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Table 7.1: Experimental design for a factorial experiment to measure the im-
portance of spatio-temporal resolution against published experi-
mental factors in fire regime simulation modelling 










Observed: Historical climate 
Warmer/Wetter: Historical +3.6°C; -1-20% pre-
cipitation 
Warmer/Drier: Historical +3.6°C; -20% pre-
cipitation 
Zero: 0% ignitions prevented 
Mod: 35.7% ignitions prevented 
High: 75% ignitions prevented 
Zero% p.a. 3% p.a. 6% p.a. 







As expected from the previous discussion (sections 6.3.1.4 and 6.3.2.4), 
the total variance explained by all factors and their interactions was 
far greater for In-AVIFI (91%) compared to 59 and 30% for AVINT 
and PSUM respectively (Figure 7.4). Therefore, AVINT and PSUM 
will be less informative response variables of the importance of the 
experimental treatments. 
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F R E Q U E N C Y ( L N - A V I F I ) The relative importance of variance ex-
plained in In-AVIFI by spaHal grain (SG) and temporal grain (TG) 
was unimportant (< 3.75%) compared to the other treatments of IME 
(55%), CL (28%), and FME (2.5%) (Figure 7.4.a). Within resolution ana-
lysis of In-AVIFI shows the rank order of relative variance explained 
by all important factors remained unchanged for all nine combin-
ations of spatial and temporal resolution (Figure 7.5). Variance ex-
plained by IME changed between resolutions by 9%, CL at most by 
7% and FME was always unimportant (<6.67%). 
The change in AVIFI (untransformed) over treatment levels was 
monotonic for all factors and with an approximately linear response 
to both SG, TG and FME, and a non-linear response to IME (Fig-
ure 7.6.a). Variability in AVIFI increased significantly for IME because 
this treatment was effectively removing samples from a long-trailed 
distribution of fire sizes. CL was a categorical treatment so linear-
ity was not relevant. AVIFI decreased as TG became coarser and in-
creased as SG became coarser. 
I N T E N S I T Y ( A V I N T ) Variance explained in average fireline intens-
ity kW.m ') (AVINT), showed TG (21%), SG (6%) and FME (4%) to 
be the only important single factors (Figure 7.4.b), as expected from 
the discussion in section 6.3.1.4 and 6.3.2.4. The response of AVINT 
to CL was unimportant while IME showed no significance (p<0.05) 
over the five replicates. AVINT increased as spatial resolution be-
came coarser and the reverse was the case for temporal resolution 
(Figure 7.4.b). 
S E A S O N A L I T Y ( P S U M ) Variance explained in the proportion of un-
planned fires that occur in summer (PSUM) showed importance only 
for CL (7%) with only 30% of variance explained by all factors and 
their interactions (Figure 7.4.C). Differences across treatment levels 
in PSUM showed the observed weather (OB) had a higher proportion 
burnt in summer than the other climate treatment levels (Figure 7.6.C). 
The proportion of area burnt in autumn and spring (not shown) was 
the reverse of this, with higher proportions for the warmer-wetter 
(WW) and warmer-drier treatments (WD). 
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Figure 7.4: Relative Sums of Squares attributed to different sources of vari-
ation in tlie comparison of sensitivity of (a) In-transformed av-
erage inter-fire interval (In-AVIFI), (b) average fireline intensity 
(AVINT) and (c) the proportion of area burnt in summer (PSUM) 
Sources of variation are: climate (CL), fuel management effort (FME), 
ignition management effort (IME), spatial grain (SG) and temporal 
grain ( T G ) . Relative Sums of Squares ancJ their interactions are shown 
in brackets if they are significant (p<0.05) but explain less than 3.75% 
and 1.88% respectively. Factors and interaction which are not signi-
ficant are left blank. 
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F i g u r e 7 .5 : R e l a t i v e S u m s of S q u a r e s a t t r i b u t e d to d i f f e r e n t s o u r c e s of v a r i -
a t i o n in t h e c o m p a r i s o n of s e n s i t i v i t y of I n - t r a n s f o r m e d a v e r a g e 
i n t e r - f i r e i n t e r v a l ( I n - A V I F l ) 
Sources o f var ia t ion are: c l imate (CL) , fuel management ef for t ( F M E ) 
and ign i t ion management ef for t ( I M E ) . Relative Sums of Squares and 
the i r in teract ions are shown in brackets if they are signi f icant ( p < 0 . 0 5 ) 
but explain less than 6 .67% and 3 .33% respectively- Factors and inter-
ac t ion wh ich are not s igni f icant are left blank- Each of (a) to ( i ) is a 
separate analysis for each unique combina t ion of tempora l resolut ion 
(1, 1-5 and 3 hours) and spat ial resolut ion (1, 4 and 9 ha-) resolut ion. 
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a) Frequency b) Intensity c) Seasonality 
IME 75% 1 188(14.5) IME 75% 1 3946(43.4) IME 75% 1 64(0.8) 
IME 37.5% J 73(1.9) IME 37,5%, 1 3933(18.8) 1 ME 37.5% 1 65(1) 
IME 0%| 1 48(0.7) IME 0% 1 3939(26.6) IME 0% 1 65(0.1) 
FME6%| 1 118(6.8) FME 6% 1 3833(25) FME 6% 1 68(0-8) 
FME 3%| 1 103(6.2) FME 3% 1 3919(15.7) FME 3% 1 64(1.2) 
FMEO% 1 88(8.5) FME 0% 1 4067(39.4) FMEO% 1 65(1) 
: CLWD 1 59(3,1) - CL WO 1 3975(32.3) c CL WD 1 63(1.1) 
\ CLWWI 1 88(5.4) -i CLWW 1 3997(50) 1 CLWW 1 63(0.7) 
• CLOB 1 162(11.8) 
2 [ 1- CLOB 1 3646125.2) H CLOB 1 69(1.7) 
TG3h 1 97(5,6) TG3h j 3661(39,4) TG311 1 66(0.6) 
TG 1.5 h 1 102(5.7) TGI.Sh 1 3981(30.8) TG1.5h 1 65(0.6) 
TG 0.5 h 1 109(7.1) TGO.Sh 1 4176(50.3) TGO.5I1 1 63(1.4) 
SG9ha 1 124(15,6) SG9ha 1 4045(40) SG9ha 1 66(0.3) 
SG4ha| 1 102(3-6) SG4ha 1 3999(19.5) SG4ha 1 66(0.5) 
SG 1 ha 1 83(1,9) SGI ha 1 3775(36.2) SG 1 ha 1 64(1.3) 
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Figure 7.6: Change in (a) average inter-fire interval (AVIFI) (years), (b) aver-
age fireline intensity (AVINT) (kW.ra ') , and (c) the proportion 
of area burnt in summer months (PSUM) for each factor and 
each level of treatment 
Experimental factors are spatial grain (SG), temporal grain (TG), cli-
mate (CL), fuel management effort (FME) and ignition management 
effort (IME). 
7.4.3 Discussion 
Three factors (CL, I M E and FME) were chosen for this experiment to 
set the operational context in which to assess the importance of spatio-
temporal resolution. The major response variable for these three factors 
w a s In-AVIFI. The total of relative variance explained by these three 
factors combined w a s 85%. For In-AVIFI, the rank order of partitioned 
variance explained by each of the treatments, C L , F M E and IME, re-
mains unchanged across unique combinations of temporal and spa-
tial resolution (Figure 7.5), and on these grounds there is no evidence 
to suggest Hypothes is (i) should be rejected, that is, the results in-
dicate the ranking of factors w a s insensitive to spatial and temporal 
resolution. A s measured here, spatio-temporal resolution w a s relat-
ively unimportant compared to these treatments, and, for example , if 
other spatio-temporal resolutions had been used by F I R E S C A P E in 
Cary et al. (2006, 2009) and Keane et al. (2013a) , it is most likely that 
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the results would remain as published. Furthermore, from the veri-
fication tests in Chapter 5, it is hoped a more general claim can be 
made. The aim of those tests was to isolate just those errors that arise 
from the choice of spatio-temporal resolution that are unavoidable 
(operational), no matter how the simulator is constructed. Therefore, 
the claim here is that if simulators are constructed with a consistent 
management of those domains, these results will hold. This is par-
ticularly so for temporal resolution, which explained only 0.2% of 
the variance in In-AVIFI. Weather plays a central role in determining 
inter-fire intervals (or area burnt) (Flannigan and Wotton, 2001) and 
the lack of sensitivity demonstrated here to the choice of resolution 
of this data indicates that fire-regime simulation models can afford 
to be far less particular in this regard, when examining the principal 
drivers of fire frequency. Insensitivity to spatial resolution in partic-
ular, means these models may be able to trade off spatial resolution 
for other more detailed processes which might otherwise be thought 
too computationally intensive. For example, there is growing interest 
in the dynamics of disturbance interactions such as insect attack and 
fire, storms and fire and drought-fire relationships (Seidl et al, 2011). 
There is also new research exploring the role of disturbance in pat-
terns of genetic diversity (Banks et al, 2013). FIREMESH, operating at 
a spatial resolution of nine hectares and a temporal resolution of 0.5 
hours, for example, can integrate forcing data and spatial paramet-
ers to produce fire regime patterns at a rate of approximately 3,000 
km^.s ' on a desktop computer, four of five fold faster than at a one 
hectare resolution. This makes FIREMESH and similarly constructed 
models operating at coarse resolution a practical alternative to using 
'cookie cutter' models (a fire model producing a predefined fire foot-
print) when coupled to other landscape processes such a patterns of 
genetic diversity (Banks et al, 2013). 
A considerable body of work has been done over the past two dec-
ades in examining key drivers of fire frequency and much of this 
work has been done using simulation modelling (Keane et al, 2004). 
The sensitivity of model results to spatio-temporal resolution is a 
question that has not been addressed in an operational context for 
these models and this experiment provides some quantitative sup-
port for the robustness of that work. It will always be the case that 
the detail required of a model necessarily depends on the questions 
asked of it. For example, spatio-temporal resolution has important 
consequences for climate models when examining patterns of precip-
itation (Vanuytrecht et al, 2014), cyclone formation (Zarzycki et al, 
2014), hydrological processes (Vereecken et al, 2013; Cornelissen et al., 
2014) and simulating single fire events Qones et al, 2003). For the 
questions asked of fire regime simulation models however, this exper-
iment finds their results are robust in this regard. 
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Fire frequency is arguably a primary component of fire regimes 
as it is a measure of amount of fire in the landscape over a period 
of observation. However, while TG and SG were unimportant for In-
AVIFI (and PSUM), TG and SG explained most of the partitioned 
variance in AVINT (Figure j ^ h ) and experiments using other factors 
would be required to examine this further. 
The IME factor had no effect on intensity, that is, rapid initial sup-
pression of fires did not lead to more intense fires at a later time 
(Figure y.S.b). This follows from the fact that, in this landscape, with 
an average 50 year fire return interval and a fuel accumulation func-
tion that returns at least 80% of the fuel within eight years after a fire, 
the system cannot be considered a fuel limited one. 
The effect of the climate treatment on PSUM indicates a lengthen-
ing of the fire season with a warmer climate as the proportion of area 
burnt in summer declines (Figure 7.6.C) but increases in autumn (not 
shown). As noted (Section 1.3.3), drivers of seasonality are primarily, 
temporal patterns of rainfall and ignitions, though this experiment 
indicates that, in forested regions, higher temperatures also effect 
seasonality by extending the fire season. However, as fuel accumu-
lation, in this model, is not effected by rainfall (apart from a greater 
amount of fuel being available for combustion during dry periods), 
it is either the seasonality of the weather conditions or lightning dis-
tribution that will determine the seasonality of fire frequencies. The 
lightning model used in this study is based on a distribution of light-
ning events driven by seasonal temperature anomalies. By repeating 
this experiment with a null model of uniform distribution of lighting 
events, it was found that summer lightning was reduced from 45% 
to 25% while area burnt is reduced from 70% to 60% for the same 
season (Figure 7.7). The relative importance of the factors explain-
ing partitioned variance in In-AVIFI is almost unchanged when us-
ing this null lightning model. Furthermore, when a between-model 
analysis (combining results of both simulation experiments) is per-
formed, the choice of lightning model was unimportant in explaining 
partitioned variance in In-AVIFI (0.2%) (not shown). This is not to say 
that patterns of fire regimes will not have changed, but this was not 
examined. 
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Figure 7.7: Seasonal variation in area burnt that arises from (a) an ignition 
model driven by temperature anomalies (after Cary 1998) and (b) 
a null model vi'ith a uniform distribution of lightning events 
7.4.3.1 Temporal resolution 
AVIFI changed by approximately 12% over temporal resolution (97-
109 years) for 0.5 and 3 hours respectively, while the number of fires 
remained unchanged (Figure 7.8). That is, it was an increase in the 
size of fires that decreased AVIFI as temporal resolution became coarser. 
Note that, these values are averages over all other treatments and will 
always exceed the calibrated 50 year IFI because only two factors (CL 
and TG) lead to a decrease in fire frequency. 
To examine TG more closely, additional simulations were performed 
over a greater range of time steps (0.5-7 hours and 10 replicates) 
without other treatments. The experiment was performed twice: once 
using 20,000 year simulations (Figure 7.9.3) and a second with 1,000 
year simulations (Figure 7.9.b). The results show a constant increase 
in area burnt with some particular time steps being outliers (2.5 and 
4 hours) (Figure 7.9.b). Reasons for this trend of increasing area burnt 
are: (i) there is a constant error in exceeding the moment a fire would 
extinguish proportional to the time step and, (ii) a more variable error 
as fires fail to extinguish overnight and flare up again in following 
days. This, more variable source of increasing area burnt, becomes 
less variable as the sample size (simulation duration) increases (Fig-
ure J.g.a). It might be expected that 2.5 and 4 hour time steps will 
miss the coolest part of the day in mid-latitude locations thought this 
effect appears to disappear over sufficiently long simulations. It fol-
lows that for this temperate mid-latitude climate, time steps should 
be no more than 3 hours and whole number multiplies of 24 hours to 
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avoid aliasing effects with the diurnal cycle. The slope of this linear 
relationship provides a way of scaling across temporal resolution for 
any similarly constructed fire simulator that determines the time of 
extinguishment at each time step (Figure 7.9). 
With this range of temporal resolution, and assuming much of the 
error is a result of exceeding the moment when a fire would extin-
guish, the threshold of extinguishment may be an appropriate para-
meter with which to calibrate temporal resolution if even coarser res-
olutions were required. 
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number of fires (CI) aveage fire duration (days) (CI) 
F i g u r e 7 .8; C h a n g e s in t h e n u m b e r of fires ( s u c c e s s f u l i g n i t i o n p e r 1 , 0 0 0 
y e a r s ) a n d t h e a v e r a g e fire d u r a t i o n ( d a y s ) 
Exper imenta l f a c t o r s are spatial grain ( S G ) , tempora l grain ( T G ) , cli-
m a t e ( C L ) , fuel m a n a g e m e n t e f for t ( F M E ) and ignition m a n a g e m e n t 
e f for t ( I M E ) . 
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Figure 7.9: Area burnt per annum with time steps ranging from 0.5 to 7 
hours (10 replicates) from simulations running for (a) 20,000 
years and (b) 1,000 years using 26 years of observed half-hourly 
weather data (re-cycled every 26 years) in mountainous terrain 
Experimental factors are spatial grain (SG), temporal grain (TG), cli-
mate (CL), fuel management effort (FME) and ignition management 
effort (IME). 
7.4.3.2 Spatial resolution 
AVIFI increases by 49% over spatial resolution (83- 124 years for 1 
ha and 9 ha respectively) (Figure 7.6.3), because there is both a 5% 
dechne in the number of fires and because fires burn for a shorter 
time (Figure 7.8). There is an expectation arising from Chapter 4 that 
area burnt wil l decline as resolution becomes coarser, because slope 
must also decline which in turn affects rates of spread. To provide an 
empirical measure of this relationship, the maximum slope between 
each site and its neighbour w a s recorded for each mesh resolution 
( 100-1 ,000 meters). The change in rate of spread for the 95th percent-
ile of these slopes w a s calculated at each of those resolutions (Equa-
tion A.6). Ten replicate simulations were then performed over this 
range of resolutions for 1,000 years. A s a control, the experiment was 
repeated using flat terrain (Figure 7.10). 
The shape of the curve of area burnt at each resolution was a close 
match to that of the rate-of-spread for the 95th percentile of slope 
at that same resolution, suggesting that the geometric relationship 
between slope and resolution underlies the model 's sensitivity in this 
respect (Figure 7.10). The density distribution of elevations at one and 
nine hectare resolution shows no discernible difference (not shown). 
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However, while the sample of elevations may be representative of the 
population as a whole, because the data is spatial, an aliasing error 
will arise depending on the cross-scale topographic roughness (the 
difference in the standard deviation of elevations between locations a 
particular distances apart) (Figure 2.9). For the DEM used here, this 
was relatively greater at resolutions up to five kilometres and so there 
will be slopes that are simply missed as resolution becomes coarser. 
Thus, the sensitivity of a fire model to spatial resolution almost en-
tirely depends on the range of elevations in the study and the rel-
ative scales of topographic roughness and the model. By repeating 
these simulations and gradually compressing the elevations in the 
landscape until a flat plain is produced, a non-linear scaling function 
could be proposed in terms of elevation range that could scale across 
spatial resolutions. However, this must remain a topic of further re-
search. 
It is unclear why there is a slight decline in area burnt on a flat land-
scape apart from scale errors measured in Chapter 4 (Verification). It 
may possibly be a result of the constraint imposed by the geometry 
of the spreading fire by a coarser mesh. To check this, the same sim-
ulation was repeated on a flat landscape but using regular meshes 
with four, six and eight neighbours, however, the result showed no 
consistent trend so the reason for this remains unclear (Figure 7. 1 1) . 
7.4.3.3 Intensity 
The trend in AVINT was inversely proportional to temporal resolu-
tion (Figure 7.6.b). A s noted, the recorded intensity at which a loca-
tion burns was the maximum intensity in any direction at the time the 
location was ignited (whether from lightning or contagion), so in prin-
ciple, there should be little variation over resolution. If the weather 
data is sampled at 0.5 and 3 hour intervals and the fireline intensity 
calculated (assuming a constant fuel load), distributions of intensities 
recorded at each of these time steps are indistinguishable (not shown). 
Therefore, the likely explanation for the sensitivity of AVINT to tem-
poral resolution is the increasing proportion of locations ignited near 
the extinguishment threshold, that is, the area burnt on the fire peri-
meter during the last time step before extinction. This follows from 
the observation above that fires inevitably exceed the moment of ex-
tinguishment as time step increases. 
On the other hand, AVINT is proportional to SG (Figure 7.6.b). That 
is, as spatial resolution becomes coarser, simulated fires, on average, 
record a higher intensity. This is an interesting contradiction to the 
suggestion above, that the decline in fire size is due to the unavoid-
able reduction in slopes represented in the mesh, as area burnt and in-
tensity are related (Equation A.14). This is not due to some difference 
in mean elevation as the difference is less than two metres between 
one and nine hectare resolutions. Fireline intensity is highly sensit-
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Figure 7.10: T w o s imulat ions of 1,000 year durat ion on flat and mounta inous 
terrain w i t h spatial resolution from 100 to 1,000 metres 
The solid line (open circles) is the result of analysis of the mountain-
ous terrain at each of these resolutions and depicts the change in 
rate of spread due to slope (Equation A.6) based on the slope of the 
95th percentile of slopes at each resolution (Right hand axis). By re-
peating these simulations and gradually compressing the elevations 
in the landscape until a flat plain is produced, a non-linear scaling 
function could be proposed in terms of elevation range that could 
scale across spatial resolutions. 
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Relative change in area burnt (+95% CI) 
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Figure 7.11 : Relative change in area burnt for three 1,000 year simulations 
on flat terrain over spatial resolutions from 100 to 1000 metres 
Each experiment is performed on a mesh with eight (N-8), six (N-6) 
and four (N-4) neighbours to each vertex. 
ive to terrain (Figure 6 . 1 1 ) , however, no explanation can be of fered 
as to w h y average fireline intensity should increase as spatial res-
olution decreases whi le area burnt decreases and this must remain 
a topic for further research. It can be conjectured that as resolution 
becomes coarser, there are fewer flat areas and averaged over all loc-
ations, intensity wil l be higher, however, this does not accord with 
fires being smaller and the topic must remain a matter for further 
research as indeed must the issue of whether spatio-temporal resolu-
tion is important for measures of fireline intensity relative to typical 
experimental treatments. A s wil l be shown in the next chapter, other 
nuisance parameters have a greater effect on estimates of fireline in-
tensity by simulation than do spatial and temporal resolution. 
If it can be assumed it is the inverse relationship between slope and 
spatial resolution that accounts for the sensitivity of AVIFI to SG, the 
coefficient of slope (Equation A.6) may be the appropriate parameter 
to calibrate to account for this. 
7.4.3.4 Edge effects: The role of spatial extent of model outcomes 
The factors that mainly effect unplanned fire size distributions are C L , 
F M E and SG (Figure 7.12). Note, the range of variation in replicate 
simulations w a s slight, and can be gauged relative to the treatments 
in Figure 7. i2 . f . The magnitude of these factor effects on fire size 
w a s constrained by the size of the simulated landscape. This can be 
seen by the increase in the density distribution of the largest possible 
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fires in this landscape (0.25 million hectares) (Figure 7.12). Thus, the 
magnitude of variance explained by factors in this experiment may be 
reduced by the spatial extent of the simulations, particularly CL and 
FME (Figure 7.i2.a and c), in short, an edge effect. However, the edge 
effect will suppress the sensitivity of both the CL and FME treatments 
by constraining the largest fires. Nevertheless, the magnitude of the 
difference in response of fire frequency between these two treatments 
is clear The significance of edge effects is examined more closely in 
Chapter 8 by replicating an experiment that had a shorter running 
time over a number of different spatial extents. 
SG showed a marked increase in the density distribution of fires at 
the size of the resolution (1, 4 and 9 ha.) (Figure 7.i2.e) and a regular 
decline in larger fire sizes as resolution became coarser. TG showed a 
slight increase in fire size as time step increased (Figure 7.i2.d). These 
trends can be seen more clearly over a wider range of spatio-temporal 
resolutions (Figure 7.13). 
Given FIREMESH is capable of recording fire sizes with sub-resolut-
ion precision (Chapter 4), the only explanation for this appears to be 
a conditional one, that is, given a fire can start, it can only continue 
or extinguish when entering the next location. If it continues, the fi-
nal fire area can be of any size but those that stop will always have 
the approximate area of the spatial grain. This is confirmed in later 
experiments that use meshes of variable resolution where the peak 
density at mean resolution is more widely spread. 
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Figure 7.12: Fire size density distributions for each of five treatments and 
five replicates in experiment 1 
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a) Temporal resolution (TG) 
Range [0.5-7 hours] 
a S 300 meters 
0.5 hours 
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7 hours 
1 0 too 1000 
hectares 
Replicates (10) 
AT 0.5 hours 
a S 300 meters 
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—1 1 1 1 1 
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c) Spatial resolution (SG) 
Range [100-1000 meters] 
i T 0.5 hours 
100 meters 
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Figure 7 . 1 3 : Fire size distributions for a w ide range of spatial and temporal 
resolutions (log scale). Temporal resolution was between 0 . 5 - 7 
hours and spatial resolution between 1 0 0 - 1 , 0 0 0 meters 
No other treatments were used. All simulations with varying temporal 
resolution used a spatial resolution o f 9 ha. All simulations with 
varying spatial resolution used a temporal resolution of 0.5 hours. 
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7 4 4 Calibration 
It was noted above that the coefficient of slope (Equation A.6) may 
be an appropriate parameter to modify to account for the effect of 
spatial resolution on model outputs in complex terrain. Similarly, the 
fireline intensity at vv'hich a fire is assumed to self-extinguish may also 
provide a means of calibration for temporal resolution. In simulation 
experiments ranging over the scales in these experiments, the choice 
of temporal resolution is largely constrained by data while spatial res-
olution is constrained by the computer resources (Figure 7.14). Nev-
Simulation efficency 
Temporal resolution 
A S 300 meters 
r-,n 
2 3 4 5 
A T (hours) 
§ _ 
Spatial resolution 
A T 0.5 hours 
p d DD 
100 400 700 1000 1300 
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Figure 7.14: Simulation efficiency (area burnt in silico (km^.s" ' ) over a large 
range of temporal and spatial resolutions 
Decreasing spatial resolution provides a much greater gain in com-
puting time than temporal resolution. Thus the choice of temporal 
resolution can be determined by the data available while the choice 
of spatial resolution will be limited by the computer resources avail-
able. 
ertheless, to explore the possibility of calibrating the model for both 
temporal and spatial resolution, the above experiment (Table 7.1) was 
repeated having first adjusted the coefficient of slope (Equation A.6) 
and the threshold of extinguishment (Equation A.7) at three different 
temporal resolutions, to maintain average fire frequency at a constant 
value (Table 7.2). The results were analysed in the same fashion as the 
un-calibrated experiment (Table 7.1). 
While the response variable to which the parameters were calib-
rated (average fire frequency), was no longer sensitive to spatio-temporal 
resolution at all, as expected, variance in AVINT is almost entirely ex-
plained by spatial resolution (not shown). This highlights the problem 
of calibration to multiple criteria: in the case of fire-regime models, 
patterns of frequency, intensity and seasonality. Thus optimization 
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Table 7.2: Calibrated values for the coefficient of Equation A.6 and value of 
fireline intensity at which a simulated fire extinguishes for three 
spatial and temporal resolutions 
SG=Spat ia l resolution; C=exponent {Equation A.6); TG=Temporal 
resolution; T=Thresholcl of extinguishment. 
S G ( H A . ) C T G ( H ) T 
1 0.0693 0.5 83 
4 0.1 1-5 81 
9 0.1272 3.0 84 
algorithms are required (such as simulated annealing or genetic al-
gorithms) but these require considerable computer resources for large 
spatially explicit models (Abdalhaq et al, 2002). 
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In Chapter 4, any inherent errors in FIREMESH have been noted 
that may confound the desired measurement of the operational er-
rors that these experiments are designed to expose. In Chapter 5, 
the suitability of using FIREMESH to address this question has been 
established. The formal hypothesis that spatio-temporal resolution 
does not change the relative importance of the drivers of fire has not 
been rejected. Within the range of spatial and temporal resolutions 
tested in this experiment, which are reasonable for this class of model 
(Keane et al, 2004), both are unimportant compared to the magnitude 
of variance explained in In-transformed average inter-fire interval by 
climate, fuel treatment and ignition suppression - three experiments 
that can be found in the literature. 
Modellers make choices in temporal and spatial resolution often 
without full knowledge of the implications these choices may have 
for their research (Bian and Butler, 1999). The finding that spatial and 
temporal resolution are relatively unimportant in this case provides 
support for the robustness of simulation modelling experiments de-
signed to explore the key determinants of fire frequency. Studies of 
the sensitivity of individual fire events Qones et al, 2003; Cui et al, 
2008) have noted differences in fire extents due to spatial and tem-
poral resolution, and this too can be demonstrated with FIREMESH 
(Figure 7.15). This is not uncommon in many fields (see for example 
Draxler 1987; Zarzycki et al 2014; Vanuytrecht et al 2014). The intens-
ity and longevity of a cyclone may well be better resolved at finer res-
olutions, and likewise the final the perimeter of a fire may well be bet-
ter predicted at fine spatial and temporal resolutions (see discussion 
in Section 4.1). However, what is being asked here is, do these errors 
accumulate in a systematic fashion that leads different outcomes for 
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model experiments depending on what may be somewhat arbitrary 
choices of temporal and spatial resolution made by modellers? This 
question has not been directly addressed before and this experiment 
supports the view that these decisions are relatively unimportant in 
understanding what drives area burnt. 
(a) 1 ha; 0.5 h (b) 4 ha; 0.5 h (c) 9 ha; 0.5 h 
(d) 1 ha; 1.5 h (e) 4 ha; 1.5 h (f) 9 ha; 1.5 h 
(g) 1 ha; 3.0 h (h) 4 ha; 3.0 h (1) 9 ha; 3.0 h 
Figure 7.15: Nine simulated fires burning under identical weather, fuel and 
terrain conditions with different combinations of temporal and 
spatial resolution 
Spatial resolutions (AS) are one, four and nine hectares. Temporal 
resolutions (AT) are 0.5, 1.5 and 3 hour time steps. Weather data 
is from Canberra Airport. Ignition time is 12 midday, 10th January 
1991. 
At the same time, both spatial and temporal resolution do cause 
some systematic change in estimated fire frequency. Spatial resolu-
tion has a larger effect (in mountainous landscapes) and has very 
significant consequences for computational effort. However, there ap-
pears no simple way of reducing such sensitivity to spatial and tem-
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poral resolution through calibration while maintaining the integrity 
of model outputs of at least fire frequency and intensity. 
The factors used in this experiment involving a climate, ignition 
and fuel treatment, could not provide a formal test of the import-
ance or otherwise of spatial and temporal resolution in estimates of 
fire intensity or seasonality. This must remain a topic of further re-
search. To test the importance of model resolution on estimates of 
fireline intensity would require a wider range of experimental treat-
ments involving, for example, exploration of the role of terrain or the 
inter-annual variability of weather (Section 6.4). 
All models are abstractions and a good model should ideally hold 
over levels of abstraction (Gignoux et al, 2011). This is rarely the case 
but within the range of the abstraction of space and hme as discrete 
quantities used here, this experiment shows that assertions made by 
models of this class are robust with regard to this degree of abstrac-
tion. Furthermore, if experiments only require flat terrain (e.g. Gary 
et al. 2009), spatial resolution can be considerably coarser again, al-
lowing either more detailed experimental designs, simulation exper-
iments over larger spatial extents or the addition of model processes 
that explore other system behaviours that may interact with fire. 

S P A T I A L R E P R E S E N T A T I O N : E X A M I N I N G 
D I F F E R E N T F O R M S O F D I S C R E T E S P A C E 
Three experiments are performed, analysed and discussed in this 
chapter. These experiments explore the consequences that different 
forms of spatial representation (apart from spatial resolution) have 
for the questions typically asked of landscape fire regime simulation 
models. Because space has more dimensions than time, other issues 
arise when representing continuous space as discrete points. Firstly, 
for a spatial model, the points must be connected in some way, that is, 
the topology of space must be described. In the present study this in-
volves examining the consequences that the number of neighbours to 
each vertex has for fire regime modelling as defined by Hypothesis (ii) 
(Section 1.4.5). Secondly, it has been shown that the disposition of ver-
tices over the spatial extent and the consequent angles between them 
have significant impacts on the shapes of simulated fires (Sections.6, 
Johnston et al. 2008). This involves describing space as a Delaunay 
triangulation of vertices with a Poisson-Disk distribution, a particu-
lar form of a Triangular Irregular Network (TIN) (Section 4.2.3). The 
importance or otherwise of this description of space is assessed by ad-
dressing Hypothesis (iii) (Section 1.4.5). Other researchers have used 
TINs, with vertices located unevenly over the spatial extent, to op-
timize the sampling of space for various purposes from seismology 
(Braun et al, 1995), fluid dynamics (Anderson et al., 2005), General 
Circulation Models (Zarzycki et al, 2014; Diiben and Korn, 2014) to 
astronomy (Cautun and van de Weygaert, 2011). Only the latter of 
these examples uses a prior adapted mesh as is done here (Section 
8.3). The others use a mesh that changes resolution dynamically over 
the course of the simulation. This may not be tractable for fast fire 
simulations but could be a topic of later research (Hu and Ntaimo, 
2006). In addition only the first and last examples given above use a 
mesh created with by Delaunay Triangulation as is done in this study. 
Sub-division of regular meshes can cause simulation artefacts at the 
boundaries where resolution changes (Zarzycki et al, 2014) whereas 
a TIN can vary resolution incrementally. The final experiment in this 
chapter examines whether or not this technique may be useful in 
reducing the sensitivity of landscape fire regime models to spatial 
resolution as described in Section 4.2.5. This experiment (Section 8.3) 
addresses Hypothesis (vi) (Section 1.4.5). 
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8 . 1 H Y P O T H E S I S ( L L ) : R E L A T I V E I M P O R T A N C E O F N E I G H B O U R -
H O O D N U M B E R 
Hypothesis (ii): ranking the relative importance of the drivers of fire hy sim-
ulation modelling is insensitive to neighbourhood number 
8.1.1 Purpose 
The purpose of this experiment is ascertain whether the relative im-
portance of the same experimental treatments as employed in the pre-
vious experiment (Chapter 7), CL, IME and FME, remain unchanged 
over a range of neighbourhood arrangements. 
8.1.2 Methods 
To accept or reject this hypotheses, FIREMESH was used in a multi-
factorial experiment using four factors: CL, IME and FME as de-
scribed in Chapter 7 and neighbourhood number (NN) using a reg-
ular mesh employing either four, six or eight edges between vertices. 
The experimental design and method of analysis are the same as 
those discussed in Chapter 7 including not calibrating ignition rates 
to account for the three forms of NN. All treatments use a one hec-
tare mesh and half hour time step. The terrain and weather data used 
was again that described in Chapter 2. The results were analysed as 
before: relative variance in In-AVIFI, AVINT and PSUM explained (r^) 
by each of four factors and their interactions in an ANOVA design as 
in previous chapters. The experimental factors and treatment levels 
are summarised in Table 8.1. 
8.1.3 Results 
Total variance explained by all factors for average fireline intensity 
(AVINT) and the proportion of area burnt in summer (PSUM) was 
less than half that explained for In-AVIFI (40%, 3 1% and 93% respect-
ively) (Figure 8.1). As was the case with the previous experiment, 
AVINT and PSUM were consequently less informative of the import-
ance of the experimental factors than In-AVIFI. Variance explained in 
all three response variables was more similar between N-6 and N-8 
arrangements than between N-4 and N-6. 
F R E Q U E N C Y ( L N - A V I F I ) The number of neighbours to a vertex 
(SR), is the second most important factor in explaining variance in 
In-AVIFI (30%). Both IME (34%) and CL (24%) are important while 
FME is again unimportant (<5%) (Figure S.i.a). Within-resolution ana-
lysis of In-AVIFI showed the rank order of importance of the factors 
changed across the three levels of NN, with IME becoming more im-
8.1 HYPOTHESIS ( l l ) : RELATIVE IMPORTANCE OF NEIGHBOURHOOD NUMBER 199 
Table 8.1; Experimental design for a factorial experiment to measure the 
importance of neighbourhood number against published experi-
mental factors in fire regime simulation modelling 








Observed: Historical climate 
Warmer/Wetter: Historical +j.6°C; 
+20% precipitation 
Warmer/Drier: Historical +3.6°C; -20% 
precipitation 
Zero: 0% ignitions prevented 
Mod: 35.7% ignitions prevented 
High: 75% ignitions prevented 
ZeroX p.a. ZeroX p.a. ZeroX p.a. 
treatment treatment treatment 
Neighbourhood Three 
Number 
portant and CL less so between the N-4 and N-6 arrangements (Fig-
ure 8.2). No change in rank order occured between N-6 and N-8 sim-
ulations. Changes in untransformed AVIFI over treatment levels were 
monotonic and non-linear for all important factors (>5% of variance 
explained) (Figure 8.3). 
I N T E N S I T Y ( A V I N T ) Variance explained in the average fireline in-
tensity (AVINT) showed N N to be the most important factor (11%) 
followed by CL (10%) and FME (6%) (Figure S.i.b). Values of AVINT 
show the N-4 neighbour configuration to have the lowest mean in-
tensity (Figure 8.3.b). 
S E A S O N A L I T Y ( P S U M ) Variance explained in the proportion of un-
planned fires that occur in summer (PSUM) showed both CL and N N 
to be unimportant and the total variance explained by all factors for 
PSUM was 1 / 3 that of In-AVIFI (Figure B.i.c). It can be assumed that 
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most of the unexplained variance was due to inter-annual variability 
in weather (Section 6.3.1.1). 











MODEL J 0.27 
3 0 , , 
CL (0,03) 
I 1 1 R-
0,0 0,4 
relative var, explained 
0,0 0,4 0,8 
relative var, explained relative var, explained 
F i g u r e 8 . 1 : R e l a t i v e S u m s of S q u a r e s a t t r i b u t e d to d i f f e r e n t s o u r c e s of v a r i -
a t i o n in t h e c o m p a r i s o n of s e n s i t i v i t y of (a) I n - t r a n s f o r m e d a v -
e r a g e i n t e r - f i r e i n t e r v a l ( I n - A V I F I ) , (b) a v e r a g e f i r e l i n e i n t e n s i t y 
( A V I N T ) a n d (c) t h e p r o p o r t i o n of a r e a b u r n t in s u m m e r ( P S U M ) 
Sources o f var ia t ion are: c l ima te ( C L ) , fuel managemen t e f fo r t ( F M E ) , 
i gn i t ion management e f for t ( I M E ) and spat ia l representat ion (SR) . 
Relat ive Sums of Squares and the i r in terac t ions are shown in brackets 
if they are s ign i f icant ( p < 0 , 0 5 ) and expla in less t h a n 5 % and 2 .5% 
respectively. Factors and in te rac t ion w h i c h are no t s ign i f i cant are lef t 
blank. Each exper iment w a s run a t the same t empo ra l and spat ia l 
resolut ion (0.5 hours and 100 meter cell w i d t h respect ive ly) . 
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Ln-AVIFI (resolution: 0.5h; 1ha.) 
a) NN(N-4) b) NN(N-6) c) NN(N-8) 
0.0 0 4 o.e 
relative vat. exptainetj 
I 1 1 1 1 1 
0.0 0.4 0.8 
telative vat. expialnetj telative vat. explaitted 
Figure 8.2: Relative Sums of Squares attributed to different sources of vari-
ation in the comparison of sensitivity of In-transformed average 
inter-fire interval (ki-AVIFl). Sources of variation are: climate 
(CL), fuel management effort (FME) and ignition management 
effort (IME), analysed separately for each neighourhood number 
Relative Sums of Squares and their interactions are shown in brack-
ets if they are significant {p<0.05) and explain less than 6.67% and 
3.33% respectively. Factors and interaction which are not significant 
are left blank. Each of (a) to (c) is a separate analysis for each spatial 
arrangement of number of edges between neighbours: (a) 4 neigh-
bours, (b) 6 neighbours and (c) 8 neighbours. Each experiment was 
run at the same temporal and spatial resolution (0.5 hours and 100 
meter cell width respectively). 
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a) Frequency 
Average inter-tire interval 
IME 75% 
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Figure 8.3: Changes over treatment levels in (a) average inter-fire interval 
(AVIFI) (years), (b) average fireline intensity (kW.m and (c) 
the proportion of area burnt in summer 
Experimental factors are spatial representation (SR) (4, 6 and 8 neigh-
bours). climate (CL), fuel management effort (FME) and ignition 
management effort (IME). 
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8.1.4 Discussion 
As the rank order of relative variance explained for In-AVIFI changed 
over the levels of the N N treatment. Hypothesis (ii) was therefore 
rejected (Figure 8.2.a and b). Had this experiment been restricted to N-
6 and N-8 representations, on the other hand, the hypotheses would 
not have been rejected. As meshes with triangular irregular networks 
have six neighbours on average (Figure 1.4), this is added support for 
their use (experiments 3 and 4 below) over and above the purpose in 
over-coming constraints imposed by discrete geometries. In addition, 
simulation efficiency scales linearly with the number of neighbours, 
as the work of the simulation is in calculating the rate of spread in 
each of these directions (Figure 8.4) and therefore, all else being equal, 
an N-6 mesh may be preferred to an N-8 mesh. 
Simulation efficency 
number of edges 
E 








Number of edges 
Figure 8.4: Simulation efficiency (area burnt in silico km^.s " ' ) with four, six 
and eight neighbour mesh configurations averaged over all treat-
ments 
AVINT was also lower for N-4 (Figure 8.3.b), again because of the 
constraints imposed on simulated fire spread by such a simplified to-
pology. This follows because fireline intensity is proportional to the 
rate of spread. The rate of spread in directions other than the wind 
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direction is less and therefore it can be expected that, for discrete geo-
metries with fewer edges between neighbours, rates of spread and 
therefore firehne intensities will be lower on average. However, there 
was little difference between N-8 and N-6 meshes but a large dif-
ference between N-4 and the other two arrangements. In large part, 
this can be attributed to the simple observation that six neighbours 
is 50% more edges than four and eight neighbours 30% more than 
six. A second contributing factor may be due to the dominance of 
wind from the north-west during summer in the Canberra Airport 
weather data (Figure 2.6), and consequently, most fires will spread to 
the south-east, a direction that is poorly represented by N-4 meshes. 
This is not an uncommon situation. Many fire-prone environments 
have a dominant wind direction during the fire season that does not 
neatly align with cardinal points of the compass. For example, the 
Santa Ana winds that drive large fire runs in California come from 
the NE (Raphael, 2003). In the Canadian Boreal forests, large fire runs 
most often occur with the passage of a cold front with a consequent 
change in wind direction from the SW to NW (M. Flannigan, pers. 
comm., 2014). This, therefore, argues against the use of N-4 meshes. 
The constraints imposed by N-4 configurations clearly impede fire 
sizes (Figure 8.5). This resulted in a concentration of fires during the 
summer months (Figure 8.3.C). The lesser effect of IMF on area burnt 
possibly arises because the fire size distribution for N-4 arrangements 
was less truncated than the other two arrangements (Figure 8.5). Be-
cause fire sizes were smaller for N-4 meshes, there were fewer system 
spanning fires and a reduced edge effect was apparent. This can be 
seen by the 'bulge' in the fire-size density distribution near the max-
imum extent of the simulated landscape (250,000 ha.) (Figure 8.5). The 
reduced edge effect may mean that the variance in In-AVIFI explained 
by CL is greater: there is more 'headroom' for the system to respond 
to the treatments. Therefore, edge effect (the size of simulated fires 
compared to the spatial extent of the simulations) may be the reason 
for the reversal of the rank order of partitioned variance in In-AVIFI 
between IMF and CL. Note that it was a constraint imposed by com-
puter resources that has restricted the spatial extent to 2,500 km^. To 
examine this further, this experiment was repeated on flat landscapes 
of three different sizes at the elevation of the weather station provid-
ing the observations (Canberra Airport). The range of fire sizes is 
less on a flat landscapes, where only variability in weather drives fire 
sizes without the interaction with terrain. A flat landscape was used 
in order not to confound the results with landscapes that have dif-
ferent proportions of mountains and plains. To achieve a noticeable 
edge effect the width of the three square landscape sizes chosen were 
1024, 512 and 256 twenty metre cells or 419, 105 and 26 km^. 
The results showed that the sensitivity to the CL, FMF and IMF 
experimental factors was proportional to the magnitude of the edge 
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Simulated fire size distributions 
resolution[0.5h:100m] 
N-4 








Figure 8.5: Fire size density distribution of simulated fires with four, six and 
eight neighbours 
effect as the N-8 mesh showed a high fire size density at size of the 
spatial extent (Figure 8.6). 
The variance explained in AVIFI for N-4 meshes by C L changed 
f rom 2 1 % (Figure 8.6.g) to 1 3 % (Figure 8.6.i) for large and small land-
scapes respectively. For N-8 meshes, on the other hand, v^'here edge 
effects were more pronounced (Figure 8.7), the same factor changed 
from 24% to 4.7%. (Figure 8.7.a and c). Thus while Hypothesis (ii) has 
been rejected, it can be conjectured that further research using larger 
landscapes may find otherwise even for this highly constrained geo-
metry. 
The less area burnt by N-4 meshes could be accounted for through 
calibration by increasing the annual ignition rate. Given there have 
been on average six fires per year in this region over the past 70 years, 
calibration over this range is not unreasonable but it would not be 
expected that fire size distributions wil l change. Furthermore, there is 
no expectation that calibrating the ignition rate will alter the reversal 
of the rank order of variance explained in In- AVIFI by C L across SR 
treatments. 
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10 100 10000 
hectares 
10 100 10000 
heclares 
Figure 8.6: Fire size density distribution of simulated fires with four, six and 
eight neighbours, constrained by landscape size 
The three landscapes sizes are small: 26 km^, medium: 105 km^ 
and large 419 kra^. The terrain of all landscapes is flat. The vertical 
dotted lines indicate the size of the three landscapes (on log scale). 
The function used to calculate the fire-size density distribution is a 
kernel density estimator (R core team 2014) which involves some 
smoothing of the curve. Hence, fire sizes do not appear truncated 
exactly at the limit of the landscape size. 
While this experiment has shown that the sensitivity of a fire re-
gime simulation is an important concern in an operational context, 
it is only the extreme case of N-4 meshes, less constrained by edge 
effects in this case, that leads to this conclusion. I am unaware of 
any fire regime model that uses this arrangement and the dif ference 
between the two most common forms (N-6 and N-8) is unimportant. 
Other modellers, concerned by the constraints of discrete geometries, 
have implemented models with 24 and 48 edges (BFOLDS: Perera 
et al. 2008) f rom studies of individual fire events (Cui et al., 2008). 
However, in an operational context, this experiments indicates these 
concerns may be unfounded. 
8.1 HYPOTHESIS ( l l ) : RELATIVE IMPORTANCE OF NEIGHBOURHOOD NUMBER 2O7 
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F i g u r e 8 .7 : R e l a t i v e S u m s of S q u a r e s a t t r i b u t e d to d i f f e r e n t s o u r c e s of v a r i -
a t i o n in t h e c o m p a r i s o n of s e n s i t i v i t y of I n - t r a n s f o r m e d a v e r a g e 
i n t e r - f i r e i n t e r v a l ( I n - A V I F I ) . S o u r c e s of v a r i a t i o n are : c l i m a t e 
( C L ) , f u e l m a n a g e m e n t e f f o r t ( F M E ) a n d i g n i t i o n m a n a g e m e n t 
e f f o r t ( I M E ) 
Relat ive Sums of Squares and thei r in teract ions are shown in brackets 
if they are s igni f icant ( p < 0 . 0 5 ) and explain less than 6 .67% and 3 .33% 
respectively. Factors and in terac t ion wh ich are not s igni f icant are left 
b lank. Each exper iment was run a t the same tempora l and spatial 
resolut ion (0.5 hours and 100 metre cell w i d t h respectively). Each 
char t (a t o i) shows these results for each unique combina t ion of 
landscape size and meshes w i t h four , six and e ight neighbours. T h e 
variance explained in In-AVIFI by each factor is more constra ined by 
landscape size for mesh arrangements t h a t produce larger fires (N -6 
and N-8 ) . 
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8 . 2 H Y P O T H E S I S ( I L L ) : I M P O R T A N C E O F R E G U L A R / I R R E G U L A R 
S P A T I A L R E P R E S E N T A T I O N 
Hypothesis (in): ranking the relative importance of the drivers of fire by sim-
ulation modelling is insensitive to the use of a regular or triangular irregular 
network representation of space 
8.2.1 Purpose 
The purpose of this experiment is ascertain whether the relative im-
portance of the same experimental treatments as employed above: C L , 
IME and FME, remain unchanged regardless of whether a regular 
eight neighbour mesh (REG) is employed or a triangular irregular 
network with a Poisson-Disk distribution of vertices (TIN) w i t h each 
vertex having an average of six neighbours (Figure 1.4). A s noted, 
such an arrangement has been suggested by Johnston et al. (2008) as 
a means by w h i c h the constraints imposed by discrete geometries can 
be alleviated in fire simulation. A regular N-8 mesh has been chosen 
rather than an N-6 mesh as, of the two, an N-8 mesh is the most 
c o m m o n arrangement used by fire simulation models. The general 
question addressed by this experiment is to ask if this is a concern 
for fire regime models in assessing the relative importance of the de-
terminants of average fire frequency (intensity and seasonality being 
uninformative in these tests). 
8.2.2 Methods 
To accept or reject this hypotheses, FIREMESH w a s used in a multi-
factorial experiment using four factors: (i) C L , (ii) IME, (iii) FME, and 
(iv) either a regular N-8 (REG) or a TIN mesh. This last factor is 
referred to as SR in this experiment. The experimental des ign and 
method of analysis are the same as the previous experiment includ-
ing not calibrating ignition rates to account for the any dif ference in 
area burnt between N-8 and TIN representations (SR). Table 8.2 sum-
marizes the experimental factors and treatment levels. A l l treatments 
used a one hectare mesh and half hour time step and the terrain and 
weather data used w a s again that described in Chapter 2. The res-
ults were analysed as before: relative variance in In-AVIFI, A V I N T 
and P S U M explained (r^) by each factor and their interactions in an 
A N O V A design. 
8.2.3 Results 
A s with the t w o previous experiments, A V I N T and P S U M were less 
informative of the importance of the experimental factors than In-
AVIFI (41%, 27% and 94% respectively) (Figure 8.8). 
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Table 8.2: Experimental design for a factorial experiment to measure the im-
portance of sregular/irregular spatial representation against pub-
lished experimental factors in fire regime simulation modelling 








Observed: Historical climate 
Warmer/Wetter: Historical -i-3.6°C; 
-1-20% precipitation 
Warmer/Drier. Historical +3.6°C; -20% 
precipitation 
Zero: 0% ignitions prevented 
Mod: 35.7% ignitions prevented 
High: 75% ignitions prevented 
Zero7o p.a. Zero% p.a. Zero% p.a. 
treatment treatment treatment 
Spatial Three N-i 
Representation 
F R E Q U E N C Y ( L N - A V I F I ) S R and FME were unimportant (< 5%) 
in explaining partitioned variance in In-AVIFI, while IMF was the 
most important factor (58%) followed by CL (28%) (Figure 8.8.a), the 
same order as in previous experiments. When the two forms of spa-
tial representation were analysed separately, there was at most a 1% 
difference in any of the factors in variance explained and no change 
in their rank order (Figure 8.9). A higher AVIFI was produced by the 
TIN representation (less area burnt) than the regular mesh. All other 
factors showed a monotonic change with treatment level as was the 
case with the previous experiments (Figure 8.10). 
I N T E N S I T Y ( A V I N T ) SR and FME were the only important factors 
in explaining variance in AVINT (21% and 6% respectively). CL was 
unimportant (2%) (Figure 8.8.b). Changes over treatment levels in 
AVINT indicate space represented by the TIN mesh produced higher 
intensities than REGS mesh (Figure B.io.b). 
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S E A S O N A L I T Y ( P S U M ) Seasonality showed only the cl imate treat-
ment was important (8%) (Figure 8.8.c) and that the TIN mesh had 
a greater proportion of area burnt in s u m m e r than the R E G mesh 
(Figure Figure S.io.c). 
a) Frequency 
( I n ^ V I F I ) 
b) Intensity 
( A V I N T ) 
c) Seasonality 
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0.0 0.4 0.8 
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Figure 8.8: Relative Sums of Squares attributed to different sources of vari-
ation in the comparison of sensitivity of (a) In-transformed aver-
age inter- fire interval (In-AVIFI) and (b) average fireline intensity 
(AVINT). Sources of variation are: climate (CL), fuel management 
effort (FME), ignition management effort (IME) and spatial rep-
resentation (SR) 
Relative Sums of Squares and their interactions are shown in brackets 
if they are significant (p<0.05) and explain less than 5% and 2.5% 
respectively. Factors and interaction which are not significant are left 
blank. Each experiment was run at the same temporal and spatial 
resolution (0.5 hour and 1 hectare). 
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In -AVIF I ( reso lu t ion: 0 .5h ; 1ha. ) 
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0.0 0.2 0.4 0.6 0.8 1.0 
relative var. explained 
IME 0.591 
FMeI (0.019) 
CL| I 0.297 
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F i g u r e 8.9: R e l a t i v e S u m s of S q u a r e s a t t r i b u t e d to d i f f e r e n t s o u r c e s of v a r i -
a t i o n in t h e c o m p a r i s o n of s e n s i t i v i t y of I n - t r a n s f o r m e d a v e r a g e 
i n t e r - f i r e i n t e r v a l ( I n - A V I F I ) . S o u r c e s of v a r i a t i o n a r e : c l i m a t e 
( C L ) , f u e l m a n a g e m e n t e f f o r t ( F M E ) a n d i g n i t i o n m a n a g e m e n t 
e f f o r t ( I M E ) 
Relat ive Sums of Squares and thei r in teract ions are shown in brack-
ets if they are s igni f icant ( p < 0 . 0 5 ) and explain less than 6 .67% and 
3 .33% respectively. Factors and in teract ion wh ich are not s igni f icant 
are left blank, (a) and (b ) are separate analyses for t w o spatial ar-
rangements o f (a) a regular 8 ne ighbourhood arrangement and (b) 
a Tr iangu la ted Irregular Network af ter Johnston et al. (2008). Each 
exper iment was run at the same tempora l and spatial resolut ion (0.5 
hour and 1 hectare). 




Mean fiTeline imensity ( imensiry(kW m" ) 
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F i g u r e 8 . i o : C h a n g e s o v e r t r e a t m e n t l e v e l s in ( a ) a v e r a g e i n t e r - f i r e i n t e r v a l 
( A V I F I ) ( y e a r s ) , (b ) a v e r a g e f i r e l i n e i n t e n s i t y ( k W . m " ^ ) a n d (c ) 
t h e p r o p o r t i o n o f a r e a b u r n t in s u m m e r ( P S U M ) 
Changes over t r e a t m e n t levels in (a ) average in ter - f i re in terva l 
(AV IF I ) (years), ( b ) average f i re l ine in tens i ty ( k V V . m " ^ ) and (c ) 
the p ropor t ion o f area burn t in summer ( P S U M ) 
8 . 2 H Y P O T H E S I S ( i l l ) : I M P O R T A N C E O F R E G U L A R / I R R E G U L A R S P A T I A L R E P R E S E N T A T I O N 21J 
8.2.4 Discussion 
Ln-AVIFI showed little change within SR treatments, and on these 
grounds, there is no evidence to reject the hypotheses (Figure 8.9). By 
this measure, the use of the irregular mesh in determining the relat-
ive importance of CL, IME, and FME, three important determinants 
of fire frequency, is unimportant. This finding adds support to the 
robustness of the results from studies prior to the pioneering work 
of Johnston et al. (2008) and provides further evidence that the con-
straints imposed by discrete geometries on fire shape, a concern that 
has led to a considerable body of research, as already noted, does 
not affect estimation of the drivers of area burnt in the landscape by 
simulation in any important way. 
The fire-size distributions of these two forms of spatial representa-
tion indicate that the TIN method produces smaller fires (Figure 8.11). 
Overall, the TIN method produced 20% less area burnt (averaged 
over all simulations) than the REGS mesh. As noted above, the fire 
size distribution can affect the measures of the proportion of summer 
fires as the climate treatment pushes the larger fires in the REG sim-
ulations into autumn. In principle, simulating fire on a TIN should 
produce greater area burnt than on a regular eight-neighbour mesh 
(Figure 5.15). While it has been found that the TIN method will al-
ways under-predict the area of a fire footprint in proportion to the 
number of vertices contained within the fire footprint (Figure 5.6), 
this under-prediction is an order of magnitude less than that pro-
duced by a regular eight- neighbour mesh. Thus the 20% reduction 
in estimated area burnt using a TIN compared to a regular mesh is 
surprising. A detailed comparison of the two forms of spatial rep-
resentation applied to estimating many individual fire events, may 
provide insights into the reasons for this, however, this must remain 
a topic for further research. 
Despite the insensitivity of In-AVIFI to SR, it was the most im-
portant factor in determining average fireline intensity (Figure 8.8.b). 
Note that despite the fact that Equation A . 1 5 produces faster rates 
of spread (Rmicro). it is Rmacro, calculated as RmicTo/(1 + P), that is 
used in calculating fireline intensity (Equation A. 16). Thus the only 
reason for the increase in measured fireline intensity is that the aver-
age fire spread direction in the data set used for these experiments is 
captured better with a TIN than with a REG8 mesh despite the fact 
that a TIN has on average two fewer neighbours than the REG8 mesh. 
The better capture of the range of fireline intensity by the TIN con-
figuration and improved efficiency (Figure 7.14) argue for its use over 
a regular N-8 configuration apart from the justifications for its adop-
tion in Johnston et al. (2008). A s noted above, simulation efficiency 
is proportional to the number of neighbours. While the equation 
to fit simulated rates of spread to observations requires further re-
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Figure 8. i i : Fire size density distributions (log scale) for spatial representa-
tions using a regular eight-neighbour mesh (REG) and a mesh 
composed of a Triangular Irregular Network of vertices with a 
Poisson-Disk distribution 
calibration (Chapter 4), for the purpose to which it has been used 
here, it is otherwise equivalent to an N-8 regular mesh. What mitig-
ates against it use is the added complexity of the software needed to 
prepare and run simulations on a mesh compared to a regular raster 
grid. 
8.2 HYPOTHESIS ( i l l ) : IMPORTANCE OF REGULAR/ IRREGULAR SPATIAL REPRESENTATION 2I5 
Simulation efficency 
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Figure 8.12: The simulation efficiency (area burnt km^.s" ' burnt in silico) for 
spatial representations using a regular eight-neighbour mesh 
(REG) and a mesh composed of a triangular irregular network 
of vertices with a Poisson-Disk distribution with six neighbours 
on average 
2 I 6 SPATIAL R E P R E S E N T A T I O N ; E X A M I N I N G DIFFERENT FORMS OF DISCRETE SPACE 
8 .3 H Y P O T H E S I S ( i v ) : O P T I M A L S A M P L I N G OF S P A C E U S I N G A 
P R I O R A D A P T E D M E S H 
Hypothesis (iv): optimizing the placement of sites to capture rates of change 
in the terrain can reduce the sensitivity of a fire simulation model to spatial 
resolution 
8.3.1 Purpose 
In Chapter 7, it was shown that spatial resolution is unimportant 
when ranking the other experimental treatments of climate, fuel man-
agement effort and ignition suppression. Nevertheless, spatial res-
olution does show a consistent systematic trend in the outputs for 
complex terrains (Figure 7.10), especially over a large range of resolu-
tions, and can impose a large computational burden (Figure 7.14). It 
has also been found that calibrating the model to account for this is 
problemaHc (Section 7.4.4). A method was proposed in Section 4.2.3 
that may reduce this computational cost while limiting loss of ac-
curacy. The method adjusts spatial resolution to minimize change in 
Rh due to slope. While this test was only performed in the context 
of a fire simulator, simulations of other processes may benefit from 
such an approach. For example, vegetation models that span a large 
range of environmental space that contain ecotone boundaries (re-
gions where the rate of change in model state variables is high) may 
benefit from increased resolution at these boundaries where model 
behaviour, which would be missed at coarse resolution, can be cap-
tured by using a prior adapted mesh. While dynamically adaptive ap-
proaches to resolution are not appropriate to the problem examined 
here (Chapter 4), it is reasonable to consider that a prior adapted 
mesh may take better account of the irregularity in spatial data than 
a regular approach. 'There is no a priori bias towards regular spatial dis-
cretization in nature; it is just convenient' (Braun and Sambridge 1995 
http://rses.anu.edu.au/cadi/NN/HTML_Presentation/Outl ine.html) . 
More precisely, the purpose of this experiment is to examine if the 
slope of the curve describing the response of the fire simulation to 
spatial resolution (Figure 7.10) can be reduced using a prior adapted 
mesh. The method for generating a mesh to capture ARh/AS has been 
detailed in Section 4.2.3. 
8.3.2 Method 
Five factors are used in this experiment; the previous experimental 
factors of (i) CL, (ii) IMF, (iii) FME, (iv) spatial resolution (SG) and 
(vi) spatial representation (SR). SR has two levels: using an even distri-
bution of mesh vertices (TINE) and an uneven distribution of vertices 
(TINU), fitted to ARh/As (Chapter 4). The experimental design is oth-
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erwise identical to the three previous experiments and is summarized 
in Table 8.3. 
Table 8.3: Experimental design for a factorial experiment to measure the im-
portance of optimal vertex placement against published experi-
mental factors in fire regime simulation modelling 
F A C T O R L E V E L S D E S C I P T I O N 
Climate Three Observed: Historical climate 
Warmer/Wetter: Historical +3.6°C; 
-1-20% precipitation 
Warmer/Drier: Historical -i-3.6°C; -20% 
precipitation 
Ignition mngt Three Zero: 0% ignitions prevented 
effort Mod: 35.7% ignitions prevented 
High: 75% ignitions prevented 
Fuel mngt Three ZeroX p.a. Zero% p.a. Zero% p.a. 
effort treatment treatment treatment 
Spatial Three T I N e 
Representation 
Temporal Three One hectare cell area 
resolution Four hectare cell area 
Nine hectare cell area 
8.3.3 Results 
The slope of the curve describing the response of the fire simulation 
to spatial resolution was not significantly changed over the spatial 
domain of this experiment (Figure 8.13) and variance explained by 
SR in In-AVIFI was unimportant (< 5%) (Figure 8.14). Furthermore, a 
within-SR analysis showed no change in the importance of variance 
explained in In-AVIFI for any of the factors (Figure 8.15). The reduc-
tion in area burnt for simulations on both mesh types between 100 
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and 300 meter resolution was approximately 35% (Figure 8.13). This 
is ten-fold greater than the nominal scale-dependent error measured 
in Chapter 5 of about 3 to 4%. Therefore, this approach to minimizing 
the effect of spatial resolution on model outputs appears to offer no 
benefits apart from some indication that variance between replicates 
was lower for the TINu- (Figure 8.13). The simulation efficiency of the 
two spatial arrangements was identical (not shown). 
S -
Response of area burnt to spatial resolution 




A S (meters) 
300 
Figure 8.13: Simulated average annual area burnt for two mesh configura-
tions at three spatial resolutions 
T I N (even) is a Tr iangu la ted Irregular Network ( T I N ) w i t h a Poisson-
Disk d is t r ibu t ion of vert ices (sol id l ine). T I N (uneven) is also a T I N 
bu t w i t h a d is t r ibu t ion o f vert ices t h a t varies t o max im ize locat ions 
where Rh is greatest (dashed l ine). Each exper iment was run a t 
the same tempora l and spat ial resolut ion (0.5 hours and 1 hectare 
respect ively) . 
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SG| (0 003) 
relative var. explained relalive var. explained relalive var. explained 
F i g u r e 8 . 1 4 : R e l a t i v e S u m s of S q u a r e s a t t r i b u t e d to d i f f e r e n t s o u r c e s of v a r i -
a t i o n in t h e c o m p a r i s o n of s e n s i t i v i t y of (a) I n - t r a n s f o r m e d a v -
e r a g e inter - f i r e i n t e r v a l ( I n - A V I F I ) , (b) a v e r a g e f i r e l i n e i n t e n s -
i ty ( A V I N T ) a n d (c) t h e p r o p o r t i o n of a r e a b u r n t in s u m m e r 
( P S U M ) 
Sources o f var iat ion are: c l imate (CL) , fuel management ef for t 
( F M E ) , ign i t ion management ef for t ( I M E ) and spatial representa-
t i on (SR) . Spat ia l representat ion has t w o levels: T I N (even) is a Tr i -
angulated Irregular Netw/ork ( T I N ) w i t h a Poisson-Disk d is t r ibu t ion 
o f vert ices and T I N (uneven), a T I N w i t h a d is t r ibu t ion o f vert ices 
t h a t varies t o max imize locat ions where A R h / A s is greatest. Relat-
ive Sums of Squares and thei r in teract ions are shown in brackets if 
they are s igni f icant ( p < 0 . 0 5 ) and explain less than 5 % and 2 .5% re-
spectively. Factors and in teract ion wh ich are not s igni f icant are left 
blank. Each exper iment was run at the same tempora l and spat ial 
resolut ion (0.5 hours and 1 hectare respect ively). 
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CLI I 0.312 
I \ T 
0 . 0 0 . 4 0.8 
relative var. explained 
SGQ 0.069 
IME| I 0.478 
FMEQ (0.029) 
CL| I 0.302 
I 1 1 1 1 1 
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Figure 8.15: Relative S u m s of S q u a r e s attributed to di f ferent sources of vari-
ation in the c o m p a r i s o n of sensit ivity of In-transformed a v e r a g e 
inter-fire interval (In-AVIFl) 
Sources of variation are: cl imate (CL), fuel management effort (FME) 
and ignition management effort ( IME). Relative Sums of Squares 
and their interactions are shown in brackets if they are signific-
ant (p<0.05) and explain less than 6.67% and 3.33% respectively. 
Factors and interaction which are not significant are left blank, (a) 
T IN (even) is a Triangulated Irregular Network (T IN) w i th a Poisson-
Disk distribution of vertices, (b) is a T IN wi th a distr ibution of ver-
tices that varies to maximize locations where A R f i / A s is greatest. 
Each experiment was run at the same temporal and spatial resolution 
(0.5 hours and 1 hectare respectively), s run at the same temporal 
and spatial resolution (0.5 hours and 1 hectare respectively). 
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8.3.4 Discussion 
This unequivocal result indicates that simulating the complex interac-
tion of spatially and temporally variable data is not suited to optimiz-
ation of space using a prior adapted mesh. Therefore the hypothesis 
of this experiment is rejected. 
It is assumed that this result is because the model's response to 
both temporal and spatial resolution cannot be perfectly partitioned 
into sets of state variables that are wholly dependent on either tem-
poral or spatial data but not both (for example see Figure 5.22). In 
the face of such variability in space and time, the optimal approach 
may well be one of regularity, unless the modelling problem is one 
suited to a dynamically adaptive approach such as Braun et al. (1995) 
or Anderson et al. (2005). 
There was a noticeable difference in variance between results for 
both mesh types (Figure 8.13) and it appears the approach has the 
unexpected benefit of possibly reducing the number of replicates re-
quired by these simulations while at the same time imposing no ad-
ditional computational burden. 
There are three parameters in the generation of meshes as described 
in Chapter 4 that could potentially be adjusted to provide a better 
outcome. One (contrast) is equivalent to contrast in image produc-
tion and will limit the range of distances between vertices. This was 
set to 1 (its maximum) for this experiment. A second is the threshold 
of mesh minimum energy (Figure 4.7). This was set to the lowest 
level that was computational practical. With even lower values, there 
is an increasing risk of a greater uneven distribution of edge angles 
between meshes (Figure 4.13). Note that it is the uniform random dis-
tribution of these angles that guarantees there will not be a systematic 
distortion in the shape of simulated fires. The third parameter is the 
maximum allowed slope used to calculate changes in rate of spread 
and is somewhat equivalent to contrast. It was arbitrarily set to 30°, 
10° more than the maximum allowed slope during simulation. The 
reason for this seemingly contradictory situation is as follows: During 
simulation, slopes presented to Equation A.6 are constrained within 
the domain ±20° because there is insufficient evidence to support the 
view that fire velocity will always increase with increasing slope for 
the reasons discussed in Section 5.7. However, the use of the same 
equation in mesh generation is in a different context. It is not known 
at this time, what the realized slope will be because this depends 
on the random angle between vertices (the edges may lie across the 
slope). Possibly, in this case, slope should not be limited at all, how-
ever this leads to extreme differences between sites as the function 
is exponential and will produce highly distorted meshes with a very 
non-uniform distribution of edge angles. 
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Regardless of this, a new set of meshes were created with no limit 
placed on the maximum slope. The simulations were run with resol-
utions from 50 to 1,000 meters, with 10 replicates and no other treat-
ments, however, the results showed no difference from the results 
above (Figure 8.16). 
Comparision of even and optimised (uneven) TIN 
o o o 
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Figure 8.i6: Simulated annual area burnt over a large range of spatial resol-
ution comparing a Triangulated Irregular Network (TIN) with 
a Poisson-Disk distribution of vertices (Even TIN) with a TIN 
with a distribution of vertices that varies to maximize locations 
where AR^/As is greatest 
The mesh for the uneven T I N was produced using the Capacity-
Constrained Delaunay algorithm (Xu et al. 2011) with slope uncon-
strained in the image construction (see text for explanation). 
In FIREMESH, slope is entirely a spatial parameter and has no con-
founding interacHons with temporal data. It also strongly influences 
the rate of spread of a fire and therefore it can be assumed to influence 
fire size and the total area burnt in a simulation. Spatial resolution has 
also been found to affect model estimates of average landscape wide 
fire frequency, even if only to an unimportant degree. Despite this, 
the application of a method used in other disciplines to vary spatial 
resolution with a prior adapted mesh, has no effect. The method pro-
posed here may be of use should a model wish to resolve vegetation 
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boundaries to address other questions. For example, recent research 
has indicated different vegetation types may pose different levels of 
risk to built assets (Gibbons et al, 2012). Simulation models designed 
to investigate this issue vv'ould need different empirical models of 
fire spread for each class of vegetation type. In such a situation, a 
prior adapted mesh could make a valuable contribution to the model 
formulation and limit sensitivity to spatial resolution, allowing more 
efficient simulations at coarse resolutions. 
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Markus and Hess (1990) proposed one of the first methods for ad-
dressing artefacts arising in cellular-automata models due to discrete 
geometries. The essence of their method in randomizing the location 
of discrete points in space has been utilized in simulations of lava 
flow (Miyamoto and Sasaki, 1997), in fire simulations as used here 
Oohnston et al, 2008) and more recently by Avolio et al. (2012). How-
ever, apart from the use of N-4 meshes, an arrangement rarely used in 
fire modelling, any effect these various spatial topologies may have 
on the emerging shape of simulated fires appears not to have im-
portant consequences for identifying the key drivers of average fire 
frequency. 
The method used in this study to overcome the constraints imposed 
by discrete geometries on fire shape (Johnston et al, 2008) provides 
an ideal vehicle with which to explore any benefits there may be in 
using a geometry with variable resolution. As fire growth simula-
tions are discrete approximations of continuous non-linear systems, 
it might be expected that the spatial resolution will be important (Fig-
ure 7.15). The benefit in basing this approach on an Irregular Triangu-
lar Network is that it allows resolution to change gradually unlike the 
sub-division of regular grids where artefacts can arise at resolution 
boundaries (Zarzycki et al, 2014). However, in most simulations, vari-
able resolution has been used dynamically with adaptive meshes (for 
example: Braun et al. 1995; Anderson et al. 2005). While a preliminary 
investigation has been done with single fire events on an adaptive reg-
ular grid (Hu and Ntaimo, 2006) it must remain a matter for further 
research as to whether an adaptive irregular grid could be a tractable 
approach in simulations of multiple interacting fires over large time 
frames and spatial extents. The only other research I am aware of that 
has used a prior adapted mesh is in the field of Astronomy (Cautun 
and van de Weygaert, 20 1 1 ) because astronomical observations are 
essentially unchanging at the scale of observation. The application 
of the CDT algorithm (Xu et al, 201 1 ) is novel, at least in the con-
text of fire simulation. However, no benefit results and it is assumed 
that, though slope is an important spatial parameter, its importance 
is overwhelmed by the interaction of spatial and temporal variables 
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(Figure 5.22).This method of applying an algorithm from the field of 
computer graphics to landscape simulations may be of use should a 
model wish to resolve vegetation boundaries to address other ques-
tions, allowing more efficient simulations at coarse resolutions. 
The suitability of a model abstraction, such as those examined here, 
depends on the question being asked of the model. The original pur-
pose of FIRESCAPE, the model from which FIREMESH is derived, 
was to examine the role of fire in realized niches. For this the spa-
tial patterns of components of the fire regime is important and this 
has not been examined in this study. With further research, all the 
different approaches to abstraction of space and time examined by 
these experiments, could be studied using all the validation tests (and 
many more) in Chapter 6 including pattern analysis of fire regimes. 
For example, is an N-4 mesh just as suitable a representation of space 
to estimate the role fire may play determining species distributions 
(Chapter 6, Section 6.2.4)? Are the inter-fire intervals as measured 
by dendrochronological studies (Banks et al, 1982) in the Brindabella 
Ranges, better represented by a N-4 mesh with a suitably calibrated 
average fire return interval? All abstractions take place in the context 
of a defined problem or question (Flint, 2006; Grimm et al., 2006) and 
the ability to answer these questions quickly and with some objectiv-
ity is a subject discussed in the final chapter of this study. 
Fireline intensity is also lower for N-4 meshes, an unavoidable con-
sequence of the limited set of directions of fire propagation as noted 
above. TINy captures the widest range of fireline intensities because 
the mesh is optimized to capture change in rates fire velocity (Fig-
ure 8.i4.b). While this approach fails to reduce the error in estim-
ates of area burnt that arise because of spatial resolution, the wider 
range of intensities captured by the method at least indicates it is de-
signed as intended, as fireline intensity is proportional to fire velocity 
(Equation A.14). Although much uncertainty must surround observa-
tions of fireline intensity (Section subsection 1.3.1), depending on the 
choice of mesh configuration, fireline intensities appear too high in 
this model. Cruz et al. (2012) have estimated an average fireline in-
tensity for periods during the Victorian 2009 fires at 88,000 kW.m ' 
assuming a fuel heat content of 18,600 kW.m ' in dry sclerophyll 
forests. By conti-ast, the maximum fireline intensity using N-4, N-6, 
N-8, TINE and TINu is 65,000, 120,000, 150,000, 160,000 and 220,000 
kW.m ' respectively (but assuming a heat of combustion of 20,000 
kW.m '). Fireline intensity is estimated from the rate of fuel con-
sumption implied by the rate of fire spread (Equation A. 14). However, 
fire spread can also take place through spotting at many scales (Sec-
tion 3.2.6) and the actual rate of spread is the rate at which these spot 
fires coalesce. The fuel heat content has possibly been set too high in 
order to be consistent with FIRESCAPE (20,000 kW.m ' ) (Sullivan, 
2007), nonetheless, at such extremes, a real fire would likely spread 
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with the assistance of spot fires and using Byram's equation (Equa-
tion A.14) to infer fireline intensity from the rates of spread generated 
by the model must have very high uncertainty. 
In general, the implication that the severe constraints imposed by 
discrete geometries on fire shapes (Figure 5.14) does not appear to be 
crucial when performing simulations with complex weather and ter-
rain data. Understanding what drives area burnt in large landscapes 
has been a critical area of research in informing land management de-
cision making (Bradstock et al, 2012) and a considerable amount of 
that work has been done using simulation models that describe space 
using the same or similar geometries to those tested in this chapter 
(Davis and Burrows, 1994; Gary and Banks, 2000; Li, 2000; Hargrove 
et al, 2000; Trunfio, 2004; Johnston et al, 2008; Perera et al., 2008). This 
chapter has provided some quantitative measure that these details are 
unimportant when using simulation to estimate area burnt in large 
landscapes. 
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9 . 1 S Y N T H E S I S 
The formal null hypotheses that ranking the relative importance of the 
drivers of fire by simulation modelling is insensitive to a wide range of spatio-
temporal resolutions was not rejected by the experiment in Chapter 7. 
This experiment supports the view that the application of simula-
tion models to assessing the importance of the various determinants 
of area burnt in the large landscapes, is relatively insensitive to the 
choice of spatio-temporal resolution. This was tested using treatments 
of climate, fuel and initial attack, taken from the literature. The key 
figures to support this are figures 7.4 and 7.5 in Chapter 7. Future 
work could consider extending the scope of the simulations to de-
termine the point at which this assertion fails, but indications are 
that it may, in fact, extend to very coarse resolutions depending on 
the complexity of the terrain. 
An additional area of future research is to extend the list of treat-
ments, beyond the three used in this study, to include those that are 
more informative of fire intensity and seasonality. The design of FIRE-
MESH has been such as to isolate operational errors from inherent 
errors in order that these findings may have more general application 
than for just this one model. Therefore, the space and time errors re-
ported in this study are unavoidable for any fire simulation model 
that has: (i) a time step, (ii) a spatial resolution and (iii) a model 
of space represented by discrete points connected to each other by 
fixed number of neighbours. Similarly constructed models may have 
formulations that have additional errors, or errors that cancel or re-
inforce in some way, but at least the errors reported here appear un-
avoidable. Other models of space, such as vector models, are not ne-
cessarily directly comparable to these results (for example, see Jones 
et al. 2003 though these models are not normally applied to studies 
of fire regime patterns over large temporal and spatial scales). 
Modelled fire seasonality and intensity are both sensitive to the 
model's spatio-temporal resolution. However, no formal conclusion 
as to the relative importance of this compared to the effect of climate, 
fuel management effort or ignition management effort could be estab-
lished for the simple reason that these treatments do not particularly 
effect fire seasonality or intensity (Figure 7.4). Apart from the obser-
vation that the seasonality of lightning ignitions was not important 
(Figure 7.7), experiments designed to measure how important spatio-
temporal resolution may be in simulation in this regard would be 
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better addressed by a model of vegetation whose dynamics responds 
more fully to climate (King et al, 2013; Batllori et al, 2013). 
Hypothesis (ii), that Ranking the relative importance of the drivers 
of fire by simulation modelling is insensitive to the number of neighbours 
connecting points (vertices) within the model's the spatial extent. This hy-
pothesis was rejected. The key figure supporting this is Figure 8.2. 
N-4 meshes greatly under-estimate rates of spread in non-cardinal 
directions which results in smaller fire sizes and larger average inter-
fire intervals overall. Because the size of fires simulated using N-4 
meshes are smaller than N-6 or N-8 meshes (Figure 8.5), there will be 
a lesser edge effect using N-4 meshes compared to N-6 or N-8 meshes 
for simulations on otherwise identical landscapes. The magnitude of 
the edge effect serves to lessen the sensitivity of the model to experi-
mental treatments (Figure 8.7). Again, future work could consider ex-
tending this experiment to much larger landscapes. For the data used 
in this study, a four-fold increase may be sufficient (10,000 km^). It 
can be conjectured that such a study may find the hypothesis should 
not be rejected, as suggested by Green et al. (1983a). However, N-4 
meshes are particularly unsuited to estimating fire-size when the pre-
dominant wind direction during the fire season comes non-cardinal 
directions as is the case in SF Australia, California and the boreal 
forests of Canada and doubtless many other fire-prone regions. 
N-4 meshes were included in this treatment to maximise the treat-
ment range. However, as noted, their use is rare and to the best of my 
knowledge this form has only be used in theoretical studies on percol-
ation thresholds (Plotnick and Gardner, 1993). With each additional 
facet to fire shapes that result from additional neighbours on regu-
lar grids (6, 8, 16, 24 etc.), the relative benefit declines (Section 4.2.2). 
Therefore, while the formal hypothesis has been rejected, for what 
is common practice in fire regime simulation modelling, this result 
provides support for the robustness of work that has been done over 
the past two decades using N-6 or N-8 meshes. Increasing neighbour-
hood number 16 or 24 to achieve better approximations of elliptical 
fire shapes is unlikely to alter the proportionate response of the model 
to determinants of area burnt. 
A considerable amount of discussion and research has taken place 
over the past 30 years, devoted to overcoming the fire shapes that res-
ult from simulating fire in discrete space (Green et al, 1983a; Alexan-
der, 1985; Feunekes, 1991; Caballero, 2006; Johnston et al., 2008; Trun-
fio et al, 2011; Avolio et al, 2012). The experiment, designed to test 
Hypothesis (iii) simply asks if this issue is a concern for fire regime 
simulation modelling. A method of improving fire shapes in discrete 
geometries was chosen from the literature (Johnston et al., 2008) and 
compared to the most common way of depicting spatial topologies 
in fire regime simulation, that of a regular eight-neighboured mesh. 
The result of this experiment found that the choice between these 
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two models of space w a s unimportant, that is, Hypothesis (iii) was 
not rejected. The key f igures to support this are f igures 8.8 and 8.9. 
However, the method of Johnston et al. (2008) does execute 25% faster 
than a regular eight-neighbour mesh because each vertex has, on av-
erage, only six neighbours (Figure 1.4). This consideration has some 
importance because fire regime simulations are often used over large 
spatial and temporal extents and simulation speed can be a limiting 
factor. This benefit must be weighed against the added complexity in 
preparing a model with such a mesh (using algorithms similar to Xu 
et al. 2 0 1 1 ) rather than a simple regular mesh. 
For Hypothesis (iv), that such sensitivity as there is to spatial resol-
ution can be accounted for by either calibration or having a variable 
spatial resolution, is clearly rejected. The key information to support 
this f inding is Figure 8. 13 and the calibration experiment based on 
parameter values in Table 7.2. Varying spatial resolution to account 
for the rate of change in the model response to a spatial variable 
(slope), had little or no effect on model output (Figure 8.13). Finite 
element analysis is an approach taken in many fields of modelling 
(Braun et al., 1995; Anderson et al, 2005; Cautun and van de Weygaert, 
2 0 n ) and it might have reasonably been expected that a prior adap-
ted mesh would be of benefit in this case. However, it appears that the 
interaction of temporal and spatial data (weather, terrain and fuels) is 
more complex than might have been expected. Future research, using 
the algorithm of de Goes et al. (2012) rather than that of Xu et al. (201 1 ) 
used in this study, may provide better tool for this research. In addi-
tion, other researchers may find benefit in this approach by focusing 
spatial resolution on boundaries between vegetation types, al lowing 
coarser resolutions overall but maintaining resolution were it is most 
required by the particular model. 
The attempt to calibrate an empirical equation for slope to account 
for spatial resolution (Table 7.2), while successful for the calibrated 
output (fire frequency), simply heightened the response of fireline 
intensity to spatial resolution (Chapter 7). Calibration of any model 
requires an (often complex) objective function with which to calib-
rate multiple parameters to multiple outputs (Fonseca et al, 1993). 
In this study, only one spatial and one temporal parameter were 
identified (Table 7.2), further research may find other parameters or 
approaches. Optimization methods such as genetic algorithms (GA) 
can require considerable computer resources, especially for landscape 
simulations which are difficult to parallelize (Abdalhaq et al, 2002). 
However, G A is particularly suited to parallelization, and the increas-
ing availability of computer cloud resources now makes this a viable 
approach (http://ssrg.nicta.com.au/projects/cloud/). 
Overall, the constraints imposed by spatial representation appear 
to manifest themselves most clearly in measures of fireline intensity. 
Estimated fireline intensity increases with the number of neighbours 
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(Figure 8.i.b), with the use of a Poisson-Disk distribution of vertices 
(Figure 8.io.b) and again with a distribution of vertices designed to 
capture rates of change in the terrain (not shown). However, the vari-
ance explained by the other experimental treatments in fireline intens-
ity was insufficient to draw definitive conclusions in this regard, as 
fuel and climate treatments explained very little of the variance in 
fireline intensity, and none at all for ignition suppression. 
The particulars of this study landscape, (dominated by an east 
and west aspect (Figure 2.3.C), and weather data (most winds dur-
ing the fire season come from the NW- Figure 2.6), lend support 
to the view that studies such as this would be better served using 
some form of weather and terrain replication. Chapter 2 showed that 
Richardson's method of stochastic weather generation (Richardson, 
1981; Richardson and Wright, 1984) did not account for weather pat-
terns at multiple scales. The lack of realistic patterns of extended peri-
ods of drought or high rainfall will necessarily confound experiments 
that attempt to measure the importance of weather variability against 
other drivers of fire regimes. Furthermore, this method only produces 
daily weather variables. Down-scaling this data to half-hourly values 
poses problems for replicating realistic variability between readings 
comparable to those of observed data. Fire simulations are sensitive 
to this fine-scale variability, as determining if a fire will extinguish 
over night or continue to burn in following days has obvious con-
sequences for estimating fire-size distributions (Figure 6.6) and aver-
age fire frequency in the landscape. SyntheHc generation of fine-scale 
weather data that captures realistic multi-scale patterns that appear 
in observed data is therefore a valuable area of future research in or-
der that findings, such as those in the present study, can have more 
general application. 
The most common method of generating synthetic terrain, the mid-
point displacement algorithm (Saupe, 1991), cannot produce land-
scapes with a realistic distribution of aspects (Figure 2.11). Such syn-
thetic landscapes, with their absence of ridge lines, will produce par-
ticular patterns of fire regimes not generally applicable to most study 
areas. However, this approach does capture multi-scale variability in 
landscape elevations. Creating replicate landscapes is an area that has 
not been much commented upon outside the field of computer games, 
and there is need of such a method for landscape modelling studies, 
in order to generalise findings beyond the particulars of individual 
data sets. 
An unexpected finding in this study is relative insensitivity of model 
estimates of the drivers of fire to uncertainty in empirical equations 
of fire velocity (Figure 6.14, Figure 6.17). This, together with the find-
ings in Chapters 7 and 8, serves to enhance more than a decade's re-
search into the determinants of area burnt in large landscapes (Cary 
et al, 2006, 2009; Keane et al, 2013a). There has been high uncer-
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tainty surrounding McArthur's empirical equations of fire spread, 
both because they have largely been derived from fires under relat-
ively mild conditions (McCaw et ai, 2008) and because of uncertainty 
about the provenance of the data. This has led to Project Vesta (Gould 
et ai, 2007), a very large undertaking involving more than 100 exper-
imental fires lit under dry summer conditions. The findings of this 
Project have led to very important insights for operational manage-
ment. However, it is reassuring that these new estimates of rates of 
fire spread do not challenge previous research in the primary drivers 
of area burnt. 
This finding also suggests interesting areas of further research. For 
example, using experimental designs similar to those of chapters 7 
and 8, the importance or otherwise of uncertainties surrounding other 
aspects of model formulation could be examined. A s fuel treatments 
are the most common way of intervening in the dynamics of fire-
vegetation systems, understanding the consequences that vegetation 
dynamics and the structure of the fuel array may have for estimat-
ing the relative importance of the drivers of fire could provide some 
research focus as could a more detailed examination of initial attack 
success. 
An important caveat in using the method to adjust rates of fire 
velocity to more closely align with the findings of Project Vesta (Fig-
ure 3.10, Gould et al 2007; McCaw et al. 2008), is that extremely high 
fireline intensities are produced. This is especiallyso using the vari-
able resolution mesh (Section 8.3). While this is not of concern for 
estimates of area burnt or fire frequency (Figure 6.13), for studies fo-
cusing on measures of fireline intensity in the landscape, (such as as-
set loss or fire controllability), inferring intensity from rates of spread 
using Byram's equation (Equation A.14) will over-estimate intensity 
unless some model of propagation by lofted embers is included. In-
cluding such a process effectively maintains area burnt while at the 
same time reduces the rate of spread applied to Byram's equations. 
A s noted in the introduction (Section 1.1), simulation modelling has 
been an important tool in informing land managers on the relative 
importance of the key determinants of area burnt in large landscapes. 
The sensitivity of these research findings to the nuisance parameters 
examined in the present study has been a 'lurking' unknown. This 
study supports the view that these models are robust with regard 
to the particular values of nuisance parameters used in the models 
providing enhanced value to a considerable body of existing research. 
9 . 2 G E N E R A L I T Y OF F I N D I N G S 
This thesis has used a single simulation model, weather stream, to-
pography and vegetation pattern. The question then arises as to how 
general the study findings may be. The core finding of this thesis was 
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that nuisance parameters are unimportant, within reasonable hmits, 
for simulation models that have: (i) a time step, (ii) a spatial resolution 
and (iii) a model of space represented by discrete points connected to 
each other by fixed number of neighbours. A s noted, fire growth mod-
els with this architecture may have formulations that have additional 
errors, or errors that cancel or reinforce in some way, but at least the 
errors reported here, though minor, appear unavoidable. It should be 
stressed that this applies only to fire frequency or its inverse, aver-
age area burnt. While nuisance parameters do affect fireline intensity 
and possibly seasonality, the relative importance of these affects could 
not be established in the context of typical experimental treatments, 
because the treatments used here were not sensitive to these two com-
ponents of fire regimes. 
With regard to fire frequency: 
i Temporal resolution (TG) affects estimates, to a very unimport-
ant degree (0.2%), simply by overshooting the moment a fire ex-
tinguishes. While model estimates of any single fire event may 
vary greatly for different time steps, when averaged over many 
fires, the effect of smoothing the weather data to coarser resol-
utions had almost no effect. On these grounds, this result must 
hold for any fire growth model with a time step. The magnitude 
of this effect is determined to some degree by the fire-size distri-
bution. A s the overshoot is constant (on average), the percentage 
error will be smaller for larger fires. Therefore, in regions where 
there may be a larger proportion of small fires, the effect of TG 
on fire frequency will be slightly greater. 
ii Spatial resolution (SG) also affects estimates to a greater, but 
still unimportant degree (3.2%), even in this mountainous land-
scape. SG had little effect on simulations performed on a flat 
landscape. Therefore, the effect will become important in more 
mountainous landscapes with high variability in elevations at 
fine-scale, that is, relatively young landscapes such as those 
found in western Americas or N e w Zealand, compared to the 
ancient landscapes of Australia. SG may also become important 
in landscapes with very contrasting fuel mosaics at fine scale, 
increasingly so for regions where small fires contribute more to 
the fire-size distributions than those in the present study. How-
ever, Gary et al. (2006, 2009) found fuel patterns and levels of 
fuel treatment very unimportant for a range of independently 
developed models with a wide variety of fuel development sub-
models. In general, it is likely that large infrequent fires, burn-
ing under extreme conditions, contribute most to measures of 
area burnt and therefore fire frequency. 
iii For N-6, N-8 and Triangular Irregular Network models of space, 
the difference in model estimates of fire frequency is very unim-
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portant. I can think of no conditions under which this would be 
contradicted for model estimates of the relative importance of 
the drivers of fire for fire frequency. On the other hand, these 
choices appear to have a major impact on estimates of average 
fireline intensity and the shapes of individual fire events but 
again, these decisions do not affect estimates of driver import-
ance for fire frequency. 
9 . 3 F U T U R E D I R E C T I O N S 
The experiments performed in this study have been limited to a small 
set the many experiments that could be imagined to explore the wider 
concept of levels of abstraction. When we 'isolate systems for the purpose 
of study'(Tansley, 1935), we can never be certain how much, and what 
level of detail, is required to perform this abstraction for the aims of 
any given study. Representations of systems can display very differ-
ent behaviours depending on these details. For example, in passing, 
a null model of lightning strike distributions in time was compared 
to the method used in FIRESCAPE and no important difference in 
model outputs was found (Section 7.4.3). On the other hand, a study 
of connectivity in food-webs has shown quite a different model re-
sponse depending on whether or not food-chains are represented in 
classical linear fashion or more complex networks representing func-
tional diversity at each trophic level (Hulot et al, 2000). This is com-
mon in any modelling study and it is the inevitable problem that 
arises from the subjective nature of abstraction (Gignoux et al., 2011). 
One way forward in this sea of subjectivity, is grounded model 
comparisons. Modelling frameworks have been proposed to do this 
(Lavorel et al, 2000; Lacy et al, 2013) but they essentially define a 
framework in which model processes can be swapped only if they 
adhere to a formal coupling specification. They are in fact a pattern 
or recipe for a particular class of problem. They are also often inflex-
ible in that the specification of the model is represented as computer 
source code, where many concerns, apart from the scientific problem 
that the model is designed to address, are all mixed together in the 
one representation (i.e. the computer source code). As we discover 
new insights from models, the original problem changes and agility 
is central to adapting to the new situation (see Boyd's OODA loop 
in Higgins and Freedman 2013). Hence the model pattern needs to 
be captured at an appropriate level and the concerns that must be 
addressed by the model need to be kept separate to foster this agility. 
Problems addressed by models also arise in the context of a multi-
disciplinary environment. It is the critique of single discipline view of 
many areas in science that is the motivation behind Lacy's approach 
to meta-modelling (Lacy et al, 2013). 
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The approach of Aspect-Orientated Thinking (AOT) (Flint, 2006), 
addresses the issue of rapidly responding to changed circumstances 
in a multi-discipline environment, by developing and maintaining a 
set of independent, domain-specific models. That is, they describe 
knovv'ledge in that domain but not in context of any particular, yet to 
be defined, problem. When a particular problem is defined, a specific 
model then becomes a set of statements that denote required know-
ledge from each and any of these reusable domain-specific models. 
When these requirements are made in accordance with a pattern, re-
cipe or archetype, generating the computer source code from these 
specifications can then be largely automated. In this view, Lacy's 
meta-model is an archetype, as it describes, rules and patterns which 
must be followed in order to integrate computer code from various 
sources. However, as noted, this pattern is captured at the level of 
source code itself, where many concerns, irrelevant to the problem 
at hand, are mixed together. In AOT, a model is created to address 
a specific problem by drawing on knowledge (requirements) from a 
library of domains from different disciplines that are independent 
of the problem at hand (ecology, law, computer user-interfaces, code 
optimization and so forth). Some approaches to multi-disciplinary 
research assume the way forward is to develop common protocols 
between disciplines, in short, to enforce standards. Any attempt to 
enforce cross-discipline standards without first defining the problem 
that is to be addressed, simply imposes unnecessary constraints on 
the way in which that discipline chooses to model its own knowledge. 
However, once a specific problem has been defined, the requirements 
or knowledge needed from each of those independent domains of 
knowledge can be identified and captured as a specification of an ar-
chetype. This archetype, and the independent domains from which 
knowledge is drawn, represent intellectual assets that may be reused 
for, what on the surface may appear to be, quite different problems 
(Flint, 2006). 
One such archetype is in the process of development, an arche-
type for ecological simulations. This archetype draws on knowledge 
from two key independent domains: an ontology of ecosystems and 
a domain describing how models can be distributed over a network. 
The ecosystem ontology accords with the conceptual view of ecosys-
tems proposed by Gignoux et al. (2011) and has been named 3Worlds, 
as three particular domains arose in author's review of Tansley's 
concept (Tansley, 1935). The first two of these domains (physics and 
biology) comes from the observation that is it common practice (and 
consistent with Tansley's description of the ecosystem), to view eco-
systems as having not only physical and biological entities, but that 
the biological entities themselves can be viewed as either having phys-
ical or biological behaviour (Chapter 1). The third domain is scale, 
and the observation that researchers commonly model ecosystems as 
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multi-scale objects. An ecosystem is a set of identified processes, each 
of which may operate at a different scales. I would argue in fact, that 
this approach has a more general application than just models of eco-
systems, but could be applied to any dynamic system. After all, the 
key attribute that distinguishes biological from physical behaviour is 
life and death, and in a model this is essentially the dynamic addition 
and deletion of entities and relationships. It is hoped that the work-
flow when using the combination of Aspect-Orientated Thinking and 
an archetype describing 3Worlds simulations may provide research-
ers with a very rapid and practical way in which appropriate levels of 
abstraction in models of ecosystems may be compared through sim-
ulation (Figure 9.1). Landscape fire simulations, and landscape mod-
elling in general, can be very computationally intensive for two reas-
ons. Firstly, because often large landscapes are required and secondly 
because the spatial interaction of processes makes them difficult to 
parallelise. Spatial interactions are a key attribute of landscape mod-
els (Section 1.4.4). Exploring levels of abstraction is a way forward 
in enhancing confidence in model estimates, as has been shown here 
with regard to nuisance parameters. 
The second domain mentioned above, addresses the issue of rap-
idly responding to questions that arise in studies such as this, where 
limits are imposed by the available computer resources. Many more 
questions and areas of investigation could have been pursued in the 
present study were it not for this limitation. The 3Worlds archetype 
recognizes this and a specific domain is being finalized to allow sim-
ulation experiments to be deployed over a network or to connect to 
a computer cloud stack to foster more rapid response to changing 
circumstances as the 'problem situation'{Checkland, 1981) evolves. 
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F I R E M E S H : O V E R V I E W , D E S I G N C O N C E P T S A N D 
D E T A I L S 
A 
This model description fol lows the O D D (Overview, Design concepts. 
Details) protocol for describing individual- and agent-based models 
(Grimm et al. 2006, 2010). In what follows, references to elements in 
U M L diagrams (see Box A . i ) are shown in mono-spaced font. 
Box A . i Interpreting U M L class, object sequence and state 
diagrams (Unified Modeling Language www.uml.org) 
U M L class and object diagrams list a model 's entities, relationships 
and their multiplicity. A s used here, a single line indicates a has 
relationship. A line with an arrow indicates a specialization of a 
class and can be read as an is a relationship. For example a car has 
doors and is a vehicle. Phrases can be associated with the 
relationship and sentences constructed with the entity name and the 
multiplicity. For example, a Car is a type of Vehicle that has 4 Wheels. 
The entities in object diagrams are instances of classes, in the same 
sense that a plant is an instance of a species. For example 
F I R E M E S H is an instance of a Model, noted as FIREMESH:Model. 
A sequence diagram shows a lifeline (dotted line) of an object 
through time. The object's state is updated in response to a message 
(horizontal arrow). Time is read from top to bottom. 
A state diagram shows the possible states an object can have and the 
events that cause transitions between them. 
A . I P U R P O S E 
The purpose of Landscape Fire Regime simulation models is to pro-
duce spatially auto-correlated patterns of fire regimes, where fire 
regimes are defined as the history of fire frequency, intensity and 
seasonality at a point (Gill 1975). A n additional purpose, specific to 
F IREMESH, is to test the sensitivity of the drivers of these patterns 
(climate, weather, vegetation, ignition patterns, management interven-
tions, terrain and so forth) to spatio-temporal resolution and funda-
mentally different w a y s in which space can be represented. FIRE-
M E S H is derived from F I R E S C A P E (Cary and Banks 2000). 
A.2 E N T I T I E S , S T A T E V A R I A B L E S , A N D S C A L E S 
The entities in F I R E M E S H are the components of its spatial model, 
collections of them (Fireline, Fire_footprint and Fire_complex) 
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and ignition events. The model of space is a mesh, that is, a spa-
tially explicit graph comprising a set of vertices connected by direc-
ted edges rather than a raster grid as used in all previous versions 
of FIRESCAPE (Figure A.i). The three entities of a mesh are Vertex, 
Edge and Direction, the latter, a class the encapsulates the directional 
relationship an Edge has with the two V e r t i c e s it connects. A Vertex 
is a location in three dimensions (meters) and has three state variables, 
residual_fuel_ weight (t.ha^^), time_last_burnt, and s ta te , one 
of{unburnt, burning, burnt}. The residual„fuel_weight is the 
weight of unburnt fuel at time_last_burnt. 
i An Edge represents the distance (meters) in two and three di-
mensions between Vert ices . It has no state variables. 
ii Direction (To and From) has state variable f i r e l i n e which re-
cords the distance burnt from a vertex along an edge. The edge 
may burn from either end. 
iii A F i r e l i n e (not shown in Figure A.i): a set of V e r t i c e s with 
State{burning} that have been burnt from a particular light-
ning strike. The time and location of that ignition is its unique 
identifier. Note that, two ignition events cannot occur at the 
same time and location. 
iv A Fire_footprint (not shown in Figure A.2.1): a set of vertices 
with State{burnt} which disappears, after details are logged, 
as soon as the fireline is empty. 
V A fire_complex is a set of firelines that have ignited from differ-
ent l ightning^ s t r i k e events. For the purpose of observation, 
it is the area of a fire complex that is recorded. That is, all fires 
that have burnt, bracketed by periods of no fire. 
vi An ignition event is an entity composed of a time (seconds) and 
location (Vertex). It is contained within l ightning_st r ike and 
new.location messages (Figure A.4). 
SPATIAL SCALE The Spatial resolution of FIREMESH is defined as 
the spatial extent divided by the number of vertices. The spatial res-
olutions used in experiments to date have been between 0.25 ha. and 
100 ha. with an extent of 250,000 ha. However, these scales depend 
on some model assumptions. Data from one weather station is used 
and therefore the spatial extent is limited by how appropriate extra-
polations are to the spatial domain chosen. Other model assumptions 
that may limit the scale of application of the model are listed below. 
Spatial resolution can vary depending on the disposition of vertices 
within the spatial domain. 
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T E M P O R A L S C A L E The temporal resolution is defined as the rate at 
which forcing variables (weather) are read by FIREMESH and should 
be between half an hour and three hours to avoid violating assump-
tions in the empirical equations for fire spread. The temporal extent 
is limited by the duration of the forcing data and assumptions of ve-
getation dynamics. Temporal resolutions can vary, if required, with 
some measure of the rate of change in the forcing data. Experiments 
running over longer durations than the forcing data, recycle the data. 
Thus, with the current vegetation model (Equation A.i), EIREMESH 
is a pseudo-equilibrium model. 
F i g u r e A . i : C l a s s m o d e l of a spat ia l ly explicit directed mesh 
Each Vertex is connected to 1 or more vertices. Each connection 
is defined by an Edge class. Each Edge has a To and From Direc-
tion class. Each Vertex has parameters, location and state variables 
residual_fuel_weight, tiii ie_last_burnt and state. The Edge 
class has two parameters. Length (projected) is the distance between 
vertices on a flat plain. Length (terrain) is the distance between two 
vertices in three dimensions (taking account of the different eleva-
tions of the vertices). The Edge class has a directed relationship with 
two vertices. The Direct ion class contains the parameter slope 
and the state variable f i r e l i n e recording the distance of the fireline 
along the edge. Thus, an edge can be burnt from either end sim-
ultaneously. The fire perimeter is the set of points derived from all 
vertices that have a fireline > 0 in their To or From classes. 
A.3 P R O C E S S O V E R V I E W A N D S C H E D U L I N G 
The model of time is an event-driven one, as once the model is initial-
ized, no other calculations are required at a regular intervals. 
The Simulator manages one or more TimeModels (Figure A.2 ). 
A TimeModel simply reports the time of its next advance and the 
Simulator chooses the earliest. Each TimeModel has one or more Pro-
cesses associated with it. When the simulator selects a particular 
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TimeModel, all the associated Processes are executed. On some oc-
casions, two or more TimeModel s may be called simultaneously. If 
such is the case, it may be important to specify the order of ex-
ecution of simultaneous Processes. This order, if required, is spe-
cified in the model's parameter file as a dependency relationship 
(Figure A.2). If, for example, a l i g h t n i n g - s t r i k e occurs at precisely 
the same time as a weather_update (Figures A.4 ), the execution of 
Propagation: Process (Figure A.3) is specified to occur after the light-
ning strike so that if the vertex does burn, it can join the fireline before 
propagation takes place. Igni t ion:Process and Contagion:Process 
are behaviours of individual vertices while Propagation:Process is 
a behaviour of the Fireline. Each EventTimeModel is associated with 
one EventQueue (Figure A.2). Each Process can populate any number 
of EventQueues as required in the course of their execution. For ex-
ample, when fire spreads to a neighbouring Vertex, a new_location 
message (Figure A.4) is created by Propagation: Process and added 
to the Contagion:EventQueue (A.3). The simulator will then ensure 
time consistency between all the event processing. 
FIREMESH implements four time models of which the I g n i t i o n -
Timer, ContagionTimer and PropagationTimer are event-driven (Fig-
ure A.3). The ScenarioTimer simply ensures that the LightningModel 
is called first in order to populate I g n i t i o n s : EventQueue with events 
that will be used for the simulation. Lightning_str ikes (A.4) are ex-
trinsic to the model and can thus be created initially in this manner. 
Note that time steps (Weather^update messages) need not be regular. 
The architecture of FIREMESH allows time steps to be pre-calculated 
based on the rate of change in the weather variables. 
After a fire is initiated by a l i g h t n i n g _ s t r i k e , if the ignition is 
successful (defined as a fireline intensity > extinguishment threshold 
(Section A.7) and vertex s t a t e {unburnt}, the vertex moves to the 
burning state (Figure A.5). Fire spreads from one vertex to the next 
through new_location messages, that is, when an edge is completely 
consumed. When all edges of a vertex are consumed by the fire front, 
the cell moves to the burnt state. When the fireline intensity of all 
burning vertices falls below the threshold of extinguishment, any par-
tially burnt vertices with more than 50% of edges consumed, move 
to the burnt state. FIREMESH need only process those locations (ver-
tices) that are in the burning state, that is, the F i r e l i n e . If all ver-
tices are extinguished, an extinguishment message is sent (Figure A.4) 
whereupon all those in a burnt state (the fire footprint) revert to the 
unburnt state after details of the fire are logged (Figure A.5). 
A.4 D E S I G N C O N C E P T S 
Many implicit assumptions are made and often difficult to identify 
when any model abstraction is made. To assist the reader in identify-
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Simulator manages 
TimeModel dependsOn 










Figure A.2: Classes and relationships in event-driven time model of FIRE-
MESH 
T h e S i m u l a t o r has one or more T imeMode l s . T imeMode l s are called 
in the order of their nex tAdvance . T imeMode l s are associated with 
1 or more P r o c e s s e s . These are all executed at the nex tAdvance . If 
the order of execution within a time step is important, this is specified 
by the dependsOn relationship. A n Even tT imeMode l is a particular 
type of T imeMode l associated with an EventQueue. T h e EventQueue 
determines the n e x t A d v a n c e of a Even tT imeMode l . P r o c e s s e s pop-
ulate the Even tQueue with events as required. 
ing model assumptions, the specification of FIRESMESH is described 
in terms of the Ontology of Ecosystems (Gignoux et al. 2011) (Fig-
ure A.6). The ODD protocol does not appear to directly address this 
topic under any other heading. FIREMESH, as are all ecosystem mod-
els, is a representation of an instance of an ecosystem. The defini-
tion of the classes and their relationships noted in Figure A.6 can be 
found in the public domain (Gignoux et al 2011 , Table 1 and Figure 
2). Published sub-models of FIREMESH are noted ((Figure A.6) and 
discussed in later sections. Main model assumptions are listed below. 
i The vegetation model (Olsen 1963) assumes a climax state ex-
ists and the patterns will not change spatially over time. For 
example, vegetation will not transition from forest to shrub or 
grassland as a consequence of changed fire regimes and, in the 
absence of fire, once vegetation has reached its climax state, no 
further change occurs. Nevertheless, fuel dynamics are not uni-
form, but vary in their fuel accumulation and decay rates in 
five elevation classes (the associated spatial representation Fig-
ure A.6). If simulations are required to run over longer temporal 
extents than the available data, the data are simply recycled. 
Therefore, fire regimes produced by simulations of 1,000 years 
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ScenarioTimeer: 





bvent 1 imeModel 
Contagion: 
Process 
Figure A.3: Objects (instances of classes - Figure A.2) and their relationships 
in the time model of F I R E M E S H 
The Scenario:ScenarioTimeModel is always called first by the 
Simulator. The Simulator is not shown for reasons of clar-
ity, but is associated with each of the four TimeModels and 
calls thenn in the order of their nextAdvance (Figure A.2). 
The only task of the Scenario:ScenarioTimeModel is to call 
LightningModel:Process. This process generates events in time 
and space that populate I g n i t i o n s : EventQueue with the vertex 
and time of ignition, based on analysis of terrain and weather 
data anomalies. These ignition events drive the system. When 
I g n i t i o n : P r o c e s s is executed by IgnitionTimer:TimeModel, the 
fireline is updated by the distance from the vertex along edges 
for a period from the moment of ignition until a weather.update 
(the model's time step). If the fire has not reached a neighbour-
ing vertex during this time. I g n i t i o n : Process places a new event 
in Propagations: EventQueue (if one is not already present) and 
Propagation: Process will continue to update the position of 
the fireline for this and any other vertices in the fireline in re-
sponse to weather_update events (Figure A4). If the spreading 
fire reaches another vertex before the model's time step is com-
plete, Propagation:Process adds a new_location event (Figure 
A.4) to Contagions:EventQueue for that vertex scheduled for the 
appropriate time. Each of the three processes: Ignition, Contagion 
and Propagation, can populate the Contagion and Propagation event 
queues. 
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Process interactions 







Figure A.4: Sequence diagram for the three implemented processes that op-
erate during simulation 
The sequence of events begins with the external input of a 
l i g h t n i n g _ s t r i k e event. If fireline intensity is above the smoul-
dering threshold (See end of Section 7, Appendix 1), fire propag-
ates again upon receipt of a weather_update event. The fire peri-
meter is recalculated for subsequent weather_update events until it 
reaches a new location (new^locat ion event). This continues until 
all points on the perimeter have extinguished whereupon details of 
the fire are logged, all locations revert to the unburnt state, and time 
jumps forward to the next lightning strike. If a L i g h t i n g _ S t r i k e or 
new_locat ion event occurs for a location that is already burning or 
burnt, the message is ignored (Figure A.5). 
for example, are a measures of the quasi-equilibrium state of 
the system. 
ii Fire ignition is assumed to occur only from lightning: the model 
does not propose a model of anthropogenic ignitions, which 
may have implications for spatial patterns of fire regimes. 
iii Readings from a single weather station are used to drive the 
model and thus values for elevations other than those of the 
weather station require extrapolation. The validity of these ex-
trapolations will vary with spatial extent. 
iv The effect of topography on wind speed and direction is ig-
nored. These effects are discussed by Shaples (2009). 
V Effect of aspect, which may produce fire regimes that differ 
between wetter and drier aspects, is ignored. While aspect will 
change fuel moisture, it will also change vegetation and fuel 











Figure A.5: State transition diagram for a Vertex in FIREMESH 
Simulation begins with all vertices in the unburnt state. A 
L i g h t n i n g _ s t r i k e or new_Location event moves the vertex to a 
burning state. It remains burning with each new weather^update 
event until all edges have been traversed, whereupon it moves to the 
burnt state ( l o c a l . e x t i n c t i o n ) . When ail edges record a fireline in-
tensity < extinguishment threshold, a f i r e l i n e . e x t i n c t i o n event 
occurs. All burnt vertices move to the unburnt state after details of 
the fire are logged. The details of any vertex that remains in the 
burning state are logged if the total area burnt is greater than 50% 
before moving to the unburnt state. The cycle begins again with 
each L i g h t i n g . s t r i k e . It follows that any l i g h t n i n g _ 5 t r i k e or 
new_locat ion event that reaches a burning or burnt vertex will be 
ignored. The fireline does not move if the maximum fireline intensity 
< the smouldering threshold (See end of Section 7, Appendix 1). 
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loads (Geiger et al. 1995 in Shaples 2009). Therefore to include 
aspect, many concerns must be addressed simultaneously that 
may both increase fuel loads (more growth) and decrease fuel 
availability (high moisture content and increased decomposi-
tion). 
vi Modelling convection plumes (buoyancy) is ignored which has 
implications for the calculation of rates of spread. 
vii Spotting by lofted embers is ignored, which may have implica-
tions for rates of spread, patterns of fire regimes and ignition 
neighbourhoods (see Basic Principles). 
viii The horizontal movement of water is ignored. The evapo-transpiration 
model (Mount 1972) is entirely empirical and unaffected by ve-
getation succession. 
BASIC rRiNCiPLES The basic principle of the model is to expand 
a one-dimensional model (McArthur 1973) used to predict fire velo-
city to two dimensions. This model, together with a model of veget-
ation development, is applied over time to a digital elevation model 
(DEM) to generate spatial patterns of fire regimes. The modelling 
formulation is a simulation one, in order to emulate this spatially cor-
related contagious process. These synthetic fire regimes are used to 
provide insight in the relative importance of parameters to the one-
dimensional model to fire regime attributes of frequency, fireline in-
tensity and seasonality. FIREMESH is designed to test the relative im-
portance of spatial and temporal resolution in simulations compared 
to the parameters of the one-dimensional model of fire velocity. 
The velocity of fire in the direction of the wind is determined from 
the Mark V Forest Fire Danger Meter (McArthur 1973) expressed as 
equations (Noble et al. 1980). This meter has been the most widely 
used method of predicting fire velocity in forest surface litter in east-
ern Australian. It is based on observations of approximately 800 fires 
under mostly low fire danger conditions but has been reported to 
under-estimate velocity under more extreme conditions (McCaw et al. 
2008). An option has been included in FIREMESH to adjust the fire 
velocity as indicated by McCaw et al. (2008) from fire experiments 
conducted under more extreme conditions (Project Vesta Gould et al. 
2007, Cheney et al. 2012). 
The transformation of the one-dimensional model to two dimen-
sions is based on the assumption that fires propagate in a manner 
that produces an elliptical shape (Alexander 1985). These shapes are 
represented by discrete geometries in many models which are known 
to under predict the area of a fire compared to an ellipse (Feunekes 
1991). FIREMESH is designed to test the importance of this under-
prediction compared to the parameters of the one-dimensional model 
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Real wor ld abs t rac t ion 
FireA/egetation: 
Ecosystem 
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and vegetation data 
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: Spatial Fl^prese ntation 
Fire propagation Lightning Surface Fuel Soil Moisture 
Process Process : Process Process 
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M c A r t h u r ( 1 9 7 3 ) 
A l e x a n d e r ( 1 9 8 5 ) 
J o h n s t o n e t A l . ( 2 0 0 6 ) 
C a r y ( 1 9 9 8 ) 3 ri^unt ( 1 9 7 2 ) C a V y ( 1 9 9 8 ) 
J o h n s t o n e t a l . ( 2 0 0 6 ) 
X u e t a l . ( 2 0 1 1 ) 
O l s o n ( 1 9 6 3 ) 
C a r y ( 1 9 9 8 ) 
Figure A.6: FIREMESH using the Ecosystem Ontology (Gignoux et al. 2 0 1 1 ) 
showing the conceptual model (top panel) aniJ its representation 
as the FIREMESH simulation mo(del (bottom panel) 
Notes (grey) indicate references to each process implementation. The 
classes of each object above are from Gignoux et al. (2011), Figure 
2. Each Process is associated with oneSpat ia lRepresentat ion. 
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of fire velocity in terms of the patterns of fire regimes produced by 
the model. The vegetation model is based on the concept of a cli-
max state, where the state is reset by disturbance (Olsen 1963, Walker 
1981). 
EMERGENCE What naturally emerges from FIREMESH (and other 
similar models) is auto-correlated spatial patterns of fire regimes. Fire 
is a contagious process and a vertex's position among other vertices 
will play a role in determining its fire regime. This follows from the 
concept of ignition neighbourhoods (Gary 1998, Wood et al. 2011), 
together with elevation anomalies that drive ignition locations (Gary 
1998, McRae 1992). A location is more likely to burn if it is up slope of 
a burning neighbour. It is also more likely to be struck by lightning 
if it has a higher elevation than the mean of elevations in a larger 
radius, and of course, more likely to burn if its neighbour is burning. 
STOCHASTICITY FIREMESH is deterministic with the exception of 
stochasticity in (i) time and location of lightning ignitions and (ii) 
the production of Triangular Irregular Network (TEN) meshes. TIN 
meshes are used to examine the relative importance of constraints 
imposed by discrete geometries on patterns of fire regimes. 
COLLECTIVES The fireline is the only collective entity in FIREMESH 
that has its own behaviour. As the fireline propagates from time t to 
t-Hi, the shape of the whole is the sum of each individual propagation 
and is shown to accord with Huygens Principle (Alexander 1982). 
OBSERVATION Outputs take place after each extinguishment of the 
fireline. These include the time a vertex entered the burnt state, the 
proportion of the area represented by a vertex that has burnt, and the 
fireline intensity at which all vertices were ignited. 
A . 5 I N I T I A L I Z A T I O N 
At time t = o: 
i thestateof each Vertex(res idual- fuel_weight , t ime_last_burnt, 
s t a t e ) is (0, 50, unburnt). 
ii A soil dryness index (SDI) has been calculated from the weather 
data and placed in a lookup table for each elevation class (100 
meter classes) for each day within the extent of the weather data. 
For each day in the weather records, the size and time since the 
last rain event (days) has been calculated. 
iii The time and location of all lightning strikes have been calcu-
lated by the lightning model with a unique random number 
seed to generate stochasticity. 
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iv All vertices have been initialized with x,y and z locations and 
all Directionifireline is set to zero. 
A . 6 I N P U T D A T A 
Input data is a set of half-hourly readings of temperature {°C), va-
pour pressure (hPa), wind direction (at 10° resolution from north) 
and wind speed (km.ha^^). Wind speed is the sustained wind speed 
averaged over the 10 minutes leading up to the time of the obser-
vation at 10 meters above ground level (Uio). Daily rainfall is that 
recorded at 9am. 
This input data, sourced from a single weather station, is extrapol-
ated to higher elevations by comparison with a station at a higher 
elevation. This applies only to temperature and precipitation. The 
change in precipitation is based on the ratio 2.06:1 for an elevation 
difference of 1,183 meters. The temperature lapse rate is calculated 
by comparison with each 3 hour reading over 460 days for the same 
range in elevation (Figure A.7). 
A digital elevation model with a resolution of 20 meters is read 
to set elevations in each Vertex using the elevation (z) closest to the 
vertex's x,y location. 
Average temperature (28/6/2004-30/4/2006) 
Canberra Airport (577 m), Mt Ginini {1760 m) 
Canberra Airport (577 m) 
- - Mt. Ginini (1760 m) 
lapse rate / 
12 15 18 21 
E 
O 
tiour of day 
Figure A.7: The mean of 420 days of three-hourly temperature readings at 
Canberra Airport and Mt Ginini 
The dotted line is the 3 hourly temperature lapse rate ( °C.m ' ) 
derived from temperature differences between Canberra Airport (Elv.: 
577 m, Lat.: -35.31, Lon.: 149.2) (solid line) and Mt Ginini (Elv.: 1760 
m, Lat: -35.53, Lon: 148.77) (dashed line). 
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A.7 S U B M O D E L S 
LIGHTNING Lightning Ignition model is described in Gary (1998) 
and Gary and Banks (2000). 
SURFACE FUEL The fuel model is a physical model of litter inputs 
and decay rates (Olsen 1963) (Equation A.i) 
F = Fr + (Xss - Frin - J) 
where: 
Fr = residual_fuel_weight (t.ha ') ; 
Xss = the fuel weight at steady state (t.ha ') ; 
L =Litter input rate (t .ha ' ) ; and 
t = time (years). 
Parameterization is from observations by Gary (1998) and Walker 
(1981). 
Table A.i; Steady state values (Xss t.Ha"') and litter input rates rates (L) for 
surface litter for five elevation classes in the Brindabella study 
region (from Cary, 1998) 
E L E V A T I O N ( m ) X s s ( t . h Q " ' ) L ( t . h Q ' .y M C O V E R A G E 
<=750 9.64 2.89 7% 
<=1,000 9-95 2.98 6% 
<=1,250 11.55 3.46 40% 
<=1,500 14.67 4.40 40% 
>1,500 16.37 4.91 7% 
SOIL MOISTURE The soil moisture sub-model is based on the lookup 
tables of Mount (1972). The tables specify the amount of evapo-trans-
piration from a 200 mm column of water with 9 temperature and 5 
soil water deficit classes (Table A.2). There are two tables, one for 
spring and a second for autumn, to account for warming and cool-
ing trends in soil temperature. The equation to calculate the drought 
factor (Noble et al. 1980) has been modified to suit the SDI of Mount 
(1972) rather than the Keetch-Byram Drought Index (Keetch and Byram 
1968) (Equation A.2) and limited to a maximum of 10 as recommen-
ded by Sirakoff (1985). 
D = [0.141 * ( S D l - M 5 6 ) * ( N - M ) ' - ^ ] / [ 4 . 5 * ( N - h l ) ' ' ^ - h P - l l (A.2) 
where: 
D = Drought factor; 
SDI = soil dryness index; 
P = size of the last rain event (mm); and 
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N = days since the last rain event. 
Table A.2: Evapo-transpiration table for Canberra from Mount {1972) in Soil 
Dryness Index {0-200mm) and temperature classes 
Jun-Jan°C 0 5 10 15 20 25 30 35 40 
Feb-May°C 2 7 12 17 22 27 32 37 42 
0+ 0.5 1 2 2-5 3 4 5 6 7 
25+ 0.5 1 1 1-5 2-5 3 4 5 6 
SDI 50+ 0 0 0.5 1 2 3 4 4-5 5-5 
140+ 0 0 0.5 1 1 1 1-5 1-5 2 
165+ 0 0 0 0 0 0.5 0.5 0.5 1 
F I R E V E L O C I T Y I N D I R E C T I O N OF T H E W I N D The fire Velocity in 
the direction of the wind is calculated using the equations for rate of 
spread of fires in forest surface litter (Noble et al. 1980). 
FFDl = 1 .25X D X + 0 . 0 2 3 4 * U,o) 
where: 
FFDI = Forest Fire Danger Index 
D = Drought factors (Equation A.2 
T = Temperature (°) 
Rh = Relative humidity 
U)o = Wind speed 




Rh = Rate of spread (m.h ' ) 
W = Fuel weight (t.ha ' ) 
The option to alter the rate of spread following McCaw et al. (2008) 
is: 
Rv = RM + (U ,O -12 .5) / (50-12 .5) (5 .45RM -109-RM){U ,O > 12.5} 
(A.5) 
where: 
RM = rate of spread following Noble et al (1980); and 
Uio = wind speed at 10m above ground level. 
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F I R E V E L O C I T Y ON A S L O P E Noble et al ( 1 9 8 0 ) do not specify the 
domain of 0 (slope degrees from horizontal). It is limited to ±20° in 
FIREMESH following discussion in Catchpole ( 2002) . 
Re = Rh.e S (A.6) 
Where S is slope from horizontal in degrees. 
F I R E V E L O C I T Y I N D I R E C T I O N O ON R E G U L A R G R I D S L e n g t h -
to-breadth ratio (L:B) of an ellipse that determines rates of spread in 
any direction: 
L : B = 1 + 0 . 0 0 1 2 . U i o ^ - " ' ' ' {Uio ^ 4 7 k m . h - ' } 
\ 1 + 8.729(1 - e ' o o 3 x u , o ) ' | o t h e r w i s e } 
(A.7) 
Rate of spread of the back fire: 
F F D I b f = + ( A . 8 ) 
R b = 0 . 0 0 1 2 . F F D I B F - W ( A . 9 ) 
where: 
FFD Ibf = Forest fire danger index for the back-fire; 
D = drought factor; 
T = temperature (°C); 
H = relative humidity; 
Uio = wind speed (km.h '); and 
W = fuel weight (g.m^^). 
Rb = rate of spread of back-fire (m.h ^). 
To calculate rate of spread in any direction: 
With reference to Figure A.8: 
Fa = (Rh + R b ) / 2 - R b (A.io) 
Eb has L:B given by Equation A.5. Both ellipses have the same semi-
major axes but differ in the magnitude of their semi-minor axes and 
thus their focuses. 
H : B ^ + (A.XX) 
a = R h / 2 ( 1 - M / H : B ) ( A . 1 2 ) 
F b = R h / 2 ( l - 1 / H : B ) ( A . 1 3 ) 
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In Figure A.8, if we align Eq and along thoir cominon major axiS/ 
and define a line from F Q at angle 8 we have point P where this line 
intersects Eb - The fire velocity in direction © is the length of Fq P. The 
Cartesian coordinates of P may be found by solving simultaneously 
the equations for the tangent of Eb at P and the line Fq P after Wallace 
(1993). The length of F^ P is then found by application of Pythagoras's 
theorem. 
F I R E L I N E I N T E N S I T Y Fireline intensity (Byram 1959) is a measure 
of the rate of energy released per unit of fireline length (I) (IcW.m ') , 
a product of the heat of combustion (H) (20,000 k j . k g " ' ) , the fuel 
weight (W) (g.m^^) and the rate of spread of the fire (R) (m.s ^). 
I = H.W.R (A.14) 
F I R E V E L O C I T Y I N D I R E C T I O N 0 O N M E S H E S C O M P O S E D OF T R I -
A N G U L A R I R R E G U L A R N E T W O R K S ( T I N ) The equation to account 
for the difference between Euclidean and travel distance on an TIN 
follows Johnston et al. (2006) but with two modifications to align 
point of ignition within an ellipse to be consistent with the method 
for regular meshes as just described. 
.(6) = 
Q Ro( 1 -COSe) + Rh(cose-COSg) iq. 
I 1 —cos a |C7| a 
pRo(l-cos9) + R^b(cose-cosccl |0| < + 1 80 (A.I5) 
PRo otherwise 
where: 
|3 = -0.42/{RH/RO)^ + 0.91/(Rh/Ro)^ - 0.84/(Rh/Ro) + 0.39; and 
a = 40. 
Ro is noted in Figure A.8, and differs from Ro in Johnston et al. (2006) 
which is equivalent to Rb in Figure A.8. 
F I R E L I N E I N T E N S I T Y O N A T R I A N G U L A R I R R E G U L A R N E T W O R K 
1 =H.W.R^icro/( l + P ) (A.16) 
S P R E A D A N D E X T I N G U I S H M E N T T H R E S H O L D Fire Spread at a 
vertex halts (smoulders) when the maximum fireline intensity in any 
direction is less than loo kW.m" ^ (Cary and Banks 2000). 
A fire has extinguished when no vertex reports a fireline intensity 
greater than or equal to 83 kW.m" ^ (Cary and Banks 2000). 
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