We propose a variant formulation of Hamiltonian systems by the use of variables including redundant degrees of freedom. We show that Hamiltonian systems can be described by extended dynamics whose master equation is the Nambu equation or its generalization. Partition functions associated with the extended dynamics in many degrees of freedom systems are given. Our formulation can also be applied to Hamiltonian systems with first class constraints. In general, we have a choice of variables describing a physical system. In most cases, we choose a set of variables whose number is same as the total number of degrees of freedom of the system so as to minimize the number of equations of motion. However, in some cases, it is quite useful to formulate the system by the use of variables including redundant ones. A system with gauge symmetry offers a typical example. To describe such a system, keeping the gauge symmetry manifest, we should employ a formulation that includes redundant variables. Although such a formulation is somewhat complicated, thanks to the symmetry, we can clearly understand the important properties of the system such as conservation laws and form of interactions, and can also calculate physical quantities in a systematic way [1, 2] . Therefore, it is interesting to explore the general features of formulations including redundant degrees of freedom. Here we base this on a principle (or brief) that physics should be independent of the choice of variables to describe it, and make an attempt to formulate Hamiltonian systems (systems of Hamiltonian dynamics) in terms of new sets of variables including redundant ones. What kind of dynamics describes the time evolution of the new variables?
Our strategy and conjecture are as follows. Consider a Hamiltonian system described by a canonical doublet (q, p). Take N (≥ 3) variables (x 1 , · · · , x N ) that are functions of the canonical doublet, and deal with them as fundamental variables to describe the system. If they contain redundant variables, constraints between some variables must be induced. To handle the constraints, Dirac formalism [3, 4] provides a helpful perspective, where constraints with Lagrange multipliers are added to the original Hamiltonian. The induced constraints play a similar role to the Hamiltonian. As for the dynamics of N variables, Nambu mechanics [5] is quite suggestive. In Nambu mechanics, fundamental variables form an N -plet, whose time c The Author(s) 2012. Published by Oxford University Press on behalf of the Physical Society of Japan. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by-nc/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. § 2. Nambu systems hidden in Hamiltonian systems § 2.
Review
We begin with a brief review of Hamiltonian systems and Nambu systems [5] . A Hamiltonian system is a classical system described by a generalized coordinate q = q(t) and its canonical conjugate momentum p = p(t). These variables satisfy the Hamilton's canonical equations of motion,
where H = H(q, p) is the Hamiltonian of this system. For any functions A = A(q, p, t) and B = B(q, p, t), the Poisson bracket is defined by means of the 2-dimensional Jacobian,
In terms of the Poisson bracket, the Hamilton's canonical equation of motion for any function f = f (p, q) can be written as df dt = {f, H} PB .
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On the other hand, a Nambu system is a classical system described by a multiplet. As the most simple example, let us consider a Nambu system described by a triplet x = x(t), y = y(t), and z = z(t). These variables satisfy the Nambu equations
where H 1 (x, y, z) and H 2 (x, y, z) are "Hamiltonians" of this system. For any functions A = A(x, y, z, t), B = B(x, y, z, t), and C = C(x, y, z, t), the Nambu bracket is defined by means of the 3-dimensional Jacobian,
In terms of the Nambu bracket, the Nambu equation for any function f = f (x, y, z) can be written as
It is straightforward to extend the above formalism to a system described by an N -plet x i (i = 1, 2, · · · , N ). These variables satisfy the Nambu equations
where
are "Hamiltonians" of this system and ε ii1···iN−1 is the N -dimensional Levi-Civita symbol, the antisymmetric tensor with ε 12···N = 1.
For any functions
, the Nambu bracket is defined by means of the N -dimensional Jacobian,
In terms of the Nambu bracket, the Nambu equation
Hidden Nambu structure
Here let us describe a Hamiltonian system with a canonical doublet (q, p) by means of N variables x i = x i (q, p) (i = 1, · · · , N ). § 2.2.1. Formulation. First we study the case with N = 2, for completeness. We assume that x = x 1 (q, p) and y = x 2 (q, p) satisfy {x, y} PB = 0. In this case, the equation for a functionf (x, y) = f (q, p) is written as
whereH(x, y) = H(q, p). If {x, y} PB = 1, the transformation (q, p) → (x, y) is the canonical transformation, and (x, y) are canonical variables.
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Next we study the case with N = 3. We assume that variables x = x 1 (q, p), y = x 2 (q, p), and z = x 3 (q, p) satisfy at least two of the conditions {x, y} PB = 0, {y, z} PB = 0, and {z, x} PB = 0. In this case, the equation for a functionf (x, y, z) = f (q, p) is written as
whereH(x, y, z) = H(q, p). Note that q, p, and H are, in general, not uniquely determined as functions of x, y, and z. Introducing a functionG =G(x, y, z) that satisfies the conditions
Eq. (11) is rewritten as the Nambu equation in the form of Eq. (6),
where we use the formula
The conditions (12) are compactly expressed as
In Appendix A, the Nambu equations in the form of Eq. (4) are also derived from a Hamiltonian system with a canonical doublet (q, p) using the least action principle. By the use of Eq. (15) , it is shown that the Poisson bracket between G(q, p) =G(x, y, z) and an arbitrary function u(q, p) =ũ(x, y, z) vanishes such that
This means that G is a constant. We can eliminate the constant by redefining G, and the resultingG(x, y, z) = 0 can be regarded as a constraint, which is induced by enlarging the phase space from (q, p) to (x, y, z).
Here we give two comments on the induced constraintG(x, y, z) = 0. First, in the case in which ∂G/∂z = 0, we can solveG(x, y, z) = 0 for z and obtain z = z(x, y). Because the condition ∂G/∂z = {x, y} PB = 0 also enables us to express q and p as functions of x and y, the expression z = z(x, y) can also be obtained by inserting q = q(x, y) and p = p(x, y) into z = z(q, p). Therefore the implicit form of the constraintG(x, y, z) = 0 has an equivalent explicit form z = z(x, y), which clearly shows that z is a redundant variable in this case. Second,H(x, y, z) is not uniquely determined as a function of x, y, and z, i.e., we can add a termλ(x, y, z)G(x, y, z) toH(x, y, z), whereλ(x, y, z) is some function.
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If a HamiltonianH(x, y, z) satisfiesH(x, y, z) = H(q, p) and Eq. (13), another HamiltonianH(x, y, z) +λ(x, y, z)G(x, y, z) also satisfies them. This is because the additional term λ(x, y, z)G(x, y, z) always vanishes on the Nambu bracket.
It is straightforward to extend the above formulation to the case with general N (≥ 3). We assume that at least N − 1 of {x i , x j } PB (i, j = 1, · · · , N ) do not vanish. In this case, the equation for any functionf (
whereH(
Eq. (17) is rewritten as the Nambu equation in the form of Eq. (9),
where we use the formula concerning Jacobians,
By the use of Eq. (18) , it is shown that the Poisson bracket between any of N − 2 functions
Hence G b are constants. We can eliminate the constants by redefining G b , and the resulting G b (x 1 , x 2 , · · · , x N ) = 0 can be regarded as induced constraints, which are associated with enlarging the phase space from (q, p) to (
In this way, Hamiltonian systems can be formulated as Nambu systems by the use of N variables x i = x i (q, p) (i = 1, 2, · · · , N ). The variables form an N -plet, and the N − 1 Hamiltonians are given by the original HamiltonianH(
is not uniquely determined, because of the freedom to add a term § 2.2.2. Examples. Here we present two simple examples to show how induced constraints are obtained for given multiplets. (a) N = 3 Consider composite variables,
which satisfy the following relations:
Then the conditions (Eq. (12)) become
andG is obtained byG
where C is a constant. RedefiningG asG − C, we obtain the induced constraintG(x, y, z) = G(q, p) = 0.
Consider variables including composite ones,
Then the conditions (Eq. (18)) become
andG 1 andG 2 are given bỹ
where C 1 and C 2 are constants. By redefining G 1 and G 2 to eliminate the constants, we obtain the induced constraintsG 1 (
Many degrees of freedom systems
Let us extend our formulation to Hamiltonian systems with many degrees of freedom. Consider a Hamiltonian system described by n sets of canonical doublets (q (k) , p (k) ) (k= 1, 2, · · · , n). As is the case with n = 1 given in Sect. 2.2, hidden Nambu structure can also be found in this system. Here we present the N = 3 case, i.e., the case with n sets of triplets
Generalization to the N (≥ 3) cases is straightforward.
6/20 § 2.3.1. Dynamics. In this system, the Poisson bracket of A and B is defined as
and the Hamilton's equation of motion for any
) is the Hamiltonian of the system. On the other hand, the Nambu bracket ofÃ,B, andC is defined as
HereH =H(
) is the sum of the induced constraints that satisfy the conditions
Note that the induced constraints are defined so as to be zero,
, and the Hamiltonian is not uniquely determined because of the freedom to add a linear combination ofG (k) toH. The 3n variables x i(k) satisfy the relations
The first type of relation (Eq. (35)) is invariant under the time evolution (Eq. (33)) irrespective of the form ofH. To be more specific, for infinitesimal transformations
hold. We can also show an important relation,
which guarantees the Liouville theorem, the conservation law of the phase space volume under time development. On the other hand, the second type of relation (Eq. (36)) does not always hold, unless there is no interaction between the n subsystems, i.e.,H has a form such asH(
7/20 § 2.3.2. Partition functions. It is well known that the partition function Z H for a canonical ensemble of the Hamiltonian system (q (1) 
where β = 1/(k B T ) is the inverse temperature made up of the Boltzmann constant k B and the temperature T . Here we study the partition function Z N for an ensemble of the Nambu system (x (1) , y (1) , · · · , z (n) ) hidden in the Hamiltonian system. First let us conjecture the form of Z N on physical grounds. SinceH = H, Z N must contain the "Boltzmann weight" such as e −βH . The other HamiltonianG is the sum of the constraints
, and therefore there should be delta functions such as
On the basis of the above observations, it is expected that Z N should have a form such that
We can derive Z H (Eq. (39)) from this expression for Z N . For example, let us consider the case that ∂G (k) /∂z (k) = 0. We assume that there are
, and all of them satisfy the conditions (Eq. (34)). Then using the formula for the delta function and the change of variables, Eq. (40) becomes
where N = n k=1 N k is a constant normalization factor. This factor is irrelevant to the evaluation of physical quantities.
It is natural to require that Z N should agree with Z H (up to some normalization factor), because we just describe the same physical system using different formulations. It should be noted here that both expressions for Z N (Eq. (40) or Eq. (41)) are different from that proposed in Ref. [5] . This comes from the fact that the Nambu mechanics considered here is an effective one induced by the redundancy of the variables.
Finally, we just give the result for the case of general N (≥ 3). The possible form of the partition function is given by 
Generalized Nambu equations
We generalize our formulation to include a specific case that all multiplets share some variables. In such a case, a generalization of the Nambu equation would be required. Let us describe a Hamiltonian system with n sets of canonical doublets (q (k) , p (k) ) (k = 1, · · · , n) using 2n + m variables w ℓ (ℓ = 1, · · · , 2n + m). We classify the variables w ℓ into two groups, x a (a = 1, · · · , 2n) and z s (s = 1, · · · , m), where x a are assumed to satisfy det{x a , x b } PB = 0. Note that the classification of variables is not unique.
First we study the case with m = 0 for completeness. In this case, the equation for any functionf (
Theg ab plays the role of a metric tensor, because it transforms under a change of variables
In the case in whichg ab depends on x a , neither the transformation (
) nor the time evolution of x a is a canonical transformation. The latter means that the Liouville theorem in general does not hold for the dynamics of x a . This fact reminds us of the superiority of canonical variables. Now let us proceed to the case with m ≥ 1. The equation for a functioñ
ab that satisfy the following relations,
9/20 where s < t, Eq. (47) can be rewritten as
using a formula concerning Jacobians. By the use of Eqs. (48)- (50), it is shown that the Poisson bracket between any of the m functions G s (q (1) , p (1) , · · · , q (n) , p (n) ) =G s (w 1 , · · · , w 2n+m ) and an arbitrary function u(q (1) , p (1) , · · · , q (n) , p (n) ) =ũ(w 1 , · · · , w 2n+m ) vanishes such that
Hence G s (q (1) , p (1) , · · · , q (n) , p (n) ) are constants and, if necessary, we can define G s =G s = 0 by shifting constants. We refer to Eq. (51) as the generalized Nambu equation. Note that the Liouville theorem does not hold in general for the dynamics given by this equation. This unfavorable property is a result of two factors: Eq. (51) has x a -dependentg (m) ab and multiplets in Eq. (51) share common variables z s . The latter means that it is difficult to define an appropriate phase space volume.
One of the non-vanishing components ofg Finally, we consider the case in which the variables x a and z s are further classified into M "irreducible" sets, {x
Here "irreducible" means that the Poisson bracket between any two elements that belong to different sets vanishes, i.e., {x
s j } PB = 0, and {z
s j } PB = 0 for i = j. Note that this classification is not unique, either. The equation of motion for any functionf (w 1 , · · · , w 2n+m ) can be expressed in the form of the generalized Nambu equation, 
Nambu systems in constrained Hamiltonian systems § 3.1. Subject
In the previous section, we found that a Hamiltonian system can be formulated as a Nambu system with multiplets including composite variables of q and p. The main feature of our formulation is the existence of induced constraints that are required just for consistency between the variables. Together with the Hamiltonian of the original system, the induced constraints serve as Hamiltonians of the Nambu system. Therefore it is intriguing to study how constrained Hamiltonian systems, systems with physical constraints, are cast into Nambu systems in our formulation.
The relations between Nambu systems and constrained Hamiltonian systems have been investigated by many authors [6] [7] [8] [9] [10] [11] [12] . To clarify the difference between previous works and our approach, here we give a brief summary of the results obtained so far. In most works, Nambu systems are treated as the original systems, and studies have been carried out to find appropriate constrained Hamiltonian systems into which the Nambu systems can be embedded [6] [7] [8] [9] [10] [11] . Specifically, it has been shown that Nambu equations (Eq. (4)) are compatible with the following equations:
Here p i (i = 1, 2, 3) are the canonical conjugate momenta defined as p i ≡ ∂L/∂ẋ i with the Lagrangian
Equation (58) can be derived as the Euler-Lagrange equation from this Lagrangian, and Eq. (57) leads to the relations φ i ≡ p i − H 1 ∂H 2 /∂x i = 0, which can be regarded as constraints. In this way, Nambu systems can be interpreted as Hamiltonian systems with specific constraints. On the other hand, researchers have studied whether constrained systems can be described as Nambu systems or not. Specifically, it has been shown that constrained Hamiltonian 11/20 systems can be formulated in terms of (a generalized form of) Nambu mechanics by introducing an extra phase-space variable [12] . For a system with canonical variables (q k , p k ) (k = 1, · · · , n) and m first class constraints φ l (q 1 , · · · , p n ) = 0, the equations of motion are given by
where λ l are Lagrange multipliers. Equations (60) and (61) are derived from (a generalized form of) the Nambu equation
where f = f (q 1 , · · · , p n ), r is an extra phase-space variable, and Hamiltonians are defined as
The equation for r is given by
where the last equality holds after imposing constraints. Requiring the extra variable r to decouple from the dynamics, i.e., dr/dt = 0, we obtain dφ l /dt = 0. Our approach differs from these previous works. Our starting point is not Nambu systems but Hamiltonian systems with constraints, and we do not introduce extra variables but use redundant variables. § 3.
Nambu structure in constrained Hamiltonian systems
Here we demonstrate that systems with first class constraints can be formulated as Nambu systems or generalized Nambu systems, without introducing extra degrees of freedom.
As a warm-up, we consider a system of two canonical doublets (q 1 , p 1 ) and (q 2 , p 2 ) with one first class constraint φ(q 1 , p 1 , q 2 , p 2 ) = 0 that is time independent: dφ/dt = {φ, h} PB = 0. Here h = h(q 1 , p 1 , q 2 , p 2 ) is the Hamiltonian of this system. The constraint φ is associated with gauge degrees of freedom, and an auxiliary condition χ(q 1 , p 1 , q 2 , p 2 ) = 0 such that {φ, χ} PB = 0 should be imposed to fix the freedom.
By an appropriate canonical transformation (q 1 , p 1 , q 2 , p 2 ) → (Q 1 , P 1 , Q 2 , P 2 ), we can eliminate one of the canonical variables. Here we show the case in which P 2 is eliminated as 12/20 follows: 1
The new Hamiltonian K is given by K(Q 1 , P 1 , Q 2 , P 2 ) = h(q 1 , p 1 , q 2 , p 2 ), and the original constraint φ is transformed as Φ(Q 1 , P 1 , Q 2 , P 2 ) = φ(q 1 , p 1 , q 2 , p 2 ). From {φ, χ} PB = ∂Φ/∂Q 2 = 0, the constraint Φ = 0 can be solved by Q 2 to give Q 2 = Q 2 (Q 1 , P 1 ). Then we obtain a constraint Ψ ≡ Q 2 − Q 2 (Q 1 , P 1 ) = 0, which is equivalent to the original constraint φ = 0. If we consider a system described by the variables (Q 1 , P 1 , Q 2 ) with the constraint Ψ = 0, it is easy to show that the equation of motion for any function f = f (Q 1 , P 1 , Q 2 ) can be written in the form of the Nambu equation,
is the Hamiltonian. In fact, for f = Q 1 and f = P 1 , Hamilton's canonical equations of motion
are derived from Eq. (66), and for f = Ψ, we obtain time independence of the constraint, dΨ/dt = 0. On the other hand, for f = Q 2 , the following equation is derived:
Using dΨ/dt = 0 and Eq. (68), we obtain Hamilton's equation of motion for Q 2 (Q 1 , P 1 ),
By referring to the results in Sect. 2.2, let us formulate this system by means of the composite triplet X = X(Q 1 , P 1 ), Y = Y (Q 1 , P 1 ), and Z = Z(Q 1 , P 1 ), imposing a constraintG(X, Y, Z) that is equivalent to the original constraint φ. We assume that ∂(X, Y )/∂(Q 1 , P 1 ) = 0, i.e., Z is a redundant variable such that Z = Z(X, Y ). If the variables satisfy the conditions
then the time evolution of any functionf =f (X, Y, Z) is given by the Nambu equation,
whereH is equal to the original Hamiltonian,H(X, Y, Z) = H(Q 1 , P 1 , Q 2 ). We can define various types of Nambu systems depending on the choice of variables and the constraint.
Here we present two simple examples. First, if we choose 
. In this case, if the variable X is given by
then the variables satisfy the conditions (Eq. (70)), and the system is described as a Nambu system. It is straightforward to extend the above "warm-up" discussion to many degrees of freedom systems. Consider a system of n sets of canonical doublets (q k , p k ) (k = 1, · · · , n) with m kinds of first class constraints φ s (q 1 , p 1 , · · · , q n , p n ) = 0 (s = 1, · · · , m). The Hamiltonian of this system is given by h(q 1 , p 1 , · · · , q n , p n ). To fix the gauge degrees of freedom, m kinds of auxiliary conditions χ t (q 1 , p 1 , · · · , q n , p n ) = 0 (t = 1, · · · , m) that satisfy det{φ s , χ t } PB = 0 should be imposed.
By an appropriate canonical transformation (
we can eliminate some of the canonical variables. Here we show the case in which P n−m+t are eliminated as follows:
The new Hamiltonian is given by 
From det{φ s , χ t } PB = det(∂Φ s /∂Q n−m+t ) = 0, the constraints Φ s = 0 can be solved by Q n−m+t to give Q n−m+t = Q n−m+t (Q 1 , P 1 , · · · , Q n−m , P n−m ). By referring to the results in Sect. 2.4, let us formulate this system by means of composite variables X a = X a (Q 1 , P 1 , · · · , Q n−m , P n−m ) (a = 1, · · · , 2n − 2m) and Z s = Z s (Q 1 , P 1 , · · · , Q n−m , P n−m ), imposing the constraintsG s (X 1 , · · · , X 2n−2m , Z 1 , · · · , Z m ) that are equivalent to the original constraints φ s . We assume that det{X a , X b } ′ PB = 0, where the Poisson bracket is defined as
This means that Z s are redundant variables such that
ab satisfy the following relations:
where s < t, then the time evolution of any functionf =f (X 1 , · · · , X 2n−2m , Z 1 , · · · , Z m ) can be written as
14/20 whereH is the Hamiltonian,
We can define various types of Nambu systems depending on the choice of variables and the constraint. For example, in the case in which we take X n−m+α = P α (α = 1, · · · , n − m), Z s = Q n−m+s , andG s = Φ s , if the variables X α are functions of Q α that are given by
then the variables satisfy the conditions (Eqs. (75)- (77)), and the system is described as a Nambu system. In this way, Hamiltonian systems with first class constraints can be described as Nambu systems where the master equations are Nambu equations or generalized ones. It is straightforward to formulate constrained Hamiltonian systems as Nambu systems where both the original constraints and the induced ones serve as Hamiltonians. Such systems can be realized by introducing many more redundant variables. § 3.3. Example: relativistic free particle
As an example, we consider a relativistic particle moving freely in 4-dimensional Minkowski space. The motion is expressed by the space-time 4-vector q µ = q µ (τ ) and corresponding canonical momenta p µ = p µ (τ ) (µ = 0, 1, 2, 3), where τ is the proper time. Here we use the metric tensor η µν = diag(1, −1, −1, −1). The system has four sets of canonical pairs (q µ , p µ ) and one first class constraint
where m is the mass of the particle, c is the speed of light, and Einstein's summation convention is used. We impose an auxiliary condition χ = q 0 − cτ = 0 to fix the gauge freedom. Performing a canonical transformation
where i = 1, 2, 3, we can eliminate Q 0 , and the system is described by three sets of canonical pairs (Q i , P i ) with the new Hamiltonian K = −cP 0 . The original constraint φ is transformed as
which has an equivalent expression,
15 /20 where P 2 = i P 2 i . Then Hamilton's equations of motion for Q i and P i are given by
Using the results in Sect. 3.2, let us construct Nambu systems that are equivalent to this system. The target equation is Eq. (78) with a, b = 1, · · · , 6 and m = 1. Here we present three types of Nambu systems. In each case the Hamiltonian is given byH = K.
(a) First we consider the simplest construction,
and Eq. (78) becomes
Let us regard x = x(t), y = y(t), and z = z(t) as independent variables, and consider their variation x → x + δx, y → y + δy, and z → z + δz. Integrating by parts and ignoring the surface terms, the variation of S can be written as δS = δp dq dt − δq dp dt − δH dt 
Imposing the least action principle δS = 0, we obtain the equations of motion
where we use the chain rule for the derivative of a functionũ(x, y, z),
In the case in which ∂(x, y)/∂(q, p) = 0, q and p can be expressed by x and y, and then the following equations are derived:
using the relations
In the same way, for the case of ∂(y, z)/∂(q, p) = 0, q and p are expressed by y and z, and then the following equations are derived:
and for the case of ∂(z, x)/∂(q, p) = 0, we obtain
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Combining Eqs. (A6), (A8), and (A9), we can write down a set of equations, 
These equations hold independently of the expression of q and p.
B. Hidden Nambu systems in Nambu systems
Let us formulate a Nambu mechanical system with an N -plet x i (i = 1, · · · , N ) using N + r variables y j = y j (x 1 , · · · , x N ) (j = 1, · · · , N + r), where r is a positive integer. We assume that at least r + 1 of {y j1 , · · · , y jN } NB (j 1 , · · · , j N = 1, · · · , N + r) do not vanish, where {y j1 , · · · , y jN } NB is the Nambu bracket defined by Eq. 
where we use the formula for any functionsÃ j =Ã j (y 1 , · · · , y N +r ), 
Hence G c are constants. We can eliminate the constants by redefining G c , and the resulting G c (y 1 , · · · , y N +r ) = 0 can be regarded as induced constraints, which are associated with enlarging the phase space from (x 1 , · · · , x N ) to (y 1 , · · · , y N +r ). In this way, Nambu systems with an N -plet x i (i = 1, · · · , N ) can be formulated as Nambu systems with an N + r-plet y j = y j (x 1 , · · · , x N ) (j = 1, · · · , N + r).
