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ON ASYMPTOTICALLY UNIFORMLY SMOOTHNESS AND
NONLINEAR GEOMETRY OF BANACH SPACES
B. M. BRAGA
Abstract. These notes concern the nonlinear geometry of Banach spaces,
asymptotic uniform smoothness and several Banach-Saks-like properties. We
study the existence of certain concentration inequalities in asymptotically uni-
formly smooth Banach spaces as well as weakly sequentially continuous coarse
(Lipschitz) embeddings into those spaces. Some results concerning the descrip-
tive set theoretical complexity of those properties are also obtained. We finish
the paper with a list of open problem.
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1. Introduction
This paper mainly deals with the existence of concentration inequalities of some
specific maps into Banach spaces and asymptotic uniform smoothness. The mo-
tivation behind our approach comes from the study of the nonlinear geometry of
Banach spaces, more specifically, of the coarse and coarse Lipschitz geometry of
Banach spaces and the search for properties which are stable under those kinds of
embeddings (e.g., [Kal07], [MN08], and [BLS18]).
In [KR08], N. Kalton and L. Randrianarivony proved an important concentration
inequality for maps from the set of k-tuples of natural numbers into reflexive Banach
spaces with asymptotically uniformly smooth (AUS) norms (we refer the reader to
Section 2 for any terminology not defined in this introduction). Precisely, for each
k ∈ N, denote the set of all strictly increasing k-tuples n¯ = (n1, . . . , nk) of natural
numbers by [N]k and let dH be the Hamming distance on [N]
k, i.e.,
dH(n¯, m¯) = |{j ∈ {1, . . . , k} | nj 6= mj}|,
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for all n¯, m¯ ∈ [N]k. By Theorem 4.2 of [KR08], if X is a reflexive p-asymptotically
uniformly smooth (p-AUS) Banach space, then there exists C > 0 so that, for all
k ∈ N, all Lipschitz maps f : ([N]k, dH)→ X and all ε > 0, there exists an infinite
subset M ⊂ N such that
(1.1) diam(f([M]k)) ≤ CLip(f)k1/p + ε.
As noticed in [LR17], if X is not reflexive, James characterization of reflexivity
(see [Jam64], Theorem 1) gives a bounded sequence (xn)n in X so that ‖
∑k
i=1 xni−∑k
i=1 xmi‖ ≥ k, for all n1 < . . . < nk < m1 < . . . < mk ∈ N. So, (1.1) does not hold
for non-reflexive spaces. However, G. Lancien and M. Raja showed in [LR17] that
for quasi-reflexive Banach spaces with an equivalent p-AUS norm, a concentration
inequality still holds for interlaced tuples. Recall, a Banach space X is quasi-
reflexive if X has finite codimension in its bidual. It was shown in [LR17] that if
X is a quasi-reflexive p-AUS Banach space, then there exists C > 0 so that, for all
k ∈ N, all Lipschitz maps f : ([N]k, dH)→ X and all ε > 0, there exists an infinite
subset M ⊂ N such that
(1.2) ‖f(n¯)− f(m¯)‖ ≤ CLip(f)k1/p + ε,
for all interlaced n¯, m¯ ∈ [M]k, i.e., for all n1 < m1 < . . . < nk < mk ∈ M (see
[LR17], Theorem 2.2).
As a consequence, if a Banach space X coarse Lispchitzly embeds into a quasi-
reflexive p-AUS Banach space, then X has the alternating p-Banach-Saks property1,
i.e., there exists C > 0 such that for all sequences (xn)n in the unit ball of X and all
k ∈ N, there exists n¯ ∈ [N]k such that ‖
∑k
j=1(−1)
jxnj‖ ≤ Ck
1/p. By investigating
the relation between the duals of X and its nonlinear embeddings into other spaces,
we obtain a strengthening of this result. If X is a Banach space, let X(1) = X∗
and define by induction X(n+1) = (X(n))∗ for n ∈ N.
Theorem 1.1. Let p ∈ (1,∞). Let X be a Banach space and let Y be a quasi-
reflexive p-AUS Banach space. If X coarse Lispchitzly embeds into Y , then X(2ℓ)
has the alternating p-Banach-Saks property for all ℓ ∈ N.
While concentration inequalities hold for maps from [N]k into a quasi-reflexive
p-AUS space, on the opposite side of quasi-reflexivity, it is well known that every
separable Banach space Lipschitzly embeds into c0 and c0 is p-AUS for all p ∈
(1,∞). In other words, c0 is as asymptotically uniformly smooth as one could
possibly hope for, but still no kind of concentration inequality can hold for c0.
Therefore, a natural question rises: what happens between quasi-reflexivity and
c0? E.g., what can we say if (i) X is complemented in X
∗∗, (ii) X∗∗/X is reflexive,
or (iii) X∗∗/X is AUSable? Recall, a Banach space is AUSable (resp. p-AUSable)
if it has an equivalent AUS (resp. p-AUS) norm.
The main goal of Section 3 and Section 4 is to systematically study those so
called 1/p-concentration inequalities (i.e., inequalities as in (1.2)) as well as their
implications. In the realm of non-reflexive Banach spaces, it is not possible to assure
that the iterated duals of a Banach space are separable by simply restricting to its
separable subspaces. This makes the analysis considerably more complicated since
1Although this is not a standard terminology, this definition should be compared with the weak
p-Banach-Saks property (or simply p-Banach-Saks property in part of the literature). A Banach
space X has the alternating p-Banach-Saks property if and only if it does not contain ℓ1 and it
has the weak p-Banach-Saks property (see Section 2 for definitions).
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one has to work with maps from [I1]
k× . . .× [Iℓ]k into X , where each Ij is a directed
set (instead of simply N). For that task, we introduce two new properties for the
class of metric spaces, KR(p) and co-KR(p). In a nutshell, KR(p) states that “the
space satisfies a 1/p-concentration inequality” and co-KR(p) states that “the space
does not satisfy a 1/p′-concentration inequality for any p′ > p”, respectively (see
Definition 3.1 and Definition 3.2).
Vaguely speaking2, the study of KR(p) and co-KR(p) provides us with the fol-
lowing.
(I) If X(2ℓ) does not have the alternating Banach-Saks property for some ℓ ∈ N,
then X does not satisfy 1/p-concentration inequalities for any p ∈ (1,∞) (see
Corollary 3.12).
(II) Let p ∈ (1,∞). There exists a p-AUSable Banach space X which is com-
plemented in its bidual, X∗∗/X is reflexive and AUSable, but X does not
satisfy 1/p-concentration inequalities (see Corollary 4.7(i)).
(III) Let p ∈ (1,∞). There exists a p-AUSable Banach space X so that X∗∗/X
is q-AUSable for all q ∈ (1,∞), but X does not satisfy 1/q-concentration
inequalities for any q ∈ (1,∞) (see Corollary 4.7(ii)).
(IV) Let p ∈ (1,∞) and ℓ ∈ N. There exists a Banach space X which is com-
plemented in its bidual, X(2ℓ) is p-AUSable, but X does not satisfy 1/p-
concentration inequalities (see Corollary 4.9).
Motivated by [Bra18], in Section 6, we study coarse Lipschitz embeddings into
p-AUS spaces which are also weakly sequentially continuous. Recall, a map between
two Banach spaces f : X → Y is weakly sequentially continuous if for all (xn)n in
X which weakly converges to x ∈ X it follows that w- limn f(xn) = f(x). The au-
thor studied weakly sequentially continiuous coarse embeddings into asymptotically
uniformly convex spaces and showed that the concept of coarse embeddability by
a map which is also weakly sequentially continuous is strictly weaker than isomor-
phic embeddability and strictly stronger than coarse embeddability (see [Bra18],
Corollary 1.7 and Theorem 1.8). In these notes, we prove the equivalent results for
weakly sequentially continuous coarse Lipschitz embeddings.
Since ℓ1 coarse Lipschitzly embeds into a reflexive space (see [AL85], Theorem
1), by Theorem 1.4 of [Bra17b], ℓ1 coarse Lipschitzly embeds into a reflexive space
by a continuous map. As ℓ1 is a Schur space, i.e., every weakly convergent sequence
converges in norm, it follows that ℓ1 weakly sequentially continuously coarse Lips-
chitzly embeds into a reflexive space. In particular, coarse Lipschitz embeddability
by weakly sequentially continuous maps is strictly weaker than isomorphic em-
beddability. However, since ℓ1 is a Schur space, this example is quite unsettling.
Fortunately, the next result provide us with better examples and it gives a negative
answer to Problem 5.4 of [Bra18]. Banach spaces X and Y are weakly sequentially
homeomorphically Lipschitzly equivalent if there exists a Lipschitz isomorphism
f : X → Y such that f and f−1 are weakly sequentially continuous.
Theorem 1.2. There exist weakly sequentially homeomorphically Lipschitzly equiv-
alent Banach spaces X and Y without the Schur property such that X does not
2We hope the reader forgive our vague statements here and we refer to Definition 3.1, Definition
3.2, Definition 4.2 and the results quoted in (I), (II), (III) and (IV) for precise mathematical
statements.
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linearly embed into Y . In particular, the existence of a weakly sequentially contin-
uous coarse Lipschitz embedding between Banach spaces is strictly weaker than the
existence of an isomorphic embedding even for spaces without the Schur property.
It has been recently proven that the class of reflexive asymptotic-ℓ∞ Banach
spaces is stable under coarse embeddings (see [BLMS18], Theorem A). However,
the following remains open.
Problem 1.3. If a Banach space X coarse Lipschitzly embeds into a reflexive
asymptotically uniformly smooth Banach space, does it follow thatX has an asymp-
totically uniformly smooth renorming?
Motivated by Problem 1.3, in Section 6, we study several properties regarding
weakly null trees in Banach spaces and obtain the following.
Theorem 1.4. Let p ∈ (1,∞). Let X and Y be Banach spaces and assume that
X has separable dual. Assume that X coarse Lipschitzly embeds into Y by a weakly
sequentially continuous map. If Y is p-AUSable, then X is p′-AUSable, for all
p′ ∈ (1, p). In particular, if Y is AUSable, then X is AUSable.
Since every separable Banach space Lipschitzly embeds into c0 and since c0 is p-
AUS, for all p ∈ (1,∞), Theorem 1.4 gives us many spaces which coarse Lipschitzly
embed into c0, but not by a weakly sequentially continuous map. In particular, we
obtain the next corollary.
Corollary 1.5. The existence of a weakly sequentially continuous coarse Lipschitz
embedding between Banach spaces is strictly stronger than the existence of a coarse
Lipschitz embedding. 
In case of embeddings into c0, our methods actually give us a much stronger
result.
Theorem 1.6. Let X be a Banach space not containing ℓ1. If X coarsely embeds
into c0 by a map which is weakly sequentially continuous, then X isomorphically
embeds into c0.
The difference between p-asymptotic uniform smoothness and the alternating
p-Banach-Saks property lies in the core of this paper. More precisely, we are in-
terested in how far a Banach space with the alternating p-Banach-Saks property is
from being p-AUSable. With that in mind, Section 7 deals with the descriptive set
theoretical aspect of those properties. Presicely, let SB denote the set of all sub-
spaces of C[0, 1] endowed with the Effros-Borel structure (see Section 7 for more
details), so SB is a standard Borel space. Theorem 7.1 provides an example of a
Banach space which has the alternating p-Banach-Saks property but does not have
an AUS renorming. This construction gives us that the descriptive complexity of
those classes in SB are different (see Theorem 7.4).
We finish Section 7 with a miscellaneous result which is also given by descriptive
set theoretical methods. Precisely, the next result holds.
Theorem 1.7. Let X be separable Banach space and assume that every Banach
space with the Banach-Saks property coarsely embeds into X. Then every separable
Banach space coarsely embeds into X. In particular, there exists n ∈ N, so that
X(n) is not separable.
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This paper is organized as follows. In Section 2, we cover the main definitions
and terminologies needed for these notes. Section 3 concerns concentration in-
equalities. We introduce properties KR(p) and co-KR(p), show that quasi-reflexive
p-AUS spaces have KR(p) and prove Theorem 1.1 and (I) above. Section 4 deals
with concentration inequalities in the case where the spaces have iterated duals of
sufficiently high order separable, which gives us (II), (III) and (IV) above. In Sec-
tion 5, we prove Theorem 1.2, and in Section 6 we deal with coarse (resp. coarse
Lipschitz) embeddings which are also weakly sequentially continuous into spaces
with good asymptotic smooth properties. Section 7 concerns the complexity of
some of the main properties which appear in this paper. At last, in Section 8, we
finish this paper with a list of questions.
2. Preliminaries
Let (X, d) and (Y, ∂) be metric spaces. Given a map f : X → Y , define the
modulus ωf , ρf : [0,∞)→ [0,∞] by setting
ωf (t) = sup{∂(f(x), f(y)) | d(x, y) ≤ t}
and
ρf (t) = inf{∂(f(x), f(y)) | d(x, y) ≥ t},
for all t ≥ 0. So
ωf (d(x, y)) ≤ ∂(f(x), f(y)) ≤ ρf (d(x, y)),
for all x, y ∈ X . The map f is called coarse if ωf (t) < ∞, for all t ≥ 0, and it is
called expanding if limt→∞ ρf (t) =∞. The map f is called a coarse embedding if it
is both coarse and expanding. The map f is cobounded if supy∈Y d(y, f(X)) <∞,
and a coarse embedding which is also cobounded is called a coarse equivalence.
If there exists L ≥ 0 such that ωf (t) ≤ Lt, for all t ≥ 0, f is called Lipschitz, and
the Lipschitz constant of f , denoted by Lip(f), is the infimum of all such L ≥ 0. If
f is Lipschitz, f−1 exists and it is Lipschitz,then f is called a Lispchitz embedding.
If there exists L ≥ 0 such that ωf (t) ≤ Lt+ L and ρf (t) ≥ L
−1t− L, for all t ≥ 0,
f is called a coarse Lipschitz embedding.
Given a Banach space (X, ‖ · ‖X), we view it as a metric space with metric
‖ · − · ‖X . Unless there is any chance of confusion, we always omit the index in the
norm ‖ ·‖X and simply write ‖ ·‖. We denote the closed unit ball of a Banach space
X by BX and its unit sphere by ∂BX .
2.1. Banach-Saks properties and asymptotic uniform smoothness. A Ba-
nach space X is said to have the Banach-Saks property if every bounded sequence
(xn)n in X has a subsequence (x
′
n)n such that its sequence of Cesàro means
( 1n
∑n
i=1 x
′
i)k converges. We say that X has the weak Banach-Saks property if the
same holds for every weakly null sequence. A Banach space X is said to have the
alternating Banach-Saks property if every bounded sequence (xn)n inX has a subse-
quence (x′n)n such that its sequence of alternating Cesàro means (
1
n
∑n
i=1(−1)
ix′i)k
converges.
Definition 2.1. Let X be a Banach space and p ∈ (1,∞]. For C > 0, X has the
alternating p-Banach-Saks property with constant C (resp. weak p-Banach-Saks
property with constant C) if for every sequence (xn)n in BX (resp. weakly null
sequence (xn)n in BX) and every k ∈ N, there exists an infinite subset M ⊂ N such
6 B. M. BRAGA
that ∥∥∥ k∑
i=1
(−1)ixni
∥∥∥ ≤ Ck1/p and (resp. ∥∥∥ k∑
i=1
xni
∥∥∥ ≤ Ck1/p),
for all n1 < . . . < nk ∈ M (if p = ∞, we use the convention 1/∞ = 0). A
Banach space X has the alternating p-Banach-Saks property (resp. weak p-Banach-
Saks property) if it has the alternating p-Banach-Saks (resp. weak p-Banach-Saks)
property with constant C for some C > 0.3
A Banach space has the alternating p-Banach-Saks property if and only if it
does not contain ℓ1 and it has the weak p-Banach-Saks property (cf. [Bra17a],
Proposition 3.1).
The set of finite codimensional subspaces of a Banach space X is denoted by
cof(X).
Definition 2.2. Let X be a Banach space. The modulus of asymptotic uniform
smoothness of X is defined as
ρX(t) = sup
x∈∂BX
inf
E∈cof(X)
sup
y∈∂BE
‖x+ ty‖ − 1.
The Banach space X is asymptotically uniformly smooth (AUS for short) if
lim
t→0+
ρX(t)
t
= 0.
If there exists p ∈ (1,∞) and C > 0 such that
ρX(t) ≤ Ct
p,
for all t ≥ 0, X is called p-asymptotically uniformly smooth (p-AUS for short). If X
has an equivalent norm in which X is AUS (resp. p-AUS), X is said to be AUSable
(resp. p-AUSable).
Every asymptotically uniformly smooth Banach space is p-asymptotically uni-
formly smooth for some p ∈ (1,∞) (see [Raj13], Theorem 1.2). A p-AUSable
Banach space has the weak p-Banach-Saks property (see [DGJ09], Proposition 1.3
and Proposition 1.6). Since an AUSable Banach space does not contain ℓ1, it follows
that a p-AUSable Banach space has the alternating p-Banach-Saks property.
2.2. Directed sets. Let I be a set and  be a partial-order on I. We say that
(I,) is a directed set if for all u, v ∈ I there exists i ∈ I with u, v  i. We always
omit the order  and simply write I for a directed set. Given k ∈ N and a directed
set I, define
[I]k = {(u1, . . . , uk) ∈ I
k | u1 ≺ . . . ≺ uk},
[I]≤k = ∪kn=1[I]
n and [I]<ω = ∪k∈N[I]k. We write elements in [I]k as u¯ =
(u1, . . . , uk), and let min(u¯) = u1 and max(u¯) = uk. If u ∈ I and u¯, v¯ ∈ [I]k,
we write u¯  u if max(u¯)  u, and write u¯  v¯ if max(u¯)  min(v¯). Analogously,
define u¯ ≺ u, u¯ ≻ u, u¯  u and u¯ ≺ v¯.
Let v ∈ I and v¯ ∈ [I]k. For a ∈ {v, v¯}, define
Succ(a) = {u ∈ I | u  a} and Succ≻(a) = {u ∈ I | u ≻ a}.
3Although this definition of the alternating p-Banach-Saks property is formally stronger than
the definition given in the introduction, their equivalence follows trivially from standard Ramsey
theory for colorings of [N]k (see [Tod10], Theorem 1.3).
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A directed set I is said to have infinite tail if Succ(u) is infinite for all u ∈ I.
4 If
I has infinite tail, the relation  defined above defines a directed partial order on
[I]k.5
Let a¯ = (a1, . . . , ak) be a k-tuple of non-zero real numbers. Define a distance da¯
on [I]k by letting, for all u¯, v¯ ∈ [I]k,
da¯(u¯, v¯) =
∑
j∈F (u,v)
|aj |,
where F (u, v) = {j ∈ {1, . . . , k} | uj 6= vj}. Given directed sets I1, . . . , Iℓ and
k1, . . . , kℓ ∈ N, write u¯ ∈ [I1]
k1× . . .× [Iℓ]
kℓ meaning u¯ = (u¯j)
ℓ
j=1, where u¯j ∈ [Ij ]
kj ,
for all j ∈ {1, . . . , ℓ}. Let k =
∑ℓ
j=1 kj and let a¯ = (a¯j)
ℓ
j=1 be a k-tuple of non-zero
real numbers, i.e., each a¯j is a kj -tuple of non-zero real numbers. We define a
distance da¯ on [I1]
k1 × . . .× [Iℓ]
kℓ by letting
da¯(u¯, v¯) =
ℓ∑
j=1
da¯j (u¯j , v¯j),
for all u¯, v¯ ∈ [I1]k1 × . . . × [Iℓ]kℓ . If a¯ is the k-tuple with all coordinates equal to
1, write dH = da¯. So, dH is the Hamming distance on [I1]
k1 × . . . × [Iℓ]kℓ , i.e., dH
simply counts in how many coordinates u¯ and v¯ differ from each other.
A cofinal ultrafilter V on a directed set I is an ultrafilter which contains the
cofinal filter base of I, i.e., Succ(i) ∈ V , for all i ∈ I. By Zorn’s lemma, every
directed set I has a cofinal ultrafilter on it.
Let I be a directed set with infinite tail, V be an ultrafilter on I, k ∈ N, K be a
compact topological space and f : [I]k → K be a map. We make constant use of
the following abbreviation:
lim
u¯,V
f(u¯) := lim
u1,V
. . . lim
uk,V
f(u1, . . . , uk).
If k > 1 and V is cofinal on I, for each u¯ = (u1, . . . , uk−1) ∈ [I]
k−1, define
Vu¯ =
{
V ∩ Succ≻(uk−1) | V ∈ V
}
.
Since I has infinite tail and V is cofinal in I, Vu¯ is an ultrafilter on Succ≻(uk−1). If
K is a compact topological space and f : [I]k → K is a map, we use the following
abuse of notation:
lim
v,V
f(u¯, v) := lim
v,Vu¯
F (v),
where F : Succ≻(uk−1)→ K is given by F (v) = f(u¯, v) for all v ∈ Succ≻(uk−1).
Let I be a directed set and V be an ultrafilter on I. We define an ultrafilter [V ]2
on [I]2 by setting, for A ⊂ [I]2,
A ∈ [V ]2 ⇔ {u ∈ I | {v ∈ I | (u, v) ∈ A} ∈ V} ∈ V .
Since V is an ultrafilter, it easily follows that [V ]2 is an ultrafilter on [I]2 (see
[Tod10], Chapter 1 for more details). If K is a compact topological space and
(au,v)(u,v)∈[I]2 is a family in K, we use the abbreviation
lim
u,v,V
au,v := lim
(u,v),[V]2
au,v.
4Since I is directed, this is equivalent to I not having a maximal element.
5Notice that u¯  v¯ if and only if uj  vj for all j ∈ {1, . . . , j} also defines a directed partial-order
on [I]k and this order would work just fine for our goals.
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If ℓ ∈ N and (au¯,v¯)u¯,v¯∈[I]ℓ is a family in K, we use the abbreviation
lim
u¯,v¯,V
au¯,v¯ := lim
u1,v1,V
. . . lim
uℓ,vℓ,V
au¯,v¯.
2.3. Orlicz sequence spaces. A non-zero function F : [0,∞) → [0,∞) is an
Orlicz function if it is continuous, nondecreasing, convex, and satisfies F (0) = 0.
For each Orlicz function F : [0,∞)→ [0,∞), define a set ℓF ⊂ RN by setting
ℓF =
{
(xn)n ∈ R
N | ∃λ > 0,
∞∑
n=1
F
( |xn|
λ
)
<∞
}
.
For each x¯ = (xn)n ∈ ℓF , let
‖x¯‖F := inf
{
λ > 0 |
∞∑
n=1
F
( |xn|
λ
)
≤ 1
}
.
It is well known that ‖ · ‖F is a norm on ℓF which makes ℓF into a Banach space.
The space (ℓF , ‖ · ‖F ) is called the Orlicz sequence space associated to F . We refer
to [LT71] for more on Orlicz sequence spaces. In these notes, for each n ∈ N, we
identify Rn with its natural copy in RN. Therefore, if x¯ ∈ Rn, the term ‖x¯‖F is
well defined.
Remark 2.3. Given a Banach space X , the modulus of asymptotic smoothness of
X , ρX , is an Orlicz function. Hence, ‖ · ‖ρX is well defined. Let C > 0, p ∈ (1,∞)
and assume that ρX(t) ≤ Ct
p, for all t ≥ 0. It is easy to see that, for all k ∈ N,
‖1¯‖ρX ≤ C
1/pk1/p, where 1¯ ∈ Rk is the k-tuple whose coordinates are 1.
3. Coarse Lipschitz geometry and concentration inequalities
We start this section introducing properties KR(p) and co-KR(p) for metric
spaces. We show that quasi-reflexive Banach spaces with equivalent p-AUS norms
have property KR(p) (see Corollary 3.7). Moreover, we provide a method to show
that Banach spaces have property co-KR(p) (see Theorem 3.11). Those results
are used to obtain applications to the coarse Lipschitz geometry of Banach spaces
(see Theorem 1.1) and to show that if any iterated dual of even order of a Banach
space has an ℓ1-spreading model then the Banach space has co-KR(1) (see Corollary
3.12).
3.1. Properties KR(p) and co-KR(p). As mentioned in the introduction, when
dealing with non-reflexive Banach spaces X , instead of looking at maps from [N]k
into X , it is more natural to work with general directed sets and study the behavior
of maps which assign tuples in some directed set to elements in X . The following
is a central definition in these notes.
Definition 3.1. Let (X, d) be a metric space and p ∈ (1,∞].
(i) Given C ≥ 1, ℓ ∈ N and directed sets I1, . . . , Iℓ with infinite tail, the Banach
space X is said to have KR(p, C, ℓ, (Ii)
ℓ
i=1) if for all k ∈ N, all Lipschitz maps
f : ([I1]
k × . . .× [Iℓ]
k, dH)→ X,
and all cofinal ultrafilters Vi on Ii, for i ∈ {1, . . . , ℓ}, it follows that
lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
d
(
f(u¯), f(v¯)
)
≤ (CLip(f) + C)ℓ1/pk1/p.
(if p =∞, we use the convention 1/∞ = 0).
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(ii) Given C ≥ 1, the Banach space X is said to have KR(p, C) if, for all ℓ ∈ N
and all directed sets I1, . . . , Iℓ with infinite tail, X has KR(p, C, ℓ, (Ii)
ℓ
i=1).
(iii) The Banach space X is said to have KR(p) if there exists C ≥ 1 for which X
has KR(p, C).
Property KR(p) should be thought of as a concentration inequality for maps
from tuples in directed sets into (X, d).
Besides the metric dH on [I]
k, a different metric which gives us appropriate lower
estimates is needed. Precisely, let I be a directed set and k ∈ N. Define d∆ := d
k
∆
as the symmetric difference metric on [I]k, i.e.,
d∆(u¯, v¯) = |u¯∆v¯|,
for all u¯, v¯ ∈ [I]k. The following is a central notion in these notes and it represents
an obstacle for property KR(p) to hold.
Definition 3.2. Let (X, d) be a metric space and p ∈ [1,∞).
(i) Given C > 0, ℓ ∈ N and directed sets I1, . . . , Iℓ with infinite tail, the Banach
space X is said to have co-KR(p, C, ℓ, (Ii)
ℓ
i=1) if for all k ∈ N, there exists a
C-Lipschitz map
f : ([I1]
k × . . .× [Iℓ]
k, dH)→ X,
such that, for all u¯1, v¯1 ∈ [I1]k and all cofinal ultrafilters Vi on Ii, for i ∈
{2, . . . , ℓ}, it follows that
lim
u¯2,v¯2,V2
. . . lim
u¯ℓ,v¯ℓ,Vℓ
d
(
f(u¯, v¯)
)
≥ C−1d∆(u¯1, v¯1)
1/p − C.6
(ii) Given C > 0, the Banach space X is said to have co-KR(p, C) if there
exists ℓ ∈ N and directed sets I1, . . . , Iℓ with infinite tail for which X has
co-KR(p, C, ℓ, (Ii)
ℓ
i=1).
(iii) The Banach space X is said to have co-KR(p) if there exists C > 0 for which
X has co-KR(p, C).
A word about co-KR(p) is needed. It would be desirable to replace the inequality
in Definition 3.2(i) above by a simpler inequality such as
d
(
f(u¯, v¯)
)
≥ C−1d∆(u¯, v¯)
1/p − C,
for all u¯, v¯. However, as it will be clear in the following sections, this is not possible
by our methods. However, although weaker, this formulation of co-KR(p) is enough
for our applications.7
The next proposition gathers some trivial features regarding properties KR(p)
and co-KR(p). If P is a property of metric spaces, we say that P is stable under
coarse Lipschitz embeddings if the coarse Lipschitz embeddability of a metric space
(X, d) into a metric space (Y, ∂) with property P implies that (X, d) has property
P . As usual in mathematics, if P is a property, ¬P denotes the negation of P .
Proposition 3.3. The following holds for the class of metric spaces.
(i) For q, p ∈ [1,∞] with q < p, co-KR(q) implies ¬KR(p).
(ii) For all p ∈ (1,∞], KR(p) is stable under coarse Lipschitz embeddings.
(iii) For all p ∈ [1,∞), ¬co-KR(p) is stable under coarse Lipschitz embeddings.
6Notice that f is C-Lipschitz with respect to the metric dH, not d∆.
7In Section 4, we define a more quantitative version of co-KR(p) for maps [N]ℓk → X. We refer
the impatient reader to Definition 4.2.
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
Remark 3.4. Proposition 3.3 is the reason for the affine bounds in Definition 3.1
and Definition 3.2. More precisely, when working with Banach spaces, since one
can always rescale a map with range in a vector space, the affine bounds are not
necessary, and one can forget the “±C” in the right hand side of the inequalities
in Definition 3.1(i) and Definition 3.2(ii). However, in order to have that those
properties are stable under coarse Lipschitz embeddings into metric spaces, the
“±C” is necessary.
3.2. Quasi-reflexive p-AUS spaces. The following proposition was proved in
[LR17], Proposition 2.1, for weak∗ null sequences. Since the same proof works for
arbitrary weak∗ null nets, we omit its proof here.
Proposition 3.5. Let X be a Banach space. For all t ∈ (0, 1), all weak∗ null net
(x∗∗i )i∈I in BX∗∗, all ultrafilters U on I, and all x ∈ SX ,
lim
i,U
‖x+ tx∗∗i ‖ ≤ 1 + ρ¯X(t, x).

The following theorem is the motivation for the definition of KR(p). Also, as it
will be clear to the reader familiar with the concentration inequality of [LR17], the
next result is a generalization of Theorem 2.4 of [LR17] to arbitrary directed sets
instead of [N]k.
Theorem 3.6. Let k ∈ N and k1, . . . , kℓ ∈ N be such that
∑ℓ
i=1 ki = k. Let
I1, . . . , Iℓ be directed sets with infinite tail and let X be a quasi-reflexive Banach
space. For all k-tuples a¯ of non-zero reals, all Lipschitz maps
f : ([I1]
k1 × . . .× [Iℓ]
kℓ , da¯)→ X
∗∗,
and all cofinal ultrafilters Vi on Ii, for i ∈ {1, . . . , ℓ}, we have that
lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖f(u¯)− f(v¯)‖ ≤ 2eLip(f)‖a¯‖ρ¯X .
Before proving Theorem 3.6, let us introduce a tool which will be of great help
in its proof. First notice that, since ρ¯X is convex, by Fekete’s lemma, the limit
θ := limt→∞ ρ¯X(t)/t exists and it is easy to see that θ > 0. Define a sequence of
norms (Nk)k by induction as follows. Let N2 be the map on R
2 given by
N2(ξ1, ξ2) =
{
|ξ1|ρ¯X
(
|ξ2|
|ξ1|
)
+ |ξ1|, ξ1 6= 0,
θ|ξ2|, ξ1 = 0.
Suppose k ≥ 3 and that Nk−1 : Rk−1 → R has already been defined. Define
Nk : R
k → R by letting
Nk(ξ1, . . . , ξk) = N2(Nk−1(ξ1, . . . , ξk−1), ξk), for all ξ1, . . . , ξk ∈ R.
Denote the usual norm on R by N1, i.e., N1(ξ) = |ξ|, for all ξ ∈ R.
Proof of Theorem 3.6. By Lemma 4.3 of [Kal13], Nk(a¯) ≤ e‖a¯‖ρ¯X , for all a¯ ∈ R
k.
Hence, it is enough to show that, under the conditions above,
lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖f(u¯)− f(v¯)‖ ≤ 2Lip(f)Nk(a¯).
We prove this by induction on k. If k = 1, then ℓ = 1 and k1 = 1. So, the result
follows immediately since ‖f(u) − f(v)‖ ≤ Lip(f)|a1|, for all u, v ∈ I1. Assume
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the result holds for k − 1 and let us show it holds for k. Fix k1, . . . , kℓ ∈ N with∑ℓ
i=1 ki = k. Let I1, . . . , Iℓ be directed sets with infinite tail, a¯ = (a1, . . . , ak−1) be
a (k− 1)-tuple of non-zero reals, ak ∈ R \ {0} and f : [I1]k1 × . . .× [Iℓ]kℓ → X∗∗ be
a Lipschitz map. For each i ∈ {1, . . . , ℓ}, fix a cofinal ultrafilter Vi on Ii.
The proof splits in two cases, (i) kℓ = 1 and (ii) kℓ > 1. Since the proof of both
cases are completely analogous, we only show (ii). Assume kℓ > 1 and define
g : [I1]
k1 × . . .× [Iℓ]
kℓ−1 → X∗∗
by letting
g(u¯) = w∗- lim
uk,Vℓ
f(u¯, uk),
for all u¯ ∈ [I1]k1× . . .× [Iℓ]kℓ−1 (notice that g is well defined since Iℓ has infinite tail
and Vℓ is cofinal). By weak∗ lower semi-continuity of the norm of X∗∗, it follows
that Lip(g) ≤ Lip(f). For each u¯, v¯ ∈ [I1]
k1 × . . .× [Iℓ]
kℓ−1 and each s, t ∈ Iℓ with
t ≻ u¯ and s ≻ v¯, define
uu¯,v¯,t,s = (f(u¯, t)− g(u¯))− (f(v¯, s)− g(v¯)).
By weak∗ lower semi-continuity of the norm of X∗∗, ‖uu¯,v¯,t,s‖ ≤ 2Lip(f)|ak|. Also,
it is clear that w∗- limt,s,Vℓ uu¯,v¯,t,s = 0.
Since X is quasi-reflexive, write X∗∗ = X ⊕ E, where E is finite dimensional.
Let PX : X
∗∗ → X and PE : X∗∗ → E be the projections on X and E, respectively.
Define h = PX ◦ g and e = PE ◦ g, so g(u¯) = h(u¯) + e(u¯), for all u¯ ∈ [I1]k1 × . . .×
[Iℓ]
kℓ−1. Since E is finite dimensional and e is bounded, it follows that
lim
u¯1,V1
. . . lim
u¯ℓ,Vℓ
e(u¯1, . . . , u¯ℓ)
exists. Therefore, since
lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
e(u¯) = lim
u¯1,V1
. . . lim
u¯ℓ,Vℓ
e(u¯) = lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
e(v¯),
this implies that
(3.1) lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖e(u¯)− e(v¯)‖ = 0.
The induction hypothesis applied to g implies that
lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖g(u¯)− g(v¯)‖ ≤ 2Lip(f)Nk−1(a¯).
Hence, by (3.1), it follows that
(3.2) lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖h(u¯)− h(v¯)‖ ≤ 2Lip(f)Nk−1(a¯).
Fix u¯, v¯ ∈ [I1]k1 × . . .× [Iℓ]kℓ−1. If h(u¯) 6= h(v¯), Proposition 3.5 implies that
lim
t,s,Vℓ
‖h(u¯)− h(v¯) + uu¯,v¯,t,s‖ ≤ ‖h(u¯)− h(v¯)‖
(
1 + ρ¯X
( 2Lip(f)|ak|
‖h(u¯)− h(v¯)‖
))
= N2(‖h(u¯)− h(v¯)‖, 2Lip(f)|ak|).
If h(u¯) = h(v¯), the inequality above trivially holds. Therefore, by (3.2), it follows
that
lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
lim
t,s,Vℓ
‖h(u¯)− h(v¯) + uu¯,v¯,t,s‖ ≤ 2Lip(f)N2(Nk−1(a¯), ak)
= 2Lip(f)Nk(a¯, ak).
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Since
f(u¯, t)− f(v¯, s) = h(u¯)− h(v¯) + uu¯,v¯,t,s + e(u¯)− e(v¯),
this finishes the proof. 
The following is a trivial consequence of Remark 2.3 and Theorem 3.6.
Corollary 3.7. Let p ∈ (1,∞). Every quasi-reflexive p-AUSable Banach space has
KR(p). 
3.3. Properties KR(p) and co-KR(p), and the duals of Banach spaces. The
rest of the section is dedicated to finding sufficient conditions for a Banach space
to have co-KR(p). But first, we need some definitions. Let X be a Banach space,
ℓ ∈ N and I1, . . . , Iℓ be directed sets. Given k ∈ N and a family (xu¯)u¯∈I1×...×Iℓ in
X , define a map
S := S(ℓ, k, (uu¯)u¯∈I1×...×Iℓ) : ([I1]
k × . . .× [Iℓ]
k, dH)→ X
by letting
S(u1, . . . , uℓk) =
k∑
j=1
xuj ,uk+j ,u2k+j ,...,u(ℓ−1)k+j ,
for all u¯ ∈ [I1]k× . . .× [Iℓ]k. Whenever there is no chance of confusion, we omit the
index set of u¯ and simply write S := S(ℓ, k, (xu¯)u¯). Notice that, since we consider
[I1]
k × . . .× [Iℓ]
k endowed with the metric dH,
Lip(S) ≤ 2 · sup
u¯∈[I1]k×...×[Iℓ]k
‖xu¯‖.
Given a Banach space X , let IX∗ denote a system of weak
∗ open neighborhoods
of 0 ∈ X∗, i.e., we do not necessarily fix a particular system but simply state that
IX∗ is a fixed system. We make IX∗ into a directed set by ordering it with the
reverse inclusion order, i.e., u1  u2 if and only if u2 ⊂ u1, for all u1, u2 ∈ IX∗ .
Notice that, for all x∗ ∈ X∗,
{{x∗}+ u | u ∈ IX∗}
is a system of weak∗ open neighborhoods of x∗. Therefore, by Goldstine theorem,
given x∗ ∈ BX∗ , there exists a family (xu)u∈IX∗ in BX so that xu ∈ {x
∗} + u, for
all u ∈ IX∗ . In particular, w∗- limu∈IX∗ xu = x
∗. If X is separable, we can pick IX∗
to be countable and order isomorphic to (N,≤). Therefore, in this case, we make
the identification IX∗ = N.
Lemma 3.8. Let X be a Banach space and let I = IX∗∗ . Let ℓ ∈ N and let I1, . . . , Iℓ
be directed sets. Let C > 0 and let (x∗∗u¯ )u¯∈I1×...×Iℓ be a family in C ·BX∗∗ . There
exists a family (xu¯)u¯∈I1×...×Iℓ×I in C · BX with the following property: for all
ε > 0, all k ∈ N, and all u¯, v¯ ∈ [I1]
k× . . .× [Iℓ]
k, there exists i ∈ I such that, letting
f = S(ℓ+ 1, k, (xu¯)u¯) and F = S(ℓ, k, (x
∗∗
u¯ )u¯), it follows that
‖F (u¯)− F (v¯)‖ − ε ≤ ‖f(u¯, v¯′)− f(u¯, v¯′)‖,
for all u¯′, v¯′ ∈ [I]k with u¯′, v¯′ ≻ i.
Proof. Without loss of generality, assume (x∗∗u¯ )u¯∈I1×...×Iℓ is in the unit ball BX∗∗ .
For each u¯ ∈ I1 × . . . × Iℓ, Goldstine theorem gives a family (xu¯,v)v∈I in BX so
that w∗- limv∈I xu¯,v = x
∗∗
u¯ . Let us observe that the family (xu¯)u¯∈I1×...×Iℓ×I has
the required property.
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Fix ε > 0 and k ∈ N. Define f = S(ℓ+ 1, k, (xu¯)u¯) and F = S(ℓ, k, (x∗∗u¯ )u¯), and
notice that
F (u¯) = w∗- lim
u¯′∈[I]k
f(u¯, u¯′),
for all u¯ ∈ [I1]k × . . . × [Iℓ]k. Fix u¯, v¯ ∈ [I1]k × . . . × [Iℓ]k. Using weak∗ lower
semi-continuity of the norm of X∗∗, there exists i ∈ I so that
‖F (u¯)− F (v¯)‖ − ε ≤ ‖f(u¯, u¯′)− f(v¯, v¯′)‖
for all u¯′, v¯′ ∈ [I]k with u¯′, v¯′ ≻ i. 
Lemma 3.9. Let I be a directed set, X be a Banach space and ℓ ∈ N. For each
j ∈ {1, . . . , ℓ} write Ij = IX(2j) . Let C > 0 and let (zu)u∈I be a family in C ·BX(2ℓ) .
There exists a family (xu¯)u¯∈I×I1×...×Iℓ in C · BX with the following property: for
all ε > 0, all k ∈ N, and all u¯, v¯ ∈ [I]k, letting f = S(ℓ + 1, k, (xu¯)u¯) and F =
S(1, k, (zu)u),
(∃i1 ∈ I1)(∀u¯
′
1, v¯
′
1 ∈ [I1]
k with u¯′1, v¯
′
1 ≻ i1)
(∃i2 ∈ I2)(∀u¯′2, v¯
′
2 ∈ [I2]
k with u¯′2, v¯
′
2 ≻ i2)
...
(∃iℓ ∈ Iℓ)(∀u¯′ℓ, v¯
′
ℓ ∈ [Iℓ]
k with u¯′ℓ, v¯
′
ℓ ≻ iℓ)
it holds that
‖F (u¯)− F (v¯)‖ − ε ≤ ‖f(u¯, v¯′)− f(v¯, v¯′)‖.
Proof. We proceed by induction on ℓ. If ℓ = 1, this is an immediate consequence
of Lemma 3.8 with ℓ = 1 in its statement. Assume the result holds for ℓ − 1.
and let us show it holds for ℓ. Let (zu)u∈I be a bounded sequence in X
(2ℓ). Let
(x∗∗u¯ )u¯∈I×I1×...×Iℓ−1 be the bounded family in X
∗∗ given my the inductive hypoth-
esis applied to ℓ − 1, the Banach space X∗∗ and the family (zu)u∈I . The re-
sult follows by a straightforward application of Lemma 3.8 to the bounded family
(x∗∗u¯ )u¯∈I×I1×...×Iℓ−1 . 
The next result will allow us to obtain applications to coarse Lipschitz embed-
dings between Banach spaces. In order to simplify notation, we introduce one more
piece of terminology. Let M ⊂ N be infinite and k ∈ N. Define
Ik(M) = {(n¯, m¯) ∈ [M]
k × [M]k | n1 < m1 < . . . < nk < mk}.
Theorem 3.10. Let p ∈ (1,∞]. If a Banach space X has KR(p), then X(2ℓ) has
the alternating p-Banach-Saks property for all ℓ ∈ N.
Proof. Fix C > 0 such that X has KR(p, C). Fix ℓ ∈ N and let (zn)n∈N be
a sequence in the unit ball of X(2ℓ). For each s ∈ {1, . . . , ℓ}, let Is = IX(2s) .
Fix an infinite M ⊂ N and let (xu¯)u¯∈M×I1×...×Iℓ be the family in BX given by
Lemma 3.9 applied to (zn)n∈M. Fix k ∈ N, and let f = S(ℓ + 1, k, (xn¯)n¯) and
F = S(1, k, (zn)n∈M). Endowing [M]
k × [I1]k × . . . × [Iℓ]k with the metric dH, we
have Lip(f) ≤ 2.
Let U be a cofinal ultrafilter on N and for each i ∈ {1, . . . , ℓ} let Vi be a cofinal
ultrafilter on Ii. Since X has KR(p, C), it follows that
lim
n¯,m¯,U
lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖f(n¯, u¯)− f(m¯, v¯)‖ ≤ (CLip(f) + C)(ℓ + 1)1/pk1/p.
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In order to simplify notation, let L = 2(CLip(f) +C)(ℓ+1)1/p. Therefore, since U
is cofinal, there exists (n¯, m¯) ∈ Ik(M) so that
(3.3) lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖f(n¯, u¯)− f(m¯, v¯)‖ ≤ Lk1/p.
We now pick i1 ∈ I1, . . . , iℓ ∈ Iℓ and u¯1, v¯1 ∈ [I1]k, . . . , u¯ℓ, v¯ℓ ∈ [Iℓ]k by induc-
tion as follows: let j ∈ {2, . . . , ℓ − 1} and assume that i1 ∈ I1, . . . , ij−1 ∈ Ij−1
and u¯1, v¯1 ∈ [I1]k, . . . , u¯j−1, v¯j−1 ∈ [Ij−1]k had been chosen (the first step of the
induction follows similarly). By our choice of f (see Lemma 3.9), pick ij ∈ Ij so
that
(∀u¯j , v¯j ∈ [Ij ]
k with u¯j , v¯j ≻ ij)
(∃ij+1 ∈ Ij+1)(∀u¯j+1, v¯j+1 ∈ [Ij+1]k with u¯j+1, v¯j+1 ≻ ij+1)
...
(∃iℓ ∈ Iℓ)(∀u¯ℓ, v¯ℓ ∈ [Iℓ]k with u¯ℓ, v¯ℓ ≻ iℓ)
it holds that
‖F (n¯)− F (m¯)‖ −
1
2
≤ ‖f(n¯, u¯)− f(m¯, v¯)‖.
Since Vj is cofinal in Ij , by (3.3), there exists u¯j , v¯j ∈ [Ij ]k with u¯j, v¯j ≻ ij so that
lim
u¯j+1,v¯j+1,Vj+1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖f(n¯, u¯)− f(m¯, v¯)‖ ≤ Lk1/p +
j
2ℓ
.
This finishes the induction.
For now on, fix u¯ = (u¯j)
ℓ
j=1 and v¯ = (u¯j)
ℓ
j=1. By the construction of u¯ and v¯, it
follows that
‖f(n¯, u¯)− f(m¯, v¯)‖ ≤ Lk1/p +
1
2
and ‖F (n¯)− F (m¯)‖ ≤ ‖f(n¯, u¯)− f(m¯, v¯)‖+ 1/2. Therefore,
‖F (n¯)− F (m¯)‖ ≤ Lk1/p + 1.
Since M is arbitrary, the argument above shows that, for all infinite M ⊂ N, there
exists (n¯, m¯) ∈ Ik(M) so that ‖F (n¯) − F (m¯)‖ ≤ Lk1/p + 1. By standard Ramsey
theory, we can choose an infinite M ⊂ N so that ‖F (n¯) − F (m¯)‖ ≤ Lk1/p + 1, for
all (n¯, m¯) ∈ Ik(M). By the definition of F , this implies that
‖zn1 − zn2 + . . .+ zn2k−1 − zn2k‖ ≤ Lk
1/p + 1,
for all n¯ = (n1, . . . , n2k) ∈ [M]2k. Since L is independent of k, this gives us that
X(2ℓ) has the alternating p-Banach-Saks property. 
Proof of Theorem 1.1. This is an immediate consequence of Proposition 3.3(ii),
Corollary 3.7 and Theorem 3.10. 
We finish this section with a method to establish whether a Banach space has
co-KR(p).
Theorem 3.11. Let p ∈ [1,∞). Let X be a Banach space and ℓ ∈ N. Assume
that there exists C > 0 such that for every k ∈ N there exists a sequence (zn)n∈N
in C · BX(2ℓ) so that ∥∥∥ k∑
j=1
εjznj
∥∥∥ ≥ k1/p,
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for all (εj)
k
j=1 ∈ {−1, 1}
k and all n1 < . . . < nk ∈ N.
8 Then X has co-KR(p).
Proof. Let C > 0 be as above and for each j ∈ {1, . . . , ℓ} let Ij = IX(2j) . Fix
k ∈ N and let (zn)n be a sequence in C · BX(2ℓ) as in the statement above.
Let (xu¯)u¯∈N×I1×...×Iℓ be the family in C · BX given by Lemma 3.9. Set F =
S(1, k, (zn)n) and f = S(ℓ+ 1, k, (xu¯)u¯).
Notice that, for all n¯, m¯ ∈ [N]k, we have that
F (n¯)− F (m¯) =
d∆(n¯,m¯)∑
j=1
εjzsj ,
for some (εj)
d∆(n¯,m¯)
j=1 ∈ {−1, 1}
d∆(n¯,m¯) and some s1 < . . . < sd∆(n¯,m¯) ∈ N. There-
fore, it follows that
‖F (n¯)− F (m¯)‖ ≥ d∆(n¯, m¯)
1/p,
for all n¯, m¯ ∈ [N]k.
Since (xu¯)u¯ is in C · BX , it follows that Lip(f) ≤ 2C. For each j ∈ {1, . . . , ℓ},
let Vj be a cofinal ultrafilter in Ij . Using the conclusion of Lemma 3.9 for ε = 1, it
follows that,
lim
u¯1,v¯1,V1
. . . lim
u¯ℓ,v¯ℓ,Vℓ
‖f(n¯, u¯)− f(m¯, v¯)‖ ≥ d∆(n¯, m¯)
1/p − 1,
for all n¯, m¯ ∈ [N]k. This shows that X has co-KR(p). 
Corollary 3.12. Let p ∈ [1,∞). Let X be a Banach space such that X(2ℓ) does
not have the alternating Banach-Saks property for some for some ℓ ∈ N. Then X
has co-KR(1).
Proof. This is a trivial consequence of Theorem 3.11 and the fact that a Banach
space does not have the alternating Banach-Saks property if and only if it has an
ℓ1-spreading model (see [Bea79], Section III, Theorem 1). 
4. Banach spaces with separable iterated duals
As mentioned in Section 3, if X is separable, IX∗ can be chosen to be order iso-
morphic to (N,≤). Therefore, the results in the previous sections can be rewritten
so that the families obtained are indexed over [N]k. This not only makes the state-
ments visually more pleasant, but also, since we have the Ramsey theory machinery
for colorings of [N]k, this allow us to obtain stronger results. In this section, we
study those strengthenings and apply those results to the spaces constructed by J.
Lindentrauss in [Lin71] and iterations of those spaces.
Corollary 4.1. Let ℓ ∈ N. Let X be a Banach space so that X(2ℓ−1) is separable.
Let C > 0 and let (zn)n∈N be a sequence in C · BX(2ℓ) . There exists a family
(xn¯)n¯∈[N]ℓ+1 in C · BX so that, for all ε > 0 and all k ∈ N, there exists an infinite
subset M ⊂ N so that, letting f = S(ℓ+1, k, (xn¯)n¯∈[M]ℓ+1) and F = S(1, k, (zn)n∈M),
we have that
‖F (n¯)− F (m¯)‖ − ε ≤ ‖f(n¯, n¯′)− f(m¯, m¯′)‖,
for all (n¯, n¯′), (m¯, m¯′) ∈ [M](ℓ+1)k, with n¯, m¯ ∈ [M]k and n¯′, m¯′ ∈ [M]ℓk.
8This is satisfied if ℓp linearly embeds into X(2ℓ) or, more generally, if X(2ℓ) has an ℓp-spreading
model.
16 B. M. BRAGA
Proof. This is a trivial consequence of Lemma 3.9. Indeed, since X(2ℓ−1) is separa-
ble, X(j) is separable for all j ∈ {1, . . . , 2ℓ− 1}. Hence, without loss of generality,
assume IX(2j) = N, for all j ∈ {1, . . . , ℓ}. So, the output of Lemma 3.9 is a bounded
family (xn¯)n¯∈[N]ℓ+1. The conclusion now follows straightforwardly from standard
Ramsey theory and the property satisfied by (xn¯)n¯∈[N]ℓ+1 in Lemma 3.9. 
In [GK04], the authors introduced the compression modulus of a metric space
into another. We now introduce a variant of this modulus which will give us infor-
mation regarding the compression of the family ([N]k)∞k=1 into a metric space (X, d).
This should be seen as a countable version of co-KR(p) which gives us better tools
to work with Banach spaces with separable iterated duals.
Definition 4.2. Let ℓ ∈ N and (X, d) be metric space. Define κ(X, ℓ) as the
supremum of all α ∈ [0, 1] for which there exist L ≥ 1 such that for all k ∈ N there
exists a map f : [N]ℓk → X so that
1
L
· d∆(n¯, m¯)
α − L ≤ d
(
f(n¯, n¯′), f(m¯, m¯′)
)
≤ L · dH
(
(n¯, n¯′), (m¯, m¯′)
)
,
for all (n¯, n¯′), (m¯, m¯′) ∈ [N]ℓk with n¯, m¯ ∈ [N]k and n¯′, m¯′ ∈ [N](ℓ−1)k. Define
κ(X) = supℓ∈N κ(X, ℓ).
Similarly as we have with co-KR(p), the modulus κ(X) is stable under coarse
Lipschitz embeddings. Precisely, we have the following trivial proposition.
Proposition 4.3. Let (X, d) be a metric space and ℓ ∈ N. The following hold.
(i) X has co-KR(p), for all p ∈ [1,∞) with p > κ(X)−1.
(ii) If (Y, ∂) is a metric space so that X coarse Lipschitzly embeds into Y , then
κ(Y, ℓ) ≥ κ(X, ℓ).

Corollary 4.4. Let ℓ ∈ N and p ∈ [1,∞). Let X be a Banach space so that X(2ℓ−1)
is separable and let (zn)n∈N be a bounded sequence in X
(2ℓ) so that∥∥∥ k∑
j=1
εjznj
∥∥∥ ≥ k1/p,
for all k ∈ N, all (εj)kj=1 ∈ {−1, 1}
k and all n1 < . . . < nk ∈ N. Then κ(X, ℓ+1) ≥
1/p.
Proof. This follows analogously to the proof of Theorem 3.11 but using Corollary
4.1 instead of Lemma 3.9, 
For the remainder of this section, we discuss some applications of our work to the
class of spaces constructed by J. Lindenstrauss in [Lin71]. Precisely, let p ∈ (1,∞),
let X be a separable Banach space and fix a dense sequence (xn)n in ∂BX . Define
Y by letting
Y =
{
(λn)n ∈ R
N | ‖(λn)n‖Y := sup
0=p0<...<pk
( k∑
j=1
∥∥∥ pj∑
n=pj−1+1
λnxn
∥∥∥p
X
)1/p
<∞
}
.
The space (Y, ‖ · ‖Y ) is a Banach space and if (λn)n ∈ Y , then
∑
n λnxn converges.
Let Q : Y → X be the bounded linear map Q((λn)n) =
∑
n λnxn and define
Zp,X = ker(Q).
ASYMPTOTICALLY UNIFORMLY SMOOTHNESS AND NONLINEAR GEOMETRY 17
J. Lindenstrauss showed that Z∗∗p,X/Zp,X = X and Z
∗∗∗
p,X = Z
∗
p,X ⊕X
∗ (see [Lin71],
Theorem in Page 279 and Corollary 1). In particular, Zp,X and Z
∗
p,X are both
separable. Furthermore, it was proven in Theorem 2.1 of [CL17] that Zp,X is p-
AUSable and that Z∗p,X is p
′-AUSable, where p′ is the conjugate of p, i.e., 1/p +
1/p′ = 1.9 In particular, if X is infinite dimensional, those spaces are not quasi-
reflexive. Therefore, it is natural to look at those spaces when looking for counter-
examples for the existence of concentration inequalities. We dedicate the rest of
this section to this task.
Remark 4.5. Notice that the definition of Zp,X depends on the sequence (xn)n. By
abuse of notation, for now on we forget about (xn)n. Although the space Zp,X may
depend on the sequence, the properties the space has which interest us do not.
Corollary 4.6. Let p ∈ (1,∞), q ∈ [1,∞) and q′ ∈ (1,∞], with 1/q + 1/q′ = 1.
The following holds.
(i) κ(Zp,ℓq , 2) ≥ 1/q.
(ii) κ(Z∗p,ℓq , 2) ≥ 1/q
′.
(iii) κ(Z∗p,c0 , 2) = 1.
(iv) κ(Zp,c0 , 3) = 1.
Moreover, the supremums above are all attained.
Proof. (i) Since Z∗∗p,ℓq/Zp,ℓq = ℓq, Z
∗∗
p,ℓq
/Zp,ℓq contains a sequence equivalent to the
standard ℓq-basis. Let (zn)n be a bounded sequence in Z
∗∗
p,ℓq
so that ([zn])n is
equivalent to the ℓq-basis, where z ∈ Z∗∗p,ℓq 7→ [z] ∈ Z
∗∗
p,ℓq
/Zp,ℓq is the standard
quotient map. Then, for some C > 0, it follows that∥∥∥ k∑
j=1
znj
∥∥∥ ≥ Ck1/p,
for all k ∈ N, all (εj)kj=1 ∈ {−1, 1}
k and all n1 < . . . < nk ∈ N. The result follows
immediately from Corollary 4.4 applied to (zn)n∈N.
(ii) and (iii) Since Z∗∗∗p,ℓq = Z
∗
p,ℓq
⊕ ℓq′ (resp. Z∗∗∗p,c0 = Z
∗
p,c0 ⊕ ℓ1), let (zn)n∈N be a
sequence in Z∗∗∗p,ℓq (resp. Z
∗∗∗
p,c0) which is equivalent to the standard ℓq′ -basis (resp.
ℓ1-basis) and apply Corollary 4.4.
(iv) Since Z∗∗∗p,c0 = Z
∗
p,c0 ⊕ ℓ1, it follows that Z
(4)
p,c0 = Z
∗∗
p,c0 ⊕ ℓ∞. Let (zn)n∈N be a
sequence in Z
(4)
p,ℓq
equivalent to the standard ℓ1-basis and apply Corollary 4.4. 
If one wants to obtain a strengthening of Theorem 3.6 to some class of non-
quasi-reflexive spaces, a natural strategy is to look for weakenings for the property
dim(X∗∗/X) <∞, e.g., X is complemented in X∗∗, X∗∗/X is reflexive, X∗∗/X is
AUSable, etc. Corollary 4.6 gives us counter-examples for some of those weakenings.
Corollary 4.7. Let p ∈ (1,∞). The following holds.
(i) For any q ∈ (1,∞), there exists a p-AUSable Banach space X which is comple-
mented in its bidual, X∗∗/X is reflexive and q-AUSable, but X has co-KR(q).
(ii) There exists a p-AUSable Banach space X so that X∗∗/X is q-AUSable for
all q ∈ (1,∞), but X has co-KR(1).
9Those resutls were actually only proven for p = p′ = 2 in [Lin71] and [CL17], but a simple
adaptation of their prove give us this general result.
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(iii) There exists a p-AUSable Banach space X complemented in its bidual, but so
that X has co-KR(1).

Corollary 4.7(i) suggests that in order to obtain a non-quasi-reflexive Banach
space X which has KR(p), one should at least restrict themselves to p-AUSable
Banach spaces X which are complemented in their biduals and so that X∗∗/X is
p-AUSable. That is, simply requiring X∗∗/X to be q-AUSable for some q < p is not
enough. Unfortunately, as we see below, those requirements are still not enough
(at least if one does require X∗∗/X to be reflexive).
Fix p ∈ (1,∞). Given a separable Banach space X , define inductively a finite
sequence of Banach spaces with separable dual (Ei(p,X))
∞
i=0 by setting
E0(p,X) = Zp,X and Ei+1(p,X) = E0(p,Ei(p,X)),
for all i ∈ N. We now list some properties of (Ei(p,X))∞i=0 which follow straight-
forwardly from the results in [Lin71] and [LR17] mentioned above. In what follows,
p′ denotes the conjugate of p.
(i) Ei(p,X) is p-AUSable, for all i ∈ N ∪ {0}.
(ii) E∗i (p,X) is p
′-AUSable, for all i ∈ N ∪ {0}.
(iii) E∗∗i (p,X)/Ei(p,X) = Ei−1(X, p), for all i ∈ N.
(iv) E∗∗∗i (p,X) = E
∗
i (p,X)⊕ E
∗
i−1(p,X), for all i ∈ N.
Some less trivial properties of the spaces (Ei(p,X))
∞
i=0 will be needed. For this, we
have the next lemma.
Lemma 4.8. Let p, p′ ∈ (1,∞), with 1/p+ 1/p′ = 1, let X be a separable Banach
space and consider the family (Ei(p,X))
∞
i=0 defined above. Fix ℓ ∈ N. The following
holds.
(v) E
(2ℓ+2)
ℓ (p,X) is separable,
(vi) E
(2ℓ+1)
ℓ (p,X) is p
′-AUSable, and
(vii) E
(2ℓ+3)
ℓ (p,X) = X
∗ ⊕ Z, for some p′-AUSable Banach space Z.
Proof. The proof is a simple induction on ℓ. First of all, notice that (v) and (vi)
are equivalent to
(viii) E
(2j+2)
ℓ (p,X) is separable, for all j ∈ {0, . . . , ℓ}, and
(ix) E
(2j+1)
ℓ (p,X) is p
′-AUSable, for all j ∈ {0, . . . , ℓ},
respectively. We shall now prove (vii), (viii) and (ix) for ℓ.
Say ℓ = 0. Since both E0(p,X) and E
∗∗
0 (p,X)/E0(p,X) = X are separable,
so is E∗∗0 (p,X). As E0(p,X) = Zp,X , E
∗
0 (p,X) is p
′-AUSable and E∗∗∗0 (p,X) =
E∗0 (p,X)⊕X
∗. So, the result follows for ℓ = 0. Say the result holds for ℓ− 1 and
let us show that it holds for ℓ.
As in the case ℓ = 0, E∗∗ℓ (p,X) is clearly separable. Hence, since (ii) implies
that (ix) holds for j = 0, it follows that (viii) and (ix) hold for j = 0 and ℓ. An
induction within the induction now takes place. Fix j ∈ {1, . . . , ℓ} and assume that
(viii) and (ix) hold for j − 1. By (iv),
E
(2j+2)
ℓ (p,X) = E
(2(j−1)+2)
ℓ (p,X)⊕ E
(2(j−1)+2)
ℓ−1 (p,X).
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The induction hypotheses imply that both E
(2(j−1)+2)
ℓ (p,X) and E
(2(j−1)+2)
ℓ−1 (p,X)
are separable, so E
(2j+2)
ℓ (p,X) is also separable and (viii) holds. By (iv),
E
(2j+1)
ℓ (p,X) = E
(2(j−1)+1)
ℓ (p,X)⊕ E
(2(j−1)+1)
ℓ−1 (p,X).
By the induction hypotheses, the spaces E
(2(j−1)+1)
ℓ (p,X) and E
(2(j−1)+1)
ℓ−1 (p,X)
are p′-AUSable, so E
(2j+1)
ℓ (p,X) is p
′-AUSable. This finishes the second induction
and it shows that (viii) and (ix) hold for all j ≤ ℓ.
Using (iv) once again, it follows that
E
(2ℓ+3)
ℓ (p,X) = E
(2ℓ+1)
ℓ (p,X)⊕ E
(2(ℓ−1)+3)
ℓ−1 (p,X).
Since (ix) holds, E
(2ℓ+1)
ℓ (p,X) is p
′-AUSable. By our (first) induction hypothesis,
E
(2(ℓ−1)+3)
ℓ−1 (p,X) = X
∗⊕Z, for some p′-AUSable Banach space Z. Therefore, (vii)
holds. 
Corollary 4.9. Let p ∈ (1,∞) and X be a dual space with separable predual. For
all ℓ ∈ N, there exists a dual Banach space E := E(p, ℓ,X) with the following
properties
(i) E(2ℓ+1) is separable,
(ii) E(2ℓ) is p-AUSable, and
(iii) E(2ℓ+2) = X ⊕ Z, for some p-AUSable Banach space Z.
In particular, for all ℓ ∈ N, there exists a Banach space E which is complemented
in its bidual, E(2ℓ) is p-AUSable and κ(E) = 1.
Proof. Fix p ∈ (1,∞), X and ℓ ∈ N. Let p′ be the conjugate of p and let X∗ be a
separable predual of X . Let E = E∗ℓ (p
′, X∗). The result follows from Lemma 4.8.
For the last statement, simply take E = E(p, ℓ, ℓ1) and apply Corollary 4.4. 
5. Weakly sequentially homeomorphic Lipschitz equivalence
The purpose of this section is to show that the concept of coarse Lipschitz em-
beddability by weakly sequentially continuous maps is strictly weaker than isomor-
phic embeddability (Theorem 1.2). For that, we show that the famous example
of (non-separable) Lipschitz isomorphic spaces which are not linearly isomorphic
constructed in [AL78] is also an example of non-isomorphic spaces which are weakly
sequentially homeomorphically Lipschitzly equivalent.
Let I be a set. Denote by c00(I) the set of all finitely supported maps I → R
and let c0(I) be the completion of c00(I) endowed with the supremum norm.
Proposition 5.1. There exist a weakly sequentially continuous Lipschitz map f :
c0(2
ℵ0)→ ℓ∞ and a bounded linear map q : ℓ∞ → c0(2ℵ0) so that q ◦ f = Idc0(2ℵ0 ).
Proof. We show that a certain map f : c0(2
ℵ0) → ℓ∞ constructed in [AL78] is
weakly sequentially continuous. Precisely, let I be an index set with the cardinality
of the continuum and let (Ai)i∈I be a family on infinite subsets of N such that
Ai ∩ Aj is finite, for all i 6= j in I. Let (ei)i∈I denote the standard unit basis
of c0(I). Fix x =
∑
i∈I x(i)ei ∈ c0(I), with x(i) ≥ 0 for all i ∈ I, and let us
define f(x) ∈ ℓ∞. Notice that {i ∈ I | x(i) 6= 0} is countable. Therefore, there
exists a sequence of distinct elements (in)n in I so that x =
∑∞
n=1 x(in)ein and
x(in+1) ≤ x(in), for all n ∈ N. Define f(x) ∈ ℓ∞ by letting
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f(x)(k) =


x(i1), if k ∈ Ai1 ,
x(in), if k ∈ Ain \ ∪
n−1
m=1Aim ,
0, if k 6∈ ∪∞m=1Aim ,
for all k ∈ N. One can easily verify that this definition is independent of the choice
of (in)n.
For an arbitrary x =
∑
i∈I x(i)ei ∈ c0(I), define I+ = {i ∈ I | x(i) > 0} and
I− = {i ∈ I | x(i) < 0}. Then, write x = x+ − x−, where x+ =
∑
i∈I+
x(i)ei
and x− = −
∑
i∈I−
x(i)ei. We set f(x) = f(x
+) − f(x−), for all x ∈ c0(I). This
completes the definition of f . It was proved in [AL78], page 282, that Lip(f) ≤ 2.
The dual space ℓ∗∞ is isometrically isomorphic to the space of all finitely additive
finite signed measures µ on N with bounded variation and so that every finite
subset of N is µ-null. The norm of an element µ ∈ ℓ∞ is its total variation, and the
functional evaluation µ(ξ), for ξ ∈ ℓ∞, is given by integration, i.e., µ(ξ) =
∫
ξdµ
(see [DS88], page 296, Theorem 16).
Claim 1. Let µ ∈ ℓ∗∞ and x =
∑
i∈I x(i)ei ∈ c0(I). Then
µ(f(x)) =
∑
i∈I
x(i)µ(Ai).
Proof. Write x+ =
∑∞
n=1 x(in)ein , where (in)n is a sequence of distinct elements of
I such that x(in+1) ≤ x(in), for all n ∈ N. For each n ∈ N, the set Ain∩(∪
n−1
m=1Aim)
is finite. Hence, since finite subsets of N are µ-null, it follows that
µ
(
f
( N∑
n=1
x(in)ein
))
=
N∑
n=1
x(in)µ
(
Ain \ ∪
n−1
m=1Aim
)
=
N∑
n=1
x(in)µ(Ain),
for all N ∈ N. Hence, since x+ = limN
∑N
n=1 ainein , the continuity of f implies
that
µ(f(x+)) =
∞∑
n=1
x(in)µ(Ain) =
∑
i∈I+
x(i)µ(Ai).
Similarly, we have that µ(f(x−)) =
∑
i∈I−
x(i)µ(Ai), and the claim is proved. 
Claim 2. f is weakly sequentially continuous.
Proof. We only need to show that if (xn)n is a weakly convergent sequence in
c0(I) so that xn = x
+
n , for all n ∈ N, then w- limn f(xn) = f(w- limn xn). Indeed,
let (xn)n be an arbitrary weak convergent sequence in c0(I), say x = w- limn xn.
Since weak convergence in bounded subsets of c0(I) is equivalent to pointwise con-
vergence, it follows that w- limn x
+
n = x
+ and w- limn x
−
n = x
−. Therefore, if
w- limn f(x
+
n ) = f(x
+) and w- limn f(x
−
n ) = f(x
−), it follows that w- limn f(xn) =
f(x). Also, by the Jordan decomposition theorem (see [DS88], page 98, Theorem 8),
every µ ∈ ℓ∗∞ can be written as µ = µ
+−µ−, where µ+, µ− ∈ ℓ∗∞ are positive finitely
additive measures. Hence, in order to verify that w- limn f(xn) = f(w- limn xn),
we can restrict ourselves to positive finitely additive measures.
Fix a weakly convergent sequence (xn)n in Bc0(I) so that xn = x
+
n , for all n ∈ N.
Say x = w- limn xn. Fix a positive finitely additive measure µ ∈ ℓ∞. Since f is
uniformly continuous, without loss of generality, assume that supp(xn) := {i ∈ I |
xn(i) 6= 0} is finite, for all n ∈ N. Assume for a contradiction that (µ(f(xn)))n
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does not converge to µ(f(x)). Then, by going to a subsequence, there exists ε > 0
so that |µ(f(x)) − µ(f(xn))| > ε, for all n ∈ N.
By Claim 1, µ(f(x)) =
∑
i∈I x(i)µ(Ai). Hence, pick a finite subset F ⊂ I
such that
∑
i∈I\F x(i)µ(Ai) < ε/3. We construct an increasing sequence of natural
numbers (nk)k and a disjoint sequence (Fk)k of finite subsets of I by induction on
k as follows. Since (xn)n converges to x coordinatewise, pick n1 ∈ N such that∣∣∣∑
i∈F
x(i)µ(Ai)−
∑
i∈F
xn1(i)µ(Ai)
∣∣∣ < ε
3
.
Let F1 = supp(xn1) \ F . Assume (ns)
k−1
s=1 and (Fs)
k−1
s=1 have been defined. Let
F ′ = F ∪ F1 ∪ . . . Fk−1 and pick nk > nk−1 such that∣∣∣ ∑
i∈F ′
x(i)µ(Ai)−
∑
i∈F ′
xnk(i)µ(Ai)
∣∣∣ < ε
3
.
Let Fk = supp(xnk ) \ F
′. This finishes the definition of (nk)k and (Fk)k.
Let E1 = F and for each k > 1 set Ek = F ∪ F1 ∪ . . .∪ Fk−1. By the definitions
of (nk)k and (Fk)k, it follows that supp(xnk) ⊂ Fk ⊔Ek and F ⊂ Ek, for all k ∈ N.
Moreover, using Claim 1, we have that∑
i∈Fk
xnk(i)µ(Ai) ≥ |µ(xnk )− µ(x)| −
∣∣∣ ∑
i∈Ek
x(i)µ(Ai)−
∑
i∈Ek
xnk(i)µ(Ai)
∣∣∣
−
∑
i∈I\Ek
x(i)µ(Ai)
≥ ε−
ε
3
−
ε
3
=
ε
3
,
for all k ∈ N. Notice that µ(∪i∈EAi) =
∑
i∈E µ(Ai), for all finite subsets E ⊂ I.
Therefore, since the sequence (Fk)k is disjoint and since xn(i) ≤ 1, for all n ∈ N
and all i ∈ I, this shows that
µ(N) ≥ µ
(⋃
{Ai | i ∈ ∪
k
s=1Fs}
)
=
k∑
s=1
∑
i∈Fs
µ(Ai)
≥
k∑
s=1
∑
i∈Fs
xns(i)µ(Ai)
≥
εk
3
,
for all k ∈ N. Since ‖µ‖ <∞, i.e., µ has finite total variation, this is a contradiction.

Let q0 : ℓ∞ → ℓ∞/c0 be the quotient map. Then, it is clear that T : ei ∈ c0(I) 7→
q0(χAi) ∈ ℓ∞/c0 defines a linear isometry between c0(I) and span{q0(χAi) | i ∈ I}.
Define q = T−1 ◦ q0. Clearly, q ◦ f = Idc0(I) and this finishes the proof. 
Proof of Theorem 1.2. Let g : c0(2
ℵ0) → ℓ∞ and q : ℓ∞ → c0(2ℵ0) be given by
Proposition 5.1. Let X = c0⊕c0(2ℵ0) and Y = q−1(c0(2ℵ0)), and define f : X → Y
by letting f(x, z) = x+ g(z), for all (x, z) ∈ X . Then f−1(y) = (y− g ◦ q(y), q(y)),
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for all y ∈ Y . The map f is a weakly sequentially continuous Lipschitz equivalence.
Since c0(2
ℵ0) does not linearly embed in ℓ∞, this finishes the proof. 
6. Weakly sequentially continuous coarse Lipschitz embeddings
In this section, we make use of the machinery of weakly null trees in Banach
spaces and its relation with p-asymptotic uniform smoothness in order to study
weakly sequentially continuous embeddings. The main goal of this section is to
show that, in the class of Banach spaces with separable dual, AUSableness is stable
under coarse Lipschitz embeddability by weakly sequentially continuous maps (see
Theorem 1.4).
6.1. Weakly null tree properties and asymptotic uniform smoothness.
Asymptotic uniform smoothness is closely related to properties regarding weakly
null trees in Banach spaces. In this subsection, we introduce those notions and
proof the necessary results so we can obtain Theorem 1.4.
Definition 6.1. Let X be a Banach space, B ⊂ X and let M ⊂ N be an infinite
subset. A family (xn¯)n¯∈[M]≤k in B is a tree in B and its height is defined to be k.
The tree (xn¯)n¯∈[M]≤k is a weakly null tree if the sequence (xn¯,n)n>n¯ is weakly null
for all n¯ ∈ [M]≤k−1 ∪ {∅}.
The next definition is a “tree-like” version of the weak p-Banach-Saks property.
Definition 6.2. Let p ∈ (1,∞] and C > 0. A Banach space X has the tree-p-
Banach-Saks property with constant C if given any k ∈ N and any weakly null tree
(xn¯)n¯∈[N]≤k in ∂BX there exists n¯ = (n1, . . . , nk) ∈ [N]
k so that
∥∥∥ k∑
j=1
xn1,...,nj
∥∥∥ ≤ Ck1/p
(if p =∞, we use the convention 1/∞ = 0). We say that X has the tree-p-Banach-
Saks property if X has the tree-p-Banach-Saks property with constant C for some
C > 0.
Standard Ramsey theory implies that, for some infinite subset M ⊂ N, we can
assume that ‖
∑k
j=1 xn1,...,nj‖ ≤ Ck
1/p, for all n¯ ∈ [M]k, in the definition above.
Moreover, the following holds.
Proposition 6.3. Let p ∈ (1,∞], C > 0 and X be a Banach space. The following
are equivalent.
(i) X has the tree-p-Banach-Saks property with constant C.
(ii) for every weakly null tree (xn¯)n¯∈[N]≤k in X there exists an infinite subset
M ⊂ N so that ∥∥∥ k∑
j=1
εjxn1,...,nj
∥∥∥ ≤ Ck1/p,
for all n¯ ∈ [M]k and all ε1, . . . , εk ∈ {−1, 1}k.
Proof. (ii) implies (i) is trivial. Let us show that (i) implies (ii). Let (xn¯)n¯∈[N]≤k
be a weakly null tree in ∂BX . Notice that, for any ε¯ = (ε1, . . . , εk) ∈ {−1, 1}
k, the
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tree (zn¯)n¯∈[N]≤k , where zn¯ = εjxn¯ for all n¯ ∈ [N]
≤k, is a normalized weakly null
tree. Therefore, as |{−1, 1}k| is finite, there exists an infinite subset M ⊂ N so that∥∥∥ k∑
j=1
εjxn1,...,nj
∥∥∥ ≤ Ck1/p,
for all n¯ ∈ [M]k, and all ε1, . . . , εk ∈ {−1, 1}. 
Remark 6.4. Clearly, if X has the tree-p-Banach-Saks property, then X has the
weak p-Banach-Saks property. Indeed, let (xn)n be a normalized weakly null se-
quence in X . For each n¯ = (n1, . . . , nj) ∈ [N]≤k let yn¯ = xnj . So, (yn¯)n¯∈[N]≤k is
a normalized weakly null tree. Using that X has the tree-p-Banach-Saks property
applied to the tree (yn¯)n¯∈[N]≤k , one gets the desired subsequence of (xn)n.
Definition 6.5. Let p ∈ (1,∞] and C > 0. A Banach space X satisfies upper
ℓp-tree estimates with constant C if given any k ∈ N and any weakly null tree
(xn¯)n¯∈[N]≤k in ∂BX there exists n¯ ∈ [N]
k so that
∥∥∥ k∑
j=1
ajxn1,...,nj
∥∥∥ ≤ C( k∑
j=1
|aj |
p
)1/p
,
for all a1, . . . , ak ∈ R (if p =∞, we use the convention (
∑k
j=1 |aj |
p)1/p = maxj |aj |) .
We say that X satisfies upper ℓp-tree estimates if X satisfies upper ℓp-tree estimates
with constant C for some C > 0.
Similarly to Proposition 6.3, Ramsey theory implies that X satisfies upper ℓp-
tree estimates with constant C if and only if given k ∈ N and a weakly null tree
(xn¯)n¯∈[N]≤k in ∂BX there exists an infinite subset M ⊂ N so that∥∥∥ k∑
j=1
ajxn1,...,nj
∥∥∥ ≤ C( k∑
j=1
|aj |
p
)1/p
,
for all n¯ ∈ [M]k and all a1, . . . , ak ∈ R.
Proposition 6.6. Let p ∈ (1,∞) and let X be a Banach space. The following
holds.
(i) If X is p-AUSable, then X has the tree-p-Banach-Saks property.
Moreover, if X has separable dual, the following holds.
(ii) If X satisfies upper ℓp-tree estimates, then X is p
′-AUSable, for all p′ ∈ (1, p).
Proof. (i) Consider X endowed with a norm making X into a p-AUS space. By
[DGJ09], Proposition 1.9, there exists C > 1 so that
(6.1) lim sup
n
‖x+ xn‖
p ≤ ‖x‖p + C lim sup
n
‖xn‖
p,
for all x ∈ X and all weakly null sequence (xn)n in X . Let us show that X has the
tree-p-Banach-Saks property with constant C˜, for all C˜ > C1/p. The proof follows
by induction on the height of weakly null trees in ∂BX . For k = 1, the result is
trivial. Assume it holds for k− 1. Let (xn¯)n¯∈[N]≤k be a weakly null tree in ∂BX , so
(xn¯)n¯∈[N]≤k−1 is a weakly null tree in ∂BX of height k − 1. Fix C˜ > C
1/p. By the
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induction hypothesis and Proposition 6.3, pick an infinite subset M ⊂ N so that∥∥∥ k−1∑
j=1
xn1,...,nj
∥∥∥ ≤ C˜(k − 1)1/p,
for all n¯ ∈ [M]k−1. Fix n¯0 = (n1, . . . , nk−1) ∈ [M]k−1. Letting x =
∑k−1
j=1 xn1,...,nj ,
(6.1) implies that
lim sup
nk
∥∥∥ k−1∑
j=1
xn1,...,n) + xn1,...,nk−1,nk
∥∥∥p ≤ ∥∥∥ k−1∑
j=1
xn1,...,nj
∥∥∥p + C
≤ C˜pk
As C˜ > C1/p was arbitrary, the result follows.
(ii) If X satisfies upper ℓp-tree estimates, then it is trivial to check that X
satisfies (2) of Theorem 3 of [OS06].10 Hence, by the proof of (2)⇒(3) of Theorem
3 of [OS06], if follows that X is p′-AUSable, for all p′ ∈ (1,∞). 
The next lemma follows by a simple induction on k ∈ N, so we omit its proof.
Lemma 6.7. Let V be a normed vector space and e1, . . . , ek ∈ V . Then, for all
a1, . . . , ak ∈ [−1, 1],
k∑
j=1
ajej ∈ conv
{ k∑
j=1
εjej | ε1, . . . , εk ∈ {−1, 1}
}
.
In particular, if M > 0 is such that ‖
∑k
i=1 εiei‖ ≤M , for all ε1, . . . , εk ∈ {−1, 1},
then ‖
∑k
i=1 aiei‖ ≤ LM , for all a1, . . . , ak ∈ [−L,L].
Lemma 6.8. Let p ∈ (1,∞), C > 0, and k ∈ N. Let (xn)kn=1 be a finite sequence
in a normed space with the following property: for all l ∈ {1, . . . , k}, and all m1 <
. . . < ml ∈ {1, . . . , k}, it holds that∥∥∥ l∑
j=1
εjxmj
∥∥∥ ≤ Cl1/p,
for all ε1, . . . , εl ∈ {−1, 1}. Then, for all ε ∈ (0, p − 1), there exists a constant
C˜ = C˜(p, C, ε) so that∥∥∥ k∑
n=1
anxn
∥∥∥ ≤ C˜( k∑
n=1
|an|
p−ε
)1/(p−ε)
,
for all a1, . . . , ak ∈ R.
Proof. Fix ε ∈ (0, p − 1). Let (xn)kn=1 a finite sequence as above. Let a¯ =
(a1, . . . , ak) ∈ ∂Bℓkp . So, ‖a¯‖ℓkp−ε ≥ 1 and |ai| ≤ 1, for all i ∈ {1, . . . , k}. For
each j ∈ N, let Fj = {i | |ai| ∈ (2−j , 21−j]}. Then, Lemma 6.7 implies that
10Altought this is straightforward, introducing the necessary notation would increase the size of
these notes significantly. Therefore, since those notions will not be used elsewhere in this paper,
we simply refer the reader to [OS06].
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∥∥∥ k∑
n=1
aixi
∥∥∥ ≤∑
j∈N
∥∥∥ ∑
n∈Fj
aixi
∥∥∥
≤
∑
j∈N
C21−j |Fj |
1/p
≤ 2C
∑
j∈N
( ∑
i∈Fj
|ai|
p
)1/p
= 2C
∑
j∈N
( ∑
i∈Fj
|ai|
p−ε · |ai|
ε
)1/p
≤ 2C
∑
j∈N
2(1−j)ε/p ·
(∑
i∈Fj
|ai|
p−ε
)1/p
Let p′ ∈ (1,∞) be the conjugate of p, i.e., 1/p+1/p′ = 1. Using Hölder’s Inequality
to the equation above,∥∥∥ k∑
n=1
aixn
∥∥∥ ≤ 2C(∑
j∈N
2(1−j)εp
′/p
)1/p′
·
( k∑
i=1
|ai|
p−ε
)1/p
= C˜
( k∑
i=1
|ai|
p−ε
) 1
p−ε
· p−ε
p
≤ C˜
( k∑
i=1
|ai|
p−ε
) 1
p−ε
,
where
C˜ = 2C
(∑
j∈N
2(1−j)εp
′/p
)1/p′
.
As this holds for all a¯ ∈ ∂Bℓkp , this finishes the proof. 
Corollary 6.9. Let p ∈ (1,∞]. Let X be a Banach space with the tree-p-Banach-
Saks property.
(i) If p ∈ (1,∞), then X satisfies upper ℓp′-tree estimates, for all p
′ ∈ (1, p). In
particular, if X has separable dual, then X is p′-AUSable, for all p′ ∈ (1, p).
(ii) If p =∞, then X satisfies upper ℓ∞-tree estimates.
Proof. (i) Let C > 0 be a constant witnessing that X has the tree-p-Banach-Saks
property. Let (xn¯)n¯∈[N]≤k be a weakly null sequence in ∂BX . As X has the tree
p-Banach-Saks property with constant C, one gets that given m1 < . . . < ml ∈
{1, . . . , k} and M ⊂ N, there exists n¯ ∈ [M]k such that∥∥∥ l∑
i=1
εixnm1 ,...,nmi
∥∥∥ ≤ Cl1/p,
for all ε = (εi)i ∈ {−1, 1}l. Since |{1, . . . , k}|≤k is finite, by Ramsey theory, there
exists an infinite M ⊂ N so that the inequality above holds for all m1 < . . . < ml ∈
{1, . . . , k} and all n¯ ∈ [M]k. By Lemma 6.8, the result follows.
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The last statement follows from Proposition 6.6(ii).
(ii) The proof follows very similarly to the proof of Item (i). The only difference
being that Lemma 6.8 is not needed, instead, we only need to use Lemma 6.7. 
6.2. Nonlinear weakly sequentially continuous embeddings and AUSness.
We now use the results above to obtain a stability result for weakly sequentially
continuous coarse Lipschitz embeddings.
Theorem 6.10. Let p ∈ (1,∞). Let X and Y be Banach spaces and assume that
Y satisfies upper ℓp-tree estimates. If X coarse Lipschitzly embeds into Y by a map
which is weakly sequentially continuous, then X satisfies upper ℓp′-tree estimates,
for all p′ ∈ (1, p).
Proof. Fix C > 0 so that Y satisfies upper ℓp-tree estimates with constant C.
Let f : X → Y be a weakly sequentially continuous coarse Lipschitz embedding.
Without loss of generality, assume that f(0) = 0. Fix L, ε > 0 so that
(6.2) L−1‖x− y‖ − ε ≤ ‖f(x)− f(y)‖ ≤ L‖x− y‖+ ε, for all x, y ∈ X.
Replacing f with x 7→ f(nx)/n, for n ∈ N large enough, we can assume that
L−1 − ε > 0.
Fix k ∈ N and let (xn¯)n¯∈[N]≤k be a weakly null sequence in ∂BX . Define a tree
(yn¯)n¯∈[N]≤k in Y by setting yn1 = f(xn1), for all n1 ∈ N, and
yn1,...,nj = f(xn1 + . . .+ xn1,...,nj )− f(xn1 + . . .+ xn1,...,nj−1),
for all (n1, . . . , nj) ∈ [N]≤k \ [N]1. As (xn¯)n¯∈[N]≤k is weakly null and as f is weakly
sequentially continuous, it follows that (yn¯)n¯∈[N]≤k is weakly null. By (6.2), ‖yn¯‖ ∈
(L−1 − ε, L + ε), for all n¯ ∈ [N]≤k. Hence, (yn¯)n¯∈[N]≤k is semi-normalized and it
follows that the normalized tree (yn¯/‖yn¯‖)n¯∈[N]≤k is weakly null. By the choice of
C, there exists M ⊂ N so that∥∥∥ k∑
j=1
yn1,...,nj
∥∥∥ ≤ (L + ε)Ck1/p,
for all n¯ ∈ [M]k. Since f(xn1 + . . .+ xn1,...,nk) =
∑k
j=1 yn1,...,nk , (6.2) implies that∥∥∥ k∑
j=1
xn1,...,nj
∥∥∥ ≤ L(L+ ε)Ck1/k + εL,
for all n¯ ∈ [M]k. This shows that X has the tree-p-Banach-Saks property. Hence,
by Corollary 6.9(i), the result holds. 
If p =∞, we obtain results to weakly sequentially continuous coarse embeddings.
Theorem 6.11. Let X and Y be Banach spaces and assume that Y satisfies upper
ℓ∞-tree estimates. If X coarsely embeds into Y by a map which is weakly sequen-
tially continuous, then X satisfies upper ℓ∞-tree estimates.
Proof. We proceed as in Theorem 6.10. Precisely, fix C > 0 so that Y satisfies
upper ℓ∞-tree estimates with constant C. Let f : X → Y be a weakly sequentially
continuous coarse embedding with f(0) = 0. By rescaling f if necessary, assume
that ρf (1) > 0. For some L > 0, if follows that
(6.3) ρf (‖x− y‖) ≤ ‖f(x)− f(y)‖ ≤ L‖x− y‖+ L, for all x, y ∈ X.
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Proceeding as in the proof of Theorem 6.10, it follows that for all weakly null trees
(xn¯)n¯∈[N]≤k in ∂BX , there exists an infinite M ⊂ N such that
ρf
(∥∥∥ k∑
j=1
xn1,...,nk
∥∥∥) ≤ 2LC,
for all n¯ ∈ [M]k. Since f is coarse, this shows that X has the tree-∞-Banach-Saks
property. By Corollary 6.9(ii), X satisfies upper ℓ∞-tree estimates. 
In the case where the target space is c0, the proof of Theorem 6.10 allows us to
get a much stronger result.
Proof of Theorem 1.6. A (slightly) new terminology is needed. A Banach space
X satisfies infinite upper ℓ∞-tree estimates if there exists C > 0 such that for all
weakly null trees (xn¯)n¯∈[N]<ω in ∂BX , there exists n¯ ∈ [N]
ω such that
sup
k
∥∥∥ k∑
i=1
xn1,...,ni
∥∥∥ ≤ C.
Clearly, c0 has this property with 1 + ε for all ε > 0.
Let X be a Banach space not containing ℓ1 and assume that X coarsely embeds
into c0. Proceeding similarly as in the proof of Theorem 6.11, we obtain that X
must satisfy infinite upper ℓ∞-tree estimates. By Theorem 4 of [OS06], X embeds
isomorphically into c0. 
Proof Theorem 1.4. By Proposition 6.6(i) and Corollary 6.9, if Y is p-AUSable,
then Y satisfies upper ℓp′-tree estimates, for all p
′ ∈ (1, p). Hence, by Theorem
6.10, X satisfies upper ℓp′-tree estimates, for all p
′ ∈ (1, p). As X has separable
dual, this gives us that X is p′-AUSable, for all p′ ∈ (1, p) (see Proposition 6.6(ii)).
The last statement follows from the fact that every AUS space is p-AUS, for
some p ∈ (1.∞) (see [Raj13], Theorem 1.2). 
A Banach space X is asymptotic-ℓ∞ if there exists C > 0 such that for all k ∈ N,
∃X1 ∈ cof(X), ∀x1 ∈ ∂BX1 , . . . , ∃Xk ∈ cof(X), ∀xk ∈ ∂BXk
the finite sequence (xn)
k
n=1 is C-equivalent to the standard basis of ℓ∞.
11
Proposition 6.12. Let X be a separable Banach space not containing ℓ1 and sat-
isfying upper ℓ∞-estimates. Then X is asymptotic-ℓ∞.
Proof. Let (z
(i)
j )j,i∈N be an asymptotic model generated by normalized weakly null
array, i.e., (z
(i)
j )j,i∈N is a family in ∂BX such that (i) w- limj z
(i)
j = 0, for all i ∈ N,
(ii) there exist a sequence of positive reals (εk)k converging to zero and a sequence
(ei)i in some Banach space E such that for all k ∈ N, all (ai)ki=1 ∈ [−1, 1]
n and all
k ≤ n1 < . . . < nk ∈ N it follows that∣∣∣∥∥∥ k∑
i=1
aiz
(i)
ni
∥∥∥− ∥∥∥ k∑
i=1
aiei
∥∥∥
E
∣∣∣ < εk.
Fix (ei)i and (εk)k as above.
Claim 3. The sequence (ei)i is equivalent to the standard unit basis of c0.
11This is often called asymptotic-c0 in the literature.
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Proof. By Proposition 4.1 and Remark 4.7.5 of [FOSZ18], there is no loss of gen-
erality to assume that (ei)i is unconditional. Fix C > 0 so that X satisfies upper
ℓ∞-estimates with constant C, without loss of generality, assume that C ≥ supk εk.
Let k ∈ N and for each n¯ = (n1, . . . , ni) ∈ [N]≤k, let xn¯ = z
(i)
ni . So, (xn¯)n¯∈[N]≤k is a
normalized weakly null tree. By the choice of C, pick n¯ ∈ [N]k with n¯ ≥ k so that
‖
∑k
j=1 xn1,...,nj‖ ≤ C. It follows that ‖
∑k
i=1 ei‖E ≤ 2C. Since the constant 2C is
independent on k and since (ei)i is unconditional, the result follows. 
By Theorem 4.6 of [FOSZ18], this shows that X is asymptotic-ℓ∞. 
It was proved in [BLMS18] that if a Banach space X coarsely embeds into a re-
flexive asymptotic-ℓ∞ space, then X is also reflexive and asymptotic-ℓ∞. Theorem
6.11 and Proposition 6.12 gives us the following related result.
Corollary 6.13. Let X be a separable Banach space not containing ℓ1 and let Y
be a Banach space. Assume that X coarsely embeds into Y by a weakly sequentially
continuous map. If Y is asymptotic-ℓ∞, then X is asymptotic-ℓ∞. 
7. Complexity of some asymptotic notions and applications
In this section, we mainly deal with the the difference between the alternating p-
Banach-Saks property and p-asymptotic uniform smoothness. Precisely, in the first
result of this section, we construct an example of a space which has the alternating
p-Banach-Saks property but does not have an equivalent asymptotically uniformly
smooth norm. Then, we show that those classes have different complexities (Theo-
rem 7.4). We finish this section proving a universality result of independent interest.
More specifically, we show that if a separable Banach space contains all separable
reflexive Banach spaces coarsely, then the space must be coarsely universal (see
Theorem 1.7), i.e., every separable Banach space coarsely embeds into X .
Theorem 7.1. Let p ∈ (1,∞). There exists a separable reflexive Banach space
X which has the alternating p-Banach-Saks property but does not have the tree
q-Banach-Saks property, for any q ∈ (1,∞). In particular, X is not AUSable.
In order to prove Proposition 7.1, we first show that the weak p-Banach-Saks
property is stable under ℓp-sums. Let (Xn, ‖ · ‖n) be a sequence of Banach spaces.
Define the ℓp-sum of (Xn, ‖ · ‖n) as the set of sequences (xn)n, with xn ∈ Xn, for
all n ∈ N, so that
‖(xn)n‖ :=
( ∞∑
n=1
‖xn‖
p
n
)1/p
<∞.
Denote this space by (⊕nXn)ℓp . The norm ‖ ·‖ defined above makes (⊕nXn)ℓp into
a Banach space.
Proposition 7.2. Let p ∈ (1,∞) and C ≥ 1. Let (Xn, ‖ · ‖n)n be a sequence of
Banach spaces such that, for all n ∈ N, Xn has the weak p-Banach-Saks property
with constant C + ε, for all ε > 0. Then (⊕nXn)ℓp has the weak p-Banach-Saks
property with constant C + ε, for all ε > 0.
Before proving Proposition 7.2, let us isolate a remark for future reference.
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Remark 7.3. If X has the weak p-Banach-Saks property with constant C > 0, and
(xn)n is a weakly null sequence such that limn ‖xn‖ = a, then, for all ε > 0, there
exists M ⊂ N such that ∥∥∥ k∑
i=1
xni
∥∥∥ ≤ C(a+ ε)k1/p,
for all k ∈ N and all k ≤ n1 < . . . < nk ∈ M.
Proof of Proposition 7.2. Let (xj)j be a weakly null sequence in the unit ball of
(⊕nXn)ℓp . For each i ∈ N, let Pi : (⊕nXn)ℓp → Xi be the natural projection, and
let (ei)i be the standard basis of ℓp. For each j ∈ N, let zj =
∑
i ‖Pi(xj)‖iei ∈ Bℓp .
As ℓp is reflexive, by taking a subsequence if necessary, assume that z := w- limj zj
exists. Say z =
∑
i aiei, so z ∈ Bℓp .
Fix k ∈ N and ε0 > 0. Let δ ∈ (0, 1) and pickm ∈ N such that ‖
∑
i>m kaiei‖ℓp ≤
δ. Notice that limj ‖Pi(xj)‖i = ai, for all i ∈ N. Hence, passing to a subsequence,
we can assume that
‖zj − z‖ℓp ≤
(
1−
∑
i≤m
api + δ
)1/p
+ δ,
for all j ∈ N. Therefore, as ℓp has the weak p-Banach-Saks property with constant
1 + ε, for all ε > 0, by going to a further subsequence, assume that
‖zn1 + . . .+ znk − kz‖ℓp ≤
((
1−
∑
i≤m
api + δ
)1/p
+ 2δ
)
k1/p,
for all n1 < . . . < nk ∈ N (see Remark 7.3). Hence, by our choice of m,∥∥∥∑
i>m
(
‖Pi(xn1)‖i + . . .+ ‖Pi(xnk)‖i
)
ei
∥∥∥
ℓp
≤
((
1−
∑
i≤m
api + δ
)1/p
+ 2δ
)
k1/p + δ,
for all n1 < . . . < nk ∈ N.
Let γ > 0. As limj ‖Pi(xj)‖ = ai, for all i ∈ N, and as each Xn has the weak
p-Banach-Saks property with constant C + ε, for all ε > 0, pick a sequence M ⊂ N
such that
‖Pi(xn1) + . . .+ Pi(xnk )‖i ≤ C(ai + γ)k
1/p,
for all n1 < . . . < nk ∈M, and all i ∈ {1, . . . ,m} (see Remark 7.3).
As C ≥ 1, we conclude that
‖xn1+ . . .+ xnk‖
p
=
∑
i≤m
‖Pi(xn1 ) + . . .+ Pi(xnk)‖
p
i +
∑
i>m
‖Pi(xn1 ) + . . .+ Pi(xnk)‖
p
i
≤ Cpk
∑
i≤m
(ai + γ)
p +
∑
i>m
(
‖Pi(xn1)‖i + . . .+ ‖Pi(xnk)‖i
)p
≤ Cpk
∑
i≤m
(ai + γ)
p +
((
1−
∑
i≤m
api + δ
)1/p
+ 2δ
)
k1/p + δ
)p
,
for all n1 < . . . < nk ∈ N. The proof finishes by choosing δ and γ small enough. 
Before proving Theorem 7.1, we need to introduce some terminology. This ter-
minology is also used in the proof of Theorem 1.7.
Denote by Tr the set of all trees on N, i.e., T ∈ Tr if and only if (i) T ⊂
{∅} ∪ [N]<ω, (ii) ∅ ∈ T , and (iii) (n1, . . . , nk) ∈ T implies (n1, . . . , nj) ∈ T , for all
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j ∈ {1, . . . , k}. Define a partial order on T by setting (n1, . . . , nj)  (m1, . . . ,mk)
if j ≤ k and ni = mi, for all i ∈ {1, . . . , j}, and setting ∅  n¯, for all n¯ ∈ T . A tree T
is called well-founded if T contains no strictly increasing sequence, and ill-founded
otherwise. Let WF and IF denote the set of all well-founded and ill-founded trees
on N, respectively. A subset I ⊂ T is called a segment if it is linearly ordered with
respect to . We say that I1, I2 ⊂ T are incomparable if neither n¯  m¯ nor m¯  n¯,
for all n¯ ∈ I1, and all m¯ ∈ I2. We refer to [Dod10], Section 1.2, for more on trees.
Let E = (en)n be a basic sequence in a Banach space E. If T ∈ Tr, x =
(x(n¯))n¯∈T ∈ c00(T ), and I is a segment of T , write x|I =
∑
n¯∈I x(n¯)emax(n¯), so
x|I ∈ E. For each p ∈ (1,∞), T ∈ Tr and x ∈ c00(T ), define
‖x‖p,E,T = sup
{( n∑
i=1
∥∥x|Ii∥∥pE
)1/p
| I1, . . . , In incomparable segments of T
}
.
Denote the completion of c00(T ) under the norm ‖.‖p,E,T by Xp,E,T . By abuse of
notation, we write Xp,E,T if the basis of E is clearly specified.
Proof of Theorem 7.1. Fix p ∈ (1,∞) and let E = (en)n denote the standard basis
of ℓ1. Given a tree T ∈ Tr, let Xp,ℓ1,T be the space defined above. An easy
transfinite induction on the order of T (see [Dod10], Section 1.2, for the definition
of the order of a tree T ) and Proposition 7.2 give us that, for all well-founded
trees T ∈ Tr, the space Xp,ℓ1,T has the weak p-Banach-Saks property with constant
1 + ε, for all ε > 0 (see [Bra14], Theorem 14, for a similar transfinite induction).
As the ℓp-sum of reflexive spaces is also reflexive, transfinite induction also gives
us that Xp,ℓ1,T is reflexive, for all well-founded T ∈ Tr. In particular, Xp,ℓ1,T
does not contain ℓ1 for T ∈ WF, and it follows that Xp,ℓ1,T has the alternating
p-Banach-Saks property for all well-founded T ∈ Tr.
For all k ∈ N, let (xn¯)n¯∈[N]≤k be the unitary weakly null tree in Xp,ℓ1,[N]≤k , i.e.,
xn¯(m¯) = 1 if n¯ = m¯, and xn¯(m¯) = 0 if n¯ 6= m¯. Then, for all n¯ ∈ [N]k, we have that∥∥∥ k∑
j=1
xn1,...,nj
∥∥∥ = k.
Therefore, as (xn¯)n¯∈[N]≤k is a weakly null tree, this gives us that, for all q ∈ (1,∞),
the tree q-Banach-Saks constant of Xp,ℓ1,[N]≤k is at least k
1−1/q.
Let S be the Schreier tree, i.e., S = {(n1, . . . , nk) ∈ [N]<ω | k ≤ n1 < . . . < nk}.
Then, as S contains copies of [N]≤k, for all k ∈ N, it follows that Xp,ℓ1,S contains
an isometric copy of Xp,ℓ1,[N]≤k , for all k ∈ N. Hence, as limk k
1−1/q = ∞, for all
q ∈ (1,∞), Xp,ℓ1,S does not have the tree q-Banach-Saks property, for all q ∈ (1,∞).
As S is well-founded, this finishes the proof. 
The rest of this section is dedicated to prove some complexity results. Let C[0, 1]
be the space of continuous real-valued functions on [0, 1] endowed with the supre-
mum norm. Let SB = {X ∈ C[0, 1] | X is a closed linear subspace}, and endow
SB with the Effros-Borel structure (see [Dod10], Chapter 2). This makes SB into
a standard Borel space and, as C[0, 1] contains isometric copies of every separable
Banach space, SB can be seen as a coding set for the class of all separable Banach
spaces. Therefore, we can talk about Borel, (complete) analytic and (complete)
coanalytic classes of separable Banach spaces (see [Kec95] for definitions).
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Theorem 7.4. For each p ∈ (1,∞), the sets
alt-p-BS := {X ∈ SB | X has the alternating p-Banach-Saks property}
and
Refl+p-BS := {X ∈ SB | X is reflexive and has the weak p-Banach-Saks property}
are complete coanalytic. In particular, alt-p-BS and
p-AUSable := {X ∈ SB | X is p-AUSable}
have different complexities.
Before proving Theorem 7.4, we give an equivalent definition for the weak p-
Banach-Saks property in the category of reflexive Banach spaces.
Proposition 7.5. Let p ∈ (1,∞). A reflexive Banach space X has the weak p-
Banach-Saks property if and only if there exists C > 0 such that, for every sequence
(xn)n in BX and every k ∈ N, there exists n1 < . . . < n2k ∈ N such that∥∥∥ k∑
i=1
xni −
2k∑
i=k+1
xni
∥∥∥ ≤ Ck1/p.
Proof. Let us first show the backwards direction. Let C > 0 be as in the statement
of the proposition. Let (xn)n be a normalized weakly null sequence. Without loss
of generality, assume that (xn)n is a basic sequence with basic constant 2. The
hypothesis and Ramsey theory give that, for all k ∈ N, there exists M ⊂ N, such
that ∥∥∥ k∑
i=1
xni −
2k∑
i=k+1
xni
∥∥∥ ≤ Ck1/p,
for all n1 < . . . < n2k ∈ M. So, ‖
∑k
i=1 xni‖ ≤ 2Ck
1/p, for all n1 < . . . < nk ∈ M.
Assume X has the weak p-Banach-Saks property with constant C > 0. Let
(xn)n be a sequence in BX . As X is reflexive, by taking a subsequence, assume
that x = w- limn xn exists. Let zn = xn−x, for all n ∈ N. So, (zn)n is weakly null
and ‖zn‖ ≤ 2, for all n ∈M. Fix k ∈ N. By going to a subsequence, assume that∥∥∥ k∑
i=1
zni −
2k∑
i=k+1
zni
∥∥∥ ≤ ∥∥∥ k∑
i=1
zni
∥∥∥+ ∥∥∥ 2k∑
i=k+1
zni
∥∥∥ ≤ 4Ck1/p,
for all n1 < . . . < n2k ∈ N. Hence,∥∥∥ k∑
i=1
xni −
2k∑
i=k+1
xni
∥∥∥ = ∥∥∥ k∑
i=1
zni −
2k∑
i=k+1
zni
∥∥∥ ≤ 4Ck1/p,
for all n1 < . . . < n2k ∈ N. 
Proof of Theorem 7.4. Fix p ∈ (1,∞). The definition of the alternating p-Banach-
Saks property given in Section 1 is clearly a coanalytic definition, so alt-p-BS is
coanalytic. Also, it is well known that Refl = {X ∈ SB | X is reflexive} is coan-
alytic (see [Dod10], Theorem 2.5). Hence, as the condition in the characterization
of the weak p-Banach-Saks property given in Proposition 7.5 is clearly coanalytic,
it follows that Refl + p-BS is coanalytic.
Let E = (en)n be the standard basis of ℓq for some q ∈ (1, p). For each tree
T ∈ Tr, let Xp,ℓq,T be the space defined in the proof of Proposition 7.1. Fixing an
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isometric copy of Xp,ℓq,[N]<ω in C[0, 1] and identifying each Xp,ℓq,T with a subspace
of Xp,ℓq,[N]<ω in the natural way, it is easy to see that the assignment T ∈ Tr 7→
Xp,ℓq,T ∈ SB is a Borel function. If T is ill-founded, Xp,ℓq,T contains an isometric
copy of ℓq, so it has neither the alternating p-Banach-Saks property nor the weak
p-Banach-Saks property. Therefore, T is well-founded if and only if Xp,ℓq,T has the
alternating p-Banach-Saks property (resp. weak p-Banach-Saks property). Hence,
the proof of Theorem 7.1 shows that the well-founded trees Borel reduce to alt-p-BS
(resp. Refl + pBS), i.e., there exists a Borel map ϕ : Tr → SB so that T is well-
founded if and only if ϕ(T ) ∈ alt-p-BS (resp. ϕ(T ) ∈ Refl+p-BS). This shows that
alt-p-BS and Refl + p-BS are complete coanalytic.
The last statement in the theorem follows from the fact that p-AUSable is ana-
lytic (see [Bra17a], page 82). 
7.1. Coarsely universal Banach spaces. N. Kalton proved that if c0 coarsely
embeds into a Banach space X , then X(n) is non-separable for some n ∈ N ([Kal07],
Theorem 3.6). In particular c0 does not coarsely embed into any reflexive Banach
space. In this subsection, we show that if a separable Banach space X contains
coarsely every separable reflexive Banach space, then c0 coarsely embeds into X .
In particular, by N. Kalton’s result, X(n) is non-separable for some n ∈ N. By a
famous result of I. Aharoni ([Aha74], Theorem in page 288), it also follows that X
is coarsely universal.
Proof of Theorem 1.7. We only need to show that C[0, 1] coarsely embeds into X .
Let A = {Z ∈ SB | Z coarsely embeds into X}. It is easy to see that A is analytic.
Indeed, we have that
Z ∈ A ⇔ ∃(zn)n ∈ Z
N, (xn)n ∈ X
N,(
(zn)n is a net in Z
)
∧
(
zn 7→ xn defines a coarse embedding
)
,
and it is clear that the properties “(zn)n is a net in Z” and “zn 7→ xn defines a
coarse embedding” are Borel.
Let E = (en)n∈N be a basis for C[0, 1]. For each T ∈ Tr, let X2,C[0,1],T be the
metric space define above. An easy transfinite induction on the order of T gives us
that, for all well-founded trees T ∈ Tr, the space X2,C[0,1],T has the Banach-Saks
property (see [Bra14], Theorem 14). Also, if T ∈ IF, it is clear that C[0, 1] linearly
isometrically embeds into X2,C[0,1],T .
Let ϕ : Tr → SB be a Borel function so that ϕ(T ) ≡ XT , for all T ∈ Tr. Then,
by the discussion above, we have that
(i) ϕ(T ) has the Banach-Saks property, for all T ∈WF, and
(ii) ϕ(T ) contains an isometric copy of C[0, 1], for all T ∈ IF.
Suppose that C[0, 1] does not coarsely embed into X . Then ϕ−1(A) = WF.
Since WF is not analytic, this gives us a contradiction. Hence, C[0, 1] coarsely
embeds into X .
The last statement follows from Theorem 3.6 of [Kal07]. Indeed, since X is
coarsely universal, c0 coarsely emebds intoX . Therefore, by Theorem 3.6 of [Kal07],
it follows that X(n) is not separable, for some n ∈ N. 
Corollary 7.6. Let X be separable Banach space and assume that Y coarsely em-
beds into X, for all reflexive separable Banach spaces Y . Then X is not reflex-
ive. 
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8. Open Problems
Many interesting problems along the lines of these notes remain open. In this sec-
tion, we discuss a couple of them. Although we proved that if any of the (arbitrarily
high) iterated duals of even order “behave badly”, then no decent concentration in-
equality can hold, we do not know what happens if all the iterated duals of even
order “behave well”. Precisely, the following seems to be an interesting problem.
Problem 8.1. Let p ∈ (1,∞) and let X be a Banach space so that X(2ℓ) is p-
AUSable for alll ℓ ∈ N. Is there C > 0 so that for all k ∈ N, all Lipschitz maps
f : ([N]k, dH)→ X and all ε > 0, there exists an infinite subset M ⊂ N so that
‖f(n¯)− f(m¯)‖ ≤ CLip(f)k1/p + ε,
for all (n¯, m¯) ∈ Ik(M)?
Assuming something extra on the quotient X∗∗/X may make the problem more
tangible. The following less ambitious problem seems to be a good place to start.
Problem 8.2. Let p ∈ (1,∞) and let X be a p-AUS Banach space so that X is
complemented in X∗∗ and that X∗∗/X is reflexive and p-AUSable. Is there C > 0
so that for all k ∈ N, all Lipschitz maps f : ([N]k, dH) → X and all ε > 0, there
exists an infinite subset M ⊂ N so that
‖f(n¯)− f(m¯)‖ ≤ CLip(f)k1/p + ε,
for all (n¯, m¯) ∈ Ik(M)? What if X∗∗/X is q-AUSable, for some q > p?
On the other hand, for those who believe that Problem 8.1 and Problem 8.2
should have a negative answer, a positive answer to the next problem would imply
that. A positive answer would also give us that if X coarse Lipschitzly embeds into
an AUSable quasi-reflexive space, then X is quasi-reflexive.
Problem 8.3. Let X be a non-quasi-reflexive Banach space. Is there an ℓ ∈ N and
L > 0 so that for all k ∈ N, there exists f : [N]ℓk → X such that
d∆(n¯, m¯) ≤ ‖f(n¯, n¯
′)− f(m¯, m¯′)‖ ≤ L · dH
(
(n¯, n¯′), (m¯, m¯′)
)
,
for all (n¯, n¯′), (m¯, m¯′) ∈ [N]ℓk with n¯, m¯ ∈ [N]k and n¯′m¯′ ∈ [N](ℓ−1)k?
Problem 8.4. Let X be a Banach space which coarse Lipschitzly embeds into a
quasi-reflexive AUS Banach space. Does X need to be quasi-reflexive?
Besides when the space X has the Schur property, the only example of Banach
spaces X and Y such that X coarse Lipschitzly embeds into Y by a weakly se-
quentially continuous map is of non-reflexive non-separable Banach spaces. Either
a positive answer of a counterexample to the next problem would be interesting.
Problem 8.5. Let X and Y be separable reflexive Banach spaces and assume that
X coarse Lipschitzly embeds into Y . Is there a weakly sequentially continuous
coarse Lipschitz embedding from X into Y ?
At last, we ask whether a version of Theorem 6.10 holds for the weak p-Banach-
Saks property. Precisely, we ask the following.
Problem 8.6. Let X and Y be Banach spaces. Assume that Y has the weak
p-Banach-Saks property, for some p ∈ (1,∞). If X coarse Lipschitzly embeds into
Y by a weakly sequentially continuous map, does it follow that X has the weak
p-Banach-Saks property?
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