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Abstract
We consider spherically symmetric motions of inviscid compress-
ible gas surrounding a solid ball under the gravity of the core. Equi-
libria touch the vacuum with finite radii, and the linearized equation
around one of the equilibria has time-periodic solutions. To justify the
linearization, we should construct true solutions for which this time-
periodic solution plus the equilibrium is the first approximation. But
this leads us to difficulty caused by singularities at the free bound-
ary touching the vacuum. We solve this problem by the Nash-Moser
theorem.
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1 Introduction
We consider spherically symmetric motions of atmosphere governed by the
compressible Euler equations:
∂ρ
∂t
+ u
∂ρ
∂r
+ ρ
∂u
∂r
+
2
r
ρu = 0,
ρ
(∂u
∂t
+ u
∂u
∂r
)
+
∂P
∂r
= −g0ρ
r2
(R0 ≤ r) (1)
1
and the boundary value condition
ρu|r=R0 = 0. (2)
Here ρ is the density, u the velocity, P the pressure. R0 (> 0) is the radius
of the central solid ball, and g0 = G0M0, G0 being the gravitational con-
stant, M0 the mass of the central ball. The self-gravity of the atmosphere is
neglected.
In this study we always assume that
P = Aργ , (3)
where A and γ are positive constants, and we assume that 1 < γ ≤ 2.
Equilibria of the problem are given by
ρ¯(r) =

A1
(1
r
− 1
R
) 1
γ−1
(R0 ≤ r < R)
0 (R ≤ r),
where R is an arbitrary number such that R > R0 and
A1 =
((γ − 1)g0
γA
) 1
γ−1
.
Remark The total mass M of the equilibrium is given by
M = 4πA1
∫ R
R0
(1
r
− 1
R
) 1
γ−1
r2dr.
M is an increasing function of R. Of course M → 0 as R → R0. But as
R→ +∞, we see
M → 4πA1
∫ ∞
R0
r
2γ−3
γ−1 dr =
{
+∞ if γ ≥ 4/3
M∗(<∞) if γ < 4/3,
where
M∗ =
4πA1(γ − 1)
4− 3γ R
− 4−3γ
γ−1
0 .
Hence if γ ≥ 4/3 there is an equilibrium for any given total mass, but if
γ < 4/3 the possible mass has the upper boundM∗. Anyway, given the total
2
mass M , a conserved quantity, in (0,+∞) or (0,M∗), then the radius R or
the configuration of the equilibrium is uniquely determined. 
Let us fix one of these equilibria. We are interested in motions around
this equilibrium.
Here let us glance at the history of researches of this problem.
Of course there were a lot of works on the Cauchy problem to the com-
pressible Euler equations. But there were gaps if we consider density distri-
butions which contain vacuum regions.
As for local-in-time existence of smooth density with compact support,
[13] treated the problem under the assumption that the initial density is
non-negative and the initial value of
ω :=
2
√
Aγ
γ − 1 ρ
γ−1
2
is smooth, too. By the variables (ω, u) the equations are symmetrizable
continuously including the region of vacuum. Hence the theory of quasi-
linear symmetric hyperbolic systems can be applied. The discovery of the
variable ω can go back to [12], [15]. However, since
ω ∝
(1
r
− 1
R
) 1
2 ∼ Const.(R − r) 12 as r → R− 0
for equilibria, ω is not smooth at the boundary r = R with the vacuum.
Hence the class of “tame” solutions considered in [13] cannot cover equilibria.
On the other hand, possibly discontinuous weak solutions with compactly
supported density can be constructed. The article [14] gave local-in-time
existence of bounded weak solutions under the assumption that the initial
density is bounded and non-negative. The proof by the compensated com-
pactness method is due to [4]. Of course the class of weak solutions can cover
equilibria, but the concrete structures of solutions were not so clear.
Therefore we wish to construct solutions whose regularities are weaker
than solutions with smooth ω and stronger than possibly discontinuous weak
solutions. The present result is an answer to this wish. More concretely
speaking, the solution (ρ(t, r), u(t, r)) constructed in this article should be
continuous on 0 ≤ t ≤ T,R0 ≤ r <∞ and there should be found a continuous
curve r = RF (t), 0 ≤ t ≤ T, such that |RF (t) − R| ≪ 1, ρ(t, r) > 0 for
0 ≤ t ≤ T,R0 ≤ r < RF (t) and ρ(t, r) = 0 for 0 ≤ t ≤ T,RF (t) ≤ r < ∞.
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The curve r = RF (t) is the free boundary at which the density touches the
vacuum. It will be shown that the solution satisfies
ρ(t, r) = C(t)(RF (t)− r)
1
γ−1 (1 +O(RF (t)− r))
as r → RF (t) − 0. Here C(t) is positive and smooth in t. This situation
is “physical vacuum boundary” so-called by [7] and [3]. This concept can
be traced back to [10], [11], [20]. Of course this singularity is just that of
equilibria.
The major difficulty of the analysis comes from the free boundary touch-
ing the vacuum, which can move along time. So it is convenient to introduce
the Lagrangian mass coordinate
m = 4π
∫ r
R0
ρ(t, r′)r′2dr′,
to fix the interval of independent variable to consider. Taking m as the
independent variable instead of r, the equations turn out to be
∂ρ
∂t
+ 4πρ2
∂
∂m
(r2u) = 0,
∂u
∂t
+ 4πr2
∂P
∂m
= −g0
r2
(0 < m < M),
where
r =
(
R30 +
3
4π
∫ m
0
dm
ρ
)1/3
.
We note that
∂r
∂t
= u,
∂r
∂m
=
1
4πr2ρ
.
Let us take r¯ = r¯(m) as the independent variable instead of m, where
m 7→ r¯ = r¯(m) is the inverse function of the function
r¯ 7→ m = 4π
∫ r¯
R0
ρ¯(r′)r′2dr′.
Then, since
∂
∂m
=
1
4πr¯2ρ¯
∂
∂r¯
, ρ =
(
4πr2
∂r
∂m
)−1
= ρ¯
(r2
r¯2
∂r
∂r¯
)−1
,
4
we have a single second-order equation
∂2r
∂t2
+
1
ρ¯
r2
r¯2
∂
∂r¯
(
P¯
(r2
r¯2
∂r
∂r¯
)−γ)
+
g0
r2
= 0.
The variable r¯ runs on the interval [R0, R] and the boundary condition is
r|r¯=R0 = R0.
•Without loss of generality, we can and shall assume that
R0 = 1, g0 =
1
γ − 1 , A =
1
γ
, A1 = 1.
Keeping in mind that the equilibrium satisfies
1
ρ¯
∂P¯
∂r¯
+
g0
r¯2
= 0,
we have
∂2r
∂t2
− 1
ρ¯
r2
r¯2
∂
∂r¯
(
P¯
(
1−
(r2
r¯2
∂r
∂r¯
)−γ))
+
1
γ − 1
( 1
r2
− r
2
r¯4
)
= 0.
Introducing the unknown variable y for perturbation by
r = r¯(1 + y), (4)
we can write the equation as
∂2y
∂t2
− 1
ρr
(1 + y)2
∂
∂r
(
PG
(
y, r
∂y
∂r
))
− 1
γ − 1
1
r3
H(y) = 0, (5)
where
G(y, v) := 1− (1 + y)−2γ(1 + y + v)−γ = γ(3y + v) + [y, v]2,
H(y) := (1 + y)2 − 1
(1 + y)2
= 4y + [y]2
and we have used the abbreviations r, ρ, P for r¯, ρ¯, P¯ .
Notational Remark Here and hereafter [X ]q denotes a convergent power
series, or an analytic function given by the series, of the form
∑
j≥q ajX
j , and
[X, Y ]q stands for a convergent double power series of the form
∑
j+k≥q ajkX
jY k.

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We are going to study the equation (5) on 1 < r < R with the boundary
condition
y|r=1 = 0.
Of course y and r
∂y
∂r
will be confined to
|y|+
∣∣∣r∂y
∂r
∣∣∣ < 1.
Here let us propose the main goal of this study roughly. Let us fix an
arbitrarily large positive number T . Then we have
Main Goal For sufficiently small ε > 0 there is a solution y = y(t, r; ε)
of (5) in C∞([0, T ]× [1, R]) such that
y(t, r; ε) = εy1(t, r) +O(ε
2).
The same estimates O(ε2) hold between the higher order derivatives of y and
εy1.
Here y1(t, r) is a time-periodic function specified in Section 2, which is of
the form
y1(t, r) = sin(
√
λt + θ0) · Φ˜(r),
where λ is a positive number, θ0 a constant, and Φ˜(r) is an analytic function
of 1 ≤ r ≤ R.
Once the solution y(t, r; ε) is given, then the corresponding motion of gas
particles can be expressed by the Lagrangian coordinate as
r(t,m) = r¯(m)(1 + y(t, r¯(m); ε))
= r¯(m)(1 + εy1(t, r¯(m)) +O(ε
2)).
The curve r = RF (t) of the free vacuum boundary is given by
RF (t) = r(t,M) = R + εR sin(
√
λt+ θ0)Φ˜(R) +O(ε
2).
The free boundary RF (t) oscillates around R with time-period 2π/
√
λ ap-
proximately.
The solution (ρ, u) of the original problem (1)(2) is given by
ρ = ρ¯(r¯)
(
(1 + y)2
(
1 + y + r¯
∂y
∂r¯
))−1
, u = r¯
∂y
∂t
6
implicitly by
r¯ = r¯(m), y = y(t, r¯(m); ε)
∂y
∂r¯
= ∂ry(t, r¯(m); ε),
∂y
∂t
= ∂ty(t, r¯(m); ε),
where m = m(t, r) for 1 ≤ r ≤ RF (t). Here r 7→ m = m(t, r) is the inverse
function of the function m 7→ r = r(t,m) = r¯(m)(1 + y(t, r¯(m); ε)). We note
that
RF (t)− r(t,m) = R(1 + y(t, R))− r¯(m)(1 + y(t, r¯(m))
implies
1
κ
(R− r¯) ≤ RF (t)− r ≤ κ(R− r¯)
with 0 < κ− 1≪ 1, since |y|+ |∂ry| ≤ εC. Therefore
y(t, r¯(m)) = y(t, R) +O(RF (t)− r),
and so on. Hence we get the “physical vacuum boundary”. In fact the
corresponding density distribution ρ = ρ(t, r), where r is the original Euler
coordinate, satisfies
ρ(t, r) > 0 for 1 ≤ r < RF (t), ρ(t, r) = 0 for RF (t) ≤ r,
and, since y(t, r) is smooth on 1 ≤ r ≤ R, we have
ρ(t, r) = C(t)(RF (t)− r)
1
γ−1 (1 +O(RF (t)− r))
as r → RF (t)− 0. Here C(t) is positive and smooth in t.
We shall give a precise statement of the main result in Section 3 and give
a proof of the main result in Sections 4, 5. We shall apply the Nash-Moser
theory. The reason is as follows.
The equation (5) looks like as if it is a second-order quasi-linear hyperbolic
equation, and one might expect that the usual iteration method in a suitable
Sobolev spaces, e.g., Hs, or something like them, could be used. But it
is not the case. Actually the linear part of the equation is essentially the
d’Alembertian operator
∂2
∂t2
−△ = ∂
2
∂t2
− x ∂
2
∂x2
− N
2
∂
∂x
=
∂2
∂t2
− ∂
2
∂ξ2
− N − 1
ξ
∂
∂ξ
7
in the variables x, ξ such that
R− r
R
∼ x = ξ
2
4
, and the nonlinear terms
are smooth functions of y and ∂y/∂r. (See (13) and (15).) Here the term
∂y/∂r apparently looks like as if to be the first order derivative. If it was the
case, the usual iteration in the Picard’s scheme applied to the wave equation
would work, since the inverse of the d’Alembertian operator may recover
the regularity up to one order of derivative, that is, roughly speaking, the
d’Alembertian may pull back C1([0, T ], L2) to C1([0, T ], H1). But indeed the
apparently first order derivative ∂y/∂r performs like
r
∂y
∂r
∼ ∂y
∂x
∝ −1
ξ
∂y
∂ξ
∼ −∂
2y
∂ξ2
near r = R or ξ = 0, like the second order derivative. So, since the inverse of
the d’Alembertian recovers the regularity up to only one order of derivative,
the usual iteration for quasi-linear wave equations may cause troubles of the
loss of regularities, which occur at the free vacuum boundary r = R. This is
the reason why we like to apply the Nash-Moser theory to our problem.
In fact, roughly speaking, the essence of the Nash-Moser method is as
follows: Suppose that we want to solve the equation P(w) = y, where P is a
nonlinear differential operator of the second order, that is, if w is n+2 times
differentiable, then y is n times differentiable, assuming P(0) = 0 ; Suppose
the linearized equation DP(w)h = g admits n + 2 − l times differentiable
solutions h for given n times differentiable g when n+ 2 times differentiable
w is fixed; Here
DP(w)h := lim
τ→0
1
τ
(P(w + τh)−P(w));
If l > 0, the simple Picard’s iteration
wν+1 = wν −DP(0)−1(P(wν)− y)
does not work, but, even if l > 0, that is, even if there is a ‘derivative loss’,
the equation can be solved by a Newton’s approximation combined with so
called ‘smoothing operators’. (If DP(w) is essentially d’Alembertian, we can
consider l = 1. ) Various formulations of the Nash-Moser theory are known.
Among them the present study will adopt the formulation by R. Hamilton
in [5]. See Section 4.
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2 Analysis of the linearized problem
The linearization of the equation (5) is clearly
∂2y
∂t2
+ L
(
r,
∂
∂r
)
y = 0, (6)
where
Ly = L
(
r,
d
dr
)
y := − 1
ρr
d
dr
(
Pγ
(
3y + r
dy
dr
))
− 1
γ − 1
1
r3
(4y)
= −
(1
r
− 1
R
)d2y
dr2
+
(
− 4
r
(1
r
− 1
R
)
+
γ
γ − 1
1
r2
)dy
dr
+
3γ − 4
γ − 1
y
r3
. (7)
In order to analyze the eigenvalue problem Ly = λy, we introduce the
independent variable z by
z =
R − r
R
(8)
and the parameter N by
γ
γ − 1 =
N
2
or γ = 1 +
2
N − 2 . (9)
Then we can write
R3Ly = − z
1− z
d2y
dz2
−
N
2
− 4z
(1− z)2
dy
dz
+
8−N
2
1
(1− z)3 y. (10)
The variable z runs over the interval [0, 1 − 1/R], the boundary z = 0
corresponds to the free boundary touching the vacuum, and the boundary
condition at z = 1− 1/R is the Dirichlet condition y = 0.
Although the boundary z = 1 − 1/R is regular, the boundary z = 0
is singular. In order to analyze the singularity, we transform the equation
Ly = λy , which can be written as
−zd
2y
dz2
−
(N
2
1
1− z −
4z
1− z
)dy
dz
+
8−N
2
y
(1− z)2 = λR
3(1− z)y,
to an equation of the formally self-adjoint form
− d
dz
p(z)
dy
dz
+ q(z)y = λR3µ(z)y.
9
This can be done by putting
p = z
N
2 (1− z) 8−N2 , q = 8−N
2
z
N−2
2 (1− z) 4−N2 , µ = zN−22 (1− z) 10−N2 .
Using the Liouville transformation, we convert the equation
− d
dz
p(z)
dy
dz
+ q(z)y = λR3µ(z)y + f
to the standard form
−d
2η
dξ2
+Qη = λR3η + fˆ .
This can be done by putting
ξ =
∫ z
0
√
µ
p
dz =
∫ z
0
√
1− ζ
ζ
dζ =
√
z(1 − z) + tan−1
√
z
1− z , (11)
η = (µp)1/4y = z
N−1
4 (1− z) 9−N4 y, fˆ = p1/4µ−3/4f = z 3−N4 (1− z)N−114 f,
and
Q =
p
µ
(q
p
+
1
4
(p′
p
+
µ′
µ
)′
− 1
16
(p′
p
+
µ′
µ
)2
+
1
4
p′
p
(p′
p
+
µ′
µ
))
=
1
z(1− z)3
((N − 1)(N − 3)
16
+
7− 2N
2
z + 2z2
)
.
Putting
ξR :=
∫ 1− 1
R
0
√
1− z
z
dz (<
π
2
),
we see that the variable ξ runs over the interval [0, ξR]. Since z ∼ ξ
2
4
as
ξ → 0, we see
Q ∼ (N − 1)(N − 3)
4
1
ξ2
as ξ → 0. But γ < 2 implies N > 4 and (N − 1)(N − 3)
4
>
3
4
. Hence the
boundary ξ = 0 is of the limit point type. See, e.g., [17, p.159, Theorem
X.10.] The exceptional case γ = 2 or N = 4 will be considered separately.
Anyway the potential Q is bounded from below on 0 < ξ < ξR provided that
N > 3. Thus we have
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Proposition 1 The operator T0,D(T0) = C∞0 (0, ξR), T0η = −ηξξ + Qη, in
L2(0, ξR) has the Friedrichs extension T , a self-adjoint operator whose spec-
trum consists of simple eigenvalues λ1R
3 < λ2R
3 < · · · < λnR3 < · · · → +∞.
In other words, the operator S0,D(S0) = C∞0 (0, 1− 1R), S0y = Ly in
X := L2((0, 1− 1
R
), µdz(= z
N−2
2 (1− z) 10−N2 dz)),
has the Friedrichs extension S, a self-adjoint operator with the eigenvalues
(λn)n .
We note that the domain of S is
D(S) = {y ∈ X | ∃φn ∈ C∞0 (0, 1−
1
R
)
such that φn → y in X and Q[φm − φn]→ 0 as m,n→∞,
and Ly ∈ X in distribution sense.}
Here
Q[φ] :=
∫ 1− 1
R
0
∣∣∣dφ
dz
∣∣∣2zN2 (1− z) 8−N2 dz = ∫ 1− 1R
0
z
1− z
∣∣∣dφ
dz
∣∣∣2µ(z)dz.
Moreover we have
Proposition 2 If N ≤ 8 ( or γ ≥ 4/3 ), the least eigenvalue λ1 is positive.
Proof Suppose N ≤ 8. Clearly y ≡ 1 satisfies
− d
dz
p
dy
dz
+ qy = q =
8−N
2
z
N−2
2 (1− z) 4−N2 .
Therefore the corresponding η1(ξ) given by
η1 = z
N−1
4 (1− z) 9−N4
satisfies
−d
2η1
dξ2
+ Qη1 = qˆ =
8−N
2
z
N−1
4 (1− z)−N+34 .
It is easy to see η1 =
dη1
dξ
= 0 at ξ = 0. Let φ1(ξ) be the eigenfunction of
−d2/dξ2 + Q associated with the least eigenvalue λ1. We can assume that
11
φ1(ξ) > 0 for 0 < ξ < ξR, φ1(ξR) = 0, and
dφ1
dξ
< 0 at ξ = ξR. Then
integrations by parts give
λ1
∫ ξR
0
φ1η1dξ =
∫ ξR
0
(
− d
2φ1
dξ2
+Qφ1
)
η1dξ
= −dφ1
dξ
η1
∣∣∣
ξ=ξR
+
∫ ξR
0
(dφ1
dξ
dη1
dξ
+Qφ1η1
)
dξ >
∫ ξR
0
(dφ1
dξ
dη1
dξ
+Qφ1η1
)
dξ
=
∫ ξR
0
φ1
(
− d
2η1
dξ2
+Qη1
)
dξ =
∫ ξR
0
φ1qˆdξ ≥ 0.

Remark When N = 8, η1 satisfies −d
2η
dξ2
+ Qη = 0, but does not satisfy
the boundary condition η|ξ=ξR = 0. Hence it is not an eigenfunction of zero
eigenvalue, and λ1 > 0 even if N = 8. 
For the sake of convenience of the further analysis, let us rewrite the
linear part L by introducing a new variable
x˜ =
ξ2
4
=
1
4
(√
z(1 − z) + tan−1
√
z
1− z
)2
.
Clearly x˜ = z+[z]2 and the change of variables z 7→ x˜ is analytic on 0 ≤ z < 1
and its inverse x˜ 7→ z is analytic on 0 ≤ x˜ < x˜∞ := π2/16. Since
d
dz
=
√
x˜
z
√
1− z d
dx˜
, with
√
x˜
z
= 1 + [x˜]1,
d2
dz2
=
1− z
z
(
x˜
d2
dx˜2
+
1
2
(
1−
√
x˜
z
1
(1− z)√1− z
) d
dx˜
)
,
we can write
R3Ly = −
(
x˜
d2y
dx˜2
+
N
2
dy
dx˜
)
+ ℓ1(x˜)x˜
dy
dx˜
+ ℓ0(x˜)y,
where ℓ1(x˜) and ℓ0(x˜) are analytic on 0 ≤ x˜ < x˜∞. Putting
x = R3x˜ =
R3ξ2
4
=
R3
4
(√
z(1 − z) + tan−1
√
z
1− z
)2
=
R3
4
(√(R− r)r
R
+ tan−1
√
R− r
r
)2
, (12)
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we can write
Ly = −△y + L1(x)xdy
dx
+ L0(x)y, (13)
where
△ = x d
2
dx2
+
N
2
d
dx
and L1(x) and L0(x) are analytic on 0 ≤ x < x∞ := R3x˜∞ = π2R3/16. While
r runs over the interval [1, R], x runs over [0, xR], where xR := R
3ξ2R/4(< x∞).
The Dirichlet condition at the regular boundary is y|x=xR = 0.
Remark Since x = R3ξ2/4, we have
△ = x d
2
dx2
+
N
2
d
dx
=
1
R3
( d2
dξ2
+
N − 1
ξ
d
dξ
)
.
Thus △ is the radial part of the Laplacian in the N -dimensional Euclidean
space RN provided that N is an integer. But we do not assume that N is an
integer in this study. 
Let us fix a positive eigenvalue λ = λn and an associated eigenfunction
Φ(x) of L. Then
y1(t, x) = sin(
√
λt+ θ0)Φ(x) (14)
is a time-periodic solution of the linearized problem
∂2y
∂t2
+ Ly = 0, y|x=xR = 0.
Moreover we claim that Φ(x) is an analytic function of 0 ≤ x < x∞. To
verify it, we use the following
Lemma 1 We consider the differential equation
x
d2y
dx2
+ b(x)
dy
dx
+ c(x)y = 0,
where
b(x) = β + [x]1, c(x) = [x]0,
and we assume that β ≥ 2. Then 1) there is a solution y1 of the form
y1 = 1 + [x]1,
13
and 2) there is a solution y2 such that
y2 = x
−β+1(1 + [x]1)
provided that β 6∈ N or
y2 = x
−β+1(1 + [x]1) + hy1 log x
provided that β ∈ N. Here h is a constant which can vanish in some cases.
For a proof, see [2, Chapter 4]. Applying this lemma with β = N/2 to
the equation
x
d2y
dx2
+
(N
2
− L1(x)x
)dy
dx
+ (λ− L0(x))y = 0,
we get the assertion, since y2 ∼ x−N−22 cannot belong to X = L2(xN−22 dx)
for N ≥ 4, even if N = 4, which was the exceptional case in the preceding
discussion of the limit point type.
3 Statement of the main result
We rewrite the equation (5) by using the linearized part L defined by (7) as
∂2y
∂t2
+
(
1 +GI
(
y, r
∂y
∂r
))
Ly +GII
(
r, y, r
∂y
∂r
)
= 0, (15)
where
GI(y, v) = (1 + y)
2
(
1 +
1
γ
∂vG2(y, v)
)
− 1,
GII(r, y, v) =
P
ρr2
GII0(y, v) +
1
γ − 1
1
r3
GII1(y, v),
GII0(y, v) = (1 + y)
2(3∂vG2 − ∂yG2)v,
GII1(y, v) = (1 + y)
2
(1
γ
(∂vG2)((4− 3γ)y − γv) +G2
)
−H + 4y(1 + y)2.
Here
G2 := G− γ(3y + v) = [y, v]2,
14
∂vG2 =
∂G
∂v
− γ = [y, v]1, ∂yG2 = ∂G
∂y
− 3γ = [y, v]1.
We have fixed a solution y1 of the linearized equation ytt + Ly = 0 (see
(14)), and we seek a solution y of (5) or (15) of the form
y = εy1 + εw,
where ε is a small positive parameter.
Remark The following discussion is valid if we take
y1 =
K∑
k=1
ck sin(
√
λnkt+ θk) · Φk(x), (14)′
where Φk is an eigenfunction of L associated with the positive eigenvalue λnk
and ck and θk are constants for k = 1, · · · , K. 
Then the equation which governs w turns out to be
∂2w
∂t2
+
(
1 + εa(t, r, w, r
∂w
∂r
, ε)
)
Lw + εb(t, r, w, r∂w
∂r
, ε) = εc(t, r, ε), (16)
where
a(t, r, w,Ω, ε) = ε−1GI(ε(y1 + w), ε(v1 + Ω)),
b(t, r, w,Ω, ε) = ε−1GI(ε(y1 + w), ε(v1 + Ω))Ly1 + ε−2GII(r, ε(y1 + w), ε(v1 + Ω))
− ε−1GI(εy1, εv1)Ly1 − ε−2GII(r, εy1, εv1),
c(t, r, ε) = −ε−1GI(εy1, εv1)Ly1 − ε−2GII(r, εy1, εv1).
Here v1 stands for r∂y1/∂r.
The main result of this study can be stated as follows:
Theorem 1 For any T > 0, there is a sufficiently small positive ε0(T )
such that, for 0 < ε ≤ ε0(T ), there is a solution w of (16) such that
w ∈ C∞([0, T ]× [1, R]) and
sup
j+k≤n
∥∥∥( ∂
∂t
)j( ∂
∂r
)k
w
∥∥∥
L∞([0,T ]×[1,R])
≤ Cnε,
or a solution y ∈ C∞([0, T ]× [1, R]) of (5) or (15) of the form
y(t, r) = εy1(t, r) +O(ε
2),
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or a motion which can be expressed by the Lagrangian coordinate as
r(t,m) = r¯(m)(1 + εy1(t, r¯(m)) +O(ε
2))
for 0 ≤ t ≤ T, 0 ≤ m ≤M .
Our task is to find the inverse image P−1(εc) of the nonlinear mapping
P defined by
P(w) =
∂2w
∂t2
+ (1 + εa)Lw + εb. (17)
Let us note that P(0) = 0. This task, which will be done by applying the
Nash-Moser theorem, will require a certain property of the derivative of P:
DP(w)h := lim
τ→0
1
τ
(P(w + τh)−P(w))
=
∂2h
∂t2
+ (1 + εa1)Lh+ εa21r∂h
∂r
+ εa20h, (18)
where
a1 = a(t, r, w, r
∂w
∂r
, ε), a20 =
∂a
∂w
Lw + ∂b
∂w
, a21 =
∂a
∂Ω
Lw + ∂b
∂Ω
are smooth functions of t, r, w, r
∂w
∂r
, ε. Here Ω is the dummy of r
∂w
∂r
, that is,
a and b are functions of t, r, w,Ω = r
∂w
∂r
, ε and ∂a/∂Ω [(∂b/∂Ω)] denotes
the partial derivative of a [(b)] with respect to Ω = r∂w/∂r, respectively.
We consider DP(w) as a second order linear partial differential operator for
each fixed w.
The following observation will play a crucial role in energy estimates later.
•We have
a21 =
γP
ρ
(1+y)−2γ+2(1+y+v)−γ−2
(
(γ+1)
∂2Y
∂r2
+
4γ
r
∂Y
∂r
+
2ε(γ − 1)
1 + y
(∂Y
∂r
)2)
,
where
y = ε(y1 + w), v = r
∂y
∂r
, Y = y1 + w.
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Proof It is easy to see
a21 = (∂vGI)LY + ε−1∂vGII
= (∂vGI)
(
− γP
ρr
(3Y + V )′
)
+ ε−1
P
ρr2
∂vGII0 +
1
γ − 1
1
r3
[U ],
where
[U ] = γ(∂vGI)(3Y + V ) + ∂vGI(−4Y ) + ε−1∂vGII1,
while V stands for r
∂Y
∂r
. Using
∂vGI = (1 + y)
2 1
γ
∂2vG2, ∂vGII1 = (1 + y)
2 1
γ
∂2vG2((4− 3γ)Y − γV ),
we see that [U ] = 0. Then a direct calculation leads us to the conclusion. 
Hereafter we use the variable x defined by (12) instead of r. We note that
x = R2(R − r) + [R− r]2, ∂
∂r
= −R2(1 + [x]1) ∂
∂x
.
Therefore a function of 1 ≤ r ≤ R which is infinitely many times continuously
differentiable is also so as a function of 0 ≤ x ≤ xR.
The consequence of the above observation is as follows.
We note that
γP
ρ
=
1
r
− 1
R
=
x
R3
(1 + [x]1).
Therefore it follows from the above observation that there exists a smooth
function aˆ such that
εa21r
∂
∂r
= εaˆ · x ∂
∂x
.
Let us put
b1 := (1 + εa1)L1(x) + εaˆ, b0 := (1 + εa1)L0(x) + εa20,
taking into account the observation in Section 2, (13). Then we have
Lemma 2 There are smooth functions b1, b0 of t, x, w, ∂w/∂x, ∂
2w/∂x2 such
that
DP(w)h =
∂2h
∂t2
− (1 + εa1)△h+ b1x∂h
∂x
+ b0h.
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Remark The factor x in the term b1x
∂h
∂x
is important. In fact B
∂h
∂x
,
B being a non-zero constant, without the factor x cannot be considered as
a perturbation term, since it has the same order with the principal part
△h = x∂
2h
∂x2
+
N
2
∂h
∂x
. See the proof of the following Lemma 3. 
Using this representation of DP(w), we can prove the following energy
estimate:
Lemma 3 If a solution of DP(w)h = g satisfies
h|x=xR = 0, h|t=0 =
∂h
∂t
∣∣∣
t=0
= 0,
then h enjoys the energy inequality
‖∂th‖X + ‖D˙h‖X + ‖h‖X ≤ C
∫ T
0
‖g(t′)‖Xdt′,
where ∂t = ∂/∂t, D˙ =
√
x∂/∂x and C depends only on N,R, T , A :=
‖ε∂ta1‖L∞ +
√
2‖εD˙a1 + b1‖L∞ and B := ‖b0‖L∞, provided that |εa1| ≤ 1/2.
Here we have used the notation
‖y‖X :=
(∫ xR
0
|y|2xN2 −1dx
)1/2
.
Proof We consider the energy
E(t) :=
∫ xR
0
((∂th)
2 + (1 + εa1)(D˙h)
2)x
N
2
−1dx.
Mutiplying the equation by ∂th, and integrating by parts under the boundary
condition, we get
1
2
dE
dt
=
∫ xR
0
(1
2
∂t(εa1)(D˙h)
2 − D˙(εa1)(D˙h)(∂th)+
−√xb1(D˙h)(∂th)− b0h(∂th) + g(∂th)
)
x
N
2
−1dx,
which implies
1
2
dE
dt
≤ AE +B
∣∣∣ ∫ xR
0
h(∂th)x
N
2
−1dx
∣∣∣+ E1/2‖g(t)‖X.
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On the other hand, using the initial condition, we see that U(t) := ‖h‖2X
enjoys
1
2
dU
dt
=
∫ xR
0
h(∂th)x
N
2
−1dx ≤ U1/2E1/2, U(0) = 0.
Hence U(t) ≤ ∫ t
0
E1/2 and
∣∣∣ ∫ xR
0
h(∂th)x
N
2
−1dx
∣∣∣ ≤ E1/2(t) ∫ t
0
E1/2.
Summing up, we have
1
2
dE
dt
≤ AE +BE(t)1/2
∫ t
0
E1/2 + E1/2‖g(t)‖X, E(0) = 0.
By the Gronwall’s lemma, we can derive the inequality
E1/2(t) ≤ C
∫ t
0
‖g(t′)‖Xdt′.

4 Proof of the main result
We are going to apply the Nash-Moser theorem formulated by R. Hamilton
([5, p.171, III.1.1.1]):
Nash-Moser Theorem Let E0 and E be tame spaces, U an open subset of
E0 and P : U → E a smooth tame map. Suppose that the equation for the
derivative DP(w)h = g has a unique solution h = VP(w)g for all w in U
and all g, and that the family of inverse VP : U ×E→ E0 is a smooth tame
map. Then P is locally invertible.
Let us recall the definitions of ‘tame spaces’ and ‘tame maps’ in the sense
of [5]:
Definition 1 1) A graded space E is a Fre´chet space whose topology is
given by a grading of seminorms (‖ · ‖E,n)n∈N such that ‖y‖E,n ≤ ‖y‖E,n+1;
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2) A linear map L from a graded space E into a graded space F is said to
be tame if ‖Ly‖F,n ≤ Cn‖y‖E,n+r for all n with some r;
3) A graded space E is said to be a tame direct summand of a graded
space F if we can find tame linear maps L : E→ F and M : F→ E such that
the composition M ◦ L is the identity of E;
4) A graded space E is said to be tame if it is a tame direct summand of
Σ(B), where B is a Banach space and
Σ(B) = {f = (fk)k∈N ∈ BN | ‖f‖Σ(B),n :=
∑
k
enk‖fk‖B <∞ ∀n};
5) A continuous mapping P : U → F, where U is an open subset of E,
E,F being graded spaces, is said to be tame if P satisfies a tame estimate,
that is,
‖P(w)‖F,n ≤ Cn(1 + ‖w‖E,n+r)
for all n with some r.
This section is devoted to set a framework to apply the above Nash-Moser
theorem, say, a tame map P from an open set of a tame space E0 into a tame
space E. A tame estimate of VP will be verified in the next section.
In order to apply the Nash-Moser theorem, we consider the spaces of
functions of t and x:
E := {y ∈ C∞([−2τ1, T ]× [0, xR]) | y(t, x) = 0 for − 2τ1 ≤ t ≤ −τ1},
E0 := {w ∈ E | w|x=xR = 0}.
Here τ1 is a positive number. Let U be the set of all functions w in E0 such
that |w|+ |∂w/∂x| < 1 and suppose that |ε| ≤ ε1, ε1 being a small positive
number. Then we can consider that the nonlinear mapping P maps U(⊂ E0)
into E, since the coefficients a, b are smooth functions of t, x, εw and ε∂w/∂x.
Let us assume that εc(t, x) = 0 for −2τ1 ≤ t ≤ −τ1 after changing the value
of c for −2τ1 ≤ t < 0. To fix the idea, we replace c(t, x) by α(t)c(t, x) with
a cut off function α ∈ C∞(R) such that α(t) = 1 for t ≥ 0 and α(t) = 0 for
t ≤ −τ1. Then P−1(εc) is a solution of (16) on t ≥ 0.
We should show that the Fre´chet space E is tame for some gradings of
norms. For y ∈ E, n ∈ N, let us define
‖y‖(∞)n := sup
0≤j+k≤n
∥∥∥(− ∂2
∂t2
)j
(−△)ky
∥∥∥
L∞([−2τ1,T ]×[0,xR])
.
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Then we can claim that E turns out to be tame by this grading (‖ · ‖(∞)n )n
(see [5, p.136, II.1.3.6 and p.137, II 1.3.7]). In fact, even if N is not an
integer, we can define the Fourier transformation Fy(ξ) of a function y(x)
for 0 ≤ x <∞ by
Fy(ξ) :=
∫ ∞
0
K(ξx)y(x)x
N
2
−1dx.
Here K(X) is an entire function of X ∈ C given by
K(X) = 2(
√
X)−
N
2
+1JN
2
−1(4
√
X) = 2
N
2
∞∑
k=0
(−4)kXk
k!Γ(N
2
+ k)
,
JN
2
−1 being the Bessel function of order
N
2
− 1. Then we have
F (−△y)(ξ) = 4ξ · Fy(ξ)
and the inverse of the transformation F is F itself. See [18, p.65]. Then it is
easy to see E endowed with the grading (‖y‖(∞)n )n is a tame direct summand
of the tame space
F := L∞1 (R× [0,∞), dτ ⊗ ξ
N
2
−1dξ, log(1 + τ 2 + 4ξ))
through the Fourier transformation
Fy(τ, ξ) = 1√
2π
∫
e−
√−1τtFy(t, ·)(ξ)dt
and its inverse applied to the space E˜0 := C
∞
0 ((−2T −2τ1, 2T )× [0, xR+1)),
into which functions of E can be extended (see, e.g. [1, p.88, 4.28 Theorem],
-the existence of ‘total extension operator’) and the space
E˙ := C˙∞(R× [0,∞)) := {y|∀j ∀k lim
L→∞
sup
|t|≥L,x≥L
|(−∂2t )j(−△)ky| = 0},
for which functions of E are restrictions. Actually, if we denote by e : E→ E˜0
the extension operator, and by r : E˙ → E the restriction operator, then the
operators F ◦ e : E → F and r ◦ F : F → E are tame and the composition
(r◦F)◦ (F ◦ e) is the identity of E. For the details, see the proof of [5, p.137,
II.1.3.6.Theorem]. This shows that E is tame with respect to the grading
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(‖ · ‖(∞)n )n.
On the other hand, let us define
‖y‖(2)n :=
( ∑
0≤j+k≤n
∫ T
−τ1
‖
(
− ∂
2
∂t2
)j
(−△)ky‖2Xdt
)1/2
.
Here X = L2((0, xR); x
N
2
−1dx) and
‖y‖X :=
(∫ xR
0
|y(x)|2xN2 −1dx
)1/2
.
We have √
N
2
‖y‖X ≤ ‖y‖L∞ ≤ C sup
j≤σ
‖(−△)jy‖X,
by the Sobolev imbedding theorem (see Appendix A), provided that 2σ >
N/2. The derivatives with respect to t can be treated more simply. Then we
see that the grading (‖ · ‖(2)n )n is tamely equivalent to the grading (‖ · ‖(∞)n )n,
that is, we have
1
C
‖y‖(2)n ≤ ‖y‖(∞)n ≤ C‖y‖(2)n+s
with 2s > 1 + N/2. Hence E is tame with respect to (‖ · ‖(2)n )n, too. The
grading (‖ · ‖(2)n )n will be suitable for estimates of solutions of the associated
linear wave equations.
Note that E0 is a closed subspace of E endowed with these gradings.
Now we verify the nonlinear mapping P is tame for the grading (‖·‖(∞)n )n.
To do so, we write
P(w) = F (t, x,Dw,△w,wtt),
where D = ∂/∂x, F is a smooth function of t, x,Dw,△w,wtt and linear
in △w,wtt. According to [5] (see p.142, II.2.1.6 and p.145, II.2.2.6), it is
sufficient to prove the linear differential operator w 7→ Dw = ∂w/∂x is tame.
But it is clear because of the following result.
Proposition 3 For any m ∈ N and for any y ∈ C∞[0, 1] we have the for-
mula
△mDy(x) = x−N2 −m−1
∫ x
0
△m+1y(x′)(x′)N2 +mdx′.
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As a corollary it holds that, for any m, k ∈ N,
‖(−△)mDky‖L∞ ≤ 1∏k−1
j=0(
N
2
+m+ j)
‖(−△)m+ky‖L∞ .
Proof It is easy by integration by parts in induction on m starting from the
formula
Dy(x) = x−
N
2
∫ x
0
△y(x′)(x′)N2 −1dx′.

In parallel with the results of [5] (see p.144, II.2.2.3.Corollary and p.145,
II.2.2.5.Theorem), we should use the following two propositions. Proofs for
these propositions are given in Appendix B.
Proposition 4 For any positive integer m, there is a constant C such that
|△m(f · g)|0 ≤ C(|△mf |0|g|0 + |f |0|△mg|0),
where | · |0 stands for ‖ · ‖L∞.
Proposition 5 Let F (x, y) be a smooth function of x and y and M be a
positive number. Then for any positive integer m, there is a constant C > 0
such that
|△mF (x, y(x))|0 ≤ C(1 + |y|∗m)
provided that |y|0 ≤ M , where we denote
|y|∗m = sup
0≤j≤m
‖(−△)jy‖L∞.
Summing up, we can claim that
‖P(w)‖(∞)n ≤ C(1 + ‖w‖(∞)n+1),
provided that ‖w‖(∞)1 ≤ M . This says that the mapping P is tame with
respect to the grading (‖ · ‖(∞)n )n.
Therefore the problem is concentrated to estimates of the solution and
its higher derivatives of the linear equation
DP(w)h = g,
when w is fixed in E0 and g is given in E. A tame estimate of the mapping
(w, g) 7→ h will be discussed in the next section. This will completes the
proof of the main result.
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5 Tame estimate of solutions of linear wave
equations
This section is devoted to verify a tame estimate
‖h‖(2)n ≤ C(1 + ‖g‖(2)n + ‖w‖(2)n+3+s)
with 2s > 1 + N/2, provided that ‖g‖(2)1 ≤ M and ‖w‖(2)3+s ≤ M . Here h is
the solution of the equation
DP(w)h ≡ ∂
2h
∂t2
− (1 + εa1)△h+ b1x∂h
∂x
+ b0h = g
for given g ∈ E, provided that |εa1| ≤ 1/2. This estimate says that the
mapping (w, g) 7→ h is tame with respect to the grading (‖ · ‖(2)n )n.
Therefore we are considering the wave equation
∂2h
∂t2
+Ah = g(t, x), (0 ≤ t ≤ T, 0 ≤ x ≤ 1), (19)
where
Ah = −b2△h+ b1Dˇh+ b0h, △ = x d
2
dx2
+
N
2
d
dx
Dˇ = x
d
dx
.
We denote ~b = (b2, b1, b0). The given function ~b(t, x) is supposed to be in
C∞([0, T ] × [0, 1]) and we assume that |b2(t, x) − 1| ≤ 1/2. The function
g(t, x) belongs to C∞([0, T ]× [0, 1]) and we suppose that
g(t, x) = 0 for 0 ≤ t ≤ τ1, (20)
where τ1 is a positive number.
In this section the x-interval [0, xR] has been normalized as [0, 1] without
loss of generality, and the parallel translation t→ t + 2τ1 has been done.
Let us consider the initial boundary value problem (IBP):
∂2h
∂t2
+Ah = g(t, x), h|x=1 = 0, h|t=0 = ∂h
∂t
∣∣∣
t=0
= 0.
Then (IBP) admits a unique solution h(t, x) thanks to the energy esti-
mate, and h(t, x) = 0 for 0 ≤ t ≤ τ1 because of the uniqueness. Moreover,
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since the compatibility conditions are satisfied, the unique solution turns out
to be smooth. A proof can be found e.g. in [6, Chapter 2], at least for the
case in which the coefficients of A do not depend on t. To satisfy ourselves,
we shall give a brief sketch of a proof of the existence of smooth solutions in
Appendix C. We are going to get estimates of the higher derivatives of h by
them of g and the coefficients b2, b1, b0.
5.1 Notations
It may be difficult to deduce the required tame estimate by using the norms
‖ · ‖(2)n directly. Hence let us introduce auxiliary other norms ‖ · ‖n, | · |n and
‖ · ‖Tn , | · |Tn defined as follows.
For m,n ∈ N and for functions y = y(x) of x ∈ [0, 1], we put
〈y〉2m := ‖△my‖, ‖y‖ := ‖y‖X :=
(∫ 1
0
|y(x)|2xN2 −1dx
)1/2
,
〈y〉2m+1 := ‖D˙△my‖, D˙ =
√
x
d
dx
, ‖y‖n :=
( ∑
0≤ℓ≤n
〈y〉2ℓ
)1/2
,
|y|n := max
0≤ℓ≤n
‖D˙ℓy‖L∞(0,1).
For n ∈ N, a fixed T > 0, and for functions y = y(t, x) of (t, x) ∈
[0, T ]× [0, 1], we put
‖y‖Tn :=
( ∑
j+k≤n
∫ T
0
‖∂jt y‖2kdt
)1/2
, |y|Tn := max
j+k≤n
‖∂jt D˙ky‖L∞([0,T ]×[0,1]).
Here ∂t = ∂/∂t.
Definition 2 Let us say that a grading of norms (pn)n∈N is interpolation
admissible if for ℓ ≤ m ≤ n it holds that
pm(f) ≤ Cpn(f)
m−ℓ
n−ℓ pℓ(f)
n−m
n−ℓ .
It is well known that, if and only if
pn(f)
2 ≤ Cpn+1(f)pn−1(f)
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for any n ≥ 1, (pn)n is interpolation admissible. If (pn)n and (qn)n are
interpolation admissible, and if (i, j) lies on the line segment joining (k, ℓ)
and (m,n), then
pi(f)qj(g) ≤ C(pk(f)qℓ(g) + pm(f)qn(g)).
(For a proof, see [5, p.144, 2.2.2. Corollary].)
It is well-known that (| · |n)n and (| · |Tn)n are interpolation admissible,
since D˙ = ∂/∂ξ, where x = ξ2/4.
Moreover (‖ · ‖n)n and (‖ · ‖Tn )n are interpolation admissible. To ver-
ify it, it is sufficient to note that y =
∑∞
k=1 ckφk ∈ C∞0 [0, 1) enjoys 〈y〉ℓ =(∑
k λ
ℓ
k|ck|2
)1/2
. Here (λk)k are eigenvalues of −△ with the Dirichlet bound-
ary condition at x = 1 and (φk)k are associated eigenfunctions. We note that
(D˙φn/
√
λn)n=1,2,... is a complete orthonormal system of X and (D˙y|D˙φ)X =
(−△y|φ)X if y ∈ C∞[0, 1).
Then it is clear by the Schwartz inequality that
〈y〉2n ≤ 〈y〉n+1〈y〉n−1
for y ∈ C∞0 [0, 1). Since 〈y〉j ≤ 〈y〉j′ for j ≤ j′, y ∈ C∞0 [0, 1), we have
〈y〉ℓ ≤ ‖y‖ℓ ≤ C · 〈y〉ℓ
and
‖y‖2n ≤ C‖y‖n−1‖y‖n+1
at least for y ∈ C∞0 [0, 1). By using a continuous linear extension of functions
on [0, 1] to functions on [0, 2] with supports in [0, 3/2), we can claim that this
inequality holds for any y ∈ C∞[0, 1] with a suitable change of the constant
C. We refer to [16, Chapter 3, Section 4, Theorem 3.11]. It is sufficient to
note the following
Proposition 6 If α(x) ∈ C∞(R) is fixed, then there is a constant C depend-
ing on α such that
‖αy‖n ≤ C‖y‖n.
A proof can be found in Appendix B. Hence (‖ · ‖n)n and (‖ · ‖Tn )n are
interpolation admissible.
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5.2 Goal of this Section
Using the norms ‖ · ‖Tn and | · |Tn , we state our goal of this section as the
following
Lemma 4 Assume that |b2 − 1| ≤ 1/2, |~b|T2 ≤ M and ‖g‖T1 ≤ M . Then
there is a constant Cn = Cn(T,M,N) such that if h is the solution of (IBP)
then
‖h‖Tn+2 ≤ Cn(1 + ‖g‖Tn+1 + |~b|Tn+3).
Let us note that this lemma implies the required tame estimate. We see
that ‖y‖T2m is equivalent to
‖y‖(2)m =
( ∑
j+k≤m
∫ T
0
〈∂2jt y〉22kdt
)1/2
for y ∈ C∞([0, T ]× [0, 1]). In fact it is sufficient to note the following
Proposition 7 For any y ∈ C∞([0, 1]) we have
‖D˙△my‖X ≤ C(‖△my‖X + ‖△m+1y‖X).
A proof can be found in Appendix B. Therefore the conclusion of the
Lemma reads:
‖h‖(2)m ≤ C(1 + ‖g‖(2)m + ‖w‖(2)m+3+s)
with 2s > 1 + N/2, provided that ‖g‖(2)1 ≤ M and ‖w‖(2)3+s ≤ M , since ~b
is a smooth function of w,Dw,D2w, ∂2tw in our context so that |~b|Tn+3 ≤
C(1 + |w|Tn+7), provided that |w|T4 ≤ M ′. Note that |w|Tn+7 ≤ C‖w‖(∞)m+3 if
2m = n+ 2. This is the required tame estimate.
5.3 Elliptic a priori estimates
In order to prove Lemma 4, we shall use the so called elliptic a priori estimate
of the operator A of G˚arding’s type:
Proposition 8 Suppose |b2 − 1| ≤ 1/2 and |~b|2 ≤M . Then
‖y‖n+2 ≤ C(‖Ay‖n + ‖y‖1 + |~b|n+3‖y‖).
A proof of this proposition can be found in Appendix D.
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5.4 Proof of Lemma 4
Let us go to prove Lemma 4, using Proposition 8 and the energy estimate
(Lemma 3).
The essence of the proof lies on the fact that all higher derivatives ∂jth
of the solution h with respect to t satisfy the Dirichlet boundary condition,
and therefore enjoy the energy estimate. The apparent complicatedness of
the discussion comes from the situation that the coefficients of A depend on
t. The logical structure of the discussion would be quite simple and clear if
the coefficients were constants with respect to t. See, e.g., the discussion in
[6, §2.2 (c)].
Hereafter we generally denote by H a solution of the boundary value
problem
∂2H
∂t2
+AH = G(t, x), H|x=1 = 0
such that H(t, x) = 0 for 0 ≤ t ≤ τ1. Thus ∂jtH|t=0 = 0 for any j ∈ N. The
time derivative Hj = ∂
j
tH satisfies
∂2Hj
∂t2
+AHj = Gj , Hj|x=1 = 0,
where
Gj := ∂
j
tG− [∂jt ,A]H.
We put G0 = G. Hereafter we always assume that |b2 − 1| ≤ 1/2 and
|~b|T2 ≤M .
Note that we have the energy estimate
‖∂tH‖+ ‖H‖1 ≤ C
∫ t
0
‖G(t′)‖dt′
for 0 ≤ t ≤ T . (See Lemma 3.)
Remark In this subsection H andG do not mean the particular functions
defined in Section 1. 
First let us reduce the estimates of the mixed derivatives ‖∂jtH‖k to those
of purely time derivatives ‖∂jtH‖1 by using the elliptic a priori estimate and
the equation. In fact, putting
Zn(H) :=
∑
j+k=n
‖∂jtH‖k,
we can claim the following
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Proposition 9 For n ∈ N we have
Zn+2(H) ≤ C(‖∂n+1t H‖1 +
∑
j+k=n
‖Gj‖k +
∑
j+k=n
(‖∂jtH‖1 + |~b|k+3‖∂jtH‖).
Proof First we show that for n ∈ N we have
Zn+2(H) ≤ C(Zn+1(∂tH) + ‖G‖n + ‖H‖1 + |~b|n+3‖H‖).
In fact by definition we have
Zn+2(H) = Zn+1(∂tH) + ‖H‖n+2.
By Proposition 8 we have
‖H‖n+2 ≤ C(‖AH‖n + ‖H‖1 + |~b|n+3‖H‖)
≤ C(‖∂2tH −G‖n + ‖H‖1 + |~b|n+3‖H‖)
≤ C(‖∂2tH‖n + ‖G‖n + ‖H‖1 + |~b|n+3‖H‖).
Note that ‖∂2tH‖n ≤ Zn+1(∂tH).
This implies by induction the desired estimates. 
Let us apply the energy estimate to ‖∂n+1t H‖1. Then we get
Proposition 10 We have
‖H‖Tn+2 ≤ C
(
‖G‖Tn+1 +
∑
j+k≤n
(∫ T
0
‖Gj‖2k
)1/2
+
+
∑
0≤j≤n
sup
0≤t≤T
‖∂jtH‖1 + ‖H‖Tn+1 + |~b|Tn+3‖H‖T
)
. (21)
Proof The energy estimate of ∂n+1t H reads
‖∂n+1t H‖1 ≤ C
(∫ t
0
‖∂n+1t G‖+
∫ t
0
‖[∂n+1t ,A]H‖
)
.
But ∫ t
0
‖[∂n+1t ,A]H‖ ≤ C
∑
α+β=n+1,α6=0,
|∂αt ~b|T0
(∫ t
0
‖∂βt H‖22
)1/2
≤ C ′
(
|~b|T1
(∫ t
0
Zn+2(H)
2
)1/2
+ |~b|Tn+1‖H‖T2
)
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by interpolation. Then Proposition 9 implies
Zn+2(H)(t) ≤ C
(( ∫ t
0
Zn+2(H)
2
)1/2
+ Fn(t)
)
,
where
Fn(t) =
∫ t
0
‖∂n+1t G(t′)‖dt′ + |~b|Tn+1‖H‖T2 +
∑
j+k=n
‖Gj‖k+
+
∑
j+k=n
(‖∂jtH‖1 + |~b|k+3‖∂jtH‖).
We can apply the Gronwall’s lemma to this inequality. The result is
Zn+2(H)(t) ≤ C
((∫ t
0
Fn(t
′)2dt′
)1/2
+ Fn(t)
)
.
Integrating the above inequality, we see
‖H‖Tn+2 =
( ∑
j+k≤n+2
∫ T
0
‖∂jtH‖2kdt
)1/2
=
(∫ T
0
(‖H‖2 + ‖∂tH‖2 + ‖H‖21 +
∑
0≤ν≤n
Zν+2(H)
2)dt
)1/2
≤
(∫ T
0
(‖H‖2 + ‖∂tH‖2 + ‖H‖21)dt+ C
∑
0≤ν≤n
∫ T
0
F 2ν
)1/2
≤ C ′
(
‖G‖Tn+1 + |~b|Tn+1‖H‖T2 +
∑
j+k≤n
(∫ T
0
‖Gj‖2k
)1/2
+
+
∑
0≤j≤n
sup
0≤t≤T
‖∂jtH‖1 + |~b|T2 ‖H‖Tn+1 + |~b|Tn+3‖H‖T
)
by interpolation. Hereafter we suppose that n ≥ 1. Then by interpolation
we have
|~b|Tn+1‖H‖T2 ≤ C(|~b|T2 ‖H‖Tn+1 + |~b|Tn+3‖H‖T )
and therefore this completes the proof of (21). 
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Now, let us estimate the second and third terms in the right-hand side of
(21). First we have
∑
j+k=ν
(∫ T
0
‖Gj‖2k
)1/2
≤ C(‖G‖Tν + ‖H‖Tν+1 + |~b|Tν+3‖H‖T ) (22)
Proof It is sufficient to estimate
∫ T
0
‖[∂jt ,A(~b)]H‖2kdt. But
[∂jt ,A(~b)]H =
∑
α+β=j,α6=0
(
j
α
)
A(∂αt ~b)∂βt H,
and
‖A(∂αt ~b)∂βt H‖k ≤ C(‖∂βt H‖k+2 + |∂αt ~b|k+3‖∂βt H‖),
since
‖A(~b)y‖k ≤ C(‖y‖k+2 + |~b|k+3‖y‖).
(The estimate of ‖Ay‖n can be derived by the discussion of the preceding
subsection, keeping in mind that△mA = A△m+[△m,A].) By interpolation,
we have, for α + β + k = ν, α 6= 0,
(∫ T
0
‖A(∂αt ~b)∂βt H‖2k
)1/2
≤ C(‖H‖Tβ+k+2 + |~b|Tα+k+3‖H‖Tβ )
≤ C ′(‖H‖Tν+1 + |~b|T2 ‖H‖Tν+1 + |~b|Tν+3‖H‖T ).

Next we have
sup
0≤t≤T
‖∂jtH‖1 ≤ C(‖G‖Tj + ‖H‖Tj+1 + |~b|Tj+3‖H‖T ). (23)
Proof By the energy estimate, we have
‖∂jtH‖1 ≤ C
∫ T
0
‖Gj‖.
Here we can use the estimate of
∫ T
0
‖[∂jt ,A]H‖2 given in the proof of the
preceding proposition with k = 0, n = j. 
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Substituting (22),(23) to (21) for h = H , we have
‖h‖Tn+2 ≤ C(‖g‖Tn+1 + ‖h‖Tn+1 + |~b|Tn+3‖h‖T ).
Noting that
‖h‖T ≤ C‖g‖T ≤ CM,
we have
‖h‖Tn+2 ≤ C(‖h‖Tn+1 + ‖g‖Tn+1 + |~b|Tn+3),
which implies inductively that
‖h‖Tn+2 ≤ C(1 + ‖g‖Tn+1 + |~b|Tn+3),
provided that ‖g‖T1 ≤M and |~b|T2 ≤ M .
This completes the proof of Lemma 4.
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Appendix
A. The Sobolev imbedding theorem
For the sake of self-containedness, we prove the Sobolev imbedding the-
orem for our framework. (The statement is well-known if N is an integer.)
Let y ∈ C∞[0, 1] and m ∈ N, we denote
〈y〉∗m := ‖(−△)my‖X.
For y ∈ X = L2((0, 1), xN2 −1dx) we have the expansion y =
∞∑
n=1
cnφn, where
(φn)n is the orthonormal system of eigenfunctions of the operator T = −△
with the Dirichlet boundary condition at x = 1. Then, for m ∈ N and for
y ∈ C∞[0, 1), we have
(−△)my(x) =
∞∑
n=1
cnλ
m
n φn(x), 〈y〉∗m =
(∑
n
|cn|2λ2mn
)1/2
.
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Lemma A.1. Let jν,n be the n-th positive zero of the Bessel function Jν ,
where ν = N
2
− 1. Then we have
λn = (jν,n/2)
2 ∼ π
2
4
n2 as n→∞.
Proof By the Hankel’s asymptotic expansion (see [19]), the zeros of Jν
can be determined by the relation
tan
(
r −
(ν
2
+
1
4
)
π
)
=
2
ν2 − 1
4
r(1 +O(r−2)).
Then we see
jν,n =
(
n0 + n +
ν
2
+
3
4
)
π +O
(1
n
)
as n→∞,
for some n0 ∈ Z. 
Lemma A.2. There is a constant C = C(N) such that
|φn(x)| ≤ CnN−12 for 0 ≤ x ≤ 1.
Proof Note that φn(x) is a normalization of Φν(λnx), where
Φν
(r2
4
)
= Jν(r)
(r
2
)−ν
.
Since |Φν(x)| ≤ C for 0 ≤ x < ∞, it is sufficient to estimate ‖Φν(λnx)‖X.
Using the Hankel’s asymptotic expansion in the form
Jν(r) =
√
2
πr
(
cos
(
r − ν
2
π − π
4
)(
1 +O
( 1
r2
))
+
−1
r
sin
(
r − ν
2
π − π
4
)(ν2 − 1
4
2
+O
( 1
r2
)))
,
we see that
‖Φν(λnx)‖2X =(λn)−ν−1
∫ jν,n
0
Jν(r)
2rdr = (λn)
−ν−1
(1
π
jν,n +O(1)
)
=(λn)
−ν−1 · 2
π
(λ1/2n +O(1)) ∼
2
π
(λn)
−ν− 1
2 .
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Then Lemma A.1 implies that
‖Φν(λnx)‖−1X ∼ Const.nν+
1
2 .

Lemma A.3. If y ∈ C∞0 [0, 1) and 0 ≤ j ≤ m, then 〈y〉∗j ≤ 〈y〉∗m.
Proof For y =
∑
cnφn, we have
(〈y〉∗j)2 =
∑
|cn|2λ2jn = (λ1)2j
∑
|cn|2(λn/λ1)2j
≤(λ1)2j
∑
|cn|2(λn/λ1)2m = λ2j−2m1 (〈y〉∗m)2.
According to [19, Section 15-6 (p.208)], we know that jν,1 is an increasing
function of ν > 0 and j 1
2
,1 = π. Therefore, λ1 ≥ (π/2)2 > 1 for N ≥ 2 and
which implies 〈y〉∗j ≤ 〈y〉∗m. 
Lemma A.4. If 2σ > N/2, then there is a constant C = C(σ,N) such that
‖y‖L∞ ≤ C〈y〉∗σ
for any y ∈ C∞0 [0, 1).
Proof Let y =
∑
cnφn(x). Then Lemmas A.1 and A.2 imply that
|y(x)| ≤
∑
|cn||φn(x)| ≤ C
∑
|cn|nN−12 ≤ C
√∑
|cn|2λ2σn
√∑
nN−4σ−1.
Since N − 4σ < 0, the last term in the above inequality is finite. Therefore
we get the required estimate. 
Now, for R > 0, we denote by X(0, R) the Hilbert space of functions y(x)
of 0 ≤ x ≤ R endowed with the inner product
(y1|y2)X(0,R) =
∫ R
0
y1(x)y2(x)x
N
2
−1dx.
Moreover, for m ∈ N, we denote by X2m(0, R) the space of functions y(x)
of 0 ≤ x ≤ R for which the derivatives (−△)jy ∈ X exist in the sense of
distribution for 0 ≤ j ≤ m. And we use the norm
‖y‖X2m(0,R) :=
( ∑
0≤j≤m
‖(−△)jy‖2X(0,R)
)1/2
.
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Let us denote by X2m0 (0, R) the closure of C
∞
0 [0, R) in the space X
2m(0, R).
There is a continuous linear extension Ψ : X2m(0, 1)→ X2m0 (0, 2) such that
‖y‖X2m(0,1) ≤ ‖Ψy‖X2m(0,2) ≤ C‖y‖X2m(0,1).
See [16, p.186, Theorem 3.11], keeping in mind Propositions 6,7. Then, by
Lemmas A.3 and A.4, the Sobolev imbedding theorem holds for y ∈ X2σ0 (0, 2).
That is, if 2σ > N/2, there is a constant C such that ‖y‖L∞ ≤ C‖y‖X2σ(0,2)
for y ∈ X2σ0 (0, 2). Thus the same imbedding theorem holds for y ∈ C∞[0, 1] ⊂
X2σ(0, 1) through the above extension. The conclusion is that, if 2σ > N/2,
there is a constant C = C(σ,N) such that ‖y‖L∞ ≤ C sup0≤j≤σ ‖(−△)jy‖X
for any y ∈ C∞[0, 1].
B. Nirenberg-Moser type inequalities
Let us prove Propositions 4, 5, 6 and 7.
Proof of Proposition 4
First, it is easy to verify the formula
D˙kDy(x) = x−
N+k
2
∫ x
0
D˙k△y(x′)(x′)N+k2 −1dx′, (B.1)
where k ∈ N,
D˙ :=
√
x
d
dx
and D :=
d
dx
.
Since △ = D˙2 + N−1
2
D, (B.1) implies
|D˙kDy|0 ≤ 2
N + k
|D˙k+2y|0 + N − 1
N + k
|D˙kDy|0.
Here and hereafter | · |0 stands for ‖ · ‖L∞ . Thus we have
|D˙kDy|0 ≤ 2
k + 1
|D˙k+2y|0.
Repeating this estimate, we get
|D˙kDjy|0 ≤
( 2
k + 1
)j
|D˙k+2jy|0. (B.2)
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On the other hand, since D˙2 = △− N−1
2
D and D△−△D = D2, we have
D˙2µ =
µ∑
k=0
Ckµ△µ−kDk (B.3)
with some constants Ckµ = C(k, µ,N). Then it follows from (B.3) and
Proposition 3 that
|D˙2µDjy|0 ≤ C|△µ+jy|0. (B.4)
Since
△ = D˙2 + N − 1
2
D and DD˙2 − D˙2D = D2,
it is easy to see that there are constants Ckm = C(k,m,N) such that
△m =
m∑
k=0
CkmD˙
2(m−k)Dk. (B.5)
Applying the Leibnitz’ rule to D and D˙, we see
△m(f · g) =
∑
Ckℓjm(D˙
2(m−k)−ℓDk−jf) · (D˙ℓDjg) (B.6)
with some constants Ckℓjm. The summation is taken for 0 ≤ j ≤ k ≤ m, 0 ≤
ℓ ≤ 2(m − k). By estimating each term of the right-hand side of (B.6), we
can obtain the assertion of Proposition 4. In fact, we consider the term
(D˙ℓ
′
Dj
′
f) · (D˙ℓDjg)
provided that ℓ′ + ℓ+ 2(j′ + j) = 2m. By (B.2) and (B.4) we have
|D˙ℓDjg|0 ≤ C|D˙ℓ+2jg|0 ≤ C ′|D˙2mg|
ℓ+2j
2m
0 |g|1−
ℓ+2j
2m
0 ≤ C ′′|△mg|
ℓ+2j
2m
0 |g|1−
ℓ+2j
2m
0
for some positive constants C, C ′ and C ′′. Here we have used the Nirenberg
interpolation for D˙ = ∂/∂ξ, where x = ξ2/4. The same estimate holds for
|D˙ℓ′Dj′f |0. Therefore we have
|(D˙ℓ′Dj′f) · (D˙ℓDjg)|0 ≤C|△mf |
ℓ′+2j′
2m
0 |f |1−
ℓ′+2j′
2m
0 |△mg|
ℓ+2j
2m
0 |g|1−
ℓ+2j
2m
0
≤C(|△mf |0|g|0 + |f |0|△mg|0),
since XθY 1−θ ≤ X + Y .
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Proof of Proposition 5
Suppose F (x, y) is a smooth function of x and y. Let us consider the
composed function U(x) := F (x, y(x)). We claim that
|△mU |0 ≤ C(1 + |y|∗m)
provided that |y|0 ≤M . In fact,
△mU =
∑
CkmD˙
2(m−k)DkU
consists of several terms of the following form:(
D˙Kx
( ∂
∂y
)L
Dkx
( ∂
∂y
)ℓ
F
)
· (D˙K1y) · · · (D˙KLy) · (D˙µ1Dk1y) · · · (D˙µℓDkℓy),
where
k + k1 + · · ·+ kℓ = κ,
K +K1 + · · ·KL + µ1 + · · ·+ µℓ = 2(m− κ).
Therefore
K1 + · · ·+KL + (µ1 + 2k1) + · · · (µℓ + 2kℓ) ≤ 2m.
Applying the Nirenberg interpolation to D˙ and using (B.4), we have
|D˙K1y|0 ≤ C(|y|∗m)
K1
2m |y|1−
K1
2m
0 .
Similarly,
|D˙µ1Dk1y|0 ≤ C|D˙µ1+2k1y|0 ≤ C ′(|y|∗m)
µ1+2k1
2m |y|1−
µ1+2k1
2m
0 ,
and so on. Then our claim follows obviously.
• We note that by (B.2), (B.4) and (B.5) we have
1
C
|D˙2jf |0 ≤ |△jf |0 ≤ C|D˙2jf |0. (B.7)
Proof of Proposition 6
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It can be verified that
△m(αy) =
∑
j+k=m
(α
(m)
1k Dˇ△jy + α(m)0k △jy),
where α
(m)
1k and α
(m)
0k are determined by the recurrence formula
α
(m+1)
1k = α
(m)
1k + (△− (N − 2)D)α(m)1,k−1 + 2Dα(m)0,k−1,
α
(m+1)
0k = (1 + 2Dˇ)α
(m)
1k + α
(m)
0k +△α(m)0,k−1,
starting from α
(0)
10 = 0, α
(0)
00 = α. Here we have used the convention α
(m)
1k =
α
(m)
0k = 0 for k < 0 or k > m. Of course α
(m)
10 = 0 for any m. Therefore we
see that ‖△m(αy)‖0 ≤ C‖y‖2m.
Differentiating the formula, we get
D˙△m(αy) =
∑
j+k=m
(α˙
(m)
2k △j+1y + α˙(m)1k D˙△jy + α˙(m)0k △jy),
where
α˙
(m)
2k =
√
xα
(m)
1k , α˙
(m)
1k =
(
− N
2
+ 1 + Dˇ
)
α
(m)
1k + α
(m)
0k , α
(m)
0k = D˙α
(m)
0k .
It is clear that ‖D˙△m(αy)‖0 ≤ C‖y‖2m+1, since α˙(m)20 = 0 for any m. 
Proof of Proposition 7
It is sufficient to prove that
‖D˙y‖ ≤ C(‖y‖+ ‖△y‖),
where and hereafter we denote ‖ · ‖ = ‖ · ‖X.
If w satisfies the Dirichlet boundary condition w(1) = 0, then
‖D˙w‖2 = (−△w | w) ≤ ‖△w‖‖w‖.
Therefore we have
‖D˙y‖2 ≤ ‖△y‖(‖y‖+ |y(1)|).
On the other hand we have√
2
N
|y(1)| ≤ ‖y‖+
√
2
N − 2‖D˙y‖.
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In fact, since
y(1) = y(x) +
∫ 1
x
1√
x
D˙y(x′)dx′,
we have
|y(1)|2 ≤ |y(x)|2 + 2
N − 2‖D˙y‖
2x−
N
2
+1
for x > 0. Integrating this, we get the above estimate of |y(1)|. Hence we
have, for any ǫ > 0,
‖D˙y‖2 ≤ C‖△y‖(‖y‖+ ‖D˙y‖)
≤ C
( 1
2ǫ
‖△y‖2 + ǫ
2
(‖y‖+ ‖D˙y‖)2
)
≤ C( 1
2ǫ
‖△y‖2 + ǫ‖y‖2 + ǫ‖D˙y‖2
)
.
Taking ǫ to be small, we get the desired estimate. 
C. Existence of the smooth solution to the linear wave equation
Let us give a proof of the existence of the smooth solution to the initial
boundary value problem (IBP):
∂2h
∂t2
+Ah = g(t, x), h|x=1 = 0, h|t=0 = ∂h
∂t
∣∣∣
t=0
= 0.
We assume that g(t, x) = 0 for 0 ≤ t ≤ τ1.
Existence. The existence of the solution can be proved by applying the
Kato’s theory developed in [8]. In fact, we consider the closed operator
A(t) =
[
0 −1
A(t) 0
]
in H := X10 × X densely defined on
D(A(t)) = G := X2(0) × X1.
Here X = L2((0, 1); x
N
2
−1dx),X1 = {y ∈ X|D˙y ∈ X},X10 = {y ∈ X1|y|x=1 =
0},X2 = {y ∈ X1|△y ∈ X} and X2(0) = X2 ∩ X10 = {y ∈ X2|y|x=1 = 0}. The
problem (IBP) is equivalent to
du
dt
+ A(t)u = f(t), u|t=0 = 0,
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with
u =
[
h
∂h
∂t
]
and f(t) =
[
0
g(t, ·)
]
.
We can write
A(t)y = −x−N2 +1 d
dx
ax
N
2
dy
dx
+ bDˇy + cy,
where
a = b2, b = b1 +Db2, c = b0.
Then
(A(t)y|v)X = (a(t)D˙y|D˙v)X + ((bDˇ + c)y|v)X
for y ∈ X2(0) and v ∈ X10. The inner product
(y|v)t = (a(t)D˙y|D˙v)X + (y|v)X
introduces an equivalent norm ‖ · ‖t in X10 provided that |1 − a| ≤ 1/2,
‖a‖L∞ , ‖b‖L∞ , ‖c‖L∞ ≤M0. Then we have
−(A(t)u|u)Ht = (u2|u1)X − ((bDˇ + c)u1|u2)X ≤ β‖u||2Ht,
where
(u|φ)Ht = (u1|φ1)t + (u2|φ2)X
= (a(t)D˙u1|D˙φ1)X + (u1|φ1)X + (u2|φ2)X
and β depends only upon M0. ‖u‖Ht =
√
(u|u)Ht is equivalent to ‖u‖H and
depends on t smoothly in the sense of [8, Proposition 3.4]. From the above
estimate it follows that A(t) is a quasi-accretive generator in the norm ‖·‖Ht .
In fact the following argument is standard: the equation
(λ+ A(t))u = f
is reduced to an elliptic equation
(λ2 +A(t))u1 = λf1 + f2,
which admits a solution u1 ∈ X2(0) for given f3 := λf1+f2 ∈ X, provided that
λ2 > ‖b‖2L∞ + ‖c‖L∞ + 14 ; then
Q[u] := λ2‖u‖2X + (a(t)D˙u|D˙u)X + ((bDˇ + c)u|u)X ≥
1
4
‖u‖2X1,
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and for given f3 ∈ X there is a u1 ∈ X10 such that Q(u1, v) = (f |v)X for any
v ∈ X10; thus (λ+ A(t))−1 ∈ B(H) and ‖(λ+ A(t))−1‖B(Ht) ≤ (λ− β)−1.
Therefore by [8, Proposition 3.4], (A(t))t is a stable family of genera-
tors. Hence by [8, Theorem 7.1 and 7.2], we can claim that there exists
a solution u ∈ C1([0, T ];H) ∩ C([0, T ];G), which gives the desired solution
h ∈ C2([0, T ];X)∩C1([0, T ];X1)∩C([0, T ];X2), since g ∈ C∞([0, T ]× [0, 1]).
Regularity. We want to show that h ∈ C∞([0, T ]× [0, 1]). To do so, we
apply the Kato’s theory developed in [9, Section 2]. We consider the spaces
Hˆ = Hˆ0 = X
1
0 × X× R,
Hˆj = X
j+1
(0) × Xj × R,
Gˆ = Gˆ1 = X
2
(0) × X10 × R,
Gˆj = Gˆ ∩ Hˆj = Xj+1(0) × Xj(0) × R.
Here Xk = {y|‖y‖k = (
∑
0≤ℓ≤k〈y〉2ℓ)1/2 <∞}, and Xk(0) = Xk ∩ X10. Introduc-
ing the closed operator
Aˆ(t) =

 0 −1 0A(t) 0 −g(t)
0 0 0


in Hˆ densely defined on
D(Aˆ(t)) = Gˆ,
we can convert (IBP) to
du
dt
+ Aˆ(t)u = 0, u|t=0 = φ0,
where
φ0 =

00
1

 .
Since g ∈ C∞, the stability of (Aˆ(t))t is reduced to that of (A(t))t by the
perturbation theorem ([9, Proposition 1.2]). Therefore (Aˆ(t))t is a stable
family of generators in Hˆ. Since the coefficients of the differential operator
A are in C∞, we see D(Aˆ(t)) ∩ Hˆ1 = Gˆ and
dk
dtk
Aˆ(t) ∈ L∞([0, T ];B(Gˆj+1, Hˆj))
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for all j, k. Moreover we have ‘ellipticity’, i.e., for each t, j u ∈ D(Aˆ(t)) and
Aˆ(t)u ∈ Hˆj implies u ∈ Hˆj+1 with
‖u‖Hˆj+1 ≤ C(‖Aˆ(t)u‖Hˆj + ‖u‖Hˆ).
In fact this condition is reduced to the fact that if y ∈ X2 and A(t)y ∈ Xj
then y ∈ Xj+2 and
‖y‖j+2 ≤ C(‖A(t)y‖j + ‖y‖1).
See Proposition 8. Thus we can apply [9, Theorem 2.13], say, if φ0 ∈ Dm(0),
then the solution u satisfies
u ∈
⋂
j+k=m
Ck([0, T ]; Hˆj),
which implies
h ∈
⋂
j+k=m
Ck([0, T ];Xj+1(0) ).
Recall φ0 = (0, 0, 1)
T and the space of compatibility Dm(0) is characterized
by
D0(0) = Hˆ, S
0(0) = I,
Dj+1(0) = {φ ∈ Dj(0)|Sk(0)φ ∈ Gˆj+1−k, 0 ≤ k ≤ j},
Sj+1(0)φ = −
j∑
k=0
(
j
k
)( d
dt
)j−k
Aˆ(0)Sk(0)φ.
See [9, (2.40), (2.41)]. Since g = 0 for 0 ≤ t ≤ τ1, we have
( d
dt
)n
Aˆ(0) =


0 0 0(
d
dt
)n
A(0) 0 0
0 0 0

 .
Thus it is easy to see φ0 ∈ Dj(0) and Sj(0)φ0 = 0 for j ≥ 1 inductively
on j. (Note that S0(0)φ0 = φ0.) Hence for any positive integer m we have
φ0 ∈ Dm(0) and obtain the desired regularity of the solution h.
D. Proof of Proposition 8
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By tedious calculations we have
[△m,A]y := △mAy −A△my =
∑
j+k=m
(b
(m)
1k Dˇ△jy + b(m)0k △jy),
where Dˇ = xd/dx and
b
(m)
10 = −2mDb2,
b
(m)
00 = −m((2m− 1)△+ (m− 1)(1−N)D)b2 +m(1 + 2Dˇ)b1,
where D = d/dx and b
(m)
1k , b
(m)
0k , k ≥ 1 are determined by
b
(1)
11 = 2Db0 + (△− (N − 2)D)b1, b(1)01 = △b0,
and the recurrence formula
b
(m+1)
1k = b
(m)
1k + (△− (N − 2)D)b(m)1,k−1 + 2Db(m)0,k−1 for k ≥ 2,
b
(m+1)
11 = b
(m)
11 − 4m2(△+
3−N
2
D)Db2+
+ ((4m+ 1)△− (2mN − 6m+N − 2)D)b1 + 2Db0,
b
(m+1)
0k = b
(m)
0k + (1 + 2Dˇ)b
(m)
1k +△b(m)0,k−1 for k ≥ 2,
b
(m+1)
01 = b
(m)
01 −m△((2m− 1)△+ (m− 1)(1−N)D)b2+
+m(3 + 2Dˇ)△b1 +△b0 + (1 + 2Dˇ)b(m)11 .
We have used the following calculus formula:
DDˇ = △−
(N
2
− 1
)
D, △Dˇ − Dˇ△ = △,
△(QDˇP ) = QDˇ△P + (1 + 2Dˇ)Q · △P + (△− (N − 2)D)Q · DˇP,
△(QP ) = Q△P + 2(DQ)DˇP + (△Q)P.
Then it follows that
‖b(m)0k ‖L∞ ≤ C|~b|2k+3 ‖b(m)1k ‖L∞ ≤ C|~b|2k+2
and therefore
‖[△m,A]y‖ ≤ C
∑
j+k=m
(|~b|2k+2‖y‖2j+1 + |~b|2k+3‖y‖2j).
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Since △m[△,A] = [△m+1,A]− [△m,A]△, it follows that ‖△m[△,A]y‖ ≤
CAm, where
Am :=
∑
j+k=m+1
(|~b|2k+2‖y‖2j+1 + |~b|2k+3‖y‖2j).
Remark This estimate is very rough and may be far from the best possi-
ble. But it is enough for our purpose. To derive this estimate, we have used
the following observations:
Let Mk denote the set of all functions of the form∑
α=2,1,0
∑
i+j≤k
Cαij△iDjbα,
Cαij being constants. Then it can be shown that △f , Df and DDˇf(=
△f + (−N
2
+ 1)Df) belong to Mk+1 if f belongs to Mk. Using this, we can
claim inductively that b
(m)
1k ∈ Mk+1 and b(m)0k ∈ Mk+1 + DˇMk+1 for any m,
k ≤ m+1. Note that ‖f‖L∞ ≤ C|~b|2k and ‖Dˇf‖L∞ ≤ ‖D˙f‖L∞ ≤ C|~b|2k+1 if
f ∈Mk. (See Proposition 3 and Appendix B, (B.7). Also see (B.3), keeping
in mind that △ = D˙2 + N−1
2
D.) 
Differentiating [△m,A]y, we get
D˙[△m,A]y =
∑
k+j=m
(b˙
(m)
2k △j+1y + b˙(m)1k D˙△jy + b˙(m)0k △jy),
where
b˙
(m)
2k =
√
xb
(m)
1k , b˙
(m)
1k = (−
N
2
+ 1 + Dˇ)b
(m)
1k + b
(m)
0k , b˙
(m)
0k = D˙b
(m)
0k .
Using
D˙△m[△,A] = D˙[△m+1,A]− D˙[△m,A]△,
we have ‖D˙△m[△,A]y‖ ≤ CA♯m, where
A♯m :=
∑
j+k=m+1
(|~b|2k+2‖y‖2j+2 + |~b|2k+3‖y‖2j+1 + |~b|2k+4‖y‖2j).
Since Am−1 ≤ A♯m−1 ≤ 2Am ≤ 2A♯m, we can claim that
‖[△,A]y‖2m ≤ CAm, ‖[△,A]y‖2m+1 ≤ CA♯m.
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Now △y = − 1
b2
(Ay − b1Dˇy − b0y) implies ‖△y‖ ≤ C(‖Ay‖+ ‖y‖1), and
‖y‖2 ≤ C(‖Ay‖+ ‖y‖1).
Moreover
D˙△y = − 1
b2
(
D˙Ay + (−D˙b2 +
√
xb1)△y+
+ (−N
2
+ 1 + Dˇb1 + b0)D˙y + (D˙b0)y
)
implies ‖D˙△y‖ ≤ C(‖D˙Ay‖+ ‖y‖2), and ‖y‖3 ≤ C(‖Ay‖1 + ‖y‖1).
Using the estimates of [△,A], we can show inductively that, for n ≥ 2,
‖y‖n+2 ≤ C(‖Ay‖n + ‖y‖1 +K(n)),
where
K(n) =
{
Am for n = 2m+ 2,
A♯m for n = 2m+ 3
By interpolation we have
K(n) ≤ C(|~b|2‖y‖n+1 + |~b|n+3‖y‖).
This completes the proof of Proposition 8.
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