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Abstract
We present mathematical details of the construction of a topological invariant for periodically driven 
two-dimensional lattice systems with time-reversal symmetry and quasienergy gaps, which was proposed 
recently by some of us. The invariant is represented by a gap-dependent Z2-valued index that is simply 
related to the Kane–Mele invariants of quasienergy bands but contains an extra information. As a byproduct, 
we prove new expressions for the two-dimensional Kane–Mele invariant relating the latter to Wess–Zumino 
amplitudes and the boundary gauge anomaly.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
A characteristic feature of gapped systems is that they have no low energy excitations. Yet, the 
interface between two gapped systems may host some kind of protected low-energy excitations, 
which are impossible to get rid of. This phenomenon, first encountered in the quantum Hall 
effect [29], happens to be ubiquitous and appears in domains such as mechanical systems [31], 
optics [22,18,20], microwave networks [2,21], cold atoms [25] or electrical networks [26,1]. It 
arises from the non-trivial topology of the ground state of the system, usually characterized by a 
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electronic systems can often be described by tight-binding models on an infinite lattice. The 
seminal paper by Kane and Mele [32] made apparent the importance of symmetries such as time 
reversal in the appearance of the so-called symmetry protected topological phases. This led to a 
classification of noninteracting fermionic systems according to those symmetries [45,47,30], the 
applicability of which exceeds the sole field of condensed matter. Topological insulators have 
also sparked interest from mathematicians: the Z2-valued Kane–Mele invariant was from the 
start identified in [32] as taking values in specific K-theory group, see [30,11], and understood 
as a geometric obstruction [12] as well as in terms of an equivariant cohomology [7].
With the goal of achieving a better control of topological phase transitions in electronic sys-
tems, it was proposed to produce out-of-equilibrium (but stationary) topological phases through 
a periodic driving, such as the application of light, in semiconductor quantum wells [35] and 
graphene [33], following pioneering works on photoinduced properties of 2d electron gases 
[24,40]. With the idea in mind that a periodic driving will allow to simulate equilibrium phases, 
the same method was used to realize archetypal models of topological phases in artificial systems 
such as (shaken) cold atom lattices [25] and arrangements of helical waveguides [46] (in this sys-
tem, the periodic evolution in time is replaced by a continuous periodic modulation in the third 
dimension of real space along which propagation occurs). Yet, out-of-equilibrium phases display 
richer topological features than equilibrium phases, as was first pointed out by Kitagawa et al. 
[28] and soon after observed in optical experiments [27]. A new framework to fully describe the 
topological properties of the unitary evolution of a two-dimensional periodically driven system 
without specific symmetry was developed by Rudner, Lindner, Berg and Levin [44]. In partic-
ular, this new characterization correctly accounted for the existence of chiral edge states at the 
boundary of a finite sample.
The aim of the present work is to characterize the topological properties of periodically forced 
systems that are invariant under time-reversal symmetry, namely of driven analogues of the equi-
librium Kane–Mele two-dimensional insulators. A brief account of our results which focused on 
the physical aspects, backed by numerical simulations of a toy model, was recently published [5]. 
The present paper aims at providing mathematical proofs of our claims.
We study fermions on a two-dimensional lattice which are periodically driven in time. We as-
sume that unspecified relaxation processes eventually lead to a steady state described by a unitary 
evolution. As we shall see, the family of evolution operators (t, k) → U(t, k) of such a system 
over one period T is more convenient to work with than the Hamiltonian H(t, k). Here, k is 
the quasimomentum, taking values in the Brillouin zone BZ assimilated with a two-dimensional 
torus and t is the time. Topological insulators are remarkable examples of band insulators, and as 
such have an energy gap separating bands which hold specific topological properties. However, 
energy is not conserved in driven systems. In the replacement for the energy spectrum, a period-
ically driven system has a quasienergy spectrum, defined as the spectrum of the Floquet operator 
U(T ) describing the unitary evolution over one period. Pictorially, the system is coupled to a bath 
of energy quanta multiple of h¯ω, where ω = 2π/T is the driving angular frequency, so although 
the energy E of the system is ill-determined, its value modulo h¯ω remains well-defined. The 
quasienergy spectrum of a driven system, lying on the circle, is periodic: this is a fundamental 
difference with the energy spectrum of static systems. However, the quasienergy spectrum can 
still display bands separated by gaps and we are interested in such instances.
As shown by Rudner and collaborators [44], the periodicity of the quasienergy spectrum can 
lead to situations where the usual invariants, such as the first Chern numbers of the bands, fail to 
completely characterize the topological features of the system. To overcome this difficulty, they 
D. Carpentier et al. / Nuclear Physics B 896 (2015) 779–834 781constructed an integer-valued invariant W[U ], where  designates a quasienergy gap, capturing 
the additional topological information contained in the unitary evolution of a periodically driven 
system without specific symmetry. The construction uses a gap-dependent periodization of the 
family U(t, k) of evolution operators. However, when the evolution is time-reversal invariant then 
W[U ] always vanishes. This is in analogy to the static situation, where the first Chern numbers of 
bands vanish in a time-reversal invariant system and have to be replaced by the finer Kane–Mele 
invariant [32]. It is therefore natural to expect that in a periodically forced time-reversal invariant 
systems the W[U ] index would also be replaced by a finer invariant.
As will be shown in the present paper, such an invariant, that we denote K[U ], indeed ex-
ists [5]. It is a Z2-valued quantity, as the Kane–Mele index. Besides, K[U ] is linked to the 
Kane–Mele invariant of the quasienergy band E,′ delimited by the gaps around  and ′ by the 
relation
K′ [U ] −K[U ] = KM(E,′) (1.1)
analogous to the link shown in [44] between the W index and the first Chern number of the 
quasienergy band in-between the two gaps for the case without time-reversal symmetry. Finally, 
the proof of Eq. (1.1) sheds a new light on the Kane–Mele index of the vector bundle E of 
states spanned by a family of projectors P(k), relating it to a carefully defined square root of the 
Wess–Zumino amplitude [49] of the associated family of unitary operator UP (k) = I − 2P(k). 
The relation takes the form of the identity
(−1)KM[E] =
(
exp [iSWZ(UP )]
)1/2
. (1.2)
Those three claims: the existence of index K[U ] as a Z2-valued quantity, its relation to the 
Kane–Mele invariant, and the links between the Kane–Mele invariant and Wess–Zumino ampli-
tudes, are the subject of this paper.
In Section 2 that follows Introduction, we review the useful bits of the Floquet theory and 
of the homotopy theory which are needed to construct the invariants W[U ] of [44] (without 
particular symmetry) and K[U ] of [5] (with time-reversal invariance). The implications of time-
reversal symmetry on the Floquet theory needed in the second case are briefly summarized. In 
Section 3, we actually define K[U ], show that it is well-determined as a Z2-valued quantity, 
and discuss its properties. A key point in the construction is that the periodized evolution opera-
tor at the half-period can be contracted to the identity while keeping its time-reversal symmetry, 
and that K[U ] does not depend on the choice of the contraction. We show the existence of 
time-reversal invariant contractions in Section 3.2. The arbitrariness in the choice of the contrac-
tion is the reason why K[U ] is a Z2-valued quantity rather than a Z-valued one, as shown in 
Section 3.3. The rest of the paper is devoted to a proof of the link (1.1) between index K[U ]
and the Kane–Mele invariant. Our proof, whose main part is exposed in Section 4, is based on 
a new representation for the Kane–Mele invariant (or, more precisely, for its form given by Fu 
and Kane in [9]), summarized by identity (1.2). It consists of showing that the right-hand side 
of that identity localizes on contributions from time-reversal invariant quasimomenta in the Bril-
louin torus. For illustration, we explain in Section 4.3 how this works in the case of a particular 
tight-binding model with both time-reversal and inversion symmetries. In the key step in the 
proof of representation (1.2), spread over Sections 4.4 to 4.7, we relate the right-hand side of 
Eq. (1.2), written as a specific square root of the Wess–Zumino amplitude of field UP , to a ratio 
of two genuine Wess–Zumino amplitudes of auxiliary fields taking values in unitary matrices 
of rank reduced to that of the rank of projectors P(k). The remaining argument of the proof of 
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ical reasons, this is first done in Section 4.8 for the case when projectors P(k) have rank 2, as 
this instance may be treated with fewer technicalities. The computation for general rank, pre-
sented in Section 5, requires a more developed arsenal of techniques. It is based on a boundary 
gauge anomaly formula for Wess–Zumino amplitudes, of possible independent interest, whose 
proof is given in Section 6. Appendices A–D include some accessory material related to the main 
text.
Our proof of the representation (1.2) for the Kane–Mele invariant contains some steps that 
bear resemblance to the arguments scattered in the literature, in particular, in [9,36,34,43,45], 
but our point of view and the detailed mathematical argument seem new.
2. General background
2.1. Floquet theorem
We consider smooth periodic families of self-adjoint Hamiltonians H : R × BZ → MN(C)
acting on CN , with
H(t, k)=H(t + T , k) (2.1)
for k on the Brillouin torus BZ =R2/(2πZ) and T the driving period. Such families are obtained 
from the Fourier transform of time-periodic lattice Hamiltonians, describing e.g. a periodically 
driven crystal in tight-binding approximation. The identification of the Brillouin torus with 
R2/(2πZ) is obtained by an appropriate choice of a basis for the reciprocal lattice. The internal 
degrees of freedom in this description, in finite number N , include unit cell positions, orbitals, 
and spin. The corresponding evolution operators U(t, k) belonging to the unitary group U(N)
solve the equation
i U˙(t, k) =H(t, k)U(t, k) (2.2)
with initial condition U(0, k) = I , where I is the identity operator. The time-periodicity of H
gives rise to the property
U(t + T , k)=U(t, k)U(T , k) (2.3)
so that the whole information about the evolution is contained in the first period of time. In 
particular, U(−T , k) =U(T , k)−1. Operators U(t, k) define a smooth mapping from [0, T ] ×BZ
to U(N). A natural invariant characterizing the topological properties of smooth maps between 
two manifolds is their homotopy class [6,4], which is, however, trivial for U .3 A periodic map 
from S1 × BZ to U(N), however, could have a nontrivial homotopy class. One may periodize 
U in a natural way using Floquet theory if unitary operators U(T , k) have a common spectral 
gap [44].
To do so, consider the spectral decomposition of the unitary operators U(T , k)
U(T , k)=
∑
n
λn(k)|ψn(k)〉〈ψn(k)|, (2.4)
3 Only the windings of the determinant of U(t, k) around nontrivial 1-cycles of the Brillouin zone could provide 
nontriviality. However, they are trivial for all t by continuity of the map, as U(0, k) = I .
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U(1). As in the case of energy spectra of tight-binding Hamiltonians, the reunion of the (discrete) spectra of the operators 
U(T , k) for k in the Brillouin torus forms continuous quasienergy bands separated by spectral gaps (around e−iT  and 
e−iT ′ in the sketch). Corresponding eigenstates form vector bundles over the Brillouin torus.
where |λn(k)| = 1. It is usual to parameterize the eigenvalues of U(T , k) by real quasienergies
writing λn(k) = e−iT n(k), where n(k) are defined modulo 2π/T so that the quasienergy spec-
trum repeats itself with that period. If real number  is in the gap of the quasienergy spectrum 
(i.e. e−iT  = λn(k) for all n and k), see Fig. 1, then we may define the operator
H eff (k)=
i
T
∑
n
ln−T  λn(k)|ψn(k)〉〈ψn(k)|, (2.5)
where
lnφ(reiϕ)= ln r + iϕ for r > 0 and φ − 2π < ϕ < φ (2.6)
is a branch of the logarithm. H eff (k) depends smoothly on k and does not change when  changes 
within the same quasienergy gap. Besides
H eff+2π/T (k)=H eff (k)+ 2πT I. (2.7)
Because of the relation
U(T , k) = e−iTH eff (k), (2.8)
H eff (k) are called effective Hamiltonian. They allow to define periodized versions of U(t, k)
V(t, k) =U(t, k) eitH eff (k) (2.9)
that satisfy the relations
V(t + T , k)= V(t, k), (2.10)
V(0, k) = I = V(T , k), (2.11)
V+2π/T (t, k) = e 2π itT V(t, k). (2.12)
Maps V , explicitly dependent on the quasienergy gap, may therefore be considered as defined 
on the 3-torus S1 × BZ. They take values in the unitary group U(N). For ′ > ,
H eff′ (k)−H eff(k) = 2π P˜,′(k) (2.13)  T
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P˜,′(k)=
∑
<ε<′
∑
n
λn(k)=e−iεT
|ψn(k)〉〈ψn(k)|. (2.14)
Note that only a finite number of quasienergies ε contributes to the sum above. As already no-
ticed, formula (2.13) holds true if there is no spectral value of quasienergy between  and ′ so 
that P˜,′(k) = 0. Suppose now that there is exactly one spectral value ε of quasienergies between 
 and ′. It has then to satisfy the inequalities  < ε <  + 2π
T
(if the right inequality failed then 
ε − 2π
T
would be another spectral value of quasienergy in the interval (, ′)). It follows that the 
contribution from ε to H eff (k) is
ε
∑
n
λn(k)=e−iεT
|ψn(k)〉〈ψn(k)|. (2.15)
On the other hand, one must have ′ < ε + 2π
T
< ′ + 2π
T
(again, if the left inequality failed then 
ε+ 2π
T
would be another quasienergy spectral value in the interval (, ′)). Thus the contribution 
from ε to H eff
′ (k) is
(ε + 2π
T
)
∑
n
λn(k)=e−iεT
|ψn(k)〉〈ψn(k)| (2.16)
so that relation (2.13) follows in the case under consideration. The general case is proven gradu-
ally increasing ′.
It will be convenient to extend the definition of P˜,′(k) to gap quasienergies in general posi-
tion by setting
P˜,′(k)= 0 if  = ′,
P˜,′(k)= −P˜′,(k) if  > ′. (2.17)
With such an extension we have the relation
V′(t, k)= V(t, k) e 2π itT P˜,′ (k) (2.18)
for arbitrary gap quasienergies , ′. Note that
P˜
,′+ 2π
T
(k)= P˜
− 2π
T
,′(k)= P˜,′(k)+ I . (2.19)
If  < ′ ( > ′) and if e−iT and e−i′T lie in two different spectral gaps of U(T , k) then, up 
to an integer multiple of I , P˜,′(k) is equal to the orthogonal projector P,′(k) on the subspace 
spanned by the eigenvectors |ψn(k)〉 of U(T , k) with the eigenvalues λn(k) in the subinterval of 
the circle joining e−iT to e−i′T clock-wise (counter-clockwise). If e−iT and e−i′T lie in same 
spectral gap of U(T , k) then P˜,′(k) is an integer multiple of I and we shall set P,′(k) = 0. 
The ranges of projectors P,′(k) form a vector bundle over the Brillouin torus BZ that we shall 
denote E,′ .
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In the following, we will consider time-reversal invariant systems of free fermions with half-
integer spin. The number of internal degrees of freedom is therefore necessarily even, with 
N = 2M . The anti-unitary time-reversal operator

 = eiπSy/h¯C, (2.20)
where Sy is the y-component of the spin operator and C represents complex conjugation, can be 
written in an adequate basis4 as

 =C with =
(
0 IM
−IM 0
)
. (2.21)
The time reversal acts on the group U(2M) by the involution
U →
U
−1. (2.22)
The fixed-point set of this involution forms the symplectic subgroup Sp(2M):
{U ∈U(2M) |
U
−1 =U} = Sp(2M) ≡ {U ∈U(2M) |UtU =} (2.23)
which is connected and simply connected [23]. For M = 1, Sp(2) = SU(2). We will use later the 
fact that det(U) = 1 for U ∈ Sp(2M).
In a time dependent system, the time-reversal invariance of the Hamiltonian H means that

H(t, k)
−1 =H(−t,−k) (2.24)
The above symmetry implies for the evolution operators that

U(t, k)
−1 =U(−t,−k) (2.25)
as both sides satisfy the same first-order equation with the same initial condition. In particular,

U(T , k)
−1 =U−1(T ,−k) (2.26)
which implies, by spectral decomposition,

H eff (k)

−1 =H eff (−k) (2.27)
for the effective Hamiltonian (2.5). For the periodized evolution operators V(t, k) the time-
reversal invariance entails the relation

V(t, k)

−1 = V(−t,−k)= V(T − t,−k) . (2.28)
In particular,

V(T /2, k)
−1 = V(T /2,−k) . (2.29)
Eq. (2.13) implies that in the time-reversal symmetric case

P˜,′(k)

−1 = P˜,′(−k) , 
P,′(k)
−1 = P,′(−k) , (2.30)
4 For a spin-j representation, the matrix  is expressed in the basis with magnetic numbers j, −(j − 1),
j − 2, . . . , −j, j − 1, −(j − 2), . . . (e.g. 5/2, −3/2, 1/2, −5/2, 3/2, −1/2 for j = 5/2).
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P,′(0) is preserved by 
 so that its dimension has to be even implying that vector bundles E,
have even rank in the time-reversal invariant case. For general k, operator 
 maps the range of 
P,′(k) to that P,′(−k) defining on the bundle E, an antilinear involution θ that projects to 
the map ϑ2 : k → −k on the base-space torus BZ.
2.3. Homotopy classes of maps from the 3-torus to the unitary group
Continuous maps V from the 3-torus T 3 to the unitary group U(N) with N ≥ 2, like V , may 
be classified up to homotopy [13] by considering 3 elements of π1(U(N))  Z as well as one 
element of π3(U(N))  Z (the second homotopy group being trivial).
We may always assume that V is smooth since the homotopy class of continuous V necessar-
ily contains smooth maps. The first 3 homotopy invariants are obtained by restricting V to three 
independent non-trivial 1-cycles Ci around the torus and by considering the winding numbers of 
the determinant of V around zero in the complex plane,
wCi [V ] =
1
2π i
∫
Ci
tr(V −1dV ) = 1
2π i
∫
Ci
d log detV . (2.31)
To obtain the element of π3(U(N)), consider the loop L = C1C2C3C−11 C−12 C−13 on the 3-torus 
that is contractible. One quotients the torus into a sphere S3 by collapsing L to a point: the map 
V can always be deformed to a map constant on L which descends to the quotient and whose 
homotopy class belongs to π3(U(N)).
The value in Z  π3(U(N)) corresponding to V may be given by the integral [3]
1
24π2
∫
T 3
V ∗χ ≡ deg(V ) , (2.32)
where5
χ = tr(u−1du)3 (2.33)
is a real closed 3-form on the group U(N) and V ∗χ denotes the pullback of χ byV . Somewhat 
abusively, we shall call deg(V ) the degree of V . The normalization of the integral in (2.32) is 
chosen so that the degree is equal to 1 for the embedding of SU(2) ∼= S3 by block matrices into 
U(N) (see e.g. [39]).
If V1 and V2 are two maps from T 3 to U(N) and V1V2 is their point-wise multiplication, then
deg(V1V2)= deg(V1)+ deg(V2). (2.34)
In particular, deg(V −1) = − deg(V ) and deg(V u) = deg(uV ) = deg(V ) if u is a fixed element 
of U(N). This follows from the formula (A.1) for 3-forms on U(N) ×U(N) from Appendix A
which implies that
(V1V2)
∗χ = V ∗1 χ + V ∗2 χ + an exact 3-form. (2.35)
5 We omit the exterior product signs ∧.
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(V −1)χ = −V χ . (2.36)
If D is a diffeomorphism of T 3 then
deg(V ◦D)= ±deg(V ) , (2.37)
where the positive (negative) sign applies to orientation-preserving (orientation-reversing) dif-
feomorphisms.
When N = 2M so that the time-reversal operator 
 = U
C can be defined, where U
 ∈
U(2M), then
deg(
V
−1)= deg(V ) (2.38)
Indeed, 
V
−1 = U
VU−1
 , where the overline denotes the complex conjugation. Hence 
deg(
V
−1) = deg(V ) = deg(V ), where the last equality follows from the reality of 3-form χ .
For V = V , where V : T 3 → U(N) was constructed in the previous section, the winding 
numbers wC(V) of the determinant of V vanish for 1-cycles in the Brillouin torus, i.e. for 
C ⊂ {t} ×BZ. Indeed, such winding numbers depend continuously on t and V(0, k) = I . On the 
other hand, for 1-cycle [0, T ], ×{0}, the winding numbers satisfy the relation
wC(V+2π/T )=wC(V)+N (2.39)
due to (2.12). Taken modulo N , such winding numbers define an invariant w[U ] ∈ ZN of peri-
odically driven crystals that depends on the spectral gap of U [T ] satisfies the relation
w′ [U ] −w[U ] = rk(E,′) modN , (2.40)
where rk(E,′) is the rank (i.e. the dimension of the fibers) of the vector bundle E,′ of states 
between two spectral gaps of U(T ) introduced at the end of Section 2.1. Identity (2.40) follows 
from Eq. (2.18). In the time-reversal invariant case, relation (2.28) implies that V(T /2, 0) ∈
Sp(2M), so that detV(T /2, 0) = 1 and that detV(t,0) = detV(T − t, 0) implying that the 
winding numbers of detV(t, 0) when t runs from 0 to T/2 and from T/2 to T are equal. It 
follows that w[U ] takes even values in Z2M in that case and one may consider 12w[U ] ∈
ZM as the winding index. Recall from the end of Section 2.2 that rk(E,′) is also even in the 
time-reversal symmetric case, in agreement with (2.40).
In [44] it was proposed to consider the degree deg(V) = deg(V+2π/T ) (see Eq. (2.12)) as 
another gap-dependent topological invariant, denoted W[U ], of periodically driven crystals.6 It 
was shown there that
W′ [U ] −W[U ] = c1(E,′) (2.41)
where c1(E,′) is the first Chern number of vector bundle E,′ . However, in the time-reversal 
invariant case when the relation (2.28) holds,
deg(V)= deg(
V
−1)= deg(V ◦ ϑ3)= −deg(V) (2.42)
where ϑ3 is an orientation-reversing diffeomorphism of T 3 induced by the map (t, k) →
(T − t,−k). Hence W[U ] = deg(V) = 0 in that case.
6 In fact, Ref. [44] used a slightly different but equivalent periodization of the evolution operator, see Appendix C.
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3.1. Definition and properties
Consider a periodically driven time-reversal invariant tight-binding system described by a 
family of evolution operators U(t, k), as described in part 2. Assume that e−iT  lies in a spectral 
gap of U(T , k) and consider the periodized evolution operators V(t, k).
Time-reversal invariance leads to the vanishing of deg(V), essentially because the contribu-
tions of Kramers partners cancel [5]. To circumvent such cancellations, one may keep only the 
first half of the periodized time evolution V(t, k), which contains all the information without 
redundancy. One has then to find a way to extract the topological information from the half-
period evolution. This will be done by extending it in a specific way to a periodic map whose 
degree is defined and may be computed. Since V(0, k) = I , such an extension will be provided 
by a contraction of V(T /2, · ) to the constant map equal to I . The contraction will preserve the 
topological information if it keeps the time-reversal invariance constraint (2.29) all along.
Assuming the existence of such a contraction, that may be always chosen smooth, and taking 
its parameter with values in the interval [T/2, T ], we obtain a continuous map V̂ from [0, T ] ×
BZ to U(N) such that
V̂(t, k)= V(t, k) for 0 ≤ t ≤ T/2, (3.1)

V̂(t, k)

−1 = V̂(t,−k) for T/2 ≤ t ≤ T , (3.2)
V̂(T , k)= I = V̂(0, k) . (3.3)
Besides, V̂ is smooth on [0, T/2] × BZ and [T/2, T ] × BZ. The Z2-valued index K is then 
defined by setting
K[U ] = deg(V̂) mod 2 (3.4)
(recall that V was obtained from U ).
We shall prove the existence of contractions of V(T /2, · ) with the desired symmetry property 
in Section 3.2. For now, let us address the question whether the Z2-valued quantity K[U ] in 
independent of the choice of the contraction, i.e., whether for two different contractions, the 
corresponding maps V̂,1 and V̂,2 from [0, T ] × BZ satisfy
deg(V̂,1)− deg(V̂,2) ∈ 2Z , (3.5)
implying that the index defined in (3.4) is the same when computed from V̂,1 or V̂,2. According 
to (3.1), the two maps coincide for t ∈ [0, T/2] so that
deg(V̂,1)− deg(V̂,2)= 124π2
( ∫
[T/2,T ]×BZ
V̂ ∗,1χ −
∫
[T/2,T ]×BZ
V̂ ∗,2χ
)
= 1
24π2
∫
[0,T ]×BZ
V̂ ∗,12χ , (3.6)
where the map V,12 : [0, T ] × BZ is given by
V̂,12(t, k)=
{
V̂,2(T − t, k) if 0 ≤ t ≤ T/2
V̂,1(t, k) if T/2 ≤ t ≤ T (3.7)
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V̂,2(T /2, k) = V(T /2, k) = V̂,1(T /2, k) . (3.8)
Besides
V̂,12(0, k) = I = V̂,12(T , k) . (3.9)
We infer that
deg(V̂,1)− deg(V̂,2)= deg(V̂,12) (3.10)
Moreover, V̂,12 has the symmetry

V̂,12(t, k)

−1 = V̂,12(t,−k) (3.11)
for every t ∈ [0, T ]. We shall prove in Section 3.3 that the degree of a such map is always even, 
which will show that (3.5) holds.
Index K[U ] coincides for quasienergies corresponding to the same spectral gap of U(T ). 
Indeed, it does not change if  does not cross any quasienergy εn because V does not change 
then, see (2.18). Besides
K+2π/T [U ] =K[U ] . (3.12)
The last equality requires an argument. We may take for V̂+2π/T the map V̂Û0, where
Û0(t) =
⎧⎪⎨⎪⎩
e
2π it
T I for 0 ≤ t ≤ T/2,(
e
2π it
T IM 0
0 e− 2π itT IM
)
for T/2 ≤ t ≤ T (3.13)
which for 
 given by (2.21) satisfies 
Û0(t)
−1 = Û0(t) when T/2 ≤ t ≤ T . For dimensional 
reasons (Û0 depends on only one variable), deg(Û0) = 0 implying that (3.12) holds.
In the time-reversal invariant case, relation (2.41), whose both sides become trivial, will be 
replaced by the identity
K′ [U ] −K[U ] = KM(E,′) , (3.14)
where KM(E,′) is the Z2-valued Kane–Mele index [32,9] of the vector bundle E,′ equipped 
with an antilinear involution θ defined by the restriction of 
 to its fibers. We shall prove relation 
(3.14) in Section 4, establishing on the way a new representation for the Kane–Mele invariant of 
the unforced case.
Note that the winding number wC(V̂) along 1-cycle [0, T ] ×0 is equal to the winding number 
of detV (t, 0) on the interval [0, T/2] since V̂(t, 0) ∈ Sp(2M) for t ∈ [T/2, T ] and thus has 
determinant 1. Besides, it follows from (2.12) that
wC(V̂+2π/T )=wC(V̂)+M . (3.15)
Hence for the 1-cycle C winding around the time period,
wC(V̂) mod M = 12w[U ] ∈ ZM , (3.16)
see the discussion in Section 2.3.
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3.2. Existence of the contraction
We construct here an explicit contraction of V(T /2, · ) to the constant map equal to I , con-
serving the symmetry property (3.2) for all values of the contraction parameter.
More formally, consider any continuous map V from the Brillouin torus BZ to the unitary 
group U(2M) such that

V (k)
−1 = V (−k) (3.17)
wC[V ] = 0 for all 1-cycles of BZ . (3.18)
In general, the obstructions to the existence of a contraction of a continuous map from BZ to 
U(2M) to a constant map are precisely the non-trivial winding numbers of detV . If such wind-
ings are trivial then one may deform the map to an SU(N)-valued one by multiplying it by 
exp[− r
N
ln detV (k)] for r ∈ [0, 1] and the SU(N)-valued maps may be already contracted to I .
Such a contraction will generally not have symmetry (3.17) for the intermediate values of the 
contraction parameter, however, and cannot be used here. We want to establish then the existence 
of a continuous map
[0,1] × BZ  (r, k) −→ V˜ (r, k) ∈U(2M) (3.19)
with the properties
V˜ (0, k)= V (k), V˜ (1, k) = I, (3.20)

V˜ (r, k)
−1 = V˜ (r,−k). (3.21)
This will be done in several steps, but the general idea is as follows. Property (3.17) allows 
to consider only V (k) restricted to the half BZ+ of the Brillouin torus7 that corresponds to 
0 ≤ k1 ≤ π , to build a contraction of this restriction, and finally to extend it to BZ using (3.21). 
However, BZ+ is not a closed surface anymore, so its boundary should be treated carefully. Note 
that
V (k1,−π) = V (k1,π), (3.22)
which means that the restriction of V to BZ+ is still k2-periodic (Fig. 2), and that

V (0, k2)
−1 = V (0,−k2), 
V (π, k2)
−1 = V (π,−k2) . (3.23)
7 The half Brillouin zone BZ+ is an effective Brillouin zone as defined by Moore and Balents [36].
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k1 = 0, where it relates the point (0, k2) to (0, −k2). Consider only one half on that boundary component (connecting 
points X and Y ). The map V takes this set to its image in the unitary group U(2M) (drawn in red), with the special 
properties that end-points V (X) and V (Y ) are symplectic elements. Hence, there are paths (in dashed green) inside the 
symplectic group Sp(2M) connecting V (X) and V (Y ) to the unit I . (For interpretation of the colors in this figure, the 
reader is referred to the web version of this article.)
First consider the restriction of V to k1 = 0 and k2 ∈ [0, π]. Due to (2.23),
V (0,0), V (0,π) ∈ Sp(2M) . (3.24)
Since Sp(2M) is connected, these two points may be joined to I inside Sp(2M) by continuous 
curves [0, 14 ]  s → V˜00(s) and [0, 14 ]  s → V˜0π (s), respectively, such that
V˜0a(0)= V (0, a), V˜0a( 14 )= I (3.25)
for a = 0, π . Then, using k2 as a parameter for V˜0a , we define a homotopy
[0, 14 ] × [0,π]  (r, k2) −→ V˜0(r, k2) ∈U(2M) (3.26)
by the formula
V˜0(r, k2)=
⎧⎪⎨⎪⎩
V˜00(r − k2) for 0 ≤ k2 ≤ r ,
V (0, π(k2−r)
π−2r ) for r ≤ k2 ≤ π − r ,
V˜0π (r − π + k2) for π − r ≤ k2 ≤ π
(3.27)
assuring that
V˜0(0, k2)= V (0, k2), V˜0( 14 ,0)= I = V˜0( 14 ,π), (3.28)
V˜0(r,0), V˜0(r,π) ∈ Sp(2M), (3.29)
see Figs. 3 and 4.
At r = 14 we are left with a loop in U(2M). The contraction of this loop to the single point 
I could be obstructed by a nonzero winding number of [0, π]  k2 → det V˜0( 14 , k2). Since in-
side Sp(2M) the determinant is fixed to 1, this winding number is the same as the one for 
[0, π]  k2 → detV (0, k2). Because of the property (3.17) which implies that detV (0, −k2) =
detV (0, k2), the latter winding number is a half of that for [−π, π]  k2 → detV (0, k2) and it 
vanishes by assumption (3.18). We infer then that the previously considered loop may be con-
tracted to I so that one can extend the homotopy V˜0 from r ∈ [0, 14 ] to r ∈ [0, 12 ] in such a way 
that
V˜0(r,0)= I = V˜0(r,π) for r ∈ [ 1 , 1 ], V˜0( 1 , k2)= I , (3.30)4 2 2
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the homotopy V˜0(r, k2) which is visualized in different steps r in this figure (the big circle represents U(2M) and the 
small one the subgroup Sp(2M), see also Fig. 3). The same construction is done for the other boundary component of 
BZ+ .
see again Fig. 4. Now, setting for r ∈ [0, 12 ] and k2 ∈ [−π, 0]
V˜0(r, k2)=
V˜0(r,−k2)
−1 (3.31)
extends the contraction to the whole line k1 = 0, k2 ∈ [−π, π] resulting in a continuous map
[0, 12 ] × [−π,π]  (r, k2) −→ V˜0(r, k2) ∈U(2M) (3.32)
such that
V˜0(r,−π) = V˜0(r,π), 
 V˜0(r, k2)
−1 = V˜0(r,−k2) (3.33)
V˜0(0, k2)= V (0, k2), V˜0( 12 , k2)= I (3.34)
which will provide a contraction of V with the required symmetry restricted to the line 
k1 = 0, k2 ∈ [−π, π]. In the same way, we construct a contraction V˜π of V restricted to the 
line k1 = π, k2 ∈ [−π, π] ending up with a map
[0, 12 ] × [−π,π]  (r, k2) −→ V˜π (r, k2) ∈U(2M) (3.35)
such that
V˜π (r,−π) = V˜π (r,π), 
 V˜π (r, k2)
−1 = V˜π (r,−k2) (3.36)
V˜π (0, k2)= V (π, k2), V˜π ( 12 , k2)= I . (3.37)
This way we have contracted the restriction of V to the boundaries of BZ+. The second step is 
to extend the contraction to the interior of BZ+. We first define a continuous map
[0, 12 ] × [0,π] × [−π,π]  (r, k1, k2) −→ V˜ (r, k1, k2) ∈U(2M) (3.38)
by setting
V˜ (r, k1, k2)=
⎧⎪⎨⎪⎩
V˜0(r − k1, k2) for 0 ≤ k1 ≤ r ,
V (
π(k1−r)
π−2r , k2) for r ≤ k1 ≤ π − r ,
V˜π (r − π + k1, k2) for π − r ≤ k1 ≤ π .
(3.39)
This map is consistently defined and satisfies
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from the values of V on the boundary to I whilst preserving time-reversal invariance. Those interpolations are put 
together to construct the map V˜ which interpolates from the V = V˜ (0, · ) to a map V˜ ( 12 , · ) which sends the boundary of 
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referred to the web version of this article.)
V˜ (0, k1, k2)= V (k1, k2) , (3.40)
V˜ (r, k1,−π) = V˜ (r, k1,π) , (3.41)

V˜ (r,0, k2)
−1 = V˜ (r,0,−k2) , (3.42)

V˜ (r,π, k2)

−1 = V˜ (r,π,−k2) . (3.43)
Note that in the definition (3.39), variable k1 is used as a parameter for V˜0 and V˜π allowing to 
“spread” these two contractions on BZ+ in a way that preserves the time-reversal symmetry on 
the boundary, see Fig. 5. Taking r = 12 , we obtain a map
[0,π] × [−π,π]  (k1, k2) −→ V˜ ( 12 , k1, k2) ∈U(2M) (3.44)
with the properties
V˜ ( 12 , k1,−π) = V˜ ( 12 , k1,π) , (3.45)
V˜ ( 12 ,0, k2)= I = V˜ ( 12 ,π, k2) (3.46)
so that we may view V˜ ( 12 , · ) as defined on a cylinder with the two boundary circles collapsed 
to the same point which, topologically, may be viewed as a 2-sphere with two opposites points 
identified. Thus V˜ ( 12 , · ) is a map of such an “earring” into U(2M), see Fig. 6(c).
The remaining question is whether one may deform the above map to the constant map equal 
to I keeping the properties (3.45) and (3.46). The only obstruction could come from the winding 
of the map [0, π]  k1 → det V˜ ( 12 , k1, 0) around zero (note that such windings are the same for 
any k2 ∈ [−π, π]).
Since V˜0 and V˜1 preserve time-reversal invariance, they belong to Sp(2M) for k2 = 0 with 
their determinant fixed to 1 there. Thus the winding of [0, π]  k1 → det V˜ ( 12 , k1, 0) is the same 
as that of the map [0, π]  k1 → detV (k1, 0) which vanishes by the argument given above for the 
winding number of [0, π]  k2 → detV (0, k2). One may then contract the loop [0, π]  k1 →
V˜ ( 12 , k1, 0) to the constant loop keeping the values at k1 = 0, π fixed. This is realized by the map
[ 1 , 3 ] × [0,π]  r −→ V˜ (r, k1,0) (3.47)2 4
794 D. Carpentier et al. / Nuclear Physics B 896 (2015) 779–834Fig. 6. The half Brillouin zone BZ+ on which V˜ ( 12 , · ) is defined is topologically a cylinder (a). Map V˜ ( 12 , · ) sends 
the boundary ∂(BZ+) of the cylinder (in blue) to the unit matrix I . We want to maintain this property while deforming 
V˜ ( 12 , · ) to the constant map equal to I . It helps to view V˜ ( 12 , · ) as a map from the sphere (b) obtained by contracting 
the boundary circles to points (in blue). Furthermore, those two points corresponding to k1 = 0 and k1 = π should be 
identified producing an “earring” (a pinched torus) (c). Two kinds of non-trivial paths exist on such a surface. Loops on 
the original cylinder (in green) remain loops on the earring. Additionally, paths like the red one are also loops on the 
earring. The desired contraction of V˜ ( 12 , · ) would also provide a contraction of the restriction of V˜ ( 12 , · ) to such a red 
loop whose existence could be obstructed by a nontrivial winding of det V˜ (r, · ) along that loop. Fortunately, the latter 
winding is trivial. Conversely, we can use a contraction of V˜ ( 12 , · ) restricted to the red loop to deform V˜ ( 12 , · ) to a map 
defined effectively on a 2-sphere, obtained by contracting the red loop on the earing to a marked point that is sent to I
at the end of the deformation. Finally, the map on the sphere with one marked point mapped to I may be contracted to 
the constant map keeping the value at the marked point fixed. (For interpretation of the colors in this figure, the reader is 
referred to the web version of this article.)
such that
V˜ (r,0,0)= I = V˜ (r,π,0) , V˜ ( 34 , k1,0)= I . (3.48)
We subsequently extend the latter map to (r, k1, k2) ∈ [ 12 , 34 ] × [0, π] × [−π, π] by setting
V˜ (r, k1, k2)=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
V˜ (r − |k2|, k1,0) for |k2| ≤ r − 12 ,
V˜ ( 12 , k1,
π(k2−r+ 12 )
π−r+ 12
) for r − 12 ≤ k2 ≤ π ,
V˜ ( 12 , k1,
π(k2+r− 12 )
π−r+ 12
) for −π ≤ k2 ≤ 12 − r ,
(3.49)
so that for 12 ≤ r ≤ 34 ,
V˜ (r, k1,π) = V˜ (k1,−π) , V˜ (r,0, k2)= I = V˜ (r,π, k2) . (3.50)
Now,
V˜ ( 34 , k1,0)= I (3.51)
meaning that V˜ ( 34 , · ) is effectively defined on a 2-sphere S2 with one marked point obtained 
from the earring represented in Fig. 6(c) by identifying all the points (k1, 0) on the red loop. 
Since π2(U(2M)) = 0, V˜ ( 34 , · ) may be further deformed to V˜ (1, · ) = I in such a way that 
V˜ (r, k1, 0) = I for r ∈ [ 34 , 1].
The above construction provides a continuous extension of V˜ defined previously on [0, 12 ] ×
BZ+ to [ 12 , 1] × BZ+ in such a way that
V˜ (r, k1,−π) = V˜ (r, k1,π) , (3.52)
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V˜ (r,0, k2)= I = V˜ (r,π, k2) (3.54)
for r ∈ [ 12 , 1]. Finally, we extend the resulting contraction V˜ of map V restricted to BZ+ to 
the whole BZ by time reversal (note that this is possible only because we have preserved time-
reversal invariance on the boundaries of BZ+ all along the contraction). Setting
V˜ (r, k1, k2)=
V˜ (r,−k1,−k2)
−1 for 0 ≤ r ≤ 1 and −π ≤ k1 ≤ 0 , (3.55)
we obtain a map (3.19) with properties (3.20) and (3.21).
To conclude this part, we construct the map V̂ used previously in the definition of index K . 
Taking V (k) = V(T /2, k), we obtain a contraction (r, k) → V˜ (r, k). The map
V̂(t, k) =
{
V(t, k) for 0 ≤ t ≤ T/2 ,
V˜
(
2
T
(
t − T2
)
, k
)
for T/2 ≤ t ≤ T (3.56)
has then the required properties.
3.3. Independence of the choice of contraction
Consider a map
[0,1] × BZ  (s, k) −→ V (s, k) ∈U(2M) (3.57)
satisfying
V (0, k) = I = V (1, k), (3.58)

V (s, k)
−1 = V (s,−k). (3.59)
In the following, we prove that the degree of such a map is an even integer.
To do so, we start by cutting BZ in to halves BZ+ and BZ− interchanged by map ϑ2 : k → −k
which preserves orientation as BZ is two-dimensional. Hence
deg(V )= 1
24π2
∫
[0,1]×BZ+
(
V ∗χ + (V ◦ ϑ2)∗χ
)
= 1
24π2
∫
[0,1]×BZ+
(
V ∗χ + (
V
−1)∗χ). (3.60)
Since χ is a real form, we end up with
deg(V )= 2 × 1
24π2
∫
[0,1]×BZ+
V ∗χ (3.61)
so that deg(V ) is even if and only if
1
24π2
∫
V ∗χ ∈ Z . (3.62)[0,1]×BZ+
796 D. Carpentier et al. / Nuclear Physics B 896 (2015) 779–834Fig. 7. As the map V restricted to k1 = 0 is periodic in the variable k2, it may be viewed as a map from a cylinder. 
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To prove the last assertion, the general idea is to construct a map V˜ extending V to a manifold 
without boundary with the (integer) degree equal to the previous quantity. First consider the 
restriction of V to k1 = 0, i.e. the map
[0,1] × [−π,π]  (s, k2) −→ V (s,0, k2) ∈U(2M) . (3.63)
This is really a map from a 2-sphere S2 to U(2M), see Fig. 7, because of the relations
V (s,0,−π) = V (s,0,π) , (3.64)
V (0,0, k2)= I = V (1,0, k2) . (3.65)
Since π2(U(2M)) = 0, it may be deformed to the constant map equal to I . We shall, however,
need a very special of such deformations that preserves the time-reversal invariance property 
(3.59). The problem may look very similar to the previous one about the existence of a con-
traction discussed in Section 3.2. Here, however, the “horizontal” direction is s instead of k1
(compare Figs. 7 and 6) and we have to preserve the symmetry under k2 → −k2. Note that

V (s,0, k2)
−1 = V (s,0,−k2) (3.66)
In particular we have for k2 = 0 and π
V (s,0,0),V (s,0,π) ∈ Sp(2M) ⊂U(2M) (3.67)
so that the map
[0,1] × [0,π]  (s, k2) −→ V (s,0, k2) ∈U(2M) (3.68)
may be viewed as a map of the disc D obtained by contracting the sides {0} × [0, π] and {1} ×
[0, π] in the square [0, 1] ×[0, π] to points p0 and p1, see Fig. 8. The map sends the boundary ∂D
of D to Sp(2M) and p0, p1 ∈ ∂D to the unit I of this group. Since Sp(2M) is simply connected, 
we may continuously deform the above map of D in such way that the image of ∂D stays in 
Sp(2M) and those of p0 and p1 stay at I during the deformation, with ∂D mapped to I at the 
end of the deformation. This may be done by contracting the two loops inside Sp(2M) obtained 
from the map of ∂D to the constant loop equal to I , see Fig. 8. We leave to the reader the task to 
write a formula for such a deformation of V |k1=0. The map resulting from the deformation may 
be naturally viewed as defined on a 2-sphere obtained by identifying ∂D with a single marked 
point sent to I . It can be contracted to the constant map equal to I since π2(U(2M)) is trivial. 
To sum up, we have shown the existence of a homotopy
[0,1] × [0,1] × [0,π]  (r, s, k2) −→ V˜0(r, s, k2) ∈U(2M) (3.69)
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deforming the restriction (3.68) of V to the constant map such that
V˜0(r = 0, s, k2)= V (s,0, k2), V˜0(1, s; k2)= I (3.70)
and that the boundary conditions are preserved all along the contraction:
V˜0(r,0, k2)= I = V˜0(r,1, k2) , (3.71)
V˜0(r, s,0), V˜0(r, s,π) ∈ Sp(2M) . (3.72)
We then extend this map to the region [0, 1] × [0, 1] × [−π, 0] by setting
V˜0(r, s, k2)=
V˜0(r, s,−k2)
−1 for −π ≤ k2 ≤ 0 , (3.73)
which agrees with the previous definition on the square [0, 1] × [0, 1] × {0} and satisfies 
V˜0(r, s, −π) = V˜0(r, s, π). We end up with a map
[0,1] × [0,1] × [−π,π]  (r, s, k2) −→ V˜0(r, s, k2) ∈U(2M) (3.74)
which is 2π -periodic in k2 and has properties (3.70), (3.71) and (3.73). This map completes the 
initial map V restricted to BZ+ on the side k1 = 0 if one considers −r as extending the domain 
of k1, see Fig. 9.
Similarly, we may complete this map on the side k1 = π by a map V˜π with analogous proper-
ties. Gluing V˜0, V and V˜π , we end up with a map V˜ which completes V restricted to BZ+ to a 
continuous map with values in U(2M) that may be viewed as defined on a 3-torus. Moreover,
(24π2)deg(V˜ )= −
∫
I
V˜ ∗0 χ +
∫
[0,1]×BZ+
V ∗χ +
∫
I
V˜ ∗π χ (3.75)
with I = [0, 1] × [0, 1] × [−π, π]. Now, by time-reversal invariance,∫
V˜ ∗0 χ = −
∫
(V˜0 ◦ ϑ1)∗χ = −
∫
(
V˜0

−1)∗χ = −
∫
V˜ ∗0 χ = 0 (3.76)
I I I I
798 D. Carpentier et al. / Nuclear Physics B 896 (2015) 779–834Fig. 9. Sketch of a constant-s cross-section of the space on which V˜ is defined. It is obtained by gluing the spaces on 
which V˜0, V , and V˜π live (to be precise, the boundaries facing each other along the broken lines on the sketch are glued 
together). The top and the bottom boundary components corresponding to k2 = ±π are also identified. (For interpretation 
of the colors in this figure, the reader is referred to the web version of this article.)
because ϑ1 : (r, s, k2) → (r, s, −k2) changes the orientation. The integral of V˜π vanishes for the 
same reason. We infer that
1
24π2
∫
[0,1]×BZ+
V ∗χ = deg(V˜ ) (3.77)
which is an integer by definition of the degree. This completes the argument showing that 
deg(V ) ∈ 2Z.
4. Relation to the Kane–Mele invariant
4.1. Motivations and definition
In the situation where time-reversal invariance is not present, the invariants W[U ] are re-
lated to the first Chern numbers of quasienergy bands [44], as discussed in Section 2.3, see 
Eq. (2.41). Both the W invariants and the first Chern numbers vanish when time-reversal invari-
ance is enforced but, instead, one has a similar relation (3.14) between the K[U ] indices and the 
Kane–Mele invariants that we shall establish in this paper. Namely, we shall prove that
K′ [U ] −K[U ] =
(
deg(V̂′)− deg(V̂)
)
mod 2 = deg(V̂ −1 V̂′) mod 2 (4.1)
is equal to the Kane–Mele invariant KM(E,′) [32] of the vector bundle E,′ of states in the 
band in-between the two gaps which is equipped with an antilinear involution θ , see the end of 
Section 2.2. In simple situations, it is readily possible to show that this is indeed the case [5]
(see also Appendix D and Section 4.3). A general proof requires some amount of work, but it 
also provides a relation between the (two-dimensional) Kane–Mele invariant and Wess–Zumino 
amplitudes.
We shall consider a general situation where a vector bundle E over the Brillouin torus BZ with 
fibers P(k)C2M related to a continuous family of orthogonal projectors P(k) is given and under 
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P(k)
−1 = P(−k) . (4.2)
The action of 
 defines an antilinear involution θ on E mapping the fiber over k to that over −k. 
To those data, we associate a periodic family of unitary matrices
V (t, k) = e 2π itT P (k) = e 2π itT P (k)+ I − P(k)= V (t + T , k) (4.3)
with the time-reversal symmetry

V (t, k)
−1 = V (−t,−k)= V (T − t,−k) . (4.4)
In particular, at the half-period V (T /2, k) = I − 2P(k) satisfying the relation

V (T/2, k)
−1 = V (T /2,−k) . (4.5)
We already know from Section 3.2 that there exists a contraction
[0,1] × BZ  (r, k) → V˜ (r, k) ∈U(2M), (4.6)
V˜ (0, k) = I − 2P(k), V˜ (1, k) = I, (4.7)
that is time-reversal invariant so that for all r ,

V˜ (r, k)
−1 = V˜ (r,−k) . (4.8)
Proceeding as before when defining the K[U ] index, we consider the periodic map
V̂ (t, k) =
{
V (t, k) for 0 ≤ t ≤ T/2 ,
V˜ ((2t − T )/T , k) for T/2 ≤ t ≤ T , (4.9)
as in relation (3.56), and we define an invariant associated to vector bundle E by setting
K[E] = deg(V̂ ) mod 2 , (4.10)
with the right-hand side independent of the choice of the contraction V˜ by the same con-
siderations as in Sections 3.1 and 3.3. In the situation at hand, the contribution of times be-
tween 0 and T/2 for which V̂ = V to the integral for deg(V̂ ) vanishes because of the relation 

V (t, k)
−1 = V (t, −k)−1. Indeed,∫
[0,T /2]×BZ
V ∗χ =
∫
[0,T /2]×BZ
(
V
−1)∗χ =
∫
[0,T /2]×BZ
(V −1 ◦ (Id × ϑ2))∗χ
=
∫
[0,T /2]×BZ
(V −1)∗χ = −
∫
[0,T /2]×BZ
V ∗χ = 0 , (4.11)
where the last-but-one equality is due to relation (2.36). It follows that
K[E] = 124π2
∫
[0,1]×BZ
V˜ ∗χ mod 2 . (4.12)
We shall show in the remaining part of the paper that K[E] is equal to the Kane–Mele invariant 
[32] KM[E] as expressed in [9].
Returning to the comparison of indices K[U ] and K′ [U ], let us observe that the map V̂−1′ V̂
defined on [0, T ] × BZ satisfies the relations
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{
V −1 V′(t, k)= e
2π it
T
P˜,′ (k) for 0 ≤ t ≤ T/2 ,

V −1 V′(t,−k)
−1 for T/2 ≤ t ≤ T
(4.13)
following from Eqs. (3.1), (2.18) and (3.2). We may modify V̂ −1 V̂′ by multiplying it by an 
appropriate power of map Û0 of Eq. (3.13) to replace in (4.13) matrices P˜,′(k) by orthogonal 
projectors P,′(k) differing from P˜,′(k) by an integer multiple of the unit matrix. This will not 
change the degree of V̂−1 V̂′ . The corrected map V̂−1 V̂′ will then have the form (4.9) for the 
family P(k) = P,′(k) of projectors and we could rewrite relation (4.1) as the identity
K′ [U ] −K[U ] = K[E,′ ] . (4.14)
Hence the identification K[E] = KM[E] will establish the relation (3.14).
On the other hand, we may apply the construction of index K[E] to crystals with time-
independent Hamiltonians H(k) that possess the time-reversal symmetry

H(k)
−1 =H(−k) . (4.15)
For insulators, where H(k) have a common spectral gap inside which the Fermi energy is lo-
cated, one may take for P(k) the orthogonal projectors on the valence-bands states with the 
energy below the gap. Property (4.2) follows then from the symmetry (4.15). The resulting 
valence-band vector bundle E has vanishing Chern number and, together with the antilinear invo-
lution θ induced by the action of 
, is fully characterized by the Z2-valued Kane–Mele invariant 
KM[E] ∈ Z2 [7,12]. Our results identifying the indices K[E] and KM[E] will then provide a 
new expression for the Kane–Mele invariant in the original context of valence-state bundle for 
topological insulators with time-reversal invariant time-independent Hamiltonians.
4.2. Relation of K[E] to Wess–Zumino amplitudes
Formula (4.12) permits to relate index K[E] to the value of the Wess–Zumino (WZ) action 
functional of the two-dimensional classical field
BZ  k → I − 2P(k)≡UP (k) ∈U(2M) . (4.16)
The WZ action functional plays an important role in Wess–Zumino–Witten models [49,42] of 
conformal field theory, see [15] for a more detailed introduction. For a map G from a closed 
oriented two-dimensional surface  to the unitary group U(N) for which there exists a smooth 
homotopy G˜ : [0, 1] × →U(N) such that
G˜(1, x) =G(x) , G(0, x)= I (4.17)
the WZ-action may be defined by the expression [49]
SWZ(G)= 112π
∫
[0,1]×
G˜∗χ . (4.18)
The dependence on the choice of homotopy makes SWZ(G) determined only modulo 2π , but the 
corresponding WZ Feynman amplitude exp[iSWZ(G)] is unambiguous. If the values of G end up 
in a region of U(N) on which χ = dB for a 2-form B then, by the Stokes theorem,
SWZ(G)= 112π
∫
G∗B , (4.19)

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closed but not exact. The gluing of such local expressions together consistently involves certain 
geometric structure on the target group U(N), called a bundle gerbe with connection [16], that 
permits to define exp[iSWZ(G) even if detG has nontrivial windings so that contraction G˜ does 
not exist.
At the first sight,
K[E] = − 12π SWZ(UP ) mod 2 (4.20)
(the minus sign is due to different orientations, but is immaterial for the modulo 2 value). Never-
theless, since normally SWZ(UP ) is defined modulo 2π , the right-hand side is not well defined. 
The problem is solved by imposing restriction (4.8) on the admissible contractions of UP . As fol-
lows from our previous analysis, such a restriction makes action SWZ(UP ) well defined modulo 
4π rather than modulo 2π , which is what is needed to give sense to the right-hand side of (4.20). 
We may summarize the relation between K[E] and the WZ action SWZ(UP ) in the identity
(−1)K[E] =
(
exp[iSWZ(UP )]
)1/2
, (4.21)
where the square root of the WZ amplitude appearing on the right-hand side is specified by 
imposing the time-reversal symmetry (4.8) on possible contractions of UP (note that the WZ 
amplitude exp[iSWZ(UP )] itself is equal to 1). In the language of bundle gerbes, specifying the 
square root of WZ amplitudes, as in relation (4.21), requires an additional equivariant structure 
on the gerbe with respect to an involution on the target space given here by U → 
U
−1. We 
shall discuss elsewhere such geometric aspects underlying formula (4.21) and its generalizations, 
somewhat similar to those governing the construction of orientifold amplitudes [48,17], but with 
notable distinctions.
4.3. A simple example with K[E] = KM[E]
Let us start by illustrating the equality of indices K[E] and KM[E] on a simple example. 
Perhaps the most basic class of models exhibiting a nontrivial Kane–Mele phase is obtained by 
imposing both time-reversal and inversion invariance, as was done by Fu and Kane in [10]. In its 
simplest version, this class of models is described by the Hamiltonians acting in space C2 ⊗C2
H(k) = d1(k)1 + d2(k)2 + d5(k)5 , (4.22)
where d : BZ →R3 depends on the model and
1 = I ⊗ σx , 2 = I ⊗ σy , 5 = sz ⊗ σz , (4.23)
with two sets si and σi of Pauli matrices, the first one corresponding to spin degrees of freedom, 
and the second one to unspecified internal degrees of freedom (e.g. points in the unit cell of a 
non-Bravais lattice). The time-reversal operator assumes the form

 = i(sy ⊗ I )C (4.24)
where C is the complex conjugation and the action of inversion is represented by
= I ⊗ σx. (4.25)
Hamiltonian H(k) has both time-reversal invariance and inversion symmetry when k → d1(k) is 
an even function and k → d2,3(k) are odd functions.
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d = (d1, d2, d5). The eigenvalues of H(d) are ±|d|, each of which two-fold degenerate. The 
corresponding eigenvectors depend only on the normalized vector
n = d|d| (4.26)
which is well-defined as long as H is gapped, i.e. describes a band insulator. This vector can be 
parameterized as
(n1 + in2, n5)=
(√
1 − n25 eiθ , n5
)
. (4.27)
The Kramers pair of eigenvectors of H(d) with eigenvalue −|d| (corresponding to the valence 
subbundle) which are also eigenvectors of the spin operator 12(sz ⊗ I ) is [8]
u↑(n)= 1√
2
⎛⎜⎝
−√1 − n5√
1 + n5 eiθ
0
0
⎞⎟⎠ and u↓(n)= 1√
2
⎛⎜⎝
0
0
−√1 + n5√
1 − n5 eiθ
⎞⎟⎠ (4.28)
(we use the basis of C2 ⊗C2 ∼=C4 where first two coordinates correspond to spin up and the last 
two to spin down). The fact that the above vectors form a Kramers pair resides in the relation

u↑(n)= u↓(ϑn) , (4.29)
where
ϑ(n1, n2, n5)= (n1,−n2,−n5) or, equivalently, ϑ(θ,n5)= (−θ,−n5) , (4.30)
so that n(−k) = ϑn(k). The Kramers pair (4.28) is well-defined and smooth, except at points 
(n1, n2, n5) = (0, 0, ±1) where it is singular:
u↑(n) ≈
n5→1
⎛⎜⎝
0
eiθ
0
0
⎞⎟⎠ , u↓(n) ≈
n5→1
⎛⎜⎝
0
0
−1
0
⎞⎟⎠ (4.31)
and similarly
u↑(n) ≈
n5→−1
⎛⎜⎝
−1
0
0
0
⎞⎟⎠ , u↓(n) ≈
n5→−1
⎛⎜⎝
0
0
0
eiθ
⎞⎟⎠ . (4.32)
The Kramer pair possesses a protected singular behavior only when the system is topologi-
cally non-trivial, which is in agreement with the understanding of the Kane–Mele Z2 invariant as 
a geometric obstruction [12]. The projectors on these states, however, are always well-defined. 
We can therefore express the projector on the valence band constituted by eigenvectors of H(d)
with eigenvalues −|d| as
P(n)= |u↑(n)〉〈u↑(n)| + |u↓(n)〉〈u↓(n)| . (4.33)
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P(n)= 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 − n5 −
√
1 − n25 e−iθ 0 0
−
√
1 − n25 eiθ 1 + n5 0 0
0 0 1 + n5 −
√
1 − n25 e−iθ
0 0 −
√
1 − n25 eiθ 1 − n5
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(4.34)
which is block-diagonal:
P(n)= P↑(n)⊕ P↓(n). (4.35)
One can explicitly check time-reversal invariance of this projector

P(n)
−1 = P(ϑn) (4.36)
which translates in terms of the blocks to the relation
P↓(n)= P↑(ϑn). (4.37)
Projectors P(n(k)) define a vector bundle E on the 2-torus to which are associated the indices 
K[E] and KM[E].
Following the general scheme of Section 4.1, consider the family of unitary matrices
V (ϕ,n)= eiϕP (n) = eiϕP (n)+ I − P(n) (4.38)
which continuously interpolates between the identity matrix and operators
UP (n)= I − 2P(n). (4.39)
as ϕ (representing the parameter 2πt/T used in Section 4.1) varies from 0 to π .

V (ϕ,n)
−1 = V (−ϕ,ϑn)= V −1(ϕ,ϑn) . (4.40)
We shall explicitly construct the map V̂ of (4.9) and compute its degree modulo 2 (which is by 
definition the index K[E]) as the Hopf degree modulo 2 [38] of the map d : BZ → S2. To achieve 
this, we set
V̂ (ϕ,n)=
{
V (ϕ,n) for 0 ≤ ϕ ≤ π
(eiϕP↑(n)+ I − P↑(n))⊕ (e−iϕP↓(n)+ I − P↓(n)) for π ≤ ϕ ≤ 2π
(4.41)
This definition preserves the block structure: V̂ = V̂↑ ⊕ V̂↓. With this choice, V̂ is well defined 
at ϕ = π where V̂ (π, n) =UP (n). Besides,

V̂ (ϕ,n)
−1 = V̂ (ϕ,ϑn) for π ≤ ϕ ≤ 2π . (4.42)
One has to compute deg(V̂ ) which factorizes over the blocks as
deg(V̂ )= deg(V̂↑)+ deg(V̂↓). (4.43)
The second term deg(Vˆ↓) vanishes, as the contributions on [0, π] and on [π, 2π ] are opposite 
and cancel because V̂↓(ϕ, n) = V̂↓(2π − ϕ, n) so that
deg(V̂ )= deg(V̂↑)= deg(V↑). (4.44)
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obtained for ϕ = π to 2-spheres corresponding other values of Z0 = cos(ϕ/2) displayed for several angles ϕ. When ϕ
runs through [0, 2π ], the whole 3-sphere is covered as many times as the map BZ  k → n(k) covers S2 (up to the sign).
To compute this last term, it is useful to decompose the two-by-two unitary matrix V↑ in terms 
of the Pauli matrices and a phase. Introducing a 4-vector of matrices (τμ) = (I, iσx, iσy, iσz), we 
shall write
V↑(ϕ,n)= eiϕ/2 Zμ(ϕ,n) τμ , (4.45)
where
Z0(ϕ,n)= + cos(ϕ/2) , (4.46a)
Z1(ϕ,n)= − sin(ϕ/2)
√
1 − n25 cos θ , (4.46b)
Z2(ϕ,n)= − sin(ϕ/2)
√
1 − n25 sin θ , (4.46c)
Z3(ϕ,n)= − sin(ϕ/2) n5 . (4.46d)
Note that μ(Zμ)2 = 1 so that Zμτμ ∈ SU(2) ∼= S3. One has
V ∗↑χ =Z∗χ = 2 μνρσZμdZνdZρdZσ (4.47)
with the form on the right equal to 12 times the standard volume form on S3 (whose total volume 
is equal to 2π2). With Z given by Eq. (4.46),
2 μνρσZμdZνdZρdZσ = −6 sin2(ϕ/2)dϕ , (4.48)
where  = 12ijknidnjdnk is the area form on S2 (with total area 4π ). We infer that
deg(V↑)= 124π2
∫
[0,2π]×BZ
V ∗↑χ = −
1
4π
∫
BZ
n∗ , (4.49)
i.e. that deg(V↑) is equal to minus the number of times the map BZ  k → n(k) ∈ S2 covers the 
two-dimensional sphere, see Fig. 10.
We are therefore led to the calculation of this number. As the final result will only need it 
modulo 2, it is enough to compute the parity of the cardinality #n−1({x}) of the set of preimages 
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invariant in this case given in Ref. [10], it is convenient to look at
#n−1({(−1,0,0)}) mod 2 (4.50)
assuming that (−1, 0, 0) is a regular value (which is the case generically). At first sight, we do 
not know much about the set n−1({(−1, 0, 0)}). However, we can keep in the calculation only the 
time-reversal invariant momenta (TRIM) k∗, where k∗ = −k∗ (modulo reciprocal lattice vectors), 
as other preimages will come in pairs (because of the parity of functions ni on the Brillouin 
torus). Besides, at TRIM k∗, the components n2(k∗) and n5(k∗) vanish so that n1(k∗) = ±1. 
Hence the number of TRIM k∗ where n(k∗) = (−1, 0, 0) is simply∑
TRIM
k∗
1 − n1(k∗)
2
. (4.51)
We infer then that
K[E] = deg(V↑) mod 2 =
∑
TRIM
k∗
1 − n1(k∗)
2
mod 2 (4.52)
which corresponds to a multiplicative formula
(−1)K[E] =
∏
TRIM
k∗
n1(k
∗). (4.53)
On the other hand, this is the expression for KM[E] from Fu and Kane [10] for topological 
insulators with inversion. Thus we have shown, in this very simple example, that K[E] = KM[E].
4.4. K[E] in a new basis
In order to prove that the two indices are equal in a general situation, we shall rewrite the ex-
pression for K[E] in another basis where the “sewing matrix” used in the formula of Ref. [9] for 
KM[E] appears explicitly. In the new basis, we shall use a quasi-explicit contraction of V (T /2)
which will allow to reduce the expression for K[E] to a combination of two-dimensional in-
tegrals and of Wess–Zumino actions of certain fields. The latter will be computed using local 
presentations for the corresponding WZ amplitudes first in the case of rank 2 bundle E and then 
for a general rank.
Since bundles E and E⊥, the latter with fibers (I − P(k))C2M , have trivial Chern num-
bers, they are trivializable [41]. Thus there exists a continuous k-dependent orthonormal base 
|ei(k)〉, i = 1, . . . , 2M , defined globally over BZ such that
P(k) =
2m∑
i=1
|ei(k)〉〈ei(k)| , I − P(k)=
2M∑
i=2m+1
|ei(k)〉〈ei(k)| , (4.54)
where m is the k-independent rank of projectors P(k). Besides, ei(k) may be chosen smooth in 
their dependence on k. Consider the unitary operators
R(k) =
2M∑
|ei(k)〉〈fi | and R(k)−1 =
2M∑
|fi〉〈ei(k)| (4.55)
i=1 i=1
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R(k)−1 P(k)R(k) =
2m∑
i=1
|fi〉〈fi | ≡ P0, (4.56)
R(k)−1 (I − P(k))R(k) =
2M∑
i=2m+1
|fi〉〈fi | = I − P0 . (4.57)
Relation (4.2) implies that
W(k)P0 W(k)
−1 = P0 (4.58)
for operators
W(k)=
2M∑
i,j=1
Wij (k)|fi〉〈fj |, (4.59)
with
Wij (k)= 〈ei(−k)|
ej (k)〉 = −Wji(−k) . (4.60)
Note that Wij (k) = 0 if i ≤ 2m and j ≥ 2m + 1 or vice versa. Operators W(k) are unitary as
2M∑
j=1
Wji(k)Wjl(k) = 〈
ei(k)|ej (−k)〉〈ej (−k)|
el(k)〉 = δil . (4.61)
Given a map V˜ as in (4.6), we transform it to the new basis by defining
T˜ (r, k) = R(k)−1V˜ (r, k)R(k) . (4.62)
The above relation establishes a one to one correspondence between contractions V˜ with prop-
erties (4.7) and (4.8) and maps T˜ such that
T˜ (1, k) = I − 2P0, T˜ (0, k) = I, (4.63)
W(k) T˜ (r, k)W(k)−1 = T˜ (r,−k) . (4.64)
Note that the starting and ending points of contraction T˜ are k-independent but the corresponding 
time-reversal operator W depends on k. Eq. (4.12) takes in the new basis a similar form
K[E] = − 124π2
∫
[0,1]×BZ
T˜ ∗χ mod 2 , (4.65)
but this requires an argument. We use formula (A.4) from Appendix A which implies that
V˜ ∗χ = (R T˜ R−1)∗χ = T˜ ∗χ + 3 d (R, T˜ )∗β (4.66)
where β is a 2-form on U(N) × U(N) given by Eq. (A.5) in Appendix A. The above identity 
results in the relation
− 124π2
∫
V˜ ∗χ = − 124π2
∫
T˜ ∗χ + B(T˜ ) , (4.67)
[0,1]×BZ [0,1]×BZ
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B(T˜ )= 18π2
( ∫
{1}×BZ
−
∫
{0}×BZ
)
tr
(
T˜ R−1(dR)T˜ −1R−1(dR)
+R−1(dR)(T˜ −1(dT˜ )+ (dT˜ )T˜ −1)). (4.68)
It is easy to see, however, that the boundary integrals vanish because T˜ (r, k) is k-independent for 
r = 0, 1 and satisfies T˜ (r, k) = T˜ (r, k)−1 for the same values of r implying that
tr
(
T˜ R−1(dR)T˜ −1R−1(dR)
)
= − tr
(
T˜ −1R−1(dR)T˜ R−1(dR)
)
= 0 (4.69)
when r = 0, 1. This proves formula (4.65).
Due to the block form of W(k) and of 1 − 2P0, we may look for a contraction T˜ such that
T˜ (r, k) = t˜ (r, k) + (I − P0) , (4.70)
where
t˜ (r, k) =
2m∑
i,j=1
t˜ ij (r, k)|fi〉〈fj | (4.71)
is a linear map acting in the 2m-dimensional subspace spanned by |fi〉 with i = 1, . . . , 2m and 
is such that
t˜ (0, k) = −I, t˜(1, k) = I (4.72)
w(k) t˜(r, k)w(k)−1 = t˜ (r,−k) , (4.73)
for a linear map w(k) that is the 2m-dimensional block of W(k),
w(k)=
2m∑
i,j=1
Wij (k)|fi〉〈fj | , (4.74)
see relation (4.60). For such a contraction,
K[E] = − 124π2
∫
[0,1]×BZ
T˜ ∗χ mod 2 = − 124π2
∫
[0,1]×BZ
t˜ ∗χ mod 2 (4.75)
and the calculation is reduced to that for linear maps in the (2m)-dimensional subspace.
4.5. Sewing matrices
From now on, we shall make no distinction between linear transformations of C2m and (2m) ×
(2m) matrices. In particular, the unitary operator w(k) will be identified with the “sewing matrix” 
in the unitary group U(2m) with the entries
wij (k) = 〈ei(−k)|
ej (k)〉 = −wji(−k) , i, j = 1, . . .2m, (4.76)
obtained from the entries of (4.60) by restricting the range of i, j . Due to the relation w(k) =
−w(−k)T that implies that detw(k) = detw(−k), function detw(k) has no non-trivial windings 
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defined up to a global (2m)-th root of 1 that will be immaterial in what follows. We shall set
w˜(k)= w(k)
(detw(k))1/(2m)
. (4.77)
Of course, det w˜(k) = 1 so that w˜(k) ∈ SU(2m). Note that in relation (4.73), w(k) may be re-
placed by w˜(k). We also still have the relation
w˜(k)= −w˜(−k)T . (4.78)
In the four TRIM in BZ with k∗ = (a, a′) = −k∗ for a, a′ = 0, π , matrix w˜(k∗) is antisymmetric. 
Each antisymmetric matrix w˜0 in SU(2m) satisfies
w˜0 = u0ωuT0 with ω =
( 0 Dm
−Dm 0
)
and Dm =
⎛⎜⎜⎝
1
1
...
1
⎞⎟⎟⎠
(4.79)
for some u0 ∈ U(2m). Necessarily, detu0 = ±1 and is equal to the Pfaffian pf(w˜0) of the anti-
symmetric matrix w˜0. The fixed-point subgroup of U(2m)
Spw˜0(2m) =
{
u ∈U(2m) = w˜0 u w˜−10 = u
} (4.80)
is conjugate to the symplectic group Sp(2m) ⊂ U(2m). For m = 1 the situation is particularly 
simple since, necessarily, w˜0 = ±ω with the sign equal to pf w˜0 and the subgroups Spw˜0(2)
coincide with Sp(2) = SU(2).
4.6. Construction of ˜t
A contraction ˜t satisfying relations (4.72) and (4.73) may be constructed in essentially the 
same way as in the dynamical case considered in Section 3.2. Starting from the edges of BZ+
we first find two maps ˜t0 and ˜tπ at k1 = 0 and k1 = π
[0, 12 ] × [−π,π]  (r, k2) −→ t˜a(r, k2) ∈ SU(2m) (4.81)
for a = 0, π such that
t˜a(r,π) = t˜a(r,−π) , (4.82)
t˜a(0, k2)= I, t˜a( 12 , k2)= −I , (4.83)
w˜(a, k2) t˜a(r, k2) w˜(a, k2)
−1 = t˜a(r,−k2) . (4.84)
For r ∈ [ 14 , 12 ], they may be built as in Fig. 4 except that here the final map is constant and equal 
to −I and that, for later convenience, we replace r by 12 − r . We connect I to −I by paths 
[0, 14 ]  s → t˜aa′(s) in the corresponding subgroup Spw˜(a,a′) ⊂U(2m) and set
t˜a(r, k2)=
⎧⎪⎨⎪⎩
t˜a0(r − 14 + k2) for 0 ≤ k2 ≤ 12 − r ,
−I for 12 − r ≤ k2 ≤ π − 12 + r ,
t˜ (r − 1 + π − k ) for π − 1 + r ≤ k ≤ π ,
(4.85)
aπ 4 2 2 2
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and it may be contracted to I , extending the definition of ˜ta to (r, k2) ∈ [0, 12 ] × [0, π]. Now for 
(r, k2) ∈ [0, 12 ] × [−π, 0], we set
t˜a(r, k2)= w˜(a,−k2) t˜a(r,−k2) w˜(a,−k2)−1. (4.86)
This constructs maps ˜ta with the desired properties. For m = 1, we shall use below an even more 
specific choice of ˜ta which will streamline the calculations.
In the next step, we spread the two edge contractions inside BZ+ as in Fig. 5, defining for 
(r, k) ∈ [0, 12 ] × BZ+
t˜ (r, k1, k2)=
⎧⎪⎨⎪⎩
t˜0(
1
2 − r + k1, k2) for 0 ≤ k1 ≤ r ,
−I for r ≤ k1 ≤ π − r ,
t˜π (
1
2 − r + π − k1, k2) for π − r ≤ k1 ≤ π ,
(4.87)
compare to (3.39). For r = 12 , in particular, we get a map that satisfies
t˜ ( 12 , k1,π) = t˜ ( 12 , k1,−π) , t˜( 12 ,0, k2)= I = t˜ ( 12 ,π, k2) (4.88)
which may be viewed as a map defined on the earring, see Fig. 6. Since ˜t( 12 , · ), takes values in 
SU(2m), there is no obstruction to extend ˜t to [0, 1] × BZ+ so that
[0,1] × [0,π] × [−π,π]  (r, k1, k2) −→ t˜ (r, k1, k2) ∈ SU(2m) , (4.89)
t˜ (r,0, k2)= I = t˜ (r,π, k2) for 12 ≤ r ≤ 1 , t˜(1, k1, k2)= I (4.90)
by contracting properly ˜t( 12 , · ) to the constant map equal to I . Finally, we define
t˜ (r, k1, k2)= w˜(−k1,−k2) t˜(r,−k1,−k2) w˜(−k1,−k2)−1 for −π ≤ k1 ≤ 0 (4.91)
obtaining a continuous map well defined on [0, 1] × BZ with properties (4.72) and (4.73).
4.7. Reduction of K[E] to Wess–Zumino terms
We shall compute K[E] using (4.75) and the contraction ˜t constructed above. By splitting the 
BZ-integral into the one on BZ+ and BZ− and transforming the latter with the use of (4.73) and 
formulae (A.4) and (A.5) from Appendix A, we obtain
− 124π2
∫
[0,1]×BZ
t˜ ∗χ = − 124π2
∫
[0,1]×BZ+
t˜ ∗χ − 124π2
∫
[0,1]×BZ+
(w˜ ¯˜t w˜−1)∗χ
= − 112π2
∫
[0,1]×BZ+
t˜ ∗χ + B(˜t ) , (4.92)
where the last term comes from the Stokes formula,
B(˜t )= 18π2
∫
∂([0,1]×BZ+)
( ¯˜t w˜−1(dw˜) ¯˜t −1w˜−1(dw˜)+ w˜−1(dw˜)( ¯˜t −1(d ¯˜t)+ (d ¯˜t) ¯˜t −1)),
(4.93)
similarly as in (4.67). Note, however, that this time the boundary contains more pieces
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+ [0,1] × {0} × [−π,π] − [0,1] × {π} × [−π,π] , (4.94)
where the signs indicate the orientations. The contributions to the integrals from r = 0, 1 vanish 
for the same reason as in (4.68). The ones from k1 = 0, π , however, have to be taken into account. 
Hence
K[E] = − 112π2
∫
[0,1]×BZ+
t˜ ∗χ + B(˜t ) mod 2 , (4.95)
where
B(˜t )= 18π2
( ∫
[0,1]×{0}×[−π,π]
−
∫
[0,1]×{π}×[−π,π]
)
tr
(
w˜−1(dw˜)
( ¯˜t −1(d ¯˜t)+ (d ¯˜t) ¯˜t −1)).
(4.96)
We dropped the term tr
( ¯˜t w˜−1(dw˜) ¯˜t −1w˜−1(dw˜)) as it does not contribute for the dimensional 
reasons.
We now compute (4.95) with the explicit contraction (4.87) defined in the previous section. 
First note that on the boundaries of BZ+
t˜ (r, a, k2)=
{
t˜a(
1
2 − r, k2) for 0 ≤ r ≤ 12 ,
I for 12 ≤ r ≤ 1
(4.97)
so that the boundary terms appearing in (4.95) will only depend on ˜ta . Namely,
B(˜t) = −B(˜t0)+B(˜tπ ) (4.98)
with
B(˜ta) = 18π2
∫
[0, 12 ]×{a}×[−π,π]
tr
(
w˜−1(dw˜)
(
t˜a −1(d˜ta)+ (d˜ta) t˜−1a
))
, (4.99)
where we used the fact that r ∈ [ 12 , 1] does not contribute to the latter integrals for dimensional 
reasons. Using the time-reversal symmetry (4.84) of ˜ta and property (4.78), we can split in the 
integral over [−π, π] into two halves and express it as twice the same quantity on one half. We 
end up with
B(˜ta) = 14π2
∫
[0, 12 ]×{a}×[0,π]
tr
(
(w˜−1dw˜)
(
t˜ −1a (d˜ta)+ (d˜ta )˜t −1a
))
. (4.100)
These terms depend on the explicit form of ˜t0 and ˜tπ .
For the first term of the right-hand side of (4.95), again by dimensional reasons,
− 112π2
∫
[0,1]×BZ+
t˜ ∗χ = − 112π2
∫
[ 12 ,1]×BZ+
t˜ ∗χ . (4.101)
Indeed, the contribution of r ∈ [0, 12 ] to the integral vanishes since in this region, ˜t depends only 
on two variables, see (4.87). The map t˜ restricted to [ 1 , 1] × BZ+, contracting t˜ ( 1 , · ) to the 2 2
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constant map equal to I may be interpreted as follows. As ˜t( 12 , · ) is equal to I on the edges of 
BZ+ and periodic in k2, see (4.88), it may be viewed as a map defined on the sphere S2 obtained 
by identifying the edges at k1 = 0 and k1 = π to two points p0 and p1, see Fig. 11. Since these 
boundary properties are preserved during the contraction, the map ˜t restricted to r ∈ [ 12 , 1] may 
be seen as defined on [ 12 , 1] × S2 satisfying ˜t(1, · ) = I . We may then identify, up to a scalar 
factor, the integral on the right-hand side with the WZ action of the field U(2m)-valued field 
t˜ ( 12 , · ) viewed as defined on S2:
− 112π2
∫
[ 12 ,1]×BZ+
t˜ ∗χ = 1
π
SWZ(˜t(
1
2 , · )) , (4.102)
see (4.18). Recall that SWZ is defined modulo 2π making the Feynman amplitudes eiSWZ well 
determined. This agrees with the fact that what enters formula (4.95) is the left-hand side of 
(4.102) taken modulo 2. No further restrictions on contractions of t˜ ( 12 , · ) used in (4.18) are 
needed here.
Looking more precisely at the map under considered, observe that
t˜ ( 12 , k1, k2)=
⎧⎪⎨⎪⎩
t˜0(k1, k2) for 0 ≤ k1 ≤ 12 ,
−Id for 12 ≤ k1 ≤ π − 12 ,
t˜π (π − k1, k2) for π − 12 ≤ k1 ≤ π .
(4.103)
That means that the WZ action on the previous effective sphere S2 can be split into the sum of 
two contributions coming from ˜t0 and ˜tπ by identifying the points with intermediate k1 where 
t˜ ( 12 , k1, k2) = −I , see Fig. 12, so that
SWZ((˜t(
1
2 , · )) mod 2π = SWZ(˜t0)− SWZ(˜tπ ) mod 2π, (4.104)
where the minus sign comes from the reversed orientation. At the end of the day we are left with 
the formula
K[E] = 1
π
SWZ(˜t0)− 1π SWZ(˜tπ )−B(˜t0)+B(˜tπ ) mod 2 (4.105)
that may be rewritten in the equivalent multiplicative form as
(−1)K[E] = eiSWZ (˜t0) e−iSWZ (˜tπ ) e−π iB(˜t0)+π iB(˜tπ ). (4.106)
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article.)
The index K[E] may then be fully expressed in terms of two maps ˜t0 and ˜tπ . The last step of 
our work is then to give explicit expressions for the corresponding WZ amplitudes. We shall 
treat first the simpler case with m = 1 deferring the substantially more difficult general case to 
separate sections.
4.8. Case m = 1
When m = 1 then
w˜(a, a′)= ±
(
0 1
−1 0
)
for (a, a′)= 0,π (4.107)
and all subgroups Spw˜(a,a′) = SU(2). This allows to make a more explicit choice for maps ˜ta
with properties (4.72) and (4.73) by setting for (r, k2) ∈ [0, 12 ] × [−π, π]
t˜a(r, k2)=
{
e−2π i r σz if 0 ≤ k2 ≤ π ,
w˜(a,−k2) e2π i r σz w˜(a,−k2)−1 if −π ≤ k2 ≤ 0 ,
(4.108)
where σz is the Pauli matrix 
( 1 0
0 −1
)
. The consistency of the above formula follows from the 
relation w˜(a, a′) e2π i r σz w˜(a, a′) = e−2π i r σz . For this choice of ˜ta , the boundary terms (4.100)
become
B(˜ta)= 12π i
π∫
0
tr
(
σz(w˜
−1dw˜)(a, k2)
)
. (4.109)
The WZ Feynman amplitudes of SU(2)-valued fields is particularly easy to compute by gluing 
local expressions of the type (4.19) rather than by using (4.18) [14,16]. The SU(2) group is a 
3-sphere. We shall use a parameterization that decomposes it into the conjugacy classes writing 
for g ∈ SU(2),
g = γ e2π i s σzγ−1. (4.110)
The parameter s ∈ [0, 12 ] describes the latitude on the 3-sphere, going from I at the north pole 
s = 0 to −I at the south pole s = 12 , and the conjugacy classes corresponding to fixed s,
Cs = {γ e2iπs σzγ−1 | γ ∈ SU(2)} , (4.111)
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conjugacy classes under the adjoint action of γ (k2). (For interpretation of the colors in this figure, the reader is referred 
to the web version of this article.)
are 2-spheres for s = 0, 1, see Fig. 13. The parameterization (4.110) (that is redundant since γ
and γ eiπxσz for x ∈ R describe the same element in SU(2)) will be convenient to compute the 
WZ action of fields ˜ta given by (4.108) from local pieces (4.19). For this end one covers SU(2)
by two open subsets
O0 = SU(2) \ {−I }, O1 = SU(2) \ {I } (4.112)
The first one corresponds to 0 ≤ s < 1/2 in Eq. (4.110) and the second one to 0 < s ≤ 1/2. It can 
be shown that on these subsets the 3-form χ is exact with
1
12π χ
∣∣
Oi
= dBi (4.113)
with smooth 2-forms
B0 = 14π tr
(
γ−1(dγ ) e2π i s σzγ−1(dγ ) e−π i s σz
)
+ i s tr
(
σz
(
γ−1(dγ )
)2)
, (4.114)
B1 = 14π tr
(
γ−1(dγ ) eπ i (s−1) σzγ−1(dγ ) e2π i (s−1) σz
)
+ i(s − 12 ) tr
(
σz
(
γ−1(dγ )
)2) (4.115)
given in terms of parameterization (4.110), see [16]. Moreover, on the intersection O0 ∩O1, one 
has
B1 −B0 = − i2 tr
(
σz
(
γ−1(dγ )
)2)= i2 d tr(σzγ−1(dγ ))≡ dα (4.116)
which is a closed 2-form on O0 ∩O1 that becomes exact when described in the redundant param-
eterization (4.110). Formula (4.108) for ˜ta is written almost in terms of parameterization (4.110), 
but not quite. If, however, we define
s(r) = r ,
γ (k2)=
⎧⎨⎩
w˜(a,0) for 0 ≤ k2 ≤ π ,
w˜(a,−k2) for −π ≤ k2 ≤ 0 if w˜(a,π) = w˜(a,0) ,
w˜(a,−k2) e−i k2 σz for −π ≤ k2 ≤ 0 if w˜(a,π) = −w˜(a,0)
(4.117)
then γ (k2) is well defined, γ (−π) = γ (π) and
t˜a(r, k2)= γ (k2) e2π i s(r) σzγ (k2)−1 (4.118)
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for 0 ≤ r < 12 and ˜ta(r, k2) ∈ O1 for 0 < r ≤ 12 . The formula for gluing local expressions of type 
(4.19) for the WZ amplitude eiSWZ (˜ta) takes then the simple form [16]
ei SWZ (˜ta) = exp
[ ∫
[0, 14 ]×[−π,π]
t˜ ∗a B0 +
∫
[ 14 , 12 ]×[−π,π]
t˜ ∗a B1
]
HolL(˜ta( 14 , · )) , (4.119)
where L is a hermitian line bundle over O0 ∩O1 ⊂ SU(2) with unitary connection whose curva-
ture is equal to B1 −B0. The holonomy of that connection along loop [−π, π]  k2 → t˜a( 14 , k2)
is given by an integral of the 1-form α = i2 trσzγ−1dγ , see (4.116),
HolL(˜t0( 14 , · ))= exp
[
i
∫
[−π,π]
γ ∗α
]
= exp
[
− 12
π∫
−π
trσz (γ−1dγ )(k2)
]
= exp
[
− 12
0∫
−π
trσz
(
w˜−1dw˜)(a,−k2) +
{
0 if w˜(a,π) = w˜(a,0)
−iσz dk2 if w˜(a,π) = −w˜(a,0)
})]
.
(4.120)
After changing sign of the integration variable, this gives:
HolL(˜t0( 14 , · ))= exp
[
1
2
π∫
0
trσz (w˜−1dw˜)(a, k2) +
{
0 if w˜(a,π) = w˜(a,0)
π i if w˜(a,π) = −w˜(a,0)
}]
= exp
[
π iB(˜ta) +
{
0 if w˜(a,π) = w˜(a,0)
π i if w˜(a,π) = −w˜(a,0)
}]
, (4.121)
see (4.109). On the other hand, the contributions of the integrals of the pullbacks of 2-forms Bi
to (4.119) vanish for the dimensional reasons (as γ depends only on k2). Hence
ei SWZ (˜ta) = exp
[
π iB(˜ta) +
{
0 if w˜(a,π) = w˜(a,0)
π i if w˜(a,π) = −w˜(a,0)
}]
. (4.122)
Upon the substitution of that relation to (4.106), the boundary terms B(˜ta) cancel out resulting in 
the formula
(−1)K[E] =
{
1 if w˜(0,π) = w˜(0,0)
−1 if w˜(0,π) = −w˜(0,0)
}
×
{
1 if w˜(π,π) = w˜(π,0)
−1 if w˜(π,π) = −w˜(π,0)
}
.
(4.123)
Recalling that the Pfaffian pf w˜(a, a′) is equal to the sign in Eq. (4.107), we may rewrite result 
(4.123) in the form
(−1)K[E] =
∏
TRIM
k∗
1
pf w˜(k∗)
=
∏
TRIM
k∗
√
detw(k∗)
pfw(k∗)
(4.124)
with the products over four TRIM k∗ = (a.a′) ∈ BZ. The latter expression coincides with the 
multiplicative formula for the Kane–Mele invariant (−1)KM[E] obtained in [9], ending the proof 
of the equality between the Z2-valued indices K[E] and KM[E] for bundles E of rank 2.
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5.1. Wess–Zumino amplitudes of SU(n)-valued fields
We shall need some knowledge about constructing WZ amplitudes of fields with values in 
SU(n) by gluing local expressions, see [16] for more details. Consider the diagonal n ×n matrices
λ∨1 = diag
(
n−1
n
,− 1
n
,− 1
n
, . . . ,− 1
n
,− 1
n
)
λ∨2 = diag
(
n−2
n
, n−2
n
,− 2
n
, . . . ,− 2
n
,− 2
n
)
...
λ∨n−1 = diag
(
1
n
, 1
n
, 1
n
, . . . , 1
n
, −n−1
n
)
. (5.1)
They form the simple (co)weights of Lie algebra su(n). We shall add to them the vanishing 
matrix λ∨0 = 0. Let
τ =
n−1∑
j=0
tj λ
∨
j ∈ su(n) (5.2)
be a convex combination of such diagonal matrices with 0 ≤ tj ≤ 1 and 
n−1∑
j=0
tj = 1. Group SU(n)
may be covered by n open subsets
Oi =
{
g = γ e2πiτ γ−1 | γ ∈ SU(n), τ with ti > 0
}
. (5.3)
For n = 2, O0 and O1 coincide with the open subsets of SU(2) considered in Section 4.8. Note 
that Oi are invariant under the adjoint action of SU(n) on itself. On subsets Oi there exist smooth 
2-forms
Bi = 14π tr
(
γ−1(dγ ) e 2πiτ γ−1(dγ ) e−2πiτ
)
+ i tr
(
(τ − λ∨i )
(
γ−1dγ
)2) (5.4)
such that dBi = 112π χ . On the double intersections Oi ∩Oj ≡Oij ,
Bj −Bi = − i trλ∨ij
(
γ−1(dγ )
)2 ≡ Bij (5.5)
for λ∨ij = λ∨j − λ∨i are closed 2-forms and there exist line bundles Lij with unitary connection 
whose curvature is equal to Bij and isomorphisms8
tijk : Lij ⊗Ljk → Lik (5.6)
over the triple intersections Oijk that are associative over Oijkl . For i ≤ j there exists a smooth 
map
Oij  g = γ e2πiτ γ−1 rij−→ γ (Vij ) ∈ Grj−i,n (5.7)
8 All line bundles that we consider come equipped with a hermitian structure (a scalar product in the fibers) and a 
unitary connection and their isomorphisms are assumed to preserve those structures.
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by the canonical-basis vectors fi+1, . . . , fj and Vii = {0}. Let
Gij = {γ0 ∈ SU(n) | γ0(Vij )= Vij } = {γ0 ∈ SU(n) | γ0λ∨ij γ−10 = λ∨ij } =Gji . (5.8)
Grassmannian Grj−i,n may be canonically identified with the homogeneous space SU(n)/Gij . 
On Grj−i,n there exist a natural line bundle Lij whose fiber at γ (Vij ) ∈ Grj−i,n is composed of 
(j − i)-vectors ζ(γfi+1) ∧ · · · ∧ (γfj ) with ζ ∈ C (for i = j , Lii = {0} × C). One may define 
Lji as the dual bundle L−1ij to Lij . Such bundles may be also viewed as quotients of a trivial 
line-bundle over SU(n):
Lij ∼=
(
SU(n)×C)/Gij (5.9)
for the action of γ0 ∈Gij given by
γ0(γ, ζ )= (γ γ−10 , χij (γ0)ζ ) , (5.10)
where
χij (γ0) =
⎧⎨⎩
det(γ0|Vij ) if i < j ,
det(γ0|Vji )−1 if i > j ,
1 if i = j ,
(5.11)
d lnχij (γ0) = tr
(
λij γ
−1
0 dγ0
)
, (5.12)
χij (γ0) = χij (γ−10 ) = χij (γ0)−1 = χji(γ0) . (5.13)
The orbit of (γ, ζ ) under this action will be denoted [γ, ζ ]ij . We equip Lij with the hermitian 
connection that descends from the connection on the trivial bundle given by the 1-form αij ≡
i tr
(
λ∨ij γ−1dγ
)
on SU(n). One then takes for line bundles Lij over Oij the pullbacks r∗ijLij of 
line bundles on the Grassmannians. If i < j < k then the canonical isomorphism tijk : Lij ⊗
Ljk → Lik is defined by
tijk
(
(γfi+1)∧ · · · ∧ (γfj )⊗ (γfj+1)∧ · · · ∧ (γfk)
)
= (γfi+1)∧ · · · ∧ (γfk) . (5.14)
It extends to other configurations of i, j, k by duality in such a way that
tijk
(
[γ, ζ ]ij ⊗ [γ, ζ ′]jk
)
= [γ, ζ ζ ′]ik (5.15)
in terms of the realization (5.9).
Let  be a closed oriented two-dimensional surface and G : → SU(2m). If we triangulate 
 so that for each triangle c there exists ic such that G(c) ⊂ Oic then the WZ amplitude of G
may be expressed in the form [16]
eiSWZ(G) = exp
[
i
∑
c
∫
c
G∗Bic
]⊗
b⊂c
HolLic ib (G|b) , (5.16)
where the tensor product over b ⊂ c runs over the edges of ∂c for which we choose index ib such 
that G(b) ⊂ Oib and
HolLij (I) ∈ (Lij )I+ ⊗ (Lij )−1I− (5.17)
denotes (somewhat misleadingly) the parallel transport in line bundle Lij along an oriented line 
I ⊂ Oij ⊂ SU(n) joining points I− and I+. The left-hand side of (5.16) is a complex number 
D. Carpentier et al. / Nuclear Physics B 896 (2015) 779–834 817Fig. 14. Triangulation around a vertex v.
whereas the right-hand side is an element of a tensor product of 1-dimensional vector spaces so 
to give sense to that formula we have to show that the latter tensor product may be canonically 
identified with C. This is done using the subsequently isomorphisms tijk (the order will not 
matter because of their associativity property). Indeed,⊗
b⊂c
HolLicib (G|b) ∈
⊗
v∈b⊂c
(Licib )±1G(v), (5.18)
where v runs through the vertices of the triangulation of  and the dual fiber is taken if v is 
the starting point of the edge b ⊂ c taken with the orientation inherited from c. Recalling that 
L−1ij = Lji , the tensor product of fibers at a given vertex v, see Fig. 14, may be rewritten as the 
fiber (
Lib1 ic1 ⊗Lic1 ib2 ⊗Lib2 ic2 ⊗Lic2 ib3 ⊗ · · · ⊗Libn icn ⊗Licn ib1
)
G(v)
(5.19)
of a tensor product of line bundles which the subsequent use of isomorphisms tijk allows to 
canonically trivialize. If D :1 →2 is a diffeomorphism of closed oriented surfaces then
eiSWZ(◦D) =
(
eiSWZ()
)±1
(5.20)
where the inverse is taken if D is orientation changing.
If  has a boundary ∂ composed of one circle C then the expression on the right-hand side 
of (5.16) takes values in the line⊗
v∈b∈C
(L±1ivib )G(v) ≡ (L)G|C , (5.21)
where iv is chosen so that G(v) ∈ Oiv . The above lines are canonically isomorphic for any 
choice of a triangulation (splitting into edges meeting at vertices) of the boundary loop and 
any consistent choice of indices iv, ib . They depend only on the loop G|C in SU(n). Lines over 
loops differing by an orientation-preserving reparameterization may be canonically identified. 
Those over loops differing by orientation-changing reparameterization are canonically dual to 
each other. Collected together, such lines form a line bundle L over the loop space LSU(n) so 
that
eiSWZ(G) ∈ (L)G| . (5.22)C
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eiSWZ(G|) ∈
⊗
α
(L)G|Cα . (5.23)
Relation (5.20) still holds for surfaces with boundary if the inverse of an element in (L)φ is 
interpreted as the element in the dual line bundle that pairs with the original element to 1. Line 
bundle L inherits a hermitian structure from line bundles Livib and may be equipped with a 
unitary connection such that for  = [0, 1] × S1
eiSWZ(G) ∈ LG|{1}×S1 ⊗ L−1G|{0}×S1 (5.24)
is the parallel transport in L along the 1-parameter family of loops [0, 1]  s →G|{s}×S1 .
We shall need below the following result about the WZ amplitudes for fields (H, G) :  →
SU(2m) such that HGH−1 =G on ∂ = unionsq
α
Cα :(∏
α
HolĴ ((H,G)|Cα )
)
eiSWZ(HGH
−1) = exp
[
i
4π (H,G)
∗β̂
]
eiSWZ(G), (5.25)
where both WZ amplitudes are viewed as taking values in 
⊗
α
(L)G|Cα and β̂(h, g) = β(h, g) with 
the 2-form β given by Eq. (A.5) in Appendix A. The first term on the left-hand side is the product 
of holonomies along loops (H, G)|Cα in a hermitian line bundle Ĵ with a unitary connection of 
curvature β̂ over the variety
F = {(h, g) |hgh−1 = g} ⊂ SU(2m)× SU(2m) . (5.26)
This term, that is absent for surfaces without boundary, may be viewed as describing a version 
of the boundary “gauge-anomaly”. (An identity similar to (5.25) but relating eiSWZ(HGH−1) to 
eiSWZ(G) holds in the case when HGH−1 = G on ∂.) Result (5.25) is most naturally obtained 
in the language of gerbes, but we present in Section 6 its more elementary proof split into several 
steps.
5.2. WZ amplitudes of boundary fields ˜ta
We shall use result (5.25) to calculate the WZ amplitudes eiSWZ(˜ta) that enter the multiplicative 
expression (4.106) for K[E]. Such amplitudes may be split into contributions from the restric-
tions of ˜ta to surfaces with boundary
+ = [0, 12 ] × [0,π] and − = [0, 12 ] × [−π,0] (5.27)
(it does not matter that the boundaries ∂± have corners). As discussed in the previous subsec-
tion,
eiSWZ (˜ta |± ) ∈ (L)˜t |∂± , (5.28)
i.e. to fibers of the line bundle L over the loop space LSU(2m). The boundary loops t˜a|∂±
differ only by an orientation-changing reparameterization so that the corresponding fibers of L
are canonically dual to each other and
eiSWZ (˜ta) =
〈
eiSWZ (˜ta |− ), eiSWZ (˜ta |+ )
〉
. (5.29)
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t˜a|− =
(
w˜a t˜aw˜
−1
a
)|+ ◦ ϑ (5.30)
where w˜a(r, k2) ≡ w˜(a, k2) (and is r-independent) and ϑ , sending (r, k2) to (r, −k2), is an 
orientation-changing diffeomorphism from − to +. Hence, by (5.20),
eiSWZ (˜ta |− ) =
(
eiSWZ((w˜a t˜aw˜
−1
a )|+ )
)−1
. (5.31)
On the other hand, w˜at˜aw˜−1a = t˜a on ∂+ so that, by (5.25),
eiSWZ((w˜a t˜aw˜
−1
a )|+ ) =
(
HolĴ ((w˜a, t˜a)|∂+)
)−1
exp
[
i
4π (w˜a, t˜a)
∗β̂
]
eiSWZ (˜ta |+ ), (5.32)
where
exp
[
− i4π
∫
+
(
w˜a, t˜a
)∗
β̂
]
= exp
[
i
4π
∫
+
tr
(
(w˜−1a dw˜a)
(˜
t−1a (d˜ta)+ (d˜ta )˜t−1a
))]
= exp [π iB(˜ta)], (5.33)
see (A.5) and (4.100). Relations (5.32), (5.31) and (5.33), together with the tautological equality 〈
(eiSWZ (˜ta |+ ))−1, eiSWZ (˜ta |+ )
〉= 1, imply that
eiSWZ (˜ta) = HolĴ ((w˜a, t˜a)|∂+) exp
[
π iB(˜ta )
] (5.34)
and permit to rewrite Eq. (4.106) as the identity
(−1)K[E] = HolĴ ((w˜0, t˜0)|∂+)
HolĴ ((w˜π , t˜π )|∂+)
. (5.35)
5.3. Calculation of the loop holonomy in line bundle Ĵ
We are left with the calculation of the holonomies HolĴ ((w˜a, t˜a)|∂+). As shown in Section 6, 
line bundle Ĵ over subvariety F ⊂ SU(2m) × SU(2m), see (5.26), is obtained by gluing local 
line bundles Ĵi defined over open subsets Ôi = Ô2m−i , where Ôi = (SU(2m) ×Oi) ∩F . Let p2
denote the projection on the second factor in SU(2m) × SU(2m). Bundles Ĵi are the restrictions 
to Ôi of line bundles L̂i(2m−i) equal to p∗2Li(2m−i) but having the connections modified by the 
addition of 1-forms ̂i of Eq. (6.49). For (h, g) ∈ Ôi with g = γ e2π i τ γ−1,
γ0 = γ−1hγ ω−1 ∈ Gi(2m−i) (5.36)
and the gluing isomorphisms ĵij : Ĵj → Ĵi defined over open subsets Ôij act by the formula
ĵij [γ, ζ ]j (2m−j) = χ(2m−j)(2m−i)(γ0) [γ, ζ ]i(2m−i) . (5.37)
Let us decompose ∂+ into segments e0, e 1
2
,  0,  π ,
e0 = {0} × [0,π] , e 1
2
= { 12 } × [0,π] ,  0 = [1, 12 ] ⊗ {0} ,  π [1, 12 ] × {0} , (5.38)
that we shall consider with orientations inherited from ∂+, see Fig. 15. We first note that 
w˜a| a′ = w˜(a, a′) is constant so that ˜ta| a′ takes values in the subgroup Spw˜(a,a′)(2m) defined 
by Eq. (4.80) that is simply connected. Besides, the curvature form β̂ of bundle Ĵ vanishes 
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when restricted to {w˜a,a′ } × Spw˜(a,a′)(2m) ⊂ F so that HolĴ ((w˜a, ˜ta)|∂+) does not depend on 
the choices of the boundary values ˜ta| a′ provided they respect the constraints
t˜a(0, a′)= I , t˜a( 12 , a′)= −I , (5.39)
w˜(a, a′) t˜a(r, a′) w˜(a, a′)−1 = t˜a(r, a′) . (5.40)
We shall use the local expression for holonomy corresponding to a sufficiently fine triangulation 
of ∂+:
HolĴ ((w˜a, t˜a)|∂+) =
⊗
v∈b⊂∂+
ĵ±1ivib
( ⊗
b⊂∂+
HolĴib ((w˜a, t˜a)|b)
)
, (5.41)
where HolĴib ((w˜a, ˜ta)|b) are parallel transports in line bundles Ĵib along open curves (w˜a, ˜ta)b
lying in subsets Ôib and isomorphisms 
⊗
v∈b⊂∂+
ĵ±1ivib are used to glue such local parallel trans-
ports together, see Eq. (6.64). We may assume that the triangulation of ∂+ contains the 
segments e0 and e 1
2
among its edges b. For the corresponding indices ib we shall choose 
ie0 = 0 = 2m − ie0 and ie 1
2
= m = 2m − ie 1
2
. Indeed, t˜a|e0 = I ∈ Ô0 and t˜a|e 1
2
= −I ∈ Ôm. 
The corresponding line bundle Ĵ0 = L̂00 is trivial and its connection form ̂0 vanishes along 
(w˜a, ˜ta)|e0 . In particular, HolĴ0((w˜a, ˜ta)|e0) maps element [γ, ζ ]00 of (L̂00)(w˜(a,π),I ) into the 
same element in (L̂00)(w˜(a,0),I ) where we wrote I = γ e2π i·0γ−1. Similarly, the correspond-
ing line bundle Ĵm = L̂mm is trivial, its connection form ̂m vanishes along (w˜a, ˜ta)|e 1
2
, 
and HolĴm((w˜a, ˜ta)|e 12 ) maps element [γ, ζ ]mm of (L̂mm)(w˜(a,0),−I ) into the same element in 
(L̂mm)(w˜(a,π),−I ) if −I = γ e2π i λ∨mγ−1. In other words, the segments e0 and e 1
2
do not con-
tribute to (5.41). Let us use the freedom of choice of the boundary values ˜ta| a′ that allows us not 
to bother how to extend such restrictions to the interior of +. Decomposing
w˜(a, a′)= u0(a, a′)ω u0(a, a′)T (5.42)
according to (4.79) with detu0(a, a′) = pf w˜(a, a′), we may take
t˜a(r, a
′)= u(a, a′) e4π i r λ∨m u(a, a′)−1 (5.43)
for
u(a, a′)=
{
u0(a, a′) if pf w˜(a, a′)= 1 ,
π i
2m ′ ′
(5.44)
e u0(a, a ) if pf w˜(a, a )= −1
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w˜(a, a′) t˜a(r, a′) w˜(a, a′)−1
= u0(a, a′)ω u0(a, a′)T u(a, a′) e4π i r λ∨m u(a, a′)−1 (u0(a, a′)T )−1ω−1u0(a, a′)−1
= u0(a, a′)ω e−4π i r λ∨m ω−1u0(a, a′)−1 = u(a, a′) e4π i r λ∨m u(a, a′)−1
= t˜a(r, a′) , (5.45)
also the 2nd constraint (5.40) demanding that (w˜(a, a′), ˜ta(r, a′)) ∈ F is satisfied. Besides
(w˜(a, a′), t˜a(r, a′)) ∈ Ô0 for 0 ≤ r < 12 ,
(w˜(a, a′), t˜a(r, a′)) ∈ Ôm for 0 < r ≤ 12 . (5.46)
Note that the corresponding SU(2m) elements (5.36) are r-independent and take the values
γ0(a, a
′)= u(a, a′)−1w˜(a, a′) u(a, a′)ω−1 =
{
I if pf w˜(a, a′)= 1 ,
e− π im I if pf w˜(a, a′)= −1 . (5.47)
Let us take  ±0 and  ±π with
 −
a′ = [0, 14 ] × {a′} ,  +a′ = [ 14 , 12 ] × {a′} (5.48)
as the remaining edges of the triangulation of ∂+, again with the orientations inherited from 
this boundary, setting i −
a′
= 0 and i +
a′
= m. Then, similarly as before, HolĴ0((w˜a, ˜ta)| −a′ are 
identity maps sending [γ, ζ ]00 to the same element and HolĴm((w˜a, ˜ta)| +a′ are identity maps 
sending [γ, ζ ]mm to itself. Thus the only contribution to the holonomy comes from the gluing 
isomorphisms (5.37):
jiv0 i −0
⊗ j−1iv0 i +0
= ji
 
+
0
,i
 
−
0
= jm0 , jm0 [γ, ζ ]00 = χ0m(γ0(a,0)) [γ, ζ ]mm ,
jivπ i +π
⊗ j−1ivπ i −π = ji −π ,i +π = j0m , j0m [γ, ζ ]mm = χm0(γ0(a,π)) [γ, ζ ]00 (5.49)
so that
HolĴ (˜ta |∂+) = χ0m(γ0(a,0))χm0(γ0(a,π)) . (5.50)
For γ0(a, a′) given by (5.47),
χ0m(γ0(a, a
′))= χm0(γ0(a, a′)−1)= pf w˜(a, a′) , (5.51)
see (5.11). Hence
HolĴ (˜ta |∂+) =
pf w˜(a,0)
pf w˜(a,π)
. (5.52)
The substitution of this relation to Eq. (5.35) permits to rewrite that identity in the form (4.124), 
completing the proof of equality between the Z2-valued index K[E] and the Kane–Mele invariant 
for vector bundles E of general rank.
6. Proof of the boundary gauge anomaly identity (5.25)
We shall proceed in several steps.
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Suppose now that H, G : → SU(n). If ∂ = ∅ then
eiSWZ(HGH
−1) = exp
[
i
4π
∫

(H,G)∗β
]
eiSWZ(G) (6.1)
where β is the 2-form on SU(n) × SU(n) given by Eq. (A.5) from Appendix A. The above for-
mula specifies the behavior of the WZ amplitudes under the gauge transformation G →AdH (G)
of fields. It follows easily from Eq. (A.4) if we use formula (4.18) to define the WZ amplitudes 
but we shall reprove it here using the local expressions (5.16) for the amplitudes because such 
a proof will be easy to extend to the case of surfaces with boundary that we shall subsequently 
need.
In terms of the local expressions for the WZ amplitudes, identity (6.1) takes the form
exp
[
i
∑
c
∫
c
(HGH−1)∗Bic
]⊗
b⊂c
HolLicib (HGH
−1|b)
= exp
[
i
4π
∫

(H,G)∗β
]
exp
[
i
∑
c
∫
c
G∗Bic
]⊗
b⊂c
HolLic ib (G|b) . (6.2)
Consider two maps from SU(n) × SU(n) to SU(n) defined by
(h, g) −→ hgh−1 ≡(h,g) , (h, g) −→ g ≡ p2(h, g) . (6.3)
Both send SU(n) ×Oi onto Oi . An easy calculation done in Appendix B shows that
∗Bi = p∗2Bi + 14π β − di , (6.4)
where i are 1-forms on SU(n) ×Oi given by formula
i(h,g)= i tr
(
γ (τ − λ∨i )γ−1h−1dh
)
, (6.5)
which is consistent because the maps
Oi  g = γ e2π iτ γ−1 −→ γ (τ − λ∨i )γ−1 ∈ su(2m) (6.6)
are well defined and smooth, see [16] and [37]. Eq. (6.4) and the Stokes theorem permit to rewrite
exp
[
i
∑
c
∫
c
(HGH−1)∗Bic
]
= exp
[
i
4π
∫

(H,G)∗β − i
∑
b⊂c
∫
b
(H,G)∗ic
]
× exp
[
i
∑
c
∫
c
G∗Bic
]
. (6.7)
Suppose now that there is a family of line bundles Ni over sets SU(n) × Oi such that there 
exists a family of isomorphisms
ιij :∗Lij −→ p∗2Lij ⊗Ni ⊗N−1j (6.8)
of line bundles over SU(2m) ×Oij that is compatible with isomorphisms tijk so that
tijk ◦ ιij ⊗ ιjk = ιik ◦ tijk (6.9)
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tion and their isomorphisms are assumed to preserve that structure). Such a family can be easily 
constructed. One takes for Ni the trivial line bundles (SU(n) × Oi) × C with the connection 
1-forms i given by (6.5). For isomorphisms ιij one takes the maps defined by
ιij [hγ, ζ ]ij = [γ, ζ ]ij . (6.10)
That ιij preserve the connections follows from the following calculation:
αij (hgh
−1)= i tr(λ∨ij (hγ )−1d(hγ ))
= i tr(λ∨ij γ−1dγ ))+ i tr(γ λ∨ij γ−1h−1dh)
= αij +i(h,g)−j(h,g) . (6.11)
The compatibility of ιij with isomorphisms tijk is also straightforward to check. Recall that⊗
b⊂c
HolLicib (HGH
−1|b)=
⊗
b⊂c
Hol∗Licib ((H,G)|b) ∈
⊗
v∈b⊂c
(∗L±1icib )(H,G)(v) (6.12)
Now, denoting by ι−1ij the inverse of the dual of isomorphism ιij ,⊗
v∈b⊂c
ι±1icib :
⊗
v∈b⊂c
(∗L±1icib )(H,G)(v)
−→
⊗
v∈b⊂c
(
(L±1icib )G(v) ⊗ (N±1ic )(H,G)(v) ⊗ (N∓1ib )(H,G)(v)
)
. (6.13)
Besides⊗
v∈b⊂c
ι±1icib
(⊗
b⊂c
Hol∗Lic ib ((H,G)|b)
)
=
(⊗
b⊂c
HolLicib (G|b)
)
⊗
(⊗
b⊂c
HolNic ((H,G)|b)
)
⊗
(⊗
b⊂c
HolN−1ib
((H,G)|b)
)
. (6.14)
Note that⊗
b⊂c
HolNic ((H,G)|b) ∈
⊗
v∈b⊂c
(N±1ic )(H,G)(v) (6.15)
which is canonically a trivial line since each factor (Nic )(H,g)(v) is accompanied by (N−1ic )(H,g)(v)
for another b, but also because the individual factors are canonically trivial as fibers of trivial 
bundles (but with non-trivial connection forms). The two trivializations clearly agree. Using the 
second trivialization, we see that⊗
b⊂c
HolNic ((H,G)|b)=
∏
b⊂c
exp
[
i
∫
b
(H,G)∗ic
]
. (6.16)
Similarly,⊗
b⊂c
HolN−1ib
((H,G)|b) ∈
⊗
v∈b⊂c
(N∓1ib )((H,G)(v)) (6.17)
which is also canonically a trivial line since each factor (Nib )(H,G)(v) is accompanied by 
(N−1ib )(H,G)(v) for another c, but also because the individual factors are fibers of trivial line 
bundles. The two trivializations again agree. Using the second trivialization, we have
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b⊂c
HolN−1ib
((H,G)|b)=
∏
b⊂c
exp
[
− i
∫
b
(H,G)∗ib
]
= 1 . (6.18)
Now, the property (6.9) implies that the isomorphism ⊗
v∈b⊂c
ι±1icib commutes with the trivializations 
of lines in (5.19) and, assuming that such trivializations are performed, we infer that, as complex 
numbers,⊗
b⊂c
HolLic ib (HGH
−1|b)=
∏
b⊂c
exp
[
i
∫
b
(H,G)∗ic
]⊗
b⊂c
HolLic ib (G|b) (6.19)
Multiplying relations (6.7) and (6.19), we obtain identity (6.2) establishing the gauge transfor-
mation law (6.1).
If ∂ = C then the WZ amplitudes take values in the line bundle L over the loop space 
LSU(n). In particular,
eiSWZ(HGH
−1) ∈ (L)HGH−1|C and eiSWZ(G) ∈ (L)G|C (6.20)
and (L)HGH−1|C and (L)G|C are different fibers of L so that relation (6.1) a priory does not make 
sense unless we specify a way to identify such fibers. The required identification is produced by 
the map
I =
⊗
v∈b⊂C
ι±1ivib (6.21)
that establishes an isomorphism of the lines
I :
⊗
v∈b⊂C
(L±1ivib )HGH−1(v)
−→
⊗
v∈b⊂C
(
(L±1ivib )G(v) ⊗ (N±1iv )(H,G)(v) ⊗ (N∓1ib )(H,G)(v)
)
. (6.22)
The line⊗
v∈b⊂C
(N±1iv )(H,G)(v) (6.23)
is canonically trivial because each factor (Niv )(H,G)(v) is accompanied by its dual. On the other 
hand,⊗
b⊂C
HolNib ((H,G)|b) ∈
⊗
v∈b⊂C
(N±1ib )(H,G)(v) (6.24)
is a non-zero element that canonically trivializes the latter tensor product of lines. Hence I may 
be viewed as providing an isomorphism between lines⊗
(L±1ivib )HGH−1(v) and
⊗
(L±1ivib )G(v) (6.25)
v∈b⊂C v∈b⊂C
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and the assignments iv, ib so that.9
I : (L)HGH−1|C −→ (L)G|C . (6.26)
The gauge transformation formula for the WZ amplitudes on the surface  with ∂ = C takes 
now the form
I
(
eiSWZ(HGH
−1)
)
= exp
[
i
4π
∫

(H,G)∗β
]
eiSWZ(G) , (6.27)
proven the same way as for the surface without boundary, with the isomorphism I providing the 
identification of the lines along the boundary of .
6.2. Wess–Zumino amplitudes of complex conjugate fields
We shall also need to compare the WZ amplitudes for field G :  → SU(2m) and for its 
complex conjugate G. If g = γ e2π i τ γ−1 ∈Oi then
γ e2π i τ γ−1 = γ e−2π iτ γ−1 = γ ω−1e2π îτω γ−1, (6.28)
where ω is given by (4.79) and, for τ = ∑
i=0
tiλ
∨
i ,
τ̂ = −ωτω−1 =
2m−1∑
i=0
tiλ
∨
2m−i (6.29)
setting λ∨2m ≡ λ∨0 = 0 because
ωλ∨i ω−1 = −λ∨2m−i . (6.30)
Denoting by K the complex conjugation map on SU(2m), we then infer that g ∈O2m−i , i.e. that
K(Oi)=O2m−i , (6.31)
again with the convention that O2m ≡O0. A straightforward check shows that
K∗B2m−i = Bi . (6.32)
There are natural isomorphisms
κij :K∗L(2m−i)(2m−j) −→ Lij (6.33)
of line bundles over Oij given by
κij [γ ω−1, ζ ]2m−i,2m−j = [γ, ζ ]ij . (6.34)
This is well defined since if γ0 ∈G(2m−i)(2m−j) then ω−1γ0 ω ∈Gij and
χ(2m−i)(2m−j)(γ0)= χij (ω−1γ0 ω) , (6.35)
9 In the language of gerbes, the above construction describes the transgression from 1-isomorphisms of gerbes to 
isomorphisms of line bundles over the loop space.
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α(2m−i)(2m−j)(g)= i tr
(
ω−1λ∨(2m−i)(2m−j)ω γ
−1dγ
)
= −i tr(λ∨ij γ−1dγ )= i tr(λ∨ij γ−1dγ )= αij (g) . (6.36)
Isomorphisms κij are also compatible with tijk:
tijk ◦ κij ⊗ κjk = κik ◦ t(2m−i)(2m−j)(2m−k) . (6.37)
If ∂ = ∅ then
eiSWZ(G) = exp
[
i
∑
c
∫
c
G∗B2m−ic
]⊗
b⊂c
HolL(2m−ic)(2m−ib) (G|b)
= exp
[
i
∑
c
∫
c
G∗Bic
]⊗
b⊂c
HolK∗L(2m−ic)(2m−ib) (G|b)
= exp
[
i
∑
c
∫
c
G∗Bic
] ⊗
v∈b⊂c
κ±1icib
(⊗
b⊂c
HolK∗L(2m−ic)(2m−ib) (G|b)
)
= exp
[
i
∑
c
∫
c
G∗Bic
]⊗
b⊂c
HolLicib (G|b) = eiSWZ(G), (6.38)
where we used the compatibility (6.37) which guaranties that the isomorphism ⊗
v∈b⊂c
κ±1icib com-
mutes with canonical trivializations of lines⊗
v∈b⊂c
(K∗L±1(2m−ic)(2m−ib))G(v) and
⊗
v∈b⊂c
(L±1icib )G(v). (6.39)
In the case of surface with boundary ∂ = C, when the WZ amplitudes take values in a line 
bundle over the loop space LSU(2m),
eiSWZ(G) ∈ (L)G|C and eiSWZ(G) ∈ (L)G|C . (6.40)
We may use isomorphisms κij to compare the two lines. Indeed, for
K=
⊗
v∈b⊂C
κ±1ivib , (6.41)
K :
⊗
v∈b⊂C
(K∗L(2m−iv)(2m−ib))G(v) −→
⊗
v∈b⊂C
(Livib )G(v) (6.42)
Property (6.37) assures that the isomorphisms are compatible with the identifications when one 
changes the triangulation of C and the assignments iv, ib so that
K : (L)G|C −→ (L)G|C . (6.43)
Relation (6.38) is now replaced by
K
(
eiSWZ(G)
)
= eiSWZ(G). (6.44)
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By composing relations (6.44) and (6.27), we obtain for maps H, G :  → SU(2m) and 
∂ = C the identity
J
(
eiSWZ(HGH
−1)
)
= exp
[
i
4π (H,G)
∗β
]
eiSWZ(G) , (6.45)
where
J : (L)(HGH−1)|C −→ (L)G|C (6.46)
has the local representation
J=
⊗
v∈b⊂C
j±1ivib . (6.47)
Here
jij : ̂∗L(2m−i)(2m−j) −→ p∗2Lij ⊗ N̂i ⊗ N̂−1j , (6.48)
are isomorphisms of line bundles on SU(2m) ×Oij with ̂= ◦ (Id, K), i.e. ̂(h, g) = hgh−1, 
and with N̂i = (Id, K)∗N2m−i being trivial line bundles over SU(2m) × Oi with connection 
forms ̂i = (Id, K)∗i , i.e.
̂i(h, g) = −i tr
(
γ (τ − λ∨i )γ−1h−1dh
)
. (6.49)
Recall relation (6.28). One has
jij [hγ ω−1, ζ ](2m−i)(2m−j) = [γ, ζ ]ij . (6.50)
Now suppose that HGH−1 = G on ∂ = C. Then the lines (L)(HGH−1)|C and (L)G|C coin-
cide and the isomorphism (6.46) has to act by the multiplication by a phase in the same line. We 
would like to find that phase. Let us consider the subvariety of SU(2m) × SU(2m)
F = { (h, g) ∈ SU(2m)× SU(2m) | hgh−1 = g } . (6.51)
We shall cover F by open sets Ôi = (SU(2m) × Oi) ∩ F . On subvariety F , hγ ω−1e2πiτ̂ ×
(hγ ω−1)−1 = γ e2πiτ γ−1 so that τ = τ̂ and
hγ ω−1 = γ γ0 , (6.52)
where γ0 e2πiτ γ−10 = γ0e2πiτ̂ γ−10 = 1. Besides, if g ∈Oi then also g ∈O2m−i and
γ0(τ − λ∨i )γ−10 = τ − λi , γ0(τ − λ∨2m−i )γ−10 = τ − λ∨2m−i , (6.53)
see [16]. Consequently, γ0 ∈Gi(2m−i), see (5.8). Over Ôij , one may naturally identify line bundle 
̂∗L(2m−i)(2m−j) with p∗2L(2m−i)(2m−j) by the relation
[hγ ω−1, ζ ](2m−i)(2m−j) = [γ γ0, ζ ](2m−i)(2m−j) . (6.54)
With this identification, the isomorphism jij descends to
j˜ij : p∗2L(2m−i)(2m−j) −→ p∗2Lij ⊗ N̂ i ⊗ N̂
−1
j (6.55)
over Ôij such that
j˜ij [γ γ0, ζ ](2m−i)(2m−j) = [γ, ζ ]ij (6.56)
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j˜ij [γ, ζ ](2m−i)(2m−j) = χ(2m−i)(2m−j)(γ0)−1 [γ, ζ ]ij . (6.57)
It induces an isomorphism ĵij : Ĵj −→ Ĵi of line bundles Ĵi =
(
p∗2Li(2m−i) ⊗ N̂ i
)|Ôi such that
ĵij [γ, ζ ]j (2m−j) = χ(2m−j)(2m−i)(γ0) [γ, ζ ]i(2m−i) . (6.58)
Such isomorphisms permit to construct a global line bundle Ĵ over subvariety F . The relation
̂∗B2m−i = p∗2Bi + 14π β̂ − d̂i , (6.59)
where β̂ = (Id, K)∗β , see Appendix B, implies that on Ôi
p∗2Bi(2m−i) + d̂i = 14π β̂ (6.60)
so that the 2-form on the right-hand side is the curvature of line bundle Ĵ . We want to interpret⊗
v∈b⊂C
j˜ ±1ivib :
⊗
v∈b⊂C
(L±1
(2m−iv)(2m−ib))G(v)
−→
⊗
v∈b⊂C
(
(L±1ivib )G(v) ⊗ (N̂ ±1iv )(H,G)(v) ⊗ (N̂ ∓1ib )(H,G)(v)
)
(6.61)
as a linear map of line (L)G|C into itself that necessarily acts as multiplication by a phase. Equiv-
alently, we may look at⊗
v∈b⊂C
ĵ ±1ivib :
⊗
v∈b⊂C
(Ĵ ±1ib )(H,G)(v) −→
⊗
v∈b⊂C
(Ĵ ±1iv )(H,G)(v) = C . (6.62)
Note that the first tensor product of lines is trivialized by the canonical element⊗
b⊂C
HolĴib ((H,G)|b) ∈
⊗
v∈b⊂C
(Ĵ ±1ib )(H,G)(v) (6.63)
so that the phase that we search for will be equal to the image of that element under the linear 
map (6.62). But⊗
v∈b⊂C
ĵ ±1ivib
(⊗
b⊂C
HolĴib ((H,G)|b)
)
= HolĴ ((H,G)|C) (6.64)
as the isomorphisms ĵ ±1ivib provide the gluing of the local parallel transports along (H, G)|b in 
line bundles Ĵib .
Let us summarize the above discussion. For fields H, G :  → SU(2m) such that
HGH−1 =G on ∂ = C, we may rewrite relation (6.45) in the form
HolĴ ((H,G)|C) eiSWZ(HGH
−1) = exp
[
i
4π (H,G)
∗β̂
]
eiSWZ(G) (6.65)
if both WZ amplitudes are considered as taking values in the same line (L)G|C . Result (5.25) for 
surfaces  with an arbitrary number of boundary components is a straightforward generalization 
of (6.65).
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The present paper gave mathematical details of the construction of a new topological invari-
ant for periodically driven lattice two-dimensional systems with time-reversal symmetry and 
quasienergy gaps. The existence of such an invariant and its basic properties were recently an-
nounced in [5] by some of the authors. The invariant constructed here was represented by a 
gap-dependent Z2-valued index denoted K[U ]. Index K[U ] was designed to replace in the 
presence of time-reversal symmetry the Z-valued index W[U ] introduced in [44] which van-
ishes in this case, similarly as the Z2-valued Kane–Mele index replaces the first Chern numbers 
vanishing for time-reversal symmetric band insulators. The difference of indices W[U ] for two 
quasienergy gaps was shown in [44] to give the first Chern number of the band in-between the 
gaps. We showed that a similar relation holds in the time-reversal symmetric case with the dif-
ference of K[U ] for two gaps giving the Kane–Mele invariant of the band delimited by the 
gaps. The proof of the latter relation, however, appeared to be considerably harder than that 
of the former one. We based it on a new representation of the Kane–Mele invariant of a vec-
tor bundle composed of ranges of a smooth family BZ  k → P(k) of projectors as a square 
root of the topological Wess–Zumino amplitude10 of the associated family of unitary matrices 
UP (k) = I − 2P(k). Such a representation, in the spirit of dimensional reduction discussed in 
[43] or [45], has allowed us to use powerful techniques, linked to geometry of bundle gerbes 
[19,16], that were developed for calculating Wess–Zumino amplitudes. In particular, a crucial 
role in our argument was played by a formula for the gauge transformation of the Wess–Zumino 
amplitudes on surfaces with boundary which permitted us to relate the Kane–Mele invariant 
to the boundary gauge anomaly. We expect that similar techniques will be useful to establish 
the bulk-boundary correspondence for the periodically driven time-reversal systems conjectures 
and numerically checked in [5]. This, as well as the extension of our construction to period-
ically driven systems in other symmetry classes with Z2-valued static invariants and relating 
such invariants to the response to external fields [45] remain the important open problems on the 
mathematical side that we leave to a future research.
On the physical side, although significant progress have been made, unambiguous observa-
tions of nontrivial W indices have still not occurred. When this milestone is achieved, designing 
driven time-reversal invariant systems where a nontrivial K index could be measured in the bulk 
will be conceivable. Beyond the observation of bulk indices, one can hope to realize this kind 
of out-of-equilibrium topological transition in electronic systems, where transport experiments 
would directly probe edge states. As opposed to Chern insulators, (strong) Kane–Mele insula-
tors also exist in three dimensions, where they display two-dimensional surface states. One can 
therefore expect the existence of a corresponding three-dimensional out-of-equilibrium topo-
logical phase whose characterization remains an open problem. In order to fully connect the 
theoretical description to a potential experimental realization, which would inevitably be sub-
ject of some amount of disorder, a formulation of both K and W invariants avoiding the use 
of a Brillouin zone would be necessary, and could be attempted within the framework of non-
commutative geometry. An important question related to the present work is the applicability of 
the closed-system description using unitary evolution operators in periodically driven regimes. 
Such a description does not account for the dissipation of the energy pumped into the system 
and supposes small frequencies of forcing. The question of the influence of the back-reaction 
10 The strong Kane–Mele invariant in three dimensions is known to be related to the Chern–Simons amplitude, see [11].
830 D. Carpentier et al. / Nuclear Physics B 896 (2015) 779–834of the environment (e.g. of phonons) on the topological properties of driven systems could be 
addressed on various levels of modeling of open dynamics. Despite important work on this topic, 
this question remains open.
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Appendix A. Some formulae for 3-forms
We first show that on U(N) ×U(N),
χ(u1u2)= χ(u1)+ χ(u2)+ 3 d tr
(
u−11 (du1)u2(du
−1
2 )
)
. (A.1)
This follows by inserting the relation
(u1u2)
−1d(u1u2)= u−12 u−11 (du1)u2 + u−12 du2 (A.2)
into the left-hand side of (A.1), grouping the terms using the cyclicity of the trace and observing 
that
d tr
(
u−11 (du1)u2(du
−1
2 )
)
= −tr(u−11 (du1)u−11 (du1)u2(du−12 ))− tr(u−11 (du1)u2(du−12 )u2(du−12 )) (A.3)
and that u2du−12 = −(du2)u−12 . Next, the iteration of formula (A.1) shows that
χ(u1u2u
−1
1 )= χ(u2)+ 3 dβ(u1, u2) , (A.4)
where 2-form β on U(N) ×U(N) is given by
β(u1, u2)= −tr
(
u2(u
−1
1 du1)u
−1
2 (u
−1
1 du1)+ u−11 (du1)
(
u−12 (du2)+ (du2)u−12
))
. (A.5)
Appendix B. Proof of formulae (6.4) and (6.59)
We first prove (6.4). For h ∈ SU(n) and g = γ e2π i τ γ−1 ∈Oi , one has
(∗Bi)(h,g) = 14π tr
(
γ−1h−1d(hγ ) e 2πiτ γ−1h−1d(hγ ) e−2πiτ
)
+ i tr
(
(τ − λ∨i )
(
γ−1h−1d(hγ )
)2)
= Bi(g)+ 14π tr
(
γ−1h−1(dh)γ e 2πiτ γ−1(dγ ) e−2πiτ
)
+ i tr
(
(τ − λ∨i )
(
γ−1h−1(dh)(dγ )
))
+ 14π tr
(
γ−1(dγ ) e 2πiτ γ−1h−1(dh)γ e−2πiτ
)
+ i tr
(
(τ − λ∨i )
(
γ−1(dγ )γ−1h−1(dh)γ
))
+ 1 tr
(
γ−1h−1(dh)γ e 2πiτ γ−1h−1(dh)γ e−2πiτ
)
4π
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(
(τ − λ∨i )
(
γ−1h−1(dh)γ
)2)
= Bi(g)+ 14π tr
(
h−1(dh)
(
g(dγ )γ−1g−1 − g−1(dγ )γ−1g))
− 14π tr
(
g h−1(dh)g−1h−1(dh)
)
− i tr
(
(dγ )(τ − λ∨i )γ−1h−1(dh)
)
+ i tr
(
γ (τ − λ∨i )γ−1(dγ )γ−1h−1(dh)
)
+ i tr
(
γ (τ − λ∨i )γ−1(h−1dh)2
)
(B.1)
Since
di(h,g)= −i tr
(
γ (τ − λ∨i )γ−1(h−1dh)2
)
+ i tr
(
(dγ )(τ − λ∨i )γ−1h−1(dh)
)
− i tr
(
γ (τ − λ∨i )γ−1(dγ )γ−1h−1(dh)
)
+ i tr
(
γ (dτ)γ−1h−1(dh)
)
, (B.2)
we obtain
(∗Bi)(h,g) = Bi(g)+ 14π tr
(
h−1(dh)
(
g(dγ )γ−1g−1 − g−1(dγ )γ−1g
− 4π iγ (dτ)γ−1))− 14π tr(γ−1h−1d(hγ ) e 2πiτ γ−1h−1d(hγ ) e−2πiτ)
− 14π tr
(
g h−1(dh)g−1h−1(dh)
)
− di(h,g) . (B.3)
Finally, using the identity
g−1(dg)+ (dg)g−1 = g−1(dγ )γ−1g − g(dγ )γ−1g−1 + 4π iγ (dτ)γ−1, (B.4)
we infer that
(∗Bi)(h,g) = Bi(g)− 14π tr
(
h−1(dh)
(
g−1(dg)+ (dg)g−1))
− 14π tr
(
γ−1h−1d(hγ ) e 2πiτ γ−1h−1d(hγ ) e−2πiτ
)
− 14π tr
(
g h−1(dh)g−1h−1(dh)
)
− di(h,g)
= Bi(g)+ 14π β(h,g)− di(h,g) (B.5)
which proves (6.4). Applying the pullback by (Id, K) to (6.4) for index i replaced by (2m − i)
and using identity (6.32) and the relation ̂i = (Id, K)∗2m−i , one obtains Eq. (6.59).
Appendix C. Relation to Rudner et al.’s formulation
Ref. [44] used a somewhat different periodization of the evolution operator U(t, k) defined by
M(t, k)=
{
U(2t, k) for 0 ≤ t ≤ T/2 ,
eiH
eff
 (k)(2T−2t) for T/2 ≤ t ≤ T , (C.1)
whereas in the present paper we worked with
V(t, k) =U(t, k) ei tH eff (k) . (C.2)
Let us show that the two choices are homotopic so that W[U ] = deg(M) = deg(V). Consider 
the map
832 D. Carpentier et al. / Nuclear Physics B 896 (2015) 779–834N(s, t, k) =
{
U(2t, k) e2istH eff (k) for 0 ≤ t ≤ T/2 ,
e−2i(1−s)(T−t)H eff (k) for T/2 ≤ t ≤ T
(C.3)
which is well defined continuous and periodic in t for all s because the two determinations agree 
for t = T/2 and N(s, 0, k) = I =N(s, T , k). One has
N(0, t, k) =M(t, k) and N(1, t, k) =
{
V(2t, k) for 0 ≤ t ≤ T/2
1 for T/2 ≤ t ≤ T , (C.4)
and the last map is clearly homotopic with V .
Appendix D. A simple case where spin is conserved
In Ref. [5], we mentioned the somewhat artificial but enlightening case with conserved spin, 
where both the evolution operator U and its periodized version V are block-diagonal in the 
(↑, ↓) basis, the two blocks being related by time reversal. In this case, the K index can be 
related to the W index from [44] of one of the spin blocks, namely
K
[(
U↑ 0
0 U↓
)]
= W[U↑] −W[U↓]
2
mod 2 , (D.1)
where W[U↑] =W[
U↓
−1] = −W[U↓].
Let us provide a demonstration of the preceding equality. Consider the periodized evolution 
operator V it its block-diagonal form
V =
(
V,↑ 0
0 V,↓
)
≡ V,↑ ⊕ V,↓. (D.2)
Time-reversal invariance of V gives
V,↓ ◦ ϑ3 = V,↑ (D.3)
where ϑ3 is an orientation-reversing diffeomorphism of T 3 induced by the map (t, k) →
(T − t, −k). One may choose to define
V̂(t, k)≡ V̂,↑(t, k)⊕ V̂,↓(t, k)=
{
V,↑(t, k)⊕ V,↓(t, k) for 0 ≤ t ≤ T/2
V,↑(t, k)⊕ V,↑(t, k) for T/2 ≤ t ≤ T (D.4)
As the degree factorizes over the blocks,
deg(V̂)= deg(V̂,↑)+ deg(V̂,↓). (D.5)
Whilst the former term is simply deg(V,↑) = W[U↑], the latter vanishes from time-reversal 
invariance (D.3), hence the result.
Indeed, one could choose another V̂ to show that K[U ] is also −W[U↓], or use the equality 
0 =W[U ] =W[U↑] +W[U↓] (see Eq. (2.42)).
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