Abstract. Our aim here is to give sufficient conditions on the finite element spaces near a point so that the error in the finite element method for the function and its derivatives at the point have exact asymptotic expansions in terms of the mesh parameter h, valid for h sufficiently small. Such expansions are obtained from the so-called asymptotic expansion inequalities valid in R N for N ≥ 2, studies by Schatz in [Math. Comp., 67 (1998) 1. Introduction and statement of main results. This paper is devoted to the study of local interior asymptotic error expansions for the finite element method for second order elliptic problems in R N , N ≥ 2. The aim here is to give sufficient conditions on the finite element spaces near a point so that the error in the finite element method for the function and its derivatives at the point have exact asymptotic expansions in terms of the mesh size parameter h, valid for h sufficiently small. To our knowledge, what has been proved in the literature is in the piecewise linear case and piecewise quadratics in two dimensions. This work takes place in R N for more general finite element spaces than found in the literature, and our results are of a more local character. This study relies on the so-called asymptotic error expansion inequalities at a point for the finite element method which were derived in Schatz [29] and [31] . More specifically, our main tools in deriving asymptotic error expansions are the results from [31] that are stated in the Lemmas 2.1 and 2.2 below. The asymptotic error expansion inequalities, developed in [29] and [31], have several interesting applications, e.g., as in [30] , to improve superconvergence error estimates and in the paper [1] , where Richardson extrapolation was justified using asymptotic error expansion inequalities. Hoffmann et al. [14] used the estimates in [31] to prove that a class of recovered gradient estimators are asymptotically exact on each element underlying mesh, provided certain conditions are fulfilled. Chen [7] and Guzman [13] are using the results in [31] for finite element approximations of the solution of the Stokes problem. In the present work we shall use asymptotic expansion inequalities to derive asymptotic expansions that can be used in the traditional approach to justify Richardson extrapolations.
Introduction and statement of main results.
This paper is devoted to the study of local interior asymptotic error expansions for the finite element method for second order elliptic problems in R N , N ≥ 2. The aim here is to give sufficient conditions on the finite element spaces near a point so that the error in the finite element method for the function and its derivatives at the point have exact asymptotic expansions in terms of the mesh size parameter h, valid for h sufficiently small. To our knowledge, what has been proved in the literature is in the piecewise linear case and piecewise quadratics in two dimensions. This work takes place in R N for more general finite element spaces than found in the literature, and our results are of a more local character. This study relies on the so-called asymptotic error expansion inequalities at a point for the finite element method which were derived in Schatz [29] and [31] . More specifically, our main tools in deriving asymptotic error expansions are the results from [31] that are stated in the Lemmas 2.1 and 2.2 below. The asymptotic error expansion inequalities, developed in [29] and [31] , have several interesting applications, e.g., as in [30] , to improve superconvergence error estimates and in the paper [1] , where Richardson extrapolation was justified using asymptotic error expansion inequalities. Hoffmann et al. [14] used the estimates in [31] to prove that a class of recovered gradient estimators are asymptotically exact on each element underlying mesh, provided certain conditions are fulfilled. Chen [7] and Guzman [13] are using the results in [31] for finite element approximations of the solution of the Stokes problem. In the present work we shall use asymptotic expansion inequalities to derive asymptotic expansions that can be used in the traditional approach to justify Richardson extrapolations. The local weak formulation of (1) 
Consider now the finite element approximations u h of u. For this purpose for each 
where the error coefficients E k , with k being an integer, are independent of h and the remainder term R γ is O(h γ ). Our main result will be concerned with deriving 2r−2 term asymptotic expansions for equations of the form (1.1) for r ≥ 3.
The general case of variable coefficients and lower order terms
can also be treated by the methods given in [30] and [1] . However, in this case, which is not treated here, we are only able to prove a one term asymptotic expansion.
In order to find expansions of the form (1.5) we shall impose so-called selfsimilarity conditions on the finite element spaces in a neighborhood of the point x 0 .
Expansions of this type have been known for some time for some finite difference methods (cf., e.g., Böhmer [6] ). The main contributions to the finite element literature are on plane domains and are due to Lin and coworkers. More specifically, in the case of finite elements with r = 2 (in particular piecewise linear or bilinear elements), such expansions were first derived at points x which are the vertices of a uniform triangulation of the plane domain in Lin and Zhu [21] , Lin and Lü [17] , and Lin and Wang [18] . Improvements and extensions of these expansions were then given in the papers by Blum [3] and Blum, Lin, and Rannacher [4] , where the recent paper contains an excellent presentation of the derivation of the exact asymptotic expansion. Further results of this kind can be found in the literature: Lin and Wang [19] improve the results in [18] , Lin and Xie [20] address superconvergence under natural assumptions, Rannacher [25] studies mixed finite elements for the shell problem, Wang [36] derives L ∞ -estimates for mixed finite elements, Chen and Lin [8] consider the case of rectangular domains, Ding and Lin [11] consider the variable coefficient case, and Chen and Rannacher [9] study the streamline diffusion method, where other references can be found. Blum [2] and Blum and Rannacher [5] study the particular problem of an asymptotic expansion near a corner. For a related study of the extrapolation of the energy functional see Rüde [27] and [28] . More on corner domains can be found in Huang, Han, and Zhou, e.g., [15] , where they assume sufficiently smooth initial data and rectangular domains. Lin [16] considers an extrapolation technique for the eigenvalues on nonconvex domains. We recommend the survey articles by Rannacher [26] and Blum [2] . For studies in unstructured grids, see Scott [35] and Xu and Zhang [37] .
An outline of the remaining part of this paper is as follows: In section 1.1 we give assumptions on the finite element spaces, in particular the self-similarity property, and we state the main results of the paper: Theorems 1.1 and 1.2 which are concerned with the accuracy of pointwise error estimates for the function and its first order partial derivatives, i.e., (u−u h )(x 0 ) and ∂(u−u h )(x 0 )/∂x i , i = 1, . . . , N, respectively, at certain (similarity) points x 0 of the grid. Section 2 contains preliminaries and (versions) of the results from [31] , which are used in the proofs of Theorems 1.1 and 1.2. Section 3 is devoted to the proofs of the main results, where we develop a framework and reduce the problem to show convergence of a Cauchy sequence in Lemma 3.2. Finally in Appendix A we recall the usual finite element assumptions used throughout the paper. Below we denote by C a general constant independent of the parameters involved in the estimates unless otherwise explicitly stated or clear from the context. 1.1. Some assumptions on the subspaces and statement of the main theorems. The requirements we shall make on the subspaces, near a point x 0 , are motivated by looking at the meshes which are systematically refined in a neighborhood of x 0 ; for example, as in so-called nested spaces constructed to be used in the multigrid methods. In order to do so it will be more convenient to work with a sequence of subspaces S hj r (B 1 (x 0 )), where for some sufficiently small h and fixed K > 1,
Now we state the most important assumption, Assumption A.5, on the finite element spaces (the usual properties A.1-A.4 of the finite element spaces are listed in Appendix A). 
). Examples of subspaces satisfying this definition are given in [1] . Assumption A.5 (on the mesh). We shall now assume that given x 0 there exists a d > 0 and an integer k 0 such that for any pair of integers j and k
This just says that from some mesh size h k0 on the mesh on a disk of radius d is constantly uniformly refined about x 0 , resulting in self-similar subspaces about x 0 .
In what follows we shall use the following notation: 
and the norms
Our first result is as follows. 
where
It is unreasonable to expect that an estimate like (1.9) holds at a point if the "shape of the mesh" changes at the point as h changes. This is suggested by the fact that the interpolation error at a point depends heavily on the shape of the domain in which x 0 is located; hence our need for the Assumption A.5 of the similarity near the point x 0 . However, if the mesh is quasiuniform as h → 0, we can show that there is a subsequence of these expansion coefficients which converges in a limit to an asymptotic expansion at a point which does not require a similarity condition to hold. But, this does not seem to be a useful result.
We now give an asymptotic expansion for first derivatives. Note, however, if x 0 is a point of the mesh where ∂u h /∂x i is discontinuous, then we define
where β = (β 1 , . . . , β N ) is any unit vector chosen so that for s sufficiently small, say, 0 < s ≤ s 0 , ∂u h /∂x i exists and has a limit as s → 0. There may be many possible choices of 
where h = h j , j = k, k + 1, . . . , and
Preliminaries.
Our starting point in proving Theorems 1.1 and 1.2 will be results from Schatz in [31] , so-called asymptotic expansion inequalities which we state for equations of the form (1.4).
) and suppose d ≥Ĉh for someĈ chosen sufficiently large. Then the following "asymptotic expansion inequality" holds:
Here, γ = 1 if γ = 2r − 2, and γ = 0 otherwise. Remark 2.1. The estimate (2.1) is valid on irregular meshes. Remark 2.2. The case r = 2 is excluded from (2.1). The reason is that, for r = 2, there are no asymptotic expansions available for the function itself, and the expansions that are derived are only for the first order partial derivatives. This negative result is confirmed in [10] for a one-dimensional problem.
Let us state the corresponding result for the first derivatives, which includes also r = 2 and is as follows. 0) ); that is, we would like there to be a constant C 0 > 0 such that
This can be easily done by changing A(·, ·) to A(·, ·), a bilinear form of the form
Remark 3.1. We leave it to the reader to see that (3.1) is satisfied.
. This information will be enough to establish an asymptotic expansion at x = 0.
For each multi-index α and for each monomial
(we do this in order to avoid some confusion with notation that may occur later on), and let w Then the function
satisfy the local error equation
Remark 3.3. The reason that the sums in (3.5)and (3. 
Granting for a moment the validity of Lemmas 3.1 and 3.2, let us complete the proof of theorem in the case d = 1.
In view of (3.7), we may apply Lemma 2.1 to the function ρ − ρ h . Noticing that ρ(0) = u(0) and using the fact that |D α ρ| (0) = 0 for all r ≤ |α| ≤ γ − 1, we obtain
In view of (3.10)
To complete the proof for d = 1 it remains to estimate R γ (ρ).
In order to simplify notation, from now on we shall drop the subscript j and set h j = h. Thus by definition
In view of Lemmas 3.1 and 3.2
Using this in (3.11) will complete the proof of 
Using an Aubin-Nitsche duality, let v ∈ W r 2 (B 1 ) be the unique solution of
Now in general, the boundary of B 1 does not coincide with a mesh domain, but by assumption there is a mesh domain that extends beyond B 1 and is contained in B 1+Ch , where w α may be interpolated. Obviously v Therefore we may apply the asymptotic expansion to obtain on unit size domain
Changing variables back again we get the main result for Case 2:
Proof of Lemma 3.2. We start with a fixed h j for j sufficiently large so that the estimate (2.1) holds (h j sufficiently small). By Assumption A.
hj r (B 1 (0)) ( λ < 1 is scaling factor). Now the proof is separated into some technical steps as follows: First we shall show that
Since the a ij are constants, we have by the change of variable x = y/λ that the left side of (3.22) is equal to
where in the last step we used (3.4) . This proves (3.22) . Because of (3.22) and (3.4), recalling that x α ≡ w α (x), it follows that the scaling
hj r (B 1 (0)) and satisfies
Thus the difference in (3.23) is a discrete A harmonic function in B 1/2 (0), and it follows from (2.1) (first proved by Schatz and Wahlbin [33] ) with u = 0 and
We shall now estimate J 1 and J 2 . An estimate for J 1 is given in Lemma 3.1:
The estimate of J 2 is rather lengthy. We begin by using a duality argument where, setting
is the seminorm and we have used the obvious fact that
(B 1/2 (0)) . We again make the change of variable x = y/λ and obtain
(B λ/2 (0)) and
Inserting these into (3.26) yields
Using a duality argument, for each such ψ let v be the unique solution of
Let now v I be the interpolant of v; then it follows that for each ψ,
, and also notice the return from E α k to E α k in (3.28). Note that we can always decompose the unit disk into two parts as an inner and an outer region so that v satisfies a homogeneous differential equation on the outer region. Estimating the above J 2 terms in the reverse order we obtain for J 2d , (3.29)
Thus, for v the solution, we have evidently (see [12, Chapter 6B], e.g., (6.25) , also shift theorems in [24] for
. Now with ψ vanishing at outer region of B 1 \B 7/16 , we can apply Poincare's inequality to obtain
, where we have used the fact that the measure of B λ/2 is proportional to λ N , since
, where we have used the Sobolev inequality to obtain the bound ϕ L∞ ≤ C. As for J 2c , we have
Taken together (3.30) and (3.31) yield
. (3.32) This is half of the estimate for J 2 . We shall now estimate J 2b by writing
, (3.33) where Ω are the annuli .
Hence the last term on the right-hand side of (3.34) can be estimated as
The last term will be estimated using the Green's function. For any multi-index β, with |β| = 2r − |α| we have, with ψ and v satisfying (3.27),
For each y let R = |x − y|; then in spherical coordinates
where we use the inequality −r + 1 ≤ |α| + 1 − 2r ≤ −2. Therefore using (3.38) in (3.37) and the Poincaré inequality on ψ we get for ψ ∈W
, and from using (3.35)-(3.38) in (3.34) we end up with
Finally, it remains, to estimate J 2a . In order to do this we shall need a simple variant of a result proved in Schatz [31] for (3.40)
The result in [31] is as follows: For any 0 ≤ s ≤ r − 1, (3.41)
we obtain for any z ∈ B 1/2 (0),
Therefore from the above inequality and (3.42), taking the supremum over all y ∈ B 1/2 we get (3.43)
Now, in view of (3.31),
To estimate the first term on the right-hand side of (3.43) we use the same dyadic decomposition as before and write B 3/4 = B λhj ∪ B Ω , where λh j ≤ ρ 1 , Then on
and
Similarly, on Ω ,
Summing up we get
Taken together these last two inequalities (3.44) and (3.45) yield 
