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Johdanto
Normaaliluvut ovat alun perin ranskalaisen matemaatikon Émile Borelin
vuonna 1909 tekemässään julkaisussa [2] määrittelemiä reaalilukuja, jotka
yksinkertaistettuna ovat sellaisia, joiden desimaaliesityksessä jokainen yhtä
pitkä numerosarja esiintyy yhtä tiheästi. Normaaliluvut ovat historiallisesti
merkittäviä, sillä Borelin tekemää niihin liittyvää tutkimusta pidetään yhte-
nä ensimmäisistä modernin todennäköisyysteorian merkittävistä tuloksista.
Tässä tutkielmassa tutustutaan normaalilukuihin hieman tarkemmin. En-
simmäisessä kappaleessa määritellään normaaliluvut sekä annetaan niistä
muutamia yksinkertaisia esimerkkejä. Tutkielman toinen kappale keskittyy
todennäköisyysteoriaan, ja siinä todistetaan yksi todennäköisyysteorian pe-
rustuloksista, suurten lukujen laki, eräässä sen erikoistapauksessa, sekä ky-
seistä tulosta hyödyntäen Borelin normaalilukulause, jonka mukaan melkein
kaikki luvut väliltä [0, 1] ovat täydellisesti normaaleja.
Tutkielman kappale 1.1 ja lauseen 2.1 todistus pohjautuu pääasiassa teok-
seen [5], ja suurten lukujen lain todistuksen runko on artikkelin [4] mukainen,
mutta suurinta osaa todistuksista on koetettu virtaviivaistaa ja yksinkertais-
taa. Kaikki annetut esimerkit ovat omiani ellei toisin mainita, kuin myös
lemman 2.23 sekä lauseen 1.8 todistukset.
1 Normaaliluvut
1.1 Määritelmiä
Määritelmä 1.1. Olkoon b ≥ 2 kokonaisluku ja x ∈ [0, 1] reaaliluku. Luvun
x b-kantaesitys on sarja
x =
∞∑
j=1
xjb
−j,
missä xj ∈ {0, . . . , b−1}. Joukkoa B = {0, . . . , b−1} kutsutaan b-aakkostoksi,
jolloin merkkijonoa σ1σ2 . . . σm, missä σj ∈ {0, . . . , b− 1} kutsutaan sanaksi
jonka pituus on m.
Esimerkki 1.2. Muodostetaan luvun 0.02 = 0.020202 . . . 10-kantaesitys.
Tässä kaikille
k ∈ N, x1 = 0, x2 = 2, . . . , x2k−1 = 0, x2k = 2, . . ., siis
0.02 =
∞∑
k=1
(1 + (−1)k) · 10−k
2
Määritelmä 1.3. Olkoon m, b ∈ N, b ≥ 2, ja olkoon w sana, jonka pituus
on m b-aakkostossa. Lisäksi olkoon n > m ja x ∈ [0, 1]. Tällöin N bn(x, w) on
sanan w esiintymiskertojen lukumäärä jonon (x1, x2, . . . , xn) peräkkäisten al-
kioiden muodostamana. Tässä (x1, x2, . . . , xn) ovat luvun x b-kantaesityksen
kertoimet.
Esimerkki 1.4. Tutkitaan lukua N10n (0.5, {5}). Muodostetaan luvun 0.5 10-
kantaesitys.
0.5 = 0.50̄ = 5 · 10−1 + 0 · 10−2 + 0 · 10−3 + . . .
jolloin x1 = 5, x2 = x3 = ... = 0. Tällöin kaikilla n ∈ N merkkijono 5 löytyy
lukujen (x1, x2, . . . , xn) joukosta täsmälleen kerran, joten N10n (0.5, {5}) = 1
Huomautus 1.5. Jos sanassa w on enemmän kuin yksi merkki, niin myös
desimaaliesityksestä löytyvät niin sanotusti päällekkäin menevät lukusarjat
lasketaan lukuun N bn(x, w). Esimerkiksi siis N104 (0.1111, {11}) = 3 ja
N107 (0.1010101, {101}) = 3.
Edellä olevia määritelmiä hyödyntäen voidaan nyt määritellä normaali-
luvut.
Määritelmä 1.6. Olkoon x ∈ [0, 1] reaaliluku ja 2 ≤ b ∈ N. Luku x on
i) yksinkertaisesti normaali kannassa b, jos
lim
n→∞
N bn(x, j)
n
=
1
b
, (1)
kaikille luvuille j ∈ {0, . . . , b− 1}.
ii) normaali kannassa b, jos
lim
n→∞
N bn(x, w)
n
=
1
bm
, (2)
kaikille m pituisille sanoille w aakkostossa {0, . . . , b− 1}.
iii) täydellisesti (yksinkertaisesti) normaali, jos x on (yksinkertaisesti) nor-
maali kannassa b kaikille kokonaisluvuille b ≥ 2.
iv) (yksinkertaisesti) epänormaali, jos se ei ole (yksinkertaisesti) normaali.
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Näennäisestä yksinkertaisuudestaan huolimatta normaaliluvuista on yl-
lättävän vaikeaa löytää konkreettisia esimerkkejä. Esimerkkejä voidaan kon-
struoida kiinnitetyissä kannoissa, mutta yhtään esimerkkiä täydellisesti nor-
maalista luvusta ei ole. Myöskään käytännössä yhdenkään luonnollisesti esiin-
tyvän ja muuten hyvin paljon tutkitun irrationaaliluvun, kuten π, e tai
√
2
normaaliutta ei olla pystytty todistamaan. Normaalilukuihin liittyy kuiten-
kin mielenkiintoisia tuloksia, joista ehkä hämmästyttävin on Borellin nor-
maalilukulause, jonka mukaan melkein kaikki reaaliluvut ovat täydellisesti
normaaleja. Borellin normaalilukulauseeseen palataan kappaleessa 2. Anne-
taan nyt muutama yksinkertainen esimerkki normaaliluvuista.
Esimerkki 1.7. Näytetään, että luku 0.01 on yksinkertaisesti normaali bi-
närijärjestelmässä. Muodostetaan luvun 0.01 binääriesitys:
0.01 = 0.01010101...,
eli x1 = 0, x2 = 1, . . . , x2k−1 = 0, x2k = 1 kaikilla k ∈ N. Lasketaan nyt
N2n(0.01, {0}) ja N2n(0.01, {1}).
Tapaus 1: n = 2k − 1, jollakin k ∈ N. Tällöin
N2n(0.01, {0}) = k =
n+ 1
2
N2n(0.01, {1}) = k − 1 =
n− 1
2
.
Tapaus 2: n = 2k, jollakin k ∈ N. Tällöin
N2n(0.01, {0}) = k =
n
2
N2n(0.01, {1}) = k =
n
2
.
Nyt voidaan laskea raja-arvot
N2n(0.01, {0})
n
=
{
n+1
2n
, n = 2k − 1
n
2n
, n = 2k
→ 1
2
N2n(0.01, {1})
n
=
{
n−1
2n
, n = 2k − 1
n
2n
, n = 2k
→ 1
2
,
eli määritelmän 1.6 nojalla luku 0.01 on yksinkertaisesti normaali binäärijär-
jestelmässä.
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Edellinen esimerkki voidaan yleistää helposti myös muihin kantajärjestel-
miin.
Lause 1.8. Olkoon b ≥ 2. Luku 0.01234 . . . b− 1 on yksinkertaisesti normaali
kannassa b.
Todistus. Olkoon x = 0.01234 . . . b− 1. Muodostetaan luvun x b-kantaesitys
x =
∞∑
j=1
xjb
−j,
missä x1 = 0, x2 = 1, . . ., xb = b− 1, . . ., xk = k − 1 (mod b).
Olkoon n ∈ N, n ≥ b ja olkoon j ∈ {0, . . . , b − 1}. Nyt lasketaan
N bn(x, {j}) = #{xl | xl = j, 1 ≤ l ≤ n}. Luvun x määritelmästä huoma-
taan, että #{xl | xl = j, 1 + bk ≤ l < b(k + 1)} = 1 kaikilla k ∈ N. Tällöin
N bn(x, {j}) ≤ #
dn
b
e⋃
k=1
{xl | xl = j, 1 + b(k − 1) ≤ l < bk}
=
dn
b
e∑
k=1
#{xl | xl = j, 1 + b(k − 1) ≤ l < bk} =
⌈n
b
⌉
=
n
b
+ ε0,
jollekin 0 < ε0 < 1. Toisaalta
N bn(x, {j}) ≥ #
bn
b
c⋃
k=1
{xl | xl = j, 1 + b(k − 1) ≤ l < bk}
=
bn
b
c∑
k=1
#{xl | xl = j, 1 + b(k − 1) ≤ l < bk} =
⌊n
b
⌋
=
n
b
− ε1,
jollekin 0 < ε1 < 1. Tällöin
N bn(x, {j})
n
≤ 1
b
+
ε0
n
→ 1
b
,
kun n→∞ ja lisäksi
N bn(x, {j})
n
≥ 1
b
− ε1
n
→ 1
b
,
kun n→∞, eli
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lim
n→∞
N bn(x, {j})
n
=
1
b
,
joten x on yksinkertaisesti normaali.
Esimerkki 1.9. Yksinkertaisin esimerkki normaaliluvuista 10-kantajärjestel-
mässä on niin kutsuttu Champernownen luku C10 = 0.12345678910111213 . . .
joka muodostetaan liittämällä peräkkäin luonnolliset luvut niiden luonnolli-
sessa järjestyksessä. Jopa tämän yksinkertaisen esimerkin todistaminen nor-
maaliksi on haastavaa, joten todistusta ei tässä tutkielmassa esitetä. Todistus
löytyy esimerkiksi Champernownen alkuperäisestä julkaisusta [3].
2 Borelin normaalilukulause
Epäilemättä eräs tärkeimmistä normaalilukuihin liittyvistä tuloksista on Émi-
le Borelin vuonna 1909 esittämä normaalilukulause [2], joka väittää seuraa-
vaa
Lause 2.1 (Borelin normaalilukulause). Melkein kaikki luvut väliltä [0, 1]
ovat täydellisesti normaaleja.
Seuraavissa kappaleissa määritellään käsitteitä ja todistetaan aputulok-
sia, joita tarvitaan lauseen ymmärtämisessä ja todistuksessa. Kappaleessa
2.1 määritellään käsite melkein kaikki sekä esitellään muutama alkeellinen
mittateoriaa sivuava tulos. Kappaleessa 2.2 kerrataan muutamia todennä-
köisyysteorian peruskäsiteitä joita syvennetään kappaleessa 2.3, jossa tämän
jälkeen todistetaan niin kutsuttu suurten lukujen laki eräässä sen erikoista-
pauksessa. Suurten lukujen lakia sovelletaan tämän jälkeen kappaleessa 2.4,
jossa todistetaan sen avulla lause 2.1.
2.1 Mittateoriaa
Borelin normaalilukulauseen täydellinen ymmärtäminen vaatii hieman mit-
tateoriaa, mutta tässä tutkielmassa vaativat mittateorian käsiteet ohitetaan
ja käytetään alkeellisempia mittateoriaa sivuavia määritelmiä.
Määritelmä 2.2. Olkoon I = ]a, b[⊂ R avoin väli reaalilukusuoralla. Tällöin
välin I pituus on l(I) = b − a. Samoin välien [a, b], [a, b[ ja ]a, b] pituus on
b− a
Määritelmä 2.3. Olkoon A ⊂ R. Joukko A on nollamittainen, jos kaikille
ε > 0 on olemassa joukko avoimia välejä {Ik}∞k=1, joille
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A ⊂
∞⋃
k=1
Ik, ja
∞∑
k=1
l(Ik) < ε.
Tällöin merkitään A ∈ N , missä N on nollamittaisten joukkojen perhe.
Määritelmä 2.4. Olkoon A ⊂ R. Tällöin joukon A ulkomitta on
λ(A) = inf
{ ∞∑
k=1
l(Ik)
∣∣A ⊂ ∞⋃
k=1
Ik, Ik on avoin väli avaruudessa R
}
Huomautus 2.5. Määritelmien 2.3 ja 2.4 suora seuraus on, että joukko A ⊂ R
on nollamittainen jos ja vain jos λ(A) = 0.
Määritelmä 2.4 on hyvin intuitiivinen tapa kuvata joukon "mittaa", kuten
seuraavasta lemmastakin huomataan.
Lemma 2.6. Reaalilukuvälin I ⊂ R ulkomitta on sen pituus l(I). Toisin
sanottuna, jos
I =]a, b[ , I = [a, b] , I =]a, b] , tai I = [a, b[ ,
niin λ(I) = b− a.
Todistus. Todistetaan lemma suljetulle välille [a, b]. Olkoon ε > 0, tällöin
[a, b] ⊂]a− ε
2
, b+ ε
2
[. Tällöin l(]a− ε
2
, b+ ε
2
[) = b− a+ ε, ja koska tämä pätee
kaikilla ε > 0, niin
λ([a, b]) < b− a+ ε ⇐⇒ λ([a, b]) ≤ b− a.
Lisäksi täytyy osoittaa, että λ([a, b]) ≥ b−a. Tämän puolen todistus perustuu
Heinen-Borellin lauseeseen ja ohitetaan tässä (katso esimerkiksi [6]).
Eräs ulkomittaan liittyvä perustulos on numeroituva subadditiivisuus,
josta saadaan seurauksena tulos, jonka mukaan nollamittaisten joukkoje nu-
meroituva yhdiste on nollamittainen.
Lause 2.7. Olkoon An ⊂ R kaikilla n ∈ N. Tällöin
λ
( ∞⋃
n=1
An
)
≤
∞∑
n=1
λ(An)
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Todistus. Olkoon {In,m}∞m=1 jono avoimia välejä, joille An ⊂
∞⋃
m=1
In,m n ∈ N.
Koska λ(An) = inf
{∑∞
k=1 l(Ik)
∣∣An ⊂ ∞⋃
k=1
Ik, Ik on avoin väli avaruudessa R
}
,
niin infimumin määritelmän nojalla kaikilla ε > 0 voidaan valita sellainen
{In,m}∞m=1, että
∞∑
m=1
l(In,m) < λ(An) +
ε
2n
.
Toisaalta koska An ⊂
∞⋃
m=1
In,m n ∈ N kaikilla n ∈ N, niin
∞⋃
n=1
An ⊂
∞⋃
n=1
∞⋃
m=1
In,m.
Tällöin infimumin määritelmästä seuraa
λ
( ∞⋃
n=1
An
)
≤
∞∑
n=1
( ∞∑
m=1
l(In,m)
)
<
∞∑
n=1
(
λ(An) +
ε
2n
)
=
∞∑
n=1
λ(An) + ε
∞∑
n=1
1
2n
=
∞∑
n=1
λ(An) + ε.
Tämä pätee kaikilla ε > 0, eli
λ
( ∞⋃
n=1
An
)
≤
∞∑
n=1
λ(An).
Seuraus 2.8. Olkoon An ⊂ R jono avaruuden R nollamittaisia osajoukoja.
Tällöin
λ
( ∞⋃
n=1
An
)
= 0.
Todistus. Ulkomitan määritelmän nojalla λ(A) ≥ 0 kaikilla A ⊂ R. Lauseen
2.7 nojalla
λ
( ∞⋃
n=1
An
)
≤
∞∑
n=1
λ(An) = 0,
mikä todistaa väitteen.
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Määritellään vielä Borelin normaalilukulausetta varten käsite "melkein
kaikki".
Määritelmä 2.9. Olkoon A ⊂ S ⊂ R. Sanotaan, että melkein kaikki reaa-
liluvut joukosta S kuuluvat joukkoon A, jos
λ(Ac) = 0,
missä Ac = S\A.
2.2 Todennäköisyysteoriaa
Jotta päästään käsiksi lauseen 2.1 todistukseen, täytyy ensin määritellä muu-
tamia todennäköisyysteorian peruskäsitteitä. Tässä luvussa määritellään to-
dennäköisyysavaruus sekä satunnaismuuttujat. Todennäköisyysavaruuden mää-
rittelyssä tarvitaan teknisistä syistä σ-algebran käsitettä, mutta ohitetaan
tämän joukkoperheen tarkempi määrittely. Käytännössä σ-algebra on taval-
listen joukko-operaatioiden, eli komplementin, leikkauksen ja numeroituvan
unionin suhteen suljettu.
Määritelmä 2.10. Olkoon Ω epätyhjä joukko ja F σ-algebra joukossa Ω.
Tällöin kuvausta P : F → [0, 1] kutsutaan todennäköisyysmitaksi, jos
i) P(A) ≥ 0, kaikilla A ∈ F
ii) P(Ω) = 1
iii) Jos joukot Ai ∈ F , i ∈ N ovat erillisiä, niin P
(
∞⋃
i=1
Ai
)
=
∑∞
i=1 P(Ai)
Kolmikkoa (Ω,F ,P) kutsutaan todennäköisyysavaruudeksi, joukkoa Ω perus-
joukoksi ja joukkoja A ∈ F tapahtumiksi.
Todennäköisyysavaruudessa on myös mahdollista olla epätyhjiä osajouk-
koja N0 ∈ F joille P(N0) = 0. Tällaisia joukkoja sanotaan nollamittaisiksi
joukoiksi todennäköisyysavaruudessa (Ω,F ,P). Myös tyhjä joukko on luon-
nollista määritellä nollamittaiseksi, sillä määritelmästä 2.10 on yksinkertaista
näyttää, että P(∅) = 0.
Esimerkki 2.11. Osoitetaan (hieman epätarkasti), että kolmikko ([0, 1],F , λ)
on todennäköisyysavaruus, kun F on välin [0, 1] avoimien osajoukkojen ge-
neroima joukkoperhe.
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i) Koska l(I) ≥ 0 kaikille avoimille väleille määritelmän 2.2 nojalla, niin
λ(A) ≥ 0 kaikilla A ⊂ R
ii) Lemmasta 2.6 seuraa, että λ([0, 1]) = 1.
iii) Riittää näyttää, että λ
(
∞⋃
i=1
Ai
)
≤
∑∞
i=1 λ(Ai) ja λ
(
∞⋃
i=1
Ai
)
≥
∑∞
i=1 λ(Ai).
Ensimmäinen suunta seuraa lauseesta 2.7 ja toisen suunnan todistus si-
vuutetaan (katso esim. [1]).
Huomautus 2.12. Tämän määritelmän avulla voidaan samaistaa todennäköi-
syysavaruuden nollamittaisuus määritelmän 2.3 mukaisen nollamittaisuuden
kanssa, sillä todennäköisyysavaruudessa ([0, 1],F , λ) nollamittaiset joukot N0
ovat sellaisia, joille λ(N0) = 0, eli ne ovat nollamittaisia myös määritelmän
2.3 mielessä. Huomaa myös, että joukon N0 ei tarvitse olla tyhjä joukko, vaan
esimerkiksi erillisten pisteiden muodostama numeroituva unioni on nollamit-
tainen.
Tässä tutkielmassa keskitytään pääasiassa äärellisiin tai numeroituviin
todennennäköisyysavaruuksiin, eli tilanteisiin, joissa perusjoukko Ω on ää-
rellinen tai numeroituva. Tällaisille todennäköisyysavaruuksille todennäköi-
syysmitta P voidaan karakterisoida seuraavalla tavalla: Kaikille A ⊂ Ω,
P(A) =
∑
a∈A
pa,
missä 0 ≤ pω ≤ 1 on tapahtuman ω ∈ Ω pistetodennäköisyys ja∑
ω∈Ω
pω = 1,
Esitellään seuraavaksi vielä muutamia todennäköisyysmitan ominaisuuksia
ja todistetaan niistä tärkeimmät:
Lause 2.13. Olkoon (Ω,F ,P) todennäköisyysavaruus, ja olkoon A ⊂ B ⊂ Ω,
sekä {An}∞n=1 jono avaruuden Ω osajoukkoja. Tällöin todennäköisyysmitalle
P pätevät seuraavat tulokset
i) P(A) ≤ 1
ii) P(∅) = 0
iii) P(A) ≤ P(B)
iv) P(Ω\A) = 1− P(A)
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v) Jos A1 ⊂ A2 ⊂ . . . ja
∞⋃
n=1
An = A, niin
limn→∞ P(An) = P(A)
vi) Jos A1 ⊃ A2 ⊃ . . . ja
∞⋂
n=1
An = A, niin
limn→∞ P(An) = P(A).
vii) (Boolen epäyhtälö) P
( ∞⋃
n=1
An
)
≤
∑∞
n=1 P(An)
Ensimmäiset neljä väittämää seuraavat kohtalaisen yksinkertaisesti to-
dennäköisyysmitan määritelmästä, joten niiden todistus sivuutetaan. Todis-
tetaan kuitenkin kohdat v-vii.
Todistus. v) Merkitään A0 = ∅. Koska An−1 ⊂ An kaikilla n ∈ N, niin joukot
Ak\Ak−1, k ≥ 1 ovat erillisiä. Tällöin An =
n⋃
k=1
Ak\Ak−1 on erillinen yhdiste
ja todennäköisyysmitan määritelmän 2.10 kohdan iii) nojalla
P(An) = P
( n⋃
k=1
Ak\Ak−1
)
=
n∑
k=1
P(Ak\Ak−1)
Toisaalta A =
∞⋃
n=1
An =
∞⋃
n=1
An\An−1 on myös erillinen yhdiste ja
P(A) = P
( ∞⋃
n=1
An\An−1
)
=
∞∑
n=1
P(An\An−1) = lim
n→∞
P(An)
Kohta vi) seuraa kohdasta v) tutkimalla joukkoa Ω\A =
∞⋃
n=1
Ω\An. Koska
A1 ⊃ A2 ⊃ . . ., niin Ω\A1 ⊂ Ω\A2 ⊂ . . . jolloin voidaan soveltaa kohtaa v)
ja saadaan
P(Ω\A) = lim
n→∞
P(Ω\An).
Kohdan iv) nojalla tästä seuraa
P(A) = 1− P(Ω\A) = 1− lim
n→∞
P(Ω\An) = lim
n→∞
1− P(Ω\An). = lim
n→∞
P(An).
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Kohdassa vii) voidaan käyttää hyväksi erillisten joukkojen todennäköi-
syysksien additiivisuutta. Muodostetaan joukot Bn = An\
n−1⋃
k=1
Ak.
Nyt
∞⋃
n=1
Bn =
∞⋃
n=1
An. Lisäksi yhdiste
∞⋃
n=1
Bn on erillinen ja Bn ⊂ An kaikilla
n ∈ N, joten
P(
∞⋃
n=1
An) = P(
∞⋃
n=1
Bn) =
∞∑
n=1
P(Bn) ≤
∞∑
n=1
P(An).
Määritelmä 2.14. Kuvausta X : Ω → R kutsutaan satunnaismuuttujaksi.
Jos Ω on äärellinen tai numeroituva, määritellään satunnaismuuttujan X
odotusarvo:
E(X) =
∑
ω∈Ω
pωX(ω) =
∑
y∈Y
yP(X = y),
missä Y = {X(ω) |ω ∈ Ω} on satunnaismuuttujan arvojoukko ja 0 ≤ pω ≤ 1
on tapahtuman ω ∈ Ω pistetodennäköisyys. Tapahtuman A ⊂ Ω indikaatto-
rifunktiolle 1[A],
1[A](ω) =
{
1, kun ω ∈ A
0, kun ω /∈ A
pätee määritelmän mukaan E(1[A]) = P(1[A] = 1) = P(A) = P(x ∈ A).
2.3 Suurten lukujen laki
Lauseen 2.1 todistuksen tärkein työkalu on Borelin suurten lukujen laki, joka
sanoo seuraavaa:
Lause 2.15. Olkoon {Xn}∞n=1 jono riippumattomia ja identtisesti jakautu-
neita satunnaismuuttujia, joiden odotusarvot ovat yhtäsuuret. Toisin sanoen
E(X1) = E(X2) = . . . = µ.
Tällöin
P
(
lim
n→∞
X1 +X2 + . . . Xn
n
= µ
)
= 1
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Lauseen todistamiseksi täytyy tehdä vielä muutamia satunnaismuuttu-
jiin ja niiden suppenemiseen liittyviä määritelmiä. Ensiksi määritellään sa-
tunnaismuuttujan melkein varma suppeneminen, jonka jälkeen määritellään
tapahtumajonojen limes supremum ja limes infimum.
Määritelmä 2.16. Olkoon {Xn}∞n=1 jono satunnaismuuttujia. Jonon {Xn}∞n=1
sanotaan suppenevan melkein varmasti kohti satunnaismuuttujaa X, jos on
olemassa nollamittainen joukko N0, jolle
lim
n→∞
Xn(ω) = X(ω) <∞
kaikilla ω ∈ Ω\N0.
Intuitio termin "melkein varmasti"käyttämiselle tässä tilanteessa saadaan,
kun yhdistetään suppeneminen suppenemisen todennäköisyyteen. Jos {Xn}∞n=1
on kuten edellä, niin
P
(
lim
n→∞
Xn = X
)
= 1 ⇐⇒ P
(
{ω ∈ A ⊂ Ω| lim
n→∞
Xn(ω) = X(ω)}
)
= 1
⇐⇒ lim
n→∞
Xn(ω) = X(ω), ∀ω ∈ A = Ω\N0
missä P(N0) = 0.
Määritelmä 2.17. Olkoon {An}∞n=1 jono avaruuden Ω osajoukkoja. Määri-
tellään
i) lim supn→∞An =
∞⋂
m=1
∞⋃
n=m
An
ii) lim infn→∞An =
∞⋃
m=1
∞⋂
n=m
An
Määritelmästä voidaan huomata, että alkio kuuluu joukkoon lim supn→∞An
jos ja vain jos se kuuluu äärettömän moneen joukoista An
Todistus. Oletetaan, että ω ∈ lim supn→∞An =
∞⋂
m=1
∞⋃
n=1
An. Tällöin
ω ∈
∞⋃
n=m
An, kaikilla m ∈ N.
Tehdään vastaoletus, jonka mukaan ω kuuluu vain äärellisen moneen jou-
koista An. Tällöin on olemassa mω ∈ N, siten että ω /∈ An, kaikilla n ≥ mω.
Tästä seuraa, että ω /∈
∞⋃
n=mω
An, mikä on ristiriita.
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Toisaalta, jos ω kuuluu äärettömän moneen joukoista An, niin se kuuluu
joukkoon
∞⋃
n=m
An kaikilla m ∈ N, jolloin se kuuluu joukkoon
∞⋂
m=1
∞⋃
n=m
An =
lim supn→∞An
Todennäköisyystapahtumien tilanteessa voidaan siis käyttää intuitiivista
ilmaisutapaa ja sanoa, että tapahtuma lim supn→∞An toteutuu, jos ja vain
jos tapahtumat An toteutuvat äärettömän usein. Nyt määritelmien 2.16 ja
2.17 avulla voidaan todistaa kaksi lausetta, joita käytetään hyväksi lauseen
2.15 todistamisessa.
Lause 2.18. Xn → 0 melkein varmasti, jos ja vain jos kaikilla ε > 0, n ∈ N
P
(
|Xn| ≥ ε, äärettömän usein) = 0 (3)
Todistus. Oletetaan ensin, että Xn → 0 melkein varmasti, eli Xn(ω) → 0
kaikilla ω ∈ Ω\N0, missä N0 on nollamittainen. Merkitään nyt
Am(ε) =
∞⋃
n=m
{|Xn| ≥ ε}.
Muistetaan samaistus äärettömän usean tapahtuman toteutumisen ja limes
supremumin kanssa, jolloin saadaan
{|Xn| ≥ ε, äärettömän usein} =
∞⋂
m=1
∞⋃
n=m
{|Xn| ≥ ε} =
∞⋂
n=1
Am(ε).
Olkoon ω0 ∈ Ω\N0, jolloin raja-arvon määritelmän nojalla kaikilla ε > 0 on
olemassa mω0,ε ∈ N, siten että
|Xn(ω0)| < ε, aina kun n ≥ mω0,ε
Tällöin ω0 /∈ Amω0,ε , josta seuraa, että ω /∈
∞⋂
m=1
Am(ε). Toisin sanottuna
Ω\N0 ∩
∞⋂
m=1
Am(ε) = ∅, eli
∞⋂
m=1
Am(ε) ⊂ N0. Nyt lauseen 2.13 nojalla
0 ≤ P
( ∞⋂
n=1
Am(ε)
)
≤ P(N0) = 0,
mikä todistaa ensimmäisen suunnan.
Oletetaan nyt, että (3) pätee, joka vastaa todistuksen alkuosan notaatiolla
sitä, että kaikilla ε > 0
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P
( ∞⋂
n=1
Am(ε)
)
= 0 (4)
Väitteen todistamiseksi tulee näyttää, että Xn → 0 melkein varmasti, eli
joukossa jonka todennäköisyys on 1. Merkitään
A(ε) =
∞⋃
m=1
∞⋂
n=m
{|Xn| < ε}, (5)
josta De Morganin lakien avulla saadaan
Ω\A(ε) = Ω\
∞⋃
m=1
∞⋂
n=m
{|Xn| < ε} =
∞⋂
m=1
∞⋃
n=m
{|Xn| ≥ ε}
=
∞⋂
m=1
Am(ε),
Olkoon ε > 0 ja ω0 ∈ A(ε). Nyt on olemassa mω0,ε ∈ N siten, että
|Xn(ω0)| < ε, aina kun n ≥ mω0,ε.
Halutaan, että yllä oleva pätee kaikilla ε > 0. Muodostetaan tätä varten
joukko
A =
∞⋂
n=1
A
( 1
n
)
(6)
Nyt tapahtuman A todennäköisyydeksi saadaan
P(A) = P
( ∞⋂
n=1
A
( 1
n
))
= 1− P
(
Ω\
∞⋂
n=1
A
( 1
n
))
= 1− P
( ∞⋃
n=1
Ω\A
( 1
n
))
= 1− P
( ∞⋃
n=1
∞⋂
m=1
Am
( 1
n
))
≥ 1−
∞∑
n=1
P
( ∞⋂
m=1
Am
( 1
n
))
︸ ︷︷ ︸
=
(4)
0
= 1
Lisäksi, jos ω0 ∈ A, niin kaikilla ε = 1n on olemassa mω0 ∈ N siten, että
|Xn(ω0)| < ε aina, kun n ≥ mω0 .
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Tästä seuraa, että väite pätee kaikilla ε > 0, sillä kaikilla ε > 0 on olemassa
nε ∈ N, jolle 1nε < ε. Nyt siis Xn → 0, joukossa A, ja P(A) = 1, josta seuraa,
että A = Ω\N0, jollekkin nollamittaiselle joukolle N0, eli Xn → 0 melkein
varmasti.
Lause 2.19 (Borel-Cantellin lemma). Olkoon {An}∞n=1 jono tapahtumia to-
dennäköisyysavaruudessa (Ω,F ,P). Tällöin, jos tapahtumien todennäköisyyk-
sien summa on äärellinen, eli
∞∑
n=1
P(An) <∞,
niin todennäköisyys että äärettömän moni tapahtumista toteutuu on 0, eli
P
(
lim sup
n→∞
An
)
= 0,
tai vastaavasti
P
(
An sattuu äärettömän usein
)
= 0.
Toisin sanottuna Borel-Cantellin lemma siis väittää, että mikäli tapah-
tumajonon todennäköisyyksien muodostama sarja suppenee, niin vain äärel-
lisen moni tapahtumista toteutuu. Todistetaan nyt Borel-Cantellin lemma
käyttäen aiemmin todistettuja tuloksia.
Todistus. Nyt lim supn→∞An =
∞⋂
m=1
∞⋃
n=m
An. Selvästi
∞⋃
n=1
An ⊃
∞⋃
n=2
An ⊃ . . . lim sup
n→∞
An
Nyt käyttämällä lauseen 2.13 kohtia vi) ja vii) saadaan
P
(
lim sup
n→∞
An
)
= lim
m→∞
P
( ∞⋃
n=m
An
)
≤ lim
m→∞
∞∑
n=m
P(An)
Oletuksen mukaan sarja
∑∞
n=1 P(An) suppenee. Tästä seuraa, että
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lim
m→∞
∞∑
n=m
P(An) = lim
m→∞
∞∑
n=1
P(An)−
m−1∑
n=1
P(An)
=
∞∑
n=1
P(An)−
∞∑
n=1
P(An) = 0,
mikä todistaa väitteen.
Kerrataan vielä varianssin ja korreloimattomuuden määritelmät ja kaksi
todennäköisyysteorian perustulosta, Markovin ja Tsebysevin epäyhtälöt.
Määritelmä 2.20. Satunnaismuuttujan X varianssi on luku
V ar(X) = E((X − E(X))2) = E(X2)− E(X)2
Satunnaismuuttujat X ja Y ovat korreloimattomia jos
E(XY ) = E(X)E(Y )
Satunnaismuuttujien korreloimattomuus on myös yhteydessä satunnais-
muuttujien riippumattomuuteen, erityisesti riippumattomuudesta seuraa kor-
reloimattomuus, mutta korreloimattomuudesta ei välttämättä seuraa riippu-
mattomuutta.
Lemma 2.21 (Markovin epäyhtälö). Satunnaismuuttujalle X ≥ 0 pätee
P(X ≥ λ) ≤ E(X)
λ
,
kaikille λ > 0.
Todistus. Jos X ≥ 0, niin odotusarvon määritelmästä seuraa
E(X) ≥
∑
ω∈Ω, X(ω)≥λ
pωX(ω) ≥
∑
X(ω)≥λ
pωλ ≥ λ
∑
X(ω)≥λ
pω = λP(X ≥ λ),
mistä väite seuraa.
Lemma 2.22 (Tsebysevin epäyhtälö). Olkoon X satunnaismuuttuja odo-
tusarvonaan E(X). Tällöin
P
(
|X − E(X)| > κ
√
V ar(X)
)
≤ 1
κ2
,
kaikille κ > 0.
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Todistus. Sovelletaan Markovin epäyhtälöä, kun λ = κ2Var(X). Tällöin
P
(
|X − E(X)| > κ
√
V ar(X)
)
= P
(
(X − E(X))2 > κ2V ar(X)
)
≤ E((X − E(X))
2)
κ2V ar(X)
=
1
κ2
.
Huomautetaan vielä, että valitsemalla κ = κ√
V ar(X)
saadaan epäyhtälö
muotoon
P
(
|X − E(X)| > κ) ≤ V ar(X)
κ2
,
Nyt aikaisempia tuloksia käyttäen saadaan todistettua suurten lukujen laki,
eli lause 2.15 erikoistapauksessa, jossa satunnaismuuttujat Xn ovat nume-
roituvia, keskenään korreloimattomia ja niillä on äärellinen toinen momentti
(eli E(X2n) <∞).
Todistus. Olkoon {Xn}∞n=1 jono numeroituvan todennäköisyysavaruuden ident-
tisesti jakautuneita korreloimattomia satunnaismuuttujia, joilla on äärellinen
toinen momentti, ja joiden odotusarvoille pätee E(X1) = E(X2) = . . . = µ.
Halutaan siis näyttää, että P
(
limn→∞
∑m
n=1Xn
n
= µ
)
= 1, johon määritel-
män 2.16 seurauksen nojalla näyttää, että∑m
n=1 Xn
n
→ µ, kun m→∞ (7)
melkein varmasti. Nyt voidaan olettaa, että µ = 0, sillä muut tapaukset
voidaan palauttaa tähän tutkimalla satunnaismuuttujaa
X̃(ω) = X(ω)− µ. Heti huomataan, että satunnaismuuttujien keskinäisestä
korreloimattomuudesta seuraa
E(XiXj) = E(Xi)E(Xj) = 0, (8)
kaikilla i 6= j. Muodostetaan satunnaismuuttuja
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Sm =
m∑
n=1
Xn.
Halutaan päästä käyttämään Tsebysevin epäyhtälöä 2.22, jota varten voidaan
nyt laskea satunnaismuuttujan Sm varianssi. Odotusarvon lineaarisuudesta
ja oletuksesta seuraa, että E(Sm) = 0 kaikilla m ∈ N. Koska kaikkien sa-
tunnaismuuttujien Xn toinen momentti on rajoitettu, voidaan valita M ∈ R
siten, että E(X2n) ≤ M kaikilla n ∈ N. Tällöin satunnaismuuttujan Sm va-
rianssiksi saadaan
V ar(Sm) = E(S2m)− E(Sm)2︸ ︷︷ ︸
=0
= E
(( m∑
n=1
Xn
)2)
= E
( m∑
n=1
m∑
k=1
XnXk
)
=
m∑
n=1
m∑
k=1
E(XnXk)
=
m∑
n=1
E(X2n) ≤
m∑
n=1
M ≤ mM.
(9)
Nyt Tsebysevin epäyhtälön 2.22 nojalla
P
(
|Sm − E(Sm)| ≥ κ
)
= P
(
|Sm| ≥ κ
)
≤ V ar(Sm)
κ2
,
kaikilla κ > 0. Erityisesti kaikilla ε > 0 voidaan valita κ = mε, jolloin
P
(
|Sm| ≥ mε
)
≤ V ar(Sm)
m2ε2
≤ mM
m2ε2
=
M
mε2
. (10)
Tähän halutaan päästä käyttämään Borel-Cantellin lemmaa, mutta ongel-
maksi muodostuu se, että arvion (10) oikeasta puolesta muodostettu sarja ei
suppene. Tarkastelu voidaan kuitenkin rajoittaa osajonoon Sm2 , jolloin
P
(
|Sm2 | ≥ m2ε
)
≤ M
m2ε2
.
Tällöin
∞∑
m=1
P
(
|Sm2 | ≥ m2ε
)
≤
∞∑
m=1
M
m2ε2
<∞,
19
jolloin Borel-Cantellin lemman 2.19 nojalla
P
(
|Sm2 | ≥ m2ε äärettömän usein
)
= 0
⇐⇒ P
( |Sm2 |
m2
≥ ε äärettömän usein
)
= 0.
Nyt lauseen 2.18 nojalla
|Sm2 |
m2
→ 0 (11)
melkein varmasti, eli lause on todistettu osajonolle Sm2 . Nyt täytyy vain
näyttää, että alkuperäisen jonon jäsenet ovat riittävän lähellä osajonon jä-
seniä, että myös jono Sm suppenee nollaan melkein varmasti. Määritellään
tätä varten kaikilla m ≥ 1
Dm = max
m2≤k<(m+1)2
|Sk − Sm2 |
Jälleen odotusarvon lineaarisuudesta ja oletuksesta seuraa, että E(Dm) = 0,
kaikilla m ∈ N. Merkitään |Sk′ − Sm2 | = maxm2≤k<(m+1)2 |Sk − Sm2 |, missä
m2 ≤ k′ < (m+ 1)2. Tällöin
E(D2m) = E(|Sk′ − Sm2 |2) = E(S2k′ − 2Sk′Sm2 + Sm2)
= E(S2k′)− 2E(Sk′Sm2) + E(S2m2)
≤ E(S2k′) + E(S2m2) ≤ k′M +m2M ≤ 4m2M
Jälleen voidaan käyttää Tsebysevin epäyhtälöä josta saadaan
P
(
|Dm| ≥ m2ε
)
≤ 4M
m2ε2
,
josta kuten aiemmin Borel-Cantellin lemman ja lauseen 2.18 nojalla seuraa,
että
|Dm|
m2
→ 0 (12)
melkein varmasti. Nyt yhtälöiden (11) ja (12) avulla kaikille
m2 ≤ k < (m+ 1)2 pätee
|Sk|
k
≤ |Sm
2 |+Dm
m2
→ 0
melkein varmasti, josta väite seuraa.
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Todistetaan vielä yksinkertainen lemma jota tarvitaan lauseen 2.1 todis-
tamisessa.
Lemma 2.23. Olkoon {xn}∞n=1 rajoitettu jono positiivisia reaalilukuja ja a >
0. Tällöin jos
lim
n→∞
∑n
k=1 xk
n
= a <∞,
niin kaikille m ∈ N
lim
n→∞
∑b n
m
c
k=1 xk
n
=
a
m
.
Todistus. Olkoon m,M ∈ N ja xn ≤M kaikilla n ∈ N. Tällöin
∑b n
m
c
k=1 xk
n
m
≤
∑b n
m
c
k=1 xk
b n
m
c
→ a,
kun n→∞. Toisaalta
∑b n
m
c
k=1 xk
n
m
≥
∑b n
m
c+1
k=1 xk − xb nm c+1
b n
m
c+ 1
→ a,
eli
lim
n→∞
∑b n
m
c
k=1 xk
n
m
= a ⇐⇒ lim
n→∞
∑b n
m
c
k=1 xk
n
=
a
m
,
Nyt voidaan viimein siirtyä tutkielman päätuloksen, Borelin normaalilu-
kulauseen, todistukseen.
2.4 Normaalilukulauseen todistus
Kertauksen vuoksi Borelin normaalilukulause (lause 2.1) väittää, että mel-
kein kaikki luvut välillä [0, 1] ovat täydellisesti normaaleja. Käsite melkein
kaikki tulee ymmärtää määritelmän 2.9 mielessä, toisin sanoen siis tulee
osoittaa, että välillä [0, 1] olevien täydellisesti normaalien lukujen joukon
komplementti on nollamittainen. Todistuksen idea on yksinkertaistettuna
seuraava:
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• Valitaan satunnainen luku X ∈ [0, 1] tasaisesta jakaumasta.
• Muodostetaan luvun b-kantaesitys.
• Muodostetaan tämän avulla riippumattomat satunnaismuuttujat, joi-
den avulla voidaan laskea N bn(X,w).
• Sovelletaan suurten lukujen lakia, jolloin saadaan N
b
n(X,w)
n
→ 1
bm
mel-
kein varmasti.
Lopulta tämän seurauksena saadaan, että välillä [0, 1] olevien täydellisesti
normaalien lukujen joukon komplementti on nollamittainen. Muotoillaan nyt
todistus täsmällisesti.
Todistus. Olkoon m, b ∈ N, b ≥ 2 ja olkoon w = w1w2 . . . wm sana, jon-
ka pituus on m aakkostossa B = {0, 1, . . . , b − 1}. Valitaan luku X ∈ [0, 1]
satunnaisesti tasaisesta jakaumasta. Tämä voidaan tehdä muodostamalla lu-
vun X b-kantaesitys seuraavalla tavalla. Muodostetaan jono {Xk}∞k=1 toisis-
taan riippumattomia satunnaismuuttujia, jotka saavat arvoja aakkostosta B
siten, että P(Xk = j) = 1b , kaikilla j ∈ B, k ∈ N ja määritellään
X =
∞∑
k=1
Xkb
−k.
Muodostetaan näin määriteltyjien satunnaismuuttujien avulla satunnais-
muuttujatXk = XkXk+1 . . . Xk+m−1, jotka kuvaavat luvunX b-kantaesityksessä
esiintyvää luvun m pituista merkkijonoa alkaen indeksistä k. Muodostetaan
vielä tapahtuman {Xk = w} indikaattorifunktio.
1[Xk = w] =
{
1, jos Xk = w
0, muulloin
Koska tapahtumat {Xk+j−1 = wj}, j = 1, . . . ,m ovat keskenään riippu-
mattomia satunnaismuuttujien Xk määritelmän nojalla, saadaan tästä ta-
pahtuman {Xk = w} todennäköisyydeksi
P(Xk = w) = P
(
m⋂
j=1
{Xk+j−1 = wj}
)
=
m∏
j=1
P(Xk+j−1 = wj) =
m∏
j=1
1
b
=
1
bm
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Sanan w esiintymiskertojen lukumäärä luvun X ensimmäisen n merkin
joukossa saadaan nyt laskettua yksinkertaisesti indikaattorifunktioiden avul-
la
N bn(X,w) = 1[X1 = w] + 1[X2 = w] + . . .+ 1[Xn−m+1 = w]. (13)
Tässä kohdassa on kuitenkin hyvä huomata, että satunnaismuuttujat Xk
eivät ole keskenään riippumattomia (eivätkä edes korreloimattomia), joten
suurten lukujen lakia ei päästä käyttämään hyväksi. Tarkastelu voidaan kui-
tenkin rajoittaa satunnaismuuttujajonon osajonoihin {Xj+mk}∞k=0, missä j ∈
{1, . . . ,m} ja m on sanan w pituus, jolloin satunnaismuuttujat Xj+mk voi-
daan osoittaa keskenään riippumattomiksi. Jaetaan siis yhtälön (13) summa
m osaan seuraavalla tavalla.
N bn(X,w) = 1[X1 = w] + 1[X2 = w] + . . .+ 1[Xn−m+1 = w]
= 1[X1 = w] + 1[X1+m = w] + . . .+ 1[X1+m(b n
m
c−1) = w]
+ 1[X2 = w] + 1[X2+m = w] + . . .+ 1[X2+m(bn−1
m
c−1) = w]
+
...
+ 1[Xm = w] + 1[X2m = w] + . . .+ 1[Xm(bn−m+1
m
c−1) = w]
=
m∑
j=1
bn−j+1
m
c∑
k=1
1[Xj+m(k−1) = w]
(14)
Tavoitteena on nyt päästä käyttämään suurten lukujen lakia hyväksi. Ensiksi
voidaan huomata, että
lim
n→∞
N bn(X,w)
n
= lim
n→∞
∑m
j=1
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
=
m∑
j=1
lim
n→∞
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
,
(15)
sillä
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∣∣∣∣∣
∑m
j=1
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
−
∑m
j=1
∑bn−j+1
m
c
k=1 1[Xj+m(k−1) = w]
n
∣∣∣∣∣
≤
∣∣∣∣∣
∑m
j=1
∑b n
m
c
k=1 1[Xj+m(k−1) = w]−
∑bn−m+1
m
c
k=1 1[Xj+m(k−1) = w]
n
∣∣∣∣∣
≤
∣∣∣∣∣
∑m
j=1
∑b n
m
c
k=1 1[Xj+m(k−1) = w]−
∑bn+1
m
c−1
k=1 1[Xj+m(k−1) = w]
n
∣∣∣∣∣
≤
∣∣∣∣∣
∑m
j=1 1[Xj+m(b nm c−1) = w]
n
∣∣∣∣∣ ≤
∣∣∣∣∣
∑m
j=1 1
n
∣∣∣∣∣ ≤
∣∣∣∣∣mn
∣∣∣∣∣→ 0.
Suurten lukujen lakia 2.15 voidaan nyt käyttää satunnaismuuttujiin{
1[Xj+m(k−1) = w]
}∞
k=1
, kunhan ensin tarkistetaan, että oletukset pätevät,
eli että satunnaismuuttujat ovat korreloimattomia ja niillä on äärellinen toi-
nen momentti. Lasketaan tätä varten ensin satunnaismuuttujien odotusarvo.
Kaikilla k ∈ N satunnaismuuttujan 1[Xj+m(k−1) = w] odotusarvoksi saadaan
odotusarvon lineaarisuutta hyväksi käyttäen
E
(
1[Xj+m(k−1) = w]
)
= P(Xj+m(k−1) = w) =
1
bm
Nyt voidaan tarkistaa korreloimattomuus. Tapahtumien {Xj+m(k−1) = w}
ollessa riippumattomia saadaan
E
(
1[Xj+m(k−1) = w]1[Xj+m(h−1) = w]
)
= E
(
1[{Xj+m(k−1) = w} ∩ {Xj+m(h−1) = w}]
)
= P
(
{Xj+m(k−1) = w} ∩ {Xj+m(h−1) = w
)
}
=
1
b2m
= E
(
1[Xj+m(k−1) = w]
)
E
(
1[Xj+m(h−1) = w]
)
,
kun h 6= k. Jonon 1[Xj+m(k−1) = w] toinen momentti on selvästi äärellinen,
sillä
E
(
1[Xj+m(k−1) = w]2
)
=E
(
1[Xj+m(k−1) = w]
)
= P
(
Xj+m(k−1) = w
)
=
1
bm
.
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Nyt lauseen 2.15 oletukset pätevät, jolloin lauseen mukaan
P
(
lim
n→∞
∑n
k=1 1[Xj+m(k−1) = w]
n
=
1
bm
)
= 1,
kaikilla j = 1, . . . ,m− 1 ja lemman 2.23 nojalla
P
(
lim
n→∞
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
=
1
mbm
)
= 1,
Nyt jos
lim
n→∞
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
=
1
mbm
kaikilla j ∈ B, niin
m∑
j=1
lim
n→∞
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
=
m∑
j=1
1
mbm
=
1
bm
,
jolloin yhtälön (15) nojalla
P
(
lim
n→∞
N bn(X,w)
n
=
1
bm
)
= P
( m∑
j=1
lim
n→∞
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
=
1
bm
)
≥ P
(
lim
n→∞
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
=
1
mbm
, kaikilla j
)
= 1− P
(
lim
n→∞
∑b n
m
c
k=1 1[Xj+m(k−1) = w]
n
6= 1
mbm
, jollakin j
)
︸ ︷︷ ︸
=0
= 1.
Tämä siis tarkoittaa sitä, että satunnaisesti valittu luku X ∈ [0, 1] on melkein
varmasti normaali kannassa b, kiinnitetyllä b ≥ 2. Määritellään nyt
Nb := {x ∈ [0, 1] | x on normaali kannassa b}
Tällöin edellä olevasta tuloksesta seuraa, että P(x ∈ Nb) = 1, josta esimerkin
2.11 mukaisesti voidaan huomata, että
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λ(N cb ) = P(x ∈ N cb ) = 1− P(x ∈ Nb) = 0,
eli määritelmän 2.9 mukaisesti melkein kaikki luvut ovat normaaleja kannassa
b. Toisaalta täydellisesti normaalien lukujen joukko saadaan yllä olevan avulla
N∞ := {x ∈ [0, 1] | x on normaali kannassa b, kaikilla b ≥ 2} =
∞⋂
b=2
Nb,
jolloin De Morganin lakien nojalla
N c∞ =
( ∞⋂
b=2
Nb
)c
=
∞⋃
b=2
N cb
Nyt seurauksen 2.8 nojalla P(x ∈ N c∞) = λ(
∞⋃
b=2
N cb ) = 0, eli melkein kaikki
luvut välillä [0, 1] ovat täydellisesti normaaleja.
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