Let K be a function field of odd characteristic, and let π (resp., η) be a cuspidal automorphic representation of GL 2 (A K ) (resp., GL 1 (A K )). Then we show that a weighted sum of the twists of 
Introduction
Let π be an automorphic representation on GL 2 (A K ), where K is a number field. Then it is a remarkable fact that a weighted sum of the L-functions of quadratic twists of π, a 0 (s, π, n) L(s, π, χ n ) |n| −w , (0.1) is a meromorphic function of two complex variables and satisfies a group of functional equations. (The sum is best described as a sum over the quadratic twists χ n attached to divisors n, as formulated by B. Fisher and S. Friedberg in [FF] .) Indeed, this was demonstrated by Friedberg and J. Hoffstein [FH] using a Rankin-Selberg construction, following earlier work of Bump, Friedberg, and Hoffstein [BFH1] - [BFH3] giving a different Rankin-Selberg construction. In this paper we present an entirely different way to understand and analyze the series (0.1). We use this method to establish the properties of (0.1) in the function field case, which are rather striking; moreover, the approach applies equally well in the number field case and leads to a substantial simplification of the argument of [FH] . We also study a three-variable analogue of (0.1), where π on GL 2 (A K ) is replaced by (π 1 , π 2 ) on GL 1 (A K ) × GL 1 (A K ).
Let us recall briefly the construction of Bump, Friedberg, and Hoffstein. Given φ ∈ π, one may form a metaplectic Eisenstein series E φ (g, s) on the double cover of GSp 4 ; this is possible because this cover splits over the parabolic subgroup of Siegel type. Bump, Friedberg, and Hoffstein compute the nth Whittaker coefficient of E φ and show that this is roughly of the form L(s, π, χ n ) a 0 (s, π, n) for a certain factor a 0 . Then an integral transform of E φ yields the series (0.1), and the continuation of this series may be obtained from this expression. The approach of Friedberg and Hoffstein uses metaplectic Eisenstein series solely on GL(2); the weighting factor a 0 (s, π, n) arises in a more complicated and less conceptual way.
This leads to some natural questions. If one is interested in studying weighted sums of such L-functions, is the weighting factor that arises from the Whittaker functions the only one that leads to a well-behaved function of two complex variables? If so, is there a better, or simpler, way to describe it? The uniqueness of this factor was recently established by Bump, Friedberg and Hoffstein [BFH4] . That is, there is a unique (normalized, polynomial type) factor a 0 (s, π, n) with the property that the sum (0.1) possesses the correct functional equations. This was established by finding a complicated set of recursion relations that any such factor must satisfy and solving it. In this paper we provide an affirmative answer to the second question, giving a new form of the weighting factor which is independent of the theory of p-adic Whittaker functions. Moreover, as we show, it is possible to establish the full properties of (0.1), and of some generalizations, directly from our formulation, without the need to relate (0.1) to a Rankin-Selberg integral. Thus this approach provides a more direct path to the study of sums of quadratic twists of L-functions. Now suppose that C is a smooth projective curve over a finite field F q , q odd, and let K be the function field of C. If π = π v is a cuspidal automorphic representation of GL 2 (A K ), then the standard functional equation under s → 1 − s allows one to show that each L(s, π, χ n ) is a rational function in q −s . In this paper we show that the sum of L-functions (0.1) satisfies a group of functional equations isomorphic to the dihedral group of order 8. We then use this to show that the sum (0.1) is a rational function in q −s and q −w . The rational function L(s, π) has geometric meaning due to the work of V. Drinfel'd [D] . It is an interesting question whether or not the twovariable function has a geometric interpretation.
To describe our results in more detail, let us introduce the following notation. Let S be a finite set of places such that the divisors on S represent all of Pic(C). Let Div + (C − S) denote the effective divisors of C prime to S. In [FF] the authors define a quadratic character χ D for D ∈ Div + (C − S). Consistent with class field theory, this character is necessarily not canonical but depends on choices of representatives for a certain ray class group modulo squares (see Section 1). Let π be a cuspidal automorphic representation of GL 2 (A K ) with central character χ π , and let L(s, π ⊗ χ D ; C − S − S D ) denote the partial twisted L-function for π with the Euler factors at places in S and in the conductor S D 
= 1 on the degree-zero divisors in Div(C − S), where D 1 is any divisor of degree 1, and let φ(s, η) = 1 otherwise. Let (s, w) be the polynomial in q −s and q −w given by (s, w) = φ(w, β) φ(2s + w − 1, χ π β).
(0.2) (We suppress from the notation the dependence of (s, w) on π and β .) Then we have the following.
where the weighting factor a 0 (s, π, D) is given by (2.10). Then (s, w) Z 0 (s, w; π, β) is a polynomial in t = q −s and u = q −w , with highest-degree terms at most a constant times
, where the function b depends only on β v , π v for v ∈ S and on the genus of C, and is given in (4.6).
Moreover, we show that the series Z 0 (s, w; π, β) has functional equations under the transformations
We defer the precise statement, which takes into account bad primes, until Section 3, Theorem 3.1. These transformations generate a dihedral group of order 8. Indeed, after shifting, one may identify the transformations (0.3) and (0.4) with the fundamental reflections that generate the Weyl group of a root system of type B 2 (see Section 4). (Note that the results of Section 3 are stated in terms of Z (s, w; π, β) = Z 0 (s, w; π, β)/L(2s +2w−1, χ π β 2 ); see Remark 2.6. Also, Theorem 4.3, which implies Theorem 0.1, is stated in terms of Z L (s, w; π, β) = Z 0 (s +1/2, w+1/2; π, β).) We also establish a similar result in the noncuspidal case. There the natural object is a sum in three complex variables. More precisely, we have the following. THEOREM 0.2 Let π 1 , π 2 , β be idèle-class characters unramified outside S. Define 
, and u = q −w , with highest-degree terms at most a constant times t
Once again, these functions satisfy a group of functional equations, this time generated by the transformations
This group of functional equations may be identified with the Weyl group of a root system of type A 3 , which is isomorphic to the symmetric group S 4 . There is also an obvious symmetry under the interchange of (s 1 , π 1 ) and (s 2 , π 2 ). An analogous result for sums of GL 1 L-functions is established in [FF] . In fact, the rationality established in [FF] also follows from Theorem 0.2 by letting s 2 → ∞. However, the group of functional equations given in [FF] is larger than the one obtained from Theorem 0.2 by letting s 2 → ∞ since there is then an additional symmetry exchanging (s 1 , π 1 ) and (w, β) which does not persist for all s 2 . The results in Theorem 0.2 actually give a smaller denominator for the rational functions than that obtained in [FF] and give a corresponding improvement in the estimate for the degree of the numerator. This improvement comes from the vector space of functions V (π, β) described below, which depends on π and β rather than only on their conductors and so has smaller dimension than the space considered in [FF] .
The study of sums of twisted L-functions goes back to C. L. Siegel. We refer the reader to the introduction to [FF] for a detailed discussion of related work. In particular, J. Hoffstein and M. Rosen [HR] studied twists of GL 1 L-functions over the rational function field F q (T ) with q ≡ 1 mod 4, and S. Dutta Gupta [Du] studied twists of GL 2 L-functions attached to "level 1" automorphic forms for this field. These authors used Rankin-Selberg methods to represent these series. While Dutta Gupta did not show that the double Dirichlet series is a rational function with a group of functional equations, she did indicate how one may obtain mean-value estimates from information about the sum of twists. In a similar way, the information given here may be used to obtain such results for a general function field.
In Section 1 we review the results from [FF] needed for this paper. Section 2 defines the multiple Dirichlet series of concern here. The series attached to (π, β) and its twists by certain quadratic characters are shown to span a finite-dimensional vector space V (π, β) which is independent of the choices involved in attaching a quadratic character to a divisor. The improvements over [FF] mentioned above come from considering only quadratic twists of the fixed (π, β). Then the multiple Dirichlet series is shown to be a sum of weighted twists of GL 2 L-functions (Proposition 2.2) and, simultaneously, a sum of weighted GL 1 L-functions (Theorem 2.4). To express this simply, we pass from one spanning set for V (π, β) (the functions Z (s, w)) to another (the functions Z 1 (s, w)). These expressions allow one to continue the functions in V (π, β) beyond the region of absolute convergence (Corollary 2.7). In Section 3 we use the results of Section 2 to give the functional equations satisfied by functions in V (π, β). Theorem 3.1 gives the functional equations for π on GL 2 , and Theorem 3.2 gives them for (π 1 , π 2 ) on GL 1 × GL 1 . The precise statements require keeping track of the factors at bad places and of the conductors of twists. Note also that different functional equations are most easily formulated for different spanning sets. Finally, in Section 4 we use this information, along with the convexity principle for holomorphic functions on tube domains, to give the continuation of the multiple Dirichlet series to all of C 2 or C 3 . As in the one-variable case, the rationality then follows from this and from the functional equations. This approach was also used in [FF] , [DGH] , and [BFH4] ; it takes the place of the study of Rankin-Selberg integrals. The convexity method as described in Section 4 is phrased in different language, which makes clear the relation between regions of continuation and Weyl chambers. In fact, this method should apply as well to obtaining rational functions from weighted sums of GL 3 quadratic twists; however, we do not presently have a simple independent way to understand the weighting factors in [BFH4] , so we do not pursue this further here.
Quadratic symbols
Let C be a smooth projective curve over a finite field F q , q odd. Let K be the function field of C. Then the quadratic power residue symbol a D is naturally defined for a ∈ K × and D a divisor of K prime to a, and it takes values in {±1} (see, e.g., [CF, Exercises 1, 2] ). In [FF] the authors define a quadratic residue symbol D D 1 , where D and D 1 are both divisors, not necessarily principal. Consistent with class field theory, this symbol is necessarily not canonical, but it depends on choices of representatives for a certain ray class group modulo squares. We recall this now.
If T is a subset of C, let Div(T ) denote the free abelian group on T , and let 
. Choose a basis of this group as a vector space over F 2 , and let E 0 ⊆ Div + (C − S) be a set of representatives for this basis. For
be the set of coset representatives for H F (C) obtained by taking sums of all subsets
The proofs of the following two lemmas may be found in [FF, Lemmas 1.1, 3.2] .
We then define the quadratic symbol
and the quadratic char-
. Because of the way we chose
Consistent with class field theory, the character χ D is necessarily not canonical but depends on choices of representatives E of the group H F (C) and on field elements m E , E ∈ E . We suppress this dependence from the notation. 
If K is a global field and n > 1 is an integer such that the group of nth roots of unity in K has order n, then one may extend the nth power residue symbol a D in a similar way.
Construction of the sums of L-functions by multiple Dirichlet series
In this section we introduce certain multiple Dirichlet series that we then express as sums of products of weighted L-functions. All sums in this section are over effective divisors prime to S, whether or not explicitly noted.
For v ∈ C, let |v| denote the norm of the prime corresponding to v, and extend |·| multiplicatively to Div(C). Let η 1 , η 2 , η 3 : Div(C − S) → C × be homomorphisms such that each satisfies a growth condition of the form η (D) |D| A(η) as |D| → ∞. Define the 3-variable multiple Dirichlet series
(2.1) The condition on the greatest common divisors (D j , D) = 2e j for j = 1, 2 implies that the divisors in the quadratic residue symbols are disjoint. This series converges absolutely in the tube domain Re(s j ) > 1 + A(η j ). To this series we associate the Dynkin diagram A 3 with central vertex labeled s 3 or η 3 and end vertices labeled s j or η j , j = 1, 2.
We study the series (2.1), with the η j not necessarily automorphic but obtained from automorphic representations, as follows. Let A denote the adèles of K , and let T ⊇ S be a finite set of places of C. Let π be a cuspidal automorphic representation of GL r (A) (r = 1, 2 below) which is unramified outside (D))). This may be expressed as a product of Euler factors attached to divisors:
valid for Re(s) 0. By the theory of GL r L-functions, these series have analytic continuation and functional equation. In particular, L(s, π; C − T ) is entire unless r = 1 and π is trivial on Div 0 (C − T ), in which case, π(D) = ω deg (D) and the
We consider the following series of several complex variables, constructed from automorphic representations unramified outside S. We have the following two cases: (I) π is cuspidal on GL 2 (A) with Satake parameters α 1 , α 2 , and β is on GL 1 (A);
Then we study the series of two (resp., three) complex variables
These series converge absolutely in the tube domain T 1 given by Re(s), Re(w) > 1 in case (I) and Re(s 1 ), Re(s 2 ), Re(w) > 1 in case (II). (The absolute convergence in case (I) requires the Ramanujan conjecture for GL 2 over a function field, proved by Drinfel'd [D] . However, the full strength of this result is not essential to the methods of this paper.) Identifying vertices in the Dynkin diagram that correspond to the same variable, one attaches to the case (I) sum the diagram B 2 , with s 1 and π 1 corresponding to the long root. LetĤ F (C) denote the group of characters of H F (C). Since the characters χ D depend on the choice of the representatives E ⊆ Div(C − S) and the field elements m E , E ∈ E , the series (2.2) also depend on these choices. However, varying over twists by characters ρ j ∈Ĥ F (C) gives in each case a finite-dimensional vector space, which is independent of these choices. That is, we have the following.
C). Then each vector space V (π, β) is finite-dimensional and is independent of the choices of the representatives E and the field elements m E , E ∈ E .
The proof of this is similar to that of [FF, Proposition 1.2] and is omitted here.
In each of the cases described above, one may sum over the variables D j in (2.1). By doing so, one may express the multiple Dirichlet series as a sum of twisted L-functions times weight factors. For η a character of Div(C − S) and any D ∈
where µ is the Möbius function in Div(C). This correction factor is a finite Dirichlet polynomial in q −s depending on the primes v that divide the square part of D. For η automorphic, this factor arises in the Whittaker expansion of metaplectic Eisenstein series on the double cover of GL(2) (see [FH] ); it appears in the work of Hoffstein and Rosen [HR] and in [FF] . If π is on GL 2 (A) with Satake parameters 
where the η i , β are homomorphisms of Div(C − S) and the summation variables are subject to the restrictions
We establish the result by summing over D 1 and D 2 ; to do this, we must work with the above conditions. Break each condition (D j , D) = 2e j ( j = 1, 2) into four parts:
where D is the square-free part of D. Then replace the last of these conditions with the sum of µ(d j ), where
with the conditions (for j = 1, 2)
(Note that we have dropped the term D from the last condition since 2d
with the conditions
We may now sum over D j , j = 1, 2, to get an Euler product. We also sum over d j and e j to get the correction factor a(s j , η j , D). The proposition follows.
Our next results show that the multiple Dirichlet series (2.2), which is expressed in each case above in terms of L-functions in the variable(s) s by Proposition 2.2, may also be expressed as a weighted sum of L-functions in the variable w. In both cases, the weight factor itself has a functional equation that is compatible with that of the L-functions. This observation is crucial in Section 3. To express the multiple Dirichlet series in terms of L-functions in w, let us first use quadratic reciprocity as formulated in Lemma 1.2. Let η 1 , η 2 , η 3 : Div(C − S) → C × be homomorphisms as above, and define another multiple Dirichlet series (for Re(s i ), Re(w) 1)
(2.5) The difference between Z 1 and Z is that the quadratic residue symbols have been flipped. Extend the notation linearly in the η j . Also, define Z 1 (s, w; π, β) similarly to (2.2). PROPOSITION 2.3 For π on GL 2 (A) cuspidal and β on GL 1 (A), the vector space V (π, β) is also spanned by the series Z 1 (s, w; π ⊗ ρ 1 , β ⊗ ρ 2 ) with ρ 1 , ρ 2 ∈Ĥ F (C). Similarly, for π 1 , π 2 , β on GL 1 (A), the vector space V (π, β) is also spanned by the series
, and each such function δ E is a sum of characters:
This expression shows that each Z 1 above is in the desired vector space.
Similarly, each series Z may be expressed as a linear combination of series Z 1 ,
Thus in each case above, the Z 1 are also a spanning set. 
where the summation variables are subject to the restrictions
The sum over e gives L(2(s 1 + s 2 + w − 1), (η 1 η 2 β) 2 ). Next, replace D with D + 2(e 1 + e 2 ). The summation variables are then subject to the restrictions
(e 1 , e 2 ) = 0, which may be rewritten as
We arrive at the expression
|e 1 + e 2 | 2w−1 .
Note that in the summand one obtains terms such as χ D 1 −2e 1 (D + 2e 2 ) . Because of the disjointness conditions, this is equal to
Let us replace the last condition in (2.8) with the condition (D, (
where the sum is subject to the constraints
To complete the proof, multiply by
This gives
|d| w |e 1 + e 2 + g| 2w−1 .
After shifting D j to D j − g ( j = 1, 2), we obtain the expression
where the sum is subject to the constraints 
given by f = e 1 + e 2 + g in one direction and
The proof of this lemma is elementary and is omitted here. To complete the proof of (2.7), we apply Lemma 2.5 to (2.9). This yields
where the summation conditions are simply
We recognize the sum over d and f as the GL 1 correction factor a(w, β, D 1 + D 2 ), and we obtain the desired expression. This completes the proof of Theorem 2.4.
Remark 2.6
In case (I) (so π is on GL 2 and (s, w) ∈ C 2 ), Bump, Friedberg, and Hoffstein [BFH4] study conditions on weight factors a 0 (s, π, D) such that
is a sum of Euler products in w with functional equation. They show that in the case of π on GL 2 , the weight factors a 0 (s, π, D) are completely determined. (The subscript zero does not appear in [BFH4] , but we introduce it to avoid confusion with the notation of this paper.) In view of the zeta factor on the left-hand side of equation (2.7), the results of this section imply that the GL 2 weight factor of [BFH4] is given by
where, as above, α 1 , α 2 are the Satake parameters of π, χ π = α 1 α 2 denotes the central character of π, and the factors on the right-hand side of (2.10) are given by (2.3). Remarkably, this formula appears to be new. To see this, use (2.10) to obtain
Here the penultimate equality is obtained by interchanging summation and shifting D to D + 2e. The sum (2.11) is a sum of L-functions in w by equations (2.4), (2.6), and (2.7). By the uniqueness result of [BFH4] , it follows that the weight factor a 0 (s, π, D)
is given by (2.10). One may also formulate a similar problem in 3 variables and resolve it by introducing the weight function
To conclude this section, let us observe that Proposition 2.2 and Theorem 2.4 imply that the functions in V (π, β) have meromorphic continuation beyond the region of absolute convergence. To formulate this precisely, if η is automorphic on GL 1 (A), recall that
with D 1 a divisor of degree 1. For case (I), if π is automorphic cuspidal on GL 2 (A), let φ(s, π ) = 1, while for case
We have the following.
COROLLARY 2.7 (1)
Suppose that π is a cuspidal automorphic representation of GL 2 (A) with central character χ π and that β is automorphic on GL 1 (A).
(i) The series (2.4) for Z (s, w; π, β) converges absolutely and uniformly on compacta and is uniformly bounded away from the boundary of the tube domain described by the condition Re(w) > 1 + 2κ(Re(s)). (ii)
The series for φ(w, β) L(2s + 2w − 1, χ π β 2 ) Z 1 (s, w; π, β), obtained by multiplying (2.7) (with s 1 = s 2 = s, η j = α j ) by φ(w, β), converges absolutely and uniformly on compacta and is uniformly bounded away from the boundary of the tube domain described by the condition Re(s) > 1 + κ(Re(w)).
(2)
Suppose that π 1 , π 2 , β are automorphic on GL 1 (A).
(i)
The series for φ(s, π ) Z (s, w; π, β), obtained by multiplying (2.4) by φ(s, π ), converges absolutely and uniformly on compacta and is uniformly bounded away from the boundary of the tube domain described by the condition Re(w) > 1 + κ(Re(s 1 )) + κ(Re(s 2 )).
(
ii)
The series for φ(w, β) L(s 1 + s 2 + 2w − 1, π 1 π 2 β 2 ) Z 1 (s, w; π, β), obtained by multiplying (2.7) (with η j = π j ) by φ(w, β), converges absolutely and uniformly on compacta and is uniformly bounded away from the boundary of the tube domain described by the conditions Re(s 1 ), Re(s 2 ) > 1 + κ(Re(w)).
Proof
The proof follows by estimating the L-functions on the right-hand sides of (2.4) and (2.7). The L-functions in (2.7) are GL 1 L-functions and are estimated exactly as in [FF, Corollary 2.5] , using the absolute convergence for Re(w) > 1, the functional equation, and standard convexity methods in one complex variable. Similar methods give estimates for the L-functions that are summed in (2.4). For example, in case
, one sees that for σ = Re(s) < 0 and for all δ > 0,
where ζ K ,S denotes the partial zeta function, F(σ ) is a power of q 2(1−σ ) depending on the genus g and the primes in S, and the implied constant depends on K (see (3.1)). Then standard convexity methods applied to this L-function once again control its growth for 0 ≤ σ ≤ 1 and so allow one to obtain the continuation shown. The case of a pair of GL 1 -forms in place of π is similar.
Functional equations
In this section we establish functional equations for the multiple Dirichlet series. These functional equations follow from Proposition 2.2 and Theorem 2.4, which express the multiple Dirichlet series as sums of automorphic L-functions, and the functional equations of these L-functions. First, let us recall some facts about functional equations. Suppose that π = π v is an automorphic representation of GL r (A) (r = 1 or 2) with central character χ π , such that for all v / ∈ S, π v is unramified and (if r = 2) is a principal series representation. Let D ∈ Div + (C − S), and recall that S D denotes the support of the conductor of χ D . Then the functional equation for the complete L-function of π states that
where π denotes the contragradient of π . We may rewrite this in terms of the partial Let be a differential on C, so that ( ) is a canonical divisor and |( )| = q 2g−2 . Let v be a place not in S, let v be a local uniformizer at v, and let ψ v be a local additive character. In the GL 1 case, the local L-factor is given by L v (s, π v ) = (1 − π v ( v )|v| −s ) −1 , and the local epsilon factor is given by
.
Here, F π denotes the conductor of π , and the denominator is the Gauss sum
. In the GL 2 case, if π v = π(α 1,v , α 2,v ) is a principal series representation, then the Land -factors are expressed in terms of GL 1 -factors:
Further, the -factor satisfies
The functional equation for Z (s, w; π, β) follows from (3.1) and Proposition 2.2, but to combine these it is necessary to control the dependence on D of the epsilon factor and of the twisted Euler factors at the places v ∈ S. We therefore introduce a partial sum, where the image of D in H F (C) = Pic F (C) ⊗ Z/2Z is fixed. To describe this, let E ∈ E be the standard representative of a class in H F (C), as described in Section 1. Let δ E = (1/ h) σ σ (E) −1 · σ be as in the proof of Proposition 2.3, so that δ E (D) = 1 or 0, depending on whether D and E have the same image in H F (C) or not. In general, if δ is any complex-valued function on H F (C) = Pic F (C) ⊗ Z/2Z, it can be expressed as a sum of characters, δ = σ ∈Ĥ F (C) c σ · σ , and we define
Then Z (s, w; π, β ⊗ δ E ) is the desired partial sum. It is given by a formula similar to (2.4) but with an added factor of δ E (D) . It is clear that the series Z (s, w; π ⊗ ρ 1 , βρ 2 ⊗ δ E ) (resp., Z (s 1 , s 2 , w; π 1 ρ 1 , π 2 ρ 1 , βρ 2 ⊗ δ E )) with ρ 1 , ρ 2 ∈Ĥ F (C) and E ∈ E span the vector space V (π, β) described in Proposition 2.1.
Similarly, define
This can also be described as a partial sum, introducing a factor of δ E (D 1 + D 2 ) in either (2.5) or (2.7). It follows from Proposition 2.3 that V (π, β) is also spanned by the series
THEOREM 3.1 Let π be a cuspidal automorphic representation of GL 2 (A) such that π v is unramified principal series for all v / ∈ S. Let β be an automorphic representation of GL 1 (A), unramified outside S. Let E ∈ Div + (C − S), and let E denote the square-free part of E. Then the multiple Dirichlet series satisfy the following functional equations:
Proof
To prove (3.4), let us start with Proposition 2.2. The partial L-function has the functional equation (3.1). As for the correction factor, observe first that the GL 1 -correction factor (2.3) satisfies the functional equation
This is easily checked (see, e.g., [FF, proof of Lemma 2.4] ). This leads at once to a functional equation for a(s,
We must sum these functions as in (2.4). Since we are working with the partial sum Z (s, w; π, β ⊗ δ E ), we are concerned with summands indexed by D such that
∈ S, then π v is the unramified principal series π v = π(α 1,v , α 2,v ) and (3.2) applies. Since π is unramified at v, the local epsilon factors are related by
for j = 1 or 2. Divide by the corresponding formula with D replaced by E, and multiply over v / ∈ S and j = 1, 2 to obtain
Here the epsilon factors for the quadratic characters are identically 1, and
Putting this into (3.7), and replacing
Multiplying by β(D)|D| −w and summing over D leads to (3.4) . The proof of (3.5) is similar. Start with Theorem 2.4 in the case when η 1 = α 1 σ , η 2 = α 2 σ , and s 1 = s 2 = s. Divide by σ (E), and average over σ ∈Ĥ F (C) to get
(3.8)
Sum over σ on the right-hand side to get a factor of δ E (D 1 + D 2 ). Just as before, this implies that
. Make these substitutions in the product of the functional equations (3.1) and (3.6) to obtain
Put this into (3.8) and sum over D 1 and D 2 to obtain (3.5).
The multiple Dirichlet series for three GL 1 (A) automorphic forms has an obvious symmetry interchanging (s 1 , π 1 ) and (s 2 , π 2 ). 
The proof is similar to that of Theorem 3.1, using only the GL 1 theory for both functional equations.
Rationality of the multiple Dirichlet series
The functional equations of Section 3, although stated for the series Z and Z 1 , imply that any series in V (π, β) has similar symmetries. In this section we show that these two functional equations, and the associated analytic continuations, combine to extend these functions to all of C r , where r = 2 if π is on GL 2 and r = 3 if π = (π 1 , π 2 ) is a pair of representations on GL 1 . In order to keep track of the regions of C r where the functions are defined, we use the Dynkin diagrams associated to the series, as described in Section 2, and use the associated Weyl groups, Weyl chambers, root systems, and so on. We begin by introducing notation for these and restating the functional equations in this unified notation. Our notation follows that of J. Humphreys [Hu, Chapter III] , and we use results proved there without further reference. Consider a root system with simple roots α 1 , . . . , α r . For any root α, let α ∨ = 2α/(α, α) denote the dual root. Denote the fundamental weights by λ j , and let δ = λ 1 + · · · + λ r denote half the sum of the positive roots. Identify the fundamental weights with the standard basis vectors in C r ; so that s = s 1 λ 1 + · · · + s r λ r and, extending the inner product linearly to C r , s j = s, α j = (s, α ∨ j ). The reflection corresponding to α j is defined by
First consider case (I) from Section 2. For this section, write π = (π 1 , π 2 ), with π 1 on GL 2 and π 2 on GL 1 , instead of (π, β); and write s = (s 1 , s 2 ) ∈ C 2 instead of (s, w). In this case, consider the root system B 2 with long root α 1 = (2, −2) and short root α 2 = (−1, 2), so that σ 1 (s) = (−s 1 , 2s 1 + s 2 ) and σ 2 (s) = (s 1 + s 2 , −s 2 ). Translating by δ/2 gives the involutions of Theorem 3.1:
2 ). This extends to an action of the Weyl group, which is dihedral of order 8.
Still in case (I), let
Thus the functions in V L (π) are obtained from those in V (π ) by shifting s to s + δ/2 and multiplying by an L-function. These functions are initially defined on the tube domain
Note that the real part of T is the fundamental Weyl chamber, shifted by δ/2. Now consider case (II) from Section 2. For this section, write π = (π 1 , π 2 , π 3 ), where each π j is a representation of GL 1 (A), instead of (π, β) = (π 1 , π 2 , β), and write s = (s 1 , s 2 , s 3 ) ∈ C 3 instead of (s 1 , s 2 , w). Consider the root system A 3 , with simple roots α 1 = (2, 0, −1), α 2 = (0, 2, −1), and α 3 = (−1, −1, 2), so that α 3 corresponds to the central node on the Dynkin diagram. The corresponding reflections are given by σ 1 (s) = (−s 1 , s 2 , s 1 + s 3 ), σ 2 (s) = (s 1 , −s 2 , s 2 + s 3 ), and σ 3 (s) = (s 1 +s 3 , s 2 +s 3 , −s 3 ). Translating by δ/2 gives the involutions of Theorem 3.2: σ 1 (s − δ/2)+δ/2 = (1−s 1 , s 2 , s 1 +s 3 −1/2), σ 2 (s −δ/2)+δ/2 = (s 1 , 1−s 2 , s 2 +s 3 −1/2), and σ 3 (s −δ/2)+δ/2 = (s 1 +s 3 −1/2, s 2 +s 3 −1/2, 1−s 3 ). Also, let σ j act on triples
2 , π 2 π 3 ), and σ 3 (π 1 , π 2 , π 3 ) = (π 1 π 3 , π 2 π 3 , π −1 3 ). Once again, this extends to an action of the Weyl group, in this case isomorphic to S 4 .
Still in case (II), let
These functions are initially defined on the tube domain
Again, the real part of T is the fundamental Weyl chamber, shifted by δ/2. The following notation is ultimately used to describe the degrees of the rational functions representing the functions in V L (π ). For any global automorphic representation ρ of GL m (A), m = 1 or 2, let F ρ denote the conductor of ρ, and let L(w, ρ; S) denote the product of the local factors L v (w, ρ v ) for all v ∈ S. Then L(w, ρ; S) −1 is a polynomial in q −w , and we denote its degree by deg L(w, ρ; S) −1 ; for example,
We are now ready to restate the results of Sections 2 and 3. 
The analytic continuation is a restatement of Corollary 2.7. The relation (4.7) follows from Theorems 3.1 and 3.2. The entries of A j (s) come from the righthand sides of Theorems 3.1 and 3.2; from (3.3), it follows that these matrix entries are linear combinations of terms |m(
, where π j is a representation of GL m . The poles of A j (s) come from the local L-factors L v (1/2 − s j , π j,v ⊗ χ E,v ). By the Ramanujan conjecture (see [D] ), these poles satisfy Re(1/2 − s j ) = 0 or Re(s j ) = 1/2. Note that F π j ⊗χ E − m E is supported on S. A local computation shows that for each v ∈ S, ord v (F π j ⊗χ E ) deg(v) + deg L v (1/2 + s j , π j,v ⊗ χ E,v ) −1 is independent of the quadratic character. Indeed, this is easy if π j,v is not supercuspidal, while in that case it is a consequence of the conductor formulas in [BHK] . The estimates as Re(s j ) → −∞ then follow from this observation.
Although we use the Ramanujan conjecture for GL 2 in the proof of Lemma 4.1, we do not need the full strength of this result. The proof of Proposition 4.2 requires only that A j (s) be analytic in the region Re(s j ) < −1/2. 
Proof
Since the Weyl group acts on r -tuples π in a way that mirrors its action on s ∈ C r , we use the notation π, α in analogy to s, α , where α is any root. For example, π, α j = π j ; and in case (I), π, α 1 + α 2 = σ 1 (π ), α 2 = χ π 1 π 2 and π, α 1 + 2α 2 = σ 2 (π), α 1 = π 1 ⊗ π 2 . With this convention, for any σ in the Weyl group, let σ (s) = σ (s; π) = α φ( s, α + 1/2, π, α ), the product over all positive roots α such that σ −1 (α) ≺ 0. Taking a fundamental reflection where R(t) is a vector of power series that converge in the polydisc |t j | < q −1/2 . Thus Z(s) is unchanged by s j → s j + 2πi/ log(q) for s ∈ T . By the persistence of analytic relations, this holds for all s ∈ C r ; along with Proposition 4.2, this implies that (t) R(t) extends to an analytic function on the torus (C − {0}) r , and (4.9) holds for all s. Let U denote the union of the polydisc and the torus where (t) R(t) is defined. Since U is a connected Reinhardt domain containing zero, [H, Theorem 2.4.5] shows that the power series around zero that define (t) R(t) actually converge on all of U . By Abel's lemma, these power series converge on all of C r , thus extending (t) R(t) to a vector of entire functions of r variables. Again using the persistence of analytic relations, relations (4.7) extend to all s ∈ C r . Combining these relations, it follows that, for any σ in the Weyl group, Z(s) = σ Z σ (s) A σ (s; π ), (4.10)
where σ Z(s) denotes a basis of V L (σ (π)) and A σ (s; π ) is a matrix of rational functions in t satisfying A σ j (s; π) = A j (s) and the cocycle condition A σ τ (s; π) = A σ τ (s); τ (π) A τ (s; π). Let us describe the growth of A σ (s; π) as max{Re(s j )} → −∞ or, equivalently, min{|t j |} → +∞. Let γ ∨ (σ ) = α a( π, α )α ∨ , where the sum is over all positive roots α such that σ (α) ≺ 0, and a(ρ) is defined in (4.5). Using induction on the length of σ , starting with the bounds of Lemma 4.1, it follows that the entries of A σ (s; π) are O(|t γ ∨ (σ ) |). Now, let σ denote the long element of the Weyl group. Since {σ (s) j } is a permutation of {−s j }, it follows that as max{Re(s j )} → −∞, Re(σ (s) j ) → +∞, and σ Z(σ (s)) is bounded. Using this and the bound on A σ (s; π ) just obtained, the functional equation (4.10) then implies that the entries of Z(s) are all O(|t γ ∨ (σ ) |). From the definition of (s), we then deduce that (s + δ/2) Z(s) = O(|t γ ∨ |) as max{Re(s j )} → −∞, with γ ∨ as given in the display above the theorem. But then Cauchy's estimates imply at once that (s + δ/2) Z(s) is a polynomial in t with highest term at most |t γ ∨ |.
