Introduction he finite-element solution of electromagnetic phenomena,
T involving electrically large and complex structures, is a major challenge, since both accuracy and efficiency are hard to obtain. On a single-processor machine, the size of a three-dimensional problem that can be solved is on the order of a couple wavelengths, due to limitations in memory and computation time. This limitation has led to the use of distributed-memory multiprocessors, such as the Intel Paragon, the Thinking Machine CM-5, the Cray T3D, and many others.
The implementation of numerical algorithms on these parallel machines is significantly different than on a single-processor machine. Because the memory is assigned to specific processors, the data must be distributed among them. When data on one processor is needed by another, inter-processor communication is necessary. The amount of inter-processor communication required to solve a problem is dependent on the data distribution. For finiteelement problems, the data distribution is done by partitioning the computation domain among the processors. This procedure is commonly referred to as domain decomposition (DD). Figure 1 shows a domain decomposed into eight subdomains by the Recursive-Spectral-Bisection method that we will explain later. Figure 2 shows the eight processors of a three-dimensional hypercube, and a 2 x 4 mesh onto which the eight subdomains are mapped. An eficient DD scheme minimizes the inter-processor-communication time, while balancing the computational load among the processors. The most-expensive computation in the finite-element method is the matrix solution, therefore, DD methods are usually optimized with respect to the matrix solver.
In the next sections, we will introduce the different methods for performing the domain decomposition for distributed memory, multiple-instruction multiple-data (MIMD) multiprocessors. In discussing the advantages and disadvantages of the different methods, we assume that an iterative-matrix method, such as the conjugategradient method, is used to solve the matrix equation. (1 x 4) mesh 
Review of domain-decomposition methods
The domain-decomposition problem is NP-complete [I]; therefore, finding the best partitioning is extremely time consuming. Instead, DD methods have been developed, in order to try to find some "acceptable" decomposition in an "acceptable" time. There is a tradeoff between the quality of the final partitions and the execution time of the DD method The DD problem can be viewed as a graph-partitioning problem We can define a task graph T(VT,ET), corresponding to the discretized domain D. V, is the set of vertices or tasks in T, and ET is the set of edges connecting those tasks. The vertices U eVT correspond to either the nodes or the edges of the elements in D. An edge ( u ,~) E E, connects tasks ZI and v cVT if the corresponding nodes (or edges) E D belong to a common element. We will next review some of the domain-decomposition methods based on graph-partitioning theory.
graph. f ' is used to partition the vertices into two sets:
A' = ( v : f f I A'], and B' = (v:f: > /p], where f," refers to the eigenvector component corresponding to vertex v; f , ' is the median component of f ' . This technique is applied recursively until the final number of partitions (a power of 2) is reached. The time complexity of the RSB algorithm is O ( n 6 ) . It is dominated by the computation of the Fiedler vector using the Lanczos algorithm [4] (n is the number of vertices in the graph).
RSB, in its original form, is expensive. In order to speed up its execution time, Barnard and Simon [7] have introduced the multilevel RSB. This multilevel version of RSB attains an order-ofmagnitude improvement in run time, compared to the original RSB. The difference between RSB and multilevel RSB is in the computation of the Fiedler vector The multilevel RSB adds three steps to the single-level RSB algorithm:
Simulated Annealing
Simulated Annealing (SA) is a DD method that simulates the slow cooling of solids, in order to find the extremum values of a hnction (the objective hnction) with many independent variables [2] For DD, the objective fbnction may contain parameters which provide a measure for the load balance, interprocessor communication, or other quantities of interest in the partitioning of the computation domain In SA, new values of the independent variables are chosen randomly, and then the objective hnction is evaluated. The new values are kept if the corresponding objective fbnction is less than its previous value If the objective hnction increases, then the new values are kept with some probability. This ability allows controlled hill-climbitig moves (changes to a configuration that worsen the solution), in an attempt to reduce the probability of becoming stuck at non-optimal local minima The acceptance of hill-climbing moves is controlled by a parameter that is gradually reduced during the execution of the algorithm, making these moves less and less likely by the end of the process Comments. The Simulated-Annealing method [2, 1, 31 can potentially generate partitions close to the optimal ones. This method can be used where it is crucial to obtain good partitions, and the completion time is a secondary issue. The SA method requires the user to specify some parameters that differ for every domain. Finding a combination of these parameters that produces a good mapping is very time consuming. The complexity of this algorithm can be O(n'), where TI is the number of unknowns.
Finding a domain decomposition for some applications using SA may take more time than the time to solve the application itself
Recursive-Spectral Bisection
The Recursive-Spectral Bisection (RSB) method [4] is based on the computation of a special eigenvector of the Laplacian matrix 
3.
Refinement: Given an approximate Fiedler vector, fo, for a graph, compute a more-accurate vector for the same graph, using the Rayleigh-Quotient Iteration (RQI) technique. The computation of the Fiedler vector by the Lanczos algorithm is done on the smallest subgraph only, yielding an execution time that is almost a constant. However, the computational complexity has been shilled to the RQI step, which has a complexity of O ( n 6 ) . Although the complexity is the same between the RSB and the multilevel RSB, our numerical experiments indicate that the multilevel RSB is more efficient by a factor of 10.
Comments. The RSB method also generates partitions that are close to the optimal ones. The quality of the partitions generated by RSB is comparable to the ones generated by SA, whereas the completion time of the former is smaller than the completion time of the latter. Furthermore, RSB does not require the user to know any parameters that are specific to a domain or a task graph, which makes it preferable over SA. Although RSB is considered faster than SA, its complexity is U(n&), and can still be considered expensive. Because of its robustness, it is gaining widespread use among researchers
The Kernighan and Lin algorithm
Kemighan and Lin [SI have presented a heuristic method (IU) for partitioning arbitrary graphs S of 211 vertices into two subsets of n vertices each (A and B). The method starts with an arbitrary partition A , B of S, and then tries to decrease the corresponding value of the objective function by a series of interchanges of subsets ofA and B. The objective hnction of a partition is proportional to the number of edges going from A to B. When no hrther improvement is possible, the resulting partition is locally minimum.
The computational cost of the procedure has a lower bound of O(n2). Kernighan and Lin have extended their procedure to generate two unequal-size partitions, as well as multiple-way partitions. Fiduccia and Mattheyses [9] have improved on the KL procedure, and have presented a mincut-partitioning algorithm with complexity O(n) per iteration. Their basic idea is to move one node at a time (instead of a subset of nodes for the Kemighan-Lin procedure) from one block of the partition to the other, in an attempt to minimize the objective fimction of the partition.
Comments. The main advantage of the modified Kernighan-I,in method is that it has a linear complexity U(17). Linear-time heuristics compromise on the quality of the partitions, to obtain greater savings in partitioning time. The quality of the partitions generated by the KL method is lower than that of the partitions generated by RSB or SA The KL algorithm also depends on the quality of the initial partitions As seen in the literature [IO] , the quality of the initial distribution affects the quality of the refinement scheme and its speed of convergence. Finally, KL partitions the domain by recursively bisecting it into two subdomains. Although a given bisection can be optimal, recursively bisecting a domain may not yield the best partitions, in some cases. The KL method is also a refining method that can be used to improve the partitions obtained by a different method, such as the RSB.
The Cyclic-Painvise-Exchange algorithm
The Cyclic-Painvise-Exchange (CPE) algorithm has been recently introduced by Hammond, for the DD problem. It is used to find the mapping Y:VT -+ V,, where VT is the set of vertices in the task graph, and V, is the set of vertices in the processor graph, or processors CPE starts with an initial assignment of tasks to processors, as well as a proper d-edge coloring of the processor graph. It then loops over the edge colors, and iteratively improves the mapping by performing, in parallel, painvise exchanges of the tasks among processors connected by an edge of the selected color. The CPE algorithm has a complexity of O(n) per iteration, where n is the number of tasks. However, exchanges are among distance-1 processors only Hammond has extended the CPE algorithm to implement distance-2 searches. With the distance-2 CPE, a proper coloring is found of all paths of length 1 and 2 in the graph, and the CPE algorithm is used as before. This algorithm produces slightly better partitions than the original CPE, but its execution time is increased by a factor of d.
Comments. The CPE is also a linear-time method per iteration. Its advantage over KL is that it is not a recursive bisection, which means that it can be used to generate any number of partitions, and not just ones that are a power of two The quality of the partitions generated by the CPE method is lower than that of the partitions generated by RSB or SA It also depends on the quality of the initial partitions
The Inertial Method
The Inertial Method is a recursive-bisection method that can be implemented with a complexity of U(n), where 11 is the number of tasks. It considers the mesh as a rigid structure, and makes cuts orthogonal to the principle axis of the structure. This method requires geometric information about the domain that may not be available It produces partitions of moderate quality that are comparable to the KL partitions.
Comments
its use. It is also a bisection method, which forces the number of partitions to be a power of two.
Greedy methods
In addition to the above-mentioned methods, there are some one-pass greedy methods, such as the Automatic Finite-Element Decomposer, introduced by Farhat [I I]. This algorithm starts at some "comer" of the domain, and then it assigns adjacent elements in a walking tree fashion to a given subdomain, until the number of elements in this partition reaches a prespecified value (total number of elements divided by the number of subdomains). Then a node is selected again at an interior boundary of the previous subdomain, and the greedy strategy is repeated until enough elements are assigned to this subdomain. This algorithm is repeated until all subdomains have been found The complexity of this algorithm is also O(n), where n is the number of elements in the domain.
Comments. The Automatic Finite-Element Decomposer is a quick linear-time algorithm in terms of the number of elements. It is a one-pass algorithm, which makes it faster than other iterative methods, such as KL and CPE. However, the partitioning is based on local geometric information of the domain; therefore, it is expected that this method will produce worse partitions, in general, than the other methods.
Future directions
Advances in computer-hardware technology, including continuous increases in the speed of CPUs, decreases in the cost of memory, and availability of powerful commercial parallel machines using the distributed-memory architecture, have made it possible to solve increasingly large engineering problems to a higher degree of accuracy, including the electromagnetic modeling of realistic geometries, However, the programming tasks, associated with the parallel implementation of scientific codes, require an understanding of parallel-computer architecture, and specific features of the machine used. The programmer needs to explicitly partition the data and assign it to the processors, and to write the code to run on each processor, including the implementation of message-passing communication.
Parallelizing compilers, parallel languages (such as High Performance FORTRAN [ 121, and parallel software-development tools are being developed. We expect that, in the near future, it will be possible to run scientific codes on many parallel machines, without going through the long process of parallelizing them.
These improvements in hardware and software have some important implications for domain-decomposition methods for parallel processors. Although many users will prefer to use the tools for automatic parallelization and get a reasonable performance improvement, a general compiler is not optimized to a specific application, and it is unlikely that the code generated will be the most efficient. Therefore, scientific programmers must have a better understanding of compilers and architectures for parallel computers than they needed for sequential computers: One must understand how the compiler will distribute the data among the processors. Furthermore, for some applications, one may wish to bypass the parallel compiler, and to develop a more-efficient parallel code, directly. In this case, the programmer would need to either use one of the domain-decomposition schemes, such as the ones described above, or to develop his or her own.
The optimum domain-decomposition scheme is highly dependent on the computer architecture as well as the application. Therefore, the best decomposition scheme for a current computer architecture may not be the best for future architectures. For example, with machines using the hypercube architecture and storeand-forward communication, it is very important that the data communication be done only with neighboring processors, because communication with distant processors requires more time. Thus, domain-decomposition algorithms have been developed to minimize the distance between the communicating processors. With the wormhole-routing technique, the distance is unimportant for communication, but factors like network congestion must be considered. Thus, domain-decomposition techniques will continue to be an important research area, as new architectures are developed and users want to model even larger geometries. 
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