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Higher level Fock spaces and affine Yangian
Ryosuke Kodera
Abstract
We construct actions of the affine Yangian of type A on higher level Fock spaces
by extending known actions of the Yangian of finite type A due to Uglov. This is a
degenerate analog of a result by Takemura-Uglov, which constructed actions of the
quantum toroidal algebra on higher level q-deformed Fock spaces.
1 Introduction
The aim of this paper is to construct representations of the affine Yangian of type A. The
affine Yangian of type A is a two parameter deformation of the enveloping algebra of the
universal central extension of a Lie algebra slN [u
±1, v] and its defining relations were first
introduced by Guay [G1]. In [G1], Guay established a Schur-Weyl type duality between
the affine Yangian and the degenerate double affine Hecke algebra. His result gives a fully
faithful embedding of the module category of the degenerate double affine Hecke algebra
into the module category of the affine Yangian. However there are many representations
which can not be obtained by the functor.
Other family of representations has been constructed by geometric approach, via
quiver variety by Varagnolo [V], and via affine Laumon space by Feigin-Finkelberg-Negut-
Rybnikov [FFNR]. In [K], the author proved that the level 1 Fock space admits an action
of the affine Yangian by extending an action of the Yangian of finite type A due to Uglov
[U1]. This author’s work uses an identification of the Fock space with the equivariant
homology group of quiver variety and Varagnolo’s result.
In this paper we construct actions of the affine Yangian on Fock spaces of arbitrary
level by a purely algebraic method. Given a positive integer L and an L-tuple of integers
c, we define a vector space F (c) with a basis indexed by the set of L-tuples of partitions.
This space F (c) admits an action of the affine Lie algebra sˆlN depending on c, and is
called the level L Fock space with multi-charge c.
Uglov [U2] constructed actions of the Yangian of finite type A on these Fock spaces.
His work was motivated by a study of Yangian symmetry of the spin Calogero-Sutherland
model. Takemura-Uglov [TU1] explored a q-deformation of the action. Namely they
constructed a level 0 action of the quantum affine algebra Uq(sˆlN ) on the level 1 q-deformed
Fock space. Thus the q-deformed Fock space admits two different types of actions of the
quantum affine algebra, one is of level 1 and the other is of level 0. The reason of the
Research Institute for Mathematical Sciences, Kyoto University, Kyoto 606-8502, Japan
E-mail address: kodera@kurims.kyoto-u.ac.jp
1
existence of the two types of actions is explained by Varagnolo-Vasserot [VV] and Saito-
Takemura-Uglov [STU]: the q-deformed Fock space admits an action of the quantum
toroidal algebra. Their result was extended by Takemura-Uglov [TU2] for higher level
q-deformed Fock spaces.
Now it is quite natural to expect that a degenerate analog of the above result holds.
Since in 90’s the definition of affine Yangian was not known, the degenerate version has
been missing. Our main result gives an affirmative answer.
Theorem 1.1 (Theorem 4.3). The actions of the affine Lie algebra sˆlN and the Yangian
Y on the level L Fock space F (c) is glued and extended to an action of the affine Yangian
Yˆ.
A strategy of the proof is the same as [TU2]. The affine Yangian has an automorphism
corresponding to the rotation of the Dynkin diagram of affine type A. We define a bijective
C-linear map corresponding to the Dynkin automorphism on the semi-infinite wedge space
and use it to construct the action of the affine Yangian.
The paper is organized as follows. In Section 2, we introduce affine Yangian and
recall some results of Guay. In Section 3, we recall the Yangian actions on the Fock spaces
constructed by Uglov. Main ingredients are semi-infinite wedge construction of Fock space
and Schur-Weyl type duality due to Drinfeld. In Section 4, we prove the main theorem.
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2 Affine Yangian and Schur-Weyl type functors
2.1 Affine Yangian
Fix an integer N ≥ 3 throughout the paper.
Definition 2.1. The affine Yangian Yˆ = Y~,β(sˆlN ) with parameters ~, β ∈ C is the
C-algebra generated by X+i,r,X
−
i,r,Hi,r (i ∈ Z/NZ, r ∈ Z≥0) subject to the following
relations:
[Hi,r,Hj,s] = 0, (2.1)
[X+i,r,X
−
j,s] = δijHi,r+s, (2.2)
[Hi,0,X
±
j,s] = ±aijX
±
j,s (2.3)
for all i, j;
[Hi,r+1,X
±
j,s]− [Hi,r,X
±
j,s+1] = ±
1
2
~aij(Hi,rX
±
j,s +X
±
j,sHi,r), (2.4)
[X±i,r+1,X
±
j,s]− [X
±
i,r,X
±
j,s+1] = ±
1
2
~aij(X
±
i,rX
±
j,s +X
±
j,sX
±
i,r) (2.5)
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for (i, j) 6= (1, 0), (0, 1), (N − 1, 0), (0, N − 1);
[Hi,r+1,X
+
j,s]− [Hi,r,X
+
j,s+1] = (β − ~)Hi,rX
+
j,s − βX
+
j,sHi,r, (2.6)
[Hi,r+1,X
−
j,s]− [Hi,r,X
−
j,s+1] = βHi,rX
−
j,s + (~− β)X
−
j,sHi,r, (2.7)
[X+i,r+1,X
+
j,s]− [X
+
i,r,X
+
j,s+1] = (β − ~)X
+
i,rX
+
j,s − βX
+
j,sX
+
i,r, (2.8)
[X−i,r+1,X
−
j,s]− [X
−
i,r,X
−
j,s+1] = βX
−
i,rX
−
j,s + (~− β)X
−
j,sX
−
i,r (2.9)
for (i, j) = (1, 0) and (0, N − 1);
[Hi,r+1,X
+
j,s]− [Hi,r,X
+
j,s+1] = −βHi,rX
+
j,s + (β − ~)X
+
j,sHi,r, (2.10)
[Hi,r+1,X
−
j,s]− [Hi,r,X
−
j,s+1] = (~− β)Hi,rX
−
j,s + βX
−
j,sHi,r (2.11)
for (i, j) = (0, 1) and (N − 1, 0);∑
w∈S1−aij
[X±i,rw(1) , [X
±
i,rw(2)
, . . . , [X±i,rw(1−aij )
,X±j,s] . . . ]] = 0 (2.12)
for i 6= j, where
aij =

2 if i = j,
−1 if i = j ± 1,
0 otherwise.
The Yangian Y = Y~(slN ) with a parameter ~ ∈ C is the C-algebra generated by
X+i,r,X
−
i,r,Hi,r (i = 1, . . . , N − 1, r ∈ Z≥0) subject to the relations (2.1), (2.2), (2.3), (2.4),
(2.5), (2.12).
Let Yˆ(1) be the subalgebra of Yˆ generated byX+i,r,X
−
i,r,Hi,r (i = 1, . . . , N−1, r ∈ Z≥0)
and Yˆ(2) be the subalgebra of Yˆ generated by X+i,0,X
−
i,0,Hi,0 (i ∈ Z/NZ). Then there
exist surjective algebra homomorphisms Y → Yˆ(1) and U(sˆlN ) → Yˆ
(2). In [G2], Guay
proved a PBW type theorem for the affine Yangian Yˆ when N ≥ 4. It implies that the
two homomorphisms above are isomorphisms if N ≥ 4. We sometimes write X±i = X
±
i,0,
Hi = Hi,0 and identify them with the standard Chevalley generators of sˆlN .
Let Eij be the matrix unit with (i, j)-th entry 1. We regard them as elements of the
Lie algebra glN . We put
J(X+i ) = X
+
i,1 +
~
4
(
N∑
p=i+1
(Ei,pEp,i+1 + Ep,i+1Ei,p)−
i∑
p=1
(Ei,pEp,i+1 +Ep,i+1Ei,p)
)
,
J(X−i ) = X
−
i,1 +
~
4
(
N∑
p=i+1
(Ei+1,pEp,i + Ep,iEi+1,p)−
i∑
p=1
(Ei+1,pEp,i +Ep,iEi+1,p)
)
,
J(Hi) = Hi,1 +
~
4
(
N∑
p=i+1
(Ei,pEp,i + Ep,iEi,p)−
i−1∑
p=1
(Ei,pEp,i + Ep,iEi,p)
+
i∑
p=1
(Ei+1,pEp,i+1 + Ep,i+1Ei+1,p)−
N∑
p=i+2
(Ei+1,pEp,i+1 + Ep,i+1Ei+1,p)− 2H
2
i
)
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for i = 1, . . . , N − 1. Then {X+i ,X
−
i ,Hi, J(X
+
i ), J(X
−
i ), J(Hi) (i = 1, . . . , N − 1)} gives
another set of generators for the Yangian Y.
Lemma 2.2 ([G1, Lemma 3.5]). There exists an algebra automorphism ρ of Yˆ defined by
ρ(X±i,r) =
r∑
s=0
(
r
s
)(
~
2
)r−s
X±i−1,s, ρ(Hi,r) =
r∑
s=0
(
r
s
)(
~
2
)r−s
Hi−1,s
if i 6= 0, 1, and
ρ(X±i,r) =
r∑
s=0
(
r
s
)
βr−sX±i−1,s, ρ(Hi,r) =
r∑
s=0
(
r
s
)
βr−sHi−1,s
if i = 0, 1.
Proposition 2.3 ([G1, (6.44)]). Let ϕ : Y → EndCM be a Y-module. Suppose that there
exists a bijective C-linear endomorphism T of M satisfying:
ϕ(ρ(X±i,r)) = T
−1ϕ(X±i,r)T,
ϕ(ρ(Hi,r)) = T
−1ϕ(Hi,r)T
for i = 2, . . . , N − 1, and
ϕ(ρ2(X±1,r)) = T
−2ϕ(X±1,r)T
2,
ϕ(ρ2(H1,r)) = T
−2ϕ(H1,r)T
2.
Then ϕ extends to a Yˆ-module by
ϕ(X±0,r) = Tϕ(ρ(X
±
0,r))T
−1,
ϕ(H0,r) = Tϕ(ρ(H0,r))T
−1.
2.2 Degenerate double affine Hecke algebra
Fix an integer n ≥ 1.
Definition 2.4. The degenerate double affine Hecke algebra Hˆ = Ht,c(Sˆn) with param-
eters t, c ∈ C is the C-algebra generated by s1, . . . , sn−1, x
±1
1 , . . . , x
±1
n , u1, . . . , un subject
to the following relations:
s2i = 1, sisj = sjsi (i 6= j, j ± 1), sisi+1si = si+1sisi+1, (2.13)
xix
−1
i = x
−1
i xi = 1, xixj = xjxi, sixi = xi+1si, sixj = xjsi (j 6= i, i+ 1), (2.14)
uiuj = ujui, siui − ui+1si = −c, siuj = ujsi (j 6= i, i + 1), (2.15)
[ui, xi] = txi + c
∑
j<i
xjsji +
∑
i<j
xisij
 , [ui, xj ] =
{
−cxisij if i < j,
−cxjsji if j < i,
(2.16)
where sij denotes the permutation of i and j.
The degenerate affine Hecke algebra H = Hc(Sn) with a parameter c ∈ C is the
C-algebra generated by s1, . . . , sn−1, u1, . . . , un subject to the relations (2.13) and (2.15).
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It is well known that
Hˆ ∼= C[x±11 , . . . , x
±1
n ]⊗ CSn ⊗ C[u1, . . . , un]
as a C-vector space, hence the subalgebra of Hˆ generated by s1, . . . , sn−1, u1, . . . , un is
isomorphic to H, and the subalgebra generated by s1, . . . , sn−1, x
±1
1 , . . . , x
±1
n is isomorphic
to C[x±11 , . . . , x
±1
n ]⋊CSn. The latter is identified with the group algebra of the extended
affine Weyl group Sˆn of GLn.
We put
y
(n)
i = ui +
c
2
∑
i<j
sij −
∑
j<i
sji
 .
2.3 Schur-Weyl type functors
Let V be the vector representation of glN with a standard basis v1, . . . , vN , that is, glN
acts on V by Eijvk = δjkvi. The symmetric group Sn acts on V
⊗n via permutation of
factors. For an element X ∈ glN and k = 1, . . . , n, we put
(X)k = 1
⊗k−1 ⊗X ⊗ 1⊗n−k ∈ EndV ⊗n.
Theorem 2.5 ([D]). Let M be a right H-module and set ~ = c. Then the Yangian Y acts
on M ⊗CSn V
⊗n by
X(m⊗ v) =
n∑
k=1
m⊗ (X)kv,
J(X)(m⊗ v) =
n∑
k=1
my
(n)
k ⊗ (X)kv
for X = X±i ,Hi (i = 1, . . . , N − 1) and m ∈M, v ∈ V
⊗n.
It is easy to see that, for a right Sˆn-module M , the Lie algebra slN [z
±1] acts on
M ⊗CSn V
⊗n by
Xzr(m⊗ v) =
n∑
k=1
mxrk ⊗ (X)kv
for X ∈ slN and r ∈ Z.
Guay proved in [G1] that the actions of Y and sˆlN (with trivial center) is glued and
extended to an action of the affine Yangian Yˆ provided M is an Hˆ-module. We recall
Guay’s argument. Let M be a right Hˆ-module. Define a bijective C-linear endomorphism
T of M ⊗CSn V
⊗n by
T (m⊗ va1 ⊗ · · · ⊗ van) = (mx
−δa1,N
1 · · · x
−δan,N
n )⊗ va1+1 ⊗ · · · ⊗ van+1. (2.17)
Lemma 2.6 ([G1, Lemma 6.2]). Set ~ = c and β = t/2−Nc/4 + c/2. Then the bijection
T satisfies the condition in Proposition 2.3.
Theorem 2.7 ([G1, Theorem 5.4]). Let M be a right Hˆ-module and set ~ = c and
β = t/2−Nc/4 + c/2. Then the affine Yangian Yˆ acts on M ⊗CSn V
⊗n by extending the
actions of Y and sˆlN .
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3 Higher level Fock spaces
3.1 Semi-infinite wedge construction
We follow [L] to construct higher level Fock spaces via semi-infinite wedge spaces. Fix an
integer L ≥ 1. Let
V =
N⊕
a=1
Cva, W =
L⊕
b=1
Cwa
be the vector representations of glN and glL with standard bases. Set
U = C[z±1]⊗W ⊗ V
and denote an element zm ⊗wb ⊗ va by z
mwbva. Define uk ∈ U (k ∈ Z) by
zmwbva = ua−N(b+Lm).
Then {uk (k ∈ Z)} forms a basis of U . The wedge space
∧n U has a basis {uk1 ∧ · · · ∧
ukn (k1 > · · · > kn)}. For a sequence k = (k1, . . . , kn), we put
uk = uk1 ∧ · · · ∧ ukn .
Fix an integer M . For n < m, we define a C-linear map
∧n U → ∧m U by
v 7→ v ∧ uM−n ∧ uM−n−1 ∧ · · · ∧ uM−m+1.
These form an inductive system. We define
FM = lim−→
n
n∧
U.
Put
M =
{
k = (k1, k2, . . .)
∣∣∣∣ ki ∈ Z and ki > ki+1 for all i,ki =M − i+ 1 for all but finitely many i
}
.
Then FM has a basis consisting of vectors
uk = uk1 ∧ uk2 ∧ · · ·
for k = (k1, k2, . . .) ∈M. For an integer m ∈ Z, put
|m〉 = um ∧ um−1 ∧ · · · .
By the definition, every element of FM is of the form v ∧ |M − n〉 for some n ≥ 0 and
v ∈
∧n U .
Let
P =
{
λ = (λ1, λ2, . . .)
∣∣∣∣ λi ∈ Z≥0 and λi ≥ λi+1 for all i,λi = 0 for all but finitely many i
}
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be the set of partitions. We associate a partition λ ∈ P with k ∈ M by
ki =M + λi − i+ 1
for every i. This gives a bijection between M and P. We write |λ,M〉 = uk via this
correspondence.
We decompose FM using a variant of L-quotient for partitions. Take a basis element
uk (k ∈M) of FM . Recall that
uki = z
miwbivai ,
where
ki = ai −N(bi + Lmi).
For each s = 1, . . . , L, define j
(s)
1 < j
(s)
2 < · · · to be the indices satisfying
s = b
j
(s)
1
= b
j
(s)
2
= · · · .
Put a
(s)
i = aj(s)i
, m
(s)
i = mj(s)i
, k
(s)
i = a
(s)
i −Nm
(s)
i . Then it is easy to see that there exists
cs ∈ Z for each s = 1, . . . , L such that
k
(s)
i = cs − i+ 1
for all but finitely many i. These {cs} satisfy c1 + · · · + cL = M . Define an L-partition
λ = (λ(1), . . . , λ(L)) ∈ PL by
k
(s)
i = cs + λ
(s)
i − i+ 1.
The assignment
P → PL × {c = (c1, . . . , cL) ∈ Z
L | c1 + · · ·+ cL =M}, λ 7→ (λ, c)
gives a bijection. See [U3, Remark 4.2 (ii)] for a relation to the operations of L-quotient
and L-core for partitions. We write |λ, c〉 = |λ,M 〉 = uk via this correspondence. Set
F (c) =
⊕
λ∈PL
C |λ, c〉
for each c. This gives a decomposition
FM =
⊕
c∈ZL
c1+···+cL=M
F (c).
3.2 Affine Lie algebra action
A natural action of slN [z
±1] on C[z±1]⊗ V is given by
Xzr(zm ⊗ v) = zm+r ⊗Xv.
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This yields a level L action of the affine Lie algebra sˆlN on FM . The action preserves each
component F (c) and is described in terms of combinatorics of L-partitions. We identify
each partition λ ∈ P with its Young diagram
λ = {(x, y) ∈ (Z>0)
2 | x = 1, . . . , l(λ), y = 1, . . . , λx}.
Here l(λ) denotes the length of λ. Take (λ, c) ∈ PL × {c ∈ ZL | c1 + · · · + cL = M} and
fix s = 1, . . . , L. We call (x, y) ∈ (Z>0)
2 an i-cell if
cs + y − x ≡ i mod N.
An i-cell (x, y) is said to be removable if (x, y) ∈ λ(s) and λ(s) \ {(x, y)} is a partition. It
is said to be addable if (x, y) /∈ λ(s) and λ(s) ∪ {(x, y)} is a partition.
Proposition 3.1 ([L, Proposition 4]). The action of sˆlN on F (c) =
⊕
λ∈PL C |λ, c〉 is
given by
X+i |λ, c〉 =
∑
µ
|µ, c〉 ,
where the sum is over all L-partitions µ obtained from λ by removing i-cell,
X−i |λ, c〉 =
∑
µ
|µ, c〉 ,
where the sum is over all L-partitions µ obtained from λ by adding i-cell, and
Hi |λ, c〉 =
(
#{addable i-cells in λ} −#{removable i-cells in λ}
)
|λ, c〉 .
We call the sˆlN -module F (c) the level L Fock space with multi-charge c.
3.3 Yangian action
We construct an action of the Yangian Y on each F (c) following [U2].
We introduce some operators acting on the space C[z±11 , . . . , z
±1
n ]⊗W
⊗n. Let Kij be
the permutation of zi and zj . Let Pij be the permutation of the i-th and j-th factors of
W⊗n. Put
rij =
1
2
L∑
a=1
(Eaa)i(Eaa)j +
∑
1≤a<b≤L
(Eab)i(Eba)j .
Fix an L-tuple of complex parameters ν(1), . . . , ν(L) and define a matrix ν by ν =∑L
a=1 ν(a)Eaa. Put
νi = 1
⊗i−1 ⊗ ν ⊗ 1⊗n−i ∈ EndW⊗n.
A matrix Dunkl-Cherednik operator d
(n)
i for i = 1, . . . , n is defined by
d
(n)
i = tzi
∂
∂zi
− c
(
νi +
n
2L
−
1
2
+
∑
j<i
( zi
zi − zj
(1−Kji)Pji − rji
)
+
∑
i<j
( zj
zi − zj
(1−Kij)Pij + rij
))
,
which acts on C[z±11 , . . . , z
±1
n ]⊗W
⊗n.
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Proposition 3.2 ([U2, Proposition 2.8]). The assignment
si 7→ −Ki,i+1Pi,i+1, xi 7→ zi, ui 7→ −d
(n)
i
gives a right action of the degenerate double affine Hecke algebra Hˆ on C[z±11 , . . . , z
±1
n ]⊗
W⊗n.
Remark 3.3. A formula for the action given in [U2] is slightly different. Note that there
exists an anti-automorphism of Hˆ defined by
si 7→ si, xi 7→ x
−1
i , ui 7→ ui.
Thus left and right modules of Hˆ are interchanged via the anti-automorphism.
The following are easy to prove.
Lemma 3.4. (i) Suppose i < j. Then for P = zm11 · · · z
mn
n , we have
zj
zi − zj
(1−Kij)P =

0 if mi = mj,
−
mj−mi−1∑
r=0
zri z
−r
j
P if mi < mj.
(ii) For w = wb1 ⊗ · · · ⊗ wbn , we have
rijw =

(1/2)w if bi = bj ,
Pijw if bi > bj,
0 if bi < bj .
We have the following observation (See [L, Proposition 3]):
n∧
U ∼=
(
C[z±11 , . . . , z
±1
n ]⊗W
⊗n
)
⊗CSn V
⊗n
as a C-vector space. Thus we identify them and apply Guay’s result (Theorem 2.7) to
conclude that the affine Yangian Yˆ acts on the finite wedge space
∧n U . Our goal is to
extend this action to the limit n → ∞. In the remainder of this section, we explain how
to extend the action of the Yangian Y to the limit.
Let us introduce the degree on
∧n U and FM . Take an element uk ∈ FM (k ∈ M),
where
uki = z
miwbivai .
Denote the integer mi by mi(k). Put m
0
i to be the integer mi(k) for k = (M,M − 1, . . .).
Note that mi(k) ≤ m
0
i holds for all i and the equality holds for all but finitely many i.
Then we define the degree of uk by
deguk =
∞∑
i=1
(m0i −mi(k)).
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The right-hand side is a finite sum. Let F dM be the degree d component of FM . We have
FM =
⊕
d≥0
F dM .
We also define the degree on
∧n U similarly:
deguk =
n∑
i=1
(m0i −mi(k))
for k = (k1, . . . , kn) ∈ Z
n such that k1 > · · · > kn. We define a subspace VM,n of
∧n U by
VM,n =
⊕
k=(k1,...,kn)∈Zn
k1>···>kn
mi(k)≤m
0
i
Cuk
and let V dM,n be the degree d component. Then we have
VM,n =
⊕
d≥0
V dM,n.
Proposition 3.5 ([U2, Proposition 3.1]). Each V dM,n is invariant under the action of Y.
Remark 3.6. The action of sˆlN does not preserve the degree. Hence V
d
M,n is not invariant
under the action of Yˆ.
Let s ∈ {0, 1, . . . , NL− 1} be the number defined by
s ≡M mod NL.
Proposition 3.7 ([U2, Proposition 3.3 and 3.8]). (i) If l ≥ d then
V dM,s+lNL → F
d
M , v 7→ v ∧ |M − (s+ lNL)〉
is an isomorphism of C-vector spaces. In particular, if l′ ≥ l ≥ d then
V dM,s+lNL → V
d
M,s+l′NL, v 7→ v ∧ uM−(s+lNL) ∧ · · · ∧ uM−(s+l′NL)+1
is an isomorphism of C-vector spaces.
(ii) If l′ ≥ l ≥ d then
V dM,s+lNL → V
d
M,s+l′NL
is an isomorphism of Y-modules.
Remark 3.8. Uglov [U2] considered actions of the bigger algebra Y(glN ). To make the
map in Proposition 3.7 intertwine the Y(glN )-actions, one needs to correct the Y(glN )-
actions by some twist, which does not change the Y-module structure.
By Proposition 3.7, an action of Y on F dM is well-defined through the actions on
V dM,s+lNL which are compatible for all l ≥ d; for X ∈ Y and v ∈ V
d
M,s+lNL, the action is
given by
X(v ∧ |M − (s+ lNL)〉) = Xv ∧ |M − (s+ lNL)〉 . (3.1)
This action preserves each component F (c) since it changes only finitely many factors for
each element.
10
4 Affine Yangian actions on higher level Fock spaces
4.1 Main Theorem
To construct an action of the affine Yangian Yˆ on F (c), we define a map T∞ satisfying the
condition in Proposition 2.3. Such T∞ is given by Takemura-Uglov [TU2] in the quantum
toroidal case and we follow it.
Consider the map T given by (2.17) for our Yˆ-module
(
C[z±11 , . . . , z
±1
n ]⊗W
⊗n
)
⊗CSn
V ⊗n. It is given by
T (zm1wb1va1 ∧ · · · ∧ z
mnwbnvan) = z
m1−δa1,Nwb1va1+1 ∧ · · · ∧ z
mn−δan,Nwbnvan+1.
We can rewrite this as follows:
T (uk1 ∧ · · · ∧ ukn) = uk′1 ∧ · · · ∧ uk′n ,
where
k′i =
{
ki + 1 if ki 6≡ 0 mod NL,
ki + 1 +N(L− 1) if ki ≡ 0 mod NL.
Fix l ≥ d. Since s is defined to satisfy M ≡ s mod NL, there exists a unique m ∈ Z
satisfying
M − (s+ lNL) = −mNL.
Then by the definition every element of F dM is written as v ∧ |−mNL〉 for some v ∈
V dM,s+lNL. Following [TU2, Lemma 6.9], we introduce elements vL,N and vL,N−1 by
vL,N = z
mw1vN ∧ z
mw2vN ∧ · · · ∧ z
mwLvN
= u−mNL ∧ u−mNL−N ∧ · · · ∧ u−mNL−(L−1)N
and
vL,N−1 = z
mw1vN ∧ z
mw1vN−1 ∧ z
mw2vN ∧ z
mw2vN−1 ∧ · · · ∧ z
mwLvN ∧ z
mwLvN−1
= u−mNL ∧ u−mNL−1 ∧ u−mNL−N ∧ u−mNL−N−1 ∧ · · · ∧ u−mNL−(L−1)N ∧ u−mNL−(L−1)N−1.
Note that
T (vL,N ) = z
m−1w1v1 ∧ z
m−1w2v1 ∧ · · · ∧ z
m−1wLv1
= u−mNL+(L−1)N+1 ∧ u−mNL+(L−2)N+1 ∧ · · · ∧ u−mNL+1
and
T (vL,N−1) = z
m−1w1v1 ∧ z
mw1vN ∧ z
m−1w2v1 ∧ z
mw2vN ∧ · · · ∧ z
m−1wLv1 ∧ z
mwLvN
= u−mNL+(L−1)N+1 ∧ u−mNL ∧ u−mNL+(L−2)N+1 ∧ u−mNL−N ∧ · · · ∧ u−mNL+1 ∧ u−mNL−(L−1)N
= (−1)1+2+···+(L−1)T (vL,N ) ∧ vL,N .
Define a bijective C-linear map T∞ : FM → FM+L by
T∞(v ∧ |−mNL〉) = T (v ∧ vL,N ) ∧ |−mNL〉 . (4.1)
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In the case L = 1, this is simply written as
T∞(uk1 ∧ uk2 ∧ · · · ) = uk1+1 ∧ uk2+1 ∧ · · · .
Lemma 4.1 (cf. [TU2, Lemma 6.9]). We have
TX(v ∧ vL,N ) ∧ |−mNL〉 = T (Xv ∧ vL,N ) ∧ |−mNL〉
for X = X±i,r,Hi,r (i = 1, . . . , N − 2) and
T 2X(v ∧ vL,N−1) ∧ |−mNL〉 = T
2(Xv ∧ vL,N−1) ∧ |−mNL〉
for X = X±N−1,r,HN−1,r.
We give a proof of Lemma 4.1 in the next subsection.
Proposition 4.2. We have
T−1∞ XT∞(v ∧ |−mNL〉) = ρ(X)(v ∧ |−mNL〉)
for X = X±i,r,Hi,r (i = 2, . . . , N − 1) and
T−2∞ XT
2
∞(v ∧ |−mNL〉) = ρ
2(X)(v ∧ |−mNL〉)
for X = X±1,r,H1,r.
Proof. We have
T∞(v ∧ |−mNL〉) = T (v ∧ vL,N ) ∧ |−mNL〉
by the definition (4.1) of T∞. The action of X ∈ Y on the right-hand side is given by
X(T (v ∧ vL,N ) ∧ |−mNL〉) = XT (v ∧ vL,N ) ∧ |−mNL〉
by its definition due to (3.1). We have
XT (v ∧ vL,N ) = Tρ(X)(v ∧ vL,N )
by Lemma 2.6. We use Lemma 4.1 for X = X±i,r,Hi,r (i = 2, . . . , N − 1) to obtain
Tρ(X)(v ∧ vL,N ) ∧ |−mNL〉 = T (ρ(X)v ∧ vL,N ) ∧ |−mNL〉 .
Hence we have
XT∞(v ∧ |−mNL〉) = T (ρ(X)v ∧ vL,N ) ∧ |−mNL〉
= T∞(ρ(X)v ∧ |−mNL〉)
= T∞ρ(X)(v ∧ |−mNL〉).
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By a similar argument, we have for X = X±N−1,r,HN−1,r that
XT 2∞(v ∧ |−mNL〉) = XT∞(T (v ∧ vL,N ) ∧ |−mNL〉)
= X(T 2(v ∧ vL,N ) ∧ T (vL,N ) ∧ |−mNL〉)
= (−1)L(L−1)/2X(T 2(v ∧ vL,N−1) ∧ |−mNL〉)
= (−1)L(L−1)/2XT 2(v ∧ vL,N−1) ∧ |−mNL〉
= (−1)L(L−1)/2T 2ρ2(X)(v ∧ vL,N−1) ∧ |−mNL〉
= (−1)L(L−1)/2T 2(ρ2(X)v ∧ vL,N−1) ∧ |−mNL〉
= T 2∞(ρ
2(X)v ∧ |−mNL〉)
= T 2∞ρ
2(X)(v ∧ |−mNL〉).
By Proposition 2.3 and 4.2, we conclude that the affine Yangian Yˆ acts on FM . The
action preserves each component F (c) since those of Y and sˆlN preserve it. We obtain
the main result of this paper.
Theorem 4.3. The actions of the affine Lie algebra sˆlN and the Yangian Y on the level
L Fock space F (c) is glued and extended to an action of the affine Yangian Yˆ.
4.2 Proof of Lemma 4.1
For P ∈ C[z±11 , . . . , z
±1
n ], w ∈ W
⊗n, and v ∈ V ⊗n, let
∧
P ⊗w ⊗ v denote the image of
P ⊗w ⊗ v in
∧n U ∼= (C[z±11 , . . . , z±1n ]⊗W⊗n)⊗CSn V ⊗n.
We recall the notation; M is a fixed integer and s ∈ {0, 1, . . . , NL − 1} is uniquely
determined by
M ≡ s mod NL.
Fix integers l ≥ d ≥ 0 and put n = s+ lNL. An integer m is uniquely determined by
M − (s+ lNL) = −mNL.
Before starting a proof, we provide two lemmas.
Lemma 4.4. If v ∈
∧n U has a factor zmwbva with a ≤ N − 1 then we have
T (v) ∧ |−mNL〉 = 0.
If v ∈
∧n U has a factor zmwbva with a ≤ N − 2 then we have
T 2(v) ∧ |−mNL〉 = 0.
Proof. Write uk = z
mwbva so that
k = a−N(b+ Lm) = −mNL+ a− bN.
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We see that T (uk) = uk+1 and k + 1 ≤ −mNL if a ≤ N − 1. This implies the first
assertion.
Similarly if a ≤ N − 2 then we have T 2(uk) = uk+2 and k+2 ≤ −mNL. This implies
the second assertion.
Next lemma is proved in [TU1, Proof of Proposition 5 (ii)].
Lemma 4.5. Fix k ≥ 1 and let P be an element of
span{zm11 · · · z
mn+k
n+k | m1, . . . ,mn+k ≤ m, #{i | mi = m} < k}.
Then we have ∧
P ⊗w ⊗ v ∈
⊕
l′>l
V l
′
M,n+k
for w ∈W⊗n+k and v ∈ V ⊗n+k.
Proof. We may assume m1 ≤ · · · ≤ mn+k. Then by the assumption on P , we have
mn+1 < m. Suppose
∧
P ⊗w⊗ v 6= 0. Then we see that m > mn+1 > mn+1−NL > · · · >
mn+1−lNL. This implies
deg
∧
P ⊗w ⊗ v ≥ l + 1.
Let us start a proof of Lemma 4.1. It is enough to show the equalities for X =
X±i,0,Hi,0,X
−
i,1 (i = 1, . . . , N − 1) since these elements generate Y.
Lemma 4.6. We have
X(v ∧ vL,N ) = Xv ∧ vL,N
for X = X±i ,Hi (i = 1, . . . , N − 2), and
X(v ∧ vL,N−1) = Xv ∧ vL,N−1
for X = X±N−1,HN−1.
Proof. We have XvL,N = 0 for X = X
±
i ,Hi (i = 1, . . . , N − 2) since factors of vL,N
concerning the slN -action is only vN . This implies X(v ∧ vL,N ) = Xv ∧ vL,N .
We have
X+N−1vN ∧ vN−1 = vN−1 ∧ vN−1 = 0
and
vN ∧X
+
N−1vN−1 = 0.
Hence we have X+N−1vL,N−1 = 0. Similarly we have X
−
N−1vL,N−1 = 0. We have
HN−1vL,N−1 = 0 since HN−1(vN ∧ vN−1) = 0. Therefore we have X(v ∧ vL,N−1) =
Xv ∧ vL,N−1 for X = X
±
N−1,HN−1.
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It remains to prove
TX−i,1(v ∧ vL,N ) ∧ |−mNL〉 = T (X
−
i,1v ∧ vL,N ) ∧ |−mNL〉 (4.2)
for i = 1, . . . , N − 2, and
T 2X−N−1,1(v ∧ vL,N−1) ∧ |−mNL〉 = T
2(X−N−1,1v ∧ vL,N−1) ∧ |−mNL〉 . (4.3)
First we prove (4.2). Recall that
X−i,1 = J(X
−
i )−
~
4
ωi,
where
ωi =
N∑
p=i+1
(Ei+1,pEp,i +Ep,iEi+1,p)−
i∑
p=1
(Ei+1,pEp,i + Ep,iEi+1,p).
Let ∆ be the coproduct on glN and put
ω′i = ∆(ωi)− ωi ⊗ 1
= 1⊗ ωi + 2
 N∑
p=i+1
(Ei+1,p ⊗ Ep,i + Ep,i ⊗ Ei+1,p)−
i∑
p=1
(Ei+1,p ⊗ Ep,i + Ep,i ⊗ Ei+1,p)
 .
Then we have
X−i,1(v ∧ vL,N ) = J(X
−
i )(v ∧ vL,N )−
~
4
(ωiv ∧ vL,N )−
~
4
ω′i(v ∧ vL,N ).
Therefore it is enough to show
TJ(X−i )(v ∧ vL,N ) ∧ |−mNL〉 = T (J(X
−
i )v ∧ vL,N ) ∧ |−mNL〉 (4.4)
and
Tω′i(v ∧ vL,N ) ∧ |−mNL〉 = 0. (4.5)
We show (4.4). Write v ∧ vL,N =
∧
P ⊗w ⊗ v, where
P = zm11 · · · z
mn
n (zn+1 · · · zn+L)
m,
w = wb1 ⊗ · · · ⊗ wbn ⊗w1 ⊗ · · · ⊗ wL,
v = va1 ⊗ · · · ⊗ van ⊗ v
⊗L
N .
We have (X−i )kv = 0 for k > n. This implies
J(X−i )(v ∧ vL,N ) =
n∑
k=1
∧
(P ⊗w)y
(n+L)
k ⊗ (X
−
i )kv.
Then (4.4) follows from
T
(∧
(P ⊗w)(y
(n+L)
k − y
(n)
k )⊗ (X
−
i )kv
)
∧ |−mNL〉 . (4.6)
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Since we have
y
(n+L)
k − y
(n)
k = −(d
(n+L)
k − d
(n)
k ) +
~
2
L∑
j=1
sk,n+j,
the equality (4.6) follows from the next lemma.
Lemma 4.7. Suppose i = 1, . . . , N − 2 and k = 1, . . . , n.
(i) We have ∧
(d
(n+L)
k − d
(n)
k )(P ⊗w)⊗ (X
−
i )kv = 0.
(ii) We have
T
(∧
(P ⊗w)sk,n+j ⊗ (X
−
i )kv
)
∧ |−mNL〉 = 0.
Proof. We prove (i). By the definition, we have
d
(n+L)
k − d
(n)
k = ~
1
2
+
L∑
j=1
(
zn+j
zk − zn+j
(1−Kk,n+j)Pk,n+j + rk,n+j
) .
By Lemma 3.4, we have
zn+j
zk − zn+j
(1−Kk,n+j)P = −(P + P
′),
where
P ′ =
m−mk−1∑
r=1
zrkz
−r
n+jP,
and
L∑
j=1
rk,n+jw =
1
2
w +
∑
1≤j≤L
j<bk
Pk,n+jw.
Hence we have
(d
(n+L)
k − d
(n)
k )(P ⊗w) = ~
− ∑
1≤j≤L
j>bk
P ⊗ Pk,n+jw −
L∑
j=1
P ′ ⊗ Pk,n+jw
 .
Provided j > bk, we see that ∧
P ⊗ Pk,n+jw ⊗ (X
−
i )kv = 0
since P⊗Pk,n+jw⊗(X
−
i )kv has z
mwbkvN as its (n+bk)-th and (n+j)-th factors. Moreover
we have ∧
P ′ ⊗ Pk,n+jw ⊗ (X
−
i )kv = 0. (4.7)
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Indeed, if the left-hand side is nonzero then it has degree d. However Lemma 4.5 implies
that its degree is greater than l, which is contradiction.
We prove (ii). We may assume ak = i, since (X
−
i )kv = 0 unless ak = i. Then
(P ⊗ w)sk,n+j ⊗ (X
−
i )kv has z
mwjvi+1 as its k-th factor. By the assumption we have
i+ 1 ≤ N − 1. Then Lemma 4.4 implies the assertion.
We show (4.5). In ω′i(v ∧ vL,N ), all terms but concerning
Ep,iv ∧ Ei+1,pvL,N
obviously vanish. Any nonzero summand of Ei+1,pvL,N has a factor z
mwjvi+1 for some j
with i+ 1 ≤ N − 1. Then Lemma 4.4 implies
T (Ep,iv ∧Ei+1,pvL,N ) ∧ |−mNL〉 = 0.
Now the proof of (4.2) is complete.
Next we prove (4.3). It is enough to show
T 2J(X−N−1)(v ∧ vL,N−1) ∧ |−mNL〉 = T
2(J(X−N−1)v ∧ vL,N−1) ∧ |−mNL〉 (4.8)
and
T 2ω′N−1(v ∧ vL,N−1) ∧ |−mNL〉 = 0. (4.9)
We show (4.8). Write v ∧ vL,N−1 =
∧
P ⊗w ⊗ v, where
P = zm11 · · · z
mn
n (zn+1 · · · zn+2L)
m,
w = wb1 ⊗ · · · ⊗wbn ⊗w
⊗2
1 ⊗ · · · ⊗ w
⊗2
L ,
v = va1 ⊗ · · · ⊗ van ⊗ (vN ⊗ vN−1)
⊗L.
Consider the difference
J(X−N−1)(v ∧ vL,N−1)− J(X
−
N−1)v ∧ vL,N−1
= −
n∑
k=1
∧
(d
(n+2L)
k − d
(n)
k )(P ⊗w)⊗ (X
−
N−1)kv
+
~
2
n∑
k=1
L∑
j=1
(∧
(P ⊗w)sk,n+2j−1 ⊗ (X
−
N−1)kv +
∧
(P ⊗w)sk,n+2j ⊗ (X
−
N−1)kv
)
+
L∑
j=1
(∧
(P ⊗w)y
(n+2L)
n+2j−1 ⊗ (X
−
N−1)n+2j−1v +
∧
(P ⊗w)y
(n+2L)
n+2j ⊗ (X
−
N−1)n+2jv
)
.
(4.10)
The term
L∑
j=1
∧
(P ⊗w)y
(n+2L)
n+2j−1 ⊗ (X
−
N−1)n+2j−1v
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vanishes since (X−N−1)n+2j−1v = 0. Then substituting
y
(n+2L)
n+2j = −d
(n+2L)
n+2j +
~
2
 ∑
k>n+2j
sn+2j,k −
∑
k<n+2j
sk,n+2j

to (4.10), we obtain
J(X−N−1)(v ∧ vL,N−1)− J(X
−
N−1)v ∧ vL,N−1
= −
n∑
k=1
∧
(d
(n+2L)
k − d
(n)
k )(P ⊗w)⊗ (X
−
N−1)kv
+
~
2
n∑
k=1
L∑
j=1
∧
(P ⊗w)sk,n+2j−1 ⊗ (X
−
N−1)kv +
~
2
n∑
k=1
L∑
j=1
∧
(P ⊗w)sk,n+2j ⊗ (X
−
N−1)kv
−
L∑
j=1
∧
d
(n+2L)
n+2j (P ⊗w)⊗ (X
−
N−1)n+2jv
+
~
2
L∑
j=1
∑
k>n+2j
∧
(P ⊗w)sn+2j,k ⊗ (X
−
N−1)n+2jv
−
~
2
L∑
j=1
∑
k<n+2j
∧
(P ⊗w)sk,n+2j ⊗ (X
−
N−1)n+2jv.
Lemma 4.8. We have the following:
(i) ∧
(d
(n+2L)
k − d
(n)
k )(P ⊗w)⊗ (X
−
N−1)kv = 0
for k = 1, . . . , n,
(ii) ∧
(P ⊗w)sk,n+2j ⊗ (X
−
N−1)kv = 0
for k = 1, . . . , n and j = 1, . . . , L,
(iii) ∧
d
(n+2L)
n+2j (P ⊗w)⊗ (X
−
N−1)n+2jv = 0
for j = 1, . . . , L,
(iv) ∧
(P ⊗w)sn+2j,k ⊗ (X
−
N−1)n+2jv = 0
for j = 1, . . . , L and k > n+ 2j,
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(v) ∧
(P ⊗w)sk,n+2j ⊗ (X
−
N−1)n+2jv = 0
if either
• n < k < n+ 2j; or
• k = 1, . . . , n and ak = N ,
(vi)
T 2
(∧
(P ⊗w)sk,n+2j ⊗ (X
−
N−1)n+2jv
)
∧ |−mNL〉 = 0
if k = 1, . . . , n and ak ≤ N − 2.
Proof. We prove (i). We have
d
(n+2L)
k − d
(n)
k = ~
1 + 2L∑
j=1
(
zn+j
zk − zn+j
(1−Kk,n+j)Pk,n+j + rk,n+j
) .
By Lemma 3.4, we have
zn+j
zk − zn+j
(1−Kk,n+j)P = −(P + P
′),
where
P ′ =
m−mk−1∑
r=1
zrkz
−r
n+jP,
and
2L∑
j=1
rk,n+jw = w +
∑
1≤j≤L
j<bk
(Pk,n+2j−1w + Pk,n+2jw) .
Hence we have
(d
(n+2L)
k − d
(n)
k )(P ⊗w)
= ~
(
2P ⊗w +
∑
1≤j≤L
j<bk
(
P ⊗ Pk,n+2j−1w + P ⊗ Pk,n+2jw
)
−
2L∑
j=1
P ⊗ Pk,n+jw −
2L∑
j=1
P ′ ⊗ Pk,n+jw
)
= ~
− ∑
1≤j≤L
j>bk
(
P ⊗ Pk,n+2j−1w + P ⊗ Pk,n+2jw
)
−
2L∑
j=1
P ′ ⊗ Pk,n+jw
 .
A similar argument as in the proof of Lemma 4.7 (i) implies the assertion.
We prove (ii). We may assume ak = N − 1. Then (P ⊗ w)sk,n+2j ⊗ (X
−
N−1)kv has
zmwjvN as its k-th and (n+ 2j − 1)-th factors. Hence it vanishes after taking wedge.
We prove (iii). We calculate d
(n+2L)
n+2j (P ⊗w). By Lemma 3.4, we have
zn+2j
zk − zn+2j
(1−Kk,n+2j)P =
{
0 if n < k < n+ 2j,
−(P + P ′) if k = 1, . . . , n,
where
P ′ =
m−mk−1∑
r=1
zrkz
−r
n+2jP,
and
zk
zk − zn+2j
(1−Kk,n+2j)P = 0
for k > n+ 2j. Note that for w = wb1 ⊗ · · · ⊗ wbn ⊗ w
⊗2
1 ⊗ · · · ⊗ w
⊗2
L , we see that
k < n+ 2j and j ≤ bk imply 1 ≤ k ≤ n,
k > n+ 2j implies j ≥ bk.
Hence we have ∑
k<n+2j
rk,n+2jw =
1
2
∑
1≤k≤n
j=bk
w +
∑
1≤k≤n
j<bk
Pk,n+2jw
and ∑
k>n+2j
rn+2j,kw = 0.
Therefore
d
(n+2L)
n+2j (P ⊗w) = (constant)P ⊗w
+ ~
− n∑
k=1
(P + P ′)⊗ Pk,n+2jw +
1
2
∑
1≤k≤n
j=bk
P ⊗w +
∑
1≤k≤n
j<bk
P ⊗ Pk,n+2jw
 .
We have ∧
P ⊗w ⊗ (X−N−1)n+2jv = 0
since P ⊗ w ⊗ (X−N−1)n+2jv has z
mwjvN as its (n + 2j − 1)-th and (n + 2j)-th factors.
We have ∧
P ⊗ Pk,n+2jw ⊗ (X
−
N−1)n+2jv = 0
since P ⊗ Pk,n+2jw ⊗ (X
−
N−1)n+2jv has z
mwbkvN as its (n + 2j)-th and (n + 2bk − 1)-th
factors. We have ∧
P ′ ⊗ Pk,n+2jw ⊗ (X
−
N−1)n+2jv = 0
by the same reason as (4.7).
We prove (iv). If k = n+ 2p− 1 for some p, then (P ⊗w)sn+2j,k ⊗ (X
−
N−1)n+2jv has
zmwjvN as its (n + 2j − 1)-th and (n + 2p − 1)-th factors. If k = n + 2p, then it has
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zmwpvN as its (n + 2j)-th and (n + 2p − 1)-th factors. Hence in both cases it vanishes
after taking wedge.
We prove (v). First suppose n < k < n+2j. Then (P ⊗w)sk,n+2j ⊗ (X
−
N−1)n+2jv has
zmwbkvN as its (n + 2bk − 1)-th and (n + 2j)-th factors. Next suppose k = 1, . . . , n and
ak = N . Then it has z
mwjvN as its k-th and (n+2j − 1)-th factors. Hence in both cases
it vanishes after taking wedge.
We prove (vi). Since (P ⊗ w)sk,n+2j ⊗ (X
−
N−1)n+2jv has z
mwjvak as its k-th factor,
Lemma 4.4 implies the assertion.
We obtain
T 2
(
J(X−N−1)(v ∧ vL,N−1)− J(X
−
N−1)v ∧ vL,N−1
)
∧ |−mNL〉 =
~
2
∑
1≤k≤n
ak=N−1
L∑
j=1
T 2
(∧
(P ⊗w)sk,n+2j−1 ⊗ (X
−
N−1)kv −
∧
(P ⊗w)sk,n+2j ⊗ (X
−
N−1)n+2jv
)
∧|−mNL〉 .
Thus the equality (4.8) follows from the next lemma.
Lemma 4.9. Suppose ak = N − 1. Then we have∧
(P ⊗w)sk,n+2j−1 ⊗ (X
−
N−1)kv =
∧
(P ⊗w)sk,n+2j ⊗ (X
−
N−1)n+2jv
for k = 1, . . . , n and j = 1, . . . , L.
Proof. Suppose ak = N − 1. Then (P ⊗w)sk,n+2j−1 ⊗ (X
−
N−1)kv has
zmwjvN , z
mkwbkvN , z
mwjvN−1
as its k-th, (n+ 2j − 1)-th, (n+ 2j)-th factors, while (P ⊗w)sk,n+2j ⊗ (X
−
N−1)n+2jv has
zmwjvN−1, z
mwjvN , z
mkwbkvN
as its k-th, (n + 2j − 1)-th, (n + 2j)-th factors. Their remaining factors are the same.
Hence they coincide after taking wedge.
We show (4.9). Note that
ωN−1 = −
N−2∑
p=1
(EN,pEp,N−1 + Ep,N−1EN,p) +HN−1EN,N−1 + EN,N−1HN−1

In ω′N−1(v ∧ vL,N−1), all terms but concerning
EN,pv ∧ Ep,N−1vL,N−1
obviously vanish. Any nonzero summand of Ep,N−1vL,N−1 has a factor z
mwjvN ∧ z
mwjvp
for some j with p ≤ N − 2. Then Lemma 4.4 implies
T 2(EN,pv ∧ Ep,N−1vL,N−1) ∧ |−mNL〉 = 0.
Now the proof of (4.3) is complete.
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