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Abstract: We study the problem of testing the existence of a heterogeneous dense subhypergraph.
The null hypothesis corresponds to a heterogeneous Erdös-Rényi uniform random hypergraph and the
alternative hypothesis corresponds to a heterogeneous uniform random hypergraph that contains a
dense subhypergraph. We establish detection boundaries when the edge probabilities are known and
construct an asymptotically powerful test for distinguishing the hypotheses. We also construct an
adaptive test which does not involve edge probabilities, and hence, is more practically useful.
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1. Introduction
Suppose (V , E) is an undirected m-uniform hypergraph on N := |V| vertices with an edge set E . Each edge
in E contains exactly m distinct vertices. Without loss of generality, assume V = [N ] := {1, 2, . . . , N}. The
adjacency tensor is an m-dimensional 0-1 symmetric array A ∈ ({0, 1}N)⊗m such that Ai1i2...im = 1 if and
only if {i1, i2, . . . , im} ∈ E . This implies that Ai1i2...im = 0 if {i1, i2, . . . , im} contains identical indexes, i.e.,
no self-loops are existent. Symmetry is defined as Ai1i2...im = Aj1j2...jm if i1, i2, . . . , im is a permutation
of j1, j2, . . . , jm. Let p = {pi1i2...im ∈ [0, 1] : 1 ≤ i1 < i2 < · · · im ≤ N} be a collection of edge-specific
probability values. Let Hm(N, p) denote the Erdös-Rényim-uniform random hypergraph (see [28] form = 2).
Equivalently, Ai1i2...im , 1 ≤ i1 < i2 < · · · im ≤ N , are independent Bernoulli variables with
P(Ai1i2...im = 1) = pi1i2...im . (1)
For a positive integer n < N , a subset S ⊂ V with |S| = n and a scalar ρS > 1, let Hm(N, p;n, ρS) denote an
m-uniform random hypergraph with a dense subhypergraph S. Equivalently, Ai1i2...im , 1 ≤ i1 < i2 < · · · <
im ≤ N , are independent Bernoulli variables such that
P(Ai1i2...im = 1) =
{
pi1i2...imρS , i1, i2, . . . , im ∈ S,
pi1i2...im , otherwise.
(2)
The assumption ρS > 1 implies that the vertices within S are more possibly connected, so S can be viewed
as an underlying dense subhypergraph. Since the Bernoulli probabilities in (1) and (2) are edge-specific,
models Hm(N, p) and Hm(N, p;n, ρS) are both heterogeneous. Given A, we are interested in the following
hypothesis testing problem:
(null hypothesis) H0: A ∼ Hm(N, p)
(alternative hypothesis) H1: there exists an S ⊂ V with |S| = n and a ρS > 1 (3)
such that A ∼ Hm(N, p;n, ρS).
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The null hypothesis in (3) says that A follows an Erdös-Rényim-uniform random hypergraph. The alternative
hypothesis says that A follows an m-uniform random hypergraph with an underlying dense subhypergraph.
When m = 2, [5] derive detection boundaries for testing (3). There is a lack of literature dealing with (3) for
arbitrary m which will be investigated in this paper.
Given an observed hypergraph with an adjacency tensor A, a statistical test T for testing (3) is a function
of A such that T = 1 if H0 is rejected and T = 0 otherwise. Define the risk of T as
φN (T ) = P0(T = 1) + max
|S|=n
PS(T = 0).
Here P0 and PS are the probability measures under H0 and H1, respectively. If φN (T ) → 0 (or φN (T ) → 1),
we say that the test T is asymptotically powerful (or asymptotically powerless). In this paper, we provide
conditions under which all tests for (3) are asymptotically powerless. We also provide conditions under which
(3) is asymptotically distinguishable. As an initial stage, we consider the case of known p and construct an
asymptotically powerful test statistic. We then move forward to the more realistic unknown p scenario and
construct an adaptive test statistic. Our work is a hypergrahic extension of [5]. There are rich literature on
classic homogeneous sub(hyper)graph detection or testing in which pi1i2...im is constant. For instance, [24, 19,
32, 11, 18, 13, 23, 31] proposed various detection algorithms. In stochastic block models, various algorithms
for detecting the underlying communities have been proposed in [15, 16, 3, 9, 12, 21, 22, 26, 27, 20, 14, 1, 2],
and [30] established sharp boundaries for testing the existence of communities. More references could be
found in the survey paper [6]. Nonetheless, problem (3) is more challenging than the above homogeneous
scenarios due to degree heterogeneity.
The rest of the paper proceeds as follows. In Section 2, we derive detection boundaries with all model pa-
rameters being known. In Section 3, we construct an adaptive test to address the unknown edge probabilities.
All additional proofs are deferred to Section 4.
2. Detection boundary when p is known





ρ2Spi1i2...im = o(1). (4)




the number of edges of the subhypergraph restricted to the vertex set D ⊂ V . Under H0, the edge rate is





. Here E0 is the expectation under H0. Denote x∧y = min{x, y},
x ∨ y = max{x, y} and [x]+ = max{x, 0}. Let
h(x) = (x+ 1) log(x+ 1)− x, ∀x ∈ [0, 1]
which is related to the Kullback-Leibler divergence between two Bernoulli distributions. Consider the fol-
lowing two scenarios regarding n,N,m, µD,m.
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The two scenarios above impose suitable assumptions on n,N,m, µD,m. For instance, (5) says that the ratio
of µD,m to µS,m is well controlled when D ⊂ S has small cardinality, i.e., a small D ⊂ S with large node
degrees is nonexistent. Hence, (5) could be considered as a measure of heterogeneity. Condition (6) or (7)
requires the edge density in the dense subhypergraph being not too small, which implies that the underlying
subhypergraph has enough signal to be detected. The conditions degenerate to [5] when m = 2. For m ≥ 3
and µS,m = µS,2, condition (6) is weaker than m = 2. The theorem below provides a circumstance that
the hypotheses in (3) are asymptotically indistinguishable, which is a generalization of [5] to arbitrary fixed
m ≥ 3. The indistinguishable regions for m ≥ 3 and m = 2 are significantly different and the proof is
technically much more involved.
Theorem 2.1. Under either Scenario I or Scenario II, all tests are asymptotically powerless if there exists










≤ 1− ǫ. (8)
Condition (8) is equivalent to that for any S ⊂ V with |S| = n,







Theorem 2.1 says that if ρS is close to one uniformly for S of cardinality n, then the hypotheses in (3) are
indistinguishable. When m = 2, (8) degenerates to condition (5) in [5]. To gain more insights about how (8)
varies along with m, we suppose µD,m = µD,2 for m ≥ 3, i.e., the edge rates are constant along with m. Since
|D|(m) increases in m, the RHS of (9) decreases in m, i.e., the range of ρS becomes smaller. This implies
that testing (3) for general m ≥ 3 becomes easier than m = 2. Proof of Theorem 2.1 proceeds by showing
that the hypotheses in (3) are asymptotically mutually contiguous under (8) which requires analyzing the
likelihood ratio statistic.




for any q ∈ (0, 1), and Λim(θ) = log(1−pim +pimeθ). Let Hp(q) be the Kullback-Leibler
divergence from Bern(q) to Bern(p) defined as Hp(q) = q log
q
p + (1− q) log
1−q
1−p , for p, q ∈ (0, 1). For a given
























|S|=n LS . We adopt





|S|=n LSIΓS , where IE is an indicator








ζDθim(ρSpim), all D ∈ ES
}
,
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with ζD provided in Lemma 4.1. We will proceed by showing E0L̃ = 1+ o(1) and E0L̃
2 ≤ 1+ o(1), where E0
denotes expectation under H0.
We begin with the first-order moment. It is easy to verify E0L̃ = PSΓS . Note that θim(ρSpim) ∼ log ρS
uniformly for all im ∈ S with |S| = n by a similar proof of equation (54) in [5]. By Bennett’s inequality, it
follows that






















































































Hence, E0L̃ = 1 + o(1).
We next consider the second-order moment. For S1, S2 ⊂ V with |S1| = |S2| = n, let D = S1∩S2. Clearly,
















































≤ pim(ρS1 − 1)2.
Besides,
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= 1 + o(1).
Note that log ζDlog ρS1
∼ θim (ζDpim )θim (ρS1pim ) uniformly for im ∈ D, D ∈ ES1 and |S1| = n. For any x ∈ [0, 1] and









2θim(ρS1pim) (xAim + (1− x)ζDpim)− 2Λim(θim(ρS1pim))
))]
,
which is minimized at x =
θim (ζDpim )
2θim (ρS1pim )


















= Hpim (ζDpim) − 2HρS1pim (ζDpim), the second inequality follows from the proof of Theorem 1
in [5] and the last step follows from Lemma 4.2. Then the proof is complete.
Next, we shall show that the condition (8) in Theorem 2.1 is also necessary for indistinguishability. Define
the hypergraphic scan statistic as
Tn = max
D⊂V,|D|≤n











In the above, E0[AD] =
∑
im∈D









Theorem 2.2. Suppose n = o(N) and ρSE0[AD∗
S
] → ∞. The scan test Tn is asymptotically powerful if there










≥ 1 + ǫ. (11)
Theorem 2.2 can be proved similarly as Theorem 2 in [5]. Specifically, it applies the Bennett’s inequality
to show that the γN -risk of the scan test Tn tends to zero. Theorems 2.1 and 2.2 together depict a detection
boundary for testing (3).
3. An adaptive test
In practice, p is often unknown so the test statistic Tn may not be applicable. Instead, we will propose a new
test which is adaptive to the value of p. This problem is challenging since p contains N (m) unknown param-
eters and estimation of these large amount of parameters seems infeasible. To reduce the amount of over-
parametrization, consider a special case that pi1...im =
∏m
k=1 Wik for an unknown vector W = (W1, . . . ,WN )
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where δm = 0 for evenm and δm ∈ (0, 1) for oddm,Wmax = max {W1, . . . ,WN} andWmin = min{W1, . . . ,WN}.
Note that the RHS of (12) converges to zero faster when m is even. Condition (12) accommodates hetero-
geneity in the hypergraph. To see this, consider n =
√














k(m+1) times of the average degree of node 1 (of order Nm−1−
1
k(m+1) ).
When the edge probability p is unknown, we need to modify the scan test. Essentially, we have to estimate





























2 for even m, and tm =
m+1
2 for odd m, and D
c = V −D. Define

















Note that T̂n does not involve p and hence is adaptive. Theorem 3.1 shows that T̂n is asymptotically powerful
under the condition (11).
Theorem 3.1. Suppose n = o(N) and ρSE0[AD∗
S
] → ∞. If (11) holds, then the modified scan test T̂n is
asymptotically powerful.
Based on Theorem 3.1, the modified scan test T̂n still can achieve the detection boundary in Theorem
2.2. Moreover, the rate n
m
m+1 is optimal under Scenario I and Scenario 2 and it can’t be improved.
The main ingredient in the proof of Theorem 3.1 is to show that p̂D,m can accurately estimate E0[AD],
hence, T̂n will perform similarly as Tn. Before proving Theorem 3.1, let us provide a quick sketch on the
estimation accuracy of p̂D,m. Under assumption (12), it can be shown that for any D ⊂ V ,
∑
i∈V−D Wi −∑









































Wi1 · · ·Wim
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By law of large number, it can be shown that AV = (1 + oP (1))E0[AV ], and for any D ⊂ V , AD,Dc =







Wi1 · · ·Wim ,




































Wi1 · · ·Wim
=











= (1 + oP (1))p̂D,m − o(E0[AD]). (14)
Therefore, (1 + oP (1))p̂D,m = (1 + oP (1))E0[AD], i.e., p̂D,m is proven a good estimator of E0[AD].






















≤ 1 + op(1). (15)
Define D =
{
D ⊂ V : n 1m+1 ≤ |D| ≤ n, p̂∗D,m ≤ E0[AD]
}
. It suffices to prove (15) forD ∈ D. By the definition













































































For even m and a constant c1 > 0, using the last term k =
m
2 in (16), we have
E0[AD,Dc ] ≥ c1|D| log2
N
|D| .
For odd m and a constant c2 > 0, using the last term k =
m+1
2 in (16), we have
E0[AD,Dc ] ≥ c2N1+δm ≥ c2|D| log2
N
|D| .












































































Here, we used the fact that h(x) ∼ x22 for x = o(1). Consequently, we have
AD,Dc = (1 + op(1))E0[AD,Dc ],
uniformly for D ∈ D. Obviously,
AV = (1 + oP (1))E0[AV ].





= 1 + op(1).
Then by the proof of Theorem 2.2, the type I error goes to zero.
Next, we control type II error. Obviously, we have
AD∗,D∗c = (1 + op(1))E1[AD∗,D∗c ], AV = (1 + oP (1))E1[AV ].
By assumption (12), since ρSW
m









1 ≤ E1[AD∗,D∗c ]
E0[AD∗,D∗c ]
≤ 1 + E1[AD∗,C−D∗ ]
E0[AD∗,D∗c ]
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Hence, E1[AD∗,D∗c ] = (1+ o(1))E0[AD∗,D∗c ]. Similarly we can get E1[AV ] = (1+ o(1))E0[AV ]. Consequently,
we have
AD∗,D∗c = (1 + op(1))E0[AD∗,D∗c ], AV = (1 + oP (1))E0[AV ].
By Lemma 4.6, one has p̂D∗,m = (1 + op(1))E0[AD∗ ]. Hence,






If p̂∗D∗,m = (1 + op(1))E0[AD∗ ], the proof is the same as Theorem 2.2.




|D∗| > E0[AD∗ ]. Note that h










































≥ E1[AD∗ ] log
E1[AD∗ ]
p̂∗D∗,m
≥ E1[AD∗ ] log
ρS
log2m N|D∗|
≥ E1[AD∗ ] log ρS = E0[AD∗ ]h(ρS − 1)
≥ (1 + ǫ)|D∗| log N|D∗| .
Proof is complete.
4. Proof of additional lemmas
In this section, we prove the lemmas. For a subset S ⊂ V , define
ES =
{














The following preliminary lemmas can be found in [5].
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Lemma 4.1. Under the conditions of Theorem 2.1, for any S ⊂ V with |S| = n and D ∈ ES , there is an
unique number ζD ≥ 1 satisfying
(1 + ǫ)E0[AD]h(ζD − 1) = |D| log
N
|D| ,
and θi1...im(ζDpi1...im) ≤ 2θi1...im(ρSpi1...im) for i1, . . . , im ∈ D.

















Lemma 4.3. Under the conditions of Theorem 2.1, for any S ⊂ V with |S| = n and D ∈ ES , we have
log n|D|
log Nn












Hence, by (6), we get




which implies ηS = 1 + o(1). Hence, h(ηS − 1) ∼ (ηS−1)
2
2 . If |D| < n(Nn )γN , then we have
(ρS − 1)2
E0[AD]
|D| ≤ (ηS − 1)
2 |D|(m)
|D| µD,m































This is a contradiction to the fact that D ∈ ES . As a result, we have |D| ≥ n(Nn )γN . Then the desired result
follows.
Under Scenario II, the proof is almost the same as in [5]. We omit it here.
Lemma 4.4. Under the assumption (12), we have |D∗| ≥ n 1m+1 .
Proof of Lemma 4.4. Note that the function f(x) = (x− 1) · · · (x−m+ 1)/(logN − log x) is increasing for
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Hence, by the definition of D∗, we get |D∗| ≥ n 1m+1 .









k be a function on xi ∈
[a, b], i = 1, 2, . . . n and 0 < a < b < 1. Then
max
xi∈[a,b],i=1,...,n
f(x1, . . . , xn) ≤
x0(a
k − bk) + nbk












(ak − bk)nb− kn(a− b)bk
(k − 1)(a− b)(ak − bk) .
Proof of Lemma 4.5. Consider f(x1, . . . , xn) as a function of x1 with the rest arguments fixed. The derivative







































f(x1, . . . , xn) is decreasing as a function of x1. Hence, we get
max
x1∈[a,b]





















Repeating this procedure for each x2, . . . , xn, we conclude
max
xi∈[a,b],i=1,...,n
f(x1, . . . , xn) = max
0≤x≤n,x:integer




x(ak − bk) + nbk
[x(a− b) + nb]k
.
Let g(x) = x(a
k−bk)+nbk
[x(a−b)+nb]k
for 0 ≤ x ≤ n. The derivative of g(x) is
gx =
(k − 1)(a− b)(ak − bk)
[x(a− b) + nb]k+1
(x0 − x) .
When x < x0, g(x) is increasing. When x > x0, the g(x) is decreasing. Hence, maxx∈[0,n] g(x) = g(x0). Note
that
x0(a
k − bk) + nbk = (a
k − bk)nb− kn(a− b)bk
(k − 1)(a− b) + nb
k
=












x0(a− b) + nbk =
knb
k − 1 −
knbk
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Lemma 4.6. Under the assumption (12), if
AV = (1 + oP (1))E0[AV ],
AD,Dc = (1 + oP (1))E0[AD,Dc ],
uniformly for all D ⊂ V with n 1m+1 ≤ |D| ≤ n, then
p̂D,m = (1 + op(1))E0[AD],
uniformly for all D ⊂ V with n 1m+1 ≤ |D| ≤ n. Under H1, the above result still holds.




m − (x− 2y) 1m
)m
for x ≥ 2y. At a fixed point (a, b),
the Taylor expansion is
f(x, y) = f(a, b) +
∂f
∂x
(x∗, y∗)(x− a) + ∂f
∂y
(x∗, y∗)(y − b), (17)































































Hence, we get f(E0[AV ],E0[AD,Dc ]) = (1 + o(1))E0[AV ] uniformly in D. For (x, y) = (AV , AD,Dc) and
(a, b) = (E0[AV ],E0[AD,Dc ]), we also have
∂f
∂x
(x∗, y∗) = 1 + op(1),
∂f
∂y
(x∗, y∗) = 2 + op(1).





f(E0[AV ],E0[AD,Dc ])(1 + o(1))
= 1 + op(1).
It suffices to show E0[AV ] = 2
m







Wi1 · · ·Wim , (19)























i , k =































Hence, (19) holds. Under H1, the result can be similarly proved.
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