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We numerically investigate stress relaxation in soft athermal disks to reveal critical slowing down
when the system approaches the jamming point. The exponents describing the divergence of the
relaxation time differ dramatically depending on whether the transition is approached from the
jammed or unjammed phase. This contrasts sharply with conventional dynamic critical scaling
scenarios, where a single exponent characterizes both sides. We explain this surprising difference
in terms of the vibrational density of states (vDOS), which is a key ingredient of linear viscoelastic
theory. The vDOS exhibits an extra slow mode that emerges below jamming, which we utilize to
demonstrate the anomalous exponent below jamming.
Amorphous materials such as suspensions, emulsions,
foams, and granular materials are important in engineer-
ing science, and a better understanding of their rheol-
ogy is of central importance in many manufacturing pro-
cesses [1]. Although the rheophysics of amorphous ma-
terials has a long history, predictive description of their
elasto-visco-plastic response remains challenging [2]. Re-
cently, physicists have focused on steady shear flow near
the jamming transition at the packing fraction φJ [3–14].
Sufficiently close to jamming (∆φ ≡ φ− φJ → ±0), rhe-
ological flow curves (stress-strain rate relations) can be
collapsed to master curves [3], reminiscent of critical scal-
ing functions near a second order phase transition [15].
Critical scaling implies the existence of a diverging time
scale tsf ∼ |∆φ|
−α. While details of the jamming scaling
scenario remain controversial, there is general agreement
that the exponent α is the same on either side of the
transition, with estimates for its value ranging from 2 to
3 [16].
Steady shear flow is not the only way to probe time
scales near jamming – viscoelastic tests can also be used.
Viscosities measured via stress relaxation or oscillatory
shear need not match the steady state viscosity, though
in practice they are often comparable [1]. Unlike steady
flow, numerical studies of viscoelasticity typically apply
perturbations to an isotropic reference state. This is
an important distinction, because there is evidence that
(nearly) jammed states encode their loading history in
their vibrational spectrum. Lerner et al. related the di-
vergence of tsf to this self-organization under steady shear
[17], and recently Ikeda et al. identified similar effects un-
der isotropic compression [18]. However, it remains un-
clear what happens when a system is prepared isotropi-
cally and then subjected to a transverse stress increment,
i.e. shear.
Above jamming, small amplitude oscillatory shear and
stress relaxation tests in D = 2 dimensions reveal a di-
verging relaxation time t∗+ ∼ ∆φ
−ν+ with ν+ = 1 [19–
21] – the viscoelastic relaxation time also diverges, albeit
more slowly than tsf . This result is consistent with theo-
retical predictions for both D = 2 and 3, which relate t∗+
to a broadening distribution of overdamped eigenmodes
near φJ [22]. 3D stress relaxation tests below jamming
also reveal a diverging time scale, t∗− ∼ |∆φ|
−ν− [23].
However, the exponent ν− ≈ 3.3 is much larger than
unity, reminiscent of the exponent α for steady flow. The
large difference between ν+ and ν− represents a surpris-
ing departure from conventional dynamic critical scaling,
where a single exponent describes the divergence on both
sides of the transition [15]. The conventional scenario is
in fact observed in closely related systems of overdamped
spring networks, with ν+ = ν− = 1 [24]. Hence from this
perspective ν− is the anomalous exponent. Resolving
this discrepancy and understanding its origin represent
an important challenge in jamming and rheology.
In this Letter, we use molecular dynamics (MD) sim-
ulations of 2D stress relaxation tests to present the first
simultaneous measurements of ν+ and ν−. We verify
the large difference between the two exponents, elimi-
nating the possibility that their difference was spurious
or due to different measurement techniques. We further
establish qualitative similarities between viscoelastic re-
laxation and steady state rheology below jamming, in-
cluding the anomalously large value of ν−. We relate this
difference to the same self-organization process identified
previously in steady flow and isotropic cooling.
Numerical methods.— We perform simulations of 50 :
50 binary mixtures of N disks with diameter ratio 1.4 :
1, a standard model in the jamming literature [25, 26].
Initial conditions are prepared in a L×L square periodic
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FIG. 1. (a) Anisotropic force-chains (solid lines) immedi-
ately after applying a step strain γ, where the line width is
proportional to the strength of elastic force between the disks
(circles) in contact. (b) Non-affine displacements δui (arrows)
during the relaxation and (c) force-chains after the relaxation.
The lower panel is a sketch of stress relaxation σ(t), where the
solid and dotted lines are the shear stress above and below the
jamming transition, respectively. The power-law relaxation
σ(t) ∼ t−1/2 is observed in shear thinning regime t0 < t < t
∗.
In quasi-static limit t > t∗, the shear stress is finite (σ∞ > 0)
above jamming, while it drops to zero below jamming.
box [27] at a controlled area fraction φ near the jamming
point φJ ≃ 0.8433. The force between the disks, i and
j, in contact is modeled as f elij = kξijnij , where k is the
stiffness and nij ≡ rij/|rij | with the relative position
rij ≡ ri − rj is the normal unit vector. The force is
linear in the overlap ξij ≡ Ri + Rj − |rij | > 0, where
Ri (Rj) is the radius of the disk i (j). The motion of
the disk i is described by overdamped dynamics [3, 4, 7,
23], i.e. k
∑
j ξijnij + ηr˙i = 0, where η is introduced as
the damping coefficient. In this model, the stiffness and
damping coefficient determine a time scale t0 ≡ η/k.
Relaxation tests.— To study viscoelastic properties of
a packing, we apply a small strain step γ to the sys-
tem, where every disk’s position (xi, yi) is replaced with
(xi + γyi, yi) under the Lees-Edwards boundary condi-
tions [23]. Figure 1(a) shows a snapshot of the anisotropic
force-chains (solid lines) that develop immediately af-
ter the simple shear deformation. The affine displace-
ments uaffinei = (γyi, 0) generate force imbalances, and
for t > 0 the particles are allowed to relax to a new
mechanical equilibrium while γ is held fixed via the
Lees-Edwards boundary conditions. As in Fig. 1(b), we
observe complex non-affine displacements of the disks,
δui = ui−u
affine
i , during the relaxation. After relaxation
the initial force-chains are significantly weakened (Fig.
1(c)) and the shear stress has been reduced. Shear stress
is calculated as σ(t) = L−2
∑
i>j f
el
ijx(t)rijy(t), where
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FIG. 2. Double logarithmic plots of the scaled shear mod-
ulus G(t)/G(0) and scaled time t/t0, where the dotted line
represents the power law decay G(t) ∼ t−1/2. The area frac-
tion φ increases as indicated by the arrow and listed in the
legend, where the (blue) open and (red) closed symbols rep-
resent the data below (φ < φJ ) and above jamming (φ > φJ ),
respectively. Here, γ = 10−2 is applied to N = 131072 disks.
f elijx(t) and rijy(t) are the x- and y-components of the
elastic force and relative position, respectively. We ne-
glect infinitesimal kinetic contributions to the stress and
subtract the pre-stress (the shear stress in prepared pack-
ing) from numerical data to reduce noise.
If the strain step is sufficiently small, γ ≪ 1, the shear
stress is described by linear viscoelasticity [1],
σ(t) =
∫ t
−∞
G(t− t′)γ˙(t′)dt′ = γG(t) , (1)
where γ˙(t) = γδ(t) is the imposed shear rate and G(t)
is the time-dependent shear modulus. Figure 2 displays
our numerical results of scaled shear modulus G(t)/G(0),
where the area fraction φ increases across the jamming
point φJ (as indicated by the arrow). We observe instan-
taneous responses on a short time scale t < t0 regardless
of the area fraction. Below jamming (φ < φJ ), the shear
stress finally decays to zero, while it asymptotically de-
creases to a finite remnant stress σ∞ = γG∞ above jam-
ming (φ > φJ ). As the system approaches the jamming
transition, we find power-law decay G(t) ∼ t−1/2 in the
intermediate time scale t0 < t < t
∗, where the relaxation
time t∗ strongly depends on the proximity to jamming.
From these observations, we divide the time development
of shear modulus into three different regimes: (i) In-
stantaneous response G(t) ∼ const., (ii) shear thinning
G(t) ∼ t−1/2, and (iii) quasi-static limit G(t) ∼ 0 for
φ < φJ and G(t) ∼ G∞ for φ > φJ [22].
Critical divergence of the relaxation time.— To esti-
mate the relaxation time t∗, we collapse the data of the
shear modulus. Figure 3 plots G(t) against time, where
310-4
10-3
10-2
10-1
100
101
102
103
104
105
10-10 10-8 10-6 10-4 10-2 100 102 104 106
FIG. 3. Data collapses of the time dependent shear modulus
G(t), where the dotted line and symbols are as in Fig. 2.
The horizontal solid line indicates the static shear modulus
G∞ ∼ |∆φ|
λ+ . See the text for the exponents, ν± and λ±.
they are scaled by |∆φ|λ± and |∆φ|ν± , respectively. The
data above jamming (closed symbols) are well collapsed
by the exponents, λ+ = 0.5 and ν+ = 1.0, implying
emergence of the static shear modulus G∞ ∝ ∆φ
1/2, and
divergence of the relaxation time t∗ ∼ ∆φ−1 [28]. These
results are consistent with prior numerical measurements
[19–21] and theoretical predictions [22]. On the other
hand, we find excellent data collapse for data below jam-
ming (open symbols) using λ− = 1.25 and ν− = 2.7.
Note that the scaling relation λ±/ν± ≃ 1/2 is satisfied
both above and below jamming (see Supplemental Ma-
terial (SM) [29]). Therefore, the relaxation time scales
differently on either side of jamming,
t∗ ∼
{
∆φ−1 (φ > φJ )
|∆φ|−2.7 (φ < φJ )
. (2)
Linear viscoelastic theory.— We now rationalize the
two different scaling relations of Eq. (2) using viscoelastic
theory [22] and numerical measurements of the relaxation
spectrum. To begin, it is useful to note certain properties
of ıωG∗(ω), the Fourier transform of G(t). Here G∗ =
G′ + ıG′′ is known as the complex shear modulus, while
G′ and G′′ are the storage and loss moduli, respectively.
Because G(t) is a real-valued function, G′ (G′′) must be
even (odd) in ω. Assuming G∗ is analytic and taking the
limit ω → 0, it follows that G′ −G∞ ∼ ω
2 and G′′ ∼ ω.
(We recall that G∞ ≡ G
′(0) is zero in a fluid and finite
in a solid.) The relaxation time is the scale where these
elastic and viscous contributions to the stress balance:
t∗ = lim
ω→0
G′ −G∞
ωG′′
. (3)
We will use Eq. (3) to evaluate t∗ within the harmonic
approximation by expanding about a reference state. We
choose the state at t→∞, as determined from numerics.
Above jamming, one could also choose the initial condi-
tion as a reference state because, for any finite sized sys-
tem, the strain step can always be taken small enough
that no contacts are made or broken. Below jamming,
however, the initial condition contains only “kissing” con-
tacts and the initial, affine shear step necessarily alters
the contact network, which violates the harmonic approx-
imation. At long times, however, the contact network
assumes its final topology (see SM [29]) and the approx-
imation can be applied. Given a reference configuration,
the complex shear modulus can be calculated from
G∗(ω) = {Ga + ıηω} − L
−D〈u˜(ω)| [K− iηω1] |u˜(ω)〉 .
(4)
The ket |u˜(ω)〉 contains the Fourier transform of the par-
ticles’ displacements from their reference positions, and
K is the Hessian matrix. The term Ga is the affine shear
modulus, which remains finite at jamming. The second
term on the righthand side of Eq. (4) is the non-affine
contribution to the modulus. A derivation of Eq. (4) is
given in the SM [29].
Next we introduce the eigenfrequencies ωn and eigen-
vectors |n〉 (n = 1, . . . , 2N) of the Hessian K. By ex-
pressing the 2N -dimensional vector |u˜(ω)〉 as a linear
combination of the eigenvectors and taking the limit of
vanishing frequency, Eq. (3) becomes
t∗ ∼
∑
n Ξ
2
n/ω
6
n∑
n Ξ
2
n/ω
4
n
. (5)
Here |Ξ〉 is the net force imbalance per unit affine shear
and Ξn ≡ |〈n|Ξ〉| is its projection onto the n
th mode. Ξn
is a measure of the mode’s coupling to shear.
The vibrational density of states.— In order to ana-
lyze the scaling of Eq. (5) near jamming, it is neces-
sary to quantify the spectrum of eigenfrequencies {ωn}.
We therefore introduce D(ωn), the vibrational density
of states (vDOS). As shown previously [30] and in the
SM [29], the vDOS above jamming exhibits a plateau,
D(ωn) ∼ const., extending to a characteristic scale ω
∗
that vanishes at unjamming [31]. We find a similar sce-
nario holds below jamming: Fig. 4(a) reveals the same
plateau over a range ω∗ < ωn < t
−1
0 (dotted line), with
ω∗ ∼ |∆z|1.3 controlled by the excess coordination num-
ber ∆z ≡ z − zc (zc = 4 in two dimensions) [32].
In addition, as indicated by the arrow in Fig. 4(a),
there is a narrow band of slow modes below ω∗. (Note
that packings below jamming also contain a number of
floppy modes with ωn = 0, which are not visible in a log-
log plot.) The finite frequency band is centered on a peak
value ωmin that also goes to zero as the system approaches
φJ from below. The finite width of this band is the re-
sult of averaging over 103 different configurations – in
fact, as we show in the SM [29], each packing contributes
a single mode near ωmin, well separated from the modes
at ω & ω∗. Such a “special mode” below jamming was
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FIG. 4. (a) Double logarithmic plots of the averaged vDOS
for N = 2048 disks below jamming, where log
10
|∆z| increases
as listed in the legend. The dotted line and arrow indicate
the plateau (ω∗ < ωn) and extra mode ωmin for |∆z| = 10
−1,
respectively. (b) and (c): Scatter plots of (b) ωmin and |∆z|,
and (c) Ξ2min/N and ω
2
min. The open symbols are averages
over each area fraction φ, where the system size N increases
as listed in the legend of (b). The dotted lines indicate (b)
ωmin ∼ |∆z|
1.47 and (c) Ξ2min ∼ Nω
2.56
min .
previously observed by Lerner et al. in steady shear flow
[17] and by Ikeda et al. [18] in isotropic cooling. At the
same time, randomly cut under-coordinated spring net-
works have no such special mode, although their vDOS is
otherwise similar [33]. These results suggest that loading
trains the system to “know about” a particular direc-
tion in stress-space, by (self-)organizing to support the
load. This, in turn, is encoded in the special mode. Our
systems are prepared via an isotropic process and then
subjected to shear, so (unlike prior work) the stress incre-
ment is transverse to the preparatory load. It is therefore
not self-evident if or how the special mode should influ-
ence the dynamic viscosity.
Scaling analysis.— The exponent ν+ = 1 characteriz-
ing relaxation above jamming was derived in Ref. [22],
so we focus here on the case below jamming. In order to
perform scaling analysis, we numerically measure ωmin
and the coupling strengths. Figure 4(b) displays scatter
plots of ωmin and |∆z|, where each dot is the result of one
configuration of the disks. Each symbol is the average of
ωmin over packings with the same area fraction φ. The
mode frequency scales as ωmin ∼ |∆z|
1.47 (dotted line),
independent of the system size N (colors and symbols).
Excluding the special mode, the coupling strengths
scale as Ξ2n ∼ ω
2
n, independent of N . This relation,
which implies that floppy modes have no shear coupling
(Ξn(ωn = 0) = 0), has been validated numerically for un-
stressed systems above jamming [34]. In the SM [29] we
motivate it theoretically and confirm that it holds below
jamming as well. In sharp contrast, Fig. 4(c) shows that
coupling strengths for the special mode collapse when
plotting Ξ2min/N versus ω
2
min for different sizes (colors
and symbols). This implies Ξ2min ∼ Nω
2.56
min (dotted line).
Note, in particular, that Ξ2min is extensive, i.e. it couples
to shear differently, and more strongly, than other modes.
This strong coupling to shear is surprising, in the sense
that the system was prepared isotropically. Evidently,
the reorganization triggered by a small shear step is suf-
ficient to develop the special mode – which does not occur
above jamming. We attribute this difference to the fact
that any strain step can make or break contacts, whereas
finite size systems above jamming can be probed without
inducing rearrangements [19, 35–37].
Because the special mode is the softest non-floppy
mode in the system and couples extensively to shear,
it dominates each of the sums on the righthand side
of Eq. (5), with all other modes contributing sub-
dominantly. One finds
t∗ ∼ ω−2min ∼ |∆z|
−2.94 (6)
which agrees with Eq. (2) because |∆z| ∼ |∆φ| [29, 38].
Hence, while relaxation above jamming is controlled by
ω∗ [22], below jamming it is set by ωmin. This explains
the difference in scaling of the relaxation time on either
side of the transition.
Summary and outlook.— In this study, we numerically
studied stress relaxation in soft athermal disks. The re-
laxation time diverges when the system approaches the
jamming point – but, unusually, the critical exponent
depends on the direction of approach [Eq. (2)]. We cal-
culated the vDOS and found its plateau above the char-
acteristic scale ω∗. In contrast, the vDOS below jamming
has a delta peak at a special mode ωmin (< ω
∗). Using
scaling analysis, we showed that ωmin controls long time
relaxation below jamming by setting the value of ν−. As
the same approach correctly predicts ν+ above jamming,
as well [22], we have unified the theoretical description of
relaxation on either side of jamming.
The results presented here were in 2D. Recent work by
Olsson has raised questions about the value of the scaling
exponent for steady flow in 3D. Hence there is a need for
a careful future study of t∗ in 3D, building on the work of
Hatano [23]. As the special mode has also been demon-
strated in 3D [17, 18], we expect our approach to apply
in that case as well. Other likely future directions include
the role of the viscous force law [21] and, in particular,
the role of inertia, where comparison with experiments
[39] is important for industrial applications.
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