A major challenge for neuroscience is to map accurately the spatiotemporal patterns of activity of the large neuronal populations that are believed to underlie computing in the human brain. To study a specific example, we selected the mismatch negativity (MMN) brain wave (an event-related potential, ERP) because it gives an electrophysiological index of a bprimitive intelligenceQ capable of detecting changes, even abstract ones, in a regular auditory pattern. ERPs have a temporal resolution of milliseconds but appear to result from mixed neuronal contributions whose spatial location is not fully understood. Thus, it is important to separate these sources in space and time. To tackle this problem, a two-step approach was designed combining the independent component analysis (ICA) and low-resolution tomography (LORETA) algorithms. Here we implement this approach to analyze the subsecond spatiotemporal dynamics of MMN cerebral sources using trial-by-trial experimental data. We show evidence that a cerebral computation mechanism underlies MMN. This mechanism is mediated by the orchestrated activity of several spatially distributed brain sources located in the temporal, frontal, and parietal areas, which activate at distinct time intervals and are grouped in six main statistically independent components. D 2004 Elsevier Inc. All rights reserved.
Introduction
Mismatch negativity (MMN) is an involuntary auditory eventrelated potential (ERP), which peaks at 100-200 ms when there is a violation (deviant tone) of a regular pattern (standard tone sequence) (Näätänen et al., 1978) . The MMN mechanism appears to correspond to a bprimitive intelligence,Q as the wave produced with the violation of regularities-even those of an abstract nature-in the auditory stream pattern (Näätänen et al., 2001) . Moreover, the deviant information provided by the change needs to be compared with a memory trace of the regularity previously stored in the brain. Thus, MMN provides a promising in vivo simplified model for studying abstract brain processing and related memory mechanisms.
Several cerebral MMN sources have been described in the literature, with global right hemisphere dominance. Studies performed with EEG (Alain et al., 1998) , MEG (Rosburg et al., 2004) , functional magnetic resonance (fMRI) (Jääskeläinen et al., 2004; Kircher et al., 2004) , and positron emission tomography (PET) (Müller et al., 2002) have shown that the main generators of MMN are located in supratemporal cortex. Other contributions to MMN have been described in frontal cortex using electroencephalographic techniques (Giard et al., 1990; Opitz et al., 2002) . PET studies (Müller et al., 2002) have revealed that these frontal sources could be in the prefrontal cortex. Similar results have also been found using fMRI (Doeller et al., 2003; Opitz et al., 2002) and intracranial recordings (Liasis et al., 2001) . Electrophysiological recordings have also revealed possible frontal sources in the anterior cingulate cortex (Jemel et al., 2002; Waberski et al., 2001) .
Additional sources of MMN have been located in the inferior parietal cortex (Kasai et al., 1999; Levänen et al., 1996) , but its contribution is not identified in all studies. Moreover, as the relationship between structures and their temporal dynamics is still a question to be resolved, the location and nature of neural contributions to cerebral processing underlying MMN remain open questions.
In order to study the spatiotemporal dynamics of MMN cerebral sources, a two-step approach analysis has been devised. First, independent component analysis (ICA) (Makeig et al., 1996) , a powerful data-driven mathematical tool that blindly separates signals' statistically independent contributions, was used to find temporally independent and spatially fixed components of ERPs. In this study, we use the Infomax ICA Algorithm (Jung et al., 2001a) , in which components are obtained through minimization of mutual information among output components. ICA has recently been used to separate mixed information into spatially stationary and temporally independent subcomponents in some ERP studies (Jung et al., 2001b; Makeig et al., 1999 Makeig et al., , 2002 and in other branches of neuroscience and medicine (Brown et al., 2001; Calhoun et al., 2001; Nakai et al., 2004) .
In the second step, the spatial maps associated with each ICA component were analyzed, with use of low-resolution tomography (LORETA) (Pascual-Marqui, 1999; Pascual-Marqui et al., 1994) , to locate its cerebral sources. LORETA is a tomographic technique that gives a single solution to what is known as the inverse problem of location of cerebral sources. It is based on two constraints: it searches for the smoothest of all possible solutions, using cortical gray matter and the hippocampus of the Talairach human brain model. In the past 5 years, this tomography approach has been used in several neuroscience studies (for example, see Gomez et al., 2003; Kounios et al., 2001; Mulert et al., 2001; Pizzagalli et al., 2001) . The LORETA version used in this study reconstructed the sources of activation in 2394 voxels distributed in the Talairach human brain (Pascual-Marqui, 1999) .
In summary, the main aim of this study is to uncover the spatiotemporal pattern of brain activations underlying MMN, separating statistically independent components by preprocessing data with ICA, and identifying the cerebral sources of each ICA component using LORETA.
Materials and methods

Subjects and stimuli
Sixteen healthy subjects (mean age 39 F 11 years) participated in the study after having given their written consent. The paradigm described in Grau et al. (1998) was used to obtain MMN data from the subjects. The stimuli (85 dB SPL) consisted of pure sine-wave tones of 700 Hz, with a duration of 75 ms (standard tone) or 25 ms (deviant tone), with 5 ms of fall/rise time. Trains of three tones were presented to subjects binaurally. The first tone of trains was standard (P = 0.5) or deviant (P = 0.5), while the other two tones were standard. The interstimulus time was 300 ms, and the temporal separation between trains was 400 ms. A total of 400 stimuli trains were presented randomly. Subjects were instructed to ignore auditory stimuli while they performed an irrelevant visual task (watching TV with the sound off).
Recording EEGs (bandpass 0-100 Hz) were recorded with a SynAmps amplifier (Neuroscan Inc.) at a sampling rate of 500 Hz. Thirty electrodes were used: 18 followed the 10-20 system without O1 and O2 (FP1, OZ, FP2, F7, F3, FZ, F4, F8, T3, C3, CZ, C4, T4, T5, P3, PZ, P4, and T6), and 12 more electrodes (FC1, FC2, FT3, FT4, M1, M2, IM1, IM2, TP3, TP4, CP1, and CP2), all of them referenced to a nose electrode. Two extra electrodes were used to record vertical and horizontal ocular movements. Recordings were notch filtered at 50 Hz. Epochs exceeding F 100 AV in EEG or in electrooculogram were automatically rejected. Bandpass filtering (0.1-30 Hz) was performed, obtaining epochs of 600 ms, 100 ms before stimulus to 500 ms after it. ERPs were found by averaging separately the first standard or deviant tone of each train (Fig. 1) , and the MMN difference wave was calculated by subtracting averaged deviant ERP from averaged standard ERP for every subject. Four subjects were excluded from the rest of the study because they did not have an identifiable MMN wave.
Independent component analysis tomography
As indicated above, two-step ICA-LORETA analysis was applied to the data. For each subject, single deviant trials were subtracted from a gold standard ERP computed as the mean of the standard trials of the subject. The Infomax ICA algorithm was used in independent component analysis of concatenated MMN difference trial data from all subjects (a total of 1800 trials, 150 from each subject) (Makeig et al., 1996) . Only components accounting for more than 5% of variance were selected. All the abovementioned analyses were performed using the EEGLAB (v4.3) software under Matlabn 7.0, as described by Delorme and Makeig (2004) . An independent component was considered activated if it had a sequence of at least 12 consecutive sampling points (24 ms) with Student's t values of P b 0.05 compared to baseline (Guthrie and Buchwald, 1991) . The LORETA analysis was performed with the scalp maps associated with selected ICA components to find the generators of these maps. Only values greater than 2.5 times the standard deviation of the standardized data (in the LORETA spatial solution) were accepted as activations. This method gives the time course of each statistically independent component as well as their spatial sources. One of the main objectives of the paper was to build a bridge between classical and new ICA-based MMN approach. This is the reason for using the traditional way to study this wave (deviant minus standard ERP waves). Moreover, an alternative analysis was performed taking profit of the advantages of ICA method. An ICA was computed at both the deviant and standard data, and most activated components were selected and compared to those obtained in the aforementioned method.
Results
Independent components of MMN
Independent component analysis showed that in the MMN range (100-300 ms after the start of the stimulus) there are six main independent components that account for more than 67% of data variance. LORETA analysis of the maps associated with components revealed that two components are activated only at temporal lobe locations. We call them cTl, with sources located in the left supratemporal and middle temporal cortex, and cTr, with sources located in the right supratemporal and middle temporal cortex. One component (cFT) had both temporal and frontal sources. The temporal sources were located in supratemporal and middle temporal cortex, in both hemispheres. The frontal source was located at the right inferior frontal cortex. Two more components (cFa and cFc) had their activations in frontal sites only. cFa had its sources located in medial frontal cortex and anterior cingulate; whereas sources of cFc were also located in medial frontal cortex and cingulate, but in more central positions. Sources of the latest component (cPT) were in right inferior parietal and right supratemporal cortical separated areas (see Fig. 2 ).
Independent component analysis performed for each subject showed that these components were also present in single subject data (see Fig. 3 ). This supports the idea that ICs found with all the data are present in individual subject data. Maps related to weights of the most activated components extracted from the deviant minus standard and the ones found using ICA in both conditions were presented in Fig. 4 . As can be seen, activation maps obtained with these two methods are very similar. Using the ICA-based approach, the variance explained by selected components was 79.5% for deviants and 67.96% for standards, with a higher contribution to the deviant as compared to the standard condition in all components. Fig. 3 . Maps associated to IC weights for global data, and the corresponding maps for two selected subjects.
Time evolution of independent components
The time evolution of the six selected components (Fig. 2) showed that their main contribution was at 100-300 ms after stimulus onset, with some early contributions in the 50-to 100-ms range. cFT showed an activation in the 50-to 100-ms interval, and a sequence of three more activations at 100-to 300-ms interval. Both cTl and cTr had activations in the 100-to 200-ms interval, but cTr remained activated until 300 ms after stimuli. There was an activation of cTr in the 50-to 100-ms interval, which was not present in cTl. cFa also had an early activation, confined to the interval 50-to 80-ms after stimulus onset. Both cFa and cFc had activations in the 100-to 200-ms range, with cFc remaining activated until 220 ms. Finally, cPT was activated in the entire 100-to 300-ms interval.
Discussion
To the best of our knowledge, this is the first study to combine the ICA and LORETA techniques to obtain spatially localized sources of the independent components of MMN. Six main independent components were found by ICA in the range of MMN. They were calculated using 1800 trials obtained from 12 subjects. Since they explain more than 60% of variance, their pattern could be a good signature of MMN.
All the sources associated with the six main independent components corroborate those proposed in the literature for MMN identified with different techniques of brain exploration (see Introduction), providing convergent physiological support to the validity of the present results. This corroboration includes a small contribution to right parietal cortex (see Kasai et al., 1999; Levänen et al., 1996) , although the parietal activation found by Kasai appears 240 ms after stimuli, whereas our parietal activation covers the whole 100-to 300-ms interval.
Our data reflect that, in the time domain, there is orchestrated sequential incorporation and cessation of the participation of various independent components and their underlain brain structures in the processing of the auditory difference. In the 100-to 200-ms interval after stimulus, all six independent components described participate. In contrast, the 200-to 300-ms interval is mediated only by temporal and inferior frontal structures (i.e., cFT, CTR components) with a contribution of parietal areas (from cPT component). According to classic MMN theory (Näätänen, 1992; Rinne et al., 2000) , activation differences (with respect to the standard tones) of temporal areas in the analysis of auditory difference is interpreted as a consequence of processing of changes in the physical properties of the sound; whereas activation of frontal sites is believed to reflect a process of orientation of attention to the new stimulus. So the poor frontal participation in the latter part of MMN suggests that the call to attention is confined to the first part of MMN (100-200 ms), implying frontal structures in cFa and cFc, whereas processes related to analyses of auditory difference persist to 300 ms, including a residual frontal contribution from cFT.
According to our results, sources of independent components can be generated by one or more spatially separated sources. Although most components have a compact source (such as cTl, cTr, cFa, and cFc), others have two (cPT) or even three (cFT) separated sources. This partially confirms results found by Makeig et al., in which each independent component was forced to associate with a single dipole generator (Makeig et al., 1999 (Makeig et al., , 2002 or two of them . However, our tomographic method has the advantage of not making a priori assumptions on the number of sources, which opens the possibility of finding multiple sources underlying a single component.
In our study, the right hemisphere dominance repeatedly described in MMN (Näätänen, 1992 ) is supported by (1) the participation of cTr in the whole MMN range, whereas cTl is only present in the earlier part of MMN; (2) the participation of only the right hemisphere in cPT; and (3) the right frontal contribution of cFT.
Several functional points can be drawn from these findings. A specific operation of brain computing (analysis of auditory difference) is underlain by several statistically independent processes captured by different independent components and supported by identifiable distant brain sources. Moreover, our results support the view that a specific brain structure can participate in different components, working simultaneously in Fig. 4 . Maps associated to most significant components for ICA of deviant minus standard data (left) and ICA for both deviant and standard data analyzed together (right). As can be seen, activations are very similar. more than one brain computing process. This is the case of the left temporal cortex, present in cTl and cFT, and of the right temporal cortex, participating in cFT, cTr, and cPT. The spatial overlapping of sources of independent components would be explained by the limited resolution of tomographic method used that could not fully separate neighboring neural populations participating in distinct processing tasks, or by the contribution of intermixed neuronal populations located in the same brain structure performing different brain computation processes.
The main limitation of the present study is the use of only 30 electrodes. Although the results found with the ICA-LORETA proposed method seem reasonable, it would be interesting to replicate and refine the same results with the use of a greater number of electrodes that could modify the number of independent components found. Future studies also need to be carried out to determine the functional role of each component of MMN, to reveal if they correspond to physiologically distinct/decoupled processes, and to clarify whether observed patterns are similar in other cerebral processing mechanisms. One field of application of present results in MMN would be the study of changes in the spatiotemporal behavior of independent components and their associated sources in various brain-related pathologies.
In conclusion, this work proposes the study of MMN with a two-step analysis approach, based on the combined capacities of ICA and LORETA, to reveal the spatiotemporal dynamics of its cerebral sources. ICA explains what (independent) processes are involved in the brain computation of the difference between two tones, whereas LORETA models the possible sources of these processes. The synergy between ICA and LORETA gives evidence that the cerebral processing underlying auditory change detection consists of six main statistically independent components, whose sources (frontal, temporal, and parietal) are clearly identified in time and space.
