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a b s t r a c t
In this paper, we give two proofs of the wellfoundedness of a recursive notation system
forΠN -reflecting ordinals. One is based on distinguished classes, and the other is based on
Π0N−1-inductive definitions.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
This is a sequel to our [8]. In [8] we proved the wellfoundedness of recursive notation systems for reflecting ordinals up
toΠ3-reflection by relevant inductive definitions.
Let KPΠN (3 < N < ω) denote a set theory whose intended models are Lπ with ΠN -reflecting ordinals π . It is easy to
see that KPΠN proves that anyΠ0N−1-inductive definition eventually reaches a closed point. We have designed a recursive
notation system Od(ΠN) of ordinals so that the order type of its countable fragment is the proof-theoretic ordinal of KPΠN .
An element of the notation system is called an ordinal diagram. One half of this result was accomplished by cut-elimination
in [7]. The other was to show that KPΠN proves the wellfoundedness of Od(ΠN) up to each countable ordinal in it.
In this paper, we give two proofs of this result. One is based on distinguished classes, and the other is based on Π0N−1-
inductive definitions. Proof theoretic study for ΠN -reflecting ordinals via ordinal diagrams Od(ΠN) will be reported in a
forthcoming paper [7].
Ord denotes the class of ordinals.Π0n denotes the arithmetical hierarchy on ω, whileΠn the Lévy hierarchy on sets.
Definition 1.1 (Richter–Aczel [12]). 1. By an operator we mean any function Γ on P (ω).
2. An operator Γ determines a transfinite sequence (Γ x : x ∈ Ord) of subsets of ω, where Γ x = {Γ (Γ y) : y < x}. The
closure ordinal |Γ | of Γ is the least ordinal x such that Γ x+1 = Γ x. The set defined by Γ is Γ∞ = Γ |Γ |.
3. An operator Γ is said to beΠ0n if {(n, X) ∈ ω × P (ω) : n ∈ Γ (X)} is defined by aΠ0n -formula.
4. For operators Γ0,Γ1 let
n ∈ [Γ0,Γ1](X) :⇔ n ∈ Γ0(X) ∨ [Γ0(X) ⊆ X & n ∈ Γ1(X)].
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5. LetΦ0,Φ1 be classes of formulas. An operator Γ is said to be [Φ0,Φ1] if Γ = [Γ0,Γ1] for some Γi ∈ Φi (i < 2).
6. For n ∈ Γ∞ its norm |n|Γ (relative to Γ ) is the least ordinal x such that n ∈ Γ x+1(↔ n ∈ Γ (Γ x)).
Let L(PA) denote the language of Peano arithmetic. Variables in L(PA) are denoted by n,m, . . ..
Definition 1.2. Let Φ be one of the classes Π0n , [Π0n ,Π0m] (n,m ∈ ω). Then Φ-Fix denotes a first order two-sorted theory
defined as follows. Its language L(Fix) is obtained from L(PA) by adding variables x, y, . . . for ordinals, and binary predicates
x = y, x < y (less than the relation on ordinals) and binary predicate n ∈ Γ x for each Γ ∈ Φ .
Axioms of the theoryΦ-Fix are classified into four groups:
1. Axioms of PA in the language L(Fix) and equality axioms for either sort.
2. The defining axioms for n ∈ Γ x: n ∈ Γ x ↔ ∃y < x[n ∈ Γ (Γ y)].
3. Axioms for the well-ordering < on ordinals: < is a linear ordering and transfinite induction schema for any formula
F ∈ L(Fix):
∀x[∀y < xF(y)→ F(x)] → ∀xF(x).
4. Closure axiom: Γ (Γ∞) ⊆ Γ∞ for Γ∞ = {n : ∃x(n ∈ Γ x)}.
General conventions. Let (X, <) be a quasiordering. Let F be a function F : X ∋ α → F(α) ⊆ X . For subsets Y , Z ⊂ X of
X and elements α, β ∈ X , put
1. α ≤ β ⇔ α < β or α = β .
2. Y |α = {β ∈ Y : β < α}.
3. Y < Z :⇔ ∃β ∈ Z∀α ∈ Y (α < β).
4. Z ≤ Y :⇔ ∀β ∈ Z∃α ∈ Y (β ≤ α).
5. Y < β :⇔ Y < {β}; α < Z :⇔ {α} < Z;
β ≤ Y :⇔ {β} ≤ Y ; Z ≤ α :⇔ Z ≤ {α}.
6. F(Y ) ={F(α) : α ∈ Y }.
7. [α, β] = {γ ∈ X : α ≤ γ ≤ β}. Open intervals (α, β) and half-open intervals [α, β), (α, β] are defined similarly.
8. When (X, <) is a linear ordering with its least element 0 and Y is a finite subset of X , max Y denotes the maximum of
elements α ∈ Y with respect to the ordering<. By convention, we set max∅ := 0.
9. Let X<ω denote the set of finite sequences on X . Then <lex denotes the lexicographic ordering on X<ω with ∀s ∈ Xn∀t ∈
Xn+1(s <lex t). If< is a linear [well] ordering, then so is<lex, resp.
Some preparatory definitions on Mahlo operations are introduced.
In what follows, let L denote a transitive set, which is a universe in discourse. P,Q , . . . denotes transitive sets in L ∪ {L}
such that ω ∈ P .
For set-theoretic formulas ϕ,
P |H ϕ :⇔ (P,∈) |H ϕ.
LetX be a first-order class of transitive sets. This means that there exists a first-order sentence ϕ such that P ∈ X ⇔
P |H ϕ. Then a set theory T is said to prove L ∈ X iff T ⊢ ϕ.
We say that a classX is aΠn-class for n ≥ 2 if there exists a set-theoreticΠn-formula F(a¯)with parameters a¯ such that
for any transitive set P with a¯ ⊆ P
P ∈ X⇔ (P; ∈) |H F(a¯).
Thus P ∈ X is a∆0-formula. For a whole universe L, L ∈ X denotes the formula F(a¯).
By aΠ10 -classwe mean aΠn-class for some n ≥ 2.
Referring [12], pp. 322–327 letΠi(a) (i > 0) denote a universalΠi-formula uniformly on admissibles. AΠi-recursively
Mahlo operation for 2 ≤ i < ω, is then defined throughΠi(a):
P ∈ Mi(X) :⇔ ∀b ∈ P[P |H Πi(b)→ ∃Q ∈ X ∩ P(b ∈ Q |H Πi(b))]
(read:P isΠi-reflecting onX).
Observe thatMi(X) is aΠi+1-class ifX isΠ10 -class.
From Theorem 2.4 in p. 315 of [12] we know that there exists aΠ3-sentence ad such that z is admissible iff (z; ∈) |H ad.
Put
lmtad :⇔ ∀x∃y(x ∈ y& ady). (1)
Observe that lmtad is aΠ2-sentence. Let Lmtad denote the class of limits of admissible sets in a whole universe.
Definition 1.3. 1. KPℓ denotes a set theory for limits of admissibles. Each limit universe P ∈ Lmtad is a model of KPℓ,
P |H KPℓ, and KPℓ ⊢ lmtad.
KPΠN denotes a set theory for universes inMN .
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2. For a definable relation≺ and set-theoretic universe P (admissibility suffices) let
P ∈ Mi(a; ≺) :⇔ P ∈

{Mi(Mi(b; ≺)) : b ≺P a},
where b ≺P a :⇔ P |H b ≺ a.
Note thatMi(a; ≺) is aΠi+1-class for (set-theoretic)Σi+1 ≺.
3. We say that a theory T is proof-theoretically reducible to another theory S if T is aΠ11 (on ω)-conservative extension of
S, and the fact is provable in a weak arithmetic, e.g., the elementary recursive arithmetic EA.
4. For a relation≺ on ω, TI(a,≺) denotes the transfinite induction schema up to a ∈ ω:
{∀x ∈ ω[∀y ≺ xϕ(y)→ ϕ(x)] → ∀x ≺ aϕ(x) : ϕ is a set-theoretic formula}
and TI(a,≺,Πn) its restriction toΠn-formulas ϕ.
Using a universalΠn-formula, TI(a,≺,Πn) is equivalent to a singleΠn+2-formula.
5. A relation ≺ on ω is said to be almost wellfounded in KPℓ if KPℓ proves the transfinite induction schema TI(a,≺) up to
each a ∈ ω.
6. For any relation≺ on ω with its domain dom(≺),W (≺) denotes the wellfounded part of≺:
a ∈ W (≺) :⇔ a ∈ dom(≺)&∀f ∈ ωω∃n ∈ ω[f (0) = a → f (n+ 1) ⊀ f (n)].
Note thatW (≺Q ) is a set in limits of admissibles P for any transitive set Q ∈ P .
Wmax(≺) denotes the wellfounded part augmented with maximal elements:
a ∈ Wmax(≺) :⇔ a ∈ W (≺) ∨ [a ∈ dom(≺)&¬∃b ∈ dom(≺)(a ≺ b)].
ObviouslyWmax(≺) is wellfounded with respect to≺.
In each system of ordinal diagrams the Veblen function ϕα(β) = ϕαβ is built-in as a constructor so that ϕ0β = ωβ .
Natural numbers are defined from this as usual and denoted by i, j, k, l,m, n.
Now let us mention the content of this paper.
In Section 2 we recall the system Od of ordinal diagrams (abbreviated by o.d.’s) in [8]. The system Od is a super-system
of all systems of o.d.’s considered in this paper.
Let Od′ be a subsystem of Od which is closed under subdiagrams. Section 3 is divided into three subsections. In the first
Section 3.1, following Setzer [13] and Buchholz [11],1 we define sets Cα(X) ⊆ Od′ for α ∈ Od′, X ⊆ Od′. In the second
Section 3.2 we examine operators related to these sets. In the third Section 3.3, working in the set theory KPℓ for limits of
admissibles, we will develop the rudiments of distinguished classes. Almost all of this material is reproduced from [8] and
[2], and proofs are omitted.
Our wellfoundedness proofs are based on the resolving higher reflecting universes by iterations ofΠ2-recursively Mahlo
operations. Since the resolving is so complicated,we first explain the simplest case in the next Section 4. Namely universes in
the classM23 forΠ3-reflection onΠ3-reflecting ordinals. It turns out thatM
2
3 can be approximated by iteratingΠ2-recursively
Mahlo operations along a lexicographic relation.
The section consists in three subsubsections. In the first one, 4.1 we define Mahlo classes to resolve M23 by iterations of
Π2-recursively Mahlo operations. In the second one, 4.2 we define the subsystem Od(M23 ) ⊂ Od of ordinal diagrams forM23 .
In the third one, 4.3 we prove the wellfoundedness of the countable fragment Od(M23 )|Ω by means of a [Π02 ,Π02 ]-inductive
definition first, and then by distinguished classes.
In Section 5 we introduce a system Od(ΠN) of o.d.’s for each positive integer N ≥ 4.
The section is divided into eight subsections. The first three subsections are intended to give a set-theoretic interpretation
of o.d.’s which is suggested by our wellfoundedness proof in [4] and in [9].
The first Section 5.1 begins with defining iterations of Mahlo operations. These are intended to resolve a ΠN -reflecting
universe. In Section 5.2 we define Mahlo classes forΠN -reflection, and in Section 5.3 we associate Mahlo classes to o.d.’s in
Od(ΠN).
In Section 5.4 we define the system Od(ΠN) of o.d.’s.
In Section 5.5 a finer analysis of relations ≺i on Od(ΠN) is given. The analysis is closely related to the ramification
procedure in Sections 5.2 and 5.3, and enables us to prove the wellfoundedness in Sections 5.8 and 6. The analysis reveals
the fact that an exponential structure is in the collapsing relations≺i on ordinal diagrams.
In the next Section 5.6 recursively Mahlo operations are iterated along exponential relations. As shown in [9] such an
iteration is performable in set theories for higher Mahlo operations.
In Section 5.7 exponential structures are associated with ordinal diagrams. Collapsing relations on ordinal diagrams are
embedded in exponential relations. In Section 5.8 we show that for each α < Ω in Od(ΠN) the fact that (Od(ΠN)|α,<) is a
well ordering, follows from iterations ofΠ2-Mahlo operationsM2 along an exponential relation. The wellfoundedness proof
is based on the concept of distinguished class (in German: Ausgezeichnete Klasse) and is an extension of ones in [2,3].
To show Od(ΠN) to be wellfounded without assuming the existence of the maximal distinguished class WD, which is
Σ12 on ω and hence a proper class in KPΠN , sets in iterated Mahlo classes play a crucial rôle: we have to show for each
1 In the previous article [8] , I attributed techniques on distinguished classes totally to Buchholz [11], some of which were actually developed by Setzer
[13]. I have learned this fact from the review [14] of [8] written by Setzer.
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η ∈ Od(ΠN) there exists an η-Mahlo set onwhich themaximal distinguished class enjoys the same closure properties asWD
up to the given η. The η-Mahlo sets are defined through a ramification process to resolve the reflecting universes in terms
of iterations of lower Mahlo operations along exponential relations.
In Section 6 we prove the wellfoundedness of Od(ΠN)|Ω by means of aΠ0N−1-inductive definition as an extension of [8].
In Section 6.1 we introduce decompositions α(s) of ordinal diagrams α, where s denotes a function in [i,k)2 (2 ≤ i ≤
k ≤ N − 3). A suitable Π0N−1-operator ΓN is defined through these decompositions. In Section 6.2 we define operators
Gi (1 ≤ i < N − 1) on Od(ΠN) recursively. Using these operators, a Π0N−1-operator ΓN is defined. In Section 6.3 we show
the adequacy of the operator ΓN . In Section 6.4 we conclude the proof.
We rely on the previous [8], and state some lemmas without proofs since we gave proofs of these in [8].
2. The system Od
In this section let us recall briefly the system Od of ordinal diagrams (abbreviated by o.d.’s) in [8]. The system Od is a
super-system of all systems of o.d.’s considered in this paper, and each of them is obtained by posing restrictions on the
construction (σ , α, q) → dqσα in Definition 2.1.8.
Let 0,Ω, π,+, ϕ, + and d be distinct symbols. Each o.d. in the system Od is a finite sequence of these symbols. ϕ is the
binary Veblen function.Ω denotes the first recursively regular ordinal ωCK1 . σ
+ denotes the next recursively regular ordinal
to σ .
ℓα denotes the number of occurrences of symbols in the o.d. α. Let sd(α) denote the set of proper subdiagrams (subterms)
of α. Thus α ∉ sd(α). Also put sd+(α) = sd(α) ∪ {α}.
The set Od is classified into subsets R = {π}∪˙DQ ∪˙SR, SC, P according to the intended meanings of o.d.’s. P denotes the
set of additive principal numbers, SC the set of strongly critical numbers and R the set of recursively regular ordinals. Ordinal
diagrams are denoted α, β, γ , . . ., while σ , τ , . . . denote o.d.’s in the set R.
As in [2,5] define simultaneously a set Od, finite sets Bσ (α) ⊆ sd(α) and Kσα ⊆ sd+(α) and the relation α < β as
follows.
Definition 2.1. Od.
1. Classifications. {π} ∪DQ ⊂ R ⊂ SC ⊂ P ⊂ Od; R = {π}∪˙DQ ∪˙SR; SR = {Ω} ∪ {κ+k : κ ∈ DQ , k > 0}; SC = R ∪D;
DQ ⊆ D = ˙{Dσ : σ ∈ R}.
2. 0 ∈ Od,Ω ∈ SR&π ∈ R; Atd = {0,Ω, π}.
3. α1 + · · · + αn ∈ Od as in O(µ), [2].
4. ϕαβ ∈ P for α, β < π as in O(µ), [2].
5. For α > π ωα := ϕ0α ∈ P as in O(µ), [2].
6. σ ∈ DQ & 0 < k < ω⇒ σ+k ∈ SR2.
7. Let α ∈ Od& σ ∈ {π} ∪ SR. Put η := dσα and define
b(η) = α, Q (η) = ∅, c(η) = {α} ∪ Q (η) = {α}.
Assume that the following condition is fulfilled:
B>σ ({σ } ∪ c(η)) < b(η) = α. (2)
Then η = dσα ∈ SC .
8. Let α ∈ Od& σ ∈ {π} ∪DQ & q = jκτν ⊆ Od, where q = jκτν denotes a non-empty sequence of quadruples jmκmτmνm
of length l+ 1 (l ≥ 0). Put η := dqσα ∈ DQσ and define
b(η) = α, Q (η) = q = {jm, κm, τm, νm : m ≤ l}, c(η) = {α} ∪ Q (η).
Assume that the following condition is fulfilled:
B>σ ({σ } ∪ c(η)) < b(η) = α. (2)
Then η = dqσα ∈ DQσ .
Dσ denotes the set of diagrams of the form dqσα possibly for the empty list q. α ≺ β and α = β are defined as in O(µ),
[2]. Recall that α ≺ β denotes the transitive closure of the relation {(α, β) : α ∈ Dβ}, and ρ ≺ σ ⇔ τ ≼ σ for ρ ∈ Dτ .
Conventions.
1. Set α+0 := α for α ∈ {π} ∪DQ and 0+1 := Ω,Ω− := 0.
2. σ− = ρ+k if σ = ρ+(k+1) ∈ SR.
3. For any α ∈ Od, set α < π+ = ∞where π+ = ∞ denotes an extra symbol not in Od.
2 In proof-theoretic studies, i.e., cut-elimination in [5–7] the construction σ → σ+ is not needed. The construction helps us to define the system Od(ΠN )
smoothly.
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Definition 2.2. For an o.d. α ∈ Od define finite sets K dα ⊆ D ∩ sd+(α) and Kα ⊆ SC ∩ sd+(α) recursively as follows:
1. K dα = ∅ if α ∈ Atd.
2. Kα = ∅ if α = 0.
3. k(α1 + · · · + αn) ={kαi : 1 ≤ i ≤ n} and k(ϕαβ) = kα ∪ kβ for k ∈ {K d, K}.
4. K dα = {ρ} if α = ρ+k ∈ SRwith a ρ ∈ DQ .
5. K dα = {α} if α ∈ D .
6. Kα = {α} if α ∈ SC .
Definition 2.3. 1. Dσ (α) ⊆ Dσ ∩ sd+(α).
(a) Dσ (α) = Dσ (K dα) if α ∉ D .
(b) If α ∈ Dτ ,
Dσ (α) =

Dσ ({τ } ∪ c(α)) if τ > σ
{α} ∪Dσ ({σ } ∪ c(α)) if τ = σ
Dσ (τ ) if τ < σ .
Note thatDσ (σ ) = ∅ since β ∈ Dσ (α) ⊆ Dσ ∩ sd+(α)⇒ ℓσ < ℓβ ≤ ℓα.
2. Bσ (α) = max{b(β) : β ∈ Dσ (α)}.
3. B>σ (α) = max{Bτ (α) : τ > σ }.
Definition 2.4. Kσα ⊆ sd+(α) ∩D .
1. Kσα = KσK dα for α ∉ D .
2. For α ∈ Dτ
Kσα =
Kσ ({τ } ∪ c(α)), if σ < τ
Kσ τ , if τ < σ & τ ⋠ σ
{α}, if α ≺ σ
α < β is defined as in Od(µ) in [5], but some clauses have to be added.
Definition 2.5. α < β for α, β ∈ R ∪D .
1. For σ , τ ∈ SR, σ < τ ⇔ σ− < τ−.
2. For σ ∈ SR, τ ∈ {π} ∪DQ , σ < τ ⇔ σ− < τ .
3. For τ ∈ SR and α1 ∈ D with Q (α1) = ∅, i.e., α1 = dσα ∉ DQ for some σ , α,
(a) τ− < α1 & τ < σ ⇒ τ < α1,
(b) α1 < τ− ∨ σ ≤ τ ⇒ α1 < τ .
4. Let σ ≠ τ and α ∈ Dσ , β ∈ Dτ . Then α < β iff one of the following conditions holds:
(a) σ < τ & (σ ≤ β or α ≤ Kσβ).
(b) τ < σ &α < τ & Kτα < β .
5. For α ∈ Dσ , β ∈ Dσ with b(α) ≠ b(β), α < β iff one of the following conditions holds:
(a) α ≤ Kσ c(β).
(b) Kσ c(α) < β & b(α) < b(β).
6. For α, β ∈ Dσ with b(α) = b(β),
α < β ⇔ Q (α) <lex Q (β),
Here the Q part q = Q (α) = jκτν = (jm, κm, τm, νm : m ≤ l) is arranged in the following manner: q = (jl, κl, τl,
νl, . . . , j0, κ0, τ0, ν0).
Observe that Od is closed under subdiagrams and hence for α ∈ Odwe have Kσα ⊆ Od and Kσα ≠ ∅ ⇒ σ ∈ Od.
Lemma 2.6. 1. α ≺ β ⇒ ℓβ < ℓα &α < β .
2. If β ∈ Kσα, then β ≺ σ , β is a subdiagram of α and σ is a proper subdiagram of α.
3. α < σ & Kσα < β ≺ σ ⇒ α < β .
4. Kσα ≤ α.
5. α ∈ Dσ & κ < σ ⇒ Kκα < α, and α ≼ τ ∈ Dσ & κ < σ ⇒ Kκτ < α.
As in [5] we see the following lemma.
Lemma 2.7. For α, β, τ ∈ Od, α ≤ β < τ ⇒ Bτ (α) ≤ Bτ (β).
Lemma 2.8. For α, β ∈ Od, α ≺ β ∈ D ⇒ b(β) < b(α).
3. Sets Cα(X) and operators
Let Od′ be a subsystem of Odwhich is closed under subdiagrams: α ∈ Od′ ⇒ sd(α) ⊆ Od′. X, Y , . . . ranges over subsets
of Od′. In this section we define sets Cα(X) ⊆ Od′ for α ∈ Od′, X ⊆ Od′, and examine operators related to these sets.
Almost everything in this section is reproduced from [8], and omitted proofs of lemmas can be found there.
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3.1. The sets Cα(X)
Following Setzer [13] and Buchholz [11] we define sets Cα(X) ⊆ Od′ for α ∈ Od′, X ⊆ Od′ as follows.
Definition 3.1. For α ∈ Od′, X ⊆ Od′, let
Cα(X) := closure of {0,Ω, π} ∪ (X |α) under+, ϕ, κ → κ+
and (σ , β, q) → dqσβ for σ > α in Od′
where qmay be empty.
Lemma 3.2. X |α = Y |α ⇒ Cα(X) = Cα(Y ) and X → Cα(X) is monotonic.
Definition 3.3. Consider the following conditions for X ⊆ Od′:
(A) ∀α ∈ X[α ∈ Cα(X)].
(K) ∀α ∈ X∀σ [Kσα ⊆ X].
(KC) ∀α∀β∀σ [α ∈ Cβ(X)& σ ≤ β ⇒ Kσα ⊆ X].
Roughly speaking, elements α in sets X enjoying the condition (A) can be analyzed into subdiagrams in X . For example
let α = ϕβγ > max{β, γ }. If α ∈ X ⇒ {β, γ } ⊆ X |α, then α ∈ X ⇒ α ∈ Cα(X).
(K) is another condition admitting analyses of the fact α ∈ X , but restricted to coefficient sets Kσα, while (KC) is a
weakened one with respect to Kσα and sets Cβ(X).
Lemma 3.4 ([8], Lemma 3.4). Assume X enjoys the condition (K). Then X enjoys the condition (KC), too.
Lemma 3.5 ([8], Lemmas 3.5.3 and 3.5.4). Assume X ⊆ Od′ enjoys the condition (A).
1. α ≤ β ⇒ Cβ(X) ⊆ Cα(X).
2. α < β < α+ ⇒ Cβ(X) = Cα(X), where α+ := min{σ ∈ R ∪ {∞} : α < σ }.
Lemma 3.6 ([8], Lemma 3.6). Assume γ ∈ Cα(X), α < β and ∀κ ≤ β[Kκγ < α].
1. Assume LIH: ∀δ[ℓδ ≤ ℓγ & δ ∈ Cα(X)|α ⇒ δ ∈ Cβ(X) ⊇ X |α]. Then γ ∈ Cβ(X).
2. Cα(X)|α ⊆ X ⇒ γ ∈ Cβ(X).
Definition 3.7. An operator Γ on Od′, i.e., Γ : P (Od′) → P (Od′) is said to be persistent if ∀α ∈ Od′∀X, Y ⊆ Od′[X |α =
Y |α ⇒ Γ (X)|(α + 1) = Γ (Y )|(α + 1)].
Definition 3.8. 1. G(X) := {α : α ∈ Cα(X)&Cα(X)|α ⊆ X}.
2. R′ := {α ∈ Od′ : Dα ∩ Od′ ≠ ∅} ⊆ R.
3. α ∈ Γ2(X) :⇔ α < π ∧ α ∉ R′ ∧ α ∈ G(X).
Lemma 3.9 ([8], Lemma 3.9). The operators G and Γ2 areΠ01 and persistent.
Lemma 3.10. Assume α ∈ Cα(X) and α ≼ σ .
1. σ ∈ Cα(X).
2. If α ∈ G(X), then σ ∈ Cβ(X) for any β with α ≤ β ≤ σ .
3. If α ∈ G(X) and σ ∈ Dτ , then σ ∈ Cβ(X) for any β with α ≤ β < τ .
Proof. Lemma 3.10.1 is seen by induction on ℓα − ℓσ .
Lemmas 3.10.2 and 3.10.3 follow from Lemmas 3.10.1, 3.6.2 and 2.6.5. 
Lemma 3.11. Assume
{Kσ ν : σ ≤ κ} ⊆ X. Then ν ∈ Cκ(X).
Proof. We show, by induction on ℓγ ,
γ ∈ sd+(ν)&

{Kσγ : σ ≤ κ} ⊆ X ⇒ γ ∈ Cκ(X)]
for the set of subdiagrams sd+(ν) of ν.
If γ ∉ D , then IH yields γ ∈ Cκ(X). Suppose γ ∈ Dτ & {Kσγ : σ ≤ κ} ⊆ X with some {τ } ∪ c(γ ).
If τ > κ , then IH yields {τ } ∪ c(γ ) ⊆ Cκ(X), and hence we are done.
Suppose τ ≤ κ . By {Kσγ : σ ≤ κ} ⊆ X we have {γ } = Kτγ ⊆ X . From γ < τ ≤ κ we conclude that
γ ∈ X |κ ⊆ Cκ(X). 
Lemma 3.12. Assume X enjoys the conditions (A) and (K). Further assume α ∈ G(X) and α ≺ σ . Then ¬∃δ ∈ X[α ≤ δ ≺
σ ] ⇒ σ ∈ G(X).
Proof. Suppose ¬∃δ ∈ X[α ≤ δ ≺ σ ]. We show σ ∈ G(X). σ ∈ Cσ (X) follows from Lemma 3.10.2. It remains to show
γ ∈ Cσ (X)|σ ⇒ γ ∈ X .
Case 1. γ < α: By Lemma 3.5.1 with (A)we have γ ∈ Cσ (X)|α ⊆ Cα(X)|α ⊆ X .
Case 2. γ = α: By γ = α ≺ σ , we have γ ∈ Dκ for a κ ≼ σ . On the other hand we have γ ∈ Cσ (X)|σ . Hence γ ∈ X
contradicting our assumption¬∃δ ∈ X[α ≤ δ ≺ σ ].
Case 3. γ > α: Then α < γ < σ . We claim α ≤ Kσγ . For otherwise we have Kσγ < α ≺ σ and γ < σ . Then by
Lemma 2.6.3 we would have γ < α.
On the other side, X enjoys the condition (KC) by Lemma 3.4 and (K). Thus Kσγ ⊆ X . However δ ≺ σ for any δ ∈ Kσγ
by Lemma 2.6.2. Therefore we would have ∃δ ∈ X[α ≤ δ ≺ σ ]. 
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3.2. Families of sets in wellfoundedness proofs
Let θ [X] denote a (definable) property on subsets X of Od′. Sets X are intended (but not assumed) to denote a Γ x for an
operator Γ , or a distinguished set.
In this subsection some conditions on families of sets are extracted from wellfoundedness proofs, and we derive the
properties of sets under the conditions.
Definition 3.13. 1. Wθ :={X : θ [X]}.
2. Gθ := G(Wθ )|π .
Definition 3.14. 1. Prg[X, Y ] :⇔ ∀α ∈ X(X |α ⊆ Y → α ∈ Y ).
2. For a definable classX, TI[X] denotes the schema:
TI[X] :⇔ Prg[X,Y] → X ⊆ Y holds for any definable class Y.
3. For X ⊆ Od′ letWX denote the wellfounded part of X .WX = Γ∞A for the monotonicΠ01 -operator (in X) ΓA(Y ) := {α ∈
X : ∀β ∈ X |α(β ∈ Y )}.
For α ∈ Od′,
WX |α := (WX)|α = W (X |α).
Consider the following conditions on the property θ :
(θ .0) Wθ < π .
(θ .1) ∀X{θ [X] ⇒ X ⊆ G(X)}.
(θ .2) ∀X[θ [X] → TI[X] ∧ ∀α ∈ X(Wθ |α = X |α)].
(θ .3) Γ2(Wθ ) ⊆ Wθ , i.e., ∀α[α ∉ R′ &α ∈ Gθ ⇒ α ∈ Wθ ].
(θ .4) ∀α[α ∈ SR&α ∈ Gθ ⇒ α ∈ Wθ ].
(θ .0) says that sets X such that θ [X] concerns smaller elements below π , (θ .1) says that the most fundamental operator
G(X) contains X . (θ .2) is the condition for wellfoundedness of X , and says that sets X, Y enjoying θ are ordered by end
extensions ⊆e, X ⊆e Y or Y ⊆e X , which is one of the most fundamental facts on distinguished sets, and yields the
wellfoundedness of the wholeWθ , cf. Lemmas 3.17.1 and 3.32. (θ .3) together with (θ .4) says that α ∈ G(Wθ )|π ⇒ α ∈ Wθ
for easy cases α.
3.2.1. Elementary properties of the family of sets
Lemma 3.15 (Cf. Lemmas 3.14.1, 3.15.1 and 3.15.2 in [8]). Assume that θ enjoys hypotheses (θ .i) for i ≤ 1. For any X ∈ {X :
θ [X]} ∪ {Wθ }, X enjoys the conditions (A), (K) and (KC) in Definition 3.3.
Lemma 3.16. Assume that θ enjoys hypotheses (θ .i) for i ≤ 1. For any X ∈ {X : θ [X]} ∪ {Wθ }, if α ∈ G(X) and α ≺ σ , then
¬∃δ ∈ X[α ≤ δ ≺ σ ] ⇒ σ ∈ G(X).
Proof. This follows from Lemma 3.12 with Lemma 3.15. 
3.2.2. Hypotheses on wellfoundedness
Lemma 3.17 (Cf. Lemma 3.16 in [8]). Assume that θ enjoys hypotheses (θ .i) for i ≤ 2.
1. TI[Wθ ].
2. For any X ∈ {X : θ [X]} ∪ {Wθ }, X ⊆ G(X). Hence α ∈ Cβ(X)|β &β ∈ X ⇒ α ∈ X.
3. Let X ∈ {X : θ [X]} ∪ {Wθ } and assume Γ2(X) ⊆ X. Then ∀α < π[Kα ⊆ X ⇒ α ∈ X].
Proof. Lemma 3.17.1 is seen as follows. Suppose Prg[Wθ ,Y] for a definable class Y, and α ∈ Wθ . Pick a set X such that
α ∈ X and θ [X]. Then by (θ .2)we have TI[X] andWθ |α = X |α. Hence Prg[X |α,Y], andWθ |α = X |α ⊆ Y. Prg[Wθ ,Y] yields
α ∈ Wθ . 
Lemma 3.18 (Cf. Lemma 3.18 in [8]). Assume that θ enjoys hypotheses (θ .i) for i ≤ 3. Then
WOd′|Ω = Wθ |Ω.
Definition 3.19. Set
Wπ = Cπ (Wθ ).
Lemma 3.20 (Cf. Lemma 3.20 in [8]). Assume that θ enjoys hypotheses (θ .i) for i ≤ 4.
1. Wθ ⊆ Wπ andWπ |π = Wθ |π .
2. π ∈ Wπ .
3. α ∈ Wπ ⇔ K dα ⊆ Wπ ⇔ K dα ⊆ Wθ .
4. α ∈ Wπ ⇒ Kσα ⊆ Wθ &α ∈ Cβ(Wθ ) for any σ and β .
5. For each n ∈ ω, TI[Wπ |ωn(π + 1)] with ω0(α) = α, ωn+1(α) = ωωn(α).
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Definition 3.21. For o.d.’s α ∈ Od′ and finite sequences of quadruples q ⊆ Od′, define:
1.
A(α, q) :⇔ ∀σ ∈ Wπ [dqσα ∈ Od′ ⇒ dqσα ∈ Wθ ].
2.
MIH(α) :⇔ ∀β ∈ Wπ |α∀q ⊆ WπA(β, q).
3.
SIH(α, q) :⇔ ∀q0 ⊆ Wπ [q0 <lex q ⇒ A(α, q0)],
where sequences of quadruples q = (jm, κm, τm, νm : m ≤ l) are arranged in the ordering: q = (jl, κl, τl, νl, . . . , j0,
κ0, τ0, ν0).
Lemma 3.22 (Cf. Lemma 3.22 in [8]). Assume that θ enjoys hypotheses (θ .i) for i ≤ 4. SupposeMIH(α). For any o.d. β ∈ Od′
β ∈ Cσ (Wθ )&B>σ (β) < α ⇒ β ∈ Wπ .
Theorem 3.23 (Cf. Theorem 3.24 in [8]). Assume that θ enjoys hypotheses (θ .i) for i ≤ 4. Assume {α} ∪ q ⊆ Wπ ,MIH(α), and
SIH(α, q) in Definition 3.21. Then
∀σ ∈ Wπ [dqσα ∈ Od′ ⇒ dqσα ∈ Gθ ].
3.2.3. Hypotheses on operators
Let Γ denote a first order operator on a subsystem Od′ of Od. Let θ [X] :⇔ ∃x ∈ Ord[X = Γ x]. Thus
Definition 3.24. 1. W :={Γ x : x ∈ Ord}.
2. G := G(W)|π .
3. |α| := |α|Γ for α ∈ W .
Consider the following conditions on Γ for any X ∈ {Γ x : x ∈ Ord} ∪ {W}:
(Γ .0) Γ (X) < π .
(Γ .1) Γ (X) ⊆ G(X).
(Γ .2) α, β ∈ W &α < β ⇒ |α| < |β|.
(Γ .3) Γ2(X) ⊆ Γ (X), i.e., ∀α[α ∉ R′ &α ∈ G(X)⇒ α ∈ Γ (X)].
(Γ .4) ∀α[α ∈ SR&α ∈ G⇒ α ∈ W].
(Γ .5) Γ (W) ⊆ W .
Lemma 3.25 (Cf. Lemma 3.27 in [8]). AssumeΓ enjoys the hypotheses (Γ .i) for i ≤ 2. Then θ [X] :⇔ ∃x ∈ Ord[X = Γ x] enjoys
(θ .i) for i ≤ 2, and X ⊆ G(X) for any X ∈ {Γ x : x ∈ Ord}.
Furthermore if Γ enjoys (Γ .i) for 3 ≤ i ≤ 5, then (θ .i) for 3 ≤ i ≤ 4 holds.
Lemma 3.26 (Cf. Lemma 3.28 in [8]). If Γ is persistent and enjoys (Γ .2), thenW ⊆ Γ (W).
3.3. Distinguished classes
In this subsection, working in the set theory KPℓ for limits of admissibles, we will develop rudiments of distinguished
classes.
X, Y , . . . range over subsets of Od′. WhileX,Y, . . . range over classes.
Let V (X) be a ∆1-formula over KPℓ. Throughout this subsection we assume V (X) enjoys the following condition (3)
demonstrably in KPℓ:
∀α < π{[X |α = Y |α → V (X)|α+ = V (Y )|α+]& [α ∉ DQ → α ∈ V (X)]}. (3)
Definition 3.27. 1.
VCα(X) = V (X) ∩ Cα(X).
2.
α ∈ V ∗(X) :⇔ α ∈ V (X)&Cα(X)|α ⊆ V (X).
3.
V ∗Cα(X) = V ∗(X) ∩ Cα(X).
Namely
β ∈ V ∗Cα(X)⇔ β ∈ V (X)&Cβ(X)|β ⊆ V (X)&β ∈ Cα(X).
Lemma 3.28. For any classesX,Y ⊆ Od′ enjoying the condition (A) in Definition 3.3, i.e., ∀α ∈ X[α ∈ Cα(X)] the following
holds:
X|α = Y|α ⇒ ∀β < α+{V ∗Cβ(X)|β+ = V ∗Cβ(Y)|β+}.
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Proof. Assume that β < α+ andX,Y enjoy the condition (A) andX|α = Y|α. By the condition (3) we have V (X)|β+ =
V (Y)|β+.
On the other hand we have by Lemmas 3.5.2 and 3.2, Cβ(X) = Cβ(Y), and for any δ < β+ Cδ(X) = Cδ(Y). Hence
V ∗(X)|β+ = V ∗(Y)|β+. 
Definition 3.29. For X ⊆ Od′ and α ∈ Od′,
1.
D[X] :⇔ X < π &∀α(α ≤ X → WV ∗Cα(X)|α+ = X |α+). (4)
A classX is said to be a distinguished class if D[X]. A distinguished set is a set which is a distinguished class.
1.WD :={X : D[X]}.
Since, in KPℓ, V (X) is assumed to be∆1, and the wellfounded partW (<) of a set< is again a set, D[X] is∆1. Hence both
WD and Cα(WD) areΣ1.
Obviously any distinguished classX enjoys the condition (A) ∀α ∈ X[α ∈ Cα(X)] in Definition 3.3.
Lemma 3.30. D[X]&α ∈ X ⇒ ∀β[α ∈ V ∗(X) ∩ Cβ(X)].
Proof. Assume D[X]&α ∈ X . Then α ∈ X |α+ = WV ∗Cα(X)|α+ ⊆ V ∗(X) ∩ Cα(X). Hence α ∈ Cβ(X) for any β ≤ α by
Lemma 3.5.1. Moreover for β > α we have α ∈ X |β ⊆ Cβ(X). 
In the following Lemma 3.31, I denotes a class family of distinguished classes, i.e., ∀X ∈ ID[X]. Set
WI =

{X ∈ I : D[X]}.
The following Lemmas 3.31 and 3.32 are seen as in [2] from Lemma 3.28.
Lemma 3.31. D[WI]. In particular D[WD].
Lemma 3.32. TI[WD].
Next we show X ⊆ G(X) for any distinguished X , cf. Corollary 3.35. We need first the following Lemmas 3.33 and 3.34.
Lemma 3.33. Let X be a distinguished set. Assume γ ∈ V ∗(X), X |γ ⊆ G(X) and α < γ+ &∀σ ≤ γ [Kσα ⊆ X]. Then
Cα(X)|α ⊆ V (X).
Proof. First consider the case when γ ≤ α < γ+. We have γ ∈ V (X), Cγ (X)|γ ⊆ V (X) and Cα(X) = Cγ (X). Let
γ < β < γ+. Then β ∉ DQ , and hence β ∈ V (X) by (3). Therefore Cα(X)|α = Cγ (X)|α ⊆ V (X).
In what follows suppose α < γ . We show by induction on ℓβ that
β ∈ Cα(X)|α ⇒ β ∈ Cγ (X)|γ .
On the other hand we have Cγ (X)|γ ⊆ V (X) by γ ∈ V ∗(X). Hence Cα(X)|α ⊆ V (X) follows.
If β ∈ X , then β ∈ Cγ (X) follows from Lemma 3.30. If β ∉ D , then β ∈ Cγ (X) is seen from IH. Assume β ∈ Dσ with a
σ > α.
First consider the case γ < σ . Then ∀κ ≤ γ [Kκβ < β < α] by Lemma 2.6.5. Lemma 3.6.1 with IH yields β ∈ Cγ (X)|γ .
Finally assume α < σ ≤ γ . Then pick a δ ∈ Kσα ⊆ X |(α + 1) such that β ≤ δ ∈ X |γ by Lemmas 2.6.4 and 2.6.3.
We claim β ∈ X . Then β ∈ Cγ (X) follows from Lemma 3.30 again. Assume β < δ. We have δ ∈ G(X), and hence
β ∈ Cα(X)|δ ⊆ Cδ(X)|δ ⊆ X by Lemma 3.5.1. We are done. 
Lemma 3.34. Let X be a distinguished set. Assume γ ∈ X.
1. ∀β ∈ X |γ∀σ [α ∈ Cβ(X)⇒ Kσα ⊆ Cβ(X)].
2. α ∈ X |γ ⇒ ∀σ(Kσα ⊆ X).
3. α ∈ Cγ (X)⇒ ∀σ ≤ γ (Kσα ⊆ X).
4. α ∈ Cγ (X)|γ ⇒ α ∈ X.
Proof. By main induction on γ ∈ X with subsidiary induction on ℓα we show these simultaneously.
3.34.1. Let β ∈ X |γ and α ∈ Cβ(X). If α ∈ X |β , then Kσα ⊆ X by MIH on Lemma 3.34.2. Hence Kσα ⊆ Cβ(X) by
Lemma 3.30. Otherwise the assertion follows from SIH. For example if α ∈ Dρ with ρ > β , then {ρ} ∪ c(α) ⊆ Cβ(X). SIH
yields Kσα ⊆ {α} ∪ Kσ ({ρ} ∪ c(α)) ⊆ Cβ(X).
3.34.2. Assume α ∈ X |γ . Then α ∈ Cα(X), and hence Kσα ⊆ Cα(X) by Lemma 3.34.1. We can assume Kσα < α by
Lemma 2.6.4. Then Kσα ⊆ Cα(X)|α ⊆ X by MIH on Lemma 3.34.4.
3.34.3. Assume α ∈ Cγ (X) and σ ≤ γ . If α ∈ X |γ , then Lemma 3.34.2 yields Kσα ⊆ X . Otherwise the assertion follows from
SIH. For example if α ∈ Dρ with ρ > γ ≥ σ , then α ⊀ σ and {ρ} ∪ c(α) ⊆ Cγ (X). SIH yields Kσα ⊆ Kσ ({ρ} ∪ c(α)) ⊆ X .
3.34.4. Assume α ∈ Cγ (X)|γ . We show α ∈ X . We haveWV ∗Cγ (X)|γ+ = X |γ+ & γ ∈ V ∗(X) by γ ∈ X . Thus it suffices to
show α ∈ V ∗(X). By γ ∈ V ∗(X) we have α ∈ V (X). On the other hand we have ∀σ ≤ γ [Kσα ⊆ X] by Lemma 3.34.3, and
X |γ ⊆ G(X) by MIH on Lemma 3.34.4. Consequently Lemma 3.33 yields Cα(X)|α ⊆ V (X), and hence α ∈ V ∗(X). We are
done. 
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By Lemmas 3.15, 3.4, 1.2, 3.33 and 3.34 we have the following Corollary 3.35.
Corollary 3.35. Let X be a distinguished set. Then
X ⊆ G(X)
and
α ∈ G(X) ∩ V (X)⇒ [α ∈ V ∗(X)& VCα(X)|α+ = V ∗Cα(X)|α+].
θ [X] :⇔ D[X] enjoys the hypotheses (θ .i) (i ≤ 2) in Section 3.2, and the conditions (K) ∀τ [α ∈ X ⇒ Kτα ⊆ X],
(KC) ∀α∀β∀σ [α ∈ Cβ(X)& σ ≤ β ⇒ Kσα ⊆ X], ∀β∀τ [α ∈ Cβ(X) ⇒ Kτα ⊆ Cβ(X)] and X ⊆ G(X) hold for any
X ∈ {X : D[X]} ∪ {WD}.
The following Lemma 3.36 is seen as in [2] from Lemma 3.28 and Corollary 3.35.
Lemma 3.36. Suppose D[X], α ∈ G(X) ∩ V (X) and
∀β(X < β &β+ < α+ ⇒ WVCβ(X)|β+ ⊆ X) (5)
Then α ∈ WVCα(X)|α+ &D[WVCα(X)|α+].
The following Theorem 3.37 is a key on distinguished classes.
Theorem 3.37. Let X be a distinguished set, and suppose
η ∈ G(X) ∩ V (X) (6)
and
∀γ ≺ η(γ ∈ G(X) ∩ V (X)→ γ ∈ X) (7)
Then
η ∈ WVCη(X)|η+ &D[WVCη(X)|η+].
Proof. By Lemma 3.36 and the hypothesis (6) it suffices to show
∀β(X < β &β+ < η+ ⇒ WVCβ(X)|β+ ⊆ X). (5)
Assume X < β &β+ < η+. We have to showWVCβ(X)|β+ ⊆ X . We prove this by induction on γ ∈ WVCβ(X)|β+. Suppose
γ ∈ VCβ(X)|β+ and VCβ(X)|γ ⊆ X . We show γ ∈ X .
We show first
γ ∈ G(X).
First γ ∈ VCγ (X) by γ ∈ VCβ(X)|β+. Second we show the following claim by induction on ℓα:
Claim 3.38. α ∈ Cγ (X)|γ ⇒ α ∈ X.
Proof of Claim 3.38. We have α ∈ V (X) by γ ∈ V ∗(X). Therefore we can assume γ+ ≤ β by VCβ(X)|γ ⊆ X .
First consider the case α ∉ D . Then Lemma 3.6.1 with IH yields α ∈ Cβ(X). Hence α ∈ VCβ(X)|γ ⊆ X .
Therefore we can assume α ∈ Dρ for some ρ > γ . Then {ρ} ∪ c(α) ⊆ Cγ (X).
Case 1. β < ρ: Then ∀κ ≤ β[Kκ({ρ} ∪ c(α)) = Kκα < α < γ ]. Hence Lemma 3.6.1 with IH yields α ∈ Cβ(X) and
α ∈ VCβ(X)|γ ⊆ X .
Case 2. β ≥ ρ: We haveDρ ∋ α < γ < ρ ≤ β . Pick a δ ∈ Kργ such that α ≤ δ ≤ γ by Lemma 2.6.3. γ ∈ Cβ(X)with (KC)
yields VCδ(X) ∋ α ≤ δ ∈ X . Therefore α ∈ WVCδ(X)|δ+ = X |δ+.
Thus Claim 3.38 was shown. 
Hence we have γ ∈ G(X) ∩ V (X). We have γ < β+ ≤ η & γ ∈ Cγ (X). If γ ≺ η, then the hypothesis (7) yields γ ∈ X . In
what follows assume γ ⊀ η.
If ∀τ ≤ η[Kτγ < γ ], then Lemma 3.6.2 yields γ ∈ Cη(X)|η ⊆ X by η ∈ G(X).
Suppose ∃τ ≤ η[Kτγ = {γ }]. This means, by γ ⊀ η, that γ ∈ D and γ ≺ τ for a τ < η. Let τ denote the maximal
such one. Then τ ∈ Cγ (X)& γ < τ < η &∀κ ≤ η[Kκτ < γ ] by Lemmas 3.10.1, 2.6.3 and 2.6.5. Lemma 3.6.2 yields
τ ∈ Cη(X)|η ⊆ X by η ∈ G(X). Therefore τ ∈ X < β . γ ∈ Cβ(X)with (KC) yields {γ } = Kτγ ⊆ X . We are done. 
Thus θ [X] :⇔ D[X] enjoys these hypotheses (θ .i) (i ≤ 4) in Section 3.2 (demonstrably in the set theory KPℓ).
Definition 3.39. 1. By a universe we mean either a whole universe L or a transitive set Q ∈ L in a whole universe L such
that ω ∈ Q . Universes are denoted P,Q , . . .
2. A universe P is said to be a limit universe if lmtadP holds, i.e., P is a limit of admissible sets, cf. (1).
3. For a universe P ,∆0(∆1) in P denotes the class of predicates which are∆0 in some∆1 predicates on P .
We see the absoluteness of the predicate D[X] over limit universes.
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Lemma 3.40. Let P be a limit universe and X ∈ P (ω) ∩ P.
1. V (X) and WV ∗Cα(X) are∆1 and D[X] is∆0(∆1).
2. V (X) = {α : P |H α ∈ V (X)}, WV ∗Cα(X) = {α : P |H α ∈ WV ∗Cα(X)} and D[X] ⇔ P |H D[X].
Definition 3.41. For a limit universe P set
WP =

{X ∈ P : D[X]} =

{X ∈ P : P |H D[X]}.
ThusWL = WD for the whole universe L.
Lemma 3.42. For any limit universe P
D[WP ].
Proof. This follows from Lemma 3.31. 
Lemma 3.43. For limit universes P,Q ,
Q ∈ P ⇒ WQ ⊆ WP &WQ ∈ P.
Lemma 3.44. For any limit universe P
β ∈ Cα(WP)↔ ∃X ∈ P{D[X]&β ∈ Cα(X)}.
Proof. By the monotonicity of Cα(X)we have the direction [←].
The converse direction [→] is seen by induction on ℓβ using the fact
{Xi}i<n ⊆ P &∀i < nD[Xi] ⇒i<n Xi ∈ P &D[i<n Xi]. 
Lemma 3.45. LetX be aΠ10 -class such thatX ⊆ Lmtad. Suppose P ∈ M2(X) and α ∈ G(WP). Then for any distinguished set
X1 ∈ P, there exists a universe Q ∈ P ∩X such that X1 ∈ Q and α ∈ G(WQ ).
Proof. Suppose P ∈ M2(X) and α ∈ G(WP).
First by α ∈ Cα(WP) and Lemma 3.44 pick a distinguished set X0 ∈ P so that α ∈ Cα(X0).
Next writing Cα(WP)|α ⊆ WP analytically we have
∀β < α[β ∈ Cα(WP)⇒ ∃Y ∈ P(D[Y ]&β ∈ Y )].
Again by Lemma 3.44 we have
β ∈ Cα(WP)↔ ∃X ∈ P{D[X]&β ∈ Cα(X)}.
Thus we have
∀β < α∀X ∈ P∃Y ∈ P[(D[X]&β ∈ Cα(X))⇒ (D[Y ]&β ∈ Y )].
By Lemma 3.40.2 we have D[X] ↔ P |H D[X] for any X ∈ P . Hence by Lemma 3.40.1 the following Π2-predicate holds in
the universe P ∈ M2(X):
∀β < α∀X∃Y [(D[X]&β ∈ Cα(X))⇒ (D[Y ]&β ∈ Y )]. (8)
Now pick a universe Q ∈ P ∩ X such that {X0, X1} ⊆ Q for a given distinguished set X1, Q |H (8). Tracing the above
argument backwards in the limit universe Q we have Cα(WQ )|α ⊆ WQ and X0 ⊆ WQ ={X ∈ Q : Q |H D[X]} ∈ P . Thus
by Lemma 3.44 we have α ∈ Cα(WQ ). Hence α ∈ G(WQ ). 
Theorem 3.37 together with Lemma 3.45 yields the following Corollary 3.46, which is the key in our wellfoundedness
proofs by distinguished sets.
Corollary 3.46 (Cf. Lemma 6.1 in [9]). LetX be aΠ10 -class such thatX ⊆ Lmtad. Suppose P ∈ M2(X) andη ∈ G(WP)∩V (WP).
Assume that there exists a distinguished set X1 ∈ P such that
∀Q ∈ P ∩X[X1 ∈ Q ⇒ η ∈ V (WQ )]. (9)
Further assume that any Q ∈ P ∩X with X1 ∈ Q enjoys the following condition:
∀γ ≺ η{γ ∈ G(WQ ) ∩ V (WQ )⇒ γ ∈ WQ }. (10)
Then η ∈ WP .
Proof. Let X1 be a distinguished set in P enjoying (9). Assume η ∈ G(WP) ∩ V (WP). By Lemma 3.45 pick a Q ∈ P ∩ X
such that η ∈ G(WQ ) and X1 ∈ Q . Then η ∈ V (WQ ). Hence (6) in Theorem 3.37 holds for X = WQ , and (7) by (10). By
Theorem 3.37 we have η ∈ Y for the distinguished class Y = WVCη(X)|η+, which is definable over Q . Thus Y ∈ P and
η ∈ WP . 
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4. Π3-reflection onΠ3-reflecting ordinals
Our wellfoundedness proofs for the notation system Od(ΠN) are based on the resolving ΠN -reflecting universes L by
iterations of Π2-recursively Mahlo operations. Since the resolving is so complicated, we first explain the simplest case.
NamelyΠ3-reflection onΠ3-reflecting ordinals.
For classesX,Y of transitive sets, let
X ≺i Y :⇔ Y ⊆ Mi(X).
This means that any set P ∈ Y isΠi-reflecting onX.
4.1. Mahlo classes for M23
LetM23 = M3(M3) denote the class ofΠ3-reflecting universes onΠ3-reflecting universesM3. And let L ∈ M23 .
Define Mahlo classesM2(2;β),M2((2, 1); (β, β0)) on Lt ∪ {L} as follows. Let π := ord(L).
M2(2;β) =

{M2(M2(2; ν) ∩M3) : ν < β}
M2((2, 1); (β, β0)) = M2(2;β) ∩

{M2(M2((2, 1); (β, ν))) : ν < β0}
and let
T = {M2(2;β) ∩M3,M2((2, 1); (β, β0)) : β < επ+1, β0 < π}.
Note thatM3 = M2(2; 0) ∩M3,Mβ02 (L) = M2((2, 1); (0, β0)) andM2(2;β) = M2((2, 1); (β, 0)).
The idea is to iterate the operationM2 first. The hierarchy
{M2((2, 1); (0, β0)) : β0 < π} is still belowM3 in the sense that
β0 ∈ P ∈ M3 ⇒ P ∈ M2(M2((2, 1); (0, β0))).
This is seen from the fact thatM2(M2((2, 1); (0, β0)) is aΠ3-class.
Second jump to M2((2, 1); (1, 0)) = M2(2; 1) = M2(M3), and iterate the operation M2 to get the next hierarchy
{M2((2, 1); (1, β0)) : β0 < π}. Again the second hierarchy is belowM2(2; 1) ∩M3.
β0 ∈ P ∈ M2(2; 1) ∩M3 ⇒ P ∈ M2(M2((2, 1); (1, β0)))
sinceM2(2; 1) ∩M2((2, 1); (1, β0)) is aΠ3-class.
Then jump toM2((2, 1); (2, 0)) = M2(2; 2) = M2(M2(2; 1) ∩M3), and so forth.
Roughly speaking,M2((2, 1); (β, β0)) is a result of iterations of the operationM2 along a lexicographic ordering (β, β0)
of type πβ + β0.
ForX ∈ T define a pair h(X) = ⟨h0(X), h1(X)⟩ by
h(M2(2;β) ∩M3) := ⟨β, π⟩ and h(M2((2, 1); (β, β0))) := ⟨β, β0⟩. (11)
Then h(X) <lex h(Y)⇒ X ≺2 Y forX,Y ∈ T . Namely we see the following facts:
ν < β0 ⇒ M2((2, 1); (β, ν)) ≺2 M2((2, 1); (β, β0)) (12)
ν < β ⇒ M2(2; ν) ∩M3 ≺2 M2(2;β) (13)
M2((2, 1); (β, γ )) ≺2 M2(2;β) ∩M3 (14)
ν < β ⇒ M2(2; ν) ∩M3 ≺2 M2((2, 1); (β, β0)) (15)
∀X ∈ T [X ≺2 M23 ].
To see (14), show
P ∈ M2(2;β) ∩M3 ⇒ P ∈ M2((2, 1); (β, γ )) ∩M2(M2((2, 1); (β, γ )))
by induction on γ using the fact that bothM2(2;β) andM2(M2((2, 1); (β, γ )) areΠ3-classes.
(15) is seen from M2((2, 1); (β, β0)) ⊂ M2(2;β). Using again the fact that M2(2;β) is a Π3-class, we see M2(2;β) ∩
M3 ≺2 M23 .
In [9]we considered iterations ofM2 along lexicographic ordering on pairs in generalities.Wemodify it slightly as follows.
Definition 4.1. 1. For two transitive relations<1, <0 on ω,<L:≡ L(<1, <0) denotes the lexicographic ordering:
⟨n1, n0⟩ <L ⟨m1,m0⟩ :⇔ n1 <1 m1 ∨ (n1 = m1 ∧ n0 <0 m0).
L(<1, <0) isΣ1 if<1 and<0 areΣ1.
<LW denotes the restriction of<L to thewellfounded part augmentedwithmaximal elements in the second component:
⟨n1, n0⟩ <LW ⟨m1,m0⟩ :⇔ ⟨n1, n0⟩ <L ⟨m1,m0⟩ ∧ n0,m0 ∈ Wmax(<0)
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where
Wmax(<0) = W (<0) ∪ {n : ¬∃m(n <0 m)}.
<LW is∆2 if<1 and<0 areΣ1.
KPΠ3(Π3) denotes a set theory for universes inM23 .
Lemma 4.2 (Cf. Lemma 2.3 in [9]). Let<1, <0 be twoΣ1 transitive relations on ω, and<LW the restriction of the lexicographic
ordering defined from these to the wellfounded part augmented with maximal elements in the second component.
Then KPΠ3(Π3) proves
∀a, α ∈ ω[TI(a, <1,Π3)→ L ∈ M2(⟨a, α⟩;<LW )].
where TI(a, <1,Π3) denotes the transfinite induction schema forΠ3-formulas up to a ∈ ω.
4.2. Ordinal diagrams Od(M23 ) for M
2
3
We define the subsystem Od(M23 ) ⊂ Od of ordinal diagrams.
For ρ ∈ DQσ ∩ Od(M23 ), Q (ρ) is determined by a pair Q ′(ρ) = (rg2(ρ), st2(ρ)) of o.d.’s. Namely Q (ρ) = (2, rg2(ρ), σ ,
st2(ρ)). Let α ≺2 β :⇔ α ≺ β .
Definition 4.3. Od(M23 ).
The system Od(M23 ) of o.d.’s is obtained from Od by restricting the construction (σ , q, α) → dqσα in Definition 2.1.8 as
follows: first set π+ := επ+1 := ∞ and
M3 := {π} ∪ {α ∈ DQ ∩ Od(M23 ) : rg2(α) = π}.
Assume α ∈ Od(M23 )& σ ∈ {π} ∪DQ & q = (κ, ν) ⊆ Od(M23 ) such that
1.
σ ≼ κ ∈ M3 (16)
2.
σ = π ⇒ ν ≤ α (17)
and
ν < κ+. (18)
Put ρ := dqσα ∈ DQσ ⊆ Od. For this ρ define
pd2(ρ) = σ , st2(ρ) = ν, rg2(ρ) = κ.
Then ρ ∈ Od(M23 ) if the following conditions are fulfilled besides (2) in Definition 2.1.8:
Case 1. ρ ∈ M3, i.e., κ = rg2(ρ) = π : Then the following condition has to be met
∀η ∈ M3|π [ρ ≺ η⇒ st2(ρ) < st2(η)].
Case 2. ρ ∉ M3, i.e., κ = rg2(ρ) < π : Then rg2(ρ) has to be the least one inM3, i.e.,
rg2(ρ) = min{κ < π : ρ ≺ κ ∈ M3}
and the following condition has to be met
∀τ [ρ ≺ τ ≺ κ ⇒ st2(ρ) < st2(τ )].
(D.2) In either Case 1 and Case 2, the following condition has to be met
∀τ ≤ rg2(ρ)(Kτ st2(ρ) < ρ). (19)
In Case 2we have ∀τ [ρ ≺ τ ≺ κ ⇒ rg2(τ ) = κ] since κ = rg2(ρ) = min{κ < π : ρ ≺ κ ∈ M3}.
Now for each o.d. ρ ∈ DQ ∩ Od(M23 )we associate a Mahlo classX(ρ) ∈ T and a pair h(ρ), cf. (11) as follows:
Case 1. ρ ∈ M3:X(ρ) = M2(2;β) ∩M3 for β = st2(ρ), and h(ρ) := h(X(ρ)) = ⟨β, π⟩.
Case 2. ρ ∉ M3:X(ρ) = M2((2, 1); (β, γ )) for γ = st2(ρ) and β = st2(rg2(ρ)), and h(ρ) := h(X(ρ)) = ⟨β, γ ⟩.
Then we see
Lemma 4.4. If δ ≺2 η, then h(δ) <lex h(η) and henceX(δ) ≺2 X(η).
Proof. Suppose η = pd2(δ).
(14) corresponds to the case: rg2(δ) = η ∈ M3 with st2(η) = β , st2(δ) = γ < η+.
(12) corresponds to the case: rg2(δ) = rg2(η) < π with ν = st2(δ) < st2(η) = β0.
(13) corresponds to the case: δ, η ∈ M3 and ν = st2(δ) < st2(η) = β .
Finally consider the case when δ ∈ M3 and η ∉ M3. Then rg2(η) = min{σ : δ ≺ σ ∈ M3}. (15) corresponds to this case
with ν = st2(δ) < st2(rg2(η)) = β (and st2(η) = β0). 
The following lemma is seen from Lemma 3.11 and (19), cf. Lemma 6.28.
Lemma 4.5. If ρ ∈ G ∩DQ and κ = rg2(ρ), then st2(ρ) ∈ Cκ(X).
In particular, ρ ∈ G ∩DQ ∩M3 ⇒ st2(ρ) ∈ Cπ (X).
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4.3. Wellfoundedness proofs for Od(M23 )
We show the following Theorem 4.6.
Theorem 4.6. For each α < dΩεπ+1,i.e., each α ∈ Od(M23 )|Ω , the fact that (Od(M23 )|α,<) is a well-ordering, is provable both
in [Π02 ,Π02 ]-Fix and in a set theory
LW2(<1, <0) := KPℓ+ {L ∈

{M2(M2(⟨a, α⟩;<LW )) : α ∈ Wmax(<0)} : a ∈ ω}
for someΣ1 transitive relations<1, <0 on ω such that<1 is almost wellfounded in KPℓ.
By a proof-theoretic analysis of KPΠ3(Π3) as in [6], we see that the wellfoundedness of (Od(M23 ),<) up to each α < Ω
provesΠ11 -theorems in KPΠ3(Π3) over ACA0. Therefore we conclude the following Corollary 4.7, which was announced in
Theorem 2.4 of [9].
Corollary 4.7. KPΠ3(Π3) is proof-theoretically reducible to a set theory LW2(<1, <0) for some Σ1 transitive relations <1, <0
on ω such that<1 is almost wellfounded in KPℓ.
4.3.1. Proof by a [Π02 ,Π02 ]-operator
Work in [Π02 ,Π02 ]-Fix.
Definition 4.8.
α ▹ β :⇔ α, β ∈ DQ &α ≺ β ≺ rg2(α).
Observe that for α, β ∈ DQ with α ≺ β , α ▹ β iff α ∈ M3 or rg2(α) = rg2(β) by Case 2. Hence α ▹ β ⇒ h(α) <lex h(β).
Specifically supposing γ ≺ α we see:
1. α ∉ M3: Then γ ▹ α iff γ ∉ M3 & rg2(γ ) = rg2(α)(, and hence h0(γ ) = h0(α)) & h1(γ ) = st2(γ ) < st2(α) = h1(α)(the
case corresponds to (12)), or γ ∈ M3 & h0(γ ) = st2(γ ) < st2(rg2(α)) = h0(α) (the case corresponds to (15)).
2. α ∈ M3: Then γ ▹ α iff γ ∈ M3 & h0(γ ) = st2(γ ) < st2(α) = h0(α)(the case corresponds to (13)).
Moreover if M3 ∌ γ ≺ α ∈ M3, then rg2(γ ) ≼ α and h0(γ ) = st2(rg2(γ )) ≤ st2(α) = h0(α)& h1(γ ) = st2(γ ) < π =
h1(α)(the case corresponds to (14)).
Definition 4.9.
α ∈ G32(X) :⇔ ∀γ ▹ α[γ ∈ G(X)→ γ ∈ X].
Now let us define an operator Γ32 on Od(M23 ) from G32(X).
Definition 4.10. 1. α ∈ Γ30(X) iff π > α ∉ M3, α ∈ G(X) ∩ G32(X) and [α ∈ SR ⇒ ∀γ ∈ Dα(γ ∈ G(X)→ γ ∈ X)].
2. α ∈ Γ32(X) iff
α ∈ Γ30(X) ∨ [Γ30(X) ⊆ X &α ∈ M3|π &α ∈ G(X) ∩ G32(X)].
Let us examine the complexity of these operators. Both G32 and Γ30 areΠ02 , and hence Γ32 is [Π02 ,Π02 ].
We write Γ for Γ32, |α| for |α|Γ32 .
We see easily that Γ = Γ32 enjoys the hypotheses (Γ .0), (Γ .1) and (Γ .5) in Section 3.2.3. Furthermore (Γ .3) and (Γ .4)
follow from the facts: if α ∉ R′ or α ∈ SR, then α ∈ G32(X) for any X .
We next show that Γ enjoys the hypothesis (Γ .2).
Theorem 4.11. Assume α, β ∈ W . Then
α < β ⇒ x = |α| < |β| = y.
Proof of Theorem 4.11. for Γ = Γ32. Assume α, β ∈ W and α < β . Put x = |α|, y = |β|. We show x < y by
induction on the natural sum x#y. Suppose x ≥ y. Put X = Γ x, Y = Γ y. We show α ∈ Y . As in [8] we see, using IH,
α ∈ G(X)|β = G(Y )|β &α ∈ G32(Y ), and we can assume α ≺ β ∈ DQ and α ≰ Y by IH. There are two cases to consider.
Csae 1. ∃σ [α ≼ σ & σ ▹ β]: Then by Lemma 3.16 and α ≰ Y we have σ ∈ G(Y ). β ∈ G32(Y ) yields α ≤ σ ∈ Y .
Case 2. Otherwise : We have σ ̸▹β for any σ with α ≼ σ ≺ β , and rg2(α) ≼ β &α ∉ M3. We claim M3 ∋ rg2(α) = β .
Otherwise we would have rg2(α) ▹ β . Thus β ∈ M3, and hence α ∈ Γ30(Y ) ⊆ Y . 
Note that in Case 2 of the Proof of Theorem 4.11 we need ∀α ≺ β[α ∈ Γ30(Y )→ α ∈ Y ] for β ∈ M3|π .
Let G32 := G32(W).
Lemma 4.12.
α ∈ G ∩ G32 ⇒ α ∈ W .
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Lemma 4.13. For ρ ∈ DQ ∩ Od(M23 ), Q (ρ) = {st2(ρ), rg2(ρ)} ≤ max{b(ρ), π}.
Proof. First off, rg2(ρ) ≤ π . It remains to show st2(ρ) ≤ max{b(ρ), π}. By (17) and (18) we can assume ρ ∈ M3 & pd2(ρ) <
π . Letα1 denote the diagram such thatρ ≺ α1 ∈ Dπ . Thenα1 ∈ M3 and st2(ρ) < st2(α1) ≤ b(α1) < b(ρ) by Lemma2.8. 
Lemma 4.14 (Cf. Definition 3.21.1). For each n ∈ ω
∀α ∈ Wπ |ωn(π + 1)∀q ⊆ Wπ |ωn(π + 1)A(α, q).
Proof. We have to show for each n ∈ ω
∀α ∈ Wπ |ωn(π + 1)∀q ⊆ Wπ |ωn(π + 1)A(α, q).
By main induction on α ∈ Wπ |ωn(π + 1) with subsidiary induction on q ⊆ Wπ |ωn(π + 1). Here observe that if β1 ∈ D
with b(β1) < ωn(π + 1), then by Lemma 4.13 we have Q (β1) ≤ max{b(β1), π} < ωn(π + 1).
Let α1 = dqσα ∈ Od(M23 )with σ ∈ Wπ . By Theorem 3.23 we have α1 ∈ G. We show α1 ∈ W . By Lemma 4.12 it suffices to
show α1 ∈ G32. By σ ∈ Wπ we have σ ∈ G32∪{π}. If σ = π , i.e., pd2(α1) = π , then α1 ∈ M3 & st2(α1) ∈ Wπ by Lemma 4.5,
and we see α1 ∈ G32 from G ∋ γ ▹ α1 ⇒ Wπ ∋ st2(γ ) < st2(α1). Therefore we can assume σ ∈ G32. If σ ≺ rg2(α1), then
α1 ▹ σ ∈ G32, and hence α1 ∈ W . Assume rg2(α1) = σ .
Let G ∋ γ ▹ α1. We have to show γ ∈ W . We can assume rg2(γ ) = σ by σ ∈ G32. Thus st2(γ ) < st2(α). By Lemma 4.5
we have st2(γ ), st2(α) ∈ Cσ (W). We have B>σ (st2(γ )) < b(α1) = α, cf. Lemma 5.6.6. Lemma 3.22 with MIH(α) yields
st2(γ ) ∈ Wπ . Therefore γ ∈ W is seen by induction on st2(γ ).
We are done. 
Lemma 4.14 yields Lemma 4.15: α1 ∈ Wπ for each α1 ∈ Od(M23 ) as in [8].
Lemma 4.15. For each α1, α1 ∈ Wπ .
Consequently Lemma 3.18 yields Theorem 4.6 in [Π02 ,Π02 ]-Fix.
4.3.2. Proof by distinguished classes
We will work in a set theory LW2(<1, <0) for relations<1, <0 defined in Definition 4.18.2 below.
X, Y , . . . range over subsets of Od(M23 ). WhileX,Y, . . . range over classes.
Distinguished classes are defined relative to a∆1 formula V (X) with the condition (3) in Section 3.3, cf. Definition 3.29.
The formula V (X) is now specified to be the following V2(X) in the wellfounded proof for Od(M23 ).
Definition 4.16. 1.
α ≪1 β :⇔ α ≺ β &α, β ∈ M3
and
α ≪0 β :⇔ α, β ∈ DQ &M3 ∌ α ≺ β & rg2(α) ∈ {β, rg2(β)}.
2.
β ∈ U(X) :⇔

β ∈ DQ ⇒

{Kσ ν : ν = st2(β), σ ≤ rg2(β)} ⊆ X

and for i = 0, 1
α <Xi β :⇔ α, β ∈ U(X)&α ≪i β.
The domain of<Xi is defined to be U(X).
3. V2(X) denotes the wellfounded part augmented with maximal elements Wmax(<X0 ) of the relation<
X
0 .
η ∈ V2(X)⇔ η ∈ U(X)& [η ∈ W (<X0 ) ∨ ¬∃δ ∈ U(X)(η <X0 δ)].
Thus any α ∉ DQ is in V2(X), and η ∈ M3 ∩DQ is in V2(X) if η ∈ U(X).
Formulas V2Cα(X), V ∗2 (X), V
∗
2 C
α(X) are defined from V2(X) as in Definition 3.27.
Lemma 4.17. 1.
{Kσ ν : ν = st2(δ), σ ≤ rg2(δ)} < γ forDQ ∋ γ ≼ δ.
2. For any classes X,Y ⊆ Od(M23 ) enjoying the condition (A) in Definition 3.3, i.e., ∀α ∈ X[α ∈ Cα(X)], V2(X) enjoys the
condition (3).
Proof.
4.17.1. Put Y := {Kσ ν : ν = st2(δ), σ ≤ rg2(δ)}. Then Y < δ follows from the condition (19) in Definition 4.3. Since
ℓY < ℓδ, we have KδY = ∅, and hence Y < γ follows from Lemma 2.6.3.
4.17.2. Assume thatβ < α+ andX,Y enjoy the condition (A) andX|α = Y|α. LetDQ ∋ δ < β+ ≤ α+. Since δ ∈ R, we have
δ ≤ α. By Lemma 4.17.1 we have Y := {Kσ ν : ν = st2(δ), σ ≤ rg2(δ)} < δ. Therefore δ ∈ U(X)|β+ ⇔ δ ∈ U(Y)|β+,
and hence V2(X)|β+ = V2(Y)|β+. Thus the condition (3) is fulfilled for V2. 
Results in Section 3.3 hold for V2. For example
X|α = Y|α ⇒ ∀β < α+{V ∗2 Cβ(X)|β+ = V ∗2 Cβ(Y)|β+}.
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Distinguished classes are defined from V2 as in Definition 3.29:
D[X] :⇔ X < π &∀α(α ≤ X → WV ∗2 Cα(X)|α+ = X |α+). (4)
Definition 4.18. 1. U := U(WD).
2. For i = 0, 1








Lemma 4.19. For any limit universe P, if γ ∈ G(WP), then {γi : i = 0, 1} ⊆ U(WP).
Proof. Assume γ ∈ G(WP). Let γ ∈ DQ . Then γ0 = γ and γ1 = rg2(γ ) if γ ∉ M3. Otherwise γ1 = γ .
Let δ = γi ∈ DQ and ν = st2(δ). Then γ ≼ δ. We have to show Y := {Kσ ν : σ ≤ rg2(δ)} ⊆ WP . By Lemma 4.17.1 we
have Y < γ .
On the other hand we have γ ∈ Cγ (WP), and this yields ν ∈ Cγ (WP) by the definition of the set Cγ (WP). Therefore
Y ⊆ Cγ (WP) follows from Lemma 3.15. Thus we have Y ⊆ Cγ (WP)|γ ⊆ WP . 
Lemma 4.20. 1. Each≪i is a∆0-transitive relation for i = 0, 1.
2. Each<i is aΣ1-transitive relation for i = 0, 1.
3. <1 is almost wellfounded in KPℓ.
4. Suppose {γi, ηi : i = 0, 1} ⊆ U. Then
γ ≺ η⇒ ⟨γ1, γ0⟩ <L ⟨η1, η0⟩
for the lexicographic relation<L defined from<1, <0.
Proof.
4.20.3. We have TI[Cπ (WD)|ωn(π + 1)] by Lemma 3.20.5. On the other hand we have γ ≪1 η ⇒ st2(γ ) < st2(η). Thus
it suffices to see st2(η) ∈ Cπ (WD) for η ∈ M3 ∩ U . Let η ∈ M3 and ν = st2(η). η ∈ U = U(WD) means that K dν ={Kσ ν : σ ≤ π} ⊆ WD for π = rg2(η). Thus ν ∈ Cπ (WD).
4.20.4. Since the lexicographic relation <L of transitive relations <1 and <0 is transitive, we can assume pd2(γ ) = η. Also
it suffices to show that ⟨γ1, γ0⟩ is smaller than ⟨η1, η0⟩ in the lexicographic relation of≪1 and≪0 since we are assuming
{γi, ηi : i = 0, 1} ⊆ U . Then ⟨γ1, γ0⟩ <L ⟨η1, η0⟩ is seen from Lemma 4.4. 
The following Lemma 4.21 is seen as in Lemma 3.44.
Lemma 4.21. For any limit universe P
α ∈ U(WP)⇒ ∃X ∈ P{D[X]&α ∈ U(X))}.
Lemma 4.22 (Cf. Lemma 6.2 in [9]). If P ∈ M2(M2(⟨η1, η0⟩;<LW )), then η ∈ G(WP) ∩ V2(WP)→ η ∈ WP .
Proof. By induction on ∈.
LetX = M2(⟨η1, η0⟩;<LW ) ⊆ Lmtad. First we show the existence of a distinguished set X1 ∈ P such that
∀Q ∈ P ∩X[X1 ∈ Q ⇒ η ∈ V2(WQ )]. (9)
Suppose η ∈ DQ and η ∉ M3. We have {ηi : i = 0, 1} ⊆ U(WP) by Lemma 4.19. Pick a distinguished set X1 ∈ P such that
{ηi : i = 0, 1} ⊆ U(X1) by Lemma 4.21. Let X1 ∈ Q ∈ P ∩X. Then X1 ⊆ WQ ⊆ WP , and hence η ∈ U(WQ ) ∩ V2(WP). Thus
η is in the wellfounded part of the relation<W
Q
0 on U(W
Q ) ⊆ U(WP).
By Corollary 3.46 it suffices to show (10) for any Q ∈ P ∩X such that X1 ∈ Q .
∀γ ≺ η{γ ∈ G(WQ ) ∩ V2(WQ )⇒ γ ∈ WQ }. (10)
Let Q ∈ P ∩ X, X1 ∈ Q and assume γ ≺2 η and γ ∈ G(WQ ) ∩ V2(WQ ). Then we have {γi : i = 0, 1} ⊆ U(WQ ) by
Lemma 4.19.
Lemma 4.20.4 yields ⟨γ1, γ0⟩ <L ⟨η1, η0⟩.
On the other hand we have {γ0, η0} = {γ , η} ⊆ (Wmax(<0))Q by {γ , η} ⊆ V2(WQ ) = Wmax(<WQ0 ), where
(α ∈ Wmax(<0))Q ⇔ Q |H α ∈ Wmax(<WD0 )⇔ α ∈ U(WQ )&
{∀f ∈ ωω ∩ Q∃n ∈ ω[f (0) = α → f (n+ 1) ≮WQ0 f (n)] ∨
¬∃β ∈ U(WQ )[α <WQ0 β]}
and α <W
Q
0 β ⇔ Q |H α <WD0 β , which is seen from α ∈ U(WQ )⇔ Q |H α ∈ U(WD).
Therefore Q ∈ M2(M2(⟨γ1, γ0⟩;<LW )) by Q ∈ X = M2(⟨η1, η0⟩;<LW ). IH on ∈ yields γ ∈ WQ . This shows (10). We
conclude η ∈ WP by Corollary 3.46. 
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In the theory LW2(<1, <0) the whole universe L is assumed to be L ∈ {M2(M2(⟨η, α⟩;<LW )) : α ∈ Wmax(<0)} for
each η. On the other hand we have η0 ∈ Wmax(<0) if η ∈ V2(WD). Therefore we conclude the following Theorem 4.23 in the
theory LW2(<1, <0).
Theorem 4.23. For each n ∈ ω
∀η ∈ DQ [η ∈ G(WD) ∩ V2(WD)& b(η) < ωn(π + 1)⇒ η ∈ WD].
The rest is the same as in subsubsection 4.3.1. Namely in the proof of Lemma 4.14, we need only to replace G32 by V2: we
can assume α1 ∈ DQ and α1 ∉ M3 in showing α1 ∈ V2(WD). Then γ <0 α1 iff rg2(γ ) = rg2(α1). Hence st2(γ ) < st2(α1).
Therefore we have α1 ∈ Wπ for each α1 as in Lemma 4.15 and 3.18 yields Theorem 4.6 in the theory LW2(<1, <0).
5. ΠN -reflection
In this section we introduce a recursive notation system Od(ΠN) of ordinals for each positive integer N ≥ 4, which we
studied first in [1].
Let KPΠN denote the set theory for ΠN -reflecting universes. KPΠN is obtained from the Kripke–Platek set theory with
the Axiom of Infinity by adding the axiom: for anyΠN formula A(u), A(u)→ ∃z(u ∈ z & Az(u)), where Az denotes the result
of restricting any unbounded quantifiers Qx (Q ∈ {∃,∀}) in A to Qx ∈ z.
We show that for each α < Ω in Od(ΠN), both a subtheory TW2({<i: 2 ≤ i ≤ N − 1}) of KPΠN (cf. Corollary 5.17), and
ΠN−1-Fix prove that the initial segment ofOd(ΠN) determined byα is awell-ordering, whereΩ denotes the first recursively
regular ordinal ωCK1 and π the firstΠN -reflecting ordinal. Each α ∈ Od(ΠN) is less than the next epsilon number επ+1 to π .
5.1. Prelude
The main constructor in Od(ΠN) is to form an o.d. dqσα < σ from a symbol d and o.d.’s σ , q, α, where σ denotes a
recursively regular ordinal and q a finite sequence of quadruples of o.d.’s. By definition we set dqσα < σ . Let γ ≺2 σ :⇔
γ ≺ σ , and ≼2 its reflexive closure. Then the set {τ : σ ≺2 τ } is finite and linearly ordered by ≺2 for each σ , namely
{σ : σ ≼2 π} is a tree with the root π . In the diagram dqσα q includes some data telling us how the diagram dqσα is
constructed from its predecessors {τ : dqσα ≺2 τ } = {τ : σ ≼2 τ }. Here involves subtle and complicated requirements
to which dqσα have to obey, cf. Definition 5.2. These were obtained solely from finitary analysis of finite proof figures for
ΠN -reflection, cf. [7]: its generation has not referred to any set-theoretic considerations. Despite the lack of meaning it now
turns out that our wellfoundedness proof of Od(ΠN) in [4] and in Section 5.8, which is formalizable in KPΠN , suggests a
set-theoretic interpretation. Let us explain this.
In a wellfoundedness proof for Od(ΠN) using the maximal distinguished classWD introduced in [10], the main task is to
show the tree {σ : σ ≼2 π} to be wellfounded. When we assume the existence of a Σ12 -class, i.e.,WD as a set, then we [1]
can show that Od(ΠN) is wellfounded. NeverthelessWD is a proper class in KPΠN . Therefore we have to show for each o.d.
η there exists a set, say P , in which we can imitate constructions in [1] up to the given η. Namely the maximal distinguished
class defined on P denotedWP has to enjoy the same closure properties asWD up to η. Such a set P is said to be η-Mahlo.
Then the existence of η-Mahlo sets guarantees the wellfoundedness of the chain {τ : τ ≼2 η} with respect to ≺2. Thus a
crux in showing Od(ΠN) to be wellfounded without assuming the existence of a Σ12 -class WD is to show the existence of
η-Mahlo sets for each η. We have learnt in [3] that if a set isΠ2-reflecting on γ -Mahlo universes for any γ ≺2 η, then the
set is η-Mahlo.
Let L denote a ΠN -reflecting universe: (L; ∈) |H KPΠN . Transitive sets in L ∪ {L} are denoted P,Q , . . ., and Lt denotes
the set of transitive sets in L. For a transitive set P let ord(P) denote the set of ordinals in P . Also let ord(P)+ denote the
supremum of ∆1-wellfounded relations on P . A class X ⊆ Lt ∪ {L} is said to be a Πi-class if there exists a set-theoretic
Πi-formula F such that for any P ∈ Lt ∪ {L}, P ∈ X ⇔ P |H F :⇔ (P; ∈) |H F . By aΠ10 -class we mean aΠi-class for some
i ≥ 2. A sequence {Xξ }ξ<α (Xξ ⊆ Lt ∪{L}) is said to be aΠi-sequence if classesXξ areΠi-classes uniformly, i.e., there exists
a set-theoretic Πi-formula F(ξ) such that for any P ∈ Lt ∪ {L} and any ξ < min{α, ord(P)+}, P ∈ Xξ ⇔ P |H F(ξ). By a
Π10 -sequencewe mean aΠi-sequence for some i ≥ 2.
AΠi-recursively Mahlo operation is defined through a universalΠi-formulaΠi(a), cf. [12] as follows
P ∈ Mi(X) :⇔ ∀b ∈ P[P |H Πi(b)→ ∃Q ∈ X ∩ P(Q |H Πi(b))].
We consider two kinds of its iterations, both are defined by transfinite recursion on ordinals β (or, in general, along a
well-founded relation), and their mixture. First an inner iteration is defined from a sequence {Xξ }ξ<α: let
Mβ1,i({Xξ }ξ<α) :=

{Mi(Mi(Mν1,i({Xξ }ξ<α) ∩Xξ ) ∩Xδ) : δ ≤ ξ < α, ν < β}.
Second an outer iteration is defined from a classX:
Mβ2,i(X) := X ∩

{Mi(Mν2,i(X)) : ν < β}.
For the caseX = Lt ∪ {L} put
Mβi (L) := Mβ2,i(Lt ∪ {L}) =

{Mi(Mνi (L)) : ν < β}.
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Finally their mixture is defined as follows:
Mβi (X; {Xξ }ξ<α) := X ∩

{Mi(Mi(Mνi (X; {Xξ }ξ<α) ∩Xξ ) ∩Xδ) : δ ≤ ξ < α, ν < β}.
ObviouslyMβi (L
t ∪ {L}; {Xξ }ξ<α) = Mβ1,i({Xξ }ξ<α).
Observe that Mi(X) is a Πi+1-class if X is a Π10 -class. {Mν1,i({Xξ }ξ<α)}ν<β is a Πi+1-sequence for any Π10 -sequence{Xξ }ξ<α , and {Mν2,i(X) : ν < β} is aΠi+1-sequence for anyΠi+1-classX. Finally {Mνi (X; {Xξ }ξ<α)}ν<β is aΠi+1-sequence
for anyΠ10 -sequence {Xξ }ξ<α and anyΠi+1-classX.
Therefore for anyΠi+1-classX and anyΠi+1-sequence {Xξ }ξ<α
P ∈ X ∩

{Mi+1(Xξ ) : ξ < α} ⇒
P ∈ Mβi (X; {Xξ }ξ<α) ∩

{Mi(Mβi (X; {Xξ }ξ<α) ∩Xξ ) : ξ < α} (20)
for any ‘ordinal’ β < ord(P)+. This is seen by induction on β using the following fact:
For aΠ10 -classX and aΠi-class Y,Y ∩Mi(X) ⊆ Mi(Y ∩X). (21)




{Mβi (L) : β < κ+} for the next admissible κ+ to κ .
LetX ≺i Y denote
X ≺i Y :⇔ Y ⊆ Mi(X), i.e., ∀P ∈ Y(P ∈ Mi(X)),
andX ≼i Y :⇔ X = Y orX ≺i Y.
For example (20) is written as Mνi (X; {Xξ }ξ<α) ∩Xξ ≺i Mβi (X; {Xξ }ξ<α) ≺i X ∩
{Mi+1(Xξ ) : ξ < α} for ν < β and
ξ < α, and (21) is as Y ∩X ≺i Y ∩ Mi(X). Observe that the relation≺i is transitive and wellfounded since the ∈-relation
is wellfounded, and≺i+1⊆≺i.
Π3-reflecting universes L are so simple to analyze: L can be resolved or approximated by Mα2 (L), cf. [3]. Nevertheless
ΠN -reflecting universes L for N ≥ 4 involves a complicated ramification process to resolve by using iterations of
Π2-recursivelyMahlo operationsMα2 (L). Such a resolving is needed to define η-Mahloness. In fact the following ramification
is inspired from a finer analysis of o.d.’s, which has been constructed purely from combinatorial considerations.
As we saw in Section 4, an iteration along lexicographic relations on pairs suffices to resolve Π3-reflecting on
Π3-reflecting universes. However the resolving of ΠN -reflecting universes L by iterations of Π2-recursively Mahlo
operations is much harder. It involves an exponential relation.
5.2. Mahlo classes forΠN -reflection
In what follows N denotes a fixed integer N ≥ 4. Let us resolve a ΠN -reflecting universe L. Now let Mi(α;β) (i ≥ 2)
denote the following class:




{Mi(Mi(Mi(α; ν) ∩Mξi+1(L)) ∩Mδi+1(L)) : δ ≤ ξ < α, ν < β}.
ThenMi(α;β) is again aΠi+1-class and hence from (20)
Mi(α;β) ≺i Mαi+1(L) (α > 0)&Mi(α;β) ⊃ Mαi+1(L).
Moreover let α¯ = (αn > · · · > α1) (n ≥ 0) denote a decreasing sequence of ordinals and β¯ = (βn, . . . , β1) a sequence
of ordinals of the same length. By induction on the length n of the sequences α¯, β¯ we define classes Mi(α¯; β¯) as follows.
Mi(⟨⟩; ⟨⟩) = Lt ∪ {L} for the empty sequence ⟨⟩. Let α¯ ∗ (α) = (αn > · · · > α1 > α) and β¯ ∗ (β) = (βn, . . . , β1, β) denote
the concatenated sequences for ordinals α, β with α < α1. Then define
Mi(α¯ ∗ (α); β¯ ∗ (β)) = Mβi (Y; {Xξ }ξ<α)
with theΠi+2-classXξ = Mξi+1(L) and Y = Mi(α¯; β¯).
Then as above we see thatMi(α¯; β¯) areΠi+1-classes and
Mi(α¯ ∗ (α); β¯ ∗ (β)) = Mi(α¯; β¯) ∩
{Mi(Mi(Mi(α¯ ∗ (α); β¯ ∗ (ν)) ∩Mξi+1(L)) ∩Mδi+1(L)) : δ ≤ ξ < α, ν < β}. (22)
Thus for any α¯ = (αn > · · · > α1), α < α0 < α1 and any ordinals β¯, β0, we see from (20)
Mi(α¯; β¯) ∩Mαi+1(L) ≺i Mαni+1(L) (n > 0) (23)
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and
Mi(α¯ ∗ (α0); β¯ ∗ (β0)) ∩Mαi+1(L) ≺i Mi(α¯; β¯) ∩Mα0i+1(L). (24)
Now let us depict this ramification process as wellfounded trees T iN (2 ≤ i < N). These trees are defined by induction
on N − i. Each class in T iN is a ΠN -class for any i. Pick a ∆1-well ordering < on L. Assume its order type is, for example,
επ+1 for the least ordinal π not in L. For aΠN -reflecting universe L, the singleton class {L} sits on each root of T iN . In the tree
T N−1N its sons are ΠN -classes M
α
N−1(L) for each ‘ordinal’ α < επ+1 such that M
α
N−1(L) ≺N−1 MN(L) ∋ L. Further the node
MαN−1(L) has sons M
β
N−1(L) for β < α. Each node M
α
N−1(L) can be identified with the ordinal α < επ+1, and the relation
MβN−1(L) ≺N−1 MαN−1(L) on T N−1N with β < α. Note that these are∆1-relations on L.
Suppose a wellfounded tree T i+1N has been constructed for 2 ≤ i < N − 1 so that each class in T i+1N is aΠN -class, and if
a classX is a son of a class Y, thenX ≺i+1 Y, i.e., the tree ordering is compatible with the relation≺i+1. Classes in the tree
T i+1N are assumed to be ordered by the relation ≺i+1. Moreover suppose that the tree T i+1N and the relation ≺i+1 on T i+1N
are coded by∆1-relations on L (Coding Supposition). Then another wellfounded tree T iN is defined as follows.
For a branch X¯∗ (X1) = (Xn, . . . ,X2,X1)withX1 ≺i+1 X2 ≺i+1 · · · ≺i+1 Xn ≺i+1 L &Xm ∈ T i+1N (n ≥ 1) in the tree
T i+1N and a sequence β¯ ∗ (β1) = (βn, . . . , β1) of ordinals, a class Mi(X¯; β¯) is defined by replacing ξ < α in the definition
(22) ofMi(α¯; β¯) by the wellfounded relation≺i+1 in T i+1N :
Mi(X¯ ∗ (X1); β¯ ∗ (β1)) = Mi(X¯; β¯) ∩
{Mi(Mi(Mi(X¯ ∗ (X1); β¯ ∗ (ν)) ∩X0) ∩X0) :
X0 ≼i+1 X0 ≺i+1 X1,X0,X0 ∈ T i+1N , ν < β1}. (25)
By the Coding Supposition Mi(X¯; β¯) is a uniform Πi+1-class, and hence as in (23) and (24) we see for X ≺i+1 X0 ≺i+1
X1 ≺i+1 · · · ≺i+1 Xn ≺i+1 {L} (n ≥ 0) in the tree T i+1N with X¯ = (Xn, . . . ,X1) and a sequence β¯ = (βn, . . . , β1) of
ordinals:
Mi(X¯; β¯) ∩X0 ≺i Xn (n > 0) (26)
and
Mi(X¯ ∗ (X0); β¯ ∗ (β0)) ∩X ≺i Mi(X¯; β¯) ∩X0 ⊆ Mi(X¯ ∗ (X0); β¯ ∗ (β0)). (27)
Each classX in the tree T iN except {L} is of the form
X = Mi(Mi(X¯; β¯) ∩X0) ∩X0 (28)
for some branchX0 ≼i+1 X0 ≺i+1 X1 ≺i+1 · · · ≺i+1 Xn ≺i+1 L (n ≥ 0) in the tree T i+1N with X¯ = (Xn, . . . ,X1) and a
sequence β¯ = (βn, . . . , β1) of ordinals. ThusX is aΠN -class.
The root L has sons Mi(X) ∩ X for each son X of L in the tree T i+1N , i.e., in (28) X¯ = β¯ = ⟨⟩ and X0 = X0 = X:
Mi(X) ∩X ≺i L, cf. (20).
Now the classX ∈ T iN defined in (28) has sons of three kinds.
A class of the form
Y = Mi(Mi(X¯; β¯) ∩X0) ∩ Y0 with T i+1N ∋ Y0 ≺i+1 X0
is a first son of the fatherX.
Y ≺i X is seen from (21) and the fact thatMi(Mi(X¯; β¯) ∩X0) is aΠi+1-class.
Second a second son is a class
Z = Mi(Mi(X¯ ∗ (X0); β¯ ∗ (γ )) ∩ Z0) ∩ Z0
with an ordinal γ and a class Z0 ≺i+1 X0 in T i+1N .
Z ≺i X is seen from Z0 ≺i+1 X0 and (27):
Z = Mi(Mi(X¯ ∗ (X0); β¯ ∗ (γ )) ∩ Z0) ∩ Z0 ≺i Mi(X¯; β¯) ∩X0 ≺i X.
Finally for the case n > 0 a third son is a class
U = Mi(Mi(X¯ ↑ k; β¯ ↑ (k+ 1) ∗ (γ )) ∩U0) ∩U0
for a k (1 ≤ k ≤ n), an ordinal γ < βk and a classU0 ≺i+1 Xk in T i+1N , where X¯ ↑ k = (Xn, . . . ,Xk) and β¯ ↑ (k+ 1) ∗ (γ )= (βn, . . . , βk+1, γ ).
U ≺i X is seen fromU0 ≺i+1 Xk & γ < βk and (25):
U = Mi(Mi(X¯ ↑ k; β¯ ↑ (k+ 1) ∗ (γ )) ∩U0) ∩U0
≺i Mi(X¯ ↑ k; β¯ ↑ (k+ 1) ∗ (βk)) ⊃ Mi(X¯; β¯) ≺i X.
Note that we haveU ≺i Z ≺i Y ≺i X for the sons Y,Z,U ofX.
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These three kinds of classes are sons of X and this completes a description of the tree T iN . The tree represents a
ramification procedure in decomposing aΠN -reflecting universe L in terms of iterations ofΠi-recursivelyMahlo operations.
The classX ∈ T iN defined in (28) can be coded by a code (i; x¯; β¯; x0, x0), where x¯ are codes for X¯, and x0 [x0] forX0 [for
X0], resp. By the Coding Supposition, ’x is a code for a classX in T i+1N ’ is recursive, and so is the relation x ≺i+1 y :⇔ X ≺i+1
Y (X,Y ∈ T i+1N ). Therefore the tree T iN and the relation≺i on T iN are again coded by∆1-relations on L.
In this way we get a wellfounded tree TN = T 2N ordered by the relation≺2. For 2 ≤ i < N − 1 each classX ≠ {L} in T iN
is of the form described in (28) for some branchX0 ≼i+1 X0 ≺i+1 X1 ≺i+1 · · · ≺i+1 Xn ≺i+1 L (n ≥ 0) in the tree T i+1N
and a sequence (βn, . . . , β1) of ordinals. Therefore we can associate its construction treewith depth N− i:X sits on the root
and its sons are {(Xm, βm) : 1 ≤ m ≤ n} andX0,X0, and each sonXm,X0 has sons and so on. Does the construction tree
remind you an ordinal structure with addition and exponentiation? See the construction of the Mahlo class Mηi ∈ T iN for
each such diagram η in the next Section 5.3, and Definition 5.18.5.
5.3. Mahlo classes of ordinal diagrams
Now let us turn to o.d.’s in Od(ΠN) and explain what class in TN corresponds to a diagram of the form η = dqσα.
q in η = dqσα includes some data sti(η), rgi(η) for 2 ≤ i < N . stN−1(η) is an o.d. less than επ+1 and rgN−1(η) = π , while
sti(η), rgi(η) for i < N − 1 may be undefined. If these are defined, then κ = rgi(η) is an o.d. such that η ≺i κ , where≺i is a
transitive closure of the relation on o.d.’s {(η, κ) : κ = pdi(η)} such that≺i+1⊆≺i. Therefore the diagram pdi(η) is a proper
subdiagram of η. q also determines the diagrams pdi(η). For any η = dqσα and any i we have η ≺i π . sti(η) is an o.d. less
than the next admissible κ+ to κ = rgi(η).
Let Mπi = {L} ∈ T iN for i with 2 ≤ i < N . Now we associate a ΠN -class Mηi ∈ T iN for each such diagram η and each
i (2 ≤ i < N) so that
γ ≺i η < π ⇒ Mγi ≺i Mηi (29)
in the tree T iN . Namely the relation≺i on o.d.’s is embedded in the relation≺i on the tree T iN .
The definition of the class Mηi ∈ T iN is based on induction on N − i. First set MηN−1 = MβN−1(L) ∈ T N−1N with
β = stN−1(η). Then (29) is satisfied since stN−1(η) is always defined for diagrams η of the form dqσα < π , and enjoys
γ ≺N−1 η⇒ stN−1(γ ) < stN−1(η).
q determines a sequence {ηmi : m < lhi(η)} of o.d.’s in {β < π : η ≼ β}with its length lhi(η) = n+ 1 > 0. The sequence
enjoys the following property:
η ≼i+1 η0i ≺i+1 η1i ≺i+1 · · · ≺i+1 ηni < π (30)
where≼i denotes the reflexive closure of≺i.
Moreover sti(ηmi ), rgi(η
m
i ) have to be defined for 0 ≤ m < n so that
rgi(ηmi ) ≼i+1 ηm+1i , and these sequences are defined so that if η = pdi(γ ), one of the following holds, cf. Lemma 5.12 in
Section 5.5:
Case 1.
η = pdi(γ ) = pdi+1(γ )& lhi(γ ) = lhi(η)&∀m < lhi(γ )[γ mi = ηmi ]
Case 2.
rgi(γ ) = pdi(γ ) = η & γ 0i = γ &∀m < lhi(η) = lhi(γ )− 1[ηmi = γ 1+mi ]
Case 3.
η = pdi(γ ) ≺i rgi(γ )& γ 0i = γ &
∃m[0 < m ≤ lhi(η)− 1 & rgi(ηm−1i ) = rgi(γ )& sti(ηm−1i ) > sti(γ )&
∀k < lhi(η)−m+ 1 = lhi(γ )(k > 0→ ηm−1+ki = γ ki )].
From the sequence {ηmi }we define a classMηi ∈ T iN (2 ≤ i < N − 1) as follows:




i+1 ∈ T i+1N (0 ≤ m ≤ n),X0 = Mηi+1 ∈ T i+1N , X¯ = (X1, . . . ,Xn) and o.d.’s βm = sti(ηm−1i ) (0 < m ≤ n).
From ηmi < π , (29) for the case i+ 1 and (30) we haveX0 ≼i+1 X0 ≺i+1 X1 ≺i+1 · · · ≺i+1 Xn ≺i+1 L in the tree T i+1N .
Thus, cf. (28),Mηi ∈ T iN . We verify that (29) holds for the case i. Assume η = pdi(γ ), and letX = Mηi and
V = Mγi = Mi(Mi(V¯; γ¯ ) ∩ V0) ∩ V0
for Vm = Mγ
m
i
i+1 ∈ T i+1N (0 ≤ m < lhi(γ )), V0 = Mγi+1 ∈ T i+1N and o.d.’s γm = sti(γ m−1i ) (0 < m < lhi(γ )). We show
V ≺i X.
Case 1. η = pdi(γ ) = pdi+1(γ ): Then lhi(γ ) = lhi(η)&∀m < lhi(γ )[γ mi = ηmi ] and γ ≺i+1 η. Hence Xm = Vm & β¯ =
γ¯ &V0 ≺i+1 X0. This means V is a first son Y ofX in T iN . Therefore V ≺i X.
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Case 2. rgi(γ ) = pdi(γ ) = η: Then γ 0i = γ , ∀m < lhi(η) = lhi(γ )− 1[ηmi = γ 1+mi ]. By (30) we have γ = γ 0i ≺i+1 γ 1i = η0i
and hence V¯ = X¯ ∗ (V0)& γ¯ = β¯ ∗ (γ1)&V0 = V0 ≺i+1 X0. This means that V is a second son Z ofX in T iN . Therefore
V ≺i X.
Case 3. η = pdi(γ ) ≺i rgi(γ ): Then we have γ 0i = γ , rgi(ηm−1i ) = rgi(γ ) and sti(ηm−1i ) > sti(γ )&∀k < lhi(η) − m + 1 =
lhi(γ )(k > 0 → ηm−1+ki = γ ki ) for some m with 0 < m ≤ lhi(η) − 1 = n. In particular γ = γ 0i ≺i+1 γ 1i = ηmi . Hence
V¯ = X¯ ↑ m& γ¯ = β¯ ↑ (m + 1) ∗ (γm)&V0 = V0 ≺i+1 V1 = Xm. This means V is a third sonU ofX in T iN . Therefore
V ≺i X.
This completes a proof of (29), cf. Definition 5.18 and Lemma 5.19 in Section 5.7.
Our proof is based on the fact that the ramification procedure that produces three sons Y, Z andU fromX imitates the
decomposition procedure of the relation η = pdi(γ ) in terms of sequences {γ mi } and {ηmi }, and the relation ≺i+1 between
them, cf. Section 5.5.
In particular if γ ≺2 η, thenMγ2 ≺2 Mη2 , i.e., every P ∈ Mη2 isΠ2-reflecting on the classMγ2 . Thismeans that every P ∈ Mη2
is η-Mahlo.
Next we show the existence of an η-Mahlo set. Corresponding to the construction tree of the class Mη = Mη2 ∈ TN we
can associate a tree {η(s) : s ∈ Tree(η)} of o.d.’s in {β < π : η ≼ β} with its depth N − 2. First for the empty sequence
⟨⟩ η(⟨⟩) = η. For each nonleaf s ∈ Tree(η) let {sm : −1 ≤ m ≤ n} be sons of s in Tree(η) with n = lhi(η(s)) − 1 ≥ 0 and
sm = s ∗ (m). Then η(s−1) = η(s), η(sm) = (η(s))mi for 0 ≤ m ≤ n, where N − 1 > i = dp(s)+ 2 with the depth dp(s) of s,
e.g., dp(⟨⟩) = 0. s is a leaf if dp(s) = N − 3.
For each s ∈ Tree(η) we associate a ΠN -class X(s; η) ∈ T iN with i = dp(s) + 2 as follows. For a leaf s put X(s; η) =
MstN−1(η(s))N−1 (L) ∈ T N−1N . Suppose s is a nonleaf node and let {sm : −1 ≤ m ≤ n} be sons of s. Then putX(s; η) = Mη(s)i ∈ T iN
with i = dp(s)+ 2. ThusX(⟨⟩; η) = Mη2 .
Now we show
∀s ∈ Tree(η)[L ∈ X(s; η)] (31)
by tree induction on s ∈ Tree(η) as follows.
For a leaf swe have η(s) < π , and hence L ∈ X(s; η) = MstN−1(η(s))N−1 (L) ∈ T N−1N by induction on o.d.’s stN−1(η(s)) < επ+1.
Suppose s is a nonleaf node with i = dp(s)+ 2 < N − 1 and let {sm : −1 ≤ m ≤ n} be sons of s. Then
X(s; η) = Mη(s)i = Mi(Mi(X¯; β¯) ∩X(s0; η)) ∩X(s−1; η)
for X¯ = (X(s1; η), . . . ,X(sn; η)) and o.d.’s βm = sti((η(s))m−1i ) (0 < m ≤ n).
By IH(=Induction Hypothesis) we have L ∈ {X(sm; η) : −1 ≤ m ≤ n}. If n = 0, then X(s; η) = Mi(X(s0; η)) ∩
X(s−1; η). Since X(sm; η) are ΠN -classes, a ΠN -reflecting universe L reflects these classes, i.e., L ∈ X(s; η) by IH. Next
assume n > 0. Then by IH we have L ∈ X(sn; η) ∩X(s−1; η). Hence (26) yields L ∈ X(s; η). This completes a proof of (31).
In particular we have L ∈ X(⟨⟩; η) = Mη2 . Once again by reflecting theΠN -classMη2 we conclude L ∈ M2(Mη2 ). Consequently
Mη2 ∩ L ≠ ∅. This shows the existence of a set inMη2 , cf. Theorem 5.16.
Let us examine the above proofs of (29) and (31). First these are based on the fact ηmi < π for any m < lhi(η) and any i
with 2 ≤ i < N−1. Our proof of (29) is based on the fact that the second son’sZ in T iN (2 ≤ i < N−1) is less than its father
Xwith respect to≺i: Z ≺i X. The fact is based on (27), i.e., on (24). On the other side our proof of (31) is also based on the
fact (26), i.e., on (23). These two facts (23) and (24) follow from (20), which in turn, is shown by induction on ordinals β¯ , i.e.,
by induction on ordinal diagrams βm = sti((η(s))m−1i ) (0 < m ≤ n, 2 ≤ i < N − 1). Therefore we have to restrict o.d.’s to
ones in wellfounded parts with respect to o.d.’s sti(η) (2 ≤ i < N − 1) in advance, cf. Definition 5.22. Otherwise we would
be in a circle, for the aim of (29) and (31) is to show that the system Od(ΠN) of o.d.’s is wellfounded.
Furthermore our proof of (31) for leaves s is based on induction on o.d.’s stN−1(η(s)) < επ+1. When we restrict o.d.’s to a
suitable subclass, then we can show transfinite induction up to each α < επ+1, cf. Lemma 3.20.5 in Section 3.2. In this way
we can show (31) for each η in the subclass.
Note, here, that η(s) < π . If we would have η(s) = π and put, e.g.,X(s; η) = MπN−1 = Mεπ+1N−1 (L), then we would need
to invoke induction up to επ+1 + 1 in showing (31) for leaves s. If we would putMπN−1 = {L}, then, again, we would need to
invoke induction up to επ+1 + 1 in showing (29) for the case N − 1. Therefore η(s) < π is desired, cf. (34) in Definition 5.2.
This ends a set-theoretic explanation of o.d.’s.
5.4. The system Od(ΠN)
In this subsection we define the subsystem Od(ΠN) ⊂ Od of ordinal diagrams.
For ρ ∈ DQ ∩ Od(ΠN), we define o.d.’s rgi(ρ), sti(ρ), pdi(ρ) and a pair ini(ρ) of o.d.’s for 2 ≤ i < N and a set
In(σ ) ⊆ {i : 2 ≤ i < N}. sti(ρ) and rgi(ρ) may be undefined. In this case we denote sti(ρ) ↑ and rgi(ρ) ↑. Otherwise
we denote sti(ρ)↓ and rgi(ρ)↓.
Using pdi(ρ)we define a relation α ≺i β and its reflexive closure α ≼i β as follows.
Definition 5.1. α ≺i β denotes the transitive closure of the relation {(α, β) : pdi(α) = β}, and α ≼i β its reflexive closure.
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Definition 5.2. Od(ΠN) The system Od(ΠN) of o.d.’s is obtained from Od by restricting the construction (σ , q, α) → dqσα
in Definition 2.1.8 as follows:
Assume α ∈ Od(ΠN)& σ ∈ {π} ∪ DQ & q = jκτν, where q = jκτν denotes a sequence of quadruples jmκmτmνm ⊆
Od(ΠN) of length l+ 1 (0 ≤ l ≤ N − 1− j0) such that
1. 2 ≤ j0 < j1 < · · · < jl = N − 1,
2. κl = π & σ ≼ κm (m ≤ l).
3. νl ∈ Od(ΠN),
σ = π ⇒ νl ≤ α (32)
cf. Lemma 5.7,
and
m < l ⇒ νm < κ+m (33)
4. τ0 = σ , τm ∈ {π} ∪DQ , σ ≼ τm (m ≤ l) and
τl = π ⇒ σ = π (34)
Cf. Lemmas 5.4.5 and 5.6. 4.
Put ρ := dqσα ∈ DQσ ⊆ Od. For this ρ define
1. inj(ρ) = stj(ρ)rgj(ρ) (a pair) and pdj(ρ): Given jwith 2 ≤ j < N , putm = min{m ≤ l : j ≤ jm}.
(a) pdj(ρ) = τm.
(b) ∃m ≤ l(j = jm): Then stj(ρ) = νm, rgj(ρ) = κm.
(c) Otherwise: inj(ρ) = inj(pdj(ρ)) = inj(τm). If inj(τm) = ∅, then set stj(ρ) ↑, rgj(ρ) ↑.
2. In(ρ) = {jm : m ≤ l}.
Then ρ ∈ Od(ΠN) if the following conditions are fulfilled besides (2) in Definition 2.1.8:
(D.1) Assume i ∈ In(ρ). Put κ = rgi(ρ). Then
(D.11) ini(rgi(ρ)) = ini(pdi+1(ρ)), rgi(ρ) ≼i pdi+1(ρ) and pdi(ρ) ≠ pdi+1(ρ) if i < N − 1.
Also pdi(ρ) ≼i rgi(ρ) for any i.
Cf. Lemma 5.6.4.
(D.12) One of the following holds:
(D.12.1) rgi(ρ) = pdi(ρ)&B>κ(sti(ρ)) < b(α1)with ρ ≼ α1 ∈ Dκ . Cf. Lemma 5.6.6.
(D.12.2) rgi(ρ) = rgi(pdi(ρ))& sti(ρ) < sti(pdi(ρ)).
(D.12.3) rgi(pdi(ρ)) ≺i κ &∀τ(rgi(pdi(ρ)) ≼i τ ≺i κ → rgi(τ ) ≼i κ)& sti(ρ) < sti(σ1)with
σ1 = min{σ1 : rgi(σ1) = κ & pdi(ρ) ≺i σ1 ≺i κ}
and such a σ1 exists.
Cf. Lemma 5.6.9.
(D.2)
∀κ ≤ rgi(ρ)(Kκ sti(ρ) < ρ) (35)
for i ∈ In(ρ).
Also note that α ≺2 β ⇔ α ≺ β for α, β ∈ DQ .
In this subsection X, Y , . . . ranges over subsets of Od(ΠN). Ordinal diagrams in Od(ΠN) are denoted α, β, γ , . . ., while
σ , τ , . . . denote o.d.’s in the set (R ∩ Od(ΠN)) ∪ {∞}.
Lemma 5.3. For α, β ∈ Od(ΠN) ∩DQ
α ≺N−1 β ⇒ stN−1(α) < stN−1(β).
Proof. This follows from the condition (D.12.2). Note that for any α ∈ DQ , N − 1 ∈ In(α)& rgN−1(α) = π . 
We establish elementary facts on the relations≺i.
Lemma 5.4. 1. The finite set {τ : σ ≺i τ } is linearly ordered by≺i.
2. ρ ≺i pdi+1(ρ), i.e.,≺i+1⊆≺i. Also for i < j, ρ ≺i pdj(ρ), i.e.,≺j⊆≺i.
3. [i, j) ∩ In(ρ) = ∅& i < j ⇒ ρ ≺j pdi(ρ) = pdj(ρ).
4. ini(ρ) = ini(pdi(ρ)) ⇔ i ∉ In(ρ).
5. For each η ∈ DQ and i ∈ [2,N − 1], max{ηπ < π : η ≼i ηπ } is the diagram ηπ such that η ≼ ηπ ∈ Dπ . Therefore
α ≺ β ∈ Dπ ⇒ α ≺i β for any i ∈ [2,N − 1].
6. Given γ , κ so that ∃σ(γ ≼i σ & rgi(σ ) = κ), put
σ = max{σ : γ ≼i σ & rgi(σ ) = κ}. Then i ∈ In(σ )& κ = pdi(σ ).
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Proof.
5.4.2. This follows from the condition (D.11), pdi(ρ) ≼i pdi+1(ρ).
5.4.4. By the definition we have the direction [⇐]. For [⇒] assume i ∈ In(ρ). Then by the condition (D.12) we have
ini(ρ) ≠ ini(pdi(ρ)).
5.4.5. This is seen from the condition (34) and pdi(ρ) ≼i pdi+1(ρ).
5.4.6. By the maximality of σ we have i ∈ In(σ ). In the condition (D.12),
the latter two subcases (D.12.2), τ = rgi(σ ) = rgi(pdi(σ )) and
(D.12.3), ∃σ1(rgi(σ1) = τ & pdi(σ ) ≺i σ1) are not the cases again by themaximality of σ . Hence the first subcase (D.12.1),
τ = pdi(σ )must occur. 
Definition 5.5 (Cf. Lemma 5.4.5). For each η ∈ DQ , ηπ denotes the diagram ηπ such that η ≼ ηπ ∈ Dπ .
Lemma 5.6. Assume κ = rgi(ρ)↓.
1. ρ ≺i rgi(ρ).
2. sti(ρ) < κ+.
3. ρ ≺i τ & rgi(τ )↓= κ & i ∈ In(ρ)⇒ sti(ρ) < sti(τ ).
4. pdi(ρ) = π ⇒ ρ ∈ Dπ & In(ρ) = {N − 1}. Therefore i < N − 1⇒ rgi(ρ) ≤ pdi+1(ρ) < π .
5. For a j > i, if i ∈ In(ρ) and rgj(ρ)↓, then rgi(ρ) ≼i rgj(ρ).
6. sti(ρ) ≤ max{b(α1), π}&B>κ(sti(ρ)) < b(α1) with ρ ≼ α1 ∈ Dκ . In fact we have i < N − 1 ⇒ sti(ρ) < π and
stN−1(ρ) ≤ b(α1).
7. ρ ≺i σ ≺i τ & ini(ρ) = ini(τ )⇒ ini(ρ) = ini(σ ).
8. N − 1 > i ∈ In(ρ)& rgi(ρ) ≼i δ ≺i pdi+1(ρ)⇒ i ∉ In(δ). Therefore rgi(ρ) ≼i+1 pdi+1(ρ).
9. ρ ≺i τ < rgi(ρ)⇒ rgi(τ ) ≼i rgi(ρ).
Proof. by induction on ℓρ.
5.6.1. If i ∈ In(ρ), then ρ ≺i pdi(ρ) ≼i rgi(ρ) by the condition (D.11). Otherwise pdi(ρ) ≺i rgi(pdi(ρ)) = rgi(ρ) by IH.
5.6.2. This follows from the condition (33) in Definition 5.2 and the convention π+ = ∞ for π = rgN−1(ρ).
5.6.3. By Lemma 5.6.1 we have ρ ≺i τ ≺i rgi(τ ) = κ = rgi(ρ). Thus by the condition (D.12) one of the following cases
occurs:
(D.12.2) rgi(ρ) = rgi(pdi(ρ))& pdi(ρ) ≼i τ : Then by IH sti(ρ) < sti(pdi(ρ)) ≤ sti(τ ),
or
(D.12.3) rgi(pdi(ρ)) ≺i κ: Then rgi(pdi(ρ)) ≠ κ = rgi(τ ) and hence pdi(ρ) ≺i τ . Put σ1 = min{σ1 : rgi(σ1) =
κ & pdi(ρ) ≺i σ1 ≺i κ}. Then σ1 ≼i τ . Therefore by IH sti(ρ) < sti(σ1) ≤ sti(τ ).
5.6.8. This is seen from Lemmas 5.6.7 and 5.4.4.
5.6.4. This is seen from the conditions (34) and (D.11).
5.6.5. This is seen from the definition (D.11) and Lemma 5.4. 2.
5.6.6. By κ = rgi(ρ) ↓ we have ∃σ(ρ ≼i σ & i ∈ In(σ )& rgi(σ ) = κ). Let σ denote the maximal σ such that
ρ ≼i σ & i ∈ In(σ )& rgi(σ ) = κ . Then by Lemma 5.4. 6 κ = pdi(σ ) = rgi(σ ). Hence by Lemmas 5.6.3 and 5.6.2 we
have sti(ρ) ≤ sti(σ ) < κ+. If i < N − 1, then κ = rgi(σ ) < π by Lemma 5.6.4. Otherwise κ = rgi(σ ) = π & σ = α1 ∈ Dπ
by Lemma 5.4.6. Hence by the condition (32) in Definition 5.2 we have sti(σ ) ≤ b(α1). Therefore sti(ρ) ≤ max{b(α1), π}.
It remains to showB>κ(sti(ρ)) < b(α1). Lemma 2.7 with
sti(ρ) ≤ sti(σ ) < κ+ yields ∀τ > κ[Bτ (sti(ρ)) ≤ Bτ (sti(σ ))], and hence B>κ(sti(ρ)) ≤ B>κ(sti(σ )). On the other hand
we haveB>κ(sti(σ )) < b(α1) by the condition (D.12.1) in Definition 5.2. ConsequentlyB>κ(sti(ρ)) < b(α1).
5.6.7. This follows from Lemma 5.6. 3 and IH.
5.6.9. First note that if ρ ≺i τ < rgi(ρ), then τ ≺i rgi(ρ) by Lemmas 5.6.1 and 5.4.1.
By IH and the condition (D.12) we can assume i ∈ In(ρ) and the case (D.12.3), rgi(pdi(ρ)) ≺i κ occurs. Thus
one also assumes pdi(ρ) ≺i τ . If rgi(pdi(ρ)) ≼i τ ≺i κ , then the condition (D.12.3) yields rgi(τ ) ≼i κ . So assume
pdi(ρ) ≺i τ ≺i rgi(pdi(ρ)). Then by IH we have rgi(τ ) ≼i rgi(pdi(ρ)) ≺i κ . 
Lemma 5.7. For ρ ∈ D ∩ Od(ΠN), Q (ρ) ≤ max{b(ρ), π}.
Proof. By Definition 5.2 and (33) we have In(ρ)∪ {pdi(ρ), rgi(ρ) : i ∈ In(ρ)} ∪ {sti(ρ) : i ∈ In(ρ)& i < N − 1} ≤ π . On the
other hand we have stN−1(ρ) ≤ b(α1) ≤ b(ρ) by Lemmas 5.6.6 and 2.8 for the diagram α1 with ρ ≼ α1 ∈ Dπ . 
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5.5. A finer analysis of the relations≺i
In this subsection we give a finer analysis of the relation α ≺i β . It turns out that an exponential structure is in the
collapsing relations≺i. The analysis is needed in Sections 5.8 and 6.
First for each η ∈ DQ and each i ∈ [2,N − 1) = {i ∈ ω : 2 ≤ i < N − 1} define a length lhi(η) and a sequence
{ηni : n < lhi(η)} ⊆ {δ < π : η ≼ δ} of subdiagrams of η. The sequence decomposes the sequence {δ < π : η ≼i+1 δ}.
Definition 5.8. Length lhi(η) and a sequence {ηni : n < lhi(η)} of subdiagrams of η ∈ DQ
Case 5.8.1. ¬∃δ(η ≼i δ & i ∈ In(δ)): Then put lhi(η) = 1 and η0i := ηπ , cf. Definition 5.5. Namely η0i denotes the maximal
diagram such that η ≼i+1 η0i < π .
Case 5.8.2. ∃δ(η ≼i δ & i ∈ In(δ)): Then η0i is defined to be the minimal diagram such that η ≼i η0i & i ∈ In(η0i ).
Suppose that ηni is defined so that i ∈ In(ηni ).
Subcase5.8.2.1.∃γ (rgi(ηni ) ≼i γ & i ∈ In(γ )): Thenηn+1i is defined to be theminimal diagramsuch that rgi(ηni ) ≼i ηn+1i & i ∈
In(ηn+1i ).
Subcase 5.8.2.2. Otherwise: Then lhi(η) = n + 2 and define ηn+1i to be the maximal diagram such that ηni ≼i+1 ηn+1i < π ,
i.e., the diagram such that η ≼ ηn+1i ∈ Dπ .
Lemma 5.9.
ηni = γ mi ⇒ ∀k < lhi(η)− n = lhi(γ )−m{ηn+ki = γ m+ki }
and
rgi(ηni ) = rgi(γ mi )⇒ ∀k < lhi(η)− n = lhi(γ )−m{k > 0→ ηn+ki = γ m+ki }.
Proof. The first assertion is clear. Assume rgi(ηni ) = rgi(γ mi ). Then ηn+1i = γ m+1i , and hence the second assertion follows
from the first one. 
Lemma 5.10. For i < N − 1, ∀δ[rgi(ηni ) ≼i δ ≺i pdi+1(ηni )⇒ i ∉ In(δ)], η ≼i+1 η0i and ∀n < lhi(η)− 1[ηni ≺i+1 ηn+1i ].
Proof. First we show η ≼i+1 η0i . By the definition and Lemma 5.4.5 we can assume that η0i is the minimal diagram such
that η ≼i η0i & i ∈ In(η0i ), i.e, Case 5.8.2. Then i ∉ In(δ) for any δ with η ≼i δ ≺i η0i , and hence the assertion follows from
Lemma 5.4.3.
Nextwe show∀δ[rgi(ηni ) ≼i δ ≺i pdi+1(ηni )⇒ i ∉ In(δ)]. By the condition (D.11), ini(rgi(ηni )) = ini(pdi+1(ηni ))& rgi(ηni )≼i pdi+1(ηni ), Lemma 5.6.8 we have
∀δ[rgi(ηni ) ≼i δ ≺i pdi+1(ηni )⇒ i ∉ In(δ)].
Finally we show ηni ≺i+1 ηn+1i . We can assume, by Lemma 5.4.5, that ηn+1i is the minimal diagram such that rgi(ηni ) ≼i
ηn+1i & i ∈ In(ηn+1i ), i.e., Subcase 5.8.2.1. We have by the definition that ηn+1i is the diagram such that rgi(ηni ) ≼i ηn+1i and
∀δ[rgi(ηni ) ≼i δ ≺i ηn+1i ⇒ i ∉ In(δ)]& i ∈ In(ηn+1i ).
Therefore pdi+1(ηni ) ≼i ηn+1i and ∀δ[pdi+1(ηni ) ≼i δ ≺i ηn+1i ⇒ i ∉ In(δ)]. Hence ηni ≺i+1 pdi+1(ηni ) ≼i+1 ηn+1i . 
Lemma 5.11.
γ ≺i η ≺i κ = rgi(γ )↓⇒ ∃m < lhi(η)− 1[κ = rgi(ηmi )].
Proof. By induction on ℓη. Put
σ = max{σ : γ ≼i σ ≺i κ & rgi(σ ) = κ}.
Then by Lemma 5.4.6 we have i ∈ In(σ )& κ = pdi(σ ). Hence η ≼i σ . If η = σ , then κ = rgi(η0i ) with η0i = η. Assume
η ≺i σ . If i ∉ In(η), then we have γ ≺i pdi(η) ≼i σ ≺i κ . IH with (pdi(η))mi = ηmi yields the assertion. Suppose i ∈ In(η). By
Lemma 5.6. 9 we have rgi(η) ≼i κ . If rgi(η) = κ , then we are done by η0i = η. Suppose rgi(η) ≺i κ . Then we have η1i ≼i σ
by the definition, and hence γ ≺i η1i ≺i κ . IH with ηmi = (η1i )m−1i yields the assertion. 
Lemma 5.12. Assume η = pdi(γ ) for an i < N − 1. Then one of the following holds, cf. Section 5.3:
Case 5.12.1. η = pdi+1(γ )& γ 0i = η0i . Hence
η = pdi(γ ) = pdi+1(γ )& lhi(γ ) = lhi(η)&∀m < lhi(γ )[γ mi = ηmi ].
Case 5.12.2. rgi(γ ) = pdi(γ ) = η & γ 0i = γ & γ 1i = η0i . Hence
rgi(γ ) = pdi(γ ) = η & γ 0i = γ &∀m < lhi(η) = lhi(γ )− 1[ηmi = γ 1+mi ].
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Case 5.12.3. η = pdi(γ ) ≺i rgi(γ )& γ 0i = γ and rgi(ηmi ) = rgi(γ )& sti(ηmi ) > sti(γ ) for an m < lhi(η)− 1. Hence
η = pdi(γ ) ≺i rgi(γ )& γ 0i = γ &
∃m[0 < m ≤ lhi(η)− 1 & rgi(ηm−1i ) = rgi(γ )& sti(ηm−1i ) > sti(γ )&
∀k < lhi(η)−m+ 1 = lhi(γ )(k > 0→ ηm−1+ki = γ ki )].
Proof. Assume η = pdi(γ ) for an i < N − 1.
First consider the case i ∉ In(γ ). Then by the definition η = pdi+1(γ )& γ 0i = η0i holds. Hence by Lemma 5.9 Case 5.12.1
holds.
In what follows suppose i ∈ In(γ ). Then γ 0i = γ and η = pdi(γ ) ≼i rgi(γ ) by Lemma 5.6. 1, i.e., by the condition (D.11).
Second consider the case rgi(γ ) = pdi(γ ) = η. Then by the definition we have γ 1i = η0i . Therefore by Lemma 5.9 Case
5.12.2 holds.
Finally consider the case η = pdi(γ ) ≺i rgi(γ ). Then by Lemma 5.11 we have rgi(ηmi ) = rgi(γ )& sti(ηmi ) > sti(γ ) for an
m < lhi(η)− 1. Consequently by Lemma 5.9 Case 5.12.3 holds. 
5.6. Iterating the recursively Mahlo operations along exponential orderings
As in [9] we define a tower relation from relations {<i: 2 ≤ i ≤ N − 1}.
Definition 5.13. Let<1, <0 be two transitive relations on ω.
1. The relation<E= E(<1, <0) is on sequences ⟨(n1i , n0i ) : i < ℓ⟩ of pairswith<1-decreasing first components (n1i+1 <1 n1i ),
and is defined by
⟨(n1i , n0i ) : i < ℓ0⟩ <E ⟨(m1i ,m0i ) : i < ℓ1⟩ iff
either
∃k∀i < k∀j < 2[nji = mji & (n1k, n0k) <L (m1k,m0k)]
or
ℓ0 < ℓ1 &∀i < ℓ0∀j < 2[nji = mji]




n1i n0i for ⟨(n1i , n0i ) : i < ℓ⟩.






i n0i : ∀i < ℓ−˙1(n1i+1 <1 n1i )& n1i , n0i , ℓ ∈ ω

.











i m0i = β iff
α <E β & {n0i : i < ℓ0} ∪ {m0i : i < ℓ1} ⊆ Wmax(<0).
Lemma 5.14 (Cf. Lemma 3.2 in [9]). Let<1, <0 be two transitive relations on ω,<1 is∆2,<0 isΣ1, and<EW the restriction of
the exponential ordering defined from these to thewellfounded part augmentedwithmaximal elements in the second components.
Then KPℓ proves for each i ≥ 2
∀P ∈ L ∪ {L}∀a ∈ ω∀α <P a[P ∈ Mi+1(Mi+1(a;<1))→ P ∈ Mi(α;<EW )]
where for α =∑i<ℓ πn1i n0i ∈ dom(<PE), α <P a :⇔ n10 <P1 a.
Definition 5.15. Let<i (2 ≤ i ≤ N − 1) beΣ1 relations on ω. Define a tower relation<T from these as follows.
Define inductively relations<Ei (2 ≤ i ≤ N − 1).
1. <EN−1 :≡<N−1.
2. <Ei :≡ E(<Ei+1 , <i) for 2 ≤ i ≤ N − 2, cf. Definition 5.13.
Then let
<T :≡<E2 .
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<TW denotes the restriction of<T to thewellfoundedparts augmentedwithmaximal elements in the second components
hereditarily. Namely<TW=<E2W and for i < N − 1−
n<ℓ
παnxn ∈ dom(<EiW ) :⇔
∀n < ℓ−˙1(αn+1 <Ei+1W αn)&∀n < ℓ(xn ∈ Wmax(<i))
with<EN−1W=<N−1.
For a ∈ ω and α =∑n<ℓ παnxn ∈ dom(<T ), define inductively
α < a :⇔ ∀n < ℓ(αn < a)
with αn < a :⇔ αn <N−1 a for αn ∈ ω.
In the following Theorem 5.16 and Corollary 5.17,<i (2 ≤ i ≤ N − 1 < ω) denote arbitraryΣ1 transitive relations on
ω such that a weak theory, e.g., KPℓ proves their transitivities.
Let<TW denote the restriction of the tower<T of the exponential orderings<Ei defined from these to the wellfounded
parts augmented with maximal elements in the second components hereditarily.
Theorem 5.16 (Cf. Theorem 3.4 in [9]). KPΠN proves that
∀a ∈ ω∀α < a[TI(a, <N−1,ΠN)→ L ∈ M2(α;<TW )]
and hence
∀a ∈ ω∀α < a[TI(a, <N−1,ΠN)→ L ∈ M2(M2(α;<TW ))].
Corollary 5.17. Assume that the relation<N−1 is almost wellfounded in KPℓ. Then KPΠN is an extension of the theory




{M2(M2(α;<TW )) : dom(<TW ) ∋ α < a} : a ∈ ω

.
Moreover for each k ≤ N − 1, the theory




{Mk(Mk(α;<EkW )) : dom(<EkW ) ∋ α < a} : a ∈ ω

is an extension of the theory TW2({<i: 2 ≤ i ≤ N − 1}), and a subtheory of KPΠN .
5.7. Towers derived from ordinal diagrams
In this subsection we introduce towers T (η) of ordinal diagrams η ∈ DQ ∩Od(ΠN) from the sequence {ηmi : m < lhi(η)}
defined in Definition 5.8. We will see that the relation≺i is embedded in an exponential relation<Ei , cf. Lemma 5.19.
Definition 5.18. 1. Define relations≪i for 2 ≤ i ≤ N − 1 by
η ≪i ρ :⇔ η ≺i ρ & i ∈ In(η)& [(i ∈ In(ρ)& rgi(η) = rgi(ρ)) ∨ (rgi(η) = ρ)].
2. Extend≪i by augmenting the least element 1:
1≪i η.
πα denotes πα · 1.
3. Let ▹i :≡<Ei be exponential relation defined from≪i (2 ≤ i ≤ N − 1). Namely ▹N−1 :≡≪N−1 and ▹i :≡ E(▹i+1,≪i),
cf. Definition 5.13.
4. Extend▹i to▹+i by adding the successor function+1. Namely the domain is expanded to dom(▹+i ) := dom(▹i)∪{a+1 :
a ∈ dom(▹i)}, and define for a, b ∈ dom(▹i)
a+ 1 ▹+i b+ 1 :⇔ a ▹i b
a+ 1 ▹+i b :⇔ a ▹i b
a ▹+i b+ 1 :⇔ a ▹i b or a = b.
5. From the sequence {ηmi : 2 ≤ i < N − 1,m < lhi(η)} we define a tower T (η) = E2(η). The elements of the form







i )ηm−1i + π Ei+1(η
0
i )+1 + π Ei+1(η).
The sequence {ηmi : m < lhi(η)} is defined so that the following holds.
Lemma 5.19.
γ ≺i η⇒ Ei(γ ) ▹+i Ei(η).
In particular
γ ≺2 η⇒ T (γ ) ▹T T (η).
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Proof. We show the lemma by induction on N − i. Since each ≪i is transitive, so is each ▹i, ▹+i . Hence we can assume
η = pdi(γ ) and i < N − 1. Then by Lemma 5.12 one of the following cases occurs.






i )ηm−1i + π Ei+1(η
0






i )ηm−1i + π Ei+1(η
0
i )+1 + π Ei+1(γ ).
Hence Ei(γ ) ▹+i Ei(η) by IH, Ei+1(γ ) ▹
+
i+1 Ei+1(η).






i )ηm−1i + π Ei+1(η
0
i )γ 0i + π Ei+1(γ
0





i )+ 1 yields Ei(γ ) ▹+i Ei(η).
Case 5.12.3 η = pdi(γ ) ≺i rgi(γ )& γ 0i = γ and rgi(ηℓ−1i ) = rgi(γ )& sti(ηℓ−1i ) > sti(γ ) for a positive ℓ ≤ lhi(η)− 1: Then






i )ηℓ+m−2i + π Ei+1(η
ℓ
i )γ 0i + π Ei+1(γ
0
i )+1 + π Ei+1(γ )
γ 0i ≪i ηℓ−1i yields Ei(γ ) ▹+i Ei(η). 
5.8. Wellfoundedness proof by distinguished classes
In [1] a system (O(ΠN),<)was shown to be wellfounded. The system (O(ΠN),<) is equivalent to (Od(ΠN),<) in order
type. Our wellfoundedness proof in [1] is formalizable in the second order arithmeticΠ11 -CA0 +Σ1−2 -CA, that is to say, we
have assumed that the largest distinguished classWD defined by aΣ1−2 -formula exists as a set.
In this subsection we will defineΣ1 relations<i (2 ≤ i ≤ N − 1) on Od(ΠN), in Definition 5.24, and work in the theory
TW2({<i: 2 ≤ i ≤ N − 1}) defined from these relations<i. These relations are obviously transitive. Moreover the relation
<N−1 is seen to be almost wellfounded in KPℓ, cf. Lemma 5.26.1.
Thus by Corollary 5.17 TW2({<i: 2 ≤ i ≤ N − 1}) is a subtheory of KPΠN .
Our aim here is to show the following theorem.
Theorem 5.20. For each α ∈ Od(ΠN)|Ω , TW2({<i: 2 ≤ i ≤ N − 1}) proves that (Od(ΠN)|α,<) is a well-ordering.
By the proof-theoretic analysis of KPΠN in [7] we know that the wellfoundedness of (Od(ΠN),<) up to each α < Ω
proves Π11 -theorems in KPΠN over ACA0. Therefore we conclude the following Corollary 5.21, which was announced in
Theorem 3.5 of [9].
Corollary 5.21. KPΠN is proof-theoretically reducible to the theory TW2({<i: 2 ≤ i ≤ N − 1}) for the relations defined in
Definition 5.24. Thus for 2 ≤ k ≤ N − 1, KPΠN and TWk({<i: k ≤ i ≤ N − 1}) have the same provableΠ11 -sentences on ω.
The case k = N − 1 was announced in Theorem 1.3 of [9], and TWN−1({<N−1}) is nothing but the theory KPℓ + {L ∈
MN−1(a;<N−1) : a ∈ ω}, in which the next higher Mahlo operationMN−1 can be iterated along theΣ1 almost well-founded
relation<N−1.
As in subsubsection 4.3.2 X, Y , . . . range over subsets of Od(ΠN). WhileX,Y, . . . range over classes.
First we define a∆1 formula VN(X) from the transitive relations≪i in Definition 5.18.1. Distinguished classes are defined
relative to the formula VN(X). It is easy to see that VN(X) enjoys the condition (3) in Section 3.3, cf. Definition 3.29.
Definition 5.22. 1. For 2 ≤ i ≤ N − 1, β ∈ Ui(X) iff
β ∈ DQ & i ∈ In(β)⇒





α <Xi β :⇔ α, β ∈ Ui(X)&α ≪i β
for the relation≪i defined in Definition 5.18.1. The domain of<Xi is defined to be Ui(X).
2. For η ∈ DQ and 2 ≤ i < N − 1, a finite setKi(η) of subdiagrams of η is defines as follows:
(a) K2(η) := {ηm2 : m < lh2(η)}.
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(b) For i > 2,Ki(η) := {ρmi : m < lhi(ρ), ρ ∈ Ki−1(η)}.
Also putKi(η) = ∅ if η ∉ DQ .
3. η ∈ VN(X) designates that each finite setKi(η) is included in the wellfounded parts augmented with maximal elements
Wmax(<Xi ) of the relations<
X
i .
η ∈ VN(X) :⇔ ∀i ∈ [2,N − 1)[Ki(η) ∈ Ui(X)]
& ∀i ∈ [2,N − 1)∀β ∈ Ki(η)[i ∈ In(β)→ β ∈ W (<Xi )].
Thus any α ∉ DQ is in VN(X), and η ∈ Ui(X) ∩Wmax(<Xi ) if i ∉ In(η).
Formulas VNCα(X), V ∗N (X), V
∗
NC
α(X) are defined from VN(X) as in Definition 3.27.
Lemma 5.23. 1.
{Kσ ν : ν = sti(β), σ ≤ rgi(β)} < η if β ∈ Ki(η) and i ∈ In(β).
2. For any classes X,Y ⊆ Od(ΠN) enjoying the condition (A) in Definition 3.3, i.e., ∀α ∈ X[α ∈ Cα(X)], VN(X) enjoys the
condition (3).
Proof.
4.17.1. This is seen as in Lemma 4.17.1 using the condition (35) in Definition 5.2.
4.17.2. This is seen as in Lemma 4.17.2 using Lemma 4.17.1. 
Distinguished classes are defined from VN :
D[X] :⇔ X < π &∀α(α ≤ X → WV ∗NCα(X)|α+ = X |α+). (4)
Then letWD ={X : D[X]} and Ui := Ui(WD).
Definition 5.24. For 2 ≤ i ≤ N − 1
α <i β :⇔ α <WDi β ⇔ α ≪i β & {α, β} ⊆ Ui.
Lemma 5.25. For any limit universe P, if γ ∈ G(WP), then ∀i ∈ [2,N − 1)[Ki(γ ) ⊆ Ui(WP)] andKN−2(γ ) ⊆ UN−1(WP).
Proof. This is seen from Lemmas 5.23.1 and 3.15 as in Lemma 4.19. 
Lemma 5.26. 1. <N−1 is almost wellfounded in KPℓ.
2. Let P be any limit universe. Suppose ∀i ∈ [2,N − 1)[Ki(γ ) ∪Ki(η) ⊆ Ui(WP)] andKN−2(γ ) ∪KN−2(η) ⊆ UN−1(WP).
Then
γ ≺ η⇒ T (γ ) <PT T (η)
for the tower relation<PT defined from {<WPi : 2 ≤ i ≤ N − 1}.
Proof.
5.26.1. This is seen as in Lemma 4.20.3. Note that for any ρ ∈ DQ ,N−1 ∈ In(ρ) and rgN−1(ρ) = π . γ ≪N−1 η⇔ γ ≺N−1 η,
and this implies stN−1(γ ) < stN−1(η).
5.26.2. This is seen from Lemma 5.19. 
Lemma 5.27. If P ∈ M2(M2(T (η);<TW )), then η ∈ G(WP) ∩ VN(WP)→ η ∈ WP .
Proof. This is seen as in Lemma 4.22 using Corollary 3.46. Note that if γ ∈ G(WQ )∩VN(WQ ), then ∀i ∈ [2,N−1)[Ki(γ ) ⊆
Ui(WQ )] and ∀i ∈ [2,N − 1)[Ki(γ ) ⊆ Wmax(<WQi )]. Thus if {γ , η} ⊆ G(WQ ) ∩ VN(WQ ), then γ ≺ η ⇒ T (γ ) <QTW T (η)
by Lemma 5.26.2. 
In the theory TW2({<i: 2 ≤ i ≤ N−1}) thewhole universe L is assumed to be L ∈{M2(M2(T (η);<TW )) : dom(<TW ) ∋
T (η) < α} for each α, where
T (η) < α ⇔ KN−2(η) <N−1 α.
On the other hand we have T (η) ∈ dom(<TW ) if η ∈ VN(WD). Therefore we conclude the following Theorem 5.28 in the
theory TW2({<i: 2 ≤ i ≤ N − 1}).
Theorem 5.28. For each n ∈ ω
∀η ∈ DQ [η ∈ G(WD) ∩ VN(WD)& b(η) < ωn(π + 1)⇒ η ∈ WD].
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Lemma 4.14
∀α ∈ Wπ |ωn(π + 1)∀q ⊆ Wπ |ωn(π + 1)A(α, q)
is now proved by main induction on α ∈ Wπ |ωn(π + 1)with subsidiary induction on q ⊆ Wπ |ωn(π + 1).
Here observe that if β1 ∈ D with b(β1) < ωn(π+1), then by Lemma 5.7 we have Q (β1) ≤ max{b(β1), π} < ωn(π+1).
Let α1 = dqσα ∈ Od(ΠN) with σ ∈ Wπ . By Theorem 3.23 we have α1 ∈ G(WD). We show α1 ∈ VN(WD). This yields
α1 ∈ Wπ by Lemma 5.28.
Let 2 ≤ i < N − 1, β ∈ Ki(α1) and i ∈ In(β). We have to show β ∈ W (<i).
Suppose γ <i β . We have γ ∈ Ui(WD), and γ ≪i β , i.e., γ ≺i β , i ∈ In(γ ) and κ := rgi(γ ) = rgi(β). Then
sti(γ ) < sti(β). On the other hand we have sti(γ ) ∈ Cκ(WD) by γ ∈ Ui(WD) and Lemma 3.11. Let δ denote the diagram
such that δ ∈ Dκ &β ≼ δ. Such a δ exists by β ≺ κ = rgi(β). Then α1 ≼ β ≼ δ. Thus by Lemma 2.8 we have
b(δ) ≤ b(β) ≤ b(α1) = α. On the other hand we have B>κ(sti(γ )) < b(δ) by Lemma 5.6.6. Lemma 3.22 with MIH(α)
yields sti(γ ) ∈ Wπ . Therefore β ∈ W (<i) is seen by induction on sti(γ ) ∈ Wπ |ωn(π + 1). 
Therefore we have α1 ∈ Wπ for each α1 as in Lemma 4.15 and 3.18 yields Theorem 5.20 in the theory TW2({<i: 2 ≤ i ≤
N − 1}).
6. Wellfoundedness proof for Od(ΠN ) by means of inductive definitions
In this section we work in the theoryΠN−1-Fix and show the
Theorem 6.1. For each α < dΩεπ+1,i.e., each α ∈ Od(ΠN)|Ω ,Π0N−1-Fix proves that (Od(ΠN)|α,<) is a well-ordering.
6.1. Decomposing ordinal diagrams
In this subsection we introduce decompositions α(s) of ordinal diagrams α, where s denotes a function in [i,k)2 (2 ≤ i ≤
k ≤ N − 3). We define a suitableΠ0N−1-operator ΓN through the decompositions.
Definition 6.2. 1. For 2 ≤ i < N − 1 define
α ▹i β :⇔ α, β ∈ DQ & i ∈ In(α)&α ≺i β ≺i rgi(α).
2. For 2 ≤ i < N − 1 define
α ▹i β :⇔ α, β ∈ DQ & i ∈ In(α)& rgi(α) ≼i β ≺i pdi+1(α).
The following lemma is seen from Lemma 5.12.
Lemma 6.3. Assume γ ≺i η for an i < N − 1. Then one of the following holds
Case 6.3.1. γ 0i = η0i & γ ≺i+1 η.
Case 6.3.2. ∃n ∈ (0, lhi(γ ))[γ ni = η0i ], and γ n−1i ▹i η.
Case 6.3.3. ∃n ∈ [0, lhi(γ )− 1)∃m ∈ [0, lhi(η)− 1)[γ ni ≺i η ≼i ηmi & rgi(γ ni ) = rgi(ηmi )], and γ ni ▹i η.




rgi(η), if i ∈ In(η)
pdi(η), if i ∉ In(η)
2.
γ ≺pi α :⇔ γ ≺i α &¬∃n < lhi(γ )[γ ni ▹i α]
and γ ≼pi α denotes the reflexive closure of the relation γ ≺pi α.
Lemma 6.5. 1. γ ≺pi α is the transitive closure of the relation {(α, β) : β = ppdi(α)}, and hence ≺pi is transitive and
≺i+1⊆≺pi⊆≺i.
2. α ≺i β ⇒ ∃γ [α ≼pi γ & (ppdi(γ ) = β ∨ γ ▹i β)].
3. α ≼pi β ⇒ α ≼i+1 β0i .
Proof.
6.5.1. This is seen from Lemmas 5.10, 6.3 and 5.6.1.
6.5.2. This is seen from Lemma 6.5. 1.
6.5.3. By induction on ℓα and α ≼i+1 α0i we can assume that β = ppdi(α).
If i ∉ In(α), then β = pdi(α) = pdi+1(α), and hence α ≺i+1 β ≼i+1 β0i .
Suppose i ∈ In(α) and β = rgi(α). Then α = α0i &β0i = α1i . Hence Lemma 5.10 yields α ≺i+1 β0i . 
Definition 6.6. For α ∈ DQ let stN−1(α) denote the pair
stN−1(α) := ⟨stN−1(α0N−2), stN−1(α)⟩.
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Lemma 6.7. For any α ∈ DQ and α ≼ απ ∈ Dπ , stN−1(α) ≤ stN−1(α0N−2) ≤ b(απ ).
Proof. By Lemma 5.10 we have α ≼N−1 α0N−2. Hence Lemma 5.3 yields stN−1(α) ≤ stN−1(α0N−2). stN−1(α0N−2) ≤ b(απ ) is
seen from 5.6.6. 
Lemma 6.8. γ ≺pN−2 α ⇒ stN−1(γ ) <lex stN−1(α).
Proof. Assume γ ≺pN−2 α. Then by Lemma 6.3 one of the following holds:
Case 6.3.1. γ 0N−2 = α0N−2 & γ ≺N−1 α: Then stN−1(γ 0N−2) = stN−1(α0N−2). Lemma 5.3 yields stN−1(γ ) < stN−1(α). Hence
stN−1(γ ) <lex stN−1(α).
Case 6.3.2. ∃n ∈ (0, lhN−2(γ ))[γ nN−2 = α0N−2]: By n > 0 we have γ 0N−2 ≺N−1 γ nN−2 by Lemma 5.10, and hence
stN−1(γ 0N−2) < stN−1(γ
n
N−2) = stN−1(α0N−2) by Lemma 5.3. Therefore stN−1(γ ) <lex stN−1(α).
Case 6.3.3. ∃n ∈ [0, lhN−2(γ )− 1)∃m ∈ [0, lhN−2(α)− 1)[γ nN−2 ≺N−2 α ≼N−2 αmN−2 & rgN−2(γ nN−2) = rgN−2(αmN−2)]: Then
γ nN−2 ▹N−2 α. Hence this is not the case. 
Definition 6.9. I := IN := {[i,k)2 : 2 ≤ i ≤ k ≤ N − 3} denotes the set of functions from sets [i, k) = {j ∈ ω : i ≤ j < k}
to 2 = {0, 1}.
1. For s ∈ [i,k)2 let
d(s) := i
ℓ(s) := k
#s := #{j ∈ [i, k) : s(j) = 1}.
Note that there are (N − 4) empty functions in I . Each element in I is, by definition, a triple of a function s and
d(s), ℓ(s). An empty function is, then, a triple (∅, i, i) (2 ≤ i ≤ N − 3).
If #s = 0, then s is said to be null.
2. For s ∈ I , s|i denotes the function in I such that d(s|i) = d(s), ℓ(s|i) = min{max(i, d(s)), ℓ(s)} and (s|i)(j) := s(j) for
d(s|i) ≤ j < ℓ(s|i).
3. For s, t ∈ I , s <lex t denotes the lexicographic ordering induced by 0 < 1:
s <lex t :⇔ ∃i ∈ [d(s), ℓ(s)) ∩ [d(t), ℓ(t)){s|i = t|i& s(i) = 0 < 1 = t(i)}.
Note that s <lex t ⇒ d(s) = d(t).
4. For s, t ∈ I with ℓ(s) = d(t), u = s ∗ t denotes the concatenated sequence. Namely d(u) = d(s), ℓ(u) = ℓ(t) and
u(i) = s(i) for i ∈ [d(s), ℓ(s)), u(i) = t(i) for i ∈ [d(t), ℓ(t)).
5. s ∈ I is said to be unitary if
∀i ∈ [d(s), ℓ(s)){s(i) = 1⇒ i = ℓ(s)− 1}&∀j ∈ [d(s), ℓ(s)− 1){s(j) = 0}.
6. Each s ∈ I is decomposeduniquely to the concatenated sequence of longest unitary components si, s = s0∗· · ·∗sk (k ≥ 0)
such that {d(s)} ∪ {i+ 1 ∈ (d(s), ℓ(s)] : s(i) = 1} ∪ {ℓ(s)} = {ℓ−1 < ℓ0 < · · · < ℓk} (k ≥ 0) and each si ∈ [ℓi−1,ℓi)2 is a
subseries of s.
s = s0 ∗ · · · ∗ sk is said to be the unitary decomposition of s.
7. If d(s) = 2, then s is said to be initial.
I(2) := {s ∈ I : d(s) = 2} denotes the set of initial sequences in I .
8. I(2,N − 2) := {s ∈ I : d(s) = 2 & ℓ(s) = N − 2}.
9. t ⊆e s [t ⊂e s] designates that t is an [a proper] initial segment of s , i.e., ∃i ≤ ℓ(s){t = s|i} [∃i < ℓ(s){t = s|i}], resp.
10. For s, t ∈ I with d(s) = d(t), s ∩ t denotes a sequence in I defined as follows:
(s ∩ t)(i) = j :⇔ ∀k < i[s(k) = t(k)]& s(i) = t(i) = j.
d(s ∩ t) = d(s) and ℓ(s ∩ t) = min({i : s(i) ≠ t(i)} ∪ {ℓ(s), ℓ(t)}).
Definition 6.10. Let α ∈ DQ . We define ordinal diagrams α(s) (s ∈ I) as follows:
1. First define α(s) for unitary s by induction on ℓα as follows:
(a) α(s) := α if s is null.
(b) Otherwise s(ℓ(s)− 1) = 1 & ∀i ∈ [d(s), ℓ(s)− 1){s(i) = 0}.
Case 1. If
∀i ∈ [d(s), ℓ(s)− 1){α0ℓ(s)−1 < α0i & rgℓ(s)−1(α) ≤ α0i } (36)
then put
α(s) := min{δ : α0ℓ(s)−1 ≼pℓ(s) δ < α′(s)},
where
α′ = min({α0i : i ∈ [d(s), ℓ(s)− 1)} ∪ {α1ℓ(s)−1}).
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Case 2. Otherwise: Then put, cf. Definition 5.5,
α(s) := απ .
2. α(s) is defined through the unitary decomposition s = s0 ∗ s1 ∗ · · · ∗ sk as follows
α(s) := (· · · (α(s0))(s1) · · ·)(sk).
Definition 6.11. Let α, β ∈ DQ .
1. Let 2 ≤ k ≤ N − 3. Define s[k;α, β] ∈ [k,N−3]2 recursively. Suppose that s = (s[k;α, β])|i has been defined for an iwith
k ≤ i ≤ N − 3. Then s[k;α, β](i) ∈ {0, 1} is defined as follows:
s[k;α, β](i) :=

1 if ∃γ [α(s) ≼i γ ≺i β(s)& i ∈ In(γ )]
0 otherwise. (37)
2.
t ⊆ s[α, β] :⇔ ∀i ∈ [d(t), ℓ(t)){t(i) = s[d(t);α, β](i)}.
Lemma 6.12. 1. α(s|i) = β(s|i)⇒ α(s) = β(s).
2. Let s be unitary with s(ℓ(s)− 1) = 1. Assume α ≺d(s) β and ∀i ∈ [d(s), ℓ(s))[α0i ≥ β]. Then α(s) = β(s).
3. Let s be unitary with s(ℓ(s)− 1) = 1. Then α ≼ℓ(s) α0ℓ(s)−1 ≼pℓ(s) α(s).
4. Let α ≺ δ ≺ γ . For an initial t, assume t ⊈e s[2;α, δ], t ⊆e s[2;α, γ ] and δ ≺t|(ℓ(t)−1) γ .
Then t(i) = 1 for i = min{i : t(i) ≠ s[2;α, δ](i)}, and hence
s[2;α, δ] <lex t.
5. u = s ∗ t & ℓ(s) ∈ In(α(s))& rgℓ(u)(α(u))↓⇒ rgℓ(s)(α(s)) ≼ rgℓ(u)(α(u)).
Proof.
6.12.1. Let s = (s|i) ∗ t . If t is null, then α(s) = α(s|i) = β(s|i) = β(s). Otherwise let s = s0 ∗ · · · ∗ sk be the unitary
decomposition of s, and sj = s′ ∗ t ′ with s|i = s0 ∗ · · · ∗ sj−1 ∗ s′ and t = t ′ ∗ sj+1 ∗ · · · ∗ sk. Then α(s|i) = α(s0 ∗ · · · ∗ sj−1)
and similarly for β(s|i). By Definition 6.10.1 we have α(s0 ∗ · · · ∗ sj) = β(s0 ∗ · · · ∗ sj), and we see inductively α(s) = β(s).
6.12.2. We have ∀i ∈ [d(s), ℓ(s))[α ≺i β] by Lemma 5.4. 3. Also we have ∀i ∈ [d(s), ℓ(s))[α0i = β0i and α1ℓ(s)−1 = β1ℓ(s)−1. By
Definition 6.10.1 we have α(s) = β(s).
6.12.3. This is seen from Lemmas 5.4.5, 5.6.4 and 5.10.
6.12.4. Suppose t(i) = 0. Then s[2;α, δ](i) = 1. By the minimality of i we have (s[2;α, γ ])|i = t|i = (s[2;α, δ])|i, and
hence α(t|i) ≼i η ≺i δ(t|i) for an η by the definition (37). On the other hand we have δ(t|i) ≺i γ (t|i) by δ ≺t|(ℓ(t)−1) γ .
Therefore t(i) = s[2;α, γ ](i) = 1. A contradiction.
6.12.5. If α(u) = α(s), then the assertion follows from the assumption ℓ(s) ∈ In(α(s)) and Lemma 5.6.5.
Suppose α(u) > α(s). Then t is not null. Let t1 be the longest unitary subseries of t such that for some t0, t2, t = t0∗ t1∗ t2,
α(s) = α(s ∗ t0) and α(s) < α(s ∗ t0 ∗ t1).
α(s ∗ t0 ∗ t1) is defined by the Case 1 in Definition 6.10. Otherwise we would have α(u) = α(s ∗ t0 ∗ t1) = απ , and
rgℓ(u)(α(u)) ↑. Therefore we have α(s) = α(s∗ t0) ≺ℓ(t1) α(s∗ t0 ∗ t1)with ℓ(s) < ℓ(t1). Hence rgℓ(s)(α(s)) ≼ α(s∗ t0 ∗ t1) ≼
α(u) ≺ rgℓ(u)(α(u)). 
Definition 6.13. Let α ∈ DQ and s ∈ I .
1.
α ≺s β :⇔ s ⊆ s[α, β]&∀t ⊆e s[α(t) ≺pℓ(t) β(t)].
2.
α ≺−s β :⇔ s ⊆ s[α, β]&∀t ⊆e s[#t < #(u ∗ s)⇒ α(t) ≺pℓ(t) β(t)].
3.
α ▹s β :⇔ s ⊆ s[α, β]& (ℓ(s) > d(s)⇒ α ≺s|(ℓ(s)−1) β)&α(s) ▹ℓ(s) β(s),
cf. Definition 6.2.1.
4. α ▹+s β iff α ▹s β and for each i ∈ [d(s), ℓ(s)) if s(i) = 1 & i ∉ In(α(s|i)), then there are sequences {αk}k≤K of diagrams
and a sequence {vk}k<K ⊆ I such that
αK = α(s|i)&α0 = (αK )0i &∀k < K{αk+1 ▹vk αk & d(vk) = i}. (38)
Operators Gi are defined through relations α ▹+s β in Definition 6.21 below.
Lemma 6.14. α ≺t β & t <lex u ⇒ α(u) = β(u).
Proof. This is seen from Lemma 6.12.2. 
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Lemma 6.15. Suppose that (u = t) ∨ (u <lex t) ∨ (t <lex u).
1. Suppose δ ▹u γ ▹t β . Then δ ▹s β for s = max<lex{u, t}.
2. Suppose that δ ▹+u γ ▹
+
t β . Then δ ▹+s β for s = max<lex{u, t}.
Proof.
6.15.1. This is seen from Lemma 6.14.
6.15.2. By Lemma 6.15.1 we have δ ▹s β .
If either u = t or t <lex u, then δ ▹+u β is seen from the definition.
In what follows assume u <lex t .
Let j denote the number such that u|j = t|j& u(j) = 0 < 1 = t(j). Suppose t(i) = 1 & i ∉ In(δ(t|i)). We have to show
that there are sequences enjoying the condition (38).
If i < j, then δ ▹+u γ yields the assertion. If i > j, then δ(t|i) = γ (t|i) by Lemma 6.14, and hence γ ▹+t β yields the
assertion. Finally assume i = j. We have (δ(u|i))0i = (γ (u|i))0i . If i ∉ In(γ (t|i)), then pick sequences {αk}k≤K and {vk}k<K for
γ (t|i) = αK and i. Otherwise set K = 0. Now let αK+1 = δ(t|i) and (t|i) ∗ vK = u. Sequences {αk}k≤K+1 and {vk}k<K+1 are
desired one for δ, t and i. 
Lemma 6.16. 1. Let s be unitary with s ⊆ s[α, β]. Assume [ℓ(s) > d(s)⇒ α ≺s|(ℓ(s)−1) β] and α(s) ≺pℓ(s) γ ′ ≺ℓ(s) β(s). Then
there exists a γ such that γ (s) = γ ′, α ≺s γ , [ℓ(s) > d(s)⇒ γ ≺s|(ℓ(s)−1) β] and
∀j ∈ [d(s), ℓ(s)){s(j) = 1↔ j ∈ In(γ (s|j))}. (39)
2. Assume α ≺s β &α(s) ≺pℓ(s) γ ′ ≺pℓ(s) β(s). Then there exists a γ such that γ (s) = γ ′ and α ≺s γ ≺s β .
3. Assume [ℓ(s) > d(s)⇒ α ≺s|(ℓ(s)−1) β] and α(s) ≺pℓ(s) γ ′ ▹ℓ(s) β(s). Then there exists a γ such that γ (s) = γ ′, α ≺s γ and
γ ▹s β .
Proof.
6.16.1 by induction on ℓα. Suppose s is unitary. If s is null, then γ = γ ′ works.
Suppose s is not null, and put i = ℓ(s)− 1. By IH we can assume that γ ′ = ppdi+1(α(s)). Then ∀j ∈ [d(s), i)∀δ{α ≼j δ ≺j
β ⇒ j ∉ In(δ)} and α ≺pi β with ∃δ{α ≼i δ ≺i β & i ∈ In(δ)}, i.e., rgi(α0i ) ≼i β ≤ α0j for any j ∈ [d(s), i). Therefore the
condition (36) in Definition 6.10.1 holds. Hence
α(s) = min{δ : α0i ≼pi+1 δ < α′(s)},
where
α′ = min({α0j : j ∈ [d(s), i)} ∪ {α1i }).
If α′(s) = απ , then we would have γ ′ = ppdi+1(α(s)) = απ ⊀i+1 β(s). Hence α′(s) < απ , and α′ = α1i . This means that
α ≺s|i α′. (40)
We have α0i ≺i+1 α1i = α′ ≼i+1 α′(s) by Lemma 5.10, and hence either ppdi+1(α(s)) = α′(s) or α(s) ▹i+1 α′(s) by
Lemma 6.5.2. If γ ′ = ppdi+1(α(s)) = α′(s), then γ = α′ works: If β ≤ α′, then we would have by (40) and Lemma 6.14,
β(s) ∈ {(αmi (s) : m ≤ 1} ≤ α′(s) = γ ′. Hence α′ < β , which yields γ = α0i ≺s|(ℓ(s)−1) β . On the other hand we have, for
(39), i ∈ In(α1i ). Otherwise we would have β > α1i = απ .
Suppose α(s) ▹i+1 α′(s). We have α0i ≺pi rgi+1(α(s)) = ppdi+1(α(s)) = γ ′ by Lemma 6.5.1. Let δ = max{δ : α1i ≼s|i
δ &α(s) ▹i+1 δ(s)}. Then rgi+1(δ(s)) ≼i+1 rgi+1(α(s)) = γ ′ < β(s) ≤ απ by Lemma 5.6.9, and hence δ = αki for a k by the
maximality of δ and δ ≼s|i δ0i .
We have δ′ = min({δ0j : j ∈ [d(s), i)} ∪ {αk+1i }) = αk+1i and δ(s) = min{η : αki ≼pi+1 η < (αk+1i )(s)}. Therefore
α ≺s|i α1i ≺s|i αk+1i . (41)
We have either (αki )(s)▹i+1 (α
k+1
i )(s) or ppdi+1((α
k
i )(s)) = (αk+1i )(s). By themaximality of δ, we have ppdi+1((αki )(s)) =
(αk+1i )(s), and γ ′ = rgi+1(α(s)) = (αk+1i )(s). Thus γ = αk+1i works: Suppose β ≤ αk+1i . Then by (41) and Lemma 6.14 we
would have β(s) ∈ {(αmi )(s) : m ≤ k+ 1} ≤ (αk+1i )(s) = γ ′. Hence αk+1i < β , which yields γ = αk+1i ≺s|(ℓ(s)−1) β . On the
other hand we have, for (39), i ∈ In(αk+1i ). Otherwise we would have β > αk+1i = απ .
6.16.2 by induction on ℓ(s). The unitary case follows from Lemma 6.16.1.
Next let s = s0∗· · ·∗sk−1∗sk be the unitary decomposition of s, and t = s0∗· · ·∗sk−1. Then α ≺s β ⇔ α ≺t β &α(t) ≺sk
β(t). Then α(s) = (α(t))(sk) and similarly for β(s). By the unitary case pick a δ such that α(t) ≺sk δ ≺sk β(t)& δ(sk) = γ ′.
By IH pick a γ such that α ≺t γ ≺t β & γ (t) = δ.
6.16.3. The unitary case follows again from Lemma 6.16.1.
Next let s = s0 ∗ · · · ∗ sk−1 ∗ sk be the unitary decomposition of s, and t = s0 ∗ · · · ∗ sk−1. Then t ⊆e s|(ℓ(s)− 1), and, by
Lemma 6.16.2, it suffices to find a δ such that α(t) ≺sk δ ▹sk β(t) and δ(sk) = γ ′. This is seen from Lemma 6.16.1. 
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Lemma 6.17. Assume α ≺ β and α ⊀s β for an s ⊆e s[2;α, β]. Then there exist a γ and a t such that t ⊆e s and α ≼t γ ▹+t β .
Moreover let γ denote the minimal diagram for which the above conditions hold for some t. Then there are no δ and no u such
that u <lex t and α ≼t δ ▹+u γ .
Proof. We can assume that ℓ(s) > 2 ⇒ α ≺s− β for s− = s|i with i = ℓ(s) − 1, and α(s) ⊀pℓ(s) β(s). We show that t = s
works for a γ .
First consider the case when ℓ(s) = 2, i.e., s is empty. Then α ≺ β while α ⊀p2 β . This means that α ≼p2 γ ▹2 β for a γ .
In what follows assume ℓ(s) > 2.
Second consider the case when s(i) = 0. Then α(s) = α(s−) ≺pi β(s) while α(s) ⊀pi+1 β(s). On the other side s(i) = 0
yields α(s) ≺i+1 β(s). Hence by Lemma 6.5.2 there exists a γ ′ such that α(s) ≼pi+1 γ ′ ▹i+1 β(s). By Lemma 6.16.3 pick a γ
so that γ (s) = γ ′ and α ≼s γ ▹+s β .
Third consider the case when s(i) = 1. Let s = s0 ∗ · · · sk−1 ∗ v = u ∗ v be the unitary decomposition of s. Then
α(u) = α(s−) ≺pi β(u) while α(s) ⊀pi+1 β(s). From α ≺s− β and s(i) = 1, we see that (α(u))0i < β(u) and
α(s) = min{δ : (α(u))0i ≼pi+1 δ < (α(u))1i )(v)}.
If β(s) = απ , then we would have α(s) ≺pi+1 β(s). Hence β(s) < απ .
We have (α(u))0i ≺i+1 (α(u))1i ≼i+1 (β(u))0i ≼pi+1 β(s). Therefore α(s) ≺i+1. Hence by Lemma 6.5.2 there exists a γ ′
such that α(s) ≼pi+1 γ ′ ▹i+1 β(s). By Lemma 6.16.3 pick a γ so that γ (s) = γ ′ and α ≼s γ ▹+s β .
Lemma 6.15 with the minimality of γ yields the last assertion of the lemma. 
Lemma 6.18. Assume α ≺s γ and α ≼u η ▹u δ ▹t γ for a u ⊆e s ∩ t. Then #u < #t if t <lex s ∨ t ⊆e s.
Proof. If u = t ⊆e s, then α(t) ≼ℓ(t) η(t) ▹ℓ(t) δ(t) ▹ℓ(t) γ (t), and hence α(t) ⊀ℓ(t) γ (t). This is not the case.
Assume u ⊂e t & u ⊂e s&#u = #t . Then t = u ∗ v for a non-empty null v. We have α ≼u η ▹u δ ≺u γ and α ≺u γ .
Hence
η(u) ≺ℓ(u) δ(u) ≺ℓ(u) rgℓ(u)(η(u)) ≼ℓ(u) γ (u).
Therefore ∃ξ [δ(u) ≼ℓ(u) ξ ≺ℓ(u) γ (u)& ℓ(u) ∈ In(ξ)] by Lemma 5.4.6. This contradicts t(ℓ(u)) = 0 and t ⊆ s[δ, γ ]. 
Lemma 6.19. Let α ▹+s β .
1. Assume s(i) = 1 and i ∉ In(α(s|i)) for an i ∈ [d(s), ℓ(s)). Then there exist a sequence {αk}k≤K (K > 0) of diagrams and a
sequence {vk}k<K ⊆ I enjoying (38) and the following condition (Cf. Definition 6.13. 4.).
Each vk is null, and ∀k < K − 1{vk ⊂e vk+1}.
2. Assume #u ≥ #s and u <lex s. Then α(u) = απ and¬∃γ [γ ▹u α].
Proof.
6.19.1. By the Definition 6.13.4 let K > 0 denote the least number for which there exist sequences {αk}k≤K and {vk}k<K
enjoying (38).
Note that vk(i) = 0 since vk ⊆ s[αk+1, αk] and s[d(vk);αk+1, αk](i) = 0 by (αk+1)0i = α0.
Claim 6.20. 1. Each vk is null.
2. ∀k ∈ (0, K){vk−1 ⊂e vk}.
Proof of Claim 6.20 by simultaneous induction on k.
Supposing that vk is not null, letmk = min{m ≥ i : vk(mk) = 1}.mk > i by vk(i) = 0.
Nowm0 > i ∈ In(α0) yields α0(v0|(m0 + 1)) = (α0)π = α0(v0) ⊀ rgℓ(v0)(α1(v0)). This is not the case, and v0 is null.
Suppose vk−1 is null, while vk is not null. Then vk−1 ⊂e vk andmk ≥ ℓ(vk−1). Since vk−1 is null, αk(vk−1) = αk.
Hencemk > ℓ(vk−1) ∈ In(αk) yields αk(vk|(mk + 1)) = (αk)π = αk(vk) ⊀ rgℓ(vk)(αk+1(vk)). This is not the case.
Suppose mk = ℓ(vk−1), and let ℓ(vk−2) = i if k = 1. Then by IH we have In(αk−1) ∋ ℓ(vk−2) < ℓ(vk−1) = mk, and
(αk)
0
ℓ(vk−2) = αk−1 = αk−1(vk−1) ≺ rgℓ(vk−1)(αk(vk−1)) = rgmk(αk). Therefore αk(vk|(mk+ 1)) = (αk)π . Again this is not the
case. We have shown Claim 6.20.1.
Suppose both vk−1 and vk are null, and vk−1 ⊄e vk. Then we shown that sequences can be shortened contradicting the
minimality of the number K .
Suppose either vk−1 <lex vk or vk <lex vk−1. Then αk+1 ▹v αk−1 for v = max<lex{vk−1, vk} by Lemma 6.15.1.
Suppose vk ⊂e vk−1. Then αk = αk(vk) ≺ℓ(vk) rgℓ(vk)(αk+1(vk)) = rgℓ(vk)(αk+1) and vk−1(ℓ(vk)) = 0. The latter means
that there is no δ such that αk ≼ℓ(vk) δ ≺ℓ(vk) αk−1. Therefore from Lemma 5.4.6 we see αk+1 ▹vk αk−1.
6.19.2. Let i denote the number such that u(i) = 0 < 1 = s(i)& u|i = s|i. By #u ≥ #s, let j = min{j > i : u(j) = 1}. We
show α(u|(j+ 1)) = απ . Then α(u) = α(u|(j+ 1)) = απ follows.
Suppose i ∈ In(α(s|i)). Then the condition (36) in Definition 6.10 is broken. Specifically α(u|i) = (α(u|i))0i ≤ (α(u|i))0j ,
and hence α(u|(j+ 1)) = απ .
In what follows assume i ∉ In(α(s|i)), and let {αk}k≤K and {vk}k<K denote sequences in Lemma 6.19.1 for i.
j > ℓ(vK−1) Let ℓk = ℓ(vk) for k ∈ [0, K) and ℓ−1 = i. Then we have ℓk > ℓk−1 for any k ∈ [0, K).
First consider the case when j = ℓk for a k ∈ [0, K). Then ℓk > ℓk−1 ∈ In(αk) and (αk+1)0ℓk−1 = αk ≺ rgℓk(αk+1). Hence
α(u|(ℓk + 1)) = απ .
Otherwise there exists a maximal k ∈ [−1, K) such that ℓk < j. Then (αK )0ℓk = αk+1 ≤ (αK )0j , and hence α(u|(j+ 1)) =
απ . We are done. 
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6.2. Operators Gi
Define operators Gi (1 ≤ i < N − 1) on Od(ΠN) recursively from the operator G(X) in Definition 3.8.
Definition 6.21. Define inductivelyΠ0i -operators Gi (1 ≤ i < N − 1) as follows.
1.
G1(X) := G(X).
2. For 1 < i ≤ N − 1
G<i(X) :=

{Gj(X) : 1 ≤ j < i}.
3. For s ∈ I(2)
α ∈ Gs(X) :⇔ ∀γ ▹+s α[γ ∈ G<2+#s(X)→ γ ≤ X |α].
4. For 2 ≤ i < N − 1
Gi :=

{Gs(X) : s ∈ I(2)& 2+ #s = i}.
Now let us define an operator ΓN on Od(ΠN) from these operators.
Definition 6.22.
α ∈ ΓN(X) :⇔ α < π &α ∈ G<N−1(X)&
[α ∈ SR → ∀γ ∈ Dα(γ ∈ G(X)→ γ ∈ X)]&
∀γ ∈ G<N−1(X)[γ ≺s[2;γ ,α] α ⇒ γ ≤ X |α].
Let us examine the complexity of these operators. By induction on i we see that Gi is a Π0i -operator, and hence ΓN is
Π0N−1. In this subsection we work inΠ
0
N−1-Fix, and write Γ for ΓN , |α| for |α|ΓN , resp.
We see easily that Γ = ΓN enjoys the hypotheses (Γ .0), (Γ .1) and (Γ .5) in Section 3.2.3. Furthermore (Γ .3) and (Γ .4)
follow from the facts: if α ∉ R′ or α ∈ SR, then α ∈ G<N−1(X) for any X .
Lemma 6.23. All of Gi and Γ = ΓN are persistent and enjoyW ⊆ Γ (W).
Proof. By Lemma 3.9 G1 = G is persistent. Hence by induction on i we see, from Lemma 2.6.1, all of Gi are persistent, too.
Therefore so is Γ .W ⊆ Γ (W) follows from Lemma 3.26. 
6.3. Adequacy of the operator Γ
We next show that Γ enjoys the hypothesis (Γ .2). First we show the following lemmas.
Lemma 6.24. Assume α, δ ∈ G1(X). Then α < δ &α ⊀ δ ⇒ α ≤ X |δ.
Proof. Let η denote the diagram such that α ≼ η & η < δ < pd2(η). We have α ≤ η ∈ Cδ(X)|δ ⊆ X |δ by Lemma 3.10.3
and δ ∈ G1(X). 
Adequacy of the operator Γ follows from the following Lemma 6.25.
Lemma 6.25. Let 2 ≤ i < N − 1 and X = Γ x for an ordinal x. Then
α ≺ β &α ∈ G<i(X), β ∈ G<i+1(X)⇒ α ≤ X |β ∨ α ≺s0 β,
where s0 denotes the longest initial segment of s[2;α, β] such that #s0 ≤ i− 2.
Proof. By induction on i. Suppose α ⊀s0 β . By Lemma 6.17 pick aminimal γ and an s such that s ⊆e s0, and
α ≼s γ ▹+s β & 2+ #s ≤ i.
We show
γ ∈ G<2+#s(X).
Then by β ∈ G<i+1(X) ⊆ Gs(X)we conclude α ≤ γ ≤ X |β .
Assume α ≰ X |β . By Lemma 3.16 we have for any δ
α ≼ δ ⇒ δ ∈ G1(X).
Thus γ ∈ G1(X).
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Let t ∈ I denote an initial sequence such that #t < #s, and suppose G<2+#t(X) ∋ δ ▹+t γ . Then t ⊆e s[2; δ, γ ] by the
definition, and #t < #s ≤ #s0 ≤ i− 2. We have to show δ ≤ X |γ .
Put
α0 = min{α, δ}, α1 = max{α, δ} and v = s[2;α0, α1].
It suffices to show α0 ≤ X |γ ⊆ X |β .
First consider the case when α0 ⋠ α1. By Lemma 6.24 we have α0 ≤ X |α1 ⊆ X |γ .
In what follows assume α0 ≼ α1.
Second consider the casewhen s <lex t . Then by Lemma 6.15.2we have δ▹+t β .β ∈ G<i+1(X) ⊆ G2+#t(X) yields δ ≤ X |β .
By the assumption α ≰ X |β this means that δ ≤ X |α ⊆ X |γ .
In what follows suppose s ≮lex t . Then we have either t ⊂e s or t <lex s by #t < #s. Let w = s ∩ t and i = ℓ(w). Then
s|i = t|i and t <lex s ⇒ t(i) = 0 < 1 = s(i).
We show the following claim. Claim 6.26.4 yields the lemma by X |α1 ⊆ X |γ .
Claim 6.26. 1. t <lex s ⇒ δ(w) ⋠i α(w). Therefore α ≠ δ.
2. w ⊆e v.
3. α0 ⊀w α1.
4. α0 ≤ X |α1.
Proof of Claim 6.26.
6.26.1. Assume t <lex s and δ(w) ≼i α(w). Then by t|(i+ 1) ⊆e t ⊆e s[2; δ, γ ] and t(i) = 0, ̸ ∃η{δ(w) ≼i η ≺i γ (w)}with
w = t|i = s|i. On the other hand we have ∃η{α(w) ≼i η ≺i γ (w)} by α ≺s γ and s(i) = 1. A contradiction.
Assume α = δ. Then δ(w) = α(w) and hence t ≮lex s, i.e., t ⊂e s. But then we have α ≺t γ &α▹t γ . This is not the case.
6.26.2. Supposew ⊈e v. We havew ⊆e s[2;α0, γ ] and α1 ≺w|(ℓ(w)−1) γ . Thus by Lemma 6.12.4 we have v <lex w. But then
α(w) = δ(w), and hence t ≮lex s by Claim 6.26.1. Hence we have w = t = s|i ⊂e s, and this would yield α(s|i) ▹i γ (s|i)
contradicting α ≼s γ .
6.26.3. Suppose α0 ≺w α1.
First consider the case when α1 = α. Then δ ≺w α ≺w γ and hence δ ≺w γ . If t ⊂e s, then this means that δ ≺t γ ,
contradicting δ ▹t γ . t ≮lex s is not the case by Claim 6.26.1.
Next consider the case when α1 = δ. Then α ≺w δ &α ≺w γ and hence δ ≺w γ . t ⊂e s is not the case since this
contradicts δ ▹t γ . Assume t <lex s. Then α(u) ≺j γ (u) = δ(u) for any u with w ⊂e u ⊆e s, and j = ℓ(u). Therefore
α ≺s δ ▹+s β by Lemma 6.15.2. This contradicts the minimality of γ .
6.26.4. Let j− 2 := #w ≤ #t < #s ≤ i− 2.
First consider the case when α1 = α. Then we have α1 = α ∈ G<i(X) ⊆ G<j+1(X) and α0 = δ ∈ G<2+#t(X) ⊆ G<j(X).
Thus IH with Claims 6.26.2 and 6.26.3 yields α0 ≤ X |α1.
Assume α1 = δ. We have α0 = α ∈ G<i(X) ⊆ G<j(X). On the other hand we have δ ∈ G<2+#t(X) ⊆ G<j(X). Therefore
we can assume #w = #t .
Again IH with Claims 6.26.2 and 6.26.3 yields either α ≤ X |δ or α ≺w0 δ for the longest initial segment of s[2;α, δ] such
that #w0 ≤ j− 3 = #w− 1. Now pick a u ⊆e w and an η so that α ≼u η▹u δ by Lemma 6.17. Then we have #u < #t = #w
by Lemma 6.18. Hence u ⊆e w0, and α ⊀w0 δ. Thus α ≤ X |δ. 
Proof of Theorem 4.11. for Γ = ΓN . Assume α, β ∈ W and α < β . Put x = |α|, y = |β|. We show x < y by
induction on the natural sum x#y. Suppose x ≥ y. Put X = Γ x, Y = Γ y. We show α ≤ Y . As in [8] we see, using IH,
α ∈ G1(X)|β = G1(Y )|β &α ∈ G<N−1(Y ), and we can assume α ≺ β ∈ DQ by IH.
Then Lemma 6.25 with i = N − 2 yields either α ≤ Y |β or α ≺s β for s = s[2;α, β] since #s ≤ N − 4 = i− 2. Assume
α ≺s β . Then G<N−1(Y ) ∋ α ≺s β ∈ ΓN(Y ). Consequently α ≤ Y |β by Definition 6.22.
This completes the proof of Theorem 4.11 for Γ = ΓN . 
6.4. Proof of Lemma 4.14
In this subsection we prove Lemma 4.14 for Od(ΠN) and Γ .
Definition 6.27. Gi := Gi(W) and G<1+i := G<1+i(W) for 1 ≤ i < N − 1.
Lemma 6.28. For any i ≤ N − 1, if G1 ∋ α ≼ ρ ∈ DQ and τ := rgi(ρ)↓, then sti(ρ) ∈ Cτ (W).
In particular, G1 ∋ α ≼ ρ ∈ DQ ⇒ stN−1(ρ) ∈ Cπ (W) = Wπ for π = rgN−1(ρ).
Proof. Assume G1 ∋ α ≼ ρ ∈ DQσ and put ν = sti(ρ). Then α ∈ Cα(W), and hence ν ∈ Cα(W). On the other hand we have∀κ ≤ τ [Kκν < α] by the condition (35), (D.2) in Definition 5.2 and Lemma 2.6.3. Lemma 3.6 with Cα(W)|α ⊆ W yields
ν ∈ Cτ (W). 
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Definition 6.29. 1. α denotes the sequence of ordinal diagrams {α(s) : s ∈ I(2,N − 2)} ordered by the opposite relation
of<lex on I:
α := ⟨α(s) : s ∈ I(2,N − 2)⟩ = ⟨· · · , α(sn), α(sn+1), . . .⟩where sn+1 <lex sn.
2. γ ≺plN−1 α denotes the lexicographic ordering on the finite sequences γ of diagrams with respect to the ordering≺pN−2:
γ ≺plN−1 α iff
∃s ∈ I(2,N − 2)[∀t ∈ I(2,N − 2){s <lex t ⇒ γ (t) = α(t)}& γ (s) ≺pN−2 α(s)].
Lemma 6.30. For each α ∈ Od(ΠN)|π ,
α ∈ G<N−1 ⇒ α ∈ W .
Specifically, for each n ∈ ω,
∀α ∈ DQ∀απ [α ≼ απ ∈ Dπ & b(απ ) < ωn(π + 1)&α ∈ G<N−1 ⇒ α ∈ W].
Proof. Assume b(απ ) < ωn(π+1) forα ≼ απ ∈ Dπ . Then Lemma6.7 yields stN−1(α) ≤ stN−1(α0N−2) ≤ b(απ ) < ωn(π+1).
Assume α ∈ G<N−1. Then for any t ∈ I(2,N − 2),
{stN−1(α(t)), stN−1(α(t)0N−2)} ⊆ Wπ |ωn(π + 1) by Lemma 6.28. It suffices to show α ∈ Γ (W) ⊆ W , i.e., by Definition 6.22,
show that for any γ ∈ G<N−1 with s = s[2; γ , α], if γ ≺s α, then γ ≤ W |α. By Lemma 6.8 we have stN−1(γ (s)) <lex
stN−1(α(s)) for stN−1(α) = ⟨stN−1(α0N−2), stN−1(α)⟩.
On the other hand we have ∀t ∈ I(2,N − 2){s <lex t ⇒ γ (t) = α(t)}, i.e., γ ≺plN−1 α by Lemma 6.14.
Thus the lemma is seen by induction along the lexicographic ordering≺plN−1. 
Proof of Lemma 4.14. for Od(ΠN). We have to show for each n ∈ ω
∀α ∈ Wπ |ωn(π + 1)∀q ⊆ Wπ |ωn(π + 1)A(α, q).
By main induction on α ∈ Wπ |ωn(π + 1) with subsidiary induction on q ⊆ Wπ |ωn(π + 1). Here observe that if β1 ∈ D
with b(β1) < ωn(π + 1), then by Lemma 5.7 we have Q (β1) ≤ max{b(β1), π} < ωn(π + 1).
Let α1 ∈ Dσ with σ ∈ Wπ and α = b(α1)& q = Q (α1). By Theorem 3.23 we have α1 ∈ G1. We show α1 ∈ W . By
Lemma 6.30 it suffices to show α1 ∈ G<N−1.
We show the following claim. Claim 6.31.2 with K = 1 yields α1 ∈ G<N−1.
Claim 6.31. Let η ∈ G<2+#s for an s ∈ I(2).
Assume that there exist sequences {ηk}k≤K of diagrams and {sk}k<K ⊆ I(2) (K ≥ 1) such that η0 = α1, ηK = η, sK−1 = s,
∀k < K [ηk+1 ▹+sk ηk] and ∀k < K − 1[sk ⊂e sk+1 &#sk ≤ #sk+1].
Then the following hold.
1. α1 ≺ rgℓ(s)(η(s))↓ and stℓ(s)(η(s)) ∈ Wπ |ωn(π + 1).
2. η ∈ W .
Proof of Claim 6.31.1 . Put ν = stℓ(s)(η(s)) and τ = rgℓ(s)(η(s)).
First we show α1 ≺ τ . We have ηk+1(sk) ▹ℓ(sk) ηk(sk), and hence rgℓ(sk)(ηk(sk)) ≼ rgℓ(sk)(ηk+1(sk)). On the other hand
we have rgℓ(sk)(ηk+1(sk)) ≼ rgℓ(sk+1)(ηk+1(sk+1)) by ℓ(sk) ∈ In(ηk+1(sk))& sk ⊆e sk+1 and Lemma 6.12.5. Hence we see
α1 = η0 ≺ rgℓ(s0)(η1(s0)) ≼ rgℓ(sK−1)(ηK (sK−1)) = τ .
Next we show ν ∈ Wπ |ωn(π + 1). By Lemma 5.6.6 and i < N − 1 we have ν < π .
Lemma 6.28 with η ∈ G<2+#s ⊆ G1 yields
ν ∈ Cτ (W). (42)
By Lemmas 5.6.6 and 2.8 with α1 ≺ τ we have
B>τ (ν) < b(α1) = α. (43)
Now Lemma 3.22 together with MIH(α), (42) and (43) yields ν ∈ Cπ (W) = Wπ . This shows Claim 6.31.1.
Proof of Claim 6.31.2 . For each s ∈ I(2) let
E(s) :=
−
{3N−3−i · (1− s(i)) : 2 ≤ i < ℓ(s)} +
−
{3N−3−i · 2 : ℓ(s) ≤ i ≤ N − 3}.
Observe that for s, t ∈ I(2)
s ⊂e t ∨ s <lex t ⇒ E(s) > E(t).
We show the Claim 6.31.2 by a triple induction: by main induction on E(s) with subsidiary induction on the length
ℓ(rgℓ(s)(η(s))) of the diagram rgℓ(s)(η(s))with sub-subsidiary induction on stℓ(s)(η(s)) ∈ Wπ |ωn(π + 1).
We have b(ηπ ) = b((α1)π ) = α < ωn(π + 1). By Lemma 6.30 it suffices to show η ∈ Gt for any t ∈ I(2)with #t ≥ #s.
Suppose G<2+#t ∋ δ ▹+t η. We show δ ∈ W .
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We can assume t ≮lex s by Lemma 6.19.2. Then by #t ≥ #swe have one of the three cases s ⊂e t , s <lex t and s = t .
First consider the case when s ⊂e t . Extend the sequences {ηk}, {sk} by one, i.e., δ, t . MIH with E(s) > E(t) yields δ ∈ W .
Second consider the case when sK−1 = s <lex t . Since, in general, we have u ⊂e s <lex t ⇒ u ⊂e t ∨ u <lex t , let
K ′ = max({k < K − 1 : sk ⊂e t} ∪ {0}). Consider the sequences {ηk}k≤K ′ ∪ {δ} and {sk}k<K ′ ∪ {t}. Then we see δ ▹+t ηK ′ from
Lemma 6.15.2. Thus MIH with E(s) > E(t) yields δ ∈ W .
Finally consider the case when s = t . Then δ ▹+s η = ηK ▹+s ηK−1 yields δ ▹+s ηK−1 by Lemma 6.15.2. On the other hand
we have rgℓ(s)(η(s)) ≼ rgℓ(s)(δ(s)). If rgℓ(s)(η(s)) ≺ rgℓ(s)(δ(s)), then ℓ(rgℓ(s)(η(s))) > ℓ(rgℓ(s)(δ(s))). Otherwise we have
stℓ(s)(η(s)) > stℓ(s)(δ(s)) by Lemma 5.6.3. Considering the sequences {ηk}k<K ∪ {δ} and {sk}k<K , SIH or SSIH yields δ ∈ W .
This shows Claim 6.31.2, and completes a proof of Lemma 4.14 forW . 
Lemma 4.14 yields Lemma 4.15: α1 ∈ Wπ for each α1 ∈ Od(ΠN) as in [8].
Consequently Lemma 3.18 yields Theorem 6.1.
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