О структуре количества информации в совместной задаче фильтрации и интерполяции по наблюдениям с памятью. Общий случай by Демин, Николай Серапионович & Рожкова, Светлана Владимировна
Естественные науки
13
1. Введение
В системах калмановского типа [1, 2] основным
математическим объектом является пара процес
сов {xt;yt} с непрерывным либо дискретным време
нем, где xt является ненаблюдаемым процессом, а yt
− наблюдаемым процессом. Обобщением является
ситуация, когда xt − процесс с непрерывным време
нем, а yt=y(t,tm)={zt;η(tm)}, m=0,1,..., т.е. наблюдает
ся совокупность процессов с непрерывным zt и
дискретным η(tm) временем, которые обладают па
мятью относительно ненаблюдаемого процесса и
зависят как от текущих так и от прошлых значений
процесса xt. Для подобного класса процессов в 
[3, 4] рассмотрена задача фильтрации, в [5, 6] − за
дача обобщенной экстраполяции, а в [7] − задача
распознавания. Любая статистическая задача име
ет информационный аспект [8], суть которого зак
лючается в нахождении соответствующих коли
честв информации о значениях ненаблюдаемого
процесса (полезного сигнала), которые содержатся
в реализациях наблюдаемых процессов (сигналов
на выходе каналов передачи). Кроме того, знание
количества информации позволяет исследовать
вопросы, являющимися специфическими в теории
информации, такие как минимизация ошибки
воспроизведения сигнала [9, 10], максимизация
пропускной способности каналов передачи [11],
оптимальная передача сигналов [12], а также воп
росы информационного обоснования задач оцени
вания [13, 14]. Для подобного класса процессов
{xt;zt;η(tm)} в [15, 16] рассмотрен информационный
аспект задачи фильтрации в случае наблюдений без
памяти и с памятью единичной кратности, а в [8] −
совместной задачи фильтрации и обобщенной
экстраполяции в случае памяти произвольной па
мяти. В данной работе рассматриваются вопросы
нахождения шенноновских мер количества инфор
мации I tτ,t[xt,xτ1,...,xτN;z
t
0,η0m] о значениях xt, xτ1, ..., xτN
ненаблюдаемого процесса в текущем t и произ
вольном числе прошлых моментов τ1,...,τN време
ни, которые содержатся в реализациях наблюдае
мых процессов, в форме представления I tτ,t[.] через
информационные количества It[xt;z t0,η0m] и
I tτ[xτ1,...,xτN;z
t
0,η0m] о текущих и прошлых значениях
ненаблюдаемого процесса, соответственно.
Используемые обозначения: P{.} − вероятность
события; M{.} − математическое ожидание; tr[A] −
след матрицы; D−1 − обращение матрицы D; DT −
транспонирование матрицы или вектора; если 
ϕ(x) − скалярная функция nмерного аргумента x,
то дϕ/дx есть вектор столбец с компонентами
дϕ/дxk, k=1;n

, а д2ϕ/дx 2 есть матрица с компонента
ми д2ϕ/дx kдx l, k=1;n

, l=1;n

; дϕ(xt)/дxt и д2ϕ(xt)/дx t2
означают дϕ(x)/дx|x=xt и д2ϕ(x)/дx 2|x=xt.
2. Постановка задачи
На вероятностном пространстве (Ω,F,F=(Ft)t≥ 0,P)
не наблюдаемый nмерный процесс xi (полезный
сигнал) и наблюдаемый lмерный процесс zi (сигнал
на выходе непрерывного канала передачи) опреде
ляются стохастическими дифференциальными
уравнениями [17, 18]
(2.1)
(2.2)
а наблюдаемый qмерный дискретный процесс
η(tm) (сигнал на выходе дискретного канала переда
чи) имеет вид
(2.3)
где 0≤t0<τN<...<τ1<tm≤t. Предполагается: 1) wt и vt яв
ляются стандартными винеровскими процессами
размеров r1 и r2, ξ(tm) стандартная белая гауссовская
последовательность размера r3; 2) x0, wt, vt, ξ(tm) −
независимы; 3) h(.), Ф2(.) и g(.), Ф3(.) являются не
упреждающими функционалами от реализаций со
ответственно z=zt0={zσ:0≤σ≤t} и z=z0tm наблюдаемого
процесса zt; 4) коэффициенты уравнений (2.1) и
(2.2) удовлетворяют условиям [17, 18], обеспечива
ющим существования решений, а g(.) − непрерыв
на по всем аргументам; 5) Q(.)=Ф1(.)Ф1T(.)>0,
R(.)=Ф2(.)Ф2T(.)>0, V(.)=Ф3(.)Ф3T(.)>0; 6) задана на
чальная плотность p0(x0)=дP{x0≤x}/дx.
Замечание 1. Модели процессов zt и η(tm) вида
(2.2), (2.3), соответствуют наблюдениям с фиксиро
ванной памятью, если τk=const, и наблюдениям со
скользящей памятью, если τk=t−tk* в (2.2) и τk=tm−tk* в
(2.3), где tk*=const, k=1;N

[5, 6]. В данной работе рас
сматривается случай фиксированной памяти. Зави
1 3( ) ( , , , , , ) ( , ) ( ), 0,1,...,m Nm m t m mt g t x x x z t z t mτ τη ξ= + Φ ="
11 2
( , , , , , ) ( , ) ,
Nt t
dz h t x x x z dt t z dvτ τ= + Φ"
1( , ) ( ) , 0,t t tdx f t x dt t w t= + Φ ≥
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симость h(.) и g(.) от z означает, что каналы наблю
дения обладают бесшумной обратной связью отно
сительно процесса zt [11, 12, 18]. Отсутствие обрат
ной связи, когда h(.) и g(.) не зависят от z, следует
как частный случай.
Ставится задача: найти соотношения, опреде
ляющие эволюцию во времени совместного коли
чества информации I tτ,t[xt,xτ1,...,xτN;z
t
0,η0m] о текущих  xt
и прошлых xτ1,...,xτN значениях ненаблюдаемого
процесса, которое содержится в совокупности реа
лизаций zt0={zσ:0≤σ≤t} и η0m={η(t0),η(t1),...,η(tm);tm≤t}
наблюдаемых процессов в виде представлений I tτ,t[.]
через информационные количества I t[xt;z t0,η0m] и
I tτ[xτ1,...,xτN;z
t
0,η0m] о текущих и прошлых значениях
ненаблюдаемого процесса, соответственно.
Решение поставленной задачи может быть осу
ществлено на основе представления количества
информации через плотности распределения веро
ятностей с использованием формул Ито [17, 18] и
ИтоВентцеля [19, 20] с использованием результа
тов [1, 2]. Если, аналогично [5, 7], ввести расши
ренные процессы и переменные
(2.4)
то в предположении существования плотностей ве
роятности (τ~N=[τ1,...,τN])
(2.5)
(2.6)
(2.7)
(2.8)
(2.9)
(2.10)
(2.11)
(2.12)
(2.13)
(2.14)
имеют место формулы [9, 10]
Замечание 2. Предполагается, аналогично [8, 15,
16]: 1) выполняются условия применимости фор
мул Ито и ИтоВентцеля; 2) для стохастических ин
тегралов Jt=∫t0Ψ(τ,ω)dχτ по винеровским процессамχτ выполняется условие M{∫t0Ψ2(τ,ω)dτ}<∞, обеспе
чивающее свойство M{∫t0Ψ(τ,ω)dχτ}=0 [17, 18].
3. Основные результаты
Утверждение 1. Апостериорная плотность (2.5)
на интервалах tm≤t<tm+1 определяется уравнением
(см. (2.2−2.4))
(3.1)
(3.2)
с начальным условием
(3.3)
где Lt,x[.] − прямой оператор Колмогорова, соответ
ствующий процессу (2.1),
и pτtm−0(x;x~N)=lim pτt при t↑tm.
Данное утверждение следует из Теоремы 3, Лем
мы 4 в [3], и Замечания 1.
Теорема 1. Количество информации (2.17) мо
жет быть представлено в виде (2.15), где It[.] и Itτ|t[.]
на интервалах tm≤t<tm+1 определяются уравнениями
(3.4)
(3.5)
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с начальными условиями 
(3.6)
(3.7)
(3.8)
(3.9)
(3.10)
(3.11)
и Itm−0[.]=limIt[.], Iτ/tm
tm−0[.]=limI tτ/t[.] при t↑tm.
Доказательство. Так как, согласно (2.5), (2.7) и
(2.11) pτt(x;x~N)=ptτ/t(x~N|x)pt(x), то интегрирование (3.1)
и (3.3) по x~N с учетом (3.10), (3.11) дает, что pt(x) на
интервалах tm≤t<tm+1 определяется уравнением
(3.12)
с начальным условием
(3.13)
Априорная плотность (2.8) определяется урав
нением dtp(t,x)=Lt,x[p(t,x)]dt, которое следует из
(3.12), либо в результате интегрирования по x урав
нения dtp(t,x;τ~N,x~N)=Lt,x[p(t,x;τ~N,x~N)]dt для априорной
плотности (2.6). Так как инновационный процесс
z~t, дифференциал которого имеет вид (3.2) такой,
что Z~t=(z~t,Ftz) является винеровским процессом с
M{z~tz~tT |Ftz}=∫t0R(τ,z)dτ [17, 18], то дифференцирова
ние по формуле Ито с использованием (3.12) дает
(3.14)
Применяя к (3.14) формулу ИтоВентцеля [19,
20], аналогично [8] получаем
(3.15)
Аналогично [12], а также (П.13) в [15] 
(3.16)
Вычисление математического ожидания от ле
вой и правой части (3.15) с учетом (3.16) и Замеча
ния 2, а затем последующее дифференцирование
по t приводит к (3.4), а (3.6), (3.8) следуют в резуль
тате подстановки (3.13) в (2.18).
Так как, согласно (2.5), (2.7) и (2.11)
ptτ/t(x~N|x)=pτt(x;x~N)/pt(x), то дифференцирование по
формуле Ито с учетом (3.1), (3.12) дает, что ptτ/t(x~N|x)
на интервалах tm≤t<tm+1 определяется уравнением
(3.17)
с начальным условием
(3.18)
которое следует из (3.3), (3.13). Априорная плот
ность (2.12) определяется уравнением 
(3.19)
которое следует из (3.17). Дальнейший вывод (3.5)
проводится с использованием (3.17)−(3.19) анало
гично выводу (3.4). Формулы (3.7), (3.9) получают
ся как результат использования (3.18) в (2.19).
Теорема 2. Количество информации (2.17) мо
жет быть представлено в виде (2.16), где Iτt[.] и Itt|τ[.]
на интервалах tm≤t<tm+1 определяются уравнениями
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(3.25)
(3.26)
(3.27)
и Iτtm0[.]=limIτt[.], Itm|τ
tm−0[.]=limI tt/τ[.] при t↑tm.
Доказательство. Так как, согласно (2.5), (2.9) и
(2.13) pτt(x;x~N)=ptt/τ(x|x~N)pτt(x~N), то интегрирование (3.1)
и (3.3) по x с учетом (3.26), (3.27) дает, что pτt(x~N) на
интервалах tm≤t<tm+1 определяется уравнением
(3.28)
с начальным условием
(3.29)
Так как ptt/τ(x|x~N)=pτt(x;x~N)/pτt(x~N), то дифференци
рование по формуле Ито с учетом (3.1), (3.28) дает,
что ptt/τ(x|x~N) на интервалах tm≤t<tm+1 определяется
уравнением
(3.30)
с начальным условием
(3.31)
которое следует из (3.3), (3.29). Априорные плот
ности (2.10), (2.14) определяются уравнениями
dtp(τ~N,x~N)=0, dtp(t,x|τ~N,x~N)=Lt,x[p(t,x|τ~N,x~N)]dt, которые
следуют из (3.28), (3.30). Дальнейшее доказатель
ство, т.е. вывод (3.20) (3.25) проводится аналогично
доказательству Теоремы 1, используя формулы Ито
и ИтоВентцеля и (2.20), (2.21), (3.28) (3.31).
Следствие. Количество информации (2.17) на
интервалах tm≤t<tm+1 определяется уравнением
(3.32)
с начальным условием 
(3.33)
где 
(3.34)
и Iτ,tm
tm−0[.]=limI tτ/t[.] при t↑tm.
Доказательство. Уравнение (3.32) следует как ре
зультат использования уравнений (3.4), (3.5) в (2.15)
или (3.20), (3.21) в (2.16). Используя (3.6) (3.9) в (2.15)
или (3.22) (3.25) в (2.16) мы получаем формулы (3.33),
(3.34) с учетом pτt(x;x~N)=ptτ |t(x~N|x)pt(x)=ptt/τ(x|x~N)=pτt(x~N) и
свойств условного математического ожидания [18]
4. Заключение
Полученные результаты могут быть использова
ны для анализа информационной эффективности
систем с непрерывнодискретными наблюдения
ми, а также для решения стандартных задач теории
информации на рассматриваемом классе процес
сов xt, z t, η(tm) в частности таких, как оптимальная
передача случайных сигналов по непрерывно
дискретным каналам с памятью и исследование
пропускной способности таких каналов. 
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Введение
Некоторые задачи, связанные с интегрировани
ем уравнений НавьеСтокса
(1)
или их упрощений, в случаях присутствия твердого
или жидкого объекта в виде сферы единичного ра
диуса успешно решены путем использования функ
ции тока
ψ= σ 2f(σ)sin2θ, (2)
При этом от функции f(σ) требуется, чтобы она
удовлетворяла уравнению 
(3)
что в общем случае влечет за собой представление
(4)
При различном наборе констант интегрирова
ния в (4) функция тока (2) будет обеспечивать ки
нематические картины течения как во внутренних
(вихри АдамараРябчинскогоХилла, c2=c3=0), так
и во внешних (c4=0) областях. Для внутренних те
чений ускорение является консервативным векто
ром, и давление находится из полных уравнений
движения НавьеСтокса; в идеальном внешнем по
токе (c2=0) давление определено интегралом Бер
нулли, а во внешнем вязком оно находится из урав
нений Стокса.
Ниже обсуждается проблема распространения
отмеченных и других решений на случай замены
сферы трехосным эллипсоидом. Сопротивление
эллипсоида вращения при его медленном движе
нии было найдено в [1] по теории ньютоновского
потенциала притяжения. В [2] предпринята попыт
ка определить сопротивление набегающему потоку
вязкой жидкости трехосного эллипсоида при па
раллельности потока и одной из полуосей путем
использования преобразования простого растяже
ниясжатия, при котором сфера переводится в эл
липсоид и наоборот. 
В общем случае трехосный эллипсоид имеет бес
конечно много сопротивлений, что зависит от его
ориентации к набегающему потоку. Поэтому иссле
дование выполняется в предположении, что орты 
i, j, k декартовой системы координат жестко связа
ны с главными центральными осями эллипсоида
который в тексте будет фигурировать в виде урав
нения (при σ=1)
2 2 2
1,     + + =          
x y z
a b c
1 3 2
1 2 3 4( ) .σ σ σ σ− −= + + +f c c c c
rot rot rot =rot rot rot rot ( ) 0,ψ ϕ∇ =Gv
[ cos sin ( cos sin )].i j k i j kσ ξ η ζ σ θ θ ϕ ϕ= + + = + +JG G G JG G G JG
1
2
1rot Eu rot rot , div 0,2 Re∇ − × = − ∇ − =
GG G GK Kvv v v p v v
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