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Abstract
The high cost of pixel-level annotations makes it ap-
pealing to train saliency detection models with weak su-
pervision. However, a single weak supervision source usu-
ally does not contain enough information to train a well-
performing model. To this end, we propose a unified frame-
work to train saliency detection models with diverse weak
supervision sources. In this paper, we use category labels,
captions, and unlabelled data for training, yet other super-
vision sources can also be plugged into this flexible frame-
work. We design a classification network (CNet) and a cap-
tion generation network (PNet), which learn to predict ob-
ject categories and generate captions, respectively, mean-
while highlight the most important regions for correspond-
ing tasks. An attention transfer loss is designed to transmit
supervision signal between networks, such that the network
designed to be trained with one supervision source can ben-
efit from another. An attention coherence loss is defined on
unlabelled data to encourage the networks to detect gen-
erally salient regions instead of task-specific regions. We
use CNet and PNet to generate pixel-level pseudo labels
to train a saliency prediction network (SNet). During the
testing phases, we only need SNet to predict saliency maps.
Experiments demonstrate the performance of our method
compares favourably against unsupervised and weakly su-
pervised methods and even some supervised methods.
1. Introduction
Saliency detection aims to detect the most informative
parts of an image. It can be applied to benefit a wide
range of applications [4, 6, 36], and thus has attracted a
lot of interest in recent years. Driven by the remarkable
success of deep convolutional neural networks (CNNs), a
lot of attempts have been made to train CNNs for saliency
detection [9, 19, 28, 26]. CNN-based methods usually
need a large amount of data with pixel-level annotations
for training. Since it is expensive to annotate images with
Category: Dog
Caption:  
A dog returns a blue 
f r i s b e e t h a t w a s 
thrown on a beach.
Caption:  
A very cute little bird 
on a green leaf.
(a) (b) (c) (d)
(a) (b) (c) (d)
Figure 1. (a) annotations. (b) images. (c) saliency maps of the
models trained with single weak supervision source shown in the
first column of the corresponding row. (d) saliency maps of the
models trained with our proposed multi-source weak supervision
framework.
pixel-level ground-truth, attempts have been made to ex-
ploit higher-level supervision, e.g. image-level supervision,
to train CNNs for saliency detection [27].
However, it is challenging to train a network to cut the
salient objects accurately in weak supervision settings. On
the one hand, weak supervision sources are incomplete and
noisy. For example, the image-level category label is an
efficient weak supervision cue for saliency detection. It in-
dicates the category of the principal objects in it, which are
much likely to be the salient foreground. However, category
labels are too simple to convey sufficient information. With-
out knowing the attribute or motion of a salient object, the
network trained with category tags might only highlight the
most discriminative region instead of the whole object. As
shown in the first row of Figure 1, the model trained with
category labels only highlights the face of the dog as the
face provides enough information to categorize it as a dog.
Another weak supervision cue is the image caption. Image
captions are a few sentences that describe the main content
of an image. Compared with image-level tags, captions pro-
vide more comprehensive descriptions of the salient objects.
As shown in the second row of Figure 1, for a picture of a
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dog, the caption not only tells there is a dog but also says
that the dog is returning and is with a frisbee. To generate
the correct caption, the network needs to attend the whole
dog. Therefore, the network trained with captions is more
likely to capture the entire salient objects. However, image
captions usually describe not only the salient objects but
also the background. This might lead to inaccurate saliency
detection results. As shown in the second and the third rows
of Figure 1, apart from the salient objects such as the bird
and the dog, the captions also mention the background key-
words such as the beach and the green leaf. As a result,
saliency maps of the networks trained with captions high-
light a part of the background.
On the other hand, although it is appealing to integrate
multiple weak supervision sources due to their complemen-
tarity, there are still plenty of obstacles to it. First, there
is a lack of large scale dataset with multiple kinds of an-
notations, while the existing datasets with different annota-
tions are unmatched for saliency detection task. Second, the
models trained by using different annotations are usually re-
quired to have different structures. Therefore, it is worth de-
signing a unified framework to combine these models and
benefit from multiple sources of annotations.
To this end, we propose a weakly supervised learning
framework that integrates multiple weak supervision cues
to detect salient objects. Specifically, we use data annotated
with image-level tags, image captions, and unlabelled data.
Note that other supervision sources also can be plugged into
this flexible framework. We design three subnetworks: a
multi-label classification network (CNet), a caption gen-
eration network (PNet) and a saliency prediction network
(SNet). Figure 2 shows the main architecture. CNet is com-
posed of a convolutional feature extractor, an attention mod-
ule and a fully connected layer. For an input image, the fea-
ture extractor produces a feature vector for each region. The
attention module generates spatial attention over all regions
that control the information flow from each region to the
fully connected layer. It has to attend the most important
regions to predict the category labels correctly. The spatial
attention of all image regions composes a coarse saliency
map that highlights all potential category-agnostic object re-
gions. PNet has a similar structure to CNet, with the fully
connected layer replaced by an LSTM [8] layer to generate
captions. The coarse saliency map generated by its atten-
tion module highlights the essential regions for generating
correct captions.
To make full use of the annotations, we design an atten-
tion transfer loss to transmit supervision signal between net-
works, such that the network purposed for one supervision
source can benefit from another source. When trained with
category labels, CNet learns from the annotations, and PNet
learns from the coarse saliency maps of CNet with the atten-
tion transfer loss. When trained with the images annotated
with captions, PNet learns from the annotation, and CNet
learns from the coarse saliency maps of PNet. To encour-
age the networks to detect generally salient regions instead
of task-specific regions, we define an attention coherence
loss that uses unlabelled data for regularization. The coarse
saliency maps of the unlabelled images produced by CNet
and PNet are refined according to low-level color similar-
ity, and then coarse saliency maps by CNet and PNet are
matched to the refined one.
After CNet and PNet are trained, we use them to gen-
erate pseudo labels to train the saliency prediction network
(SNet). SNet consists of a feature extractor and several con-
volution layers. Inspired by [5], we use dilated convolu-
tion to enlarge the receptive fields and use parallel dilated
convolutional layers with different dilation rates to capture
objects and context at multiple scales. When testing, we
only need SNet to generate the final saliency maps. As
shown in the last column of Figure 1, our proposed multi-
source supervision framework can leverage the complemen-
tary strengths of diverse supervision sources to generate bet-
ter saliency maps that evenly highlight the generally salient
objects meanwhile suppress the background.
In summary, our main contributions are as follow:
• We propose a novel weak supervision framework to
train saliency detection models with diverse supervi-
sion sources. As far as we know, this is the first at-
tempt to integrate multiple supervision cues into a uni-
fied framework for saliency detection.
• We design three networks for saliency detection that
learn from category labels, captions and noisy pseudo
labels, respectively.
• We propose an attention transfer loss to transmit super-
vision signal between networks to let the network de-
signed for one supervision source benefit from another
source, and an attention coherence loss to encourage
the networks to detect the generally salient regions.
2. Related work
2.1. Salient objects detection
Early research for saliency detection focused on hand-
crafted features and heuristic priors e.g., centre prior [12]
and boundary background prior [31]. Recently, driven by
the remarkable success of deep convolutional neural net-
works (CNNs) on various vision tasks, a lot of deep learn-
ing based methods have been proposed for saliency detec-
tion. Li et al. [15] extracted multi-scale features from a deep
CNN to represent superpixels and used a classifier network
to predict the saliency score of each superpixel. Hou et
al. [9] proposed a skip-layer structure with deep supervi-
sion for saliency detection. Wang et al. [29] proposed a
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Figure 2. An overview of the proposed multi-source weak supervision framework. (1, 2, 3) images annotated with category labels, caption
annotations, and unlabelled images. (c1, c2, c3) saliency maps of images (1, 2, 3) generated by the classification network (CNet). (p1, p2,
p3) saliency maps of images (1, 2, 3) generated by the caption generation network (PNet). (s) Final output saliency maps.
global Recurrent Localization Network to exploit contex-
tual information by the weighted response map to localize
salient objects more accurately. Although these methods
achieved superior performance, they all needed expensive
pixel-level annotations for training.
2.2. Weakly supervised learning
To reduce the cost of hand-labelling, weakly supervised
learning has attracted increasingly more attention. Pinheiro
and Collobert [22] used a segmentation network to predict
the pixel-level labels and aggregated them into image-level
ones. Then the error between the predictions and the image-
level ground truth was backpropagated to update the net-
work. Ahn and Kwak [3] utilized class activation maps
(CAM) [34] to train a network to predict semantic affini-
ties within local image areas, which were incorporated with
the random walk to revise the CAM and generate the seg-
mentation labels. Wang et al. [27] trained a CNN to detect
salient objects with image-level supervision. They designed
a Foreground Inference Net (FIN) to inference potential
foreground regions and proposed a global smooth pooling
(GSP) operation to aggregate responses of the inferred fore-
ground objects. Unlike global max pooling (GMP) and
global average pooling (GAP) that perform hard selections
of latent instances, GSP explicitly computes the weight of
each instance and is better suited to pixel-level tasks. How-
ever, GSP needs to solve a maximization problem for each
input image, which greatly slows down the forward com-
putation of the network. In contrast, our proposed atten-
tion module aggregates the features and compute the spa-
tial distribution of foreground objects in one forward pass,
bringing much less computation burden. Moreover, all of
the above methods rely on a single image-level supervision
source, while we integrate complementary supervision cues
to train a more robust model.
3. The proposed method
In this section, we elaborate on the proposed multi-
source weak supervision for saliency detection. The overall
framework is illustrated in Figure 2. The classification net-
work (CNet) predicts category labels meanwhile its atten-
tion module generates a coarse saliency map that highlights
the regions related to the classification results. The caption
generation network (PNet) generates captions and locates
the corresponding regions. When training with category la-
bels, the category localization loss is computed for CNet
and the attention transfer loss is computed for PNet. When
training with captions, the caption localization loss and the
attention transfer loss is computed for PNet and CNet re-
spectively. When training with unlabelled data, we com-
pute attention coherence loss using saliency maps of CNet
and PNet. After CNet and PNet are trained, we use them
to generate pseudo labels to train the saliency prediction
network (SNet). The architectures of CNet, PNet as well
as the saliency prediction network (SNet) are presented in
Section 3.1, 3.2, 3.3. The training strategy is described in
Section 3.4.
3.1. Feature extractors
Feature extractors of our networks are designed based
on DenseNet-169 [10], which consists of five convolutional
blocks for feature extracting and a fully connected linear
classifier. Each layer is connected to every other layer
within the same block. Owing to its dense connectivity pat-
tern, DenseNet can achieve comparable classification accu-
racy with a smaller number of parameters than other archi-
tectures. We remove the fully connected classifier and use
the convolutional blocks as our feature extractors. To ob-
tain larger feature maps, we remove the downsampling op-
erator from the last few pooling layers. For CNet and PNet,
we only do this pruning in the last pooling layer to make
the generated feature maps of 116 the input image size. For
SNet, we modify the last two pooling layers to obtain fea-
ture maps with more detail information and generate better
saliency maps. Feature extractor of SNet outputs feature
maps of 18 the input image size.
3.2. Attention module
We design an attention module to compute the spatial
distribution of foreground objects over the image regions
meanwhile aggregate the feature of all regions. Given an in-
put image, the feature extractor generates a feature map de-
noted as a set of feature vectors {v1, ...,vK}, each of which
encodes an image region ( i.e. a spatial grid location in the
last convolutional layer of the feature extractor). K denotes
the number of regions and K = H ×W for a feature map
of spatial size H ×W . We apply a 1 × 1 convolution fol-
lowed by a sigmoid function on the feature map to generate
a coarse saliency map as follow,
si = σ(w
ᵀ
svi + bs), (1)
in which σ denotes the sigmoid function. ws and bs are
the learned parameters. si is the saliency score of the i-th
region. Saliency scores of all regions constitute a saliency
map S.
Given the feature vector vi and saliency score si of each
region, we compute its attended feature of each region, de-
noted as fi as follow,
fi = si · (wᵀfvi + bf ), (2)
in whichwf and bf are the learned parameters. This can be
implemented by another 1× 1 convolutional layer of which
the output is multiplied with S element-wise. Then we com-
pute a normalized attention weight ai for each image region
as follow,
ai = w
ᵀ
afi + ba
α = softmax(a), (3)
where each element ai of the vector a is the attention weight
of the i-th region. wa and ba are the learned parameters.
The softmax function is to constrain the sum of the weight
of all positions to 1.
Let αi be the element of α; the global attended feature g
of the input image is the weighted average of the attended
features of all regions as follow,
g =
K∑
i=1
αi · fi. (4)
This can be regarded as a global pooling operation with
adaptive spatial weight. Figure 3 shows the details of the
attention module.
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Figure 3. The details of the attention module.
3.3. Network architectures
The classification network (CNet) consists of a previ-
ously introduced feature extractor and an attention module,
as well as a fully connected layer. Given an input image, the
attention module generates its attended global feature and a
coarse saliency map from the feature maps provided by the
feature extractor. Then the fully connected layer transforms
the global attended feature into a C-dimensional vector en-
coding the probability of each category, in which C is the
number of categories.
The architecture of the caption generation network
(PNet) is similar to CNet. The main difference between
them is that an LSTM layer replaces the fully connected
layer of CNet. The LSTM layer takes the global attended
feature as input and produces a sequence ofM -dimensional
vector, in which M is the number of all candidate words.
The saliency prediction network (SNet) is composed of a
feature extractor; four dilated convolution layers with dila-
tion rates 6, 12, 18, 24 respectively, and a deconvolution
layer. The four dilated convolution layers take the feature
map as input and predict four saliency maps. Then the four
saliency maps are added together and upsampled to the in-
put image size by the deconvolution layer.
3.4. Training with multiple supervision cues
Our training set D consists of three subsets: the clas-
sification dataset, the caption dataset and the unlabelled
dataset. The classification dataset is denoted as Dc =
{(Xi,yi}Nci=1, in which yij ∈ {0, 1}, j = 1, ..., C is the one-
hot encoding of the categories appearing in imageXi. Nc is
the number of samples inDc. The caption dataset is denoted
as Dp = {(Xi, yi1:T i}
Np
i=1, in which y
i
1:T i is a sequence of
T i words (yi1, ..., y
i
T i). Np is the number of samples in Dp.
The unlabelled dataset is denoted as Du = {Xi}Nui=1, in
which Nu is the number of samples.
Given the input image X , CNet predicts the proba-
bility of the one-hot label of each category, denoted as
p(yj |X), j = 1, ..., C, yj ∈ {0, 1}, and a saliency map Sc.
Each element of Sc, denoted as sci, is the saliency score
of the i-th region given by Equation 2. PNet outputs the
conditional distribution over candidate words at step t of
the sequence given the previous words y1:t−1, denoted as
p(yt|y1:t−1, X), yt = 1, ...,M . It also generates a saliency
map Sp, of which each element is denoted as spi.
We define four loss functions to train the networks: a cat-
egory localization loss Lc, a caption localization loss Lp, an
attention transfer loss Lat and an attention coherence loss
Lac. Lc makes CNet find the most important regions for
classification. Lp makes PNet find the most important re-
gions for generating caption. Lat transfers supervision sig-
nal from the attention map of another network to the current
network. Lac encourages two networks supervised by dif-
ferent sources to find the common salient regions. Lc is
defined as follow,
Lc = − 1
Nc
∑
(X,y)∈Dc
 C∑
j=1
log p(yj |X) + β
∑
s∈Sc
log(1− s)
 ,
(5)
where the first term is the log-likelihood, and the second
term is the regularization that measures the cross-entropy
between the saliency map Sc and an all-zero map to prevent
the trivial saliency map of having high responses at all lo-
cations. β is a hyperparameter set to 0.005. Note that the
saliency map Sc and Sp are generated for each input image
and thus depend on the input image X . Here and in the fol-
lowing equations, we omit this dependency of symbols for
simplification. By minimize Equation 5, CNet learns to pre-
dict the categories of the objects present in the input image.
Meanwhile, the regularization term limits the amount of in-
formation flowing from the image regions to the classifier;
therefore the network has to attend on the most important
region, i.e., generate a reasonable saliency map, to predict
the categories.
The caption localization loss Lp is defined as follow,
Lp = − 1
Np
∑
(X,y1:T )∈Dp
[
T∑
t=1
log p(yt|y1:t−1, X)
+ β
∑
s∈Sp
log(1− s)
 ,
(6)
where the first term is the log likelihood and the second term
is the regularization term as mentioned above. β is set to
0.005. By minimizing Equation 6, PNet learns to gener-
ate captions for the input image and find the salient regions
corresponding to the caption.
Constrained by is structures, CNet is unable to make di-
rect use of the caption annotations, and PNet is unable to
learn from the category annotations directly. To make full
use of annotated data, we propose the attention transfer loss
to let a network learn from the attention map of another net-
work when its corresponding annotation is not available.
Specifically, for an image annotated with category labels,
we use the saliency map of CNet to select positive and neg-
ative samples (i.e. salient regions and background regions)
to supervise the saliency map of PNet. For an image an-
notated with captions, negative and positive samples are se-
lected according to the saliency map of PNet to supervise
the saliency map of CNet. Formally, the attention transfer
loss is defined as follow,
Lat = − 1
Nc
∑
(X,y)∈Dc
∑
i∈I+c
log spi +
∑
i∈I−c
log(1− spi)

− 1
Np
∑
(X,y1:T )∈Dp
∑
i∈I+p
log sci +
∑
i∈I−p
log(1− sci)
 ,
(7)
where I+c = {i|sci ≥ 0.5} and I−c = {i|sci < 0.5} are
the indices of the salient and background regions selected
according to the saliency map Sc. I+p = {i|spi ≥ 0.5}
and I−p = {i|spi < 0.5} are the indices of the salient and
background regions selected according to Sp.
For an input image, CNet and PNet respectively attend
to the regions that are most important for predicting cate-
gories and generating captions. To make the networks find
the generally salient regions, we incorporate low-level color
similarity to refine the saliency maps of CNet and PNet
and define an attention coherence loss on unlabelled data
to match the saliency maps of CNet and PNet to the refined
saliency map. Specifically, we segment each unlabelled im-
age into superpixels using SLIC [2] and label the superpix-
els of which the saliency values are larger than the mean
value in both Sc and Sp as salient seed, where the saliency
value of a superpixel is defined as the average over its pix-
els. Then an affinity graph is constructed in which super-
pixels are nodes. Each superpixel is connected to its two-
ring neighbors, and all superpixels on the image boundary
are connected. The weight of the edge between the m-th
and n-th nodes is defined by the Gaussian of the distance of
the Lab color between the corresponding superpixels, i.e.
wmn = exp(−||cm − cn||/σ2), in which cm, cn denote the
Lab color of the superpixel m,n, and σ is set to 0.1. In-
spired by [31], we rank the color similarity of each super-
pixel with the salient seed by solving the following problem
of ranking on data manifold [35]:
min
h
1
2
(
∑
m,n
wmn|| hm√
dmm
− hn√
dnn
||2+µ
∑
m
||hm−zm||2),
(8)
where dmm =
∑
n wmn. µ is set to 0.01. zm = 1 in-
dicates the m-th superpixel is salient seed and zm = 0
otherwise. Let D = diag{dmm}, the optimized h∗ =
(I−γL)−1z is the ranking score of all superpixels, in which
L = D−1/2WD−1/2 is the normalized Laplacian matrix
and γ = 1/(1 + µ). We select the pixels of the superpix-
els whose ranking score is larger than the mean value of h∗
as positive samples, denoted as I+u , and use other pixels as
negative samples, denoted as I−u , to supervise the saliency
maps of the two networks. The attention coherence loss is
defined as follow,
Lac = − 1
Nu
∑
X∈Du
∑
i∈I+u
log sci + log spi
+
∑
i∈I−u
log(1− sci) + log(1− spi)
 .
(9)
The loss function for training the whole system is given
by the combination of the above four loss functions:
L = Lc + Lp + λLat + λLac, (10)
where λ controls the weight of each term. We use a same
weight λ = 0.01 for Lat and Lac.
3.5. Training the saliency prediction network
Having trained CNet and PNet, we use their generated
coarse saliency maps to train SNet. The two coarse saliency
maps are averaged and resized to the original image size by
bilinear interpolation. The averaged map is processed with
CRF [14] and then binarized into the pseudo labels. Let
Y be the pseudo labels, S the output of SNet. We use the
bootstrapping loss [24] to train SNet:
Lb(S, Y ) = −
∑
i
[δyi + (1− δ)ai] log si
+ [δ(1− yi) + (1− δ)(1− ai)] log(1− si),
(11)
where yi, si are the elements of Y, S respectively, and ai =
1 if si ≥ 0.5 else ai = 0. δ is set to 0.05. Note that we
use CRF only when generating pseudo labels to train SNet.
When testing, the saliency maps is predicted in an end-to-
end manner without any post-processing.
4. Experiments
4.1. Datasets and evaluation metrics
We evaluate our method on five benchmark datasets: EC-
SSD [30], PASCAL-S [18], SOD [21], MSRA5K [20] and
DUT-OMRON [31]. ECSSD contains 1000 natural images
with multiple objects of different sizes collected from the
Internet. PASCAL-S is from the validation set of PASCAL
VOC2010 [7] segmentation challenge and contains 850 nat-
ural images. SOD has 300 images and was designed orig-
inally for image segmentation; Jiang et al. [11] generated
the pixel-wise annotations of salient objects. MSRA5K
has 5,000 images with a variety of image contents. DUT-
OMRON contains 5,168 challenging images with one or
more salient objects on complex backgrounds.
We use Precision-Recall curve, mean absolute error
(MAE) and maximum F-measure (max Fβ with β2 set to
0.3 as suggested in [1]) to quantitatively evaluate the per-
formance of the proposed method and compare with other
methods.
4.2. Implementation details
We implement our method using Python with the Py-
Torch1 toolbox. Our code will be released for future com-
parisons23. In the first training stage, we train CNet and
PNet on ImageNet detection dataset for multi-label classifi-
cation and Microsoft COCO caption dataset as well as about
300,000 images from the ImageNet classification dataset as
unlabelled data. In this training stage, we use the Adam
optimizer [13] with batch size 36 and learning rate 0.0001.
In the second training stage, we use the images of DUTS
training set [27] as unlabelled data and use the trained CNet
and PNet to generate pseudo ground-truth to train SNet. In
this training stage, we use the Adam optimizer with batch
size 26 and learning rate 0.0001. All training images are
resized to 256 × 256. During training, we randomly crop
and flip the images to avoid overfitting. When testing, the
proposed method runs at about 103 fps with 256× 256 res-
olution on our computer with a 3.2GHz CPU, 32GB RAM
and two GTX 1080Ti GPUs.
4.3. Ablation studies
In this section, we analyze the contribution of each com-
ponent including CNet, PNet, the attention transfer loss, the
attention coherence loss (applied on unlabelled data), and
SNet. The effect of each component in terms of maximum
F-measure is shown in Table 1. The visual effect of each
component is shown in Figure 4.
Learning from single supervision source. We train CNet
and PNet separately to explore the effect of each supervi-
sion source. Specifically, CNet is trained with image-level
category labels using the category localization loss Lc and
PNet is trained with image captions using the caption lo-
calization loss Lp. Then we evaluate the performance of
each network and the average results of the two networks.
1https://github.com/pytorch
2https://github.com/zengxianyu/mws
3http://ice.dlut.edu.cn/lu/
Image GT Cls Cap Avg AT AC Sal
Figure 4. Visual effect of each component. Image: input image.
GT: ground truth. Cls: the result of CNet trained with category
localization loss Lc. Cap: the result of PNet trained with caption
localization loss Lp. Avg: the average result of Cls and Cap. AT:
Jointly training the two networks using the attention transfer loss
Lat. AC: Jointly training the two networks and using unlabelled
data for regularization. Loss on the unlabelled data is the attention
coherence loss Lac. Sal: Training SNet with the pseudo labels
generated by CNet and PNet.
As shown in the 1-2 rows of Table 1, both CNet and PNet
alone are not able to provide satisfactory results. The aver-
age result (the third row of Table 1) is better than each of the
two, which demonstrates that the two supervision sources
are complementary.
Multi-source supervision with attention transfer loss.
Although averaging the results of CNet and PNet can im-
prove the performance, the improvement is minimal. This
is because information of training data is not used to the full
by training the two networks separately and simply averag-
ing the results. In contrast, by incorporating the attention
transfer loss and jointly training the two networks, CNet
benefits from the captions and PNet also benefits from the
category labels. As a result, jointly training the two net-
works with attention transfer loss achieves a much better
performance (the fourth row of Table 1) than simply aver-
aging the results (the third row of Table 1).
Contribution of the unlabelled data. To verify the con-
tribution of unlabelled data, we train CNet and PNet jointly
and using unlabelled data with the attention coherence loss.
For labelled data, the loss is the sum of the category (or cap-
tion) localization loss and the attention transfer loss. For
unlabelled data, we compute the attention coherence loss
Lac as in Equation 9. The attention coherence loss encour-
ages the networks to attend on more generally salient ob-
jects rather than the task-specific regions. As shown in the
fifth row of Table 1, the performance is improved by incor-
porating unlabelled data and the attention coherence loss.
Effect of the saliency prediction network. After jointly
training CNet and PNet with category labels, captions and
unlabelled data, we use them to generate pseudo labels to
train SNet. The performance of SNet is shown in the last
row of Table 1.
4.4. Performance comparison
We compare the performance of our method and 11
stage-of-the-art methods, including five unsupervised meth-
Table 1. Effect of each component in terms of maximum F-
measure on ECSSD dataset. Cls: Training CNet using category
localization loss Lc. Cap: Training PNet using caption localiza-
tion loss Lp. AT: Jointly training the two networks with the atten-
tion transfer loss Lat. AC: Jointly training the two networks and
using unlabelled data for regularization. Loss on the unlabelled
data is the attention coherence loss Lac. Sal: Training SNet with
the pseudo labels generated by CNet and PNet.
Cls Cap AT AC Sal max Fβ√
0.720√
0.730√ √
0.762√ √ √
0.786√ √ √ √
0.820√ √ √ √ √
0.878
ods BSCA [23], MB+ [32], MST [25], MR [31], HS [30],
one weakly supervised method WSS [27], and five fully
supervised methods DRFI [11], LEGS [26], MCDL [33],
MDF [16], DS [17]. The weakly supervised method WSS is
trained with category labels of ImageNet detection dataset.
The fully supervised methods DRFI, LEGS, MCDL, MDF
and DS are trained with pixel-level saliency annotations.
Except for DRFI, all the compared supervised methods are
based on deep CNNs. We use the saliency maps provided by
the authors or obtained by running the code provided by the
authors for a fair comparison. The Precision-Recall curves
(Figure 5) and the score comparison (Table 2) show that our
method outperforms all unsupervised methods with a large
margin. As can be seen in Figure 5 and Table 2, the per-
formance of our method is also better than another weakly
supervised method WSS. Figure 5 and Table 3 show that
our method achieves comparable even better performance
against fully supervised methods. As can be seen in Fig-
ure 5, our method has a larger recall with the same preci-
sion. Table 3 shows that our method outperforms fully su-
pervised methods DRFI and LEGS. Our method also has
better performance than MCDL, MDF and DS on most
datasets. Visual comparison in Figure 6 also demonstrates
the superiority of our method. Compared with unsupervised
methods, our methods can detect semantically salient ob-
jects that of low contrast to the background, e.g. the dog
in the first row, and the salient object in the cluttered back-
ground e.g. the bird in the third row. Compared with another
weakly supervised method WSS trained with only object
categories, our method can better highlight the non-object
salient regions such as water in the fourth and sixth row.
5. Conclusion and future work
We propose a unified framework to train saliency detec-
tion models with diverse weak supervision sources. We use
category labels, captions, and unlabelled data for training.
We design A classification network (CNet) and a caption
BSCA
HS
Ours*
WSS*
DRFI†
LEGS†
MCDL†
MDF†
MR
ECSSD PASCAL-S SOD DUT-OMRON
Figure 5. Precision-Recall curves. Our method outperforms unsupervised methods, weakly supervised method (marked with ∗) and super-
vised methods (marked with †).
Table 2. Comparison with weakly supervised (marked with ∗ and unsupervised methods in terms of maximum F-measure (the larger the
better) and MAE (the smaller the better). The best scores are in bold.
ECSSD PASCAL-S SOD MSRA5K DUT-OMRON
Methods max Fβ MAE max Fβ MAE max Fβ MAE max Fβ MAE max Fβ MAE
BSCA 0.758 0.182 0.663 0.223 0.656 0.252 0.829 0.132 0.613 0.196
MB+ 0.736 0.193 0.673 0.228 0.658 0.255 0.822 0.133 0.621 0.193
MST 0.724 0.155 0.657 0.194 0.647 0.223 0.809 0.098 0.588 0.161
MR 0.742 0.186 0.650 0.232 0.644 0.261 0.821 0.128 0.608 0.194
HS 0.726 0.227 0.644 0.264 0.647 0.283 0.815 0.162 0.613 0.233
WSS∗ 0.856 0.104 0.778 0.141 0.780 0.170 0.877 0.076 0.687 0.118
Ours∗ 0.878 0.096 0.790 0.134 0.799 0.167 0.890 0.071 0.718 0.114
Table 3. Comparison with fully supervised methods in terms of maximum F-measure (the larger the better) and MAE (the smaller the
better). Weakly supervised method is marked with ∗ . MSRA5K dataset is absent as most supervised methods use it for training.
ECSSD PASCAL-S SOD DUT-OMRON
Methods max Fβ MAE max Fβ MAE max Fβ MAE max Fβ MAE
DRFI 0.785 0.164 0.697 0.207 0.701 0.224 0.651 0.145
LEGS 0.827 0.118 0.761 0.155 0.733 0.196 0.671 0.140
MCDL 0.837 0.101 0.743 0.145 0.730 0.181 0.703 0.096
MDF 0.831 0.105 0.768 0.146 0.786 0.159 0.693 0.100
DS 0.882 0.122 0.763 0.176 0.784 0.190 0.739 0.127
Ours∗ 0.878 0.096 0.790 0.134 0.799 0.167 0.718 0.114
  Images     GT        Ours*    BSCA       HS        MR       WSS*    DRFI†  MCDL†   MDF†     DS† 
Figure 6. Visual comparison. Weakly and fully supervised meth-
ods are marked with ∗ and † respectively.
generation network (PNet), which learn from category la-
bels and captions to generate saliency maps, respectively.
An attention transfer loss is designed to transmit supervi-
sion signal between networks, such that the network pur-
posed for one supervision source can benefit from another
source. An attention coherence loss is defined on unlabelled
data to encourage the networks to detect generally salient
regions instead of task-specific regions. Final saliency pre-
dictions are made by a saliency prediction network (SNet)
trained with pseudo labels generated by CNet and PNet.
Experiments demonstrate the superiority of the proposed
method, of which the performance compares favourably
against unsupervised and weakly supervised methods, and
is even better than some supervised methods.
The proposed framework is flexible and can be easily
extended to integrate more supervision sources. Possible
future directions include incorporating more supervision
sources such as bounding box supervision, scribble super-
vision, and noisy saliency maps generated by unsupervised
methods. It also can be extended to simultaneously exploit
weak supervision sources, unlabelled data, and pixel-level
annotations for semi-supervised learning.
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