Abstract. In the context of the Personalized Information Retrieval method applied to the Arabic language, this work consists in presenting a personalized ranking method based on a model of supervised learning and its implementation. This method consists of four steps, namely, the user's modeling, the document / query / profile matching, the learning to rank and the result classification. Thus, we proposed a hybrid approach of the user's modeling that relies on both multidimensional and conceptual representations by exploiting Arabic semantic resources. Therefore, to determine the similarity between the document and the profile, we used a learning model that exploits the users' explicit pertinence judgments. In this context, we have proposed learning semantic features related to the user's profile (represented by hierarchies of concepts). The predicted model will then be used in the ordering phase to classify other documents that result from a new query submitted by the user. In this context, we have proposed a novel multi-objective function to order the documents (based on the classic Retrieval Status Value function and the predictive personalized Retrieval Status Value function). Finally, we have explained the evaluation results of the predictive model and the ranking method. These evaluations, which were made based on a training corpus and a test corpus, led to some interesting results. Indeed, the proposed semantic learning criteria connected to the user profile have a significant impact on the performance of our personalized document ranking system.
Introduction
 Problems faced by the users who try to retrieve the data they want,  Problems in understanding the context of the search queries and  Problems with identifying the changes in the user's information need.
Moreover, many PIR methods have been discussed in literature [3] . The problems with the existing methods explained in the following observations [3] are the user's protection and the unnecessary disclosure of his profile.
Therefore, the major aim of the researchers who are going to work on this issue will be to completely protect the users and introduce new techniques to prevent unnecessary disclosure of their profiles. We need an innovative approach to create a dynamic user profile based on a submitted query. Furthermore, to our knowledge, very little research has been devoted to personalized information for the Arabic language.
For this reason, the work presented in this paper aims at developing a system for PIR which can be adapted to the Arabic language and provide personalized results based on the user's preferences and interests. This system is dubbed SPIRAL (System for Personalized Information Retrieval applied to Arabic Language). The SPIRAL system uses the reformulated queries (the method adopted the reformulation is proposed by [6] ) to reorder the documents retrieved by a search engine while taking into account the user profile. Thus, the implementation and evaluation of personalized learning to rank method and the integration of a hybrid user profile are the subject of this work.
The language targeted by this system at the query and returned documents is the Arabic language. The choice of this language is motivated by the fact that Arabic has not received the same interest as other languages, such as French or English. Similarly, in recent years, we have noticed the emergence of Arabic language resources in the field of automatic language processing. Therefore, the integration of these resources into operational systems dealing with the Arabic language is an additional motivation.
In the second section, we will present a brief overview of the Personalized Information Retrieval (PIR). More precisely, we will briefly explain the learning to rank approaches of documents, then we will present a state of the art of the IR applied to Arabic. In the third section, we will deal in detail with the integration of the user's profile in the proposed method of ranking. In the last section, we will provide a description of the learning to rank system as well as an evaluation of our own corpus.
Personalized Information Retrieval
The PIR is a general category of search techniques aiming at providing better research results. The solutions for the PIR can generally be categorized into two types, namely profile-based [5] and click-log-based [5] methods. The profile-based methods improve the search experience with complicated user-interest models generated from the user's profiling techniques. In the click-log based methods, the authors simply impose a preference to clicked pages in the user's query history. One limitation that reduces its applicability is that it can only work on repeated queries from the same user.
It is emphasized that this work is in the context of the combination of the profile based and click-log-based methods. Thus, the personalization system needs to use all the information about the user (profile, main interests, preferences, information needs) and his research environment [3] . There are mainly tree types of representations of the user profile: Semantics, Multidimensional and Set. The adaptation to the changes in the interest centers, which describe the users, means the upgrading of the user profile. There are two types of user's needs: long-term and short-term profile.
In what follows, we will give a brief review of the learning to rank approaches and a comparison between the models. In addition, we will describe the IR systems applied to Arabic. Finally, we will identify some limitations of these systems.
Brief Overview of the Learning Approaches to Document Ranking
During the last decade, many algorithms have been proposed to optimize the reranking of the search results. These algorithms are generally divided into three categories: pointwise [6] , pairwise [7] and listwise [8] . These approaches differ according, first, to their way of considering the input data of the learning system, second, to the type of the variable or judgment of relevance to predict and, third, to the mathematical modeling of the learning problem. In the pointwise model, each document xi is considered a separate input of the learning model. The judgment of relevance can be an integer or a real score, an unordered class of relevance (not relevant, relevant) or an ordered class of relevance (level 1 relevance <level 2 relevance <...). The judgment of relevance here is a variable that predicts the value which ranks the documents. When the judgment of relevance is an integer or a real score, the learning problem is generally regarded as a linear regression problem. The relationship between the quantitative variable to be explained and the explanatory variables is assumed to be linear.
In the pairwise model, the pairs of documents ( , ) are considered as an input to the learning step. Each pair of documents is associated with a judgment of preference , with value −1, 1. If , = 1, then document , which is favorite to document : should be ranked above in the result list. Preference is denoted ≻ . On the other hand, if , = −1, then document is preferred to document and notes ≻ . The learning problem here is a classification problem, in the particular case of pairs of instances. Therefore, most of the algorithms of this model use adaptations of existing classifiers.
In the listwise model, a complete and ordained list of documents is considered as an input of the learning step. The algorithms provide as output the ordered list of documents or a list of their relevance scores ( [8, 9, 10, 11, 12, 13] ). The algorithms are divided into two subcategories within this model: those minimizing an error function defined from an IR measurement as MAP (MAP is the average of the average precision of all the queries [16] ) or NDCG (Normalized Discounted Cumulative Gain is defined from the Discounted Cumulative Gain (DCG) [16] ) and those minimizing a loss function not related to the IR measurement.
Historically, the Pointwise and Pairwise models have been the first to be proposed (around the early 2000s) while the first studies treating the Listwise model have appeared only recently. Some other research studies have been proposed to compare the learning approaches for the above ranking. The conclusions drawn show that the model list shows more interesting results than the models in pairs or points [14] and [15] . It should be noted that these results were obtained following the analysis of large number of algorithms and large data sets (3.0 for the collection Letor [14, 15] ). In addition, the Listwise model is generally regarded as easier to implement. Therefore, we chose to use the list approach in our learning model.
Information Retrieval Applied to Arabic
Faced with the IR, the Arabic language has recently been addressed by conventional search engines, but it is absent in the semantic search engines. It is within this context that this work proposes to develop a personalized information retrieval system for the Arabic language. This system illustrates the implementation of the PIR method that we have proposed and which distinguishes three stages, namely the user's modeling, reformulation (specifically expansion) query and scheduling results. The attention paid to the Arabic language is explained by the fact that this language does not receive the same degree of attention as the other languages such as French or English. Moreover, the Arabic language resources are emerging in the search field of automatic processing of language which gives extra motivation to integrate these resources into operational system processing of the Arabic language.
In the implementation of our PIRS, we will try to incorporate language resources developed for Arabic. This consists in integrating a chain of linguistic analysis which, besides helping resolve the language ambiguities, enriches the concepts of the users' queries and profiles.
To solve the morphological and lexical ambiguity, a lemmatizer is suggested to place a light lemmatization. The use of semantic resources for the enrichment (expansion) of the user's query can be a solution to solve the problem of semantic variations and disambiguate the query terms. Indeed, the semantic resources provide resources in the form of semantic relationships. They can extend the search field of a query, which improves the research results.
The use of semantic resources in an IRS may be considered at several levels:
 Before being sent, the user's query can be enriched by the near judged concepts in semantic resource through the use of relationships, such as generalization / specialization, synonyms ...  The indexing of documents is made using the concepts of the semantic resource and not the keywords.  Filtering of documents in a particular field to the user profiles ( [17, 18, 19] ).
It should be noted that the query expansion is a double-edged sword so that improving the research in this event may be accompanied by an information overload problem.
Indeed, the query reformulation or expanding may generate a significant number of terms when using multiple relationships in a semantic resource.
To address this problem, we propose a second alternative based on the user profile concept to reduce the enriched elements during the expansion, in order to remove the ambiguity of some terms and filter the returned documents. Similarly, we propose a third alternative to improve the accuracy of the IR entitled "personalized learning to rank". This alternative, which is based on a hybrid user profile (multidimensional and conceptual), makes it possible for the user to put the classified documents, which are "relevant" according to his profile, at the top of the list.
To our knowledge, there are no PIR systems for Arabic. Most of the developed research studies in the field of IR in Arabic have been particularly interested in the query reformulation step. These studies use the thesauri dictionary and the language resources to substitute and / or disambiguate the query terms. In the following part of this section, we will quote the main research studies in the context of an IR in Arabic, then, we can group them according to two axes. The first axis includes the work using morphological stemming of the query words, while the second includes the studies that exploit the thesaurus dictionary.
In the first axis, Xu and al. evaluated two research strategies of Arabic documents using the ArabTREC corpus as a test corpus. The authors developed a strategy that uses first indexation based on the roots. This method resulted in a slight improvement of the research results. Likewise, these authors showed that the second strategy that is the use of a thesaurus dictionary, dramatically improves the performance of an Arabic IRS [20] .
On the other hand, Bessou and al. adopted the scheme notion as a base to substitute the query words with their lemmas at the level of indexing and search steps [21] .
In the second axis, we can mention the work of Hammo and al. that used the Koran as thesaurus for the query reformulation [22] . For their part, [23] used the Arabic WordNet as thesaurus to supply the ontology designed for the legal field.
The work of [24] proposed to assist the user with the reformulation of his query by adding nearby morphological forms of the initial query word forms. This addition is based on a similarity calculation of n-grams between the words of the original query and those saved in a lexicon. To index and search for operations, [24] used the services of the Google search engine.
The work of [25] can be summarized in the use of an external resource (Arabic WordNet or AWN) and a morphological analyzer to be reformulated by expanding the user's query that can improve the recall but not the precision of the IRS. As an extension of this work, [26] used a reformulation based on two external resources, namely ADS (Arabic Dictionary of Synonymy) and AWN.
It should be emphasized that the already mentioned research studies have some limitations. Indeed, some studies ( [23] and [22] ) used semantic resource or ontology for a specific field. Besides, there is non-use of conceptual relationships ontology in some studies. Finally, there is a lack of studies ( [23] and [26] ) about the contribution of each semantic relationship used in some Arabic query expansion systems.
According to the conducted overview, we can conclude that the enrichment of queries based on external resources is an interesting path the exploitation of which can improve the results of the IR. In addition, we noticed that the personalization side is absent in the above studies, which is an additional motivation for this work knowing the performance improvements recorded in other languages. On the other hand, we can emphasize that learning to rank is a technique totally unaffordable by PIR systems for the Arabic language which is another motivation for this work. Indeed, semantic learning features from the user profile and those contained in the semantic resources constitute an original and a promising path that can give good performances in the context of IR in Arabic.
To our knowledge, there is no personalized learning to rank systems dedicated to the Arabic language (that is to say there are not works that integrate the user profile). Likewise, it is worth noting that our contributions of this work in the field of PIR revolve around the following points:
 Modeling of a hybrid user profile that relies on both conceptual and multidimensional representations by exploiting Arabic semantic resources.  Proposing semantic learning criteria connected to the user profile (represented by concept hierarchies). These criteria have a positive impact on the performance of our PIR system.
Proposed Method
The objective of the personalized ranking method is to provide the user with an ordered list of documents in response to a query issued by him. The document ranking is a major theme in the IR. Indeed, several studies have been made to establish the appropriate metrics that help determine the optimal order governing the documents returned by a search engine. The many features that were proposed to develop these ranking metrics are the similarity of documents in relation to the query, their importance and their links [15, 27] , etc. Since the proposed method is based on the user profile, it is quite apparent to integrate the profile in the calculation of its similarity with the documents returned by the search engine. It should be noted that the used queries are reformulated and, therefore, they integrate concepts from the profile. It follows that personalization is given a leading role in the result ordering.
To determine the similarity between the document and the profile, we used a learning model that exploits the users' explicit judgment pertinence. This consists in asking the user to assign a relevance class to document that reflects its significance in relation to his needs. In a second phase, we project these judgments on features related to the documents, the queries and the profile.
This projection helps build a predictive model that discerns the relevant documents meeting the user's profile and query. The predicted model will then be used in the ranking phase to classify other document results of a new query submitted by the user.
In the following part of this section, we will introduce the ranking document method that distinguishes four steps, namely, (1) the user's modeling, (2) the document/query/profile matching, (3) the learning to rank, (4) and the result classification as shown in figure 1.
Fig. 1. Personalized learning to rank method
It should be emphasized that, in our ranking document method, we have included the method of document/query/profile matching that was used in [4] . For this reason,
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Evolution of the profile (1), (3) and (4) will be described in detail.
Suggested User's Modeling
In the framework of the proposed ranking method, a user's modeling based on a hybrid representation and built on the user profile is proposed. In this approach, an algorithm which automatically builds a hierarchical user profile is introduced to represent the user's implicit personal interests and domain. It is to represent the domain and the interests with a conceptual network of nodes linked together. This network is made through relationships respecting the linking topology (synonymy, hyponymy and hyperonymy) defined in ontologies (AWN [30] and Amine AWN [31] ) and the domain of hierarchies.
It should be noted that our method allows updating the short and long term user profile. The evolution of the user profile in short term is jointly linked to a bounding mechanism of search sessions to examine the change of interest over time. In addition, relevant feedback helps refine the user's preferences and consequently update the short-term profile.
Thus, the capture of changes in the centers of interests is concretized by the addition of the search history (queries and search results that have been appreciated by the user) to the short term profile. Indeed, the proposed method establishes an activation score based on the construction and evolution of a user profile from his judgments of relevance. In this context, each user's query will be added to his profile in the short term. A weight averaging the formula tf * idf, will be assigned to each term derived from the document deemed relevant or very relevant by the user.
Then, the first terms with the largest weight will be inserted in the short-term user profile. The number of these added terms can be determined by an experimentation which achieves the compromise between the size of the centers of interest and its real needs. It should be noted that in this method, an algorithm of the concept score propagation is used to update the weights of the profile concepts.
Indeed, the terms of consulted documents and / or submitted queries are aggregated to the user profile according to a similarity threshold between the document and the user profile. In this phase, we adopt a method which models profile V by R vectors V i respectively corresponding to R documents d i judged as relevant by the user. For each new selected document d i′ the V i dimension, which is the most similar to the profile of document d i′ is updated as follows:
Only m words t v ∈ V i , which have longer weights, are selected for updating dimensionV i of profile V.
Thus, the long-term user profile enables (implicitly and / or explicitly) to model persistent or recurrent centers of general interests. The evolution process of the long-term profile is to add or change a context formed by concepts associated with a query sent by the user. Identifying a similar context to the user's profile involves merging them and subsequently updating the long-term profile. A new context is therefore added to the long-term profile if no previously learned context is similar to the context of the query. Likewise, the modification of the long-term profile can be envisaged by enabling the user to explicitly integrate a new domain.
Generally, high levels of hierarchy concepts make it possible to represent the profile in the long term whereas low levels make it possible to represent a high level of specificity of the user profile in the short term.
Personalized Matching Step
The calculation of the personalized matching score between the document and the profile can be determined by the cosine between both D ⃗⃗ and U ⃗ ⃗ vectors. At this level, we can set a threshold for RSV (D, U) below which document D will not be retained in the list of results for a given query. This threshold may be determined after a series of experiments to select the documents that best satisfy the user's needs [4] .
The Learning-to-rank Step
The ranking step takes as input a list of documents judged by the user and his profile. The latter is based on a concept hierarchy extracted from the semantic resources. Similarly, the list of documents, which is the training corpus, contains learning features labeled by the user. Thus, the learning phase is based on the optimization of a ranking function that leads to a predictive model. In what follows, we will describe the learning to rank principle then we will spread out the adopted learning features.
Principle of learning to rank. The classic ranking function is used to classify only the documents that take account of the user's queries in a descending order of relevance. In the case of personalized learning, our contribution is to classify the documents that take account of the queries but also the user profile. Given that our goal is to order a list of documents, the most appropriate model to use in the learning step is the listwise model. This model also has the advantage of evaluating the performance of the algorithms on the basis of IR measurements, as it displays more interesting results than the other models.
The learning to rank is based on two concepts: the representation of the documentquery-profile triplet in the feature space and the use of a learning model. The learning to rank process is divided into two phases: a training phase and a testing phase. In the learning phase, the datasets are used by algorithms to automatically learn the ranking functions that serve as models for the prediction of relevance judgments (the chosen scale is three classes of relevance: relevant, slightly relevant and irrelevant). In the test phase, these functions are then used to order the documents returned by the IRS when new queries have been submitted. In the test phase, the learned function is used by the ranking system to predict the relevance scores of new triplet query / document / profile which have not been annotated. The ranking model thus returns the relevance of the class for each query / document / profile.
Learning proposed features. The used learning model operates a set of features that depend on the query, the document and the user profile. In order to measure the impact of personalization using the learning technique, we were led to choose learning criteria related to the user profile (represented by hierarchies of concepts). The adopted features can be classified in four categories.
The first category consists in determining the similarity between the query and the returned documents. The features are used to calculate the term frequency (tf) of the original query in the text, the title, the subtitle, the summary, the category and the index of document.
The second category of features includes similar features between enrichment query words and the document. The features help extract the matching frequency of the terms synonyms, the generalization and the specification in the document.
The third category is related to the similarity between the document and the user profile. The purpose of these features is to verify the presence of the short or long term user profile concepts in the text. This feature is based on the tf representing the degree of similarity between the user profile and the document. More precisely we determine the frequency of the centers of interest concepts, of the short and long term profile with the document.
The fourth category includes other contextual features related to documents and query and their statistical characteristics. We can mention, as an example, the number of query words, the number of words in the text, the text length (short, medium or long) as well as the format features (Word, PDF, PowerPoint, etc.).
It should be noted that the learning to rank features consist of one of our contributions in the field of PIR given that, according to our knowledge, there are no research studies that used this type of features.
Relevance class. In the framework of classical IR, the process of judging the information relevance is based on the degree of similarity between the representation of the query and the content of the document found by the system. However, personalization involves taking into account the user profile as an information source that participates in the judgment of relevance. Thus, relevance can be defined as the adequacy of a document following a given query and a well-defined profile. This notion is subjective because the user's state of knowledge is dynamic. Indeed, for the same user, relevance changes over time while a document can have different types of pertinence for two users who submitted the same query.
To annotate the relevance class of a document, we can borrow the explicit feedback approach of the user. Under this approach, the user directly delivers his interest judgment by giving a relevance value on a graduated scale from the least to the most relevant. In our method, the class of a document compared to a query for a given user can have one of the following words "irrelevant," "medium relevant" or "relevant".
It is noteworthy that we have initially chosen five evaluation degrees, namely "irrelevant," "a little irrelevant," "moderately relevant", "relevant" and "highly relevant". However, we detected two problems of annotation (overlap between the entries) between the first two points "irrelevant" and "moderately relevant" and between the last two "relevant" and "highly relevant". In fact, we found that the users or even experts find it difficult to judge the documents using five rating levels. For this reason, we were led, in a second stage, to keep only three levels.
The Results Ranking Step
The final result ranking depends on the relevance of the documents in relation to the query and the user profile. This relevance combines two values namely the classic RSV (D, Q) and the predictive personalized RSV (D, Q, U) where D, Q and U are respectively the document, the query and the user profile.
To measure the classic RSV function, we adopt the most known measures from the quantities called tf and IDF. Our choice is justified by the fact that these measures are very successful and very popular in the IR. The weight of a word in a query or in a document is expressed using the tf.IDF measurement. The tf measure is the number of word occurrences within a document, while the IDF measure shows the importance of a word in the considered corpus, such as:
It is noteworthy that the predictive personalized RSV function is a relevance class which can either be "irrelevant," "medium relevant" or "relevant", whereas the classic RSV function is a score calculated by the cosine function which belongs to the interval [0..1]. Due to the incompatibility of both functions, we have adopted a multiobjective function that promotes first class relevance of the documents. In the case where two documents have the same class relevance, the multi-objective function uses the classic RSV function. Therefore, as a first step, we ranked the documents based on their similarity to the profile. As a second step, we classified the documents with the same relevance class according to their similarities with the query.
Implementation and Discussion of the Results
The implementation of the proposed PIR method resulted in three versions. The first version is the query expansion system, the second version, which is a system that integrates the personalized matching module but does not contain the ranking module.
The third version of our system is the "SPIRAL" that includes all the steps of the proposed method. . In this section, we will provide a description of the SPIRAL system as well as an evaluation of our own evaluation corpus.
Arabic Corpora for Learning and Ranking
Since there are no evaluation standards for personalized access to information, especially for short-term personalization, we proposed context-oriented assessment frameworks based on simulation collections of TREC campaign by simulated users' profiles and search sessions. We have exploited these evaluation frameworks to validate our SPIRAL contribution. For this reason, we have created a large Arabic text corpus entitled WCAT (Wikipedia Corpus for Arabic Text) using the search engine "Lucene" 1 . This corpus is segmented into 30550 text article, extracted from Wikipedia. This corpus contains texts dealing with topics related to the "natural sciences" domain. Moreover, each article has one or more categories related to the root category of "natural sciences". We generated 7200 sub-categories from the "natural sciences" category.
The search engine Lucene is capable of processing large volumes of documents with its power and speed due to indexing. In our system, we used Lucene to index a corpus of documents, analyze the queries, search for the documents and present document results.
In this phase, the indexing step of the corpus consists in stemming words, removing stop words, indexing and extracting key words of each document in the corpus.
We also built our own Arabic Query Corpus entitled "AQC_2", which is composed of 1000 queries submitted by 50 different users and deals with topics related to the "natural science" domain. An Arabic query corpus consists of 90,507 words or 613,021 characters and 3.47 megabyte size. Thus, the evaluation corpus of our system contains different types of queries suggested by various users.
When working on a learning process, it is appropriate to divide an initial corpus into two sub-corpora:
 The learning corpus serves to extract a model or classification from a sufficient occurrence of information;  The test corpus is used to check the quality of learning from the learning corpus.
In what follows, we will give some features of the learning corpus and the learning evaluation corpus (table 1) .
It is emphasized that in the context of evaluating the ranking system, we tested the SPIRAL system for 50 users; each of whom has submitted 20 queries. This gives us a corpus of 1,000 test queries. Therefore, in our assessment of every query, only the first 10 documents returned by the search engine are taken into account, which gives us a test corpus of 20,000 documents. In what follows, we will present the evaluation results of the SPIRAL system. We used the Weka learning framework to get to know the personalized ranking function of our system that exploits the user profile so as to reorder the documents returned for a given query.
The Used Indicators of Performance
The indicators of performance are used to evaluate a prediction model; however, the performance of this model can be significantly influenced by the conditions of its experimentation. In this section, we will first describe the different evaluation indicators of the prediction models, then, the standard performance measures. Finally, we will present the cross-validation method that we used to evaluate our learning model.
Standard measures of performance.
To evaluate the learning model, we used assessment measures such as the recall, precision and F-measure. In addition, we used the kappa measure which measures the degree of agreement between prediction (predicted classes) and supervision (real classes) after the agreement by chance is removed.
Cohen's kappa: this coefficient is a statistics which measures the inter-rater agreement for qualitative (categorical) items. It is generally thought to be a more robust measure than the simple percent agreement calculation, since κ takes into account the agreement occurring by chance. The equation for kappa (K) is:
where Ɵ1 is the relative observed agreement among the raters, and Ɵ2 is the hypothetical probability of chance agreement, using the observed data to calculate the probabilities of each observer randomly saying each category. If the raters are in a complete agreement then κ = 1. If there is no agreement between the raters other then what would be expected, then, (as given by Ɵ2), κ ≤ 0. It should be noted that the error rate is equal to the difference between the rate of the ideal classification (100%) and the good classification rate:
Error Rate = 100% -good classification rate.
Cross-validation. Cross-validation, which is sometimes called rotation estimation, is a model validation technique for assessing how the results of a statistical analysis will generalize to an independent data set [32 ] [28] . It is mainly used in settings where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in practice.
In k-fold cross-validation, the original sample is randomly partitioned into k equal sized sub-samples. Among the k sub-samples, only one is retained as the validation data for testing the model, and the remaining k-1 sub-samples are used as training data. The cross-validation process is then repeated k times (the folds), with each k sub-samples used exactly once as the validation data. The k results from the folds can then be averaged (or otherwise combined) to produce a single estimation. The advantage of this method, over repeated random sub-sampling, is that all the observations are used for both training and validation, and each observation is used for validation exactly once. 10-fold cross-validation is commonly used, [29] but in general, k remains an unfixed parameter.
Evaluation and Discussion of Learning Model Results
This section focuses on the different experiments carried out for our learning model. Indeed, these experiments are expressed in terms of global accuracy using, on the one hand, the decision trees and, on the other hand, the SVM in addition to the K-NN as techniques to measure the quality of learning.
In our search studies, we distinguish two sets of experiments dedicated mainly to the performance evaluation of the proposed method. The first set is manifested by the manual division data into two subsets; one set for learning (80% of the corpus) and a second a distinct set for the test (20% of the corpus). This set allows presenting the evaluation results of the learning and testing phases. The second experimentation set is automatically carried out, using cross validation that allows presenting the results of the ranking phase (test).
The following section consists in presenting the results obtained from the evaluation of our system. It is composed of two parts: the first part presents the results of the evaluation of learning and the second presents the results of the evaluation of the ranking result documents.
Experimental Set 1: manual division. In this section, we present two types of the obtained results: those obtained after learning and those resulting from the projection of the test corpus on the prediction model. Thus, the used evaluation measures are accuracy, recall, precision, F-measure and kappa.
Learning results. In the context of the evaluation by manual division of the corpus and using decision tree algorithms, SVM and KNN, we obtained the results presented in table 2. By referring to this table, it therefore appears obvious that the results of our learning method are very interesting. Indeed, in the case of the KNN algorithm, the recall is in the order of 74.6% whereas precision is equal to 78.1%, hence, the Fmeasure is equal to 72.1%. Likewise, we obtained an accuracy of 74.6%. Finally, we have achieved a kappa degree of agreement between prediction and supervision which is equal to 0.56.
Finally, in the case of the algorithm of the decision tree, the recall is of the order of 77% while precision is equal to 77.6%, hence, the F-measure is equal to 76.5%. Likewise, we obtained an accuracy of 77%. Finally, the achieved degree of agreement between prediction and supervision (kappa) is equal to 0.61. Ranking result. This phase is to use the prediction model obtained from the learning phase to classify new documents. In the context of the evaluation using manual division of the corpus as well as the following algorithms; the decision tree, the SVM and the KNN, we obtained the results presented in table 3. According to this table, it appears that the results of our ranking method are interesting. Indeed, in the case of the algorithm of the decision tree, the recall is in the order of 66.1 % while precision is equal to 72 %, therefore, the F-measure is equal to 67.3 %. Similarly, the obtained accuracy is 66 %. Finally, the degree of agreement archived between prediction and supervision (kappa) is equal to 0.41. Experimental Set 2: cross-validation. To classify new documents, the proposed ranking method consists in using the classification model obtained during the learning phase. Therefore, the evaluation of the ranking method is to evaluate the predictive model with new documents. On the other hand, the evaluation measures that we have used are the same as those of the evaluation of the learning model, namely, accuracy, confusion matrix, recall, precision, F-measure and kappa. In the evaluation context using cross-validation (K-fold) with K = 26, the decision tree, the SVM and the KNN algorithms, we obtained the results presented in table 4 . From this table, it appears that the results of our ranking method are interesting. Indeed, in the case of the SVM algorithm, the recall is in the order of 60.6 % whereas precision is equal to 45.6 %, hence, the F-measure is equal to 46.1%, besides, an accuracy of 60.5% is obtained. Finally, we can say that the achieved kappa degree of agreement between prediction and supervision is equal to 0.11. Finally, in the case of the algorithm of the decision tree, the recall is in the order of 61.4 % while precision is equal to 58 %, consequently, the F-measure is equal to 59.2 %. Likewise, we obtained an accuracy of 61.4 %. Finally, it can be noted that we have achieved a degree of agreement between prediction and supervision (kappa), which is equal to 0.24. The discussion of the learning results, using cross validation shows that the decision tree increases the performance of our learning model. For this reason, in the context of our ranking method, we adopted the algorithm of the decision tree to build the predictive model which is also used to classify new returned documents for a query submitted by the same user.
Similarly, we performed a set of learning experiments with the user profile (which means that we have integrated the learning criteria linked to the user profile in the learning model) and a series of experiments without the user profile (that is to say, we eliminated the user profile-related learning requirements from our learning model). In a second set of experiments, we used the algorithm of the decision tree when evaluating the ranking phase. It was found that the obtained results are interesting. Indeed, we have obtained an accuracy of 61.4%. It is emphasized that we had 61.4% as recall and 58 % as precision; hence the F-measure is equal to 69.2%. Similarly, it can be said that we have achieved a degree of agreement between prediction and supervision (kappa) equal to 0.24.
On the one hand, the obtained recall rate is explained by the ability of our learning model to return a large number of relevant documents among all the relevant ones in the corpus. This is explained by the contribution of the hybrid user profile in the process of finding relevant documents.
Furthermore, through our hybrid profile, the ranking system helped to return a large number of relevant documents among all the ones proposed by the system, which explains the precision rate of 58 %.
Nevertheless, the Kappa value of 0.24 indicates that the proposed ranking system allows a relatively medium degree between prediction (predicted class) and supervision (real class).
Also, it is observed that the length of the query has a relatively direct impact on the results of our system. Indeed, it was found that if the number exceeds four terms without expansion and the expansion process adds to each term at least three other concepts from the hybrid user profile, then, we'll get at least 12 terms in the enriched query. This will generate a lot of noise in the document search process and therefore, more irrelevant documents.
Similarly, after a comparison of our "SPIRAL" contribution against a baseline method, we can see that the personalization of IR by %MAP = 14 showed better results with the hybrid profile than IR with a baseline method by %MAP = 6.
Concerning the learning criteria, we emphasize that we first adopted classical criteria (the first category and the fourth category of the criteria) used by the majority of the studies on the IR. Secondly, we decided to add user profile criteria (the third category of criteria) and semantic criteria (the second category of criteria). This enabled us to further improve the results that passed for the P10 precision rate from 9% to 20% and the percentage of the MAP average from 6% to 14%.
As a conclusion, one of the strengths of the proposed method of RIP has five aspects:
 The proposed method is interesting because it is more user-oriented progressively adapts to the evolution of his profile and his knowledge.  Learning is performed for each user apart from what proves the personalization aspect characterizing the method.  The contribution of the hybridization of the user profile (the conceptual and multidimensional representation) to the mechanisms of the query expansion and the ordering of the documents restored by a search engine.  The positive impact of the semantic learning criteria (based on information from semantic resources) and the criteria related to the user profile (represented by hierarchies of concepts) on the performance of our RIP system.  Integrating the user profile in all the levels of the PIR process.
5
Conclusion and Prospects
In this work, we focused on the method of ranking documents that we proposed as part of a personalized information retrieval system. The proposed personalized learning to rank method is based on the integration of the user profile into the learning criteria and the proposed ranking function. The representation of the user profile (hybrid approach) in our method is based on the extraction of semantic relationships found in ontologies (AWN and Amine AWN) i.e. synonymy, hyperonymy and hyponymy.
To ensure the achievement of the ranking method, we used a learning model that exploits the user' explicit relevance judgments. This consists in asking the user to assign a relevance class to a document which reflects the importance of the document with respect to the user's needs. In a second phase, we projected these judgments on criteria related to a document, a query and a profile. This projection helps build a predictive model that can discern relevant documents meeting the profile at the user's query. The predicted model will then be used in the ranking phase to classify other document results from a new query submitted by the same user.
Similarly, we have devoted a part of this article to describe the implementation of a document ranking system of Arabic entitled "SPIRAL". To evaluate the proposed method, we have used a corpus of 30,550 Arabic texts that covers topics related to the field of ‫طبيعية«‬ ‫»علوم‬ "natural sciences". The results of our evaluation ranking system prove the performance of the latter. In fact, we noticed that the results of our ranking method with the cross-validation model (K-fold with k = 26) are interesting. Indeed, the F-measure is in the order of 59.2%. Similarly, we obtained 61.4% as an accuracy rate. Finally, it can be noted that we have achieved a degree of kappa agreement between prediction and supervision equal to 0.24.
Thus, the accuracy of learning by means of the profile is equal to 61.4%, while that without it is about 40.4%. In addition, we note that the semantic learning criteria related to the user have a positive impact on the performance of SPIRAL system. This justifies our choice of the integration of the hybrid user profile into the learning criteria.
At this stage, we can distinguish several research perspectives. Therefore, in the short term, we can choose evaluating the user profile by studying the impact of the number of relevant documents in building the profile, the ranking parameter results and the depth of the hierarchy of the concept profile in improving the search results. Similarly, we intend to build a profile based on search history and compare it with our hybrid profile.
It is emphasized that the evaluation method of learning to rank was made using our own corpus "WCAT" and according to a simulation scenario of TREC research sessions. In order to validate the effectiveness of our method in a real research environment, our outlook in the medium and long term, is to evaluate this method using data from a log file of a search engine.
