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Abstract
In this thesis, algebraic and combinatorial tools are used in the study and
applications of error-correcting codes and logic design. In the first part, de-
cision diagrams and error-correcting codes are combined to introduce fault-
tolerance to logic circuits. The proposed method introduces fault-tolerance
to the representations of functions, and hence, no additional checker cir-
cuitry is needed in the implementations. With suitable technology, the lay-
out and complexity of the final design is directly determined by the error-
correcting decision diagram. The fault-tolerance analysis shows that, even
with moderately high gate error probabilities, such robust constructions
will have a significantly decreased probability of an incorrect output. In
terms of complexity, using codes in the Lee metric reduces the number of
nodes of the resulting diagram compared to using codes in the Hamming
metric.
The second part of this thesis focuses on finding the largest code with a
given minimum distance, which is an important problem in coding theory.
The main result in this part is the sharpening of the linear programming
bound of linear Lee codes, which is based on an invariance-type property
of the Lee-compositions of a linear code. Based on this property, additional
constraints can be introduced to the linear programming problem. The
results show improvements to the bounds with several parameter values
when compared to the general linear programming bound. Some other
properties of the Lee-compositions of a linear code are studied, leading to
a faster and more accurate execution of the linear programming problem.
In addition, the sharpening of the linear programming bound is introduced
for codes in the Euclidean distance.
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Chapter 1
Introduction
Algebraic structures can be used for numerous computational and engi-
neering purposes and they appear naturally in digital signal processing
and switching theory. Usually, in signal processing, the underlying sys-
tem is the field of real or complex numbers, on which the structures that
model signal processing problems, such as linear spaces, are then built.
Switching theory is based on the principles of Boolean algebra, and when
studying binary or multiple-valued logic one can study operations in finite
fields, which are similar in nature to their infinite counterparts, the real
and complex fields. These structures provide mathematical tools for anal-
ysis, computations and developing new methods. Signal processing, error-
correcting codes and logic design are closely connected by these underlying
structures.
Combinatorics is the study of the properties of finite and countable sets,
such as the finite algebraic structures involved in logic design or coding
theory. Combinatorics studies the enumeration, combination and permu-
tation of sets of elements and has also applications in optimization and
computer science. Together algebraic and combinatorial methods can pro-
vide a powerful insight to the study of digital systems and developing new
applications.
This thesis consists of topics involving algebraic and combinatorial meth-
ods in the study and application of error-correcting codes and logic design
divided into two parts closely related to each other. The first part of the
thesis is dedicated to a method of constructing fault-tolerant logic by com-
bining error-correcting codes to decision diagrams. The second part con-
sists of studying the linear programming method for obtaining bounds on
the size of Lee codes, which are a particular class of codes suitable for the
application in the first part, and Euclidean distance codes.
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1.1 Outline of the thesis
The first major application in this thesis is an original method of intro-
ducing fault-tolerance to logic design by combining the theory of error-
correcting codes and decision diagrams to obtain robust representations
of logic functions, which are easily implemented with suitable technology.
These constructions, namely error-correcting decision diagrams, are a way
of representing switching functions in a robust manner that can directly
be mapped to technology, since the layout and complexity of a circuit is
directly determined by the decision diagram. Since fault-tolerance is in-
troduced directly to the representations of functions, no additional checker
circuitry is needed in the implementation.
The study of error-correcting decision diagrams is broadened by obtain-
ing bounds on the size of Lee codes. Due to the properties of the Lee metric,
these codes are shown to produce less complex error-correcting decision di-
agrams and can be considered for other applications as well, e.g., vector
quantization. The obtained bounds provide information on the existence
of good codes for given applications and make it possible to determine the
optimal codes, which meet these bounds. The key result of this part of the
thesis is the sharpening of the linear programming bound of linear Lee
codes. For practical applications, linear codes are the most important and
are also the simplest codes to use.
The above mentioned sharpening can be naturally introduced for Eu-
clidean distance codes, since the principles in the theory of the underly-
ing structures are similar when determining linear programming bounds.
Therefore, in the second part of the thesis, the problem of finding upper
bounds on these codes is tackled by this approach. Euclidean distance
codes have many useful applications in, e.g., physical and biological mod-
eling, and Euclidean distance is a natural measure of errors for communi-
cation channels with additive white Gaussian noise.
1.2 Contributions
Most of the results in this thesis are based on the author’s first-author
publications [10], [11], [13], [14], [15], and [16]. No other dissertations are
based on these publications. In all other papers except [15], the author is
responsible for all the writing. Some of the results in the first part of the
thesis were previously discussed in the author’s M. Sc. thesis [8], which is
a preliminary study of the proposed method. The author’s contribution to
the publications is the following.
1.2. CONTRIBUTIONS 3
In [10], using Lee codes in the method of providing fault-tolerance into
logic design by combining decision diagrams and error-correcting codes is
studied. The method is formulated in terms of Lee codes and example
decision diagrams are given. Using the Lee metric is compared to using the
Hamming metric in terms of complexity and functionality of the resulting
diagrams. The author is responsible for the mathematical formulations,
generating the examples, and comparison of the method when using the
two metrics discussed in the paper. Co-author Dr. Stanislav Stankovic´ is
responsible for the methodology of generating the decision diagrams and
their graphical representations.
In [11], the method of providing fault-tolerance into logic design by com-
bining decision diagrams and error-correcting codes, namely error-correct-
ing decision diagrams, is introduced. The method is formulated for both
binary and multiple-valued logic with example diagrams. The author is
responsible for designing and formulating the presented method, and gen-
erating the examples. Co-author Dr. Stanislav Stankovic´ is responsible for
the methodology of generating the decision diagrams and their graphical
representations, and participated in conversations leading to the design of
the method. Co-author Prof. Jaakko Astola provided the general idea for
the paper.
In [13], the performance of robust binary decision diagrams is analyzed
by determining the error probabilities for such constructions. Depending
on the error-correcting properties of the code used in the construction, the
error probability of a circuit can be significantly decreased by a robust de-
cision diagram. The author is responsible for formulating and conducting
the performance analysis. Co-author Dr. Stanislav Stankovic´ is respon-
sible for the methodology of generating the decision diagrams and their
graphical representations. The paper was finalized with help from co-
author Prof. Jaakko Astola.
In [14], error-correcting decision diagrams are further developed for
multiple-valued functions and their fault-tolerance is analyzed. Error-
correcting decision diagrams for multiple-valued logic are formulated in
terms of both the Hamming distance and the Lee distance. The fault-
tolerance analysis shows that even with moderate increments in complex-
ity it is possible to obtain significantly increased probabilities of correct
outputs. The author is responsible for designing and formulating the meth-
od for multiple-valued functions, formulating and conducting the probabil-
ity analysis, generating examples, and running experiments. Co-author
Dr. Stanislav Stankovic´ is responsible for the methodology of generat-
ing the decision diagrams and their graphical representations. Both co-
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authors contributed to the paper by participating in conversations on the
design of the method and formulation of the probability analysis. A pre-
liminary short version of the results in the paper was presented in [12].
In [15], new upper bounds on size of codes in the Lee metric are com-
puted using the linear programming method. A recursive formula for
obtaining the Lee-numbers is presented, which makes it possible to ef-
ficiently compute these bounds. The obtained bounds are useful in de-
termining whether good codes suitable for signal processing applications
exist with given parameters. The author is responsible for programming
the algorithms and running the computations. Co-author Prof. Ioan Tabus
provided parts of the text in the introduction and the recursive algorithm
used in the computations.
In [16], a sharpening to the linear programming bound for linear codes
in the Lee metric is introduced, which is based on an invariance-type prop-
erty of Lee-compositions of a linear code. Using this property, additional
equality constraints are introduced into the linear programming problem,
which give a tighter bound for linear Lee codes. The author is responsi-
ble for developing and formulating the presented sharpening of the linear
programming bound and all computations. Co-author Prof. Ioan Tabus
supervised the research work leading to the publication.
Chapter 2
Background
In this chapter we review some basic definitions and properties in basic
algebra, Boolean and multiple-valued logic, decision diagrams, and error-
correcting codes.
We begin with some basic algebra. For further reading, see, for in-
stance, [44], [61]. Recall that a group (G, ∗) is a set G together with a
binary operation ∗ on G, such that the following properties for G and ∗ are
satisfied:
1. The set G is closed under the operation ∗, i.e., for a, b ∈ G the result
of the operation a ∗ b is also in G.
2. The operation ∗ is associative, i.e., (a ∗ b) ∗ c = a ∗ (b ∗ c).
3. There is an element e ∈ G such that e ∗ a = a ∗ e = a for all a ∈ G. The
element e is called the identity element of G.
4. For each a ∈ G there is an element a′ ∈ G such that a ∗ a′ = a′ ∗ a = e.
The element a′ is called the inverse of a.
The group G is called Abelian if commutativity, i.e., a ∗ b = b ∗ a holds
for all a, b ∈ G. Typically with Abelian groups, the notation is additive, i.e.,
the operation is denoted by + and the identity element (neutral element)
of an Abelian group is denoted by 0. A subset H of the set G is a subgroup
if it also forms a group under the operation ∗.
If (G, ∗) is a group, g an element of G, and H a subgroup of G, then
gH = {g ∗ h : h ∈ H}
is a left coset of H in G and
Hg = {h ∗ g : h ∈ H}
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is a right coset of H in G. For Abelian groups, the left and right cosets of G
coincide.
A field is a set F together with two operations, "+" and "·", such that the
set is an Abelian group under the operation "+", the nonzero elements of
the set form an Abelian group under the operation "·", and the distributive
law a · (b+ c) = a · b+ a · c holds. We denote the finite field of q elements by
Fq.
The multiplicative identity element (the identity element of the Abe-
lian group under "·") of a field is called the unit element and it is usually
denoted by 1.
We denote by Fnq the n-dimensional linear (vector) space over the field
Fq, i.e., the set {[x0, x1, . . . , xn−1] | xi ∈ Fq} with vector addition and scalar
multiplication satisfying the vector space axioms.
2.1 Boolean and multiple-valued logic
For basic concepts in Boolean and multiple-valued logic we refer to [20]
and [96].
The most commonly used functions in digital logic are switching (or
Boolean) functions, i.e., functions of the form
f : {0, 1}k → {0, 1},
which describe the behavior of binary logic circuits. Logic systems with
multiple outputs are represented by multi-output switching functions that
are functions of the form
f : {0, 1}k → {0, 1}l.
A multi-output function is equivalent to a system of single-output func-
tions f = (f0, f1, . . . , fl−1).
Multiple-valued functions are functions with a domain Ak and range
Bl, where |A| = |B| = q > 2. For example, ternary functions are a class of
functions of the form f : {0, 1, 2}k → {0, 1, 2}l. Hence, for ternary functions,
q = 3. Functions with q = 4 are called quaternary functions. Generally, a
function with a domain having q values is a q-ary function. In general, q
can be any integer, which is larger than 2, but in this thesis we are mainly
interested in q-ary functions, where q is the number of elements of the
finite field Fq.
Consider a switching function f : {0, 1}3 → {0, 1}. This function can be
given by listing its values as (x0, x1, x2) run through the values of the do-
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main {0, 1}3. For a binary switching function, listing these values in a tab-
ular form is called a truth table (Table 2.1). The function f1 = f(x0, x1, x2)
may also be represented by a vector of the function values, which in case of
switching functions is called a truth-vector. The truth-vector of the switch-
ing function f1 defined in Table 2.1 is F1 = [0, 1, 1, 1, 0, 1, 0, 1]T , where T is
the vector transposition operator. When representing switching functions
with truth-vectors, the ordering of the 2k binary input sequences should
be specified. Unless otherwise stated, we use lexicographic ordering as in
Table 2.1.
Table 2.1: The truth-table of the binary switching function f1.
x0x1x2 f1(x0, x1, x2)
000 0
001 1
010 1
011 1
100 0
101 1
110 0
111 1
A switching function can also be represented as a formula written in
terms of some operations over an algebraic structure. A two-valued vari-
able xi may be written in terms of a positive literal xi or a negative literal
x¯i. A positive literal is just an atom, which is a logical formula containing
no subformulas, and a negative literal is the negation of an atom. Denote
by · the logical AND operation corresponding to a product of variables and
by ∨ the logical OR operation corresponding to a sum of variables. Any
switching function can be written with literals and operations · and ∨.
For example, we can represent the function f1 in Table 2.1 as a canon-
ical sum of products, i.e., in the complete disjunctive normal form (DNF),
which corresponds to the lines on the table where f1 has the value 1 (·
omitted):
f1 = x¯0x¯1x2 ∨ x¯0x1x¯2 ∨ x¯0x1x2 ∨ x0x¯1x2 ∨ x0x1x2, (2.1)
or equivalently in a more compact DNF as
f1 = x2 ∨ x¯0x1. (2.2)
The expression in (2.2) is not canonical and can be derived from the sum
of the two functions f2 = x2 and f3 = x¯0x1 as shown in Table 2.2.
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Table 2.2: The representation of f1 as the sum of f2 and f3.
x0x1x2 f2
000 0
001 1
010 0
011 1
100 0
101 1
110 0
111 1
∨
x0x1x2 f3
000 0
001 0
010 1
011 1
100 0
101 0
110 0
111 0
=
x0x1x2 f1
000 0
001 1
010 1
011 1
100 0
101 1
110 0
111 1
2.2 Decision diagrams
The idea of representing switching circuits using reduced ordered binary
decision diagrams (ROBDDs) was formalized by Bryant in [30], and the
topic has been further explored by numerous authors. Binary decision di-
agrams (BDDs) have many applications in logic design and their main ad-
vantage is the possibility of efficient optimization of the final design. The
idea of using decision diagrams in logic circuit minimization is based on
the work by Lee in [63], and was further studied by Ubar in [109], and
Akers in [2] and [3]. Reduced ordered binary decision diagrams were orig-
inally proposed as a method for encoding bitmap images in [103]. Use of
decision diagrams for image encoding and image representation has been
further explored by several authors in, e.g., [65], [66], and [112]. Other
applications include, for example, probabilistic analysis of digital circuits
[108] and power consumption analysis of digital circuits [31], [34]. In [101],
a uniform XML-based framework for representation of decision diagrams
has been proposed.
For basic concepts and properties related to decision diagrams, we refer
to [20] and [77]. Binary decision diagrams are used to represent switch-
ing functions, i.e., functions of the form {0, 1}n → {0, 1}. We define binary
decision diagrams using binary decision trees, which are graphic represen-
tations of functions in the complete disjunctive normal form.
Definition 2.1. A binary decision tree (BDT) is a rooted directed graph
having n + 1 levels, where level 0 is the top level and level n is the bottom
(terminal) level, with two different types of vertices. The non-terminal nodes
are on levels 0 to n− 1, each having two outgoing edges labeled by 0 or 1 or
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by x¯i and xi at level i. On level n there are the terminal nodes having the
label 0 or 1 and no outgoing edges.
A BDT has a direct correspondence to the truth-table of a function. Let
f(x0, x1, . . . , xn−1) be a switching function. In the binary decision tree of f ,
each node on level i corresponds to a specific variable xi, and by following
the edges the value of the function at (x0, x1, . . . , xn−1) is found in the ter-
minal node. Figure 2.1 shows a BDT representing the function f1 defined
in Table 2.1.
Figure 2.1: A BDT for the function f1 in Table 2.1.
As in most literature, when discussing BDDs, we refer to reduced or-
dered binary decision diagrams, where the variable xi corresponds to the
level i of the decision tree. It has been shown in [30] that the ROBDD of
a given function is canonical, i.e., for a given ordering, the ROBDD of a
given function is unique up to function graph isomorphism, for which the
definition was given by Bryant in [30]. Several important consequences
follow from the uniqueness of ROBDDs, for example, equivalence of func-
tions can easily be tested using ROBDDs. A canonical representation of a
function as a BDD means that when we reduce the BDT of a function with
a given variable ordering into a BDD, the operations of reduction cannot
be made in such a way or order, that two non-isomorphic BDDs could be
obtained starting from the same BDT.
Definition 2.2. A reduced ordered binary decision diagram is a rooted di-
rected graph obtained from a binary decision tree by the following reduction
rules:
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1. If two sub-graphs represent the same function, delete one, and connect
the edge pointing to its root to the remaining subgraph.
2. If both edges of a node point to the same sub-graph, delete that node,
and directly connect its incoming edge to the sub-graph.
In Figure 2.2 there is a BDD representing the function f1 defined in
Table 2.1.
Figure 2.2: A BDD for the function f1 in Table 2.1.
The letter S in the nodes means that the nodes in the diagrams are
Shannon nodes, i.e., the decision diagram is a graphic representation of
the Shannon expansion of the function. We remind that the Shannon
expansion of the switching function f(x0, x1, . . . , xk−1) with respect to the
variable xi is f = xif0 ∨ xif1, where f0 = f(x0, . . . , xi−1, 0, xi+1, . . . , xk−1) and
f1 = f(x0, . . . , xi−1, 1, xi+1, . . . , xk−1). For the binary case the logical Exclu-
sive OR, denoted by ⊕, can also be used instead of the disjunction.
The definition of a binary decision diagram is easily extended to the
q-ary case. Again, we define the decision diagram using the definition of a
decision tree.
Definition 2.3. A q-ary decision tree is a rooted directed graph having n+1
levels with two different types of vertices. On levels 0 to n − 1 there are the
non-terminal nodes, each having q outgoing edges with a label from the set
{0, 1, . . . , q − 1}. On level n there are the terminal nodes, which have a label
from the set {0, 1, . . . , q − 1} and no outgoing edges.
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Definition 2.4. A reduced ordered q-ary decision diagram is a rooted di-
rected graph obtained from a q-ary decision tree by the reduction rules in
Definition 2.2.
In Figure 2.3 there is an example of the structure of nodes in a q-ary
decision diagram when q = 4.
Figure 2.3: The node structure in a quaternary decision diagram.
In the case of a q-ary function f(x0, x1, . . . , xk−1), the Shannon expan-
sion of f with respect to the variable xi is f(x0, x1, . . . , xk−1) = x0i f(x0, x1,
. . . , xi−1, 0, xi+1, . . . , xk−1) + x1i f(x0, x1, . . . , xi−1, 1, xi+1, . . . , xk−1) + · · ·
+xq−1i f(x0, x1, . . . , xi−1, q− 1, xi+1, . . . , xk−1), where xji = 1 if xi = j and xji = 0
if xi 6= j, j ∈ {0, . . . , q− 1}, and + denotes the additive operation of the field
Fq.
The number of terminal nodes in decision diagrams is not limited to
q nodes. Such decision diagrams are called multiterminal decision dia-
grams (MTDDs) and are to represent functions with an image set having
more than q elements. The only difference between a q-ary decision dia-
gram and an MTDD is the number of terminal nodes. In a shared decision
diagram, the functions corresponding to the different outputs are united
into a graph where the isomorphic subgraphs are shared by the functions.
MTDDs and shared decision diagrams are useful when dealing with multi-
output functions or systems of functions, where terminal nodes are labeled
by the values that the system can get. For example, for switching func-
tions, the binary l-tuples of the outputs are interpreted as binary repre-
sentations of the corresponding integers and terminal values are labeled
by these integer values.
Figures 2.4a and 2.4b are examples of a multiterminal binary decision
diagram (MTBDD) and a shared BDD. Both diagrams represent a two-
output function f = (f0, f1) where f0 = x0 and f1 = x¯0x1. In the MTBDD,
the output values are interpreted as the corresponding integers. For ex-
ample, with the input [0, 1], the output values are f0 = 0 and f1 = 1, which
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in the MTBBD is interpreted as the binary representation 01, which corre-
sponds to the integer value 1.
(a) (b)
Figure 2.4: A MTBDD (a) and a shared binary decision diagram (b) [20].
An important feature of decision diagrams is that they are easily mapped
to technology. For example, depending on the technology, the number of
gates in the circuit directly relates to the number of nodes in the deci-
sion diagram [20] and the delay of the circuit is related to path lengths
[40]. Figure 2.5 is an example of the correspondence of a binary decision
diagram to a circuit layout, where the circuit is constructed using multi-
plexers. Notice, that the inputs to the multiplexers are on the bottom level
and the function value is obtained by working from the bottom to the top.
More on circuit realization can be found in, for example, [95].
Figure 2.5: Correspondence between BDDs and networks of multiplexers
[20].
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2.3 Error-correcting codes
Error-correcting codes are typically used for reliable delivery of digital
information over communication channels, which may introduce errors
to the transmitted message due to channel noise. Their history began
with Shannon’s theorem in a famous paper by Claude Shannon [97] in
1948. In [49], Hamming introduced block codes, i.e., codes that consist
of fixed-length codewords, for error detecting and correcting. These codes
are single-error-correcting. An important discovery was made as a class
of multiple-error-correcting codes called BCH codes were found indepen-
dently by Bose and Ray-Chaudhuri [28] and Hocquenghem [52], and a re-
lated class of codes for nonbinary channels was found by Reed and Solomon
[91]. Although discovered already in the 1950s and 1960s, the above codes
still remain among the most important classes of codes, and they have been
studied and further developed by numerous authors. New classes of codes
have been found periodically, and more recently the interest has been on
high-performance codes such as the turbo codes and Polar codes, see, for
instance, [6], [23].
In general, the theory of error-correcting codes is a deep topic and many
algorithms for the encoding and decoding processes have been developed
for particular code classes. However, in principle for linear error-correcting
codes with short codelengths, encoding and decoding can be done using
simple matrix and lookup operations, so their implementation is easy. In
this thesis, we deal with block codes. For further reading on error-correct-
ing codes, see, for instance, [22], [71], [70].
Denote by Znq the set of n-tuples with elements from the set {0, 1, . . . ,
q − 1}, i.e.,
Znq = {x = [x0, . . . , xn−1] | xi ∈ {0, 1, . . . , q − 1}}.
The elements of Znq are q-ary vectors of block length n. A code C is
a subset of Znq . When q is prime, Znq is a vector space over the field of q
elements, denoted by Fnq . When q = pm, where p is prime, we use the vector
space Fnq . C is a linear code if it is a linear subspace of Fnq . The elements of
C are called codewords. A linear code C of dimension k ≤ n is spanned by
k linearly independent vectors of C. A matrix G having as rows any such
k linearly independent vectors is called a generator matrix of the code C.
If the code has length n and dimension k it is called an [n, k] code.
The code C of dimension k can equivalently be specified by listing n− k
linearly independent vectors of C⊥, where C⊥ is the subset of Fnq consisting
of all vectors orthogonal to C. C⊥ is called the dual of the code C. Any
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matrix H having as rows such n− k linearly independent vectors is called
a parity check matrix of C.
A generator matrix G of the code C is in systematic form if
G = [Ik|P]
=

1 0 0 · · · 0 p1,1 p1,2 · · · p1,n−k
0 1 0 · · · 0 p2,1 p2,2 · · · p2,n−k
...
...
... . . .
...
0 0 0 · · · 1 pk,1 pk,2 · · · pk,n−k
 ,
where P is called the parity part of the generator matrix. It is clear that
any generator matrix of C can be put into this form by column permuta-
tions and elementary row operations, since the rows are linearly indepen-
dent. The parity check matrix H of the code C can be derived from the
generator matrix G. If the generator matrix of C is G = [Ik|P], then C has
a parity check matrix H of the form
[−PT |In−k], since GHT = P−P = 0.
The code C codes an information word i = [i0, i1, . . . , ik−1] to a length n
codeword c = [c0, c1, . . . , cn−1] by matrix multiplication c = i ·G. Thus, the
code C can be defined as
C = {iG | i ∈ Fkq}
and equivalently with the parity check matrix H as
C = {c ∈ Fnq | cHT = 0}.
The Hamming distance dH(x,y) of vectors x and y of length n is the
number of coordinates where x and y differ, i.e.,
dH(x,y) = |{i | xi 6= yi}|.
The Lee distance dL(x,y) of q-ary vectors x and y of length n is defined as
dL(x,y) =
n∑
i=1
min(|xi − yi|, q − |xi − yi|).
It may be helpful to think of the elements of Zq on a circle, where the Lee
distance between two elements is the shorter distance along the circle. The
elements on a circle are illustrated for q = 7 in Figure 2.6.
For simplicity, when discussing the Lee distance, we discuss mostly
fields Fnq , where q is prime and the Lee-distance is naturally defined on
the elements. For q = pm, where p is prime, the Lee distance can be de-
fined in several ways. It can be done similarly as for prime q but then the
2.3. ERROR-CORRECTING CODES 15
Figure 2.6: The elements of Z7 on a circle. The Lee distance dL(i, j) is the
length of the shorter path from the element i to the element j.
distance obeys the structure of the ring of integers mod q instead of the
structure of the field and the natural connection to the arithmetic of the
field is lost. A mapping from the elements of the field to the elements of the
ring of integers mod q should be defined in a meaningful way depending
on the application.
A code C is e-error correcting if the minimum distance between two
codewords is 2e+ 1.
The Hamming weight wH of a vector x is
wH(x) = dH(0,x).
The Lee weight wL of a vector x is
wL(x) = dL(0,x).
A code C ⊆ Fnq is called a q-ary r-covering code of length n if for ev-
ery word y ∈ Fnq there is a codeword x such that the Hamming distance
dH(x,y) ≤ r. The smallest such r is called the covering radius of the code.
In other words, the covering radius of the code is the smallest r such that
the finite metric space Fnq is exhausted by spheres of radius r around the
codewords. A code is called perfect if it is e-error correcting and its covering
radius is e.
Since a linear code is a subspace of Fnq , it is a subgroup of the additive
group of Fnq and hence the all-zero word is always a codeword. Thus each
vector in the space belongs to exactly one coset of the code. The vectors
with minimum weight are called coset leaders. It is clear that for an e-
error correcting code, all vectors of weight at most e are coset leaders.
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The coset leaders can be used to construct a fast decoding strategy by
introducing the syndrome s of a word v ∈ Fnq , which is defined as s = vHT .
It can be shown that all vectors in the same coset have the same syndrome,
which is unique to that coset. Hence, for efficient decoding, a look-up table
of the coset leaders and the syndromes is stored and then, for each received
word, decoding is done by computing the syndrome and finding the corre-
sponding coset leader from the table. Subtracting the coset leader from the
received word will correct the error.
Part I
Design of Fault-Tolerant Logic

Chapter 3
Error-Correcting Decision
Diagrams
In modern life, the role of digital systems is increasingly important, and
often these systems handle critical information so their accurate perfor-
mance is essential for a given application. In addition to areas where
the demands on these systems are extremely high, such as military and
aerospace computing, in most applications high dependability makes the
products more competitive as their digital circuits perform their designed
functions with a lower error rate. As transistors are shrinking in modern
logic circuits, even atomic-scale imperfections can have a negative effect
on the performance of these circuits.
There exist several techniques for providing tolerance against hard-
ware component failures, the most well-known being triple modular re-
dundancy (TMR), for which the groundwork was laid in [83]. These tech-
niques are sometimes referred to as hardening techniques, in particular
when dealing with nano-scale devices that are affected by ionizing radi-
ation. In the TMR technique, each module of a non-redundant circuit is
simply triplicated and a voter is placed after the three modules (Figure
3.1) or, more typically, a voter is placed after each module. These voters
together decode the output to a single output value (Figure 3.2). This way,
if one of the modules produces an incorrect output, the majority vote will
still guarantee a correct output for the entire system. The output can be a
symbol, i.e., a sequence of bits, and therefore the TMR network can correct
single symbol errors. The TMR technique can be generalized to N -modular
redundancy (NMR), where there are in total N modules and a voter, which
decides the output based on the outputs of the modules. The NMR tech-
nique can be described in terms of a [N, 1] repetition code [26].
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Figure 3.1: The simplest TMR structure, with input i and output o.
(a) (b)
Figure 3.2: A network of modules (a) and its TMR version (b) with three
inputs i1, i2, i3 and two outputs o1, o2.
The TMR technique has been studied and improvements have been dis-
cussed by several authors, e.g., in [1], [45], and more recently focusing
on the performance of the TMR technique on modern logic circuits and
their typical fault situations, in [73], [80], [98], and [104]. Techniques of
increasing fault-tolerance based on error-correcting codes have also been
proposed by a number of authors, e.g., the (N,K) concept in [59], which
21
is essentially a generalization of the TMR technique in which different
coding schemes are applied to memory data and processor data. Fault-
tolerance techniques, which utilize error-correcting codes, typically require
less redundancy than other error detection and correction schemes, and
such techniques are usually implemented using special decoding circuits
[82].
Another example of techniques utilizing error-correcting codes are self-
checking circuits, which have built-in error detection capability [88]. They
are multi-output circuits, which produce an output vector, from which the
possible faults in the circuit can be detected. Formally, the output of a self-
checking circuit is a vectorY(X, f) which is a function of the input vectorX
and the fault f in the circuit [111]. The inputs and outputs are codewords,
and the use of different error-correcting codes in these circuits has been
studied by several authors, e.g., in [4], [7]. In addition to fault-tolerance
techniques, fault avoidance approaches relying on improving the materials
and manufacturing processes are used to increase system reliability [35].
Since error correction in logic circuits is increasingly important, it is
essential to find systematic ways to increase fault-tolerance already in the
representations of switching functions, i.e., functions realized by the cir-
cuits. The method for providing fault-tolerance introduced in this chapter
combines the theory of error-correcting codes and decision diagrams to ob-
tain robust representations for functions, which are easily implemented
with the suitable technology. It can be viewed as a theoretical framework
for an approach to hardening, as the final layouts always depend on the
given functions and the error-correcting code that is used in the design.
The main advantage of using decision diagrams for representing switch-
ing functions is that the layout and complexity of a circuit is directly deter-
mined by the decision diagram, and since the fault-tolerance is introduced
already to the representations of functions, no additional checker circuitry
is needed in the implementation.
This chapter is organized as follows. Section 3.1 begins by introduc-
ing the idea via a simple example and connection to the above described
TMR technique. In Section 3.2 we formally define error-correcting deci-
sion diagrams and describe their construction. In Sections 3.3-3.4 exam-
ples of error-correcting decision diagrams generated using both Hamming
and Lee metric are given. Some of the results in this chapter have been
discussed by the author in [8].
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3.1 Introduction
Consider the TMR technique described above. As mentioned, the TMR
technique can be described in terms of the [3, 1] repetition code, which is
one of the most basic error-correcting codes. If instead of logic modules, we
simply consider bits, then the TMR technique corresponds to triplicating
a bit. Now these triplicated bits correspond to codewords. The voter acts
like the decoder, since by majority vote it determines the original informa-
tion word from the received sequence. Also, instead of logic modules, we
may simply consider variables. This way, the TMR technique realizes the
majority function f4 of three variables given in Table 3.1. On the other
hand, the majority function f4 has a direct correspondence to the binary
[3, 1] repetition code, since the output of the function is 0 and 1, when the
received length 3 vector is decoded to 0 and 1, respectively, by the decoding
rule of the repetition code.
Table 3.1: The truth-table of the majority function f4 of 3 variables.
x0x1x2 f4(x0, x1, x2)
000 0
001 0
010 0
011 1
100 0
101 1
110 1
111 1
We may represent the majority function f4 by its BDD, which is shown
in Figure 3.3. There is some similarity between the structure of the BDD
and the structure of a TMR logic module in Figure 3.1, i.e., the four nodes
correspond to the triplicated units and a voter. Also, due to the direct
correspondence between the majority function f4 and the [3, 1] repetition
code, the diagram in Figure 3.3 can be thought of as the BDD representing
the decoding rule of the [3, 1] repetition code, where by following the edges
corresponding to the received sequence, the original information word is
found in the terminal node. In other words, the received vector is the
input and the output is given by the decoding rule of the [3, 1] repetition
code. Hence, we may conclude that the BDD in Figure 3.3 is the simplest
error-correcting decision diagram.
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Figure 3.3: The BDD of the majority function f4.
Notice, that the above diagram is now a robust representation of the
1-variable function f5, which is 0 when the input is 0, and 1 when the input
is 1. The binary decision diagram of the function f5 consists of just a single
non-terminal node and two terminal nodes. The basic idea of how the deci-
sion diagram in Figure 3.3 is obtained from f5 is to map the function f5 to
the majority function f4 given in Table 3.1. This is done by assigning such
length 3 vectors to 0 (1), which would be decoded to 0 (1) by the decoding
rule of the [3, 1] repetition code. Then, the BDD of the majority function
f4 will be the error-correcting BDD of the function f5. Hence, the BDD in
Figure 3.3 is a robust version of a single decision node.
The above idea can be generalized to arbitrary functions and codes.
Since error-correcting decision diagrams are generated following the de-
coding rule of the code, the error-correcting properties of the diagrams de-
pend on the given code. When a node outputs an incorrect logical value,
we call that a decision error. The consequence of this is that an incor-
rect edge is selected after such node. If an e-error-correcting code is used,
the obtained error-correcting decision diagram will correct e decision er-
rors. Now, if the error-correcting capability of a given code is e, then in
the error-correcting decision diagram generated with the given code, even
if an incorrect decision is made in up to e nodes, we will still end up in the
correct terminal node. For example, when e equals 1, if we follow the edges
of the diagram towards the terminal node with our given input vector, we
may take a wrong turn once on the path that we are following, and still
find ourselves in the correct terminal node. This is illustrated in Figure
3.4, where following both the edges labeled 0 and 1 after the node on level
1 result in the same output value. Notice, that the edge from the left-hand-
side node on level 1 to the terminal node labeled with 0 also includes one
change in the input value.
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Figure 3.4: Illustration of how one decision error on a path does not affect
the output value.
Since linear codes are the most typically used codes and have many
useful properties, the focus throughout this thesis is on linear codes. When
generating an error-correcting decision diagram, if the utilized code is a
linear [n, k] code, it is a subspace of the vector space Fnq , and the paths
of the error-correcting decision diagram correspond to the elements of the
additive group of Fnq . Now, the paths corresponding to elements belonging
to cosets having coset leaders at distance less or equal to e from the all-zero
codeword lead to the correct output value.
3.2 The proposed method
In [11], two methods of constructing robust decision diagrams, i.e., binary
decision diagrams, which are able to correct decision errors were intro-
duced by the author, S. Stankovic´, and J. Astola. In [14], error-correcting
decision diagrams were discussed for multiple-valued logic by the author,
S. Stankovic´, and J. Astola. We begin by explaining the general construc-
tion of robust q-ary decision diagrams and then derive the construction of a
robust decision diagram for a specific function using this general construc-
tion.
The definition of error-correcting decision diagrams is given in terms of
linear codes. However, the idea can be generalized to apply for any cod-
ing schemes. In the following definition, we denote by d(x,y) the distance
between the vectors x,y. This distance is assumed to be a metric.
Definition 3.1. Let G be the generator matrix of a linear e-error-correcting
[n, k] code, f = f(x0, x1, . . . , xk−1) a function, where [x0, x1, . . . , xk−1] ∈ Fkq
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and g = g(y0, y1, . . . , yn−1) a function, where [y0, y1, . . . , yn−1] ∈ Fnq . The error-
correcting decision diagram of f is the decision diagram of g, where g is
defined as
g(y) =
{
f(x) if there is x ∈ Fkq such that d(y,xG) ≤ e
∗ otherwise, (3.1)
and the value ∗ can be chosen arbitrarily.
In other words, each xG and the vectors y, where y ∈ Fnq , within dis-
tance e from xG are assigned to the value f(x). The vectors y ∈ Fnq at
distance > e from all the codewords are assigned to the label ∗. The sym-
bol ∗ can be some arbitrary value, which can be defined in a suitable way. It
can have a value f(x), where x ∈ Fkq , or it can have some other value. The
function now behaves as the decoding rule of the code having the generator
matrix G, i.e., the vectors of Fnq within distance e from a codeword xG are
interpreted as the codeword itself when determining the function value.
This is just the decoding process, where each received n-ary sequence is
interpreted as the codeword within distance e from the received sequence.
If the label ∗ is obtained, then more than e decision errors have been made
indicating at least e+ 1 faults in the corresponding circuit.
Notice that if the code C is perfect, then there will be no outputs with
the label ∗, as each vector in y ∈ Fnq must belong to a sphere of radius e
around a codeword. This is because for a perfect code, the spheres of radius
e around the codewords cover the space Fnq completely.
Definition 3.2. Given a linear e-error-correcting [n, k] code, the general
error-correcting q-ary decision diagram of k-variable functions is the error-
correcting decision diagram of f = f(x0, x1, . . . , xk−1), where the function
values as (x0, x1, . . . , xk−1) runs through the domain Fkq of f are left unspec-
ified.
The error-correcting decision diagram of a particular f : Fkq → Fq can
be derived from the general error-correcting q-ary decision diagram of k-
variable functions by assigning the values of the function to the terminal
nodes of the error-correcting decision diagram and reducing with respect
to those values.
Construction of error-correcting decision diagrams is done as follows.
Suppose we wish to have an error-correcting decision diagram for arbitrary
q-ary functions of k variables, i.e., we want to construct the general error-
correcting q-ary decision diagram of k-variable functions. The procedure
begins by determining a suitable q-ary linear [n, k] code, which corrects e
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errors. After selecting the code, the function f is mapped to the function g.
This mapping is done by equation (3.1) using the specified metric.
The next step is to construct the multi-terminal decision tree of g. Then,
the obtained tree is reduced to an MTDD. After reducing, we have a dia-
gram with qk + 1 terminal nodes labeled by f(x), where x ∈ Fkq , and ∗. This
diagram can correct e decision errors, since the correct function value is
obtained even if a decision error occurs in ≤ e nodes of the diagram.
From the obtained reduced decision diagram we get an error-correcting
decision diagram of a particular function f by replacing the labels f(x) by
the values of the function f and then reducing the diagram with respect to
those values.
The step by step method of constructing error-correcting decision di-
agrams can be formulated as follows. The last step is only for the case
where we wish to obtain the error-correcting decision diagram for a partic-
ular function. The following is written in terms of linear codes:
1. Multiply the generator matrix G of the desired [n, k] code by each
vector xi, where xi ∈ Fkq to obtain ci ∈ Fnq .
2. For each ci, list all the vectors yi,1,yi,2, . . . ,yi,u of Fnq within distance e
from each ci.
3. To obtain the function g, assign the value f(xi) to each ci and to the
corresponding set of yi,1,yi,2, . . . ,yi,u.
4. Map each y ∈ Fnq at distance > e from all the codewords ci to ∗.
5. Construct a MTDD for the function g and reduce it.
6. To obtain the robust decision diagram of a specific function f , assign
the values of f into the terminal nodes of the MTDD of the function g
and reduce.
When we implement an error-correcting decision diagram, we may im-
plement the function g directly. Therefore, the errors can be in any part of
the resulting diagram and the correct output will still be obtained. There-
fore, it is assumed that the function g to be implemented is computed in
an error free environment beforehand.
When implemented, the inputs of the function have to be encoded with
respect to the given code. With linear codes, this corresponds to linear op-
erations that can be done by simple logic blocks. In other words, the inputs
x0, . . . , xk−1 are transformed into the inputs y0, . . . , yn−1 by a simple linear
transformation corresponding to the generator matrix of the code. Due to
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the systematic nature of linear codes, a generator matrix in the system-
atic form may be used in the encoding, and thus it is sufficient to only
compute the parity part of the codewords. In the case of repetition codes,
the input is simply repeated, i.e., the input is the same for all variables in
the error-correcting decision diagram. Now, if the encoder produces faulty
values as inputs, these can still be corrected by the error-correcting deci-
sion diagram, as long as the combined number of errors in the encoder and
decision diagram is less than or equal to e.
3.3 Constructions in the Hamming metric
To better understate the proposed method, we present a comprehensive set
of examples of error-correcting decision diagrams generated with different
codes for different types of functions. For simplicity, we give examples with
small values of n and k since the number of nodes in the resulting diagrams
increases rapidly as these parameters become larger. In the diagrams dis-
cussed in this section, the Hamming metric is used. The examples are
divided into examples for binary and multiple-valued logic.
3.3.1 Binary logic
In the first example, we use a [5, 2] code, which is not a perfect code, to
construct a general error-correcting MTBDD for binary functions of 2 vari-
ables. Since the given code is not perfect, the resulting robust diagram will
have a terminal node with the label ∗.
Let C be a binary [5, 2] code defined by the generator matrix G:
G =
[
1 0 1 1 0
0 1 1 0 1
]
.
The parity check matrix H of the code C is then
H =
 1 1 1 0 01 0 0 1 0
0 1 0 0 1
 .
Since the sum of no two columns of H is zero, the code has minimum dis-
tance 3 and corrects 1-bit errors.
Using the above code, we construct the general error-correcting decision
diagram for binary functions of 2 variables. We take all x ∈ F22 and for each
vector, compute the codeword c = x ·G, where G is the generator matrix
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of C. Then, we map each of the codewords to the label f(x) as in equation
(3.1) to obtain the function g(y). For example, since [0, 1] ·G = [0, 1, 1, 0, 1],
the codeword [0, 1, 1, 0, 1] is mapped to f(0, 1). For each obtained codeword
c, we list all the vectors y ∈ F52 within distance 1 from c, and map these
vectors to the corresponding f(x), where c = xG.
For example,
g(1, 1, 1, 0, 1) = g(0, 0, 1, 0, 1) = g(0, 1, 0, 0, 1)
= g(0, 1, 1, 1, 1) = g(0, 1, 1, 0, 0) = g(0, 1, 1, 0, 1) = f(0, 1).
The vectors y ∈ F52 at distance > 1 from all the codewords are mapped to ∗.
The next step is to construct the multi-terminal binary decision tree for
the function g and reduce it to obtain the general error-correcting MTBDD
for 2-variable functions (Figure 3.5). The terminal nodes are labeled f(0, 0),
. . ., f(1, 1) and ∗. To obtain the MTBDD of a particular binary function, the
labels f(x) can be replaced by the actual values of the function at f(x), and
the diagram should then be reduced with respect to these values.
Figure 3.5: A robust MTBDD for 2-variable functions using the [5, 2] code.
For example, to obtain the MTBDD of the 2-variable binary function
f6 defined in Table 3.2, assign the value 0 to the terminal nodes labeled
f(0, 0) and f(1, 0), and the value 1 to the terminal nodes labeled f(0, 1) and
f(1, 1). Then, reduce the obtained diagram to obtain the robust diagram
for f6 (Figure 3.6).
In the error-correcting decision diagram in Figure 3.6, obtaining the
output ∗ indicates at least 2 decision errors. However, a decision error in
two nodes is not always detectable, since some such errors change the code-
word into a vector, which is at distance 1 from some other codeword. For
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Table 3.2: The truth-table of the function f6.
x0x1 f6(x0, x1)
00 0
01 1
10 0
11 1
Figure 3.6: A robust MTBDD for the function f6.
example, the word [1, 1, 1, 1, 1] is at distance 2 from the codeword [0, 1, 1, 0, 1],
but does not output ∗, since it is at distance 1 from the codeword [1, 1, 0, 1, 1].
Notice that the function f6 = x1, which means that it is the identity
function of a single variable. Therefore, the diagram in Figure 3.6 can be
seen as a competitor for the error-correcting decision diagram in Figure
3.3, which is generated using the [3, 1] repetition code. The diagram in Fig-
ure 3.6 shows how the properties of the code affect the resulting diagram,
since it represents a simple function but has significantly higher complex-
ity than the diagram in Figure 3.3, where the utilized code is simpler.
The second example utilizes a Hamming code. For binary Hamming
codes, the parameters of the code are n = 2m− 1 and k = 2m−m− 1. Thus,
for each binary function with k = 2m −m− 1 variables, there exists a suit-
able Hamming code and we can construct a robust BDD using this code.
Hamming codes correct one-bit errors, which means that in the BDD, the
correct function value is obtained even if one decision error occurs during
the determination of the function value.
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Consider the [7, 4] Hamming code having the following (non-systematic)
generator matrix:
G =

1 1 1 0 1 0 0
0 0 1 1 1 0 0
1 1 0 0 0 1 1
0 1 1 0 0 0 1

Using this code we construct a general error-correcting decision diagram
for binary functions of 4 variables. First, we need to compute the length 7
codewords, which are obtained by multiplying the above generator matrix
G at the left by each x, where x ∈ F42.
Then, we map each obtained codeword to the corresponding symbolic
value f(x), and for each codeword, we map also the vectors of length 7
within distance 1 from that codeword to the value f(x). Now, we have the
function g for which we can generate a MTBDD, which will have in total
24 = 16 terminal nodes (Figure 3.7).
Figure 3.7: The robust MTBDD for 4-variable functions using Hamming
[7, 4] code.
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Now, consider the functions f7 = x0x1 ⊕ x0x2 ⊕ x0x3 ⊕ x1x2 ⊕ x1x3 ⊕ x2x3,
where ⊕ denotes the exclusive OR, and f8 = x0x1x2x3. The error-correcting
decision diagrams of f7 and f8 are obtained from the diagram in Figure 3.7
by assigning their function values to the terminal nodes and reducing the
diagram with respect to those values. The resulting diagrams are shown
in Figure 3.8.
(a) f7 = x0x1⊕x0x2⊕x0x3⊕x1x2⊕x1x3⊕x2x3 (b) f8 = x0x1x2x3
Figure 3.8: Error-correcting decision diagrams of f7 and f8 generated using
the Hamming [7, 4] code.
The two diagrams in Figure 3.8 have a significantly reduced number of
nodes compared to the general MTBDD of 4-variable functions.
It is possible to form a new linear code by shortening an existing lin-
ear code. The resulting code has some of the properties of the original
code. The shortening process is usually done by taking the subspace of the
chosen [n, k] code consisting of all codewords, which begin by 0. The 0 is
then deleted from the beginning, giving a new linear code with parameters
[n− 1, k − 1]. For example, by shortening the Hamming [7, 4] code we get a
[6, 3] code, which has the same minimum distance and a generator matrix
G =
 1 0 0 1 1 00 1 0 1 0 1
0 0 1 0 1 1
 .
However, this code is not perfect.
Consider the full adder of 2 variables. With the carry in, it is a function
of 3 variables, which has two outputs (Figure 3.9). We construct an error-
correcting decision diagram of the full adder using the shortened Ham-
ming code of parameters [6, 3].
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Again, the function is mapped into a function of a larger domain by
multiplying the generator matrix of the [6, 3] code at the left by the vectors
of F32. The shared MTBDD of the resulting function is then constructed to
obtain the error-correcting shared decision diagram in Figure 3.10 for the
full adder of 2 variables. The diagram has a terminal node labeled with ∗,
since, due to the shortening, the used code is no longer perfect. Obtaining
the value ∗ indicates two decision errors.
Notice that since the generator matrix of the code that we used is in
systematic form, the resulting error-correcting decision diagram has the
inputs corresponding to the original inputs on levels 0, 1, and 2. The lower
part of the diagram corresponds to the parity part of the code.
Figure 3.9: A shared decision diagram of the 2-variable full adder.
3.3.2 Multiple-valued logic
Error-correcting decision diagrams in the Hamming metric can be simi-
larly constructed for multiple-valued logic functions.
Consider all ternary functions of 2 variables. For constructing a general
error-correcting decision diagram for such functions, we may use the [4, 2]
ternary Hamming code, which corrects one error. The generator matrix G
for this code is
G =
[
1 0 1 2
0 1 2 2
]
.
Similarly as for binary functions, the function g is obtained by multi-
plying G from the left by the ternary vectors of length 2 and then mapping
the obtained codewords and the length 4 vectors within distance 1 from the
codewords to the corresponding function values. The obtained ternary de-
cision diagram will have 9 terminal nodes corresponding to f(0, 0), f(0, 1),
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Figure 3.10: A shared robust diagram for the full adder of 2 variables using
a shortened Hamming code.
f(0, 2), . . . , f(2, 2) (Figure 3.11). The code is perfect, hence there are no
∗-valued outputs in the obtained decision diagram.
A robust decision diagram for a specific ternary function of 2 variables
is obtained by assigning the function values to the terminal nodes and
reducing the obtained diagram. For example, consider the ternary function
defined as f9 = [1, 1, 2, 0, 1, 1, 2, 2, 0]T . The robust diagram in Figure 3.12
is obtained by assigning the values of this function to the corresponding
terminal nodes of the general diagram in Figure 3.11.
Consider the [3, 1] repetition code for Fq. This code is perfect in F2, but
will result in ∗-valued outputs for Fq, where q > 2. However, we may use
this code for generating an error-correcting decision diagram for, e.g., qua-
ternary or 5-ary logic. The resulting decision diagrams are robust construc-
tions for single quaternary and 5-ary nodes, which correct one error (Fig-
ure 3.13 and Figure 3.14). For example, in diagrams of larger functions,
34 CHAPTER 3. ERROR-CORRECTING DECISION DIAGRAMS
Figure 3.11: A general error-correcting decision diagram for ternary func-
tions of 2 variables using [4, 2] Hamming code.
Figure 3.12: A robust diagram for f9 using Hamming [4, 2] code.
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we could replace single nodes by these robust versions of single nodes. Ob-
taining the output ∗ indicates at least two decision errors.
Figure 3.13: A robust construction for a single quaternary node using the
[3, 1] repetition code.
Figure 3.14: A robust diagram for a single 5-ary node using the [3, 1] repe-
tition code.
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3.4 Constructions in the Lee metric
We can extend the concept of error-correcting decision diagrams for other
metrics than the Hamming metric, e.g., the Lee metric. As it turns out,
the Lee metric has some nice properties for this purpose.
In the Lee metric, the weight of the decision error is important, as the
Lee metric introduces a functional difference to the diagram compared to
the error-correcting decision diagrams in the previous section. In the error-
correcting decision diagrams in the Hamming metric, all lines after a de-
cision node are equivalent in the sense that whichever incorrect decision
is made, the effect of the decision is the same in terms of error correction.
In the Lee metric, however, it is possible to make an error of weight ≥ e in
just one decision node, from which it would follow that error correction is
no longer possible. Therefore, not only the number but also the weights of
the errors impact the output of the diagram.
Let us first consider the following example, where a one-error-correcting
Lee code is used for 5-ary logic.
We wish to have a robust representation for a 5-ary decision node. We
may construct such a representation using a perfect code in the Lee metric
that corrects an error of Lee-weight 1, having the generator matrix
G =
[
3 1
]
.
The construction is done similarly as in the previous examples, but the
mapping of length 2 vectors to corresponding values in F5 is done with re-
spect to the Lee metric. Table 3.3 shows the radius one spheres around the
codewords in the vector space F25, illustrating how the vectors y of length
2 satisfying dL(y,xG) ≤ 1, where x ∈ F5, are found. The elements in one
sphere are labeled the same way as the information symbol in the center
of the sphere. The obtained robust representation of a single 5-ary decision
node is in Figure 3.15.
Notice that in Figure 3.15, the increase in the number of non-terminal
nodes is significantly less than with the [3, 1] repetition code in the Ham-
ming metric (Figure 3.14), and there are no terminal nodes labeled with
the symbol ∗. However, there are more closely packed edges in the dia-
gram.
In fact, for any given e, when q is prime, there exists a perfect e-error-
correcting Lee code with n = 2 over Fq such that q = 2e2 + 2e+ 1 [22].
Consider the perfect Lee code with q = 13 and e = 2. A generator matrix
for the code is:
G =
[
5 1
]
.
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Table 3.3: The (2-dimensional) radius one spheres around codewords (in
boldface) labeled by the corresponding information symbol x ∈ F5.
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Figure 3.15: A robust construction for a single 5-ary decision node using a
perfect one-error-correcting Lee code.
The corresponding error-correcting decision diagram, i.e., the robust
version of a 13-ary decision node, which corrects 2 decision errors is in
Figure 3.16.
With any such q = 2e2 + 2e+ 1 we obtain a similarly structured decision
diagram, which shows that in the Lee metric it is possible to obtain error
correction for large alphabet size without introducing multiple levels of re-
dundancy to the diagrams. In fact, for any q, the larger the q is compared to
e, the less relative redundancy is needed to obtain error correction. Again,
this follows from the size of the radius e spheres around the codewords.
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Figure 3.16: A robust construction for a single 13-ary decision node using
a perfect Lee code.
Chapter 4
Fault-Tolerance Analysis
When designing new fault-tolerance methods it is important to find ways
to describe the performance and behavior of these systems with different
design parameters. A straightforward approach to evaluating system re-
liability would be to experimentally determine the reliability of a compo-
nent as a function of time [1]. This approach would require testing sev-
eral copies of components that can be too expensive or complex for such
testing procedures. Therefore, it is necessary to describe the behavior of
fault-tolerant systems such as error-correcting decision diagrams with re-
liability modeling techniques.
In [81], Naresky defines reliability as "the ability of an item to perform
a required function under stated conditions for a stated period of time".
The reliability of a system can be described as a function of the reliabil-
ity of a single module or component in the system. Due to the shrinking
size of transistors and nanoscale implementations, the ability to measure
the reliability of a circuit has become necessary. For measuring this re-
liability, several tools have been developed. Among common tools for re-
liability evaluation are matrix-based evaluation methods, where specific
gate-level probabilities are represented as a matrix to compute the error
probability of the whole circuit, e.g., in [55], [58], [85]. Techniques using
probability transfer matrices enable accurate evaluation of reliability for
moderately large circuits. Other analytical approaches use, for example,
Markov chains [50], probabilistic gate models [51], and Boolean difference
calculus [78].
In our approach, we are studying representations of functions instead
of circuit-level implementations, and need to describe the performance of
the method independently of the final implementation. Therefore, instead
of modeling the reliability of error-correcting decision diagrams, we simply
consider probabilities of correct and incorrect outputs with different com-
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binations of nodes performing their functions correctly or incorrectly. This
way the effect of time is discarded, and the probability of correct or incor-
rect outputs with any input combinations can be computed as a function
of the error probability of a single node in the diagram, i.e., the probability
that the output of the node is incorrect. It is reasonable to consider the
probability model already when designing the error-correcting decision di-
agrams. The selection of codes should be done with respect to the desired
technology, since the fault model should fit the realization. For example,
if it is assumed that the logical values can change into any incorrect val-
ues with equal probability, it is reasonable to use codes in the Hamming
metric. When errors of different value have different probabilities, one can
use, for example, codes in the Lee metric. If some parts of the circuit need
more error protection than the rest of the circuit, it is possible to consider
unequal error protection codes, in which some digits are protected against
a greater number of errors than the remaining digits. Suitable codes can
also be designed to fit the utilized technology best.
This chapter is organized into two parts based on the used metric. In
Section 4.1, we describe the probability model for error-correcting decision
diagrams generated with codes in the Hamming metric and compute the
corresponding probabilities for some example diagrams. In Section 4.2,
similar analysis is done for error-correcting decision diagrams generated
with codes in the Lee metric. Due to the differences in the metrics and
the resulting functional differences in the diagrams, the probability mod-
els have to be different. Some of the results in this chapter have been
discussed by the author in [8].
4.1 Probabilities in the Hamming metric
We analyze the performance of error-correcting decision diagrams by de-
termining the probability that the output is correct for any input in the
robust diagrams. This probability is described as a function of the error
probability of a single node in the diagram, i.e., the probability that the
decision of a node is incorrect. In this section, error-correcting decision di-
agrams generated with codes in the Hamming metric are considered. For
concepts and notation of probability theory we refer the reader to [43].
We call decision nodes that make an incorrect decision, i.e., produce a
decision error, faulty nodes. In a traditional non-redundant decision dia-
gram, an incorrect output for the whole system is obtained whenever there
is a faulty node on a path. For error-correcting decision diagrams, the out-
put is still correct even with up to e faulty nodes on a path. For error-
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correcting decision diagrams of particular functions, it is possible that the
correct output is obtained even if incorrect decisions are made in more
than e nodes on a path. However, those correct outputs that are obtained
by chance are treated as incorrect outputs in our analysis. Therefore, the
probability of a correct output can be viewed as a lower bound on the proba-
bility of a correct output. In the general error-correcting decision diagram,
the properties of the code prohibit a correct output when more than e de-
cision errors occur, since each output corresponds to a particular codeword
(information word) and all possible paths leading to it correspond to vec-
tors at distance less or equal to e from it. Recall that for codes that are
not perfect there is the output ∗, which is obtained for outputs that are at
distance e+ 1 or larger from all codewords. The information words are as-
sumed to be uniformly distributed, and each information word generates
a particular path in the diagram. The other paths in the diagram are only
obtained when a decision error occurs.
The performance analysis of binary error-correcting decision diagrams
was discussed by the author, S. Stankovic´, and J. Astola in [13]. For
multiple-valued error-correcting decision diagrams, the probabilities were
formulated by the author, S. Stankovic´, and J. Astola in [14].
We model the non-terminal nodes of an e-error-correcting decision dia-
gram as independent binary random variables µ1, µ2, . . . , µM , where
P{µi = 1} = p (1 means faulty),
P{µi = 0} = 1− p,
for i = 1, 2, . . . ,M , and M is the total number of non-terminal nodes. Notice
that when q > 2 the probability that a node is not faulty is still (1−p). This
simplification is made, since in the Hamming metric, one incorrect decision
is always at distance 1 from the correct value, due to the definition of the
Hamming distance. Therefore, the effect on the total error is always the
same no matter which incorrect output is given from a single node.
Now, let us denote by P1, P2, . . . , PL the subsets of {1, 2, . . . ,M} formed of
the indexes of the non-terminal nodes in all paths from root to the terminal
nodes. In other words, P1, P2, . . . , PL are the distinct paths that remain
when the constant nodes and the edges adjacent to them are removed.
With this notation, we can express the probability that the output of the
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error-correcting decision diagram is correct with any input as
P{output correct for any input}
= P{there are at most e faulty nodes on any path}
= P{max
1≤i≤L
∑
j∈Pi
µj ≤ e}.
Since
max
1≤i≤L
∑
j∈Pi
µj ≤
M∑
j=1
µj, (4.1)
we can write
P{output correct for any input} ≥ P{
M∑
j=1
µj ≤ e}
=
e∑
i=0
(
M
i
)
pi(1− p)M−i.
The output of the function is always correct, if there are at most e faulty
nodes in the diagram, i.e., when the Hamming weight of [µ1, µ2, . . . , µM ] is
≤ e. Therefore, we may write the probability of a correct output as a sum,
where we separate between those cases, where there are at most e faulty
nodes in the whole diagram, and when there are more than e such nodes:
P{output correct for any input}
=
e∑
i=0
(
M
i
)
pi(1− p)M−i +
M∑
i=e+1
αip
i(1− p)M−i, (4.2)
where the coefficient αi is the number of ways to select i faulty nodes so
that there are at most e of them on any path, and depends on the structure
of the error-correcting decision diagram. Hence, for the probability of an
incorrect output for the error-correcting decision diagram we have
P{incorrect output}
= 1−
(
e∑
i=0
(
M
i
)
pi(1− p)M−i +
M∑
i=e+1
αip
i(1− p)M−i
)
= 1−
(
1−
M∑
i=e+1
(
M
i
)
pi(1− p)M−i +
M∑
i=e+1
αip
i(1− p)M−i
)
,
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which can be written in the form:
P{incorrect output} =
M∑
i=e+1
((
M
i
)
− αi
)
pi(1− p)M−i. (4.3)
It is clear that in the expansion of the above equation, the lowest de-
gree term is of degree at least e + 1, i.e., of the form A · pe+1, where A is
some constant. For a non-robust diagram, since a single incorrect decision
causes an incorrect output, the lowest degree term of the error probability
function is always B · p, where B is some constant.
Let us analyze some of the example diagrams given in Section 3.3. Con-
sider the error-correcting BDD for a single node in Figure 3.3, which is con-
structed using the [3, 1] repetition code. To perform the analysis, we need to
list all the possible cases for which there is at most one faulty node on any
path, from which it follows that the output of the diagram is always cor-
rect. The probability of a correct output is given by equation (4.2), where
the term αi has to be determined separately from the diagram. Since there
are 4 non-terminal nodes in the diagram, the first term is (1 − p)4 when
there are no faulty nodes in the diagram, and the second term is 4p(1−p)3.
The third term p2(1− p)2 is when there are exactly two faulty nodes in the
diagram situated after the root node on level 1 of the diagram. Therefore,
we have the probability
(1− p)4 + 4p(1− p)3 + p2(1− p)2
for a correct output with any input. Thus, the probability that the output
of the diagram is incorrect is
p˜ = 1− ((1− p)4 + 4p(1− p)3 + p2(1− p)2) = 5p2 − 6p3 + 2p4. (4.4)
The probability of a correct output 1−p˜ given any input is depicted together
with the probability of a correct output of the non-robust single node deci-
sion diagram given by 1− p in Figure 4.1a.
The probability of a correct output of the error-correcting BDD based
on the [5, 1] repetition code, which corrects two errors, can be obtained in a
similar manner. This probability is depicted together with the error prob-
ability of a non-robust single node decision diagram in Figure 4.1b. Sim-
ilarly, the probability of a correct output of the general error-correcting
decision diagram of 2-variable functions in Figure 3.5 is shown together
with the non-robust decision diagram realizing 2-variable functions (Fig-
ure 4.2). Recall that the probability that a node is faulty is p.
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(a) [3,1] repetition code. (b) [5,1] repetition code.
Figure 4.1: Comparison of the probability of a correct output of non-robust
diagrams and error-correcting binary decision diagrams generated using
repetition codes.
Figure 4.2: Comparison of the probability of a correct output of the non-
robust and the general error-correcting binary decision diagram generated
using the [5, 2] code.
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Instead of mapping a function f into a robust one by some error-correct-
ing code by equation (3.1), it is possible to replace the nodes of the non-
redundant decision diagram representing f by robust structures to obtain
a robust representation for the given function f . Another possibility is to
replace just some of the nodes by robust structures, if it is reasonable to
assume that errors are more likely in some specific parts of the circuit.
For example, consider a decision diagram for some binary function f ,
which has M nodes in its reduced BDD. The error probability function for
this diagram is 1 − (1 − p)M . Now, we can replace each node by the non-
terminal nodes of the error-correcting decision diagram constructed using
the [3, 1] repetition code. This way, we obtain a diagram that has 4M nodes
in total and the error probability function 1 − (1 − p˜)M , where p˜ is from
equation (4.4). The depth of the diagram is now three times the depth of
the non-robust diagram, and for each variable, there are now additional
two input variables. The probability of a correct output of the diagram
with M = 50 nodes is compared to the probability of a correct output of
the obtained diagram representing the same function, where each node is
replaced by the robust structure using [3, 1] repetition code, in Figure 4.3.
Figure 4.3: Comparison of the probability of a correct output of a non-
robust diagram with M = 50 nodes and a robust diagram, where each
node is replaced by the robust structure generated using [3, 1] repetition
code.
Let us analyze some of the multiple-valued decision diagrams of the
previous section. For example, take the diagram in Figure 3.11. In this
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diagram e = 1 and there are in total M = 31 nodes. To determine the
probability, we list all the combinations of nodes for which there is at most
one faulty node on each path. The first terms of the probability function
of a correct output are therefore given by equation (4.2) as (1 − p)31 and
31p(1 − p)30. The following terms can be determined by first considering
all cases with exactly two faulty nodes in the diagram. It is clear that
these faulty nodes can be located on any single level of the diagram, since
each node on a specific level never belongs to the same path as the other
nodes on that level. It is possible for the faulty nodes to be on two different
levels, but in this case we need to make sure that these faulty nodes are
never on the same path. We continue to list all possible cases when there
are exactly 3 faulty nodes, 4 faulty nodes, etc. The last possibility is when
all the 18 nodes on level 3 are faulty. Adding up all these situations gives
us the probability of a correct output. The probability of a correct output
in the robust construction is compared to (1− p)4, which is the probability
of a correct output in the corresponding non-robust diagram in Figure 4.4.
Figure 4.4: The probability of a correct output of the non-robust diagram
and the robust diagram in Figure 3.11 for ternary 2-variable functions.
Now, consider the robust representation of a single quaternary decision
node shown in Figure 3.13. By our assumptions, a single quaternary node
gives the correct output with probability (1 − p), since the probability of a
faulty node is p. In the diagram in Figure 3.13, we have e = 1 and in total
M = 11 decision nodes, therefore the first terms of the probability function
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are given by (1−p)11 and 11p(1−p)10. The following terms are determined in
the same way as above for the ternary diagram. The obtained probability
is compared to (1− p) in Figure 4.5.
Figure 4.5: The probability of a correct output of the non-robust diagram
and the robust diagram in Figure 3.13 for a quaternary decision node.
4.2 Probabilities in the Lee metric
As we analyze the fault-tolerance of error-correcting decision diagrams
constructed using codes in the Lee metric, we have to take into account
that in a decision node, it is possible to make either the correct decision,
an incorrect decision at Lee distance≤ e from the correct value, or an incor-
rect decision at distance > e from the correct value. For example, if e = 3,
it is possible to make 3 incorrect decisions at distance 1, or an incorrect de-
cision at distance 2 and an incorrect decision at distance 1, or one incorrect
decision at distance 3, and still obtain the correct output. Therefore, the
analysis must be modified to make sense for error-correcting decision dia-
grams based on codes in the Lee metric. Probabilities for error-correcting
decision diagrams generated using the Lee metric were discussed by the
author, S. Stankovic´, and J. Astola in [14].
The error-correcting decision diagrams based on codes in the Lee met-
ric are for q-ary logic where the variables are assumed to take values
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0, 1, . . . q − 1. In the following, for simplicity, we assume that q = 2m + 1,
i.e., that q is an odd integer of value ≥ 3.
It is natural to assume that larger errors, i.e., those with larger Lee-
weight, are less likely than smaller errors. For example, depending on the
technology, values within smaller distance from each other can be obtained
with smaller difference in voltage in the circuit level, and it is therefore
more probable that an incorrect value at a smaller distance is obtained.
For instance, if q = 5, it is more likely for a 0 to change into the value 1
than into the value 2, i.e., the error 0 → 1 has a higher probability than
the error 0→ 2.
We model the non-terminal nodes of an error-correcting decision dia-
gram based on an e-error-correcting Lee code as independent random vari-
ables µ1, µ2, . . . , µM , and
P{µi = w} = pw,
where w = 0, 1, 2, . . . ,m, p1 > p2 > · · · > pm > 0, p0 = 1 −
∑m
w=1 pw > 0, and
M is the total number of non-terminal nodes. Thus, µi = w is interpreted
as a fault that causes a decision error of Lee weight w. For example, let
q = 5 and consider the node i. Then µi = 2 is interpreted as decision errors
0→ {3, 2}, 1→ {4, 3}, 2→ {0, 4}, 3→ {1, 0} and 4→ {2, 1}.
Similarly as for the Hamming metric, we denote by P1, P2, . . . , PL the
subsets of {1, 2, . . . ,M} formed of the indexes of the non-terminal nodes in
all paths from root to the terminal nodes.
Again, we may write
P{output correct for any input} = P{max
1≤i≤L
∑
j∈Pi
µj ≤ e},
and due to equation (4.1), we can write
P{output correct for any input} ≥ P{
M∑
j=1
µj ≤ e}.
It is difficult to write explicit formulas even for small values of e, but
for given probabilities p0, p1, . . . , pm and given n and e, we may compute
P{∑Mj=1 µj ≤ e} as follows.
Expand the polynomial
AM(x) = (p0 + p1x+ p2x
2 + · · ·+ pmxm)M
= pM0 + A
(M)
1 x+ A
(M)
2 x
2 + · · ·+ A(M)e xe + · · ·+ pMmxmM .
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Now, denote by BM(x) = pM0 + A
(M)
1 x+ · · ·A(M)e xe. Then,
P{
M∑
j=1
µj ≤ e} = BM(1).
This is because for a diagram having M non-terminal nodes, the coeffi-
cient A(M)i is a sum of all such terms pw0 · · · pws, where w0 ≤ w1 ≤ · · · ≤ ws ≤
m and w0 +w1 + · · ·+ws = i, therefore it corresponds to all combinations of
faulty and not faulty nodes for which the total Lee weight of the error is i.
Notice that by writing AM+1(x) = AM(x)A1(x), we can obtain recursive
formulas for the coefficients A(M)i .
If we simplify the model by assuming that p1 = p, p2 = p2, . . . , pm = pm,
following that p0 = 1 −
∑m
w=1 p
w, then for the case e ≤ m we obtain the
following formula:
P{output correct for any input}
= (1−
m∑
w=1
pw)M +
e∑
s=1
s∑
u=1
(
M
u
)(
s− 1
u− 1
)
ps(1−
m∑
w=1
pw)M−u (4.5)
+
M∑
s=e+1
s∑
u=1
αu,sp
s(1−
m∑
w=1
pw)M−u.
The coefficient
(
M
u
)(
s−1
u−1
)
is the number of ways to select u faulty nodes from
the total M nodes of the diagram, which together produce an incorrect
output at distance s from the correct outputs. This corresponds to first
selecting any u nodes from the total M nodes, which is given by
(
M
u
)
, and
then assigning the size of the error to each node in all possible orders, i.e.,
the number of ways of writing s as a sum of u positive integers, which is
the u-composition of s given by
(
s−1
u−1
)
[102]. The coefficient αu,s depends on
the structure of the diagram.
Let us give some examples. Consider the diagram in Figure 3.15, where
there are in totalM = 6 nodes and e = 1. Since q = 5, an incorrect value can
be at most at distance 2 from the correct value. Assume that p1 = p, p2 = p2.
We compute the probability for a correct output, starting with the terms
(1 − (p + p2))6 and 6p(1 − (p + p2))5. It is clear that the correct output
is obtained even if all the nodes on level 1 give incorrect values within
distance 1 from the correct value, if the output of top level node is correct.
Therefore, the rest of the terms are given by
5∑
k=2
(
5
k
)
pk(1− (p+ p2))6−k.
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The probability of a correct output in the robust construction, denoted by
p˜, is depicted with the probability of a correct output in a single 5-ary node
in Figure 4.6.
Figure 4.6: The probability of a correct output of the non-robust diagram
and the robust diagram for a 5-ary decision node generated using the one-
error-correcting Lee code.
Similarly as for the Hamming metric, instead of generating an error-
correcting decision diagram directly for the given function f , we may con-
struct a robust representation of f by replacing the nodes of a non-robust
decision diagram of f by robust versions of decision nodes. For example,
consider a 5-ary function f having M = 50 nodes in its decision diagram.
It is possible to replace each of these nodes by the robust structure shown
in Figure 3.15 to obtain a robust representation of f . Now, assume that
p1 = p, p2 = p
2, from which it follows that the probability of a correct out-
put of the robust representation of a single node is given above by p˜. Then,
the probability of a correct output of the obtained robust diagram, where
each node is replaced by the robust structure, is given by (1−(1− p˜))50, and
depicted together with the probability of a correct output of the non-robust
diagram in Figure 4.7a.
Similarly, consider a 5-ary function with M = 200 nodes and its robust
representation constructed as above. The probability of a correct output
of the obtained robust diagram is shown together with the probability of a
correct output of the non-robust diagram in Figure 4.7b.
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(a) (b)
Figure 4.7: Comparison of the probability of a correct output of a non-
robust diagram with M = 50 (a) and M = 200 (b) nodes and corresponding
robust diagrams, where each node is replaced by the robust structure gen-
erated using the one-error-correcting Lee code.

Chapter 5
Discussion on Part I
In this chapter, we present some discussion on the proposed methods and
ideas for future work. The goal of the first part was to describe a new
method of designing fault-tolerant logic, which combines error-correcting
codes with decision diagrams to obtain a robust representation for switch-
ing functions. The fault-tolerance of the proposed systems was analyzed by
deriving a probability model describing the probability of a correct output
with any input. The examples of error-correcting decision diagrams were
shown to have a significantly increased probability of a correct output com-
pared to the corresponding diagrams with no error correction. Since the
diagrams give correct outputs with up to e faulty nodes on each path, a
fairly large portion of the nodes can become temporarily or permanently
faulty without affecting the output values.
The chapter is organized as follows. In Section 5.1 we compare the two
metrics that were used in designing error-correcting codes, the Hamming
metric and the Lee metric. In Section 5.2, we discuss how the implementa-
tion cost of the error-correcting decision diagrams depends on the function
and make comparison to the TMR method by an example. In Section 5.3,
we discuss the presented fault-tolerance analysis and its results. Ideas for
future research are presented in Section 5.4.
5.1 Comparison of the used metrics
Consider error-correcting decision diagrams generated using codes in the
Hamming metric. In such diagrams, all lines after a decision node are
equivalent in the sense that whichever incorrect decision is made, the ef-
fect of the decision is the same in terms of error-correction. In the Lee
metric, however, it is possible to make an error of value greater than or
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equal to e in just one decision node, following that error correction is no
longer possible. Therefore, there is a functional difference in the error-
correcting decision diagrams generated with codes in the Lee metric com-
pared to diagrams generated with codes in the Hamming metric. It follows,
that in terms of the number of nodes, the complexity of the diagrams is re-
duced when using codes in the Lee metric. Also, the Lee metric is suitable
for error-correcting decision diagrams, since it is natural to assume that
larger errors are less likely than smaller errors. For example, depend-
ing on the technology, values within smaller distance from each other can
be obtained with smaller difference in voltage in the circuit level, and it
is therefore more probable that an incorrect value at a smaller distance
from the correct value is obtained. The advantages of using the Lee met-
ric instead of the Hamming metric were discussed by the author and S.
Stankovic´ in [10].
Let us look into the required redundancy in error-correcting decision
diagrams for both metrics. For example, there exists a perfect one-error-
correcting code in the Lee metric with n = 12 and k = 10 over F5 [17]. This
code can be constructed similarly as Hamming codes (see, for instance,
[71]) by placing 12 pairwise linearly independent 2-tuples as columns of
the parity check matrix of the code. This code is particularly interesting
in terms of our method, since it introduces only two redundant levels of
non-terminal nodes into the obtained error-correcting decision diagrams.
To obtain the correction of a single error in the Hamming metric, at least
3 redundant levels have to be introduced to the error-correcting decision
diagram. Such a code can be generated by shortening the [31, 28] Hamming
code, but the resulting code is not perfect [47].
To illustrate the required redundancy for both metrics, in Table 5.1 the
parameters of some known Lee codes [17] and corresponding codes in the
Hamming metric with smallest possible length [47] are given.
Table 5.1: The parameters q, d, k and n of some known Lee codes and the
smallest possible length nH of a code with the same parameters q, d, k in
the Hamming metric.
q d k n nH
5 3 10 12 13
5 5 8 12 14
5 15 2 12 18
7 5 3 6 7
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Now, consider the following example. We want to construct a general
error-correcting decision diagram for 7-ary functions of 3 variables, which
corrects 2 errors. To obtain the desired error-correction, an error-correcting
code of dimension 3 with minimum distance 5 is needed. In the Lee metric,
such a code exists with length 6. This code belongs to a class of codes called
the Mazur codes [74]. Denote the number of nodes of the resulting decision
diagram generated using this code by NL.
In the Hamming metric, the shortest error-correcting code of dimension
3 and minimum distance 5 has length 7. Such a code can be constructed
by shortening the constacyclic [8, 4] code generated by x4 + 4x3 + x2 + 3x+ 1
with shift constant 6 [47]. Recall that a cyclic code C is a linear code,
where a circular shift of a codeword gives another codeword of the code, i.e.,
whenever [c0, c1, . . . , cn−1] belongs to C, then [cn−1, c0, . . . , cn−2] also belongs
to C [71]. For a constacyclic code, whenever [c0, c1, . . . , cn−1] belongs to C,
then [acn−1, c0, . . . , cn−2] also belongs to C and a is called the shift constant.
Denote the number of nodes of the resulting decision diagram generated
using this code by NH .
The number of nodes in the resulting diagrams are in Table 5.2. The ta-
ble also shows the number of nodes of the corresponding diagrams, where
maximum likelihood (ML) decoding was used instead of the ∗-output. With
the maximum likelihood decoding, each x ∈ Fnq is decoded to the codeword
c, for which d(x, c) is minimal. In such cases, where there is no unique
such codeword, a greedy method, which decodes the x ∈ Fnq to the first
such non-unique closest codeword, was used.
Table 5.2: The number of nodes in general error-correcting decision dia-
grams for 7-ary 3-variable functions generated using codes of minimum
distance 5.
NL NH NL (ML decoding) NH (ML decoding)
5889 43619 18453 115991
The above example shows the significant difference in the number of
nodes of error-correcting decision diagrams generated with codes in the
Lee and Hamming metrics. Compared to the Lee metric, the general error-
correcting decision diagram of 7-ary 3-variable functions requires more
than 7 times the number of non-terminal nodes when using codes in the
Hamming metric to obtain corresponding error correction.
Maximum likelihood decoding results in an increased number of nodes
for both metrics, since the resulting function is more complicated than
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when the ∗-output is used for all vectors at distance greater than or equal
to 2 from all codewords. Due to the greedy approach, the decoding is
uneven in terms of individual codewords, i.e., such vectors that have no
unique closest codeword are not distributed uniformly over the codewords
in the decoding process.
In terms of implementing error-correcting decision diagrams, in addi-
tion to the number of nodes, there are also other properties to consider. In
diagrams generated using codes in the Lee metric, there are more closely
packed edges in the diagrams, which, depending on the technology, could
be an issue to consider.
5.2 On the cost of the proposed method
The complexity of an error-correcting decision diagram depends on the
metric, the error-correcting code and the given function. The two dia-
grams in Figure 3.8 are both constructed using the [7, 4] Hamming code.
However, the function f7 in Figure 3.8a has 3 times as many non-terminal
nodes as the function f8 in Figure 3.8b. The robust functions have 37 and
12 non-terminal nodes whereas the non-robust diagrams have 9 and 4 non-
terminal nodes, respectively. Studying how the cost of the error-correcting
decision diagram depends on the function is a possible problem for future
research.
In general, it is difficult to compare the cost of the error-correcting deci-
sion diagrams in terms of number of nodes, number of edges and depth to
other methods as these properties always depend on the given code. To il-
lustrate the behavior, let us do some comparison between the TMR method
and the error-correcting decision diagrams in Figure 3.8.
In order to compare the methods we need to construct the TMR layout
for the functions f7 and f8 as a decision diagram. We do this by triplicating
the decision diagram of the given function and connecting the outputs of
these as variables to the decision diagram of the majority voter. Notice that
the BDD of the majority vote function is given in Figure 3.3, and it has 4
non-terminal nodes. In the BDD of the function f7 there are 9 non-terminal
nodes. Hence, in the TMR layout for the function f7 there are in total 31
non-terminal nodes. In the BDD of f8 there are only 4 non-terminal nodes.
However, in the TMR layout there are in total 16 non-terminal nodes.
In Tables 5.3 and 5.4 are the number of nodes N , number of edges E,
and depth D for functions f7 and f8 with the TMR method and the error-
correcting decision diagram constructed with the [7, 4] Hamming code. For
the function f7 the cost is higher in terms of number of nodes and edges in
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the error-correcting decision diagram. For the function f8 the number of
nodes is smaller in the error-correcting decision diagram than in the TMR
method. This shows that the cost of the error-correcting decision diagram
greatly depends on the code that is used and the given function, i.e., on the
complexity of the robust function g. Selecting an optimal code for a given
function in terms of complexity of the resulting error-correcting decision
diagram is another problem for future research.
Table 5.3: Comparison between the cost of TMR and the error-correcting
decision diagram (ECDD) constructed using the binary [7, 4] Hamming
code for the function f7.
Method N E D
TMR 31 62 7
ECDD 37 67 7
Table 5.4: Comparison between the cost of TMR and the error-correcting
decision diagram (ECDD) constructed using the binary [7, 4] Hamming
code for the function f8.
Method N E D
TMR 16 20 7
ECDD 12 24 7
5.3 Discussion on the probability analysis
The analysis in Chapter 4 shows that the probability of incorrect outputs
can be significantly reduced by using error-correcting decision diagrams,
and the extent of the reduction depends on the error-correcting properties
of the code. With traditional non-robust diagrams, a single incorrect deci-
sion causes the output to be incorrect, and the lowest degree term of the
error probability function is always a multiple of p, where p is the error
probability of a single node in the diagram. For robust diagrams based on
codes in the Hamming metric, the lowest degree term is always at least of
degree e+1, i.e., of the form A ·pe+1, where A is some constant. This means
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that even with moderately high gate error probabilities, e.g, 10−2, a robust
construction will have a significantly decreased probability for an incorrect
output. However, there is a trade-off between robustness and complexity
as better error-correcting properties increase the complexity of the design.
Due to the complex structure of error-correcting decision diagrams, in
particular when large functions are considered, computing the exact prob-
abilities can be very time-consuming. The coefficients αi and αu in equa-
tions (4.2) and (4.5) have to be analyzed separately for each diagram, since
each diagram has a different structure, and therefore it is impossible to de-
rive a universal formula for determining these coefficients. While comput-
ing the probabilities for the example diagrams in this chapter, the possi-
bility of using a script, which would go through each combination of faulty
and not faulty nodes in a given error-correcting decision diagram with a
given probability p of a decision error to determine the overall probability
of an incorrect output was considered. However, this exhaustive method
was found to be too heavy even for diagrams generated with the [7, 4] Ham-
ming code.
It was mentioned in the beginning of Chapter 4 that the selection of the
fault model depends on the technology. By considering realizations using
multiplexers, we can relate the well-known probability of correct decoding
[25] to error-correcting decision diagrams. When a switching function rep-
resented by a decision diagram is implemented using multiplexers, each
level of multiplexers that corresponds to one variable has a control line,
which affects the output of each multiplexer on that level [20]. If it is as-
sumed that the faults can only occur in these control lines, the probability
of a correct output directly corresponds to the probability of correct decod-
ing given by
P{correct decoding} =
e∑
i=0
(
n
i
)
pi(1− p)n−i,
where n is the length of the codewords. This is because in the general error-
correcting decision diagram constructed using a [n, k] linear code, there are
in total n levels of non-terminal nodes, following that in the implementa-
tion with multiplexers, the circuit has n control lines. Therefore, there are
always
(
n
i
)
possible combinations of faulty control lines for each i. Clearly,
the probability of a correct output is higher with the above assumptions,
than given by equation (4.2), since M , which is the total number of non-
terminal nodes, is much larger than n. To illustrate this, the probabilities
of a correct output of the error-correcting decision diagrams generated us-
ing repetition codes are depicted in Figure 5.1 with respect to the given
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probability analysis and in terms of correct decoding. Notice that p has a
different meaning in these curves, since for the analysis given in Chapter
4 it equals the error probability of a node and for correct decoding the er-
ror probability of a control line. The illustration shows that the proposed
method is very efficient for this type of a fault model. However, it should
be studied whether this model would be applicable in reality.
(a) [3,1] repetition code. (b) [5,1] repetition code.
Figure 5.1: Comparison of the probability of a correct output of the error-
correcting binary decision diagrams generated using repetition codes with
respect to the given analysis and correct decoding.
5.4 Future work
According to the fault-tolerance analysis, the probability of incorrect out-
puts can be significantly reduced with the method proposed in this thesis.
In the presented analysis, the non-terminal nodes of the error-correcting
decision diagram are assumed to be independent random variables each
having the same probability of incorrect outputs. Depending on the tech-
nology, the possible errors and their probabilities can be very different, and
therefore, there can be several different probability models to consider in
future research. The next step would be to take the method into real life
and determine the reliability of error-correcting decision diagrams by mod-
eling and testing actual implementations. The method should be compared
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to existing fault-tolerance methods in terms of complexity and reliability.
Depending on the fault model, finding suitable codes for given types of
functions is an interesting problem. For example, consider unequal error
protection codes, which protect some parts of the encoded message against
more errors than their error-correction level given by the minimum dis-
tance in the given metric. Such codes could be used in situations, where
some parts of the circuits need higher error protection than others.
In this thesis, the proposed error-correcting decision diagrams are de-
fined with respect to the Shannon expansion rule. Decision diagrams can
also be defined with respect to some other decomposition rule, e.g., the
positive Davio expansion (Reed-Muller expansion), and for some functions
have a smaller number of nodes [20]. These diagrams are called functional
decision diagrams, and were introduced in [57]. Expanding the idea of
error-correcting decision diagrams to functional decision diagrams is in-
teresting for future research. Recently, Polar codes, which are linear codes
that provably achieve channel capacity, i.e., have the highest information
rate R = k
n
at which reliable transmission over the channel is still possi-
ble, were developed [6]. These codes are related to the Reed-Muller ex-
pansion by their method of construction, and could naturally be used to
construct efficient error-correcting decision diagrams defined with respect
to the Reed-Muller expansion.
The idea of error-correcting decision diagrams could be expanded to
cover reversible and quantum logic. Reversible logic is an increasingly im-
portant research field, since it has applications in, for example, low-power
design and quantum computing. Modern logic circuits that are designed
with traditional methods suffer from the increasing miniaturization and
exponential growth in the number of transistors. In such circuits, power
dissipation and heat generation are serious problems. In theory, to obtain
zero power dissipation, the circuits should be information lossless, which
is the case for reversible logic.
Quantum circuits are a model of quantum computation and every quan-
tum operation is inherently reversible. The development of quantum com-
puters is still in its early stages, but in the future, large-scale quantum
computers will be able to solve certain problems much more quickly than
classical computers. A fundamental difference between classical comput-
ing and quantum computing is that quantum algorithms are non-determi-
nistic, i.e., they provide the correct solution only with a certain probabil-
ity. Due to the probabilistic nature of quantum circuits, development of
error-correcting techniques in quantum computers is important. The idea
of error-correcting decision diagrams can be connected to quantum circuits
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as these circuits can be represented using quantum decision diagrams [77].
Since the correct output in an error-correcting decision diagram is obtained
by following more than one path of the diagram, intuitively one would
think that representing quantum circuits using error-correcting decision
diagrams would increase the probability that the quantum algorithm pro-
vides the correct output as there are now more possible "routes" to the
correct value. This is an interesting problem for future research.

Part II
Bounds on the Size of Codes

Chapter 6
Bounds and Schemes
In the first part of this thesis, a method based on combining error-correcting
codes with decision diagrams was presented to introduce fault-tolerance
into logic design. For this method, the properties of the resulting design
depend greatly on the selected code and metric. It was shown in the previ-
ous chapters that with multiple-valued logic, using codes in the Lee met-
ric can be beneficial in terms of complexity of the obtained diagrams, and
when it is assumed that errors at smaller distances from correct values
are more likely than those at a larger distance. Due to the angular na-
ture of the Lee metric, these codes are useful in other such applications in
signal processing and logic design where the nature of errors are of this
kind. However, although these codes have been studied for decades, the
research and literature on Lee codes is not comprehensive, whereas codes
in the more widely used Hamming metric have been studied extensively.
The requirement of altering the geometric model of the Hamming met-
ric to fit codes for non-binary error correction, when smaller errors are
more likely than larger errors, was first discussed in [110]. Shortly after,
the properties of non-binary error-correcting codes were studied by C. Y.
Lee in [62], and Lee codes were introduced for transmission of information
over noisy communication channels. The properties of Lee codes and, in
particular, the existence or nonexistence of perfect codes in the Lee metric
have been studied by numerous authors, for example, in [17] and [46], and
more recently in [5], [41], [42], [53], [54], and [90]. In data transmission,
the Lee metric can be used with phase modulation, since the corrupted
digits of phase-modulated signals are more likely to have only slightly dif-
ferent phase than greatly different phase compared to the original signal
[22]. There have been some more recent applications of Lee codes to, for
example, VLSI decoders, which are discussed in [92] and [113].
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One of the most fundamental problems in coding theory is finding the
largest code (in cardinality) with a given length and minimum distance.
The problem has been studied by several authors, in particular in the
Hamming metric. The most well-known bounds are the Gilbert-Varshamov
bound, Hamming bound, Plotkin bound, Singleton bound and Elias bound,
and these bounds have been formulated for the Lee metric also, although
the expressions are slightly more complicated. The Gilbert-Varshamov
bound gives a lower bound on the size of the code, whereas the rest give
upper bounds. Determining upper bounds on the size of codes makes it
possible to identify optimal codes in the sense that these codes are the
largest possible codes with their given parameters.
In [38], Delsarte introduced association schemes to coding theory to
deal with topics involving the inner distribution of a code. The theory and
applications of association schemes into coding theory have been studied
by numerous authors, and an extensive survey of these is given in [39].
From association schemes arises an important approach to the problem of
determining the upper bound for the size of a code, namely the linear pro-
gramming approach. This approach follows from the association scheme
structure in the Hamming metric [38], [71]. In fact, in the Hamming
metric, the asymptotically best upper bound is the McEliece-Rodemich-
Rumsey-Welch bound, see [75], which is based on the linear programming
approach. This bound gives a substantial improvement to the earlier best
upper bound, which is the Elias bound. The Lee metric also forms an asso-
ciation scheme, although the structure is more complicated. In the Ham-
ming metric, the distance relations between codewords directly define an
association scheme, but this does not happen in the Lee metric. Therefore,
bounds based on linear programming become more complicated in the Lee
metric. The Lee association scheme and linear programming bounds for
Lee codes have been discussed in [18], [100], and [105]. Generalizing to
finite Frobenius rings, the linear programming bound for codes equipped
with homogeneous weight, including the Lee weight on Z4, has been stud-
ied in [33].
This chapter is an introductory chapter to association schemes and
bounds on the size of codes, and is organized in the following way. In
Section 6.1 we review the concept of association schemes, with particular
interest on the Lee scheme, and in Section 6.2, we review the linear pro-
gramming bound for Lee codes. In Section 6.3, we briefly review some of
the most well-known upper bounds in the Lee metric.
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6.1 The Lee scheme
An association scheme is a set with relations defined on it satisfying cer-
tain properties. Association schemes were introduced by Bose and Shi-
mamoto in [29] in statistical design theory and then formulated in the
appropriate algebraic setting by Bose and Mesner in [27]. They have ori-
gin also in group theory and can be traced back to Frobenius’ representa-
tion theory of finite groups [39]. In [38], Delsarte introduced association
schemes to coding theory to deal with topics involving the inner distribu-
tion of a code. Among these topics were finding a universal lower bound on
the size of τ -designs (for more information on τ -designs, see, for instance,
[56]) and finding a universal upper bound on the size of a code with given
minimum distance. The approach led to a linear programming bound, as
it was discovered in [37] and [38] that the MacWilliams transform (which
relates the inner distribution of a linear code with that of its dual code)
of the inner distribution of any code is nonnegative. Following from this
approach, universal bounds for both codes and designs in some association
schemes have been obtained [68], [69]. Different association schemes and
their properties have been investigated by several authors, for example, in
[67] and [107].
An association scheme is a set together with relations defined on it that
satisfy certain properties. The following definitions are given according to
[17], [38], [71]:
Definition 6.1. A symmetric association scheme with n classes consists of
a finite set X together with n+1 relations R0, R1, . . . , Rn defined on X which
satisfy
(i) Each Ri is symmetric: (x, y) ∈ Ri ⇒ (y, x) ∈ Ri.
(ii) For every x, y ∈ X, (x, y) ∈ Ri for exactly one i.
(iii) R0 = {(x, x) | x ∈ X} is the identity relation.
(iv) If (x, y) ∈ Rk, the number of z ∈ X such that (x, z) ∈ Ri and (y, z) ∈ Rj is
a constant cijk depending on i, j, k but not on the particular choice of x and
y.
For example, the Hamming scheme consists of the set of q-ary vectors
of length n and the vectors x,y belong to Ri if their Hamming distance is i.
It can be verified that the above conditions hold for the Hamming scheme.
In order to define the Lee scheme, first we need to define the Lee-
composition of a vector. The Lee-composition l(x) of x ∈ Znq is the vector
l(x) = [l0(x), l1(x), . . . , ls(x)],
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where s = b q
2
c and li(x) is the number of the components of x having Lee
weight i.
Now, consider the q-ary vectors of length n = 1. For this case, the dis-
tance relations define an association scheme in the Lee metric. More for-
mally, let X = Zq and define the relations R0, R1, . . . , Rs, s = b q2c with
(x, y) ∈ Ri ⇔ dL(x, y) = i.
The conditions (i)-(iv) of an association scheme can easily be shown to
be satisfied.
In [38], Delsarte has shown that the extension of any association scheme
is also an association scheme. For n > 1 the Lee scheme is defined as the
Delsarte extension of the one-dimensional Lee scheme and, thus, forms an
association scheme defined as follows. Take two elements x = [x1, . . . , xn],
y = [y1, . . . , yn] of Znq . Let ρt(x,y) be the number of integers i, 1 ≤ i ≤ n such
that (xi, yi) ∈ Rt and define the following (s+ 1)-tuple:
ρ(x,y) = [ρ0(x,y), ρ1(x,y), . . . , ρs(x,y)].
Now ρ(x,y) equals the Lee-composition of the vector x−y. The number
of distinct Lee-compositions is
(
n+s
s
)
.
Let ρ(0) = ρ(x,x) = [n, 0, . . . , 0], i.e., the Lee-composition of the all zero
vector, and denote by ρ(1), . . . , ρ(α), where α =
(
n+s
s
) − 1, the other distinct
Lee-compositions. Let us define the set K0, K1, . . . , Kα of relations on Znq as
follows
(x,y) ∈ Ki ⇔ ρ(x,y) = ρ(i).
In other words, (x,y) ∈ Ki if the Lee-composition of the vector x−y equals
ρ(i).
Now Znq together with the relations Ki form an association scheme of
α + 1 classes. This will be called the Lee scheme.
The relations Ki can be described by their adjacency matrices, i.e., ma-
trices Di with rows and columns labeled by the points of Znq , where
(Di)x,y =
{
1 if (x,y) ∈ Ki,
0 otherwise.
These adjacency matrices generate an associative and commutative al-
gebra A called the Bose-Mesner algebra of the association scheme. A also
has a unique basis of primitive idempotents J0, . . . , Jα, which satisfy
J2i = Ji, i = 0, . . . , α, JiJk = 0, i 6= k,
α∑
i=0
Ji = I.
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We can express the basis D0, . . . , Dα in terms of the idempotent basis as
Dk =
α∑
i=0
pk(i)Ji, k = 0, . . . , α,
where pk(i) are the eigenvalues of Dk.
Let ξ = exp(2pi
√−1
q
). When t = [t0, . . . , ts] and u = [u0, . . . , us] are Lee-
compositions we define the Lee-numbers Lt(u) [17] from
s∏
l=0
(z0 + (ξ
l + ξ−l)z1 + (ξ2l + ξ−2l)z2 + · · ·+ (ξsl + ξ−sl)zs)ul (6.1)
=
∑
t
Lt(u)z
t0
0 · · · ztss , for q = 2s+ 1
and from
s∏
l=0
(z0 + (ξ
l + ξ−l)z1 + (ξ2l + ξ−2l)z2 + · · ·
+(ξ(s−1)l + ξ−(s−1)l)zs−1 + ξslzs)ul (6.2)
=
∑
t
Lt(u)z
t0
0 · · · ztss for q = 2s.
These numbers are the eigenvalues of the above adjacency matrices, and
we can express the basis D0, . . . , Dα in terms of the idempotent basis using
the Lee-numbers. Similarly, we can express the idempotent basis using
the adjacency matrices and the Lee-numbers as
Jk =
1
qn
∑
t
Lk(t)Dt. (6.3)
For more details, see [17], [71].
The Lee-numbers can also be computed as follows. For v such that
l(v) = u [17]:
Lt(u) =
∑
x|l(x)=t
(
n∏
i=1
ξvixi
)
. (6.4)
Consider now the Lee scheme Znq with the relations Kt, indexed accord-
ing to the Lee-compositions. Let C be a nonempty subset of Znq . The inner
distribution of C is the (α + 1) -tuple of rational numbers Bt, where
Bt =
1
|C| |Kt ∩ C
2|. (6.5)
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Now
Bt0 = 1, Bt ≥ 0 and
∑
t
Bt = |C|. (6.6)
For Lee-compositions k
B′k =
1
|C|
∑
t
Lk(t)Bt ≥ 0,
i.e., certain linear combinations of the numbers Bt are nonnegative, which
makes it possible to apply the linear programming bound to Lee codes.
This is because we can write
Bt =
1
|C|wDtw
T ,
where wi = 1 if i ∈ C and wi = 0 if i /∈ C, and substitute this to the
above sum. Then we may express the matrices Dt using the idempotent
basis matrices Jk as in equation (6.3). Due to their idempotency they are
positive-semidefinite matrices. For detailed proofs, see [38], [71].
Let us write for a composition t = [t0, t1, . . . , ts] [17]:[
n
t
]
=
(
n
t
)
2n−t0 for q = 2s+ 1
and [
n
t
]
=
(
n
t
)
2n−t0−ts for q = 2s,
where
(
n
t
)
is the multinomial coefficient, which for nonnegative integers
t1, . . . , tr with m = t1 + · · ·+ tr is defined as(
m
t1, . . . , tr
)
=
(t1 + · · ·+ tr)!
t1! · · · tr! =
m!
t1! · · · tr! .
The value of
[
n
t
]
corresponds to the number of vectors in Znq for which the
Lee-composition is t. Let C be a block code of length n over Zq. The inner
distribution [Bt0 , . . . , Btα ] of C in the corresponding Lee scheme is given by
(6.5). Due to (6.6) and since the eigenvalues of the Lee scheme are given
by the Lee-numbers we have
|C| =
α∑
i=0
Bti , Bt ≥ 0, t ∈ {t0, . . . , tα} (6.7)
and for any k it holds that
α∑
i=1
Lk(ti)Bti ≥ −
[
n
k
]
. (6.8)
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6.2 The linear programming bound
Linear programming is an optimization technique for maximizing or min-
imizing a linear function called the objective function. The constraints of
the optimization problem are also linear and there is an inequality con-
straint x ≥ 0. A typical problem is of the following:
Problem 1. The primal linear programming problem. Choose the real
variables x1, . . . , xs so as to maximize the objective function
s∑
j=1
cjxj
subject to the inequalities
xj ≥ 0, j = 1, . . . , s,
s∑
j=1
aijxj ≥ −bi, i = 1, . . . , n.
A linear problem has an associated problem called the dual problem,
which has as many variables as the primal has constraints, and as many
constraints as there are variables in the primal problem.
Problem 2. The dual linear programming problem. Choose the real vari-
ables u1, . . . , un so as to minimize the objective function
n∑
i=1
uibi
subject to the inequalities
ui ≥ 0, 1 = 1, . . . , n,
n∑
i=1
uiaij ≥ −cj, j = 1, . . . , s.
For further details on the linear programming problem, see, for in-
stance, [79]. Further reading on the linear programming bound for binary
and constant weight codes can be found in [71].
Now, based on the properties of the Lee scheme given in (6.7) we may
formulate the primal linear programming problem for codes in the Lee
metric according to [17]. The approach was first introduced by Delsarte
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in [38]. In the problem, we are maximizing the sum of the coefficients
[Bt0 , . . . , Btα ] of the inner distribution of C, i.e., our objective function is
|C| =
α∑
i=0
Bti ,
and the linear constraints are given by equation (6.8).
Theorem 1. Let B∗t , t ∈ {t1, . . . , tα} be an optimal solution of the linear
programming problem
maximize
α∑
i=1
Bti
Bti ≥ 0, i ∈ I and Bti = 0, i ∈ {1, . . . , α} \ I
α∑
i=1
BtiLk(ti) ≥ −
[
n
k
]
,
for all k running through Lee-compositions,
where I = {i | l(x) = ti ⇒ wL(x) ≥ d}. Then 1 +
∑α
i=1B
∗
ti
is an upper bound
to the size of the code C with the minimum distance d.
The dual problem can be written as follows [17]:
Theorem 2. Let C be a code which has positive components in its inner dis-
tribution for Lee-compositions t0, t1, . . . , ts and let {β∗k} ,k 6= t0 be a feasible
solution of the linear programming problem
minimize
∑
k 6=t0
βk
[
n
k
]
βk ≥ 0∑
k6=t0
βkLk(ti) ≤ −1, i = 1, . . . , s
then 1 +
∑
k 6=t0 β
∗
k
[
n
k
]
is an upper bound on the size of C.
Using the linear programming approach, the asymptotically best upper
bound for the Hamming metric has been formulated in [75]. Due to the
complexity of the problem in the Lee metric it seems that formulating sim-
ple expressions for a bound based on the linear programming approach is
not possible. The approach has also been used for special cases of codes to
obtain upper bounds, e.g., for permutation codes in [106].
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6.3 Upper bounds on the size of a code
Let us briefly review some of the most well-known upper bounds formu-
lated for the Lee metric. The formulations are according to [17].
The Hamming bound
The simplest upper bound for the size of a code is the Hamming bound,
also called the volume bound or the sphere-packing bound, which states
that the total volume of the radius e spheres around codewords of a code
with minimum distance 2e + 1 is at most the volume of the entire space,
i.e.,
|C| ≤ q
n
VL(n, e, q)
,
where VL(n, e, q) is the volume of the Lee-sphere,
VL(n, e, 2s) =
b e
s
c∑
i=0
(−1)i
(
n
i
)
V (n, e− si),
VL(n, e, 2s+ 1) =
e∑
i=0
(
n+ 1
i
) b es c∑
j=0
(−2)j
(
n
j
)(
n− j
e− j(s+ 1)− i
)
,
and
VL(n, e) =
e∑
i=0
2i
(
n
i
)(
e
i
)
.
Codes that meet the Hamming bound are perfect codes.
The Plotkin bound
The Plotkin bound was obtained with respect to the Hamming weight by
Plotkin in [87] and is based on the observation that the minimum dis-
tance between any pair of codewords cannot exceed the average distance
between all pairs of codewords. The bound was proved for the Lee metric in
[114]. The Plotkin bound is better formulated as a bound on the minimum
distance instead of the cardinality as
dL(C) ≤ Dn
1− |C|−1 ,
where
D =
{
q2−1
4q
for odd q,
q
4
for even q.
(6.9)
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The Singleton bound
The Singleton bound was formulated for the Hamming metric in [99]. We
give the bound for linear codes, but it can also be formulated for non-linear
codes. It is based on the observation that the minimum distance of a code
cannot be greater than the minimum distance of any of its subcodes. For
the Lee metric, the bound may be formulated for the minimum distance as
dL(C) ≤ (n− logq |C|+ 1)
q
q − 1D,
where D is given in (6.9).
The Elias bound
Before the improvement introduced by the linear programming approach
to obtain the McEliece-Rodemich-Rumsey-Welch bound in [75], the Elias
bound was the tightest known bound in the Hamming metric. It was dis-
covered independently by Elias in his unpublished notes and Bassalygo in
[21]. The bound basically combines the Hamming bound and the Plotkin
bound to obtain a stronger bound for medium rates, since the Hamming
bound is tight at high rates and the Plotkin bound is tight at low rates.
For the Lee metric, we give two formulations of this bound. The first one,
presented by Berlekamp in [22], is strong for small alphabets but weak for
large alphabets (compared to the minimum distance). It states that for a
code C there exists a Lee-sphere SL(a, e) = {x ∈ R | dL(a,x) ≤ e}, which
contains at least
VL(n, e, q) · qlogq |C|−n
codewords. Since the Lee metric is translation invariant, we may assume
that a = 0.
The second one, formulated by J. Astola in [19] is strong also for large
alphabets but slightly weaker for small alphabets. It states that if there
are K codewords in SL(a, e), then the distance between some pair of these
codewords is at most
e(2− e
nD
)
K
K − 1 ,
where D is given in (6.9).
Chapter 7
The Linear Programming
Bound for Linear Lee Codes
In this chapter, we introduce one of the most important results of the sec-
ond part of the thesis, i.e., a sharpening on the linear programming bound
for linear Lee codes. In the Hamming metric, multiplying codewords by a
constant does not change the weight of the codewords. However, in the Lee
metric, multiplication typically changes the Lee-composition of the code-
word and so also usually the Lee weight. With linear codes, since they are
linear subspaces of vector spaces, all the multiplied versions of any code-
word also belong to the code. An important observation is that there must
be as many codewords having the Lee-composition of a given codeword x
as there are codewords having the Lee-composition of rx that is obtained
by multiplication of the given codeword x by some constant r. This fol-
lows from the action of the multiplicative group of the field Fq on the set
of Lee-compositions of the scheme. Therefore, we get additional equality
constraints between the coefficients of the inner distribution in the linear
programming problem. Also, we can reduce the complexity of the prob-
lem since some coefficients can be assigned to zero as a result of the above
observation.
Furthermore, for a linear code, the linear transformation of the distri-
bution vector by the second eigenmatrix of the scheme gives the distribu-
tion vector of the dual code. As it is also linear, the above observations
also give constraints for the transformed vector, which turn out be equiv-
alent to the constraints given by the linearity of the code. By introducing
these equalities, we obtain a tighter bound for linear codes in the Lee met-
ric. This sharpening of the linear programming bound is somewhat similar
in nature to the improvement introduced in [24], where the bound is im-
proved by replacing a constraint of the problem by a stronger condition. In
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our case, we introduce additional constraints to the problem, which gives
a tighter bound.
This chapter is organized in the following way. First, in Section 7.1,
we inspect the relationship between the set of codewords and the set of
compositions as codewords are multiplied. In Section 7.2, the sharpened
linear programming bound for linear Lee codes is formulated. In Section
7.3, we study some properties of certain sums of Lee-compositions. The
sharpening can be formulated in terms of the dual code also, which is done
in Section 7.4. Finally, in Section 7.5, we formulate the theory behind the
sharpening in terms of the action of the multiplicative group of the field Fq
on the set of Lee-compositions of the scheme, and see how we can utilize the
theory of group actions in the study of the linear programming problem.
7.1 Lee-compositions of linear codes
For simplicity, we let q be prime, Fnq = {x | xi ∈ Fq, i = 0, . . . , n − 1}. The
derivations for non-prime q are essentially more complex, and an interest-
ing topic for future research. Let C ⊆ Fnq be a linear code. For a linear
code, if x ∈ C, then rx ∈ C for all r ∈ {0, . . . , q − 1}. Denote by Ct the set of
codewords having the Lee-composition t.
Let us first examine how to obtain the Lee-composition of the vector
rx from the Lee-composition of the vector x. The vector x has the Lee-
composition
l(x) = [l0(x), l1(x), . . . , ls(x)].
The Lee-composition of the vector rx is clearly a permutation of the Lee-
composition l(x), since rx contains the same number of elements equal to
rxi as the vector x contains elements equal to xi. Clearly l0(rx) = l0(x) if
r 6= 0 and l0(rx) = n if r = 0. For r 6= 0 and i 6= 0,
li(rx) = |{j | rxj ≡ i or q − i mod q}|.
Thus, the Lee-composition of the vector rx is
l(rx) = [lpir(0)(x), lpir(1)(x), . . . , lpir(s)(x)],
where
pir(i) = |k| such that rk ≡ i mod q and − s ≤ k ≤ s.
Now, we introduce the following Lemma:
Lemma 1. Given any Lee-composition t and any integer r ∈ {1, . . . , q − 1},
define the Lee-composition u = [t0, tpir(1), . . . , tpir(s)]. For any linear code the
sets Ct and Cu have equal cardinalities.
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Proof. First, any x1 ∈ Ct has one corresponding element rx1 ∈ Cu. Also,
every two distinct codewords in Ct correspond to two distinct elements in
Cu, since rx1 6= rx2 if x1 6= x2. Finally, every codeword in Cu corresponds
to one codeword in Ct, since for any y ∈ Cu, we may take r−1 such that
r−1r ≡ 1 mod q and r−1y will belong to Ct.
The cardinalities of the sets Ct correspond to the coefficients of the in-
ner distribution of the code C. Since there are equalities between these
cardinalities, we get additional equality constraints in the linear program-
ming problem for linear Lee codes.
Let us denote by τ(t) the mapping that maps the Lee-composition t into
the set of Lee-compositions, which are obtained from t by multiplication of
vectors having the Lee-composition t by all r ∈ {1, . . . , q − 1}. Then,
τ(t) = {[tpir(0)(x), tpir(1)(x), . . . , tpir(s)(x)] | t = l(x), pir(i) = |k|,
kr ≡ i mod q,−s ≤ k ≤ s, 1 ≤ r ≤ q − 1}. (7.1)
Let us look at an example on the equalities between different weight
coefficients. Take the linear [3, 2]-code over F7 with the generator matrix
G =
[
1 0 2
0 1 4
]
.
The codewords of the code are
[0, 0, 0], [0, 1, 4], [0, 2, 1], [0, 3, 5], [0, 4, 2], [0, 5, 6], [0, 6, 3],
[1, 0, 2], [1, 1, 6], [1, 2, 3], [1, 3, 0], [1, 4, 4], [1, 5, 1], [1, 6, 5],
[2, 0, 4], [2, 1, 1], [2, 2, 5], [2, 3, 2], [2, 4, 6], [2, 5, 3], [2, 6, 0],
[3, 0, 6], [3, 1, 3], [3, 2, 0], [3, 3, 4], [3, 4, 1], [3, 5, 5], [3, 6, 2],
[4, 0, 1], [4, 1, 5], [4, 2, 2], [4, 3, 6], [4, 4, 3], [4, 5, 0], [4, 6, 4],
[5, 0, 3], [5, 1, 0], [5, 2, 4], [5, 3, 1], [5, 4, 5], [5, 5, 2], [5, 6, 6],
[6, 0, 5], [6, 1, 2], [6, 2, 6], [6, 3, 3], [6, 4, 0], [6, 5, 4], [6, 6, 1].
The different Lee-compositions of the codewords are
[3, 0, 0, 0], [1, 1, 1, 0], [1, 1, 0, 1], [1, 0, 1, 1], [0, 3, 0, 0], [0, 2, 1, 0],
[0, 1, 1, 1], [0, 1, 0, 2], [0, 0, 3, 0], [0, 0, 2, 1], [0, 0, 0, 3].
Let us take, for example, the second Lee-composition [1, 1, 1, 0]. There
are 6 codewords having this Lee-composition, [0, 2, 1], [0, 5, 6], [1, 0, 2], [2, 6, 0],
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[5, 1, 0] and [6, 0, 5]. Therefore, the coefficient of the inner distribution cor-
responding to the Lee-composition [1, 1, 1, 0] is 6. If we multiply these vec-
tors by 2, we get the codewords [0, 4, 2], [0, 3, 5], [2, 0, 4], [4, 5, 0], [3, 2, 0] and
[5, 0, 3], i.e., all such codewords, which have the Lee-composition [1, 0, 1, 1].
Similarly, by multiplying with other possible values in F7\{0} we obtain
sets of codewords that always correspond to a certain Lee-composition.
In Table 7.1, the Lee-compositions ti of the code are listed together with
the coefficients of the inner distribution Bti. For each composition, the ta-
ble shows also the set τ(ti) of those Lee-compositions that are obtained
from the vectors having the Lee-composition ti by multiplying them by the
elements of F7\{0}. In the right-most column, it also shows the set Bτ(ti)
of those coefficients of the inner distribution, which are equal to Bti under
the transformations following from the linearity of the code, i.e., the coef-
ficients of the inner distribution corresponding to such Lee-compositions,
which are obtained from the Lee-compositions ti by the mapping τ(ti). The
Lee-compositions are indexed based on the lexicographic order of all Lee-
compositions for F37.
Table 7.1: The Lee-compositions ti, the coefficients Bti and the set τ(ti)
of the [3, 2]-code over F7. The Lee-compositions are indexed based on the
lexicographic order of all Lee-compositions for F37.
i ti Bti τ(ti) Bτ(ti)
0 (3,0,0,0) 1 {t0} {Bt0}
5 (1,1,1,0) 6 {t5, t6, t8} {Bt5 , Bt6 , Bt8}
6 (1,1,0,1) 6 {t5, t6, t8} {Bt5 , Bt6 , Bt8}
8 (1,0,1,1) 6 {t5, t6, t8} {Bt5 , Bt6 , Bt8}
10 (0,3,0,0) 2 {t10, t16, t19} {Bt10 , Bt16 , Bt19}
11 (0,2,1,0) 6 {t11, t15, t17} {Bt11 , Bt15 , Bt17}
14 (0,1,1,1) 6 {t14} {Bt14}
15 (0,1,0,2) 6 {t11, t15, t17} {Bt11 , Bt15 , Bt17}
16 (0,0,3,0) 2 {t10, t16, t19} {Bt10 , Bt16 , Bt19}
17 (0,0,2,1) 6 {t11, t15, t17} {Bt11 , Bt15 , Bt17}
19 (0,0,0,3) 2 {t10, t16, t19} {Bt10 , Bt16 , Bt19}
In the above example we show the behavior of the Lee-compositions in
the subspace defined by the given code, but the sets τ(ti) can similarly be
determined for the whole space.
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7.2 The sharpened bound
We may now formulate the linear programming problem for linear Lee
codes by introducing additional equality constraints to the problem in The-
orem 1:
Theorem 3. Let B∗t , t ∈ {t1, . . . , tα} be an optimal solution of the linear
programming problem
maximize
α∑
i=1
Bti
Bti ≥ 0, i ∈ I and Bti = 0, i ∈ {1, . . . , α} \ I
Bti = Btj for all tj ∈ τ(ti)
α∑
i=1
BtiLk(ti) ≥ −
[
n
k
]
, (7.2)
for all k running through Lee-compositions,
where I = {i | l(x) = ti ⇒ wL(x) ≥ d}, i.e., the indices of those Lee-
compositions corresponding to vectors of Lee weight ≥ d. Then 1 +∑αi=1B∗ti
is an upper bound to the size of the code C with the minimum distance d.
The above sharpening of the linear programming bound was introduced
by the author and I. Tabus in [16].
7.3 Properties of certain sums of
Lee-numbers
In this section we study certain sums of Lee-numbers, where the Lee-
numbers are taken over Lee-compositions belonging to a given τ . We show
that this type of a sum is rational as opposed to the Lee-numbers, which
in many cases are irrational numbers, and that it satisfies certain equal-
ity constraints. This will be used in Chapter 9.2, where a more compact
version of the linear programming problem is introduced.
Since the values of the coefficients of the inner distribution are equal
for all compositions in τ(ti), we will have sums of the form
Bti(Lk(ti1) + Lk(ti2) + · · ·+ Lk(tiu))
in the last inequality of the problem. Therefore, for each coefficient Bti we
are computing a sum of Lee-numbers, where the Lee-numbers are taken
over the Lee-compositions belonging to τ(ti).
Let us introduce the following lemma.
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Lemma 2. Let τ(ti) = {ti1 , . . . , tiu}. Then the sum
Lk(ti1) + Lk(ti2) + · · ·+ Lk(tiu), (7.3)
is a rational number.
Proof. First, we want to change each term Lk(ti) into Lti(k). There is the
following relationship between the Lee-numbers Lk(t) and Lt(k) [17]:[
n
t
]
Lk(t) =
[
n
k
]
Lt(k). (7.4)
Hence, we can write (7.3) as[
n
k
]
/
[
n
ti1
]
Lti1 (k) +
[
n
k
]
/
[
n
ti2
]
Lti2 (k) + · · ·+
[
n
k
]
/
[
n
tiu
]
Ltiu (k).
Now, we notice that since all ti belong to the same τ , they are permutations
of each other. This means that the coefficients
[
n
ti
]
are all equal and (7.3)
takes the form [
n
k
]
/
[
n
ti1
]
(Lti1 (k) + Lti2 (k) + · · ·+ Ltiu (k)),
where
[
n
k
]
/
[
n
ti1
]
= 1 if k ∈ τ(ti), and a rational number otherwise.
Now, using equation (6.4), we can write the sum in parentheses above
as
Lti1 (k) + Lti2 (k) + · · ·+ Ltiu (k)
=
∑
x|l(x)=ti1
(
n∏
i=1
ξvixi
)
+
∑
x|l(x)=ti2
(
n∏
i=1
ξvixi
)
+ · · ·+
∑
x|l(x)=tiu
(
n∏
i=1
ξvixi
)
(7.5)
where u is the cardinality of τ(ti) and l(v) = k.
Since the Lee-numbers Lti(k) correspond to compositions according to
τ , then for each vector x, in (7.5) are also included all the vectors rx, where
r ∈ {1, . . . , q − 1}. Also, each vector can only have one Lee-composition and
thus appear in only one of the sums in (7.5).
We may now rearrange and group the terms in (7.5) as(
ξv·x1 + ξv·2x1 + · · ·+ ξv·(q−1)x1)+ (ξv·x2 + ξv·2x2 + · · ·+ ξv·(q−1)x2)+ · · ·
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This forms a partition of the set of vectors having a Lee-composition in
τ(ti), since the relation R defined as (x,y) ∈ Rx iff x = ry, r ∈ {1, . . . , q− 1}
is clearly an equivalence relation.
Therefore, we can group the sum into m parts, each having q− 1 terms.
We now take one such part:
ξv·xi + ξv·2xi + · · ·+ ξv·(q−1)xi ,
and write it as
ξv·xi + ξ2(v·xi) + · · ·+ ξ(q−1)(v·xi).
If v · xi = 0 it equals q − 1, otherwise, we have a sum of the form
ξ + ξ2 + · · ·+ ξq−1 = −1.
So (7.5) is a sum of the form m1(q − 1) + m2(−1), where m1 and m2 are
integers ≥ 0 such that m = m1 +m2.
Experimentally we observe that the sum in (7.3) seems to in fact be
an integer, and showing this would be an interesting problem for future
research.
Furthermore, we notice that when we look at the sums
Lki1 (ti1) + Lki1 (ti2) + · · ·+ Lki1 (tiu),
Lki2 (ti1) + Lki2 (ti2) + · · ·+ Lki2 (tiu),...
Lkiu′
(ti1) + Lkiu′
(ti2) + · · ·+ Lkiu′ (tiu),
(7.6)
where u is the cardinality of τ(ti) and u′ is the cardinality of τ(ki), they all
turn out be equal.
Lemma 3. For ti1 , . . . , tiu ∈ τ(ti) and ki,ki′ ∈ τ(ki),
Lki(ti1) + Lki(ti2) + · · ·+ Lki(tiu) = Lki′ (ti1) + Lki′ (ti2) + · · ·+ Lki′ (tiu).
Proof. First, we transform these sums using (7.4) into sums of the follow-
ing form [
n
ki
]
/
[
n
ti1
]
(Lti1 (ki) + Lti2 (ki) + · · ·+ Ltiu (ki)),[
n
ki′
]
/
[
n
ti1
]
(Lti1 (ki′) + Lti2 (ki′) + · · ·+ Ltiu (ki′)).
Now we notice that since the Lee-compositions ki and ki′ both belong
to τ(ki), the coefficients in front of the sums are all equal. What remains
82 CHAPTER 7. BOUNDS FOR LINEAR LEE CODES
to show is that the sums (Lti1 (ki) + Lti2 (ki) + · · ·+ Ltiu (ki)) and (Lti1 (ki′) +
Lti2 (ki′) + · · · + Ltiu (ki′)) are equal. To show this, we rearrange both sums
as we did in the previous proof to obtain sums of the following form. For
the first sum we have
(ξv·x1 + ξ2(v·x1) + · · ·+ ξ(q−1)v·x1) + (ξv·x2 + ξ2(v·x2) + · · ·+ ξ(q−1)v·x2) + · · · ,
where l(v) = ki and l(xi) = ti.
Now, since the Lee-compositions ki and ki′ belong to τ(ki), we obtain the
vectors having the Lee-composition ki′ from the vectors having the Lee-
composition ki by multiplication by some r. Therefore, for the second sum
we have
(ξrv·x1 + ξr2(v·x1) + · · ·+ ξr(q−1)v·x1) + (ξrv·x2 + ξr2(v·x2) + · · ·+ ξr(q−1)v·x2) + · · · .
Now
ξv·xi + ξ2(v·xi) + · · ·+ ξ(q−1)v·xi = ξrv·xi + ξr2(v·xi) + · · ·+ ξr(q−1)v·xi ,
since if v ·xi = 0, they are both equal to q− 1, and otherwise each exponent
is distinct. Therefore, the sums are equal.
These properties of the sums of Lee-numbers for a given τ can be used
when solving the linear programming problem, and the computations can
also be performed using only integers. In Section 9.2, we introduce a more
compact version of the problem based on these properties.
7.4 The sharpened bound using dual codes
Using a well-known result consisting of the MacWilliams identities we
may introduce a constraint to the linear programming problem based on
a relationship between the inner distributions of a code and its dual. The
resulting linear programming problem with this new constraint will turn
out to be equivalent to the linear programming problem in Theorem 3. Us-
ing the MacWilliams identities, the coefficients of the inner distribution of
the dual of a code are obtained by a transformation of the coefficients of
the inner distribution of the original code. For example, for binary linear
codes the identities state that
WC⊥(x, y) =
1
|C|WC(x+ y, x− y),
where WC(x, y) and WC⊥(x, y) are the weight enumerators of the code and
its dual, which specify the number of codewords of each possible Hamming
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weight. Similarly, the slightly more complicated Lee enumerators of a code
and its dual can be obtained from each other by a similar transform, which
is the basis for the next result. For further reading on weight enumerators
and the MacWilliams identities, see, for instance [71].
We may now formulate more equality constraints, which follow from
the connections between certain Lee-compositions in the dual code. Now,
as shown in [71],
βk =
1
|C|
α∑
i=0
Lk(ti)Bti , (7.7)
where βk is a coefficient of the inner distribution of the dual code. Since the
dual code is linear, some of these coefficients must be equal to each other,
i.e., for some u 6= v, βku = βkv . Hence, we may write
βku =
1
|C|
α∑
i=0
Lku(ti)Bti =
1
|C|
α∑
i=0
Lkv(ti)Bti = βkv .
We get the equality constraints
α∑
i=0
Lku(ti)Bti −
α∑
i=0
Lkv(ti)Bti =
α∑
i=0
(Lku(ti)− Lkv(ti))Bti = 0.
Now, we may formulate the linear programming problem for linear Lee
codes with the equality constraints given by the dual code:
Theorem 4. Let B∗t , t ∈ {t1, . . . , tα} be an optimal solution of the linear
programming problem
maximize
α∑
i=1
Bti
Bti ≥ 0, i ∈ I and Bti = 0, i ∈ {1, . . . , α} \ I
α∑
i=1
BtiLk(ti) ≥ −
[
n
k
]
, (7.8)
for all k running through Lee-compositions,
α∑
i=0
Bti(Lku(ti)− Lkv(ti)) = 0 for all kv ∈ τ(ku),
where I = {i | l(x) = ti ⇒ wL(x) ≥ d}. Then 1 +
∑α
i=1B
∗
ti
is an upper bound
to the size of the code C with the minimum distance d.
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Theorem 5. The problems in theorems 3 and 4 are equivalent.
Proof. Rearrange the indices of Lee-compositions so that in the sequence
t0, . . . , tα the compositions τ(t) for which the coefficients Bt are constrained
to have the same cardinalities will be in consecutive order. Thus the valid
solutions by the equality constraints given in Theorem 3 will be of the form

Bt0
Bt1
...
Btα
 =

1 0 0 0 · · · 0
0 1 0 0 · · · 0
...
...
...
... · · · ...
0 1 0 0 · · · 0
0 0 1 0 · · · 0
...
...
...
... · · · ...
. . .
0 0 0 0 · · · 1


γ0
γ1
...
γκ

B = Aγ,
where the matrix A has κ + 1 blocks, each having as many rows as there
are elements in the corresponding set τ(ti).
By (7.7), for any linear code
β =
1
|C|ΥB,
where B and β are the inner distributions of the code and its dual code and
Υ is the matrix containing the Lee-numbers with [Υ]k,t = Lk(t).
Since B = Aγ and β = Aγ ′, we may write
Aγ ′ =
1
|C|ΥAγ. (7.9)
Now, we want to show that the above equation holds for any arbitrary
γ in order to show the two problems equivalent. In other words, we want
to show that the transformation of any vector of the form Aγ by the Lee-
numbers Υ is a vector of the form Aγ ′.
Construct a linear code in Fnq by taking a generator matrix having just
one vector with a Lee-composition ti. The code has an inner distribution
with nonzero values at position Bt0 and positions Btu, tu ∈ τ(ti). Hence, we
obtain a vector γi with two nonzero values (with one nonzero value for the
code having just the all-zero vector). Continue by taking another vector
having a Lee-composition tj 6∈ τ(ti) as a generator matrix. Continue in
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such a way, for each Lee-composition not included in the previous sets τ ,
so that we obtain κ+ 1 linearly independent vectors γ0, . . . ,γκ.
Any arbitrary vector γ can now be obtained as a linear combination of
the linearly independent vectors γ0, . . . ,γκ, i.e., we may take γ = a0γ0 +
· · ·+ aκγκ. Since, the vectors γ0, . . . ,γκ are those of linear codes, the equal-
ity in (7.9) holds for them, i.e., we have for each γi,
Aγ ′i =
1
|C|ΥAγi. (7.10)
We may then write
a0 ·Aγ ′0 + · · ·+ aκ ·Aγ ′κ = a0 ·
1
|C|ΥAγ0 + · · ·+ aκ ·
1
|C|ΥAγκ
A · (a0γ ′0 + · · ·+ aκγ ′κ) =
1
|C|ΥA · (a0γ0 + · · ·+ aκγκ)
Aγ ′ =
1
|C|ΥAγ.
It remains to show that given any arbitrary Aγ ′, the equation (7.9)
holds. We may construct γ ′ similarly as a linear combination of linearly
independent vectors γ ′0, . . . ,γ ′κ constructed as the vectors γ0, . . . ,γκ above.
Hence, we may take γ ′ = b0γ ′0 + · · · + bκγ ′κ. Again, for each γ ′i we have
(7.10), and we may thus conclude using the above reasoning that the the
equation (7.9) holds.
7.5 The group action
The relationships in Section 7.1 can be formulated in terms of a group
action. Recall that if G is a group and X is a set, then a group action ϕ of
G on X is a function
ϕ : G×X → X
that satisfies the following conditions for all x ∈ X:
1. ϕ(e, x) = x, where e is the identity element of G (identity).
2. ϕ(g, ϕ(h, x)) = ϕ(gh, x) for all g, h ∈ G (compatibility).
The group G is called a transformation group and X is called a G-set.
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7.5.1 The action on the Lee-compositions of the
scheme
Now, let us define the action of the multiplicative group of Fq, where q
is prime, on the set {ρ(0), . . . , ρ(α)} of Lee-compositions of the scheme as
follows. Denote by F∗q the multiplicative group of the field Fq.
ϕ : F∗q × {ρ(0), . . . , ρ(α)} → {ρ(0), . . . , ρ(α)},
where
ϕ(r, ρ(i)) = [ρ
(i)
0 , ρ
(i)
pir(1)
, . . . , ρ(i)pir(s) ] = ρ
(j),
where
pir(l) = |k| such that rk ≡ l mod q and − s ≤ k ≤ s, r ∈ F∗q.
Let us show that the above function ϕ is in fact a group action. Clearly
the identity property is satisfied as
ϕ(1, ρ(i)) = [ρ
(i)
0 , ρ
(i)
1 , . . . , ρ
(i)
s ] = ρ
(i).
The compatibility property requires that ϕ(r1, ϕ(r2, ρ(i))) = ϕ(r1 · r2, ρ(i)),
where r1, r2 ∈ F∗q. Let us write
ϕ(r2, ρ
(i)) = [ρ
(i)
0 , ρ
(i)
pir2(1)
, . . . , ρ(i)pir2(s)
].
Then,
ϕ(r1, (ϕ(r2, ρ
(i))) = [ρ
(i)
0 , ρ
(i)
pir1(pir2(1)
)
, . . . , ρ(i)pir1(pir2(s))
].
Now,
ϕ(r1 · r2, ρ(i)) = [ρ(i)0 , ρ(i)pir1·r2(1) , . . . , ρ
(i)
pir1·r2(s)
].
Therefore, we need to show that pir1(pir2(l)) = pir1·r2(l).
Now,
pir2(l) = |k1| such that r2k1 ≡ l mod q, −s ≤ k1 ≤ s,
pir1(pir2(l)) = |k2| such that r1k2 ≡ |k1| mod q, −s ≤ k2 ≤ s,
pir1r2(l) = |k3| such that r1r2k3 ≡ l mod q, −s ≤ k3 ≤ s.
We need to prove that |k2| = |k3|.
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Proof. We have two cases. If 1 ≤ k1 ≤ s we have
r1k2 ≡ k1 mod q ⇒ r2k1r1k2 ≡ k1l mod q ⇒ r2r1k2 ≡ l mod q,
and since q is prime and −s ≤ k2, k3 ≤ s it must be that k2 = k3.
If −s ≤ k1 < 0 we have
r1k2 ≡ −k1 mod q ⇒ r2k1r1k2 ≡ −k1l mod q ⇒ r2r1(−k2) ≡ l mod q,
and since q is prime and −s ≤ k2, k3 ≤ s it must be that |k2| = |k3|.
The action of F∗q on the set of Lee-compositions of the scheme partitions
the set into equivalence classes, which are called orbits. So, the orbit of an
element ρ(i) is
Orb(ρ(i)) = {ϕ(r, ρ(i)) : r ∈ F∗q}.
Clearly there is a correspondence between τ(ti) of Section 7.1 and the or-
bits Orb(ρ(i)).
Now, we have the following lemma, which is a counterpart of the Lemma
1 in Section 7.1, and can be proved using similar arguments. Denote by
Cρ(i) the set of codewords having the Lee-composition ρ(i).
Lemma 4. The cardinality of the set Cρ(i) is equivalent to the cardinality of
the set Cρ(j) if the Lee-composition ρ(j) belongs to the orbit Orb(ρ(i)).
7.5.2 Studying the orbits
We may further study the group action and the orbits using the orbit-
counting theorem, which is sometimes called Burnside’s Lemma, although
it was discovered independently by Cauchy and Frobenius prior to Burn-
side, who quotes it in [32]. The lemma states that the number of orbits,
denoted by |X/G| can be computed as
|X/G| = 1|G|
∑
q∈G
|Xg|,
where Xg is the set of elements fixed by G under the group action. In other
words, the number of orbits is the average number of points in X fixed by
an element g ∈ G under the group action.
In terms of the linear programming problem, when restricting the ac-
tion to the Lee-compositions of the code, the number of orbits corresponds
to the number of different coefficients in the inner distribution of the code.
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Therefore, the number of orbits tells us about the complexity of the opti-
mization problem. The fixed points for each r ∈ F∗q are those Lee-composi-
tions that are unchanged by the group action, i.e., those Lee-compositions
that correspond to codewords whose Lee-compositions remain the same
when the codeword is multiplied by r.
For example, consider the the linear [3, 2]-code over F7 in the example
of Section 7.1. In Table 7.1, the sets τ(ti) correspond to the orbits of the
code. There are 5 different sets, which means that there are 5 orbits. Let
us calculate the number of orbits using Burnside’s Lemma.
Denote by Cl the set of Lee-compositions of the code. For the first ele-
ment r = 1, the whole set of compositions is fixed, i.e., |C1l | = 11. For the
element 2, only the compositions (3, 0, 0, 0) and (0, 1, 1, 1) are fixed. Simi-
larly, for the elements 3, 4, 5 only the above two compositions are fixed. For
the element 6, all the compositions of the code are fixed. Therefore,
|Cl/F∗q| =
1
6
(11 + 2 + 2 + 2 + 2 + 11) =
30
6
= 5.
The number of fixed points comes from the subgroup structure of the
multiplicative group of Fq. For q = 7, determining the fixed points is easy as
(q− 1)/2 is a prime number. When (q− 1)/2 is prime, for a Lee-composition
to be fixed for any other r than r = 1 or r = q − 1, it has to be of the
form [a, b, . . . , b], a, b ∈ N, since groups of prime order do not have other
subgroups than the group {1} and the whole group. When (q − 1)/2 is not
prime, there can be other fixed points, as there can be other subgroups,
where multiplication results in a cycle of the size of a subgroup.
For example, consider F13 and the Lee-composition [0, 0, 1, 0, 0, 1, 1]. Take
the vector x = [2, 5, 6], for which l(x) = [0, 0, 1, 0, 0, 1, 1]. If we now multiply x
by 3 we get the vector [6, 5, 2], which has the same Lee-composition. Again,
when we multiply this vector by 3, we get [5, 2, 6], which still has the same
Lee-composition. Finally, when we multiply this vector by 3 we obtain x.
Hence, the Lee-composition [0, 0, 1, 0, 0, 1, 1] is fixed by the element r = 3.
For studying how the fixed points are obtained in a general case, the
Pólya enumeration theorem, which is a generalization of the orbit-counting
theorem, and cycle index polynomials can be used to determine the effect
of the group action on the Lee-compositions. This is an interesting problem
for future research.
Chapter 8
The Linear Programming
Bound for Linear Euclidean
Distance Codes
As error-correcting codes are most typically used in information transmis-
sion over noisy channels, they are an important component in most com-
munication systems. In transmission systems, at the physical transmis-
sion stage, information in discrete form (symbols) is converted into analog
form for transmission, and then converted back to digital form at the re-
ceiving end. The decoding algorithms can use analog information from
the receiver, providing soft-decision decoding. These decoders generally
give better performance than hard-decision decoders, but are more com-
plex [25]. For example, for block codes, we can have a system where the
decoder finds the codeword for which the Euclidean distance between the
codeword and the received word is the smallest and declares that codeword
as the transmitted message. The Euclidean distance is a relevant measure
for errors when considering communication over an additive white Gaus-
sian noise channel, since in a Gaussian channel, the probability that a
codeword is detected incorrectly as another codeword is a function of the
Euclidean distance between the two codewords [48].
A widely used modulation scheme is phase-shift keying (PSK), where
the phase of the reference signal is modulated. A block code of length n for
a q-ary PSK is a subset of the set Znq . The elements of Zq may be regarded
as regularly spaced points on a unit circle representing the distinct phases.
The distance between two points x, y ∈ Zq is measured as 2| sin (x− y)pi/q|
[84]. For block-coded phase-shift keying, upper bounds on the minimum
Euclidean distance were presented in [60] and [84]. Previously, a lower
estimate on the linear programming bound for Euclidean distance codes
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was obtained in [94], where spherical codes and designs were considered.
Spherical codes are sets of points on the unit sphere, i.e., a shell of points
around a convenient point in Rn [36]. For spherical codes, also asymptotic
lower and upper bounds were formulated in [86] based on the Gilbert and
Elias bounds in the Hamming metric.
In this thesis, we apply Delsarte’s approach to association schemes and
use it for finding the largest code with a given Euclidean minimum dis-
tance. We follow the approach in the Lee metric and study the set of rela-
tions defined using the Lee-compositions, which, together with the set Znq ,
define an association scheme. Since the Euclidean distance between any
two vectors belonging to a relation of the extension scheme is constant, we
may directly apply the linear programming problem as for the Lee metric.
We compute the bounds using two distances that model the PSK modu-
lation scheme. The approach can be used for finding bounds on sphere
packings in Euclidean space by studying periodic lattices of Rn in some
special cases. The lattices are formulated using linear codes, and we use
the sharpening of the linear programming bound introduced in Chapter 7
for computing the bounds on the size of codes.
This chapter is organized as follows. In Section 8.1, we define the Eu-
clidean distances that are used in the computations and present the linear
programming bounds for linear codes with respect to these distances. In
Section 8.2, we formulate the problem in terms of a periodic lattice in the
Euclidean space and connect the obtained linear programming bounds to
the problem of finding bounds on sphere packings in Rn.
8.1 Bounds in Znq
Let q be prime and C a linear code. To study the bounds in Znq , we formu-
late two models, where we represent the components of the codewords as
equally spaced points on a unit circle on a complex plane. In the first case,
the distance between two points is measured just as the shorter distance
along the circle divided by 2pi/q, which is just the Lee distance between two
points, and the distance between two length n vectors x,y belonging to Znq
will be computed as
d1(x,y) =
√√√√ n∑
i=1
(min(|xi − yi|, q − |xi − yi|))2.
In the second case, the distance between two points on the unit circle
is measured as 2| sin (x− y)pi/q|, and the Euclidean distance between two
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length n vectors x,y belonging to Znq will be
d2(x,y) =
√√√√ n∑
i=1
(2| sin (xi − yi)pi/q|)2.
The distance d2 models the distance in a PSK modulation scheme as it
can be viewed as the natural distance between sequences of phase-modula-
ted symbols. The distance d1 can be viewed as an approximation of this
distance. Figure 8.1 illustrates the distance between two points of Zq in
the above distances.
(a) (b)
Figure 8.1: The distance between two points of Zq in the distances d1 (a)
and d2 (b) illustrated on the unit circle. The distance d1 is the distance
along the circle, i.e., the length of the arc, multiplied by q/2pi and distance
d2 is just the Euclidean distance between two points on the plane.
The relations Ki of the Lee association scheme are defined from the
Lee-compositions as the pair of vectors (x,y) ∈ Ki if the Lee-composition
of the vector x − y equals ρ(i). As the Lee-composition of the difference of
any two vectors belonging to the relation Ki is the same, it must be that
the Lee distance between all such pairs is equal. This is because the Lee-
composition defines the weight of the difference vector. Now, whenever we
have a metric that is constant in each relation Ki, we may use the associ-
ation scheme approach and the linear programming bound to compute the
upper bounds. Clearly both distances d1 and d2 satisfy this requirement.
Thus, we may directly apply the sharpened bound for linear Euclidean
distance codes with distance d1 as:
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Theorem 6. Let B∗t , t ∈ {t1, . . . , tα} be an optimal solution of the linear
programming problem
maximize
α∑
i=1
Bti
Bti ≥ 0, i ∈ I and Bti = 0, i ∈ {1, . . . , α} \ I
Bti = Btj for all tj ∈ τ(ti)
α∑
i=1
BtiLk(ti) ≥ −
[
n
k
]
, (8.1)
for all k running through Lee-compositions,
where I = {i | l(x) = ti ⇒ d1(x,0) ≥ d}. Then 1+
∑α
i=1B
∗
ti
is an upper bound
to the size of the code C with the minimum distance d.
Similarly:
Theorem 7. Let B∗t , t ∈ {t1, . . . , tα} be an optimal solution of the linear
programming problem
maximize
α∑
i=1
Bti
Bti ≥ 0, i ∈ I and Bti = 0, i ∈ {1, . . . , α} \ I
Bti = Btj for all tj ∈ τ(ti)
α∑
i=1
BtiLk(ti) ≥ −
[
n
k
]
, (8.2)
for all k running through Lee-compositions,
where I = {i | l(x) = ti ⇒ d2(x,0) ≥ d}. Then 1+
∑α
i=1B
∗
ti
is an upper bound
to the size of the code C with the minimum distance d.
8.2 Bounds in Zn and sphere packings
In this section, we expand the linear programming bound in Theorem 6 to
the space Zn and connect it to the classical sphere packing problem, i.e.,
finding out how densely a large number of identical spheres can be packed
together. This section gives an example of how the linear programming
bound for the Euclidean distance can be used in the general study of the
sphere packing problem. The sphere packing problem has been extensively
studied and has many applications in, for example, information theory,
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physics and chemistry [36]. Basically we use the bound as it is but need
to define some limitations on the parameter d to ensure that the bound
can be applied to an infinite space. Using the bound, the ratio of the space
filled by the spheres around codewords can be computed to obtain a bound
on sphere packings.
By repeating the codewords of a linear code C ∈ Znq , where q is prime,
periodically to every direction in Zn, we construct a lattice in Zn. For any
non-linear code, this does not necessarily happen.
Recall, that given n linearly independent vectors b1, . . . ,bn ∈ Rn, the
n-dimensional lattice Λ generated by them is
Λ = {
n∑
i=1
xibi | xi ∈ Z}.
For properties of lattices we refer to [36], [76].
The vectors b1, . . . ,bn are called the basis vectors. We can define an
n× n matrix B whose columns are b1, . . . ,bn, and define the lattice Λ as
Λ = {Bx | x ∈ Zn}.
We are interested in a lattice in Zn, which consists of periodically re-
peated structures isomorphic to a linear code C in Znq . The lattice is gener-
ated by the matrix B:
B =

1
. . .
1
p1,1 · · · pk,1 q
... . . .
... . . .
p1,n−k · · · pk,n−k q

, (8.3)
where the first k columns correspond to the transposed systematic gener-
ator matrix G after which we add the above n− k columns.
The above construction of a lattice using an error-correcting code is a
q-ary extension from [93] of the so-called Construction A by Leech and
Sloane in [64].
Clearly d1 is the Euclidean distance between two points within one pe-
riod of the periodic lattice Λ.
Now, as we construct the code this way, we notice that there is always
a codeword c for which d1(0, c) = q. Therefore, the minimum distance
between two codewords cannot exceed q. With this limitation, we may
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now apply the bound in Theorem 6 in the space Zn. As we are dealing
with linear codes, we get an upper bound on the dimension k of the code.
Using the obtained bound, the density ∆ of the sphere packing in Rn can
be computed from
∆ =
qk · Vs
qn
,
where Vs is the volume of the radius d sphere.
As the lattice was constructed using the q-ary extension of Construc-
tion A, the above bound is a bound on the density of sphere packings with
this construction. The bound on the density depends on the bound on the
dimension k obtained by the linear programming problem.
Chapter 9
Computational Aspects
In this chapter, we discuss the computational aspects of the linear pro-
gramming problem. For the Lee metric, the linear programming bounds
are more complicated than for the Hamming metric, and formulating sim-
ple expressions for a bound based on this approach is difficult, if not im-
possible. There are several available solvers for linear programming prob-
lems, and these can be used for computing numerical values for the bounds.
However, the problem is complex, and there are some issues to consider
when carrying out numerical computations. Accurate results in the linear
programming problem depend on efficient and accurate computation. For
example, computing of the eigenvalues of the Lee scheme, i.e., the Lee-
numbers should be done efficiently and preferably with integers to avoid
finite precision errors. In this chapter, we introduce two recursions for
computing the Lee-numbers. The first recursion is based on defining the
Lee-numbers as sums of products of primitive qth roots of unity. The second
recursion is based on the polynomial definition of the Lee-numbers. The
additional equalities for linear Lee codes introduced in Chapter 7 can be
used for compacting the set of linear constraints, which leads to a faster
execution. All computations can be performed with integers, resulting in
very accurate results.
The chapter is organized as follows. First, in Section 9.1, we introduce
the two recursions for computing the Lee-numbers. In Section 9.2, the
set of linear constraints of the linear programming problem is compacted
based on the equality constraints and the properties of certain sums of
Lee-numbers introduced in Chapter 7.
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9.1 Computing the Lee-numbers
In [15], a recursion for computing the Lee-numbers was introduced by the
author and I. Tabus, resulting in the possibility of efficient computation of
the bounds. It is based on defining the Lee-numbers as sums of products
of primitive qth roots of unity as in (6.4). Based on this, we may compute
the Lee-numbers recursively as follows.
Denote ξ = exp(2pi
√−1
q
). Take v = [v1, . . . , vn] = [0 . . . 01 . . . 1 . . . s . . . s],
where the successive constant blocks have lengths u0, u1, . . . , us, respec-
tively. Then l(v) = u. Depending on the particular u, v1 can be any of the
symbols 0, 1, . . . , s. Now, for the Lee-composition t = [t0, . . . , ts], if tk ≥ 1, we
denote by t[k] a new vector obtained by subtracting 1 from the component
tk in the vector t.
Let us denote by v′ = l([v2, v3, . . . , vn]), i.e., the Lee-composition of a
vector [v2, v3, . . . , vn]. Let us now formulate the following proposition:
Proposition 1. The Lee-number L(n)t (u) is given by
L
(n)
t (u) =
q−1∑
l=0|twL(l)>0
 ∑
y|l(y)=t[wL(l)]
ξlv1
(
n−1∏
i=1
ξvi+1yi
)
=
q−1∑
l=0|twL(l)>0
ξlv1L
(n−1)
t[wL(l)]
(v′). (9.1)
Proof. Let us generate all length n vectors x ∈ Znq having l(x) = t, recur-
sively based on vectors y of length (n−1), by taking all possible extensions:
[0,y], [1,y], . . . , [q − 1,y].
By construction, the taken subsets correspond to the whole space Znq and
are disjoint. Then the sum (9.1) can be split into sums along each subset.
First, take all vectors y ∈ Zn−1q having
l(y) = [t0 − 1, t1, . . . , ts] = t[0]
and generate the vector x = [0,y], having the Lee-composition l(x) = t. We
obtain the term in the sum (9.1) corresponding to l = 0.
Similarly, construct out of all the vectors y ∈ Zn−1q having the Lee-
composition
l(y) = [t0, t1 − 1, . . . , ts] = t[1]
and generate the vector x = [1,y], having the Lee-composition l(x) = t. We
obtain the term in the sum (9.1) corresponding to l = 1. Continue similarly
for other extensions of y.
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A recursion for computing the Lee-numbers can also be formulated us-
ing the polynomial definition of the Lee-numbers. This recursion is also
based on the observation that as the length of the vector grows by one,
it results in the addition of 1 in some component of the Lee-composition
depending on the added component.
The equations (6.1) and (6.2) give the Lee-numbers as coefficients of
a generating polynomial. Let us now examine, how we can obtain them
recursively using this generating polynomial by an example for q = 5. De-
note ξ = exp(2pi
√−1
5
). The Lee-numbers Lt(u) are now given by identifying
monomial coefficients in
(z0 + 2z1 + 2z2)
u0(z0 + (ξ + ξ
−1)z1 + (ξ2 + ξ−2)z2)u1 ·
(z0 + (ξ
2 + ξ−2)z1 + (ξ + ξ−1)z2)u2 =
∑
t
Lt(u)z
t0
0 z
t1
1 z
t2
2 . (9.2)
Notice that if we denote ζ = ξ+ ξ−1 = ξ+ ξ4, then ζ2 = ξ2 + ξ−2 + 2ξξ−1 =
ξ2 + ξ3 + 2. Because 1 + ξ+ ξ2 + ξ3 + ξ4 = 0 we have ζ2 + ζ− 1 = 0. Therefore,
ξ2 + ξ−2 = −1− ζ, and we can write (9.2) as
(z0 + 2z1 + 2z2)
u0(z0 + ζz1 + (−1− ζ)z2)u1 ·
(z0 + (−1− ζ)z1 + ζz2)u2 =
∑
t
Lt(u)z
t0
0 z
t1
1 z
t2
2 . (9.3)
Assume that we have the Lee-numbers Lt(u0, u1, u2). Then for Lt(u0 +
1, u1, u2) we have∑
t
Lt(u0 + 1, u1, u2)z
t0
0 z
t1
1 z
t2
2
= (z0 + 2z1 + 2z2)
∑
t
Lt(u0, u1, u2)z
t0
0 z
t1
1 z
t2
2
= L(t0−1,t1,t2)(u0, u1, u2)z
t0
0 z
t1
1 z
t2
2 + 2L(t0,t1−1,t2)(u0, u1, u2)z
t0
0 z
t1
1 z
t2
2 +
2L(t0,t1,t2−1)(u0, u1, u2)z
t0
0 z
t1
1 z
t2
2 .
Therefore,
Lt(u0 + 1, u1, u2) = L(t0−1,t1,t2)(u0, u1, u2) +
2L(t0,t1−1,t2)(u0, u1, u2) + 2L(t0,t1,t2−1)(u0, u1, u2).
Similarly, for Lt(u0, u1 + 1, u2) and Lt(u0, u1, u2 + 1) we have
Lt(u0, u1 + 1, u2) = L(t0−1,t1,t2)(u0, u1, u2) +
ζL(t0,t1−1,t2)(u0, u1, u2) + (−1− ζ)L(t0,t1,t2−1)(u0, u1, u2),
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and
Lt(u0, u1, u2 + 1) = L(t0−1,t1,t2)(u0, u1, u2) +
(−1− ζ)L(t0,t1−1,t2)(u0, u1, u2) + ζL(t0,t1,t2−1)(u0, u1, u2).
Notice, that the above recursions are of the form
L1 = L2 + (a+ bζ)L3 + (c+ dζ)L4,
and the possible initial values for q = 5 with n = 1 are exactly the coeffi-
cients appearing in these recursions, {1, 2, ζ,−1− ζ}. Because
(a+ bζ)(c+ dζ) = ac+ (ad+ bc)ζ + bdζ2 = ac+ bd+ (ad+ bc− bd)ζ,
we see that if we represent the Lee-numbers as vectors [a, b] and define
multiplication as [a, b] · [c, d] = [ac + bd, ad + bc + bd], we can perform all
calculations with integers.
Consider now the case for q = 7, where ξ = exp(2pi
√−1
7
). Denote again
by ζ = ξ + ξ−1. Again, ζ2 = ξ2 + ξ−2 + 2ξξ−1 = ξ2 + ξ3 + 2. For q = 7,
1 + ξ + ξ2 + ξ3 + ξ4 + ξ5 + ξ6 = 0, so we get for ζ3 = −ζ2 + 2ζ + 1. The
Lee-numbers Lt(u) are now given by
(z0 + 2z1 + 2z2 + 2z3)
u0(z0 + ζz1 + (ζ
2 − 2)z2 + (−ζ2 − ζ + 1)z3)u1 ·
(z0 + (ζ
2 − 2)z1 + (−ζ2 − ζ + 1)z2 + ζz3)u2 ·
(z0 + (−ζ2 − ζ + 1)z1 + ζz2 + (ζ2 − 2)z3)u3 =
∑
t
Lt(u)z
t0
0 z
t1
1 z
t2
2 .
Hence, the recursions will be of the form
L1 = L2 + (a+ bζ + cζ
2)L3 + (d+ eζ + fζ
2)L4 + (g + hζ + iζ
2)L5.
The multiplication of two coefficients in the above equation is
(a+ bζ + cζ2)(d+ eζ + fζ2)
= ad+ aeζ + afζ2 + bdζ + beζ2 + bfζ3 + cdζ2 + ceζ3 + cfζ4,
which, since ζ4 = 3ζ2 − ζ − 1, results in the multiplication rule [a, b, c] ·
[d, e, f ] = [ad+ bf + ce− cf, ae+ bd+ 2ce+ 2bf − cf, af + be+ cd− bf − ce+ 3cf ]
and we may again perform all computations with integers.
For the general q, the powers of ζ will be reduced according to the cyclo-
tomic polynomial Φq(ξ), where ξ are the roots of the cyclotomic polynomial,
i.e., the primitive roots of unity ξ = exp(2pi
√−1
q
).
Both recursions can be performed with integer values in all computa-
tions. The first one gives a general formula for all values of q, whereas the
second one needs to be reduced for each q using the cyclotomic polynomials.
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9.2 Compacting the set of linear constraints
Most linear programming solvers allow one to express the constraints of
the problems both in terms of inequality and equality constraints. There-
fore, the formulations of the linear programming problem given in The-
orems 3-4 and 6-7 can easily be programmed and run. We examine the
structure of the problem so that we can formulate it in a more compact
form, which leads to a faster execution.
We notice that by replacing the α variables Bt1 , . . . , Btα of the linear
programming problem with the set of variables γ1, . . . , γκ, where κ is the
number of orbits, i.e., different sets τi, we are eliminating the equality
constraints from the sharpened linear programming problem in Theorem
3. Let us denote by Υ a matrix, where we have the Lee-numbers as
Υ =

Lk0(t0) Lk0(t1) · · · Lk0(tα)
Lk1(t0) Lk1(t1) · · · Lk1(tα)
... . . .
...
Lkα(t0) Lkα(t1) · · · Lkα(tα)

Let A be a α× κ matrix of the form
A =

1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 1 0 . . . 0
· · ·
0 0 0 0 . . . 1

,
where the number of rows inside each partition corresponds to the cardi-
nalities of the sets τi.
We introduce the vector γ = (γ0, γ1, . . . , γκ) and formulate the equivalent
linear programming problem:
maximize
κ∑
i=1
|τi|γi
γ0 = 1 and γi ≥ 0, i ∈ I and γi = 0, i ∈ {1, . . . , α} \ I
ΥAγ ≥ 0,
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where I = {i | ∀t ∈ τi : l(x) = t ⇒ wL(x) ≥ d}, i.e., the indices of those sets
τi, where all Lee-compositions correspond to vectors of Lee weight ≥ d.
The cardinalities |τi| appear in the criterion of the problem since the ini-
tial criterion expressed in terms of the variables Bt1 , . . . , Btα is 1TB, where
1 is the all one vector and B = [Bt1 , . . . , Btα ]T , and the criterion in the new
variables is 1TAγ, where the new vector of coefficients, 1TA, will have as
elements the size of the partitions ofA, which are equal to the cardinalities
of the sets τi.
Additionally we notice that the matrix U = ΥA can be seen to have the
partition structure similar to that of A,
U = ΥA = Υ

1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 1 0 . . . 0
. . .
0 0 0 0 . . . 1

=

Φ1,1 Φ1,2 Φ1,3 Φ1,4 . . . Φ1,κ
Φ2,1 Φ2,2 Φ2,3 Φ2,4 . . . Φ2,κ
Φ2,1 Φ2,2 Φ2,3 Φ2,4 . . . Φ2,κ
Φ2,1 Φ2,2 Φ2,3 Φ2,4 . . . Φ2,κ
Φ2,1 Φ2,2 Φ2,3 Φ2,4 . . . Φ2,κ
Φ3,1 Φ3,2 Φ3,3 Φ3,4 . . . Φ3,κ
Φ3,1 Φ3,2 Φ3,3 Φ3,4 . . . Φ3,κ
. . .
Φκ,1 Φκ,2 Φκ,3 Φκ,4 . . . Φκ,κ

= AΦ
where the matrix Φ = [Φ]i,j is κ× κ and the rows in a partition correspond
to the Lee-compositions belonging to the same set τi. Inside a partition the
rows of the matrix U are identical, due to Lemma 3, since the columns of
U inside a partition have
Lki1 (ti1) + Lki1 (ti2) + · · ·+ Lki1 (tiu),
Lki2 (ti1) + Lki2 (ti2) + · · ·+ Lki2 (tiu),...
Lkiu′
(ti1) + Lkiu′
(ti2) + · · ·+ Lkiu′ (tiu),
where |τki | = u′ and |τti | = u. This leads to a repeated inequality constraint.
In order to remove this redundancy, we select from the matrix U only one
row per partition block, keeping thus only the non-redundant inequalities.
This is just the matrix Φ, and we may replace the inequality constraints
ΥAγ ≥ 0 with Φγ ≥ 0. In addition, due to Lemma 2, each element of Φ
is a rational number, which means that we can perform all computations
using integers instead of irrationals.
Chapter 10
Numerical Results
For the Hamming metric, extensive tables of bounds on the size of codes for
both binary and non-binary codes have been constructed, and such tables
can be found, for example, in [47]. For the Lee metric, some values were
computed for small alphabets in [89], where the bounds were obtained
using the classical Hamming, Elias, Plotkin and Singleton bounds, and
some special cases, which give tighter values than the classical bounds.
However, extensive numerical results for linear programming bounds for
Lee codes have not been previously reported in the literature. Computing
the eigenvalues of the scheme, i.e., the Lee-numbers, is an important part
of computing these bounds, and in this thesis, we introduced the recursive
way of computing these numbers in Chapter 9. This recursion was used in
the computations guaranteeing accurate results and efficient computation.
In this chapter, numerical results of linear programming bounds in the
Lee metric are given. In most cases, the linear programming bound gives
a tighter bound than the classical bounds. In Section 10.1, results for the
general linear programming problem are given, and Section 10.2 presents
the results of the sharpened problem for linear Lee codes and some exam-
ple codes that meet the given bounds. Results for Euclidean distance codes
are given in Section 10.3. More extensive tables on Lee codes maintained
by the author with presently known best upper bounds are available [9].
10.1 Obtained bounds for Lee codes
Tables 10.1-10.4 give the results for the general linear programming bound.
We use the primal linear programming problem given by Theorem 1. For
solving the problem, the linear programming solver linprog in Matlab
[72] is used, where the matrix describing the inequalities and equalities is
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given as input. We give the results as tables containing the best known
upper bounds, where it is denoted by a superscript whether the result is a
linear programming bound or a bound from [89]. In [89], numerical results
were only computed for small values, up to q = 8 and n = 7, and therefore
for larger values of q and n, we present the linear programming bound. To
illustrate the behavior and to save space, we present results for the val-
ues q = 5, 6, 7, and 17 as examples, up to the values n = 10, 10, 7, and 6,
respectively. Since linearity of the code is not required in the general case,
bounds were also computed for non-prime values. The presented results
were previously given by the author and I. Tabus in [15]. More extensive
tables of the general linear programming bounds covering the whole range
up to q = 21 can be found online at a web site [9] maintained by the author.
Table 10.1: Upper bounds for the size of Lee codes when q = 5. l cor-
responds to the linear programming and b to a bound from [89]. The *
indicates a tight bound.
n\d 3 4 5 6 7 8 9 10 11 12
2 ∗5bl ∗2bl
3 ∗15b ∗7bl ∗3bl ∗2bl
4 64l 30l 11l ∗5bl ∗2bl ∗2bl
5 276l 125bl 39l 18l 6b ∗3bl ∗2bl ∗2bl
6 1176l 520b 155l 63l 28l 10l ∗5bl ∗3bl ∗2bl ∗2bl
7 5208bl 2232b 608l 284l 81l 41l 15bl ∗5b ∗3b ∗2b
8 22607l 10406l 2454l 1131l 328l 134l 55l 20l 7l 5l
9 102224l 46302l 10136l 4678l 1255l 540l 172l 75l 28l 10l
10 462680l 210586l 42139l 19280l 5412l 2060l 636l 265l 98l 41l
n\d 13 14 15 16 17 18 19 20 21 22
7 ∗2bl ∗2bl
8 3l ∗2l ∗2l ∗2l
9 5l 4l 3l ∗2l ∗2l ∗2l
10 13l 7l 5l 3l 3l ∗2l ∗2l ∗2l
All computations presented in this chapter were performed on a desk-
top computer with 16 gigabytes of memory and a 64-bit Windows 7. The
values presented here and at the web site [9] were possible to compute in a
reasonable time with this setup. This restricts the value of n as the value of
q grows. Essential extending would require more computational resources
and a highly optimized program. For example, for q = 5 and n = 10, com-
puting the bounds for all the given minimum distances took approximately
1 second, but computing the bounds for q = 17 and n = 6 took almost 6
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Table 10.2: Upper bounds for the size of Lee codes when q = 6. l cor-
responds to the linear programming and b to a bound from [89]. The *
indicates a tight bound.
n\d 3 4 5 6 7 8 9 10
2 ∗6bl ∗4bl ∗2bl ∗2bl
3 29l 17l ∗6bl ∗4bl ∗2bl ∗2bl ∗2bl
4 ∗144bl 79l 26l 12b ∗4b ∗4bl ∗2bl ∗2bl
5 699l 378l 114l 67l 24bl 12b ∗4b ∗4bl
6 3526l 1944bl 497l 293l 85l 52l 17l 10l
7 18662bl 9959l 2355l 1314l 377l 224l 64l 43l
8 98608l 52282l 11142l 6365l 1651l 969l 257l 160l
9 528768l 279936l 54647l 30451l 7444l 4360l 1071l 653l
10 2879341l 1511383l 270961l 148386l 35138l 20043l 4927l 2927l
n\d 11 12 13 14 15 16 17 18
4 ∗2bl ∗2bl
5 ∗2b ∗2bl ∗2bl ∗2bl ∗2bl
6 ∗4bl ∗4bl ∗2b ∗2bl ∗2bl ∗2bl ∗2bl ∗2bl
7 12bl 8bl ∗4bl ∗4bl ∗2b ∗2bl ∗2bl ∗2bl
8 52l 36l 9l 7l 4l 4l 3l 3l
9 181l 109l 42l 23l 8l 6l 4l 4l
10 747l 487l 122l 84l 27l 16l 7l 6l
n\d 19 20 21 22 23 24 25-26 27-30
7 ∗2bl ∗2bl ∗2bl
8 ∗2l ∗2l ∗2l ∗2l ∗2l ∗2l
9 3l 3l ∗2l ∗2l ∗2l ∗2l ∗2l
10 4l 4l 3l 3l ∗2l ∗2l ∗2l ∗2l
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Table 10.3: Upper bounds for the size of Lee codes when q = 7. l cor-
responds to the linear programming and b to a bound from [89]. The *
indicates a tight bound.
n\d 3 4 5 6 7 8 9 10 11 12
2 ∗8bl ∗4b ∗2bl ∗2bl
3 ∗49bl 24bl 11l ∗7bl ∗3bl ∗2bl ∗2bl
4 263l 128b 50l 27l 13l 7bl ∗3bl ∗2bl ∗2bl ∗2bl
5 1512l 720b 249l 130l 54l 28l 14l 7bl ∗3b ∗2b
6 9020l 4201b 1312l 673l 241l 123l 54l 31l 14b ∗7bl
7 54841l 25210b 7047l 3649l 1148l 574l 243l 116l 55l 30l
n\d 13 14 15 16 17 18 19 20 21 22
5 ∗2bl ∗2bl ∗2bl
6 ∗4bl ∗3bl ∗2bl ∗2bl ∗2bl ∗2bl
7 12b 7bl ∗4bl ∗2b ∗2b ∗2bl ∗2bl ∗2bl ∗2bl
Table 10.4: Upper bounds for the size of Lee codes when q = 17. l corre-
sponds to the linear programming bound. The * indicates a tight bound.
n\d 3 4 5 6 7 8 9 10
2 56l 35l 21l 15l 10l 8l 6l 4l
3 700l 403l 187l 123l 70l 50l 33l 24l
4 9275l 5172l 1930l 1223l 578l 394l 221l 157l
5 129076l 70361l 22503l 13309l 5327l 3481l 1675l 1168l
6 1856727l 996847l 281732l 161570l 54995l 34401l 14441l 9607l
n\d 11 12 13 14 15 16 17 18
2 4l ∗2l ∗2l ∗2l ∗2l ∗2l
3 18l 14l 10l 8l 6l 4l 3l 3l
4 99l 73l 50l 38l 27l 21l 16l 11l
5 647l 463l 283l 210l 138l 103l 70l 52l
6 4743l 3293l 1809l 1299l 784l 569l 366l 272l
n\d 19 20 21 22 23 24 25 26
3 ∗2l ∗2l ∗2l ∗2l ∗2l
4 8l 6l 4l 4l 3l 3l ∗2l ∗2l
5 38l 29l 22l 15l 11l 8l 6l 5l
6 184l 135l 96l 69l 50l 38l 29l 20l
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hours. The above computation times are for the linear programming prob-
lem only, excluding the computation of Lee-numbers. For example, com-
puting the Lee-numbers recursively for q = 5 and n = 2, . . . , 10 took about
0.1 seconds, and for q = 17 and n = 2, . . . , 6 approximately 1 minute.
10.2 Obtained bounds for linear Lee codes
In Tables 10.5-10.7 are the results for the upper bound of the dimension
k for linear Lee codes obtained by using the sharpening of the linear pro-
gramming bound in Theorem 3. These bounds were partly given by the
author and I. Tabus in [16]. In the tables, we compare the results with the
general linear programming bound and denote by bold the cases where the
sharpening gives a tighter result. Again, to illustrate the behavior and to
save space, we give results for q = 5, 7, and 17 as examples, up to the values
n = 10, 9, and 5, respectively. Here we do not consider non-prime values,
since we use the sharpening of the linear programming bound for linear
codes. The most interesting cases are the situations where the general lin-
ear programming bound would allow for a linear code to exist with some
dimension k but the sharpening shows that such a code cannot exist. For
example, with q = 5, n = 8 and d = 8 the linear programming bound is 134,
which does not deny the existence of a linear code with k = 3. However, the
sharpening gives a bound of 75, which shows that there cannot be a code
with the dimension k = 3. Another example would be for q = 7 when n = 7
and d = 11. The linear programming bound gives a bound of 55, but with
the sharpening for linear codes the value 40 is obtained, implying that a
linear code with k = 2 cannot exist with these parameters.
When computing the sharpened linear programming bound by giving
the linear programming solver additional equality constraints, more com-
putation time is required for given parameters than with the general prob-
lem, since the linear programming solver is given a larger set of overall
constraints. However, using the compact problem in Section 9.2 reduces
the computation time significantly, since there are less variables and con-
straints and all computations are performed with rational numbers. For
example, for q = 17 and n = 5, computing the general linear program-
ming bounds took approximately 17 minutes and computing the sharpened
bounds by using additional equality constraints took nearly 5 hours. When
using the compact problem, the computation time was less than 20 seconds,
including computation of the new sets of constraints from the Lee-numbers
according to the sets τ(t), which is a significant improvement and makes it
possible to compute the bounds for larger parameter values in a reasonable
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time. As an example of how the time requirements grow as the parameter
n grows, computation time with the compact problem for q = 17 and n = 6
was about 2 minutes. Computing the Lee-numbers is not included in the
above computation times, see Section 10.1 for their required computation
times.
In Tables 10.5-10.7 bounds that were found to be tight are also shown.
This was concluded by checking the minimum distances of linear codes
generated randomly with given parameters q, n and k.
Table 10.5: Upper bounds for the dimension k of linear Lee codes when
q = 5. The ∗ indicates a tight bound and bold an improvement compared
to the general linear programming bound.
n\d 3 4 5 6 7 8 9 10 11 12 13 14 15
2 1∗
3 1∗ 1∗
4 2∗ 2∗ 1∗ 1∗
5 3∗ 3∗ 2∗ 1∗ 1∗
6 4∗ 3∗ 3∗ 2∗ 1∗ 1∗ 1∗
7 5∗ 4∗ 3∗ 3∗ 2∗ 1∗ 1∗ 1∗
8 6∗ 5∗ 4∗ 4∗ 3∗ 2∗ 2∗ 1∗ 1∗ 1∗
9 7∗ 6∗ 5∗ 5 4 3∗ 3 2∗ 1∗ 1∗ 1∗
10 8∗ 7∗ 6∗ 6 5 4 3∗ 3 2∗ 2∗ 1∗ 1∗ 1∗
Table 10.6: Upper bounds for the dimension k of linear Lee codes when
q = 7. The ∗ indicates a tight bound and bold an improvement compared
to the general linear programming bound.
n\d 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17-18 19
2 1∗
3 2∗ 1∗ 1∗ 1∗
4 2∗ 2∗ 2∗ 1∗ 1∗
5 3∗ 3∗ 2∗ 2∗ 1∗ 1∗ 1∗
6 4∗ 4∗ 3∗ 3∗ 2∗ 2∗ 1∗ 1∗ 1∗ 1∗
7 5∗ 5∗ 4∗ 4 3∗ 3 2∗ 2∗ 1∗ 1∗ 1∗
8 6∗ 5∗ 5∗ 4∗ 4 4 3∗ 3 2∗ 2∗ 1∗ 1∗ 1∗
9 7∗ 6∗ 6 5∗ 5 4∗ 4 3∗ 3 3 2∗ 1∗ 1∗ 1∗ 1∗
10 8∗ 7∗ 7 6∗ 6 5 5 4 4 3∗ 3 2∗ 2∗ 1∗ 1∗ 1∗
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Table 10.7: Upper bounds for the dimension k of linear Lee codes when
q = 17. The ∗ indicates a tight bound and bold an improvement compared
to the general linear programming bound.
n\d 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
2 1∗ 1∗ 1∗
3 2∗ 2∗ 1∗ 1∗ 1∗ 1∗ 1∗
4 3∗ 2∗ 2∗ 2∗ 2∗ 2∗ 1∗ 1∗ 1∗ 1∗ 1∗ 1∗ 1∗
5 4∗ 3∗ 3∗ 3∗ 2∗ 2∗ 2∗ 2∗ 2∗ 2 1∗ 1∗ 1∗ 1∗ 1∗ 1∗
6 5∗ 4∗ 4∗ 4∗ 3∗ 3∗ 3∗ 3 2∗ 2∗ 2∗ 2∗ 2∗ 2∗ 1∗ 1∗
n\d 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34
5 1∗
6 1∗ 1∗ 1∗ 1∗ 1∗ 1∗
In the following, we give some examples of codes, that meet the bounds
obtained for linear codes.
Consider the bound for k given in Table 10.5 with q = 5, n = 8 and d = 8,
which is 2. This means that the maximum number of codewords in a linear
code with these parameters is at most 25. The code having the generator
matrix
G1 =
[
1 0 0 2 2 3 3 1
0 1 2 3 0 3 4 3
]
is a [8, 2]-code with the minimum distance 8, therefore, it is an optimal
linear code for the above parameters.
Consider the bound for k given in Table 10.5 with q = 5, n = 9 and d = 5,
which is 5. This means that the maximum number of codewords in a linear
code with these parameters is at most 3125. The code having the generator
matrix
G2 =

1 0 0 0 0 4 2 0 1
0 1 0 0 0 2 4 1 0
0 0 1 0 0 2 2 1 1
0 0 0 1 0 3 3 3 1
0 0 0 0 1 1 2 2 2

is a [9, 5]-code with the minimum distance 5, therefore, it is an optimal
linear code for the above parameters.
Consider the bound for k given in Table 10.6 with q = 7, n = 7 and d = 5,
which is 4. This means that the maximum number of codewords in a linear
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code with these parameters is at most 2401. The code having the generator
matrix
G3 =

1 0 0 0 5 4 4
0 1 0 0 3 6 6
0 0 1 0 1 4 6
0 0 0 1 6 5 3

is a [7, 4]-code with the minimum distance 5, therefore, it is an optimal
linear code for the above parameters.
Consider the bound for k given in Table 10.7 with q = 17, n = 5 and
d = 7, which is 2. This means that the maximum number of codewords in
a linear code with these parameters is at most 289. The code having the
generator matrix
G4 =
[
1 0 5 0 4
0 1 16 15 10
]
is a [5, 2]-code with the minimum distance 7, therefore, it is an optimal
linear code for the above parameters.
10.3 Obtained bounds for linear Euclidean
distance codes
To illustrate the behavior of linear Euclidean distance codes, in Tables
10.8-10.11 are numerical results for the bounds given in Theorems 6 and
7 for q = 5 and 7. The minimum distances in the tables follow from the
possible distances between the codewords with respect to the distances d1
and d2 defined in Section 8.1. The number of possible minimum distances
between codewords quickly increases as the parameter n grows. In terms
of computation time, computing the bounds for the distance d1 with q = 5
and n = 10 and the setup explained in Section 10.1 took approximately 0.6
seconds.
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Table 10.8: Upper bounds for the dimension k of linear codes with Eu-
clidean distance d1 when q = 5.
n\d √1 √2 √3 √4 √5 √6 √7 √8 √9 √10 √11 √12
2 2 1 1 1 1
3 3 2 1 1 1 1
4 4 3 2 2 2 1 1 1 1 1
5 5 4 3 3 2 2 2 1 1 1 1
6 6 5 4 3 3 3 2 2 2 2 1 1
7 7 6 5 4 4 3 3 3 2 2 2 1
8 8 7 6 5 5 4 4 4 3 3 2 2
9 9 8 7 6 5 5 4 4 4 4 3 3
10 10 9 8 7 6 6 5 5 5 5 4 4
n\d √13 √14 √15 √16 √17 √18 √19 √20 √21 √22 √23−√25
6 1 1 1
7 1 1 1 1
8 2 2 2 2 1 1 1 1
9 3 2 2 2 1 1 1 1 1
10 3 3 3 2 2 2 2 2 1 1 1
Table 10.9: Upper bounds for the dimension k of linear codes with Eu-
clidean distance d2 when q = 5.
n\d 1.1756 1.6625 1.9021 2.0361 2.2361 2.3511 2.5263 2.6287 2.69
2 2 1 1 1
3 3 2 1 1 1 1 1
4 4 3 2 2 2 2 1 1 1
5 5 4 3 3 3 3 2 2 2
6 6 5 4 4 3 3 3 3 2
7 7 6 5 5 4 4 4 3 3
n\d 2.7864 2.9356 3.0242 3.1103 3.1623 3.2447 3.2946 3.325 3.3737
4 1 1 1 1 1
5 2 1 1 1 1 1 1 1 1
6 2 2 2 2 2 1 1 1 1
7 3 3 3 3 2 2 2 2 2
n\d 3.4511 3.498 3.5727 3.6458 3.6903 3.7611 3.8042 3.873 4.0475
6 1 1 1 1 1 1 1 1
7 1 1 1 1 1 1 1 1 1
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Table 10.10: Upper bounds for the dimension k of linear codes with Eu-
clidean distance d1 when q = 7.
n\d √1 √2 √3 √4 √5 √6 √7 √8 √9 √10 √11 √12
2 2 1 1 1 1
3 3 2 2 1 1 1 1 1 1 1 1 1
4 4 3 2 2 2 2 2 2 2 1 1 1
5 5 4 3 3 3 3 2 2 2 2 2 2
6 6 5 4 4 3 3 3 3 3 2 2 2
7 7 6 5 5 4 4 4 4 3 3 3 3
n\d √13 √14 √15 √16 √17 √18 √19 √20 √21 √22 √23 √25
3 1 1
4 1 1 1
5 1 1 1 1 1 1 1
6 2 2 2 1 1 1 1 1 1 1 1 1
7 3 3 2 2 2 2 2 1 1 1 1 1
n\d √26 √27 √28 √29 √30 √31 √32 √33 √34 √35 √36 √37
6 1 1 1
7 1 1 1 1
Table 10.11: Upper bounds for the dimension k of linear codes with Eu-
clidean distance d2 when q = 7.
n\d 0.8678 1.2272 1.503 1.5637 1.7355 1.7883 1.9404 1.9499 1.9877
2 2 1 1 1 1 1
3 3 2 2 1 1 1 1 1 1
4 4 3 2 2 2 2 2 2 2
5 5 4 3 3 3 3 3 3 3
n\d 2.1342 2.1689 2.2114 2.3039 2.336 2.3755 2.4619 2.4994 2.5291
3 1 1 1 1 1 1 1 1 1
4 2 2 2 2 1 1 1 1 1
5 2 2 2 2 2 2 2 2 2
n\d 2.6104 2.6458 2.6738 2.7083 2.7575 2.7844 2.844 2.8908 2.9165
3 1 1
4 1 1 1 1 1 1
5 2 2 1 1 1 1 1 1 1
n\d 2.9482 2.9734 3.0183 3.0733 3.1273 3.1405 3.17 3.1934 3.2455
5 1 1 1 1 1 1 1 1
Chapter 11
Discussion on Part II
In this chapter, we present discussion and future work relating to the re-
sults of the second part of the thesis. Finding a maximal (in cardinality)
code with a given minimum distance is an important problem in coding
theory. Maximal codes are known for only a few values of code parameters
and so developing bounds on the cardinality is valuable. For Lee codes,
there are only a few existing bounds and improvements to these bounds
do not appear in the literature very often. We have presented a sharpen-
ing of the linear programming bound for linear Lee codes, which is based
on an invariance-type property of the Lee-compositions of a linear code,
and gives tighter results for several parameter values of linear Lee codes
compared to the general linear programming bound. We studied the prop-
erties of the Lee-compositions of a linear code, and properties of certain
sums of Lee-numbers to obtain a more compact problem leading to faster
execution. We also expanded the sharpened bound to Euclidean distance
codes.
The chapter is organized as follows. In Section 11.1, we discuss the
theoretical results and present some ideas for future research. In Section
11.2, the accuracy and application of the numerical results is discussed.
11.1 Theoretical results and open questions
The sharpening of the linear programming bound of linear Lee codes is
based on the action of the multiplicative group of the field Fq on the set of
Lee-compositions of the code. In the Hamming metric, multiplying code-
words by a constant does not change the weight of the codewords, but in
the Lee metric, multiplication typically changes the Lee-composition of the
codeword of a linear code and so also usually the Lee weight. We obtained
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equalities between the coefficients of the inner distribution of the code that
can be introduced to the linear programming problem as additional con-
straints giving tighter bounds. We presented the problem on codes over
such fields Fq, where q is prime, but the situation is the same for non-
prime fields. However, mapping the elements of a non-prime field to Lee
weights becomes more complicated and it can be done in several ways. To
obtain meaningful bounds it would be necessary to find mappings that are
compatible to actual communication models.
Lee-numbers are the eigenvalues of the Lee association scheme and
are an important part of computing the linear programming bound. We
have shown that there are some interesting properties of certain sums of
Lee-numbers, which appear in the sharpened linear programming prob-
lem. In experiments these sums turn out to be in fact integers, and in
the present work we prove that they are rational numbers, whereas Lee-
numbers in general are typically irrational numbers. As there are equali-
ties between the coefficients of the inner distribution, we can compact the
set of linear constraints by taking only one variable for each set of equiva-
lent constraints. A more compact problem leads to a faster execution. This
program becomes even more compact when the equalities between certain
sums of Lee-numbers are introduced into it to remove the redundancy in
the inequality constraints of the problem. All computations can be per-
formed using integer values, which guarantees accurate results.
Formulating the problem in terms of a group action provides theoret-
ical tools for studying the linear programming problem and its complex-
ity. For example, the orbit-counting theorem can be utilized to determine
the number of variables in the compacted version of the problem. To use
the theorem, the number of fixed points, i.e., those codewords whose Lee-
compositions remain the same when the codeword is multiplied by a con-
stant, should be determined. The number of fixed points follows from the
structure of the multiplicative group acting on the set of Lee-compositions,
and as this group becomes more complicated, determining the fixed points
becomes more complicated too. Studying how to determine the fixed points
in a general case is an interesting problem for future research.
The sharpening of the linear programming bound was introduced to Eu-
clidean distance codes by formulating two models, where the distance be-
tween the components of the codewords is measured differently. The first
model can be seen as an approximation of the PSK modulation scheme,
where the distance between components is measured as the Lee distance,
and in the second model, the distance between components is measured as
in the PSK modulation scheme. PSK is a widely used modulation scheme,
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where the phase of the reference signal is modulated. The distance d2
models a complex Gaussian error in a component and can be viewed as the
physically correct measure for phase modulation. The distance d1 mod-
els the 1-dimensional Gaussian noise in a component, and if the errors in
components are assumed independent, then the error in codewords follows
the n-dimensional Gaussian distribution. When designing a code for phase
modulation, the distance d1 can be a useful approximation of the distance
d2 due to its simplicity.
To illustrate how the two distances relate to each other, the different
weights, i.e., distances between the zero vector and a given vector with
respect to the distance d1 and d2 for all vectors in Znq are shown in Figure
11.1 for n = 15 and q = 7, 8. The value q = 8 is relevant in an 8-PSK
modulation scheme, where eight different unique symbols are used. The
maximal weights have been scaled to 1. The figure shows that the distance
d1 is a fairly good approximation of the distance d2.
(a) (b)
Figure 11.1: The different weights of vectors with n = 15 and q = 7 (a) and
q = 8 (b) with respect to the distances d1 and d2.
11.2 Discussion on the numerical results
The numerical results on bounds should be very accurate, since the preci-
sion of the linear programming results depends on the precision of linprog
in Matlab. When computing the results, such an optimization algorithm
was used, which compares the extrema of the primal and dual, and thus
the computed maximum of the objective function of the primal (correspond-
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ing to code size) is very close to the true value. To better illustrate the
bounds, in Figure 11.2 the upper bounds for q = 5 and q = 7 corresponding
to minimum distances from 3 to 10 obtained by linear programming are
plotted on a logarithmic scale. From the general theory it is known that
the size of the code grows close to exponentially with a fixed minimum dis-
tance. Figure 11.2 show that the values obtained by linear programming
are consistent with this, and furthermore, there is no significant wiggling
in the lines indicating that the values are consistent with their neighbors.
(a) (b)
Figure 11.2: General linear programming bounds on |C| for q = 5 (a) and
q = 7 (b).
The numerical results also provide interesting information for possible
future applications. Consider, for example, vector quantization using block
codes, where a good design of the vector quantization codebook would be
one where the codewords cover the space as uniformly as possible. The
ideal situation is when all Lee-spheres of radius e surrounding the code-
words are covering the full space, i.e., when the codeword belongs to a per-
fect Lee code. For a perfect Lee code the Hamming bound is tight, i.e., the
Lee-spheres of radius e around the codewords are disjoint and cover the en-
tire space. The obtained bounds for both the general and sharpened linear
programming bound can be used to identify codes for which the bound is
tight, since it is likely that such codes cover the space relatively uniformly,
in particular when the code is linear. It is known from the general theory
that the Hamming bound is tight at high rates logq |C|/n, and these rates
are also interesting in terms of vector quantization, where a higher rate
means less distortion. The linear programming bound is tighter than the
Hamming bound or, when there is a perfect code, coincides with it.
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In Figure 11.3, we illustrate the sharpened linear programming bound
for the Euclidean distances d1 and d2 by plotting them on a logarithmic
scale with q = 5 and n = 12. The figure shows that there is clearly simi-
larity between the distances and that the Lee distance can be used as an
approximation of the Euclidean distance between the components of the
codewords when approximating the PSK scheme.
Figure 11.3: The linear programming bound on |C| with a given minimum
distance for q = 5 and n = 12 for Euclidean distance codes with d1 and d2.

Chapter 12
Conclusions
In this thesis, algebraic and combinatorial tools were used in the study
and application of error-correcting codes and logic design. In the first part,
decision diagrams were combined with error-correcting codes to create a
method of introducing fault-tolerance into logic circuits. Decision diagrams
are an efficient way of representing switching functions, and depending on
the technology, their structure directly defines the complexity and layout
of the circuit. Error-correcting codes are most typically used in data trans-
mission, but when introduced to fault-tolerant logic, the methods that uti-
lize these codes often need less redundancy than other existing methods.
With the method in this thesis, fault-tolerance is introduced already to
the representations of functions, which means that additional checker cir-
cuitry is not needed in the implementations. Another advantage of the
method is that with the suitable technology, the layout and complexity of
the final design is determined by the error-correcting decision diagram.
The fault-tolerance analysis shows, that the probability of incorrect out-
puts can be significantly reduced by using error-correcting decision dia-
grams, and the amount of reduction depends on the error-correcting prop-
erties of the code. With non-robust diagrams, a single incorrect decision
causes the output to be incorrect, and the lowest degree term of the error
probability function is always a multiple of p, where p is the error proba-
bility of a single node in the diagram. For robust diagrams based on codes
in the Hamming metric, the lowest degree term is always at least of de-
gree e + 1, i.e., of the form A · pe+1, where A is some constant. This means
that even with moderately high gate error probabilities, e.g, 10−2, a robust
construction will have a significantly decreased probability of an incorrect
output. However, there is a trade-off between robustness and complexity
as better error-correcting properties increase the complexity of the design.
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In terms of complexity, using codes in the Lee metric for designing
error-correcting decision diagrams reduces the number of nodes of the re-
sulting diagram compared to those error-correcting decision diagrams that
are generated using codes in the Hamming metric.
We presented some ideas for future work on error-correcting decision di-
agrams. Possible research includes modeling and testing actual implemen-
tations, comparison with existing methods for providing fault-tolerance,
studying different types of codes for given functions and expanding the
idea to reversible and quantum codes. Due to the probabilistic nature
of quantum circuits, development of error correction is important to such
systems. The concept of error-correcting decision diagrams could be con-
nected to quantum computing as quantum circuits can be represented
using quantum decision diagrams. Another possible application is to dy-
namic random-access memory, which is subject to single-bit errors due to
electrical or magnetic interference inside the computer. Error-correcting
decision diagrams could be used in the design of a fault-tolerant memory
architecture. As error-correcting decision diagrams can be used in the de-
sign of fault-tolerant systems, they can have applications in, for example,
aerospace computing, where error correction is critical, since cosmic radi-
ation can alter the states of circuit components.
The second part of the thesis focused on finding the largest code with
a given minimum distance, which is an important problem in coding the-
ory. In this thesis, the problem is approached by a suitable linear program
based on an association scheme structure. The main result in this part
is the sharpening of the linear programming bound of linear Lee codes,
which is based on an invariance-type property of the Lee-compositions of
a linear code. Based on this property, we get equalities between coeffi-
cients of the inner distribution of the code, which are introduced as addi-
tional constraints to the linear programming problem. The results show
improvements on the bounds for several parameter values when compared
to the general linear programming bound.
In addition, some other properties of the Lee-compositions of a lin-
ear code were studied and recursions for computing the so-called Lee-
numbers were introduced, leading to a faster and more accurate execution
of the linear programming problem. Interesting ideas for future research
include generalizing the sharpening and studying the properties of Lee-
compositions in more complex structured fields. The invariance-type prop-
erty is formulated in terms of a group action, which gives more theoretical
tools for studying the Lee-compositions for future research. The numeri-
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cal results on bounds provide information for possible future applications,
such as vector quantization.
The sharpening of the linear programming bound was also introduced
to Euclidean distance codes using two models relating to the PSK modu-
lation scheme. The results show that the Lee distance can be used when
approximating the PSK scheme. The proposed methodology can also be
connected to infinite spaces by setting requirements on the minimum dis-
tance of the code and can therefore be used for finding bounds on sphere
packings in Euclidean space.
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