Biomedical investigators may be surprised to learn that the analysis of such a simple data set as a 2 Â 2 table of frequencies (a contingency table) has generated fierce controversies, not merely in the past but also in the present. Yates gave a good account of the history up to 1984. 1 I give a brief summary and update below.
Karl Pearson described the 2 goodness-of-fit test in 1900. 2 Unfortunately, he made a mistake in the degrees of freedom with which to evaluate the 2 -statistic-he proposed df ¼ 3 for a 2 Â 2 table. It was not until 1922 that R. A. Fisher corrected this misapprehension. 3 This seems to have been the origin of their life-long feud. 4 In 1934, Frank Yates recognized the danger inherent in referring the discrete 2 -statistic to the continuous 2 distribution, and described what he called a 'correction for continuity'. 4 He validated this by referring to the hypergeometric distribution, the basis for the exact test that Fisher described. 5, 6 Later, Cochran prescribed a set of rules to decide when the 2 -test should be avoided. 7, 8 For 2 Â 2 tables, his rules were that the Fisher exact test should be used whenever N < 20; or, when N ¼ 20-39, if the smallest expected frequency in any cell is <5. For tables in which N 5 40, he recommended that Yates' correction to Pearson's 2 -test should be preferred, because of the enormous computational task of executing the Fisher test in the early 1950s.
In 1945, Barnard proposed an exact test on 2 Â 2 tables in which it was assumed that only the sample sizes were fixed in advance, and which he suggested was more powerful than Fisher's test. 9 Fisher immediately challenged Barnard's argument, 10 chiefly on the basis that Barnard was referring his inferences to hypothetical populations. Yet, Fisher accepted that Barnard was, in effect, using a permutation technique to analyse 2 Â 2 tables-the very technique that Fisher himself had pioneered and which does not presuppose that a population has been randomly sampled. 11 Barnard later elaborated on his test, proposing an exact test of significance on the equality of proportions. 12 But he retracted his claim of greater power 2 years later, 13 under the pressure of Fisher's earlier criticism. 10 I shall argue that it is time to rehabilitate Barnard's exact test on proportions. 12 Barnard's most lasting contribution was to identify and define the three sampling arrangements that can lead to a 2 Â 2 table. 12 Before describing these, I set out a stereotype 2 Â 2 table (Table 1) . Barnard distinguished (i) the double dichotomy trial, in which only the total number of observations is fixed (that is, N in Table 1 ); (ii) the 2 Â 2 comparative trial, in which only the size of the two samples (groups) is fixed in advance [for instance, the column totals (a þ c) and Table 1 ]; and (c) the 2 Â 2 independence trial, in which both the column and row totals are fixed in advance: Table 1 .
Classification of 2 3 2 tables: experimental design and conditioning
The word 'conditioning' is statistical shorthand for 'conditioning on the margins'. It refers to the fixing in advance of one, both or neither set of marginal totals. Details are given in Table 2 . I deal only with tables that consist of two independent binomials.
Independence trials
The classical example of such a trial is the thought experiment described by R. A. Fisher. 6 In the tearoom at the Rothamsted Research Station, a lady (who was subsequently identified by Fisher's daughter as Dr Muriel Bristol) 14 claimed that she could taste whether milk or tea had been added first to a cup of tea. Fisher then designed a thought experiment that involved eight cups of tea. In four cups, milk had been added first; tea first in the other four. Thus, the column totals were fixed (conditioned). The lady was told of this, and was presented with the eight cups in random order. She was obliged to select four of the cups as 'tea first', and four as 'milk first'. Thus, the row totals were also fixed (conditioned) in advance. Fisher proceeded to analyse the resulting 2 Â 2 table by reference to the hypergeometric distribution, thus giving birth to Fisher's exact test. Tables such as this, in which both column and row marginal totals are fixed, are sometimes described as doubly conditioned. It is an interesting property of such tables that if the entry in one cell is known, then the entries in the remaining three cells are automatically determined. I have never come across an example of an independence trial in biomedical research.
The rather vague hypothesis being tested is that the columns and rows are independent. The alternative is that there is an interaction between columns and rows. The statistical inference refers only to the unique experiment that was conducted. The inference is made under the randomization model of inference.
15,16

Double dichotomy trials
In trials such as these, a random sample of predetermined size is taken from a defined population, and each member is classified according to two categories. Let us suppose that investigators take a random sample of size N from the population of preschool children in the Australian State of Victoria. Each child is classified according to sex (M/F), and also according to obesity (obese/not obese). In the resultant 2 Â 2 table, the sample size (N in Table 1 ) was fixed in advance. However, neither of the two sets of marginal totals was fixed, but depended on the findings of the trial. The table can be described as unconditional.
This trial design lends itself to statistical inferences under the Neyman-Pearson population model of inference. 16 The statistical inferences refer to defined populations that have been randomly sampled, in this case all Victorian pre-school children. This sort of design is common enough in fields such as epidemiology and demography, but it is rare in biomedical research. Pearson's 2 -test is often used to analyse the outcomes of such trials. That procedure tests goodnessof-fit; that is, how closely the observed entries in the table coincide with those to be expected under a null hypothesis.
Comparative trials
In this sort of trial, the group sizes (column totals) are determined in advance, by randomizing the members of a sample of convenience to receive one or another treatment. Samples of convenience might be taken from, for instance, patients attending a hospital; or by selecting rabbits, rats or mice from breeding colonies. As an example, imagine that 42 patients with advanced cancer are recruited from St Peregrine's Hospital. They are randomly allocated to one of two groups. Group 1 will be given a placebo. Group 2 will receive a course of treatment with an anti-cancer drug. At the end of 5 years, the patients are classified as alive or dead (Table 3) . Only the column marginal totals (group sizes) are fixed in advance, so the 2 Â 2 table is singly conditioned.
The statistical inference must be made under the randomization model of inference. 15, 16 It is not referable to a population, but only to the patients that were recruited. Any wider inference can be made only by verbal, not statistical, argument. Moreover, the statistical inference can be quite specific. It can refer to the odds ratio (OR), the difference in proportions or the ratio of proportions (sometimes called the relative risk, risk ratio or RR) (see footnotes to Tables 1 and 3 ).
Matching tests of significance to trial design
Independence trials This is the type of trial for which Fisher invented his exact test some 70 years ago. In the unlikely event that a biomedical independence trial was conducted, Fisher's exact test would be the proper one for analysing the result. Yates' correction to the 2 -test provides only an approximation to the exact test and is primarily of historical interest.
Double dichotomy trials
The choice of best test to analyse the outcome of these trials is not easy. The difficulty is that the sample space for unconditional trials is a multinomial one, 17 and this is not susceptible to exact analysis even by very powerful computers. The usual solution is to use the 2 distribution as an approximation. Because these trials are usually on a very large scale, it is of little consequence whether or not Yates' correction is applied. Other solutions, for instance the Fisher exact test or those listed below under comparative trials, give outcomes that are far too conservative (that is, give too great a value of P).
Comparative trials
As I suggested earlier, there is a choice of test statistic with which to summarize the information in 2 Â 2 tables that result from comparative trials. These are the OR, the relative risk, sometimes called the risk ratio (RR) or the difference between proportions. Definitions of these are given in the footnote to Table 1 . Comparative trials should be analysed by exact tests on one or other of these statistics. Exact tests on categorical variables are members of the family of permutation (randomization) tests, 15, 16 though I am not aware of this having been pointed out before. The formula for executing a two-sided randomization test, adapted to All possible tables with the same column totals
Examples of summary statistics are the OR, RR and p 2 -p 1 . Because the number of possible tables is limited by prior fixation of the column (group) totals, computation of the two-sided P-values is well within the capacity of a desktop computer. The commercial software available for these exact tests is listed and discussed in Table 4 and Appendix 1.
There is an apparent difficulty if one of the cells in a 2 Â 2 table contains zero. For instance, if 0 is substituted for 2 in cell d of Table 3 , then OR becomes infinity. One solution is to swap the rows in this table, when OR becomes 0. In either case, two-sided P is the same, so the difficulty is more apparent than real.
How to execute tests on 2 3 2 tables: asymptotic vs exact tests 
These require exact (permutation) tests on the OR, RR or difference in proportions (Table 1) . These tests cannot be performed by hand, but require desktop computers with fast processors and 256-512 Mb of RAM. Two pieces of commercial software specialize in exact tests (StatXact and Testimate). Some general purpose statistical packages have modules with which some of these exact tests can be performed, for instance, Stata, SAS and SPSS (Table 4 and Appendix 1). However, there are important differences in the algorithms that different software packages use to execute the tests. This is reflected in differences in the resultant P-values and confidence intervals (CIs) ( Table 5) . [18] [19] [20] though this has been resisted. 21, 22 CIs were designed by Neyman to be used in association with the population model of inference, 23 and refer to randomly sampled populations. This fits the case of double dichotomy trials.
There are two special difficulties in using CIs in the analysis of 2 Â 2 tables. The first is that a CI presupposes that there is a summary statistic around which the CI is located. There is no meaningful summary statistic in the cases of the 2 and Fisher exact tests. However, summary statistics can be extracted from 2 Â 2 tables. These are OR, RR and the difference between proportions (p 2 -p 1 ). It is possible to invert the P-values that result from tests on these statistics so as to arrive at CIs. However, the discrete nature of the data in 2 Â 2 tables, especially when the latter are small, can result in CIs that are incompatible with the P-values. For example, in Table 3 , Stata gives a 95% CI for RR that does not include 1, whereas P40.05; and gives a 95% CI for p 2 -p 1 that does not include 0, whereas P40.05 (Table 5) .
One-or two-sided P-values?
This issue is not statistical, but one of the ethics of biomedical research. Surely no animal experiment or clinical trial should be carried out unless the investigators are genuinely uncertain which of two treatments (in a broad sense of the word 'treatment') is the better? On that premise, only two-sided values of P should be used. Investigators are sometimes tempted to report one-sided P-values because they are smaller than two-sided values. Peer reviewers of their ethics and grant applications, or of the manuscripts they have submitted for publication, should always insist on two-sided P-values.
Which statistics program?
It is safe to use any of the statistics programs listed in Table 4 
