Abstract. This work proposes a way to model the structure and behaviour of agents in terms of executable coloured Petri net protocols. Structure and behaviour are not all aspects of agent based computing: agents need a world to live in (mostly divided into platforms), they need a general structure (e.g. including a standard interface for communication) and their own special behaviour. Our approach tackles all three parts in terms of Petri nets. This paper skips the topic of agent platforms and handles the agent structure briefly to introduce a key concept of our work: the graphical modelling of the behaviour of autonomous and adaptive agents. A special kind of coloured Petri nets is being used throughout the work: reference nets. Complex agent behaviour is achieved via dynamic composition of simpler sub-protocols, a task that reference nets are especially well suited for. The inherent concurrency of Petri nets is another point that makes it easy to model agents: multiple threads of control are (nearly) automatically implied in Petri nets.
Motivation
To date agents are generally programmed using high-level languages such as Java (namely in agent frameworks as Jackal [8] ) or they are defined by simple scripts. A graphical modelling technique that captures all parts of agents and their systems -as UML 1 in the context of object-orientation -is neither proposed nor in general use.
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The proper treatment of encapsulation, structuring, and flexibility in the scope of modelling is at the same time a major challenge in software engineering as well as in theoretical computer science.
1 UML stands for Unified Modeling Language. See for example [16] . 2 The authors are aware of the upcoming proposals that base on UML i.e. from Odell et al. [2, 30] (AUML). To our opinion these proposals capture only parts of the agent modelling tasks and leave out important areas such as agent mobility.
Our department has expertise in examining to what extent Petri nets are suitable in the mastering of these questions. Starting from fundamental Petri net concepts especially Petri nets as active tokens (see [36] ) and the basic construct of object oriented Petri nets (see [27] ) have been investigated. The latter have led to a first approach to agent oriented Petri nets (see [29] ). A complete redesign of agent oriented Petri nets (see [32] for the motivation and starting point) is now partly presented in this work. 3 Our approach aims at modelling a complete multi agent system in terms of Petri nets. This work decomposes into three parts: The system (e.g. the set of platforms) that hosts the agents, the agent itself, and its behaviour. A complete presentation of all three parts is out of the scope of this document, as the title implies, only the modelling of the structure and behaviour of a single agent is focused in this contribution.
Agent orientation is marked by intelligence, autonomy and mobility [4] . Whilst mobility requires an interplay of one agent and the agent system intelligence and autonomy are to be found in the overall architecture of agents (autonomy) and in their behaviour (intelligence). Mobility raises some hard questions e.g. concerning safety and is therefore not handled in this paper. Nevertheless our approach is easily expandable to allow forms of mobility as described in [28] .
Our work uses the formalism of reference nets as presented by Kummer [23] . Reference nets are based on the "nets within nets"-paradigm that generalises tokens to arbitrary data types and even nets. The general idea behind our work is that an agent controls (sub-)nets as tokens which implement special kinds of behaviour. To (re-)act, the agent simply has to select (and instantiate) such a net. Additional concepts are dynamic resolution and binding of these nets.
The remainder of the document is organised as follows: in the following section 2, the formalism of reference nets is briefly introduced. Section 3 gives an overview of how the "nets within nets" paradigm can be used to model agents, their behaviour, and their environment. Section 4 describes the structure of the agents whose behaviour is determined by Petri net protocols. The net protocols are introduced in section 5 on the basis of an example. Section 6 cites some related material while the outlook in the closing section 7 names further points that are yet being discussed or are out of the scope of this paper.
Reference nets
It is assumed throughout this text that the reader is familiar with Petri nets in general as well as coloured Petri nets. Reisig [31] gives a general introduction, Jensen [20] describes coloured Petri nets. Generally speaking coloured Petri nets permit a more compact representation while offering the same computational power compared to for example P/T-nets.
Reference nets [23] are so-called higher (coloured) Petri nets, a graphical notation that is especially well suited for the description and execution of complex, concurrent processes. As for other net formalisms there exist tools for the simulation of reference nets [24] . Reference nets show some expansions related to "ordinary" coloured Petri nets: nets as token objects, different arc types, net instances, and communication via synchronous channels. Beside this they are very similar to coloured Petri nets as defined by Jensen. The differences now are shortly introduced.
Nets as tokens Reference nets implement the "nets within nets" paradigm of Valk [36] . This paper follows his nomenclature and denominates the surrounding net system net and the token net object net. Certainly hierarchies of net within net relationships are permitted, so the denominators depend on the beholder's viewpoint.
Arc types In addition to the usual arc types reference nets offer reservation arcs, that carry an arrow tip at both endings and reserve a token solely for one occurrence of a transition, test arcs, and inhibitor arcs. Test arcs do not draw-off a token from a place allowing a token to be tested multiple times simultaneously, even by more than one transition (test on existence). Inhibitor arcs prevent occurrences of transitions as long as the connected places are marked.
Net instances Net instances are similar to the objects of an object oriented programming language. They are instantiated copies of a template net like objects are instances of a class. Different instances of the same net can take different states at the same time and are independent from each other in all respects.
Synchronous channels Synchronous channels [6] permit a fusion of transitions (two at a time) for the duration of one occurrence. In reference nets (see [23] ) a channel is identified by its name and its arguments. Channels are directed, i.e. exactly one of the two fused transitions indicates the net instance in which the counterpart of the channel is located. The other transition can correspondingly be addressed from any net instance. The flow of information via a synchronous channel can take place bi-directional and is also possible within one net instance.
Multi agent system
This section gives a short introduction to a multi agent system modelled in terms of "nets within nets" (see figure 1 ). This survey is given to make the general ideas visible that are prerequisite to the understanding of the concepts that follow in later sections of this paper. It is neither an introduction to multi agent systems nor the assets and drawbacks of dividing the system into platforms is discussed here. For a broad introduction see for example [37] , the special view taken in our work is a standard proposal of the "Foundation for Intelligent Physical Agents" (FIPA) [14] . The latest publications of the FIPA can be found in [13] .
Take a look at figure 1: The grey rounded boxes enclose nets (net instances) of their own right. The ZOOM lines enlarge object nets that are tokens in the respective system net. 4 The upper left net of the figure is an arbitrary agent system with places containing agent platforms and transitions modelling communication channels between the platforms. This is just an illustrating example, the number of places and the form of interconnection has no further meaning.
The first zoom leads to a closer view of a simplified agent platform. The central place agents contains all agents that are currently hosted on the platform. New agents can be generated (or moved from other platforms) by transition new, agents can be destroyed or migrate to another platform (transition destroy). Internal message passing differs from the external case so it is conceptually separated: The internal communication transition binds two agents (the sender and the receiver of a message) and allows them to hand over a message via call of synchronous channels. External communication involves only one agent of the platform. For external communication as well as for agent migration the communication transitions of the top level agent system net are needed. The interaction of the multi agent system and the agent platform is made possible by inscribing the transitions with synchronous channels connecting for example the transition external communication of an agent platform with that of another one via the communication structure transition of the multi agent system. These inscriptions are not visible in the figure.
The remaining nets that show the structure of an agent and an example of its (dynamic) behaviour in form of protocols (protocol nets) are explained in more detail in section 4 and 5, respectively.
Agent structure
An agent is a message processing entity, that is, it must be able to receive messages, possibly process them and generate messages of its own. In this context it is to be noted that a completely synchronous messages exchange mechanism as it is used in most object oriented programming systems, frequently violates the idea of autonomy among agents. 5 The fundamental concepts that characterise agents are (in our opinion) autonomy, intelligence, and mobility.
Abstract agent model
As a Petri net model, figure 2 shows the most abstract view on an agent. The input and output transitions are a speciality of the reference nets that are used in the figure. They can communicate with other (input and output) transitions in other net copies through the use of synchronous channels (Because they are agents this is done via message passing). The basic agent model takes advantage of the ability of a transition to occur concurrently with itself. 6 So the agent is able to receive, process, and send several messages at the same time, it does not block. The transition processing can be refined for concrete agents as desired. In this and all following net figures all not unconditionally necessary inscriptions have been omitted. This leads to simpler models but may sometimes bring in the danger of confusing the reference nets (special coloured Petri nets) with more basic net formalisms (e.g. P/T-nets). So the reader is kindly asked to keep in mind the power of the used net formalism.
The introduced basic agent model implies an encapsulation of the agents: regardless of their internal structure, access is only possible over a clearly defined communication interface. In figure 2, this interface is represented by the transitions incoming and outgoing. In the figure, the realisation of the interface (through connection of both transitions to a messages transmission network via synchronous channels) is not represented. Obviously several (then virtual) communication channels can be mapped to both transitions.
Providing a static interface is the key to interoperability amongst agents. The agents presented in this paper speak and understand FIPA messages [13] . Neither the content of the messages nor the way that they are used is limited, only their syntactical structure is fixed. Some advantages of the use of a standardised communication mechanism can be found in [9] . The presented agent model corresponds to the fundamental assumptions about agents: Because agents should show autonomy, they must be able to exercise an independent control over their actions. Autonomy implies the ability to monitor (and, if necessary, filter) incoming messages before an appropriate service (procedure, method...) is called. The agent must be able to handle messages of the same type (e.g. asking for the same service) differently just because of knowing about the message's sender. This is one of the major differences between objects and agents: A public object method can be executed by any other object, protected methods offer a static access control that is very often inconvenient to the programmer and user. Without regard to the fundamental autonomy, an agent can obviously be sketched (or take the obligation for itself) to appear like an object to the outside world, therefore to be perfect cooperative. Another reason to prefer messages over for example method calls is that methods are fixed both in respect to their arguments (number and type) and the number of methods that are offered by one object. Using method calls makes it tricky to adapt to new situations.
Autonomy is the major difference between agents and active objects: The latter may show some of the properties that characterise agents (an often used example is mobility) but they do not have the ability to control who is calling their (public) methods. Agents may have arbitrary fine grained access control.
The model does not affect nor restrict the intelligence nor the mobility of the agents: Intelligent behaviour is achieved through refinements of the transition processing, mobility requires interaction of the agent and the agent system. Therefore, mobility is not a topic of this work, intelligence is raised again in the chapter on agent behaviour protocols (chapter 5).
Refined agent model
Beside the fundamental agent concepts the agent model has to meet additional requirements concerning their ease of use: On the one hand it has to offer a high degree of flexibility in particular during execution and on the other hand the modelling process has to be manageable and adaptable. In addition for a broader acceptance, intuitive intelligibility of the processes within the agents is necessary. These considerations have played an important role in the development of the protocol-driven agents sketched here.
The abstract agent net of figure 2 is refined in the following manner (see figure 3 ): The agent net as shown in the figure is further used as the interface of the agent to the outside world. The transition processing is refined to a selection mechanism for specialised subnets, that implement the functionality of the agent, therefore (beside the selection process) its behaviour. These subnets are named protocol nets (or short protocols) in the following.
Each agent can control an arbitrary number of such protocols, possesses however only one net (in reference net nomenclature: one net page), that represents its interface to the agent system and therewith its identity. This main net (page) is the visible interface of an agent in the multi agent system. As mentioned before all messages that an agent sends or receives have to pass this net.
The main net of the (protocol-driven) agents introduced here is given in figure 3 . It is a refinement of the abstract agent net given in figure 2 .
The central point of activity of a protocol-driven agent is the selection of protocols and therewith the commencement of conversations [7, 33] . The protocol selection can basically be performed pro-actively (the agent itself starts a conversation) or reactively (protocol selection based on a conversation activated by another agent). 8 This distinction corresponds to the bilateral access to the place holding the protocols (protocols). The only difference in enabling and occurrence of the transitions reactive and pro-active is the arc from the place input messages to the transition reactive. So the latter transition has an additional input place: the incoming messages buffer. It may only be enabled by incoming messages. Both the reaction to arriving messages and the kick-off of a (new) conversation is influenced by the knowledge of an agent. In the case of the proactive protocol selection, the place knowledge base is the only proper enabling condition, the protocols are a side condition. In simple cases the knowledge base can be implemented for example as a subnet, advanced implementations as the connection to an inference engine are also possible (and have been put into practise). Unfortunately this topic can not be deepened here any further.
An agent has several possibilities to react to dynamically changing environments: It may not react at all (if it decides that no changing of its behaviour is needed or possible), it may alter its protocol selection strategy (choose different protocols for the same message type), adapt one or more of its protocols 9 or ask other agents for protocols that suit to the new situation (protocols may be communicated as well).
A selected and activated protocol 10 is also called a conversation because it usually includes the exchange of messages with other agents. A conversation can however also run agent internal, therefore without message traffic. A freshly invoked conversation holds an unambiguous identification that is not visible in the figure. All messages belonging to a conversation carry this identification as a parameter to assign them properly. If an agent receives a messages carrying such a reference to an existing conversation, transition in is enabled instead of transition reactive. The net inscriptions that guarantee this enabling are not 9 Protocol adaptation is done in a way similar to the "'reconfigurable nets"' formalism [1] , i.e. restricted self-modifying nets [35] . The adaptation of protocols together with the agent's knowledge base unfortunately has to be skipped in this paper. 10 Following the object oriented nomenclature one speaks of an instantiated net or protocol (that is represented in form of a net).
represented in figure 3 for reasons of simplicity. The transition in passes incoming messages to the corresponding conversation protocol in execution. Examples for this process follow in section 5.
If the sending of messages to other agents is required during the run of a conversation, these messages are passed from the protocol net over the transition out to the agent's main page and are handed over to the message transport mechanism by the transition output. 11 The communication between protocol net (conversation) and the agent's main net takes place via synchronous channels.
An interesting feature of any agents derived from the (template) agent in figure 3 is that they cannot be blocked, neither by incoming messages nor by their protocols 12 and therefore cannot loose their autonomy. Examples for concrete conversation protocols are to be found in the following chapter 5 where a producer-consumer process is modelled exemplary.
Agent protocols
An important field of application of Petri nets is the specification of processes as that in figure 4 , that shows a simple producer-consumer process. In order to give no room to conceptual confusion, such nets that spread over several agents and/or distributed functional units will be called "survey nets". The place buffer in the middle of the figure represents an asynchronous coupling between the process of producing and that of consuming. This coupling is however to that extent independent that it for example blocks the consumer if it is empty or, given the case that it is inscribed with a capacity, blocks the producer when this maximal filling is reached. In the following, producer and consumer are introduced as autonomous agents and are modelled according to figure 3 by means of a reference net. The buffer is not modelled as an independent agent, nevertheless this would both syntactically (this will be explained in the following) and semantically (in consideration of the level of autonomy the buffer owns) be no problem.
An interesting point is the re-usability of the protocols: Consider a refined model in which the buffer should play an active role and should therefore be modelled as an agent of its own. The protocols of the producer and the consumer remain structurally unchanged, only the addressees of their messages have to be adapted. But these should be modelled dynamically in any case.
Note that this is not the first work that uses the consumer-producer process as an example to illustrate new ideas of how to model and structure software systems by means of Petri nets. It is for example used by Reisig to introduce Petri nets in general [31] and by Valk to show different models of synchronisation [21] .
The following example assumes that the buffer is restricted by a capacity of one item. This restriction is for simplification purposes only and may be lifted easily. The restriction is indicated in figure 4 by the grey place capacity under the buffer place. The producer-consumer survey net is refined to the net in figure 5 which uses an explicitly modelled synchronous message exchange. The buffer and its capacity get carried away to form the message transport system. The message transport system is also the borderline of the two agents producer and consumer that will be introduced in the following subsections. The producer produces one item (denoted as i in the figure) and sends it to the consumer. The producer has to wait for an acknowledge (a) from the consumer to fire the transition rec.ack.
in order to reach its initial state. When the consumer receives an item it sends the acknowledge (send ack.) and consumes the item received. After consuming it is ready to receive the next item.
The marking of the net in figure 5 indicates the starting points of the protocol nets telling the agents how to produce or consume: The production protocol has to be selected pro-actively and starts with the production of an item. The consume protocol is selected in a reactive manner to process an incoming message from the producer containing an item.
Producer
The protocol of the producer agent is represented in figure 6 . The upper transitions with the channels :start, :out, :in, and :stop are typical for all types of protocol nets. The :start channel serves as a means to pass possibly necessary parameters to the protocol. It is called on the agent main page (see figure 3 ) either by transition reactive or pro-active. The channels :in and :out are responsible for the communication of an operating protocol with the environment. They connect to the transitions of the same denominators on the agent's main page. When a protocol has finished its task, the transition inscribed with channel :stop is enabled. By calling of this channel the agent may delete the protocol or, more correctly, the protocol instance. After the start of the protocol the transition produce produces a performative 13 (here i) containing an item, that is directed to the consumer. Note that in the example the performative is the only thing that is produced. The performative will be sent over the :out channel; subsequently the protocol is blocked waiting for an answer message. The blocking behaviour is necessary to simulate 13 Some of the ideas that led to the agent model introduced here are partially originated in the area of the KQML-( [12] ) or FIPA-agents ( [15] ). Roughly speaking a performative is a message. KQML stands for "Knowledge Query and Manipulation Language", FIPA is the abbreviation of "Foundation for Intelligent Physical Agents".
a synchronous communication between producer and buffer. Without waiting for an answer the producer would be able to "inundate" the buffer with messages, what requires an infinite buffer capacity. An arriving confirmation enables the transition acknowledge received. After occurrence of that transition the protocol is not blocked any further and terminates (by enabling the stop transition). The producer agent is now able to select and instantiate the produce protocol again.
Consumer
The protocol net that models the consume behaviour of the consumer agent (see figure 7 ) is selected (reactively) by the agent's main page to process an incoming performative from the producer agent. It is instantiated and the :start channel is used to pass the performative to the protocol. Beside others the performative is needed to send a acknowledge performative to the originator of the conversation (the producer). Note that the consumer agent does not know the producer or if there is one or several of them. The protocol works in either case. The consumer can block an arriving message as long as it wants, until it is ready to "consume" the carried item. In figure 7 , this is represented by the transition send acknowledge. After acknowledging the receipt of the item the transition consume may occur. After that the protocol terminates and can be deleted. Figures 6 and 7 show the protocols that model a conversation between producer and consumer. They are executed within agents of the type of figure 3 . The figures form a simple example that illustrates how to model a producer-consumer process by means of agent oriented Petri nets. The proposed methodology to implement protocol nets in a top-down manner starting with so-called survey nets is not the only possibility to develop protocols. One can easily think of a bottomup style or mixed cases especially for hierarchical protocol relationships as in the following subsection. Unfortunately this topic can not be deepened here.
Refined producer
Consider a producer capable of producing several different items. The naive approach to model this more powerful producer is to enlarge the producer protocol of figure 6 and to use this new protocol afterwards. For several reasons this is not a good idea:
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-Redefinition of existing nets is tiresome and error-prone.
-Large nets tend to be complex and thus difficult to understand and maintain (see above). -Further enhancements become more and more difficult. For these reasons the new produce process is split into pieces. First protocols for the different produce procedures like that in figure 8 have to be modelled. Now the production of the items can be driven from other protocols inside the producer agent. An example of such a higher-order protocol is a description of the following specification: imagine a consumer that does not care if it receives items of type 1 or type 2. In that case the producer can decide to produce items maybe on reasons of availability or price.
This decision is independent of the production process 15 and should therefore be carried out in an independent protocol. This protocol is shown in figure 9 . The protocol is an extension to the producer protocol of figure 6. At first a decision is made about the type of item to produce (transitions i1 and i2). After that the protocol has to send a message to the selected production protocol, e.g. to that of figure 8. The protocol waits for the item to arrive, sends it to the consumer and so on. It may appear that the protocol net in figure 9 shows a conflict introduced through several transitions carrying the same synchronous channel. This possible conflict is resolved through additional inscriptions concerning the type of message that is the argument of the synchronous channels. Note that this solution is not optimal considering the reasons for not enlarging existent nets. As a consequence the process of decision making is sourced out to a protocol of its own; it may be used by other protocols, too. To illustrate this, figure 10 shows the new decision protocol. The new produce protocol is quite similar to the original one, just the decision protocol is called instead of producing.
Related work
Note that this is not the first approach to use Petri nets to model or implement agents. This section will give an idea of similarities and differences between our work and that of other researchers.
A major difference between related work of other authors and our approach is the use of reference nets and therefore the nets within nets idea. To our knowledge there are no other implementations of this net paradigm beside reference nets. Despite of this difference there are certainly similarities to the results of other researchers. This work aims at modelling multi agent systems as a whole.
Therefore it is not possible to relate it to work dealing with smaller parts of agents (e.g. the planning process or reasoning in uncertainty). This will be made up when discussing these parts of our work in future publications.
Sibertin-Blanc et.al. [5] implement agent behaviour in form of Cooperative Nets [34] . Cooperative nets model the behaviour of objects, this approach is enlarged to agents. While the basic idea to model the behaviour is somehow similar to our work there are also differences: The behaviour of a (cooperative) object is statically defined by one net, it can not be altered or adapted at runtime, which is a major drawback for agents. Furthermore, the work of Sibertin-Blanc et.al. contains no notion of an multi agent system.
Holvoet [18] proposes Petri net agents that shall communicate in a manner similar to synchronous channels. Like Sibertin-Blanc (see above) he does not explicitly handle multi agent systems. The proposed agents are not autonomous in the strict sense presented in section 4 of this paper, because their interaction (via transition synchronisation) is not filtered by an interface but directly concerns the transitions modelling the agent's behaviour. So a proper encapsulation of the agents can not be assured, the agents are rather active objects. The agents Holvoet proposes are "special agents": They are specialised and restricted to do tasks that are exchangeable protocols to the agents introduced in this paper.
Fernandes and Belo [10] introduce a modelling case study that uses coloured Petri nets to model multi agent systems activities. They do not model single agents (that are token in their approach) but the overall system behaviour for one example system.
Miyamoto and Kumagai [25, 26] enhance the Cooperative nets (by SibertinBlanc, mentioned above) in several ways to multi agent nets. Their work is closer to our approach because it uses quite similar protocols to define the agents' behaviour. Their protocols offer public interfaces, therefore they are not autonomous in our strict sense.
Xu and Shatz [39] build agents on top of the G-Net formalism of Figueiredo and Perkusich [11] . Despite of the different formalisms their work has some similarities to ours, namely the planning process (how to react to incoming messages). The main difference between the approaches is that their multi agent system is completely unstructured. Therefore mobility is not taken into account. Furthermore their agents have a fixed set of methods and may only adapt by changing their goals, plans and knowledge, not by reconfiguring, adapting or exchanging their actions (methods).
Outlook
In consideration of the topic of this paper some interesting aspects of the agent introduced here could not be mentioned: the protocol nets an agent possesses are interchangeable at run time (so the agent allows this). A mobile agent (mobility is possible in the multi agent framework but not introduced here) that arrives at an agent platform can adopt the protocols valid there as his own.
The modelling process is a topic of its own rights. The transformation of a survey net that describes an entire conversation (as given in figure 4 ) to the protocol nets is exemplarily carried out in [17] (in German).
A further point concerns the protocols themselves: only very simple procedures were shown. More complicated protocols include a hierarchical nesting that is constructed at run time by mutual calls of protocols (in contrast to protocols forming a conversation this is done within one agent). In this way a dynamic adaptation of the agents via self modification becomes possible.
Besides intuitive and compact modelling of concurrent processes Petri nets are particularly well-known for their provability. It should not be concealed that there are no standard proving techniques nor frameworks for reference nets. This is a major drawback because exhaustive testing via simulation is not always wanted nor possible. There is an ongoing PhD. thesis in our department that deals with the question of property conserving composition in agent Petri nets, first results of this work can be found in [22] . This is a very promising approach because it fits to the compositionality of the protocols presented in this work: Once a property like liveness has been proven for a protocol net, it may be used in any conversation without loosing this property (subject to the condition that all other protocol offer this property, too).
At present the knowledge base is in an internal discussion. There exists a Prolog interpreter that is implemented in Java and therefore can be integrated into the reference net simulation tool Renew. It is used as an inference engine inside the agents in more elaborated examples. Desirable is a graphically modelled knowledge model.
