ABSTRACT. In this paper the quasilinearization method is used in an approach to the unique solution of the separated boundary value problem on time scales from below and above by monotone convergent sequences of upper and lower solutions. The rate of convergence is also determined.
Introduction.
In this paper we consider the separated boundary value problems (SBVPs)
and
−(p(t)x ∆ ) ∇ + q(t)x = f (t, x) + g(t, x), t ∈ [a, b] (3) x(ρ(a)) = A, x(σ(b)) = B. (4)
In Section 2 we give some preliminary results with respect to the calculus on time scales which can also be found in the books by Bohner and Peterson [7] and Kaymakçalan, Lakshmikantham, and Sivasundaram [12] . In Section 3 we introduce the theory of the method of lower and upper solutions for the SBVP (1) (2) . Under certain assumptions on f and g we prove existence theorems for solutions of the SBVP (1) (2) on a time scale T. Then, in Section 4, the idea of the quasilinearization method is used for the SBVP (1) (2) on T for which f and g are k-hyperconvex and k-hyperconcave functions, respectively. This method has been studied by Cabada and Nieto [8] , Lakshmikantham and Vatsala [13] , Mohapatra, Vajravelu and Yin [14] for ordinary differential equations. The method of upper and lower solutions for the SBVPs has recently been developed by Akın [3] on T. Then the quasilinearization method is applied by Eloe [9] for the SBVP (1) (2) when p = 1, q = g = 0 and f is 1-hyperconvex on a compact time scale. We also prove that the order of convergence of sequences of lower and upper solutions is k. In Section 5 we again use the idea of quasilinerization method for the SBVP (3) (4) where f and g are respectively k-hyperconvex and k-hyperconcave functions on T. This method is also used by Merdivenci Atıcı, Eloe and Kaymakçalan [5] for the SBVP (3) with periodic boundary conditions when p = 1, f and g are 1-hyperconvex and 1-hyperconcave functions on T. We also determine the order of convergence of sequences of lower and upper solutions similarly as in Section 4. In Section 6, we emphasize that the sequences of lower and upper solutions are not unique in the main result of this paper.
Calculus on time scales.
The theory of time scales was initiated by Stefan Hilger in his Ph.D. dissertation [11] in 1988 in order to unify continuous and discrete analysis. Some recent paper concerning dynamic equations on time scales include Agarwal, Bohner and O'Reagan [2] and Akın-Bohner and Bohner [4] . A time scale T is an arbitrary nonempty closed subset of real numbers R. For our purposes, we let T be a time scale, [a, b] be the closed and bounded interval in T, i.e., [a, b] := {t ∈ T : a ≤ t ≤ b} and a, b ∈ T.
Obviously a time scale T may or may not be connected. Therefore we have the concept of forward and backwards jump operators as follows. Define σ, ρ : T → T by σ(t) = inf{s ∈ T : s > t} and ρ(t) = {s ∈ T : s < t}.
If σ(t) = t, σ(t) > t, ρ(t) = t, ρ(t) < t, then t ∈ T is called rightdense (rd), right-scattered, left-dense, left-scattered, respectively. We also define the graininess function µ : T → [0, ∞) as µ(t) = σ(t) − t.
The sets T κ , T κ which are derived from T are as follows: If T has a leftscattered maximum t 1 , then
then the delta-derivative of f at a point t is defined to be the number f ∆ (t), provided it exists, with the property that for each ε > 0 there is a neighborhood of U 1 of t such that
for all s ∈ U 1 . If t ∈ T κ , then we define the nabla derivative of f at a point t to be the number f ∇ (t), provided it exists, with the property that for each ε > 0 there is a neighborhood of U 2 of t such that
In the next two theorems we give some important properties of deltaderivative and nabla-derivative.
Theorem 2.1. Assume f : T → R is a function and let t ∈ T
κ . Then we have the following:
(ii) If f is continuous at t and t is right-scattered, then f is deltadifferentiable at t with
(iii) If f is delta-differentiable and t is right-dense, then
The product and quotient rules are given by
where f and g are two delta-differentiable functions such that gg σ = 0.
Theorem 2.2. Assume f : T → R is a function and let t ∈ T κ . Then we have the following:
(ii) If f is continuous at t and t is left-scattered, then f is nabladifferentiable at t with
(iii) If f is nabla-differentiable and t is left-dense, then
where f and g are two nabla-differentiable functions such that gg ρ = 0. Notice that, in general,
Definition 2.1. Let f : T → R be a function. We say that f is rd-continuous provided f is continuous at each right-dense point in T and lim s→t − f (s) exists as a finite number for all left-dense points in T. The set of rd-continuous functions f : T → R will be denoted in this paper by C rd = C rd (T).
In this case we define the integral of f by
We also need the following fundamental result which is proved in the article by Merdivenci Atıcı and Guseinov [6] . We refer the readers to [6] for further results for the nabla-derivative.
3. The method of upper and lower solutions. We consider the SBVP (1) (2) with real 
|x(t)|.
A function x is called a solution of the equation
The following fundamental result from the calculus on time scales is very crucial in the proof of some results in the next section. A special case of the following lemma is proved by Akın [3] .
Proof. There are four cases as follows:
(ii) ρ(c) < c < σ(c);
As is shown in the proof of [7, Theorem 6 .54], one can show that the first case is impossible and in the other cases h ∆ (c) and (ph ∆ ) ∆ (ρ(c)) are nonpositive. However, we only show the last case. From Case (iii)
This implies that there exists δ > 0 such that h
Hence h is strictly decreasing on (c − δ, c]. But this contradicts the way c was chosen. Therefore h
This implies that there exists δ > 0 such that (ph
This implies that h is strictly increasing on (c, c + δ). But this contradicts the way c was chosen. Therefore (ph
Remark 3.1. The smoothness requirements on α and β can be weakened in the following way as in [7, Theorem 6 .54]. (1) (2) such that
We need one final fundamental result concerning the method of upper and lower solutions. (1) (2), respectively. Then
Theorem 3.2. Assume that f is strictly decreasing and g is decreasing in x for
Proof. Define h := α − β. For the sake of contradiction assume that the result is not true. Hence there exists
Then by Lemma 3.1,
On the other hand, we have, note that σ(ρ(t 0 )) = t 0 as the first case in Lemma 3.1 cannot occur,
where we used the definition of upper and lower solutions, the monotonicity conditions of f and g, and the sign condition on q.
Theorem 3.2 gives another approach for proving the uniqueness of solutions of the SBVP (1) (2). The proof of the following theorem follows from the fact that every solution of the SBVP is also a lower and an upper solution. 
The quasilinearization method.
In this section we let f (i) (t, x) be the ith derivative of f with respect to x for i ≥ 1, and
. Note that these are the usual partial derivatives in R.
Here we prove our main result when k = 3. 
, and
then there exist monotone sequences {α n } and
Proof. Define H and L by
We now consider two SBVPs in addition to the SBVP (1) (2) as follows:
with the boundary conditions (2) and
with the boundary conditions (2) . First of all, we will show that α 0 and β 0 are lower and upper solutions of the SBVPs (5) (2) and (6) (2). Since
α 0 is trivially a lower solution of the SBVP (5) (2). Applying Taylor's theorem, we obtain
and we used the facts that g is 3-hyperconcave and f is 3-hyperconvex. Therefore β 0 is an upper solution of the SBVP (5) (2). Theorem 3.1 assures the existence of a solution α 1 of the SBVP (5) (2) such that
Similarly, β 0 is an upper solution of the SBVP (6) (2) and α 0 is a lower solution of the SBVP (6) (2) since
where
and we used Taylor's theorem and the facts that f is 3-hyperconvex and g is 3-hyperconcave. Applying Theorem 3.1, there exists a solution β 1 of the SBVP (6) (2) such that
Next, we show that
To see this, we apply Taylor's theorem
and we used the facts that f is 3-hyperconvex and g is 3-hyperconcave. Hence, α 1 is a lower solution of the SBVP (1) (2). Again we apply Taylor's theorem to obtain
and we used the facts that f is 3-hyperconvex and g is 3-hyperconcave. Therefore β 1 is an upper solution of the SBVP (1) (2). Applying Theorem 3.2, we have the inequality in (7). Continuing this process by induction, we obtain sequences {α n } n∈N 0 and {β n } n∈N 0 with
where for each n ∈ N 0 , α n+1 and β n+1 satisfy the SBVPs
with the boundary conditions (2), respectively.
Since [a, b] is compact and the convergence is monotone and bounded, {α n } converges uniformly to some function x. Erbe and Peterson [10] have constructed the Green's function G(t, s) associated with the SBVP (1) (2) and shown the positivity property of G(t, s) . We employ G(t, s) to solve nonlinear dynamic equations through the following observation: x is a solution of the SBVP (1) (2) satisfying
where z 1 is the solution of the SBVP
Now, {α n } converges monotonically and uniformly to some function x and
Note that
and the convergence is uniform on [a, b] since [a, b] is compact. It is now straightforward to show that (8) holds. A similar argument can be used for {β n }. The conclusion of the theorem follows from the fact that the SBVP (1) (2) has a unique solution, namely by Theorem 3.3. Proof. First we show that the convergence of {α n } is cubic. There 
It follows that
G(t, s)∆s.
For the cubic convergence of {β n }, we apply Taylor's theorem
n and we used the fact that
Since β n converges to x uniformly, (i) and (ii) imply that there exist n 0 ∈ N and Q ≥ 0 such that Q n (t) ≥ Q for all n ≥ n 0 . Hence, there exists a continuous function
holds and it is equivalently,
. And for any n ≥ n 0 we have that
where L *
Remark 4.1. If g = 0, then the order of convergence of {α n } is 4. 
Proof. We define
The proof is similar to that of Theorem 4.1 and hence is omitted. In the following examples we will apply Theorem 4.2 when k = 2. 
where f (t, x) = −x and g(t, x) = −x 2 . Since 
where f (t, x) = 4 sin ((2π/3)x) and g(t, x) = −x 3 . Since We define the set 
Next we define
G(t, s)∇s,
where G(t, s) is the Green's function for the SBVP
The positivity property of this Green's function has been obtained in [6] .
Some results concerning monotone methods and the method of quasilinearization for second order dynamic equations require the use of second derivative test. The next lemma deals with the sign of the delta and the delta-nabla derivatives of a function at a point of local maximum. The proof of the lemma follows from Lemma 3.1 and Theorem 2.3 which gives the relationship between delta and nabla derivatives.
The proof of the following theorem follows from Schauder fixed point theorem. (ii) f is strictly decreasing in x for t ∈ [a, b] and; (12) which follow from the assumptions (i) and (ii) and we used the mean value theorem. We now define
The proof is similar to that of Theorem 4.1 and hence is omitted.
Corollary 6.1. The convergence of each sequence {α n } and {β n } is quadratic when k = 2.
Proof. Set u n = x − α n and v n = β n − x, where x denotes the unique solution of the SBVP (1) (2). We only show that the convergence of {β n } is quadratic. Similarly, the quadratic convergence of {α n } can be seen. Note that v n ≥ 0 follows from the monotone convergence of {β n } to x. Applying mean value theorem, we obtain
where 
