Abstract-With the LHC the technology of NbTi-based accelerator magnets has been pushed to the limit. By operating in superfluid helium, magnetic fields in excess of 10 T have been reached in various one meter-long model magnets while full scale magnets, 15 meter-long dipoles, have demonstrated possibility of safe operation in the 8.3-9 tesla range, with the necessary, very tight, field accuracy. The paper reviews the key points of the technology that has permitted the construction of the largest existing superconducting installations (Fermilab, Desy and Brokhaven), highlighting the novelties of the design of the LHC dipoles, quadrupoles and other superconducting magnets. All together the LHC project will need more than 5000 km of fine filament superconducting cables capable of 14 kA @ 10 T, 1.9 K.
I. INTRODUCTION
T HE DEVELOPMENT of superconductors for magnet applications has received a strong boost from the High Energy Physics (HEP) community, both for detector magnets and for accelerator magnets. In particular Superconductivity and Accelerators have been "good companions" [1] - [4] , for more than forty years. The Tevatron, a proton-antiproton collider of almost 2 TeV energy in the center of mass built in 1983 at Fermilab (Batavia, IL, USA), with its 800 six meter-long dipoles providing 4.4 T at 4.4 K was the first very large application of superconductivity. Then the HERA project [5] , a proton-electron collider built at Desy (Hamburg, D) in 1989 and based on 450 ten meter-long dipoles providing almost 5 T at 4.4 K, was the first very large installation of superconducting devices all built in Industry.
The demand for extremely high current density (both for and for ), for fine filaments, for tight control of the copper content, for very compact cables with large current capability, together with necessity of producing hundreds of tons of materials for large projects, has been one of the main motivation for the continued improvement of practical superconductors. HEP has provided so far, and still does nowadays, a unique forum where material scientists, material engineers and final users, i.e., magnet designers and magnet constructors, gather together and, by sharing their knowledge and their needs, are able to accomplish real progress in the technology.
The Large Hadron Collider (LHC) [6] , [7] at present under construction at CERN, is based on the use of 8000 supercon- ducting magnets of different size and field level. The magnet system, whose length is about 20 km, operates at 1.9 K by means of superfluid helium and requires about 1200 tons of superconducting NbTi/Cu cables. The 1232 main dipoles, 15 m long for a double field channel of 8.3-9 T, see artistic view in Fig. 1 , represent the ultimate effort for NbTi based conductor technology, not only in term of field level, field quality and technological challenge but also in term of cost effectiveness. In Table I the characteristics of the main accelerator installations, so far built or at least designed, are reported.
II. WHY ACCELERATOR MAGNETS

A. Why Accelerators: The Energy Demand
Particle accelerators, invented and developed for basic physics research, are nowadays used in many areas. In particular there is an increasing demand of compact accelerators in Medicine, for radioisotope production or for direct irradiation of human tissues.
For fundamental research, accelerators are still a unique tool to investigate the ultimate structure of matter. An accelerator can be considered as a very powerful microscope, capable to provide details at the scale length of , being the particle momentum. At the energy attainable by the LHC, 10 TeV, we will explore the matter with a detail of 10 m. Another, complementary, point of view is the one that considers that in collision the kinetic energy can be transformed into very massive particles; in the LHC we'll recreate so massive particles that were only present up to a few picoseconds after the Big Bang. Actually, when heavy ions rather that protons will be accelerated and TABLE I  MAIN HADRON ACCELERATORS (LARGE INSTALLATIONS) collided, a particular collective state of the matter will be generated: the so-called "quark-gluon soup" that ceased to exist in our universe approximately one microsecond after the Big Bang.
So accelerators help us to discover our origin by enabling us to look into the infinitely small and a bringing us back in time just a few instants after the Big Bang.
B. Why Superconducting Magnets for Accelerators
Magnets have various functions in accelerators and beam transfer lines. Here only magnets for colliders (or slow synchrotrons) will be considered. Actually superconducting magnets for-moderately-fast cycle synchrotrons were considered in the past but the effort of the community have been so far mainly concentrated on superconducting magnets for large colliders.
1) Beam Guidance: The Race Toward High Fields: Particle beams are accelerated by means of radiofrequency (RF) cavities. In circular accelerators the particle beam is bent in order to recirculate and make use of the accelerating voltage many times. For a relativistic circular accelerator the beam energy is given by the following relation:
BR, where the Energy is in TeV, the bending field is in tesla and the curvature radius is in km. The above expression gives reason to the push toward high fields and large rings. The cost of the tunnel and of the bending strength scales differently and optimization depends strongly dependent on the selected site, on existing infrastructure and on technology chosen [8] . The American SSC, about 10 year ago, was designed for an "intermediate" field level of 6.6 T and a tunnel length of 80 km (the arcs being 65 km long). In the case of the LHC, the fixed length of the existing CERN tunnel previously used for the LEP collider (27 km in total with 18 km of arc length) calls for the maximum field attainable with existing and mature technology, i.e., NbTi/Cu windings cooled at 1.9 K by means of HEII. The LHC operative field is fixed at 8.3 T with possibility of further improvement up to 9 T.
2) Beam Focusing: Particle beams need to be focused to avoid excessive beam size growth and to maintain stability. The main devices used to focus are quadrupole magnets, whose peak field on conductor is usually chosen to be 10-15% less than the dipoles. Special quadrupoles are necessary to focus the beams at collision points, in order to increase the collision rate, one of the key parameter of an accelerator. These magnets, called low-beta or IR (Interaction Region) quadrupoles, having larger diameter that the arc quadrupoles ends with peak field similar to the main dipoles.
Higher order magnets, like sextupoles, octupoles and decapoles are needed for beam stability and to correct field errors in the main magnets. By far the most important are the sextupoles, that are necessary to correct the beam chromaticity (nonuniform focusing due to the energy spread). The main source of sextupole content of the machine is the persistent current in the superconductive fialments, a typical problem to be addressed in superconducting machine.
In total in the LHC more than 6000 superconducting magnets, of different size and field, are needed for correction and beam control, beside of the about 1600 main magnets (dipoles and arc quadrupoles). It is worth noticing that the main magnets fill 2/3 of the tunnel and contribute to about 80% of the cost of the magnet system, which in turn is about half of the cost of the whole LHC Project.
III. ACCELERATOR MAGNET BASIC DESIGN
A dipole is like a split pair of circular coils stretched along the particle trajectory in such a way that the field is generated only along the beam pipe, as shown in Fig. 2 .
A. Coil Structure and Superconductor
It can be shown [9] that current sheets having an azimuthal profile of the surface current density varying like gen- erate a perfect dipole field, see Fig. 3 . The same result is obtained if we have a uniform volume current density in a coil cross-section with an azimuthal profile varying like . This configuration is the one obtained by the intersection of two cylinders carrying uniform but oppositely directed current densities. In practice this configuration is approximated by shell of currents with suitable azimuthal length, see again Fig. 3 , where both dipole and quadrupole configurations are shown.
For a perfect dipole with current , the field scales as , where is the coil thickness at midplane and the overall current density in the winding. We see that:
1) The total volume of the coil increases linearly with the coil inner radius, ; 2) Since the coil aperture is determined by accelerator physics, increasing is the only way to reduce the coil volume and the quantity of superconductor and thereby to save cost and reduce the complexity of the whole structure. Most of the field is generated directly by the coils but the iron yoke is still important to reduce the stray field. Also it helps to reduce the operating current density by 10-15%, with consequent reduction of the problem of magnet protection in case of a quench to normal state.
B. Superconductor and Current Density
As previously remarked, is the dominant factor. From this the continue push to improve the superconductor critical current density, although is not the only key parameter. Here's the list of parameters of a superconductor that affect the design and the performance of a magnet:
1) Superconductor Performance, : The superconductor current density, , is the noncopper (in a more general way, the nonstabilizer) current density. If passive materials with bad conductivity are present, like barriers, Cu-Ni or bronze or Nb matrix, etc., the current of the wire has to be averaged over the entire cross section of these components that do not contribute to stabilization and protection. This allows fair comparison between different materials and techniques and, actually is the relevant number for magnet design. In practice for magnets of real projects built so far, NbTi has been the invariable choice. This not only for reasons of cost of the material or of the associated winding technique: when correct values, obtainable reliably on long lengths, of other possible materials (in practice Nb Sn and, perhaps, HTS) are properly compared with the ones of NbTi, the intrinsic advantage of other superconductors over NbTi for field below 8 T is not at all evident. Actually, at the very beginning of the LHC R&D phase, a program based on Nb Sn conductor working at 4.2 K was carried out as possible alternative route to NbTi working at 1.9 K [10] . Despite some good technical success (the mirror coil was the first accelerator single winding to break the 10 T threshold), the program was abandoned in 1991, to concentrate the limited available resources on the more practical and solid NbTi route. 4 . Rutherford cable (left) with a defect. The CIS (Cable Inspection System) developed for LHC (right) is able to evidence automatically this type and also more subtle type of defects, through optical recording and on line image analysis. Some 5000 km of cable will be inspected in this way.
Another excellent property of NbTi is the insensitivity of to strain. The average transverse stress in the coils, see part on mechanical structure, can reach 150 MPa, a level that is comfortable only for NbTi.
2) Control of the Superconductor Content: Usually accelerator magnets require Cu/NbTi in the range from 1.5 to 2.0. NbTi-Cu strands with copper content below 55% in volume may have instability problems and protection becomes an issue, too.
A point having a strong impact on cost is the strict tolerance imposed on the variation of the superconductor cross section: the acceptable range of the Cu/NbTi ratio is, for the LHC, 0.05. This implies capability to control the superconductor volume at the 1% level over the whole production.
3) High Current Compact Cables: The basic elements, strands with typical of 400 A, is assembled in cables capable of more than 10 kA, minimizing the eventual degradation and void fraction (usually its complement, the compaction factor, is quoted). At present degradation for cabling is as low as 3% for Cu-NbTi cables and the compaction factor (conductor cross section over the total cable cross section) is around 90%. The use of big cables is almost mandatory in order to cut down the magnet inductance to reduce the discharge time in case of a quench.
An issue strictly related to the cable forming technique is the contact resistance among strands. This point will be addressed in the chapter dedicated to Field Quality.
Last but not least it is important to have a very strict tolerance on the cable sizes, in order to allow an accurate positioning of the conductor inside winding. The required accuracy of the cable thickness for the LHC main dipoles and quadrupoles is 6 m over the whole production.
4) Thin Insulation:
The possibility to choose thin insulation, like polyimmide tapes, is also a desirable characteristic. Again this is an advantage of NbTi. For the LHC the total turn-to-turn insulation thickness ranges from 150 to 220 micrometers. 5) Operating Point: Because of high current density and high magnetic field: e.m. forces are huge and, given the basic racetrack geometry, any force has to be contained by an external structure, thus increasing the possibility of movements of strands or cables. In fact in this type of magnet the struggle is between the necessity to operate as near as possible to the critical surface in order to take the maximum advantage of and the necessity to operate far enough from the critical surface in order to have a reasonable quench energy to have stability against small mechanical perturbations. Usually the compromise is to work from 80 to 90% of the maximum current, defined as the intersection of the magnet load line with the critical current curves given by short sample measurements.
For the LHC, the total quantity of superconducting cable is 1200 tons (more than 400 tons of NbTi ingots). To guarantee the necessary control of the quality many specific procedures have been implemented, from SPC (Statistical Production Control), to new tools to check automatically for cabling errors like strands crossover, see Fig. 4 . An updated report on superconducting cables for the LHC is given in [11] while the list of their main parameters is reported in Table II . 
C. Multi-Shell Design and Grading
Since coils are usually built with two shells and of course in the outer shell the field is considerably lower than in inner one, it is natural to take advantage of the steep increase of at lower field by reducing the superconductor cross section in the cable of the outer shell. For example, at 4.2 K NbTi doubles its critical current in passing from 8 T,
A/mm , down to 6 T, A/mm . The cable cross section can't be reduced accordingly because a minimum amount of stabilizer must be retained, in order to avoid a too strong dissipation during a quench ( scales as ). Anyway by proper grading of the current density the ampere-turns in the outer shell can be increased by 50-70% in the given area, with great advantage for field generation, as shown, for example in the first CERN quadrupole for LHC IR regions [12] .
IV. MECHANICAL STRUCTURE
Dipoles, quadrupoles and other accelerators magnets are not self-supporting with respect to e.m. forces, unlike solenoids. In Fig. 5 a schematic of a single bore dipole coil and of its cross section is shown together with the forces on conductor. Hence the mechanical design is usually complicated and is very sensitive to assembly errors.
A. 2-D Design
The total force per unit length of an LHC dipole in a coil quadrant is near 2 MN per meter length see Fig. 5 right. A strong structure is needed to contain this huge force. This is formed by collars clamped around the coils at high pressure. The pressure is maintained by means of pinning rods that lock the upper half collars to the lower half ones along the whole magnet. The collars restrain the coils in the radial direction, like a tube, but also squeeze the coils in the azimuthal direction by means of the wedge in the pole region, at 90 from the midplane. The azimuthal compression has to be at least as high as the e.m. forces: when the magnet is excited the action of the e.m. forces is-to a first approximation-to release the pressure at the interface between collars and coils with no coil movement. A detail of the collar-coil interface near the pole is shown in Fig. 6 .
Collaring is a very critical operation and is done by means of large presses capable of exerting about 20 MN/m. A typical compression on the coils of 100-150 MPa is applied, with a residual stress of 60-90 MPa when the external pressure is re- leased. The collars are made of 3 to 5 mm thick laminations, produced by fine blanking in special stainless steel with very low magnetic permeability ( while at cold and under stress) or in strong aluminum alloy.
If collars are not sufficient to contain the whole magnetic force, the yoke has to be compressed against the coils by means of an external shrinking cylinder, usually made out of stainless steel (or Al alloys), that serves also as helium vessel. This cylinder is fitted onto the yoke assembly by welding two half shells along the whole length of the magnet. By means of a "calibrated" welding of the two shells the shrinkage can be more or less controlled. This is a very difficult operation to carry out with reliability and good repeatability and can be avoided if the collars can be made self-sustained, as it is in the design of the LHC arc quadrupoles and of the American LHC IR quadrupoles. Collars are typically 15 to 40 mm wide (radial extension). The LHC dipoles, also in consideration of the twin design (see next section) have been designed with 40 mm wide stainless steel collar, a choice that is safe for field beyond 9 T.
In an alternative design once can use very narrow "skin" collars, just few mm wide, intended for locking the coils in the proper position and for coil handling. In this case almost all forces are kept by the yoke-outer cylinder structure, with the advantage of a 3-5% enhancement of the field because of the closer vicinity of the yoke to the center (dipole D19 of LBNL, CERN first LHC IR quad, Japanese LHC IR quad).
Of course the design should take into account the non uniform spring back of the materials when the press is released, the eventual plasticity of a few points, like the locking rod holes, the effect of the differential thermal contraction of the various materials (for example between the aluminum and iron there is a factor two!) and-most difficult-the role of friction at various locations.
Care and attention during assembly and the quality of the components leads to the desired prestress in operating conditions. For example, the dimension tolerance of cables is 6 m, collars have profiles with an accuracy of 20 m and the total assembly must be controlled to the level of 50 m.
The joints between cables of different windings (top and bottom poles and, for two-in-one dipoles, poles of the two apertures) are accommodated outside the coils but the splice between inner cable and outer of the same pole must be done in situ during winding and fitted inside the winding. Splices must have a low resistance, below 1 n at high field and are a critical element of the reliability of the magnet. To avoid splices inside windings, i.e., in a high field region, a two layers magnet can be wound from a single cable length using the double pancake technique. This of course implies that the advantage of gradingis relinquished. The LHC arc quadrupoles (collaboration CEA-CERN) are wound in this way using the cable that is already produced for the outer layer of the dipoles, leading to a nonnegligible economy.
B. The Two-in-One Concept
Prior to the LHC, previous projects were based on use of single bore magnets, like the one shown schematically in Fig. 5 (left). The LHC project, utilizes the so called two-in-one technique (first proposed at BNL), in order to save room and cost: two complete dipole coils are accommodated in the same iron yoke, with a magnetic coupling and opposite field direction: see Fig. 2 where some flux lines of ones channel enter into the nearby channel. This concept has been pushed at its extreme in the LHC dipole, since the two coils are collared together (mechanical coupling or twin concept). This twin scheme is estimated to have saved some 15% of the cost of the dipoles.
The cross section of the LHC dipoles is shown in Fig. 7 .
C. 3-D Part: The Coil Ends
Coil ends are usually difficult to design, since each turn has to climb up around the beam tube, as shown in Fig. 5 . The saddle-type bend has a complicated 3-D shape and has been the object of various studies both for mechanical stability and for magnetic design. The cable turns are bent and then kept in position by inserting "end spacers," designed according to the principle of minimum strain energy or the minimum perimeter and accurately machined in fiberglass-epoxy composite.
The ends also require special attention for collaring: here the roman arch is far from perfect, so the collaring is usually more gentle. Coil ends are usually surfaced with a partial resin impregnation in order to finish the outer surface and to fill eventual gaps in between conductors and end spacers. Table III the main mechanical and electrical characteristics of the LHC dipoles are listed.
V. FIELD QUALITY
The field must have an excellent accuracy, to the level of 10 , to avoid beam losses or beam blow up due to particular resonances. The field can be analyzed in multipole components, [2] , [3] , [9] , and each individual term should be known and controlled. The harmonic or multipole content is generally given in units that are 10 of the main term at a distance from the axis that is 2/3 of the coil radius (it is worth noting that each component grows as where is the multipole order, i.e., is dipole, quadrupole, etc…) Harmonics are usually measured up to (16th-pole). The importance of the higher order harmonics has become evident in recent years in the long-term tracking studies for the LHC.
A. Geometry and Iron Saturation Errors
Actual coils only approximate the ideal geometry, see Figs. 3, 6, and 7, hence "allowed" harmonics are intrinsically built up in the design. There are also harmonics due to fabrication errors, mainly due to mechanical tolerances of the cable and other components of the coil-collar-yoke assembly. Usually after the pre-series magnets these errors are well understood and can be corrected by improving the tooling and the assembly procedure. In addition suitable correcting coils are placed near the dipoles.
In superconducting magnets the yoke can get locally saturated at a few points, leading to a nondesirable increase of sextupole at high field, a dangerous effect if overlooked.
B. Persistent Currents
Hard superconductors exhibit a strong hysteretic behavior. The highly pinned NbTi conductors used for accelerators have a large area magnetization cycle, i.e., when the field is decreased from flat top down to minimum at injection, the superconducting filaments retain a considerable magnetic moment. Since the critical current density is very high at low field, 10 kA/mm , the persistent currents associated with this magnetization are very important and can destroy the desired field quality. Magnetization scales as , where is the effective diameter of the filaments: if filaments are coupled or heavily distorted the effective diameter can be much larger than the geometrical one. Of course we don't want to have low , the only way to have acceptable, field distortions is to use fine filaments. Fig. 8 shows the variation of the sextupole over the entire dynamic range of an LHC dipole. The strong effect of persistent current can be seen at low field, while a smaller but still significant effect of the iron saturation appears at high field. These effects can be cured with correctors if magnetization is maintained within strict limits of variability throughout production. The inevitable difference in magnetization among different conductor manufacturers can be arranged by suitable magnets with similar characteristics inside the accelerator.
The situation is complicated by the fact that these persistent currents are not exactly constant during the low field plateau. They drift, by an amount that cannot be explained in terms of flux creep, only, and when the magnet starts to be ramped up again they resume their initial values generating the so-called "snap back" effect [13] .
A complicated powering cycle and dynamic correction scheme based on a real time measurements of a few reference magnets with feedback into the sextupole correctors (and into higher order corrector magnets) are required to cure these persistent current effects. To limit these effects fine filaments are needed: 6-7 m in the case of LHC. Fine filaments don't have the same of the optimal 30-50 m filaments. The use of a Nb barrier surrounding each NbTi filament helps to maintain a good level of and good values of the transition index, although it reduces the effective superconductor cross section. However, is seriously reduced below 5-7 m, and it falls by about 20% at 2.5 m (value proposed for the SSC injector dipoles).
C. Coupling Currents
As previously mentioned, a large cable is needed with a high filling factor, invariably of the Rutherford type. Strands cross each other creating a regular network of contacts. Since the winding is strongly pre-compressed during operation, contacts may have a low electrical resistance. The field is perpendicular to the broad face of most of the cable, so during ramp up and down induced currents flow in all the loops, according to the rate of field change and to the value of inter-strand resistance. Consequently: 1) Heat is released into the strands; apart from the additional cryogenic load, there is an increase of the conductor temperature; 2) The quench performance may degrade; 3) Field errors become time dependent due to the rate of field change. To make things more difficult, there is a strong variation from magnet to magnet because the interstrand resistance depends strongly on the surface state of the strands and on the history of the thermal and mechanical cycles (pressure, temperature cycle to cure the insulation, collaring pressure, etc…) of each magnet.
Due to poor control of the strands surface conditions, in the first generation long dipoles for LHC the interstrand resistance spanned over almost two orders of magnitude, from 1 to 80 m! Of course insulating of the strands is not possible because some current sharing among strands is needed for stability and to balance current among different strands. An innovation in the technology of cables has been accomplished in the frame of the R&D for the LHC. Before cabling the strands are coated with 0.5 m thick tin-silver alloy. Then, after cabling, a controlled oxidation of the cable, carried out in air at about 400 C for a few hours (the time depends on the actual thickness of the coating), provides a sufficiently reliable interstrand resistance in the 20 to 40 range [11] .
VI. PERFORMANCES AND PROTECTION
A. Stability Margin
A good measure, although not an exhaustive one, of how stable a magnet is against heat releasing perturbations, is the enthalpy margin, i.e., the energy necessary to increase a unit volume of coil from bath temperature to the transition temperature. It is common practice to quote the temperature margin ( ) to compare various projects. The temperature margin was 0.6 K for the SSC and is 1.4 K for the LHC. It should be noted that, given the different operating temperature and since specific heat scales almost as , the enthalpy margin is about the same for both magnet designs.
B. Quench Behavior and Training
Given the small amount of stabilizer and the extremely high , an accelerator magnet very rarely reaches the maximum current when it is excited in the virgin cycle. More often a quench is induced by some movement in the coils, the strands, cables or portion of the coils, at a certain or much lower than the nominal maximum one. Then, after cooling the magnet down again, the ramp is repeated usually with better results. This training process ends with a plateau that we can call magnet actual limit.
In Fig. 9 training curves are shown for a few LHC long dipoles built during the R&D phase. Certain features can be observed; for example, sudden oscillation in the performance after having reached the plateau. This effect, called "de-training" is due to overheating of some coil region after a quench at high field, i.e., with large stored energy. The thermally stressed region moves and due to friction does not recover its original "good" position, so in the next cycle this becomes a weak zone, due to poor mechanical support, and it quenches at a lower current. This effect is important in LHC magnets because they are the first magnets with enough stored energy to trigger routinely this thermally induced movement.
Magnets should have high initial quench values and a good memory effect. That is, following training and warm up to room temperature, they start near the earlier plateau with little re-training upon subsequent cool down. These points are important because training is expensive and time consuming and in an accelerator the worst dipole (or quadrupole) limits the performance of the whole machine. In the LHC all 1232 dipoles will be submitted to one short training cycle, before to be installed in the tunnel, in order to debug any possible weak point. However, if the memory is not good for almost all of them, will not be possible to operate the accelerator. A quench in one magnet requires an energy dump of all the other 154 magnets series connected, and may increases the temperature above of the other 25 magnets in the same cryogenic circuit. It is clear that for accelerators the demand on quench performance, and particularly on memory behavior, are much more severe than in any other large-scale application of superconductivity.
Good magnets also have the plateau at the as predicted by measurements on cable short samples. The mass production may show some spread in the performance, requiring designing the operating point not too near the short sample limit.
The excellent recent results of the first three preseries magnets, all-suitable for installation into the LHC tunnel are reported in Fig. 10 .
C. Quench Protection
Superconducting magnets (especially expensive ones!) must be well protected during a quench. Simple rules for large projects, stemming from past experience, are:
1) in the coils should not exceed room temperature, to avoid insulation problems. 2) Thermal gradients should not be too large in order to avoid uncontrolled stresses ( K). 3) Voltages should not be excessive ( kV). To protect magnets, the current is diverted into a superconducting bus bar in parallel with the magnet coils, as soon as the voltage exceeds the opening threshold of by-pass diodes that block the shunt during normal operation. To avoid overheating the quench must forced to propagate quickly and this is obtained by firing heaters. These stainless steel strips force a fraction of the winding to quench in 30-50 ms, with fast current decay and some quench-back benefit. Most of the magnetic energy is dissipated in the winding but it is spread over the whole coil, so as to limit the hot spot temperature and the thermal gradients. This picture is further complicated by the fact that very long strings of magnets are series powered in the LHC. Only eight power supplies feed the whole dipole ring, i.e., each powering circuit is 2.3 km long and consist of 154 dipoles.
VII. CONCLUSIONS
Accelerator magnets for field levels below 10 T are nowadays a mature, although very difficult, technology. At present three large plants are operating and the last one (RHIC, see Table I ), was also very cost-effective.
With the LHC the High Energy Physics community is accomplishing a huge enterprise where technical difficulty is balanced with the cost issue and the complexity of the whole system. Despite the difficulty the LHC magnets are now in the production stage and the 20 km long magnet system is becoming a reality, demonstrating the possibility of using superconducting magnets for Mega-Project and providing an excellent example for large-scale Industrial applications of superconductivity.
