This work is based on the recently introduced multivariate multiscale entropy (MMSE) analysis method. In this article, MMSE analysis method is applied on a multimodal dataset provided by Sander Koelstra et al. for analyzing emotions from physiological signals in order to characterize human affective states. The multimodal dataset contains electroencephalogram (EEG) and peripheral physiological signals recorded from 32 participants while the participants were watching 40 selected music videos of one minute duration. Each participant rated their emotional response to 40 music videos along the scales of valence, arousal, dominance and liking. The MMSE analysis curve obtained using this multimodal dataset shows differences in terms of complexity among different affective states, which can be used for emotion detection and classification for machine vision applications.
INTRODUCTION
sycho-physiological process triggered by conscious and/or unconscious perception of an object or situation is called emotion. In other words, an emotion is usually caused by a person consciously or unconsciously evaluating an event as relevant to a concern that is important and is usually experienced as a distinctive type of mental state, sometimes accompanied or followed by bodily changes, expressions, actions; the emotion is felt as positive when a concern is advanced and negative when a concern is impeded [1]. Emotion is often related to mood, temperament, personality and disposition, and motivation. Emotions contribute a significant role in human communication. Emotions can be expressed either verbally through emotional vocabulary, or by expressing non-verbal cues such as intonation of voice, facial expressions and gestures. Most of the contemporary humancomputer interaction (HCI) systems are unable to identify human affective states. So, the goal of characterization of human affective states is to fill this gap by detecting human affective states occurring during human-computer interaction in terms of complexity [2] .
Various discrete categorizations of emotions have been proposed, such as the six basic emotions proposed by Ekman and Friesen [3] and the tree structure of emotions proposed by Parrot [4] . Among six basic emotions, arousal can range from inactive (e.g. uninterested, bored) to active (e.g. alert, excited), whereas valence ranges from unpleasant (e.g. sad, stressed) to pleasant (e.g. happy, elated). Dominance ranges ---------------- The creation of novel databases containing emotional expressions in different modalities has been motivated by recent developments in emotion recognition. The contents of these databases are speech, visual or audiovisual data [5] , [6] , [7] , [8] , [9] . Facial expressions and/or body gestures belong to the visual modality. Posed or genuine emotional speech in different languages is included in the audio modality.
Multichannel multiscale entropy (MMSE) analysis method proposed by Mosabber et al. [10] measures the complexity of multichannel data. The possible applications of this method are analysis of brain consciousness [11] , complexity analysis of multichannel data [12] , dynamical complexity of human responses [13] , and human centred complexity analysis [14] . This method never analysed human emotions.
In this work, a multimodal database containing emotional data has been used to analyse human emotions. To make that database, S. Koelstra et al. [2] used 40 music video clips as the visual stimuli to elicit different emotions. Using these emotional data, multichannel sample entropy is calculated in terms of scale factor in order to determine higher complexity emotional state. 
DEAP: A DATASET FOR EMOTION ANALYSIS
The DEAP dataset consists of two parts [15]: (i). The ratings from an online self-assessment where 120 one-minute extracts of music videos were each rated by 14-16 volunteers based on arousal, valence and dominance. (ii).
The participant ratings, physiological recordings and face video of an experiment where 32 volunteers watched a subset of 40 of the above music videos EEG and physiological signals were recorded and each participant also rated.
DATA PREPROCESSED MATLAB. ZIP
Recordings of EEG and peripheral physiological signals were downsampled and were kept in zip files. These files contain a downsampled (to 128Hz), preprocessed and segmented version of the data in Matlab. TABLE 2 shows the channel layout of 8 channels among 40 channels. In this article, 33-40 channels have been utilized for emotion analysis except 37 and 38 channels. Emotion analysis has been performed using these channels in terms of complexity. If an emotion (e.g. valence) has higher multivariate sample entropy than the other (e.g. arousal), valence emotion will have higher complexity than that of arousal. This multivariate sample entropy theory proposed by Mosabber et al. [10] has been used in this article to measure the complexity of emotion.
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MMSE Method
The multichannel multiscale entropy (MMSE) method is performed through the following two steps:
Define temporal scales of increasing length by coarse graining the multichannel time series { , } =1 ̦ l=1, 2, . . . ,c, where c denotes the number of channels and N the number of samples in each channel. Then, for a scale factor , , the elements of the multichannel coarse-grained time series are calculated as
Where 1≤ ≤ and = 1, … . , .
(ii).
Calculate the multichannel sample entropy, MSampEn, for each coarse-grained multichannel, , , and plot MSampEn as a function of the scale factor . Multichannel sample entropy is therefore a prerequisite for performing multiscale entropy (MSE) analysis simultaneously over a number of data channels. 
MULTICHANNEL SAMPLE ENTROPY CALCULATION
iv. Extend the dimensionality of the multichannel delay vector from m to (m+1). This can be performed in c different ways, as from a space defined by the embedding vector [ 1 , 2 , … , , … , ] the system can evolve to any space for which the embedding vector is � 1, 2 , … , + 1, … , �( = 1,2, … , ). Thus, a total of c × (N−n) vectors +1 ( ) in ℝ +1 are obtained, where +1 ( ) denotes any embedded vector upon increasing the embedding dimension from to ( + 1) for a specific variable l. In the process, the embedding dimension of the other data channels is kept unchanged, so that the overall embedding dimension of the system undergoes the change from m to (m+1). v. For a given +1 ( ) , calculate the number of vectors , such that [ +1 ( ), +1 ( )] ≤ , where ≠ , then calculate the frequency of occurrence,
, and define the global quantity
vi. This way, ( ) represents the probability that any two composite delay vectors are similar in dimension m, whereas +1 ( ) is the probability that any two composite delay vectors will be similar in dimension (m+1). vii. Finally, for a tolerance level r, MSampEn is calculated as the negative of a natural logarithm of the conditional probability that two composite delay vectors close to each other in an m dimensional space will al so be close to each other when the dimensionality is increased by one, and is given by
Where the symbol , , denotes Multichannel Sample Entropy 6 RESULT AND ANALYSIS 
Complexity analysis of physiological signals for emotion analysis

Complexity analysis of multichannel data for emotion analysis
In this section, hEOG-vEOG, zEMG-tEMG and Plethysmograph-Temperature multichannel contents are analyzed in terms of complexity in order to test affective states of human. The values of the parameters used to calculate multichannel sample entropy were 1 = 3, 2 =2, 1 =1, 2 =2 and r is set at a certain percentage (usually 7%) of the original channel content standard deviation (SD). fig. 1 , it is observed that the values of sample entropy for the dominance emotion are higher than the values of sample entropy for the arousal emotion for all scales. Due to the higher entropy values for all scales for dominance rather than arousal, this result is consistent with the fact that, unlike arousal, dominance contains correlations across multiple time scales and is, therefore, more complex than arousal. This fact also implies that human has an empowered feeling (in control of everything) for dominance and an inactive feeling (e.g. uninterested, bored) for arousal. Fig. 2 . shows MMSE (Multichannel Multiscale Entropy) analysis for two channels containing zEMG (Zygomaticus Major EMG, zEMG1 -zEMG2) and tEMG (Trapezius EMG, tEMG1 -tEMG2) time series (mean zero, variance one), each with 7681 data points. In fig. 2. (a) , it has been shown that the values of sample entropy for the valence emotion are higher than the values of sample entropy for the arousal emotion for all scales. Since the entropy values are higher for all scale factors, this result is consistent with the fact that, unlike arousal, valence emotion contains correlations across multiple time scales and is, therefore, more complex than arousal . This fact also implies that human has a pleasant feeling (e.g. happy, elated) for valence and an inactive feeling (e.g. uninterested, bored) for arousal. Similarly, from Fig. 2. (b) anyone can assume that dominance emotion is more complex than liking emotion for the same channels described in fig. 2. (a) . Therefore, human has an empowered feeling (in control of everything) for dominance and a weak liking feeling (e.g. how large do you like anything) for liking emotion. fig. 3. (c) , one can say that the values of sample entropy for the dominance and arousal emotion increase with the increase of scale factors except for scale factor 1. Both of emotions do not overlap with each other except scale factor 1. This indicates that both emotions can be identified by MMSE algorithm. Since the values of sample entropy for the arousal emotion are higher than the dominance except for scale factor 1, it can be said that, unlike dominance, arousal emotion contains correlations across multiple time scales and is, therefore, more complex than dominance . This fact also implies that human has an active (e.g. alert, excited) feeling for arousal and helpless, weak (without control) feeling for dominance.
In fig. 3. (d) , it is shown that the values of sample entropy for dominance and liking emotion do not overlap with each other except scale factors 1 and 4. Because of no overlapping behavior for the majority of the scale factors, both emotions can be identified by MMSE algorithm. In this case, Liking emotion is more complex than the dominance. This fact also implies that human has a strong liking feeling for liking emotion and helpless, weak (without control) feeling for dominance.
In fig. 3 . (e), one can see that for scale factor ≥ 2, the values of sample entropy for the dominance and valence emotions increase. Both of them do not overlap with each other except scale factor 1. This indicates that both emotions can be identified by MMSE algorithm. Since the values of sample entropy for the valence emotion are higher than the dominance, it can be said that, unlike dominance, valence emotion contains correlations across multiple time scales and is, therefore, more complex than dominance. This fact also implies that human has a pleasant feeling (e.g. happy, elated) for valence and helpless, weak (without control) feeling for dominance.
CONCLUSION
This work applies the recent introduced multichannel multiscale entropy analysis method on a multimodal dataset provided by Sander Koelstra et al. for the analysis of spontaneous emotions using physiological signals. Most of the contemporary human-computer interface action (HCI) systems are unable to identify human emotional states. So the goal of this work is to resolve the lack of emotional intelligence suffered from the human-computer interaction systems. In this work, multichannel sample entropies are calculated for different emotions such as valence, arousal, and dominance using physiological signals and then are compared to measure which emotion has the higher complexity than the other in order to detect human affective states. 
