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ON COMMON DIVISORS OF FOX DERIVATIVES WITH
TOWARDS TO ZERO DIVISORS OF GROUP RINGS
Viktor Lopatkin∗
Abstract. Using Composition–Diamond Lemma we construct presen-
tations of groups G = 〈x1, . . . , xn | r1, . . . , rm〉 with the following prop-
erty; for a fixed 1 ≤ i ≤ n, and for all 1 ≤ j ≤ m, Fox derivatives
∂rj/∂xi have common divisor. It follows that in some cases the group
ring Z[G] has zero divisors.
Introduction
Let F be a field, and G a group with torsion, say gn = 1 with 1 < n <∞.
Consider the group ring F[G]. We then have
(1− g)(1 + g − g2 + · · ·+ (−1)n−1g) = 0
in F[G].
Assume now that G is a torsion-free group. Kaplansky’s zero divisor
conjecture states the the group ring F[G] does not contain nontrivial zero
divisors, that is, it is a domain.
In this paper we aim to construct groups with nontrivial zero divisors
using methods of homological algebra. The main result is Theorem 3.1.
1. Preliminaries
Let G be a group is generated by x1, . . . , xn and is defined by relations
r1, . . . , rm, i.e., the G is presented as follows (= a group presentation)
G = 〈x1, . . . , xn | r1, . . . , rm〉.
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Thus, G ∼= F/N where F is the free group with basis X := {x1, . . . , xn}
and N is the normal closure in F of the set {r1, . . . , rm} of words in X∪X
−1.
Further, as is customary, 2-complexes will be specified by means of
groups presentations. The cellular model of a presentation of G ()is the
2-complex KG that has a single 0-cell, one 1-cell for each generator xi and
one 2-cell fore each relator rj. An orientation of the cells in the one-skeleton
K
(1)
G determines an isomorphism π1K
(1)
G
∼= F . The 2-cell corresponding to
a relator rj is attached along a based loop in the one-skeleton that spells
the word rj. The inclusion K
(1)
G ⊆ KG induces a surjection F → π1KG with
kernel N . In particular, π1KG is canonically isomorphic to G, and so π2KG
is a left Z[G]-module under the homotopy action of π1KG.
Consider the Z[G]-modules
⊕m
i=1 Z[G],
⊕n
i=1 Z[G]. Define
d0 :
n⊕
i=1
Z[G]→ Z[G]
by setting
d0 : (α1, . . . , αn)
T 7→
n∑
i=1
αi(xi − 1).
Next, define
d1 :
m⊕
i=1
Z[G]→
n⊕
i=1
Z[G]
by setting
d1 : (βr)r∈{r1,...,rm} 7→
∑
r∈{r1,...,rm}
(Jrxβr)x∈X , βr ∈ Z[G],
where Jrx is the image in Z[G] of the (left) partial derivative ∂r/∂x (= Fox
derivative, see [MKS, Sec. 5.15]).
Further, the second homotopy Z[G]-module π2(KG) can be viewed as
the kernel of the map d1. This was first observed by K. Reidemeister [R50].
More precisely, we have the following result.
Theorem 1.1. There is an exact sequence of Z[G]-modules:
0→ π2(KG)
p
−→
m⊕
i=1
Z[G]
d1−→
n⊕
i=1
Z[G]
d0−→ Z[G]
ε
−→ Z→ 0,
where ε is the augmentation map.
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Take a β ∈ π2(KG), we then get p(β) = (β1, . . . , βm)
T , and hence
m∑
j=1
βj
∂rj
∂xi
= 0,
for every 1 ≤ i ≤ n.
Assume now that for a fixed i,
∂rj
∂xi
= Djf , 1 ≤ j ≤ m, then by the
previous equality we then have
m∑
j=1
(βjDj)f = 0, (1.1)
it follows that if π2(KG) 6= 0 then Z[G] has zero divisors.
The aim of this paper is thus to construct such groups. We will use
Composition–Diamond Lemma technique. More precisely. Consider a free
algebra F〈X〉 over a field F. Given polynomials ϕ, f ∈ F〈X〉. When the
polynomial ϕ is divided by f? The Composition–Diamond Lemma can help
us to answer this question.
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2. Composition–Diamond Lemma
Here we present the concepts of Composition–Diamond lemma and Gro¨bner–
Shirshov basis. In the classical version of Composition–Diamond lemma, it
assumed that considered algebras is over a field, here we consider the general
case.
2.1. CD-Lemma for associative algebras. Let K be an arbitrary com-
mutative ring with unit, K〈X〉 the free associative algebra over K generated
by X , and let X∗ be the free monoid generated by X , where empty word is
the identity, denoted by 1X∗ . Assume that X
∗ is a well-ordered set. Take
f ∈ K〈X〉 with the leading word (term) LT(f) and f = κLT(f)+ rf , where
0 6= κ ∈ K and LT(rf) < LT(f). We call f is monic if κ = 1. We denote by
deg(f) the degree of LT(f).
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A well ordering 6 on X∗ is called monomial if for u, v ∈ X∗, we have:
u 6 v =⇒ w
∣∣
u
6 w
∣∣
v
, ∀w ∈ X∗,
where w
∣∣
u
:= w
∣∣
x→u
and x’s are the same individuality of the letter x ∈ X
in w.
A standard example of monomial ordering on X∗ is the deg-lex ordering
(i.e., degree and lexicographical), in which two words are compared first by
the degree and then lexicographically, where X is a well-ordering set.
Fix a monomial ordering 6 on X∗, and let ϕ and ψ be two monic
polynomials in K〈X〉. There are two kinds of compositions:
(1) If w is a word (i.e, it lies in X∗) such that w = LT(ϕ)b = aLT(ψ) for
some a, b ∈ X∗ with deg(LT(ϕ)) + deg(LT(ψ)) > deg(w), then the
polynomial (ϕ, ψ)w := ϕb−aψ is called the intersection composition
of ϕ and ψ with respect to w.
(2) If w = LT(ϕ) = aLT(ψ)b for some a, b ∈ X∗, then the polynomial
(ϕ, ψ)w := ϕ − aψb is called the inclusion composition of ϕ and ψ
with respect to w.
We then note that LT(ϕ, ψ)w ≤ w and (ϕ, ψ)w lies in the ideal (ϕ, ψ) of
K〈X〉 generated by ϕ and ψ.
Let S ⊆ K〈X〉 be a monic set (i.e., it is a set of monic polynomials).
Take f ∈ K〈X〉 and w ∈ X∗. We call f is trivial modulo (S, w), denoted by
f ≡ 0 mod (S, w),
if f =
∑
s∈S κasb, where κ ∈ K, a, b ∈ X
∗, and aLT(s)b 6 w.
A monic set S ⊆ K〈X〉 is called a Gro¨bner–Shirshov basis in K〈X〉 with
respect to the monomial ordering ≤ if every composition of polynomials in
S is trivial modulo S and the corresponding w.
The following Composition–Diamond lemma was first proved by Shir-
shov [Sh99] for free Lie algebras over fields (with deg-lex ordering). For com-
mutative algebras, this lemma is known as Buchberger’s theorem [Buch70].
Theorem 2.1 (Composition Diamond Lemma). Let K be an arbitrary
commutative ring with unit, 6 a monomial ordering on X∗ and let I(S) be
the ideal of K〈X〉 generated by the monic set S ⊆ K〈X〉. Then the following
statements are equivalent:
(1) S is a Gro¨bner–Shirshov basis in K〈X〉.
(2) if f ∈ I(S) then LT(f) = aLT(s)b for some s ∈ S and a, b ∈ X∗.
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(3) the set of irreducible words
Irr(S) := {u ∈ X∗ : u 6= aLT(s)b, s ∈ S, a, b ∈ X∗}
is a linear basis of the algebra K〈X
∣∣S〉 := K〈X〉/I(S).
Example 2.2 (see [CPU97]). Let K be an arbitrary commutative ring and
consider the following algebra Λ = K〈x, y〉/(x2 − y2). Let us consider the
polynomials ϕ = x2 − y2, ψ = xy2 − y2x, and let y 6 x. It is not hard to
see that the set S = {ϕ, ψ} is a Gro¨bner–Shirshov basis of Λ. Indeed,
(ϕ, ϕ)w = ϕx− xϕ
= x3 − y2x− (x3 − xy2) = ψ,
for w = x3, and
(ϕ, ψ)w = ϕy
2 − xψ
= x2y2 − y2y2 − (x2y2 − xy2x)
= ψx+ y2ϕ,
for w = x2y2. Since the set S is monic, then the set
Irr(S) =
⋃
n>0
{
1, x, xy, yn, ynx, (xy)n, (yx)n, (yxy)n
}
is the K-basis for Λ, by Theorem 2.1. 
2.2. CD-Lemma for Semigroups and Groups. Given a set X consider
S ⊆ X∗ × X∗ the congruence ρ(S) on X∗ generated by S, the quotient
semigroup
P = sgr〈X |S〉 = X∗/ρ(S),
and the semigroup algebra K[P ]. Identifying the set {u = v | (u, v) ∈ S}
with S, it is easy to see that
τ : K〈X |S〉 → K(X∗/ρ(S)),
∑
κf + I(S) 7→
∑
κLT(f)
is an algebra isomorphism.
The Shirshov completion Sc of S consists of semigroup relations, Sc :=
{f − g}. Then Irr(Sc) is a linear K-basis of K〈X |S〉, and so τ(Irr(Sc)) is a
linear K-basis of K(X∗/ρ(S)). This shows that Irr(Sc) consists precisely of
the normal forms of the elements of the semigroup sgr〈X |S〉.
Therefore, in order to find the normal forms of the semigroup sgr〈X |S〉,
it suffices to find a Gro¨bner–Shirshov basis Sc in K〈X |S〉. In particular,
consider a group G = gr〈X |S〉, where S = {(u, v) ∈ F (X) × F (X)} and
F (X) is the free group on a set X . Then G has a semigroup presentation
G = sgr〈X ∪X−1 |S, xεx−ε = 1, ε = ±, x ∈ X〉, X ∩X−1 = ∅,
as a semigroup.
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3. First Examples of Groups
Let G = gr〈x, y1, . . . , yℓ | r11 = r12, . . . , rn1 = rn2〉 be a group and let
∂ri
∂x
= Dif for 1 ≤ i ≤ n, here ri := ri1r
−1
i2 , and Di, f ∈ Z[G]. We assume
that every rij does not contain other term rpq as a subword, and all ri are
not reduced words, i.e., they do not contain a word (as a subword) of form
aa−1.
Consider now G as a semigroup and set x > x−1 > yj for 1 ≤ j ≤ ℓ, and
deg-lex order the free monoid W generated by x, x−1, y1, y
−1
1 , . . . , yℓ, y
−1
ℓ .
Fix 1 ≤ i ≤ n and consider ri, we have
∂ri
∂x
=
∂ri1
∂x
−
∂ri2
∂x
.
Without loss of generality, we may put ri1 > ri2 for 1 ≤ i ≤ n. Hence
LT(∂ri/∂x) = LT(∂ri1/∂x).
Set LT(∂ri/∂x) = uif¯ , then ri1 = uif¯xu˜i, where u˜i does not involve x
and x−1. We have
ϕ0(ri) :=
∂ri
∂x
=
∂ui
∂x
+ ui
∂f¯
∂x
−
∂ri2
∂x
+ uif¯ .
Then
ϕ1(ri) :=
(
∂ri
∂x
, f
)
uif¯
:=
∂ri
∂x
− uif
=
∂ui
∂x
+ ui
∂f¯
∂x
−
∂ri2
∂x
+ uif¯ − uif
=
∂ui
∂x
+ ui
∂f¯
∂x
−
∂ri2
∂x
− uif1,
where f1 := f − f¯ .
We thus have to consider the following possibilities: (1) ϕ1(ri) = 0, (2)
LT(ϕ1(ri)) = uiLT(∂f¯/∂x), (3) LT(ϕ1(ri)) = LT(∂ri2/∂x), (4) LT(ϕ1(ri)) =
uiLT(f1).
To get some examples we consider cases (1) and (3). Other cases will be
considered the next section.
(1) Let ϕ1(ri) = 0. We have
∂ui
∂x
+ ui
∂f¯
∂x
−
∂ri2
∂x
− uif1 = 0.
If we assume that the ∂ui/∂x, ∂ri2/∂x 6= 0 have common terms it then
implies that a •ri2 contain
•ui as a subword, here, for a word w ∈ W, we
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set w = •ww•. Similarly, one can easy see that the polynomials ui∂f¯/∂x
∂ri2/∂x have no similar terms.
Thus we may put ∂ui/∂x = 0, ∂f¯/∂x = f1 and ∂ri2/∂x = 0, i.e., ri2
does not involve the terms x, x−1.
(3) Let LT(ϕ1(ri)) = LT
(
∂ri2
∂x
)
= vif¯ . Hence ri2 = vif¯xv˜i, where v˜i
does not involve x and x−1, and
∂ri2
∂x
=
∂vi
∂x
+ vi
∂f¯
∂x
+ vif¯ .
We then get
ϕ2(ri) := (−ϕ1, f)vif¯ := −ϕ1 − vif
= −
∂ui
∂x
− ui
∂f¯
∂x
+
∂vi
∂x
+ vi
∂f¯
∂x
+ vif¯ + uif1 − vif
=
∂vi
∂x
−
∂ui
∂x
+ (vi − ui)
∂f¯
∂x
+ (ui − vi)f1
=
∂vi
∂x
−
∂ui
∂x
+ (vi − ui)
(
∂f¯
∂x
− f1
)
.
Setting f1 = ∂f¯/∂x we then get ϕ2(ri) = ∂vi/∂x − ∂ui/∂x. Thus we
have the same problem as for ϕ0(ri) := ∂ri1/∂x − ∂ri2/∂x. It follows that
we then get the following set of groups
Gℓ,n = gr〈x, y1, . . . , yℓ | r11 = r12, . . . , rn,1 = rn,2〉, (3.2)
where
ri1 = ui,1wxui,2 · · · ui,p−1wxui,pi ,
ri2 = vi,1wxvi,2 · · · vi,q−1wxvi,qi ,
here for 1 ≤ i ≤ n, pi ≥ 1, qi ≥ 0, and if qi = 0 then ri2 = vi,0, further
all ri1, ri2 are not reduced, all ui,j, vi,k do not involve x, x
−1, w 6= 1, and
every term of any relation does not contain, as a subword, a term of other
relations. Therefore we get
Theorem 3.1. For a group Gℓ,n presented by (3.2), with π2(KGℓ,n) 6= 0, the
group ring Z[Gℓ,n] has nontrivial zero divisors.
Proof. Indeed, for all 1 ≤ i ≤ n, we have
∂ri
∂x
= ui,1
(
∂w
∂x
+ w
)
+ · · ·+ ui,1wx · · · ui,p−1
(
∂w
∂x
+ w
)
−vi,1
(
∂w
∂x
+ w
)
− · · · − vi,1wx · · · vi,q−1
(
∂w
∂x
+ w
)
,
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hence
∂ri
∂x
=
(
1∑
k=p−1
ui,1wx · · · ui,p−k −
1∑
t=q−1
vi,1wx · · · vi,q−t
)(
∂w
∂x
+ w
)
.
If π2(KGℓ,n) 6= 0, then by (1.1), we obtain nontrivial zero divisors in
Z[G], as claimed. 
4. The Other Possibilities
In this section we consider other possibilities which appeared in the
construction of Gℓ,n and we will see that we again get the same set (3.2) of
groups.
Lemma 4.1. Let w, p1, . . . , pℓ ∈ F and P =
∑ℓ
i=1 εipi ∈ Z[F], where
ε = ±1. If the polynomials ∂w/∂x, P have a common term, say pk, then
the words w, pk have common left divisor, i.e., there exist nonempty words
u,w′, p′k ∈ F such that w = uw
′, pk = up
′
k.
Proof. Indeed, let w = w1x
n1w2x
n2 · · ·wmx
nmwnm+1 , where for 1 ≤ j ≤
nm+1 every wj does not involve x, x
−1 and nj ∈ Z. Thus we have
∂w
∂x
= w1
∂xn1
∂x
+w1x
n1w2
∂xn2
∂x
+ · · ·+w1x
n1w2x
n2 · · ·wm
∂xnm
∂x
,
where
∂xnj
∂x
=
{
1 + x+ · · ·+ xnj−1, nj ≥ 0,
−x−1 − x−2 − · · · − x−|nj |, nj < 0,
and the statement follows. 
Give a group G = gr〈x, y1, . . . , yℓ | r1, . . . , rm〉. Take a f¯ ∈ F. Let
r1 = {r11 = r12} and let LT(∂r11/∂x) = u1f¯ . Hence, r11 = u1f¯xu˜1 with
u˜1 6= u˜1(x).
We get
∂r1
∂x
=
∂r11
∂x
−
∂r12
∂x
=
∂u1
∂x
+ u1
∂f¯
∂x
−
∂r12
∂x
.
Then
ϕ1 :=
(
∂r1
∂x
, f
)
u1f¯
=
∂r1
∂x
− u1f =
∂u1
∂x
+ u1
∂f¯
∂x
−
∂r12
∂x
− u1f1.
where f1 := f − f¯ .
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4.1. A monomial f¯ involves x±1. Let f¯ = w1x
n1w2 · · ·wkx
nkwk+1, where
ni 6= 0, wi 6= wi(x) for i = 1, . . . , k + 1.
Lemma 4.2. Let LT(ϕ1) = LT(u1∂f¯/∂x) = u2f¯ . Then f¯ = wxw · · ·wxw
and u1 = u2wx.
Proof. Let f¯ = w1x
n1w2 · · ·wkx
nkwk+1, where ni 6= 0, wi 6= wi(x) for i =
1, . . . , k + 1.
(1) Assume that nk > 0 then
∂xnk
∂x
= 1 + x+ · · ·+ xnk−1, and we get
∂(fλ · x
nkwk)
∂x
=
∂fλ
∂x
+ fλ(1 + x · · ·+ x
nk−1),
where fλ := w1x
n1 · · ·wk.
Then, by assumption,
LT
(
u1
∂f¯
∂x
)
= u1w1x
n1 · · ·wkx
nk−1 = u2w1x
n1w2 · · ·wkx
nkwk+1,
hence either wk+1 = 1 or nk = 1.
Let wk+1 = 1, nk > 1, then u1w1x
n1 · · ·wk = u2w1x
n1w2 · · ·wkx, and
hence wk = 1. Thus, u1w1x
n1 · · ·wk−1x
nk−1 = u2w1x
n1w2 · · ·wk−1x
nk−1+1,
hence we must put wk−1 = · · · = w1 = 1 and we then obtain u1x
n1+···nk−1 =
u2x
n1+···nk−1+1. Hence u1 = u2x.
Let wk+1 6= 1, nk = 1, we then have
u1w1x
n1 · · ·xwk = u2w1x
n1w2 · · ·wkxwk+1.
Hence, wk+1 = wk = · · ·w1 = w and u1 = u2wx.
(2) Assume that nk < 0 then
∂xnk
∂x
= −(x−1 + x−2 + · · · + xnk), hence
LT
(
u1
∂f¯
∂x
)
= −u1w1x
n1 · · ·wkx
nk . By LT
(
u1
∂f¯
∂x
)
= u2f¯ , wk+1 = 1, and
u1 = −u2. But it follows that r11 is not a reduced word. 
Proposition 4.1. If LT(ϕ1) = LT(u1∂f¯/∂x) = u2f¯ and ϕk(r1) = 0 for
k ≥ 2 we then get the set of group are described by (3.2).
Proof. We have
ϕ2(r1) := ϕ1(r1)− u2f =
∂u1
∂x
+ u1
∂f¯
∂x
−
∂r12
∂x
− u1f1 − u2f.
By Lemma 4.2, we have f¯ = (wx)nw, u1 = u2wx.
We get
∂f¯
∂x
= w + wxw + · · ·+ (wx)n−1w,
∂u1
∂x
=
∂u2
∂x
+ u2w.
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Then
ϕ2(r1) =
∂u2
∂x
+ u2w + u2wx(w + wxw + · · ·+ (wx)
n−1w)
−
∂r12
∂x
− u2wxf1 − u2f¯ − u2f1
=
∂u2
∂x
+ u2w + u2wx(w + wxw + · · ·+ (wx)
n−2w)
−
∂r12
∂x
− u2wxf1 − u2f1
=
∂u2
∂x
+ u2(w + wxw + · · ·+ (wx)
n−1w)−
∂r12
∂x
− (u2wx+ u2)f1
=
∂u2
∂x
+ u2
∂f¯
∂x
−
∂r12
∂x
− (u2wx+ u2)f1.
Suppose that ϕ2(r1) = 0. By Lemma 4.1, ∂u2/∂x, ∂r12/∂x = 0. Thus
we have the following equation
w + wxw + · · ·+ (wx)n−1w − wxf1 − f1 = 0,
which has a solution. Indeed, we may put n = 2 and f1 = w.
It follows that we get the following set of groups G = 〈x, y1, . . . , yℓ | r11 =
r12, . . . , r1m = r2m〉, where ri1 = uiwxwxwu
′
i, ri2 = vi, 1 ≤ i ≤ m, here the
w and all the words ui, , u
′
i, vi do not involve x, x
−1, and they each of them
does not contain as a subword another word. Thus, we have got the set of
groups (3.2).
Assume now that ϕ2(r1) 6= 0 and LT(ϕ2(r1)) = LT(∂r12/∂x) = v1f¯ .
Then r12 = v1f¯xv
′
1, where v
′
1 does not involve x, x
−1.
We have
ϕ3(r1) := −ϕ2(r1)− v1f
= −
∂u2
∂x
− u2
∂f¯
∂x
+ (u2wx+ u2)f1
∂v1
∂x
+ v1
∂f¯
∂x
+ v1f¯ − v1f
=
∂v1
∂x
−
∂u2
∂x
− u2
∂f¯
∂x
+ (u2wx+ u2)f1 + v1
∂f¯
∂x
− v1f1.
If we put ϕ3(r1) = 0 then by Lemma 4.1, ∂v1/∂x, ∂u2/∂x = 0 because
of u2, v1 have no common left divisors by assumption. Thus, to have a
common divisor for ∂ri/∂x we have to put ϕ3(r1) 6= 0 and LT(ϕ3(r1)) =
LT(v1∂f¯/∂x) = v2f¯ . Similarly, as for ϕ2(r1), we then obtain
ϕ4(r1) =
∂v2
∂x
−
∂u2
∂x
− u2
∂f¯
∂x
+ (u2wx+ u2)f1 + v2
∂f¯
∂x
− (v2wx+ v2)f1.
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Hence the equation has a solution. Indeed, we may put ∂v2/∂x, ∂u2/∂x =
0, f¯ = (wx)2w, f1 = w. Thus we have the same groups are described by
(3.2). 
4.2. A monomial f¯ does not involve x±1. We then have ∂ri/∂x =
∂ui/∂x − ∂ri2/∂x, and if we put LT(∂ri/∂x) = LT(∂ui1/∂x) = ui2f¯ . It
follows that ui1 = ui2f¯xu
′
i2 where u
′
i2 does not involve x, x
−1. It is easy to
see that it is impossible.
Indeed,we have
ϕ1(ri) =
∂ri
∂x
− ui2f
=
∂ui2
∂x
+ ui2f¯ −
∂ri2
∂x
− ui2f
=
∂ui2
∂x
−
∂ri2
∂x
− ui2f1,
hence by Lemma 4.1, ϕk(ri) 6= 0 for k ≥ 1.
Conclusion
We have seen that homological point of view on the Kaplansky’s zero di-
visor conjecture is very useful and very easy for understanding. The author
is going to study when this groups have no a torsion and when π2(KGℓ,n) 6= 0
in the future papers.
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