In this paper the convergence of a waveform relaxation method applied to an initial value problem for the Volterra functional-differential system is discussed. It is shown that the method is convergent under the assumption that the splitting function satisfies only the one side Lipschitz condition with respect to some arguments and the Lipschitz condition with respect to the others. The conditions given in the paper also guarantee the existence and uniqueness of the solution to the initial problem discussed in the paper. The convergence of the perturbed continuous time waveform relaxation method is also discussed. ᮊ
INTRODUCTION
Consider the initial value problem for the Volterra functional-differential system of the form, w x xЈ t s f t, x t , x и , t g I s 0, T , 1 . 1 Ž . Ž . Ž . Ž . Ž .
x 0 s a,
where f : I = R = C I, R ª R is a given continuous function and Ž n . C I, R is equipped with the standard maximum norm. Observe, that the case when the initial condition is of the form w x
x t s g t , t g ␣ , 0 , ␣ -0 Ž . Ž .
can be reduced to that considered above by the corresponding redefinition of the function f which incorporates the initial function g into the Ž . Ž definition of the new right-hand side function f and a s g 0 for a more w x. detailed discussion of these questions see 4, 5 . There exists a vast literature devoted to the application of waveform relaxation methods to the numerical solution of initial value problems arising from the modeling of large-scale integrated circuits and the effi-Ž w x ciency of these methods see, for example, 2, 8, 9, 12, 13 and references . therein . The applicability of such methods in dynamic process simulation w x is discussed, for example, in 10, 11 . The implementation aspects of w x waveform algorithms are described in 2 .
In papers of many authors the convergence of relaxation methods for systems of differential equations was discussed under the assumption that the corresponding splitting function satisfies the Lipschitz condition with respect to the functional arguments. The waveform relaxation methods for differential delay equations of neutral type under the Lipschitz condition with respect to the functional arguments were discussed, for instance, w x in 4, 5 .
The aim of the present paper is to give the conditions guaranteeing the convergence of the relaxation methods on a finite interval as well as on the whole half line. We assume that the splitting function satisfies only the one side Lipschitz condition with respect to some arguments and the Lipschitz condition with respect to the other arguments. In the whole paper we assume that the Lipschitz coefficients are time dependent. Similar quesw x tions for equations without delays were considered by Bremer 1 and in w x 't Hout 3 .
Ž . Ž . We assume in Sections 2 and 3 of the paper that the problem 1.1 ᎐ 1.2 has a unique solution x# defined in the whole interval I. In Section 4 we Ž . Ž . prove that under Conditions A and B assumed in Section 2 the uniqueness and existence of the solution is guaranteed. In Section 3 we discuss shortly the convergence of the perturbed continuous time waveform relaxation method.
Ž . Ž . Now, from the definitions of x# and x and the conditions A ᎐ C kq 1
we find introducing the notation, 
This implies the final inequality,
We see that
which means that 
Ž . 
Ž .
To answer this question we go back to inequality 2.7 , which we rewrite in the form,
which implies the factorial convergence of the sequence x . k Ž . But from 2.12 we can obtain another estimation. Namely, it implies
and the fact that the functions
. are increasing with respect to t for each k their derivatives are positive give
From the last inequality and
Ž . Ž . Ž . uniform on I convergence of that sequence to zero when P# T G 1. The same holds for T s qϱ with the loss of the uniform convergence in the last case. The last inequality again implies the factorial convergence with the following error evaluation,
However, in this case another approach is possible. Let
Ž . for a given function q g C I, R . Now, for q t ) m t , t g I, from in-Ž . equality 2.12 we have 
This means that 
It is important to notice that in the case discussed we do not need to Ž . assume that q t is nonnegative and again the convergence of the se-² : quence x is guaranteed when the condition Ž . 
Ž . Ž . k , h
It is clear that we have
Under the conditions considered in the previous section the second term of the right-hand side of the above inequality has the estimate,
k with some ␣ -1.
For the first one we can get
when an appropriate discretization method is used. So, to get the total error estimation for a given ) 0 we must solve one inequality with two unknowns h and k,
Ž .
k Another possible approach consists in the following: Assume that the ² :
n given sequences , g C I, R and a , a g R .
Ž . Now, using the conditions A and B , we have It is known that the right-hand side of this inequality tends to zero when Ž . Ž . Ž w x. Ž . P t -1 and ␦ t ª 0 as k ª ϱ see 7 . We see that ␦ t ª 0 as k k Ž . k ª ϱ when a ª a and t ª 0 with k ª ϱ. Uniqueness: assume that there exists another solution of the problem mentioned above, which we denote by x##. Then we have
