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Many problems in analysis, physics, and engineering that involve special functions of hypergeo-
metric type, convolutions, Laplace–Borel transforms, univalent functions, fractional operators, etc. call
for the weighted inequalities of different kind. The present paper is motivated by the need of the
effective weighted inequalities that incorporate the properties of the known inequalities of different
nature. Our results comprise the following two themes and their connections:
1. weighted seminorm inequalities for formal power series (Sections 3–5);
2. properties and applications of the Taylor coeﬃcients generated by the negative binomials (Sec-
tions 1, 2, 5, 6).
The obtained new seminorm inequalities are the multiparameter generalizations of the classical
Cauchy–Schwarz and Hölder inequalities. They are viewed as the special cases of a general prod-
uct inequality for the weighted seminorms on the vector space of formal power series. A complete
description of this general inequality turns out to be a diﬃcult task. We call it the seminorm prob-
lem for formal power series (Section 3). The recursive methods of proof of the product inequalities
are developed (Section 4). The recursive and other properties of the negative binomial coeﬃcients
provide the building blocks for our approach (Lemmas 1, 2, 6, 7 in Sections 1–2 are of high pri-
ority). We show that the seminorm inequality with the binomial weights constructed of these co-
eﬃcients is of particular importance as it leads to a variety of applications (Sections 4–9). Among
other things, the applications include the sharp weighted norm inequalities for complex-valued (mea-
surable) functions, inequalities for the generalized hypergeometric series, entire functions, Bernstein
polynomials, convolutions and Laplace–Borel transforms, exponential inequalities of binomial type,
coeﬃcient properties of univalent functions, as well as the various pure binomial and matrix re-
sults.
Our main results are the product inequality (27) in Theorem 1 and its integral version (40) in
Theorem 2. These theorems and their consequences, with Theorems 3–8 included, introduce a good
number of the new results of the type mentioned above as well as improve the earlier ones. In
addition, we suggest some open problems and conjectures.
Throughout the paper we use the following notation: { f }n stands for the coeﬃcient of zn in the
Taylor series expansion about z = 0 of a function (or formal power series) f (z); binomial coeﬃcients
{(1 − z)−α}n are denoted by dn(α); Pn stands for the class of all polynomials of degree  n; and
D stands for the open unit disk {z: |z| < 1}.
The subject we begin with is one of the oldest in mathematics.
1. Negative binomial coeﬃcients
For hundreds of years the classical binomial coeﬃcients
(
m
k
)
= m!
k!(m − k)! (m = 1,2, . . . ; k = 0,1, . . . ,m) (1)
and their numerous generalizations have been playing a signiﬁcant role in mathematics, statistics,
sciences, and engineering. Here we consider the properties and applications of the coeﬃcients dn(α)
that arise as the Taylor coeﬃcients of the binomial function (1− z)−α with α > 0:
α(z) = (1− z)−α =
∞∑
dn(α)z
n, d0(α) = 1. (2)n=0
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and beta functions are well known (see, e.g., [15, Ch. 1]):
dn(α) = (α)n
n! =
Γ (α + n)
Γ (α)n! =
1
nB(α,n)
, (3)
where for each n 1, (α)n = α(α + 1) · · · (α + n − 1) is the shifted factorial ((α)0 = 1),
Γ (α) =
∞∫
0
tα−1e−t dt and B(α,β) =
1∫
0
tα−1(1− t)β−1 dt = Γ (α)Γ (β)
Γ (α + β) . (4)
Though expansion (2) and formulas (3)–(4) can be used not only with the strictly positive parameters
it is the case α,β > 0 that is needed for our main results. One uses the gamma function for the
natural extension of the classical deﬁnition (1):
(
m
k
)
= Γ (m + 1)
Γ (k + 1)Γ (m − k + 1) = dk(m − k + 1) = dm−k(k + 1)
and
dn(α) =
(
α + n − 1
n
)
.
The negative binomial coeﬃcients in the above form have been widely used in the probability theory,
statistics, and in the theory of special functions for a long time. For example, the probability mass
function of a random variable with a negative binomial distribution takes the following form:
f(n;α, p) = dn(α)pα(1− p)n
(
p ∈ (0,1); n = 0,1,2, . . .).
Also we mention that the Cesáro transform of inﬁnite series is expressed in terms of coeﬃ-
cients dn(α). Indeed, the Cesáro (C,α − 1)-means (α > 0) of a series ∑∞k=0 ak form the sequence
S(α)n =
∑n
k=0 dn−k(α)ak/dn(α) (n = 0,1, . . .).
Here are some straightforward properties of coeﬃcients dn(α) (n = 1,2, . . .) implied by (3) and (2):
d1(α) = α, dn(1) = 1, dn(2) = n + 1, dn(1/2) = (2n − 1)!!
(2n)!! = 4
−n
(
2n
n
)
,
ndn(α) = αdn−1(α + 1), dn(α) = dn(α + 1) − dn−1(α + 1),
dn(α + 1) =
n∑
k=0
dk(α), dn(α + β) =
n∑
k=0
dk(α)dn−k(β).
Formula (3) shows that dn(α) as a function of α belongs to Pn . Also this formula allows us to derive
the effective recurrence relation (5) for coeﬃcients dn(α) that is associated with (4). What is most
important is that relation (5) and multivariable induction result in the general multiparameter in-
equality with the negative binomial weights (Theorem 1 in Section 4) thus providing a solution to the
seminorm problem for formal power series (its main case, Problem 1, and a special case, Problem 2,
are described in Sections 3 and 4, respectively). The integral and limit versions of Theorem 1 are given
in Section 4 as well.
A.Z. Grinshpan / Advances in Applied Mathematics 45 (2010) 564–606 567Lemma 1. (See [19].) The identity
dk(α)dn−k(β)
dn(α + β) =
α
α + β ·
dk−1(α + 1)dn−k(β)
dn−1(α + β + 1)
+ β
α + β ·
dk(α)dn−1−k(β + 1)
dn−1(α + β + 1) (5)
holds for any n = 1,2, . . . ; k n; and α,β with (α + β)n = 0 (d−1(·) = 0).
Some necessary and suﬃcient coeﬃcient conditions related to (5) are discussed in Section 2.
A direct application of Stirling’s series (see, e.g., [15, p. 47])
Γ (z) = e−zzz−1/2√2π(1+ 1/(12z) + O (z−2)) (|arg z| < π, z → ∞)
shows that coeﬃcients dn(α) have a regular order of growth as n → ∞:
dn(α) is asymptotically equivalent to
nα−1
Γ (α)
(α > 0). (6)
Lemma 2. For every n 1 and positive α, the following estimates hold:
[( n+1n+α )1/(1−α) − 1]1−α
Γ (α)
< dn(α) <
(n + α/2)α−1
Γ (α)
for α ∈ (0,1) ∪ (2,∞) and
(n + α/2)α−1
Γ (α)
< dn(α) <
[( n+1n+α )1/(1−α) − 1]1−α
Γ (α)
for α ∈ (1,2). (7)
Proof. For each of the three intervals (0,1), (1,2), and (2,∞), we look for the values of y ∈ (−1,∞)
such that the sequence {dn(α)(n + y)1−α}∞n=1 is monotonic: decreasing and increasing. The problem
is reduced to monotonicity of the function
g(x) = α + 1[
1+ (1− α)x]1/(1−α) − 1 −
1
x
, where x = 1
n + α .
We show that g(x), 0 < x 1/(1 + α), is increasing for α ∈ (0,1) and (1,2), and it is decreasing for
α ∈ (2,∞). First we note that
g′(x)x2
[(
1+ (1− α)x)1/(1−α) − 1]2
= [(1+ (1− α)x)1/(1−α) − 1+ x(1+ (1− α)x)α/(2−2α)]h(x),
where
h(x) = (1+ (1− α)x)1/(1−α) − 1− x(1+ (1− α)x)α/(2−2α).
Thus it is suﬃcient to prove that h(x) > 0, if α ∈ (0,1) ∪ (1,2), and h(x) < 0, if α ∈ (2,∞), for x ∈
(0,1/(1+ α)]. We have that
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− αx(1+ (1− α)x)(3α−2)/(2−2α)/2
and
h′′(x) = α(1+ (1− α)x)(5α−4)/(2−2α)v(x),
where v(x) = (1 + (1 − α)x)(2−α)/(2−2α) + x(α/4 − 1/2) − 1. Since h(0) = h′(0) = 0, we can use the
easy veriﬁable monotonicity of v(x). Indeed, it follows that v(0) = 0,
v ′(x) = (2− α)[2(1+ (1− α)x)α/(2−2α) − 1]/4,
and
v ′′(x) = α(2− α)(1+ (1− α)x)(3α−2)/(2−2α)/4.
The limit relation limx→0 g(x) = α/2, monotonicity of g(x), and asymptotics (6) allow us to complete
the proof. 
Remark 1. The proof of the asymptotically sharp estimates of coeﬃcients dn(α) given in Lemma 2
is a generalization of the approach used by J.T. Chu to estimate the modiﬁed Wallis product, i.e.
(2n − 1)!!(n + y)1/2/(2n)!! (n 1, y −1) [12]. In fact, Chu reproved the double inequality obtained
earlier by J. Gurland [31]. This result follows from Lemma 2 with α = 1/2. It shows that the central
binomial coeﬃcients satisfy the asymptotically sharp inequalities:
4n√
π [n + (n + 1)/(4n + 3)] <
(
2n
n
)
<
4n√
π(n + 1/4) for n = 1,2, . . . . (8)
The estimates of Wallis’ product and central binomial coeﬃcients as well as their generalizations
have been of interest for a long time (see, e.g., [39,61,50,3,40]). For α ∈ (0,1), the upper bound in (7)
was obtained by S. Koumandos [40]. In this case his lower bound for dn(α) is given by the formula:
[n − 1+ (Γ (1+ α))1/(α−1)]α−1/Γ (α), which equals dn(α) for n = 1.
I.M. Milin presented and used some properties and estimates of coeﬃcients dn(α) in his book on
univalent functions and formal exponentiation techniques [48, Chs. 2, 3]. His work stimulated the
further development in the geometric function theory (see the related results and references in [20]
and Section 8). It was observed that of all composite exponential functions f (z) = exp(∑∞n=1 anzn)
with nonnegative or restricted coeﬃcients an , the most conspicuous as regards the simplicity of the
relations between the Taylor coeﬃcients is the function (2): α(z) = exp(∑∞n=1 αzn/n) with a positive
exponent α [48, p. 32]. A basic coeﬃcient asymptotics for exponential compositions is obtained by
Milin [48, Th. 2.7]. A slightly modiﬁed version of his result is given below (cf. [14, Ch. 5], [17,20]).
Milin’s Tauberian Theorem. Let ω(z) = {ω}1z + {ω}2z2 + · · · be a power series such that ∑∞n=1 n|{ω}n|2
and supn 	
∑n
k=1{ω}n < ∞. Then ω(z) is analytic in D and, for f (z) = expω(z), rn ∈ (0,1), and α(z)
deﬁned by (2) with α > 1/2, we have
lim
n→∞
[{
f (z)α(z)
}
n/dn(α) − f (rn)
]= 0, (9)
provided that log[n(1− rn)] = O (1) as n → ∞.
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asymptotics (9) and some important coeﬃcient results for univalent functions Milin used the esti-
mates given in Lemma 3.
Lemma 3. (See [48, pp. 39–40].) For every n 1 and any positive α, the following estimates hold:
n−1∑
k=0
d2k (α) Hn(α),
where Hn(α) = (1− α)/(1− 2α), if 0< α < 1/2;
Hn(α) = a logn + b, if α = 1/2 (a,b are constants); and
Hn(α) = nd2n(α)/(2α − 1), if α > 1/2. (10)
We can use (7) or (8) to ﬁnd the best possible constant a in (10).
Lemma 4. The inequalities
1+ logn
π

n−1∑
k=0
d2k (1/2) 1+
logn + (1− 1/n)/4
π
hold for every n 1.
Proof. The estimates (7) with α = 1/2 imply that
1
π
n−1∑
k=1
4k + 3
(2k + 1)2 <
n−1∑
k=1
d2k (1/2) <
1
π
n−1∑
k=1
1
k + 1/4
for all n 2. We deﬁne two sequences:
xn = 1
4n
+
n−1∑
k=1
1
k + 1/4 − logn and yn =
n−1∑
k=1
4k + 3
(2k + 1)2 − logn (n 1).
Note that the sequence of the differences {xn+1 − xn}∞n=1 is increasing and its limit is 0. Also note that
the sequence of the differences {yn+1 − yn}∞n=1 is decreasing and its limit is 0 as well. It follows that
xn  x1 = 1/4 and yn  y1 = 0. 
Some other pure binomial inequalities are given in Section 6.
The most applicable result in [48] involving coeﬃcients dn(α) is the following Milin’s monotonicity
lemma.
Lemma 5. (See [48, pp. 33–35].) Let {an}∞1 be an arbitrary sequence of complex numbers, and let the sequence{bn}∞0 be deﬁned by the expansion
∞∑
n=0
bnz
n = exp
( ∞∑
n=1
anz
n
)
.
Let for n 1 and α > 0,
570 A.Z. Grinshpan / Advances in Applied Mathematics 45 (2010) 564–606θn(α) = 1
dn−1(α + 1)
n−1∑
k=0
|bk|2
dk(α)
× exp
[
α
dn−1(α + 1)
n−1∑
m=1
dn−m−1(α)
m∑
k=1
(
1/k − k|ak/α|2
)]
. (11)
Then sequence (11) is monotonic: · · ·  θn(α)  · · ·  θ2(α)  θ1(α) = 1, and θn(α) = 1 for some n > 1 if
and only if there is some η with |η| = 1 such that am = αηm/m (m = 1, . . . ,n − 1).
The inequalities θn(α)  1 (α > 0, n > 1) implied by Lemma 5 are known as the generalized
Lebedev–Milin exponential inequalities. The general exponential inequalities of binomial type and
their applications are presented in Sections 7–8.
Finally, some applications of coeﬃcients dn(α) with α ∈ (0,1) are worth mentioning. They include
a number of inequalities established by L.S. Bosanquet and others, who were motivated by the earlier
results of M. Riesz [55,33] and who used the Cesáro transform and general sequence transformations
(see, e.g., [8,9,38,59] and the references therein). A result of the Riesz–Bosanquet type is given in Sec-
tion 6. Also these negative binomial coeﬃcients are important in the theory of positive trigonometric
sums and positive sums of Gegenbauer polynomials [42,41].
2. Recursive coeﬃcient conditions
The necessary and suﬃcient coeﬃcient conditions presented in this section show a certain unique-
ness of the negative binomial coeﬃcients that is connected with their recursive properties. First, we
note that recurrence relation (5) holds true if these coeﬃcients in Lemma 1 are replaced by the prod-
ucts rkdk(x) with the corresponding k  n and parameter x, and any given r = 0. These products are
the Taylor coeﬃcients of the x-power of the function f (z) = 1(rz) = (1 − rz)−1, which turns out to
be the only function that satisﬁes the recurrence relation
{ f α}k{ f β}n−k
{ f α+β}n = K (α,β)
{ f α+1}k−1{ f β}n−k
{ f α+β+1}n−1 + L(α,β)
{ f α}k{ f β+1}n−1−k
{ f α+β+1}n−1 (12)
for any α,β , all n = 1,2, . . . and k  n, provided that the denominators in (12) are not equal to zero
and f (z) = 1 + rz + · · · . To prove this uniqueness statement for α,β > 0 it is suﬃcient to consider
the case in (12) when α = β = 1 and k = 0.
Lemma 6. Let f (z) = 1+ rz+ · · · be a power series which generates the nonzero coeﬃcients { f 2}n and { f 3}n
for all n. Then the recurrence relation
{ f }n
{ f 2}n = L
{ f 2}n−1
{ f 3}n−1
holds for n = 1,2, . . . and a constant L if and only if f (z) = (1− rz)−1 .
Proof. Since { f }1 = r and { f 2}1 = 2r = 0 we obtain L = 1/2. We use induction on n to prove that
{ f }n = rn for all n. We show that it is true for n =m 2 if it is valid for nm − 1. By the induction
hypothesis and given recurrence relation we obtain
{
f 2
}
m−1 =mrm−1,
{
f 3
}
m−1 =m(m + 1)rm−1/2,
and { f }m/{ f 2}m = (m + 1)−1. Hence (m − 1){ f }m = ∑m−1k=1 { f }k{ f }m−k for m  2. It follows that
{ f }m = rm , and therefore f (z) = (1− rz)−1. 
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come to a recurrence inequality, which is characterized by a similar uniqueness property of function
1(rz) to the one described in Lemma 6. To prove this property it is suﬃcient to consider two cases:
k = 0 and k = 1 with α = β = 1.
Lemma 7. Let f (z) = 1+ rz+· · · be a power series with the strictly positive coeﬃcients. Then the inequalities
{ f }n
{ f 2}n 
{ f 2}n−1
2{ f 3}n−1 and
{ f }n−1r
{ f 2}n 
{ f 2}n−2r + { f }n−1
2{ f 3}n−1
hold for n = 1,2, . . . if and only if f (z) = (1− rz)−1 .
Proof. Let cn = {log f }n for n  1. Obviously cn = rn/n for n = 1. We show that this formula is true
for n =m 2 if it is valid for all nm−1. Indeed, by the induction hypothesis and given inequalities
we have that
{ f }m
{ f 2}m 
dm−1(2)
2dm−1(3)
= 1
m + 1 and
{
f 2
}
m  r
mdm(2) = (m + 1)rm.
Comparing { f }m and { f 2}m with the corresponding binomial coeﬃcients we ﬁnd that { f }m = rm +
cm − rm/m and { f 2}m = (m + 1)rm + 2cm − 2rm/m. It follows that rm mcm  rm for m  2. Hence
cn = rn/n for all n and f (z) = (1− rz)−1. 
In Lemma 7 one can replace the condition { f }n > 0 for n  1 with the strict positivity of { f 2}n
and { f 3}n for all n.
The functional and coeﬃcient limits:
lim
r→0(1− rz)
−x/r = exz and lim
r→0dk(x/r)r
k = xk/k! (13)
lead to the limit version of presentation (5) in terms of the Taylor coeﬃcients of powers of ez:
{(ez)x}k = xk/k! for x = α, β , and α + β (k = 0,1, . . .). In fact, (13) leads us to the generalized limit
versions of Lemmas 6 and 7. First, we show that functions f (z) = eαz and g(z) = eβz are the only
functions that satisfy the recurrence relation
{ f }k{g}n−k
{ f g}n = K
{ f }k−1{g}n−k
{ f g}n−1 + L
{ f }k{g}n−1−k
{ f g}n−1 (14)
for all n = 1,2, . . . and k n (K and L are some constants), provided that f (z) = 1+αz+ · · · , g(z) =
1 + βz + · · · (α,β > 0), and the Taylor coeﬃcients of the product f g are not equal to zero. It is
suﬃcient to consider the cases in (14) when k = 0 and k = n.
Lemma 8. Let f (z) = 1 + αz + · · · and g(z) = 1+ βz + · · · (α,β > 0) be power series such that { f g}n = 0
for all n. Then the recurrence relations
{ f }n
{ f g}n = K
{ f }n−1
{ f g}n−1 and
{g}n
{ f g}n = L
{g}n−1
{ f g}n−1
hold for n = 1,2, . . . and some constants K and L if and only if f (z) = eαz and g(z) = eβz .
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relations imply that
{ f }n/{ f g}n =
[
α/(α + β)]n, {g}n/{ f g}n = [β/(α + β)]n,
and { f }n(β)n = {g}n(α)n . Hence
[
(α + β)n − αn − βn]{g}n = βn n−1∑
k=1
{ f }k{g}n−k
and
[
(α + β)n − αn − βn]{ f }n = αn n−1∑
k=1
{ f }k{g}n−k
for n 2. By induction on n we ﬁnd that { f }n = αn/n! and {g}n = βn/n! for all n, and thus f (z) = eαz
and g(z) = eβz . 
Replacing the equality sign in (14), where K = α/(α + β) and L = β/(α + β), by “” we come to
a recurrence inequality, that is characterized by a similar uniqueness property of the powers of ez to
the one described in Lemma 8. To prove this property it is suﬃcient to consider three cases: k = 0,
k = 1, and k = n.
Lemma 9. Let f (z) = 1 + αz + · · · and g(z) = 1 + βz + · · · be power series with the strictly positive coeﬃ-
cients. Then the inequalities
{ f }n
{ f g}n 
α{ f }n−1
(α + β){ f g}n−1 ,
{g}n
{ f g}n 
β{g}n−1
(α + β){ f g}n−1 , and
{g}n−1
{ f g}n 
β{g}n−2 + {g}n−1
(α + β){ f g}n−1
hold for all n = 1,2, . . . if and only if f (z) = eαz and g(z) = eβz .
Proof. Let an = {log f }n and bn = {log g}n for n 1. Clearly, a1 = α and b1 = β . Note that { f }n = αn/n!
and {g}n = βn/n! for n = 1. We show that these two formulas are true for n =m 2 if they are valid
for all nm − 1. Indeed, the induction hypothesis and given inequalities imply that
{ f }m/{ f g}m 
[
α/(α + β)]m and {g}m/{ f g}m  [β/(α + β)]m,
or { f g}m  (1 + β/α)m{ f }m and { f g}m  (1 + α/β)m{g}m . Also we have { f g}m  (α + β)m/m!. We
use that
{ f }m = αm/m! + am, {g}m = βm/m! + bm,
and { f g}m = (α + β)m/m! + am + bm  (α + β)m/m!.
It follows that
am + bm  0, bm 
[
(1+ β/α)m − 1]am, and am  [(1+ α/β)m − 1]bm
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{ f }n = αn/n! and {g}n = βn/n! for all n, and therefore f (z) = eαz and g(z) = eβz . 
Remark 2. The limit case of (12) as α,β → 0 leads to the following presentation
{log f }n = { f }n−1{log f }k{log f }n−k{ f }k−1{log f }n−k + { f }n−1−k{log f }k ,
which holds for a power series f (z) = 1+ rz + · · · with {log f }k > 0 for all 1 k n − 1 and n 2 if
and only if f (z) = (1− rz)−1.
3. Seminorm problem for formal power series
The discrete Hölder inequality states that:
∣∣∣∣∣
n∑
k=0
akbk
∣∣∣∣∣
[
n∑
k=0
|ak|p
]1/p
·
[
n∑
k=0
|bk|q
]1/q
(n 1), (15)
where ak , bk are arbitrary complex numbers and 1/p + 1/q = 1 (p > 1). The equality in (15) holds
if and only if vectors (|a0|p, . . . , |an|p) and (|b0|q, . . . , |bn|q) are proportional and arg(akbk) does not
depend on k n. The case p = q = 2 in (15) corresponds to the classical Cauchy (or Cauchy–Schwarz)
inequality:
∣∣∣∣∣
n∑
k=0
akbk
∣∣∣∣∣
2

n∑
k=0
|ak|2 ·
n∑
k=0
|bk|2. (16)
The equality in (16) holds if and only if vectors a= (a0, . . . ,an) and b= (b0, . . . ,bn) are proportional.
In fact, Hölder’s inequality is implied by the Cauchy–Schwarz inequality. The simple proofs and many
applications of these effective results are well known (see, e.g., [32, Ch. 2]). In particular, (15) implies
the Minkowski inequality:
[
n∑
k=0
|ak + bk|p
]1/p

[
n∑
k=0
|ak|p
]1/p
+
[
n∑
k=0
|bk|p
]1/p
(p > 1). (17)
Here we discuss more sophisticated inequalities that are generated by the following seminorm
problem for formal power series. For a natural n, p  1, and any nonzero vector A = (A0, A1, . . . , An)
with the nonnegative components Ak , let the seminorm ‖F‖(A,p) on the vector space of all formal
power series F (z) = a0 + a1z + a2z2 + · · · be deﬁned by the formula
‖F‖(A,p) =
[
n∑
k=0
Ak|ak|p
]1/p
. (18)
One can use (17) to check the corresponding triangle inequality for p  1. Formula (18) with p ∈
(0,1) is also convenient for applications but it violates the triangle inequality and does not deﬁne
a seminorm. Lemma 10 implied by inequality (15) shows that ‖F‖(A,p) is a nondecreasing function
of p for any F if
∑n
k=0 Ak  1.
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[∑nk=1 xk ypk ]1/p is a nondecreasing function of p ∈ (0,∞).
For applications it is essential to have some simple and sharp product inequalities for the consid-
ered seminorms, which contain (15) (and (16)) as a special case. So we look for the nonzero vectors
A, B, and C ∈ Rn+1 with the nonnegative components Ak, Bk,Ck such that the following product
inequality for the seminorms:
‖F G‖(C,τ )  ‖F‖(A,p) · ‖G‖(B,q) (19)
holds for any formal power series
F (z) = a0 + a1z + a2z2 + · · · and G(z) = b0 + b1z + b2z2 + · · · ,
and some p > 1 (1/p + 1/q = 1) and τ  1, and includes a nontrivial case of equality. The latter
condition rules out the straightforward consequences of the Hölder inequality. For example, using
(15) one can easily prove inequality (19) with Ak = Bk = 1 for all k and ∑nk=0 Ck  1. However, this
result is not interesting: there are only trivial cases of equality in it if vector C has, at least, two
nonzero components, and it should be considered as an equivalent to (15) if Ck = 1 for some k. It is
worthwhile to identify the maximizing parameter τ = τ (p) in (19) or, at least, to make τ “agreeable”
with the given p. Also we would like to have a sharp exponential inequality by iteration from (19) (see
the exponential inequalities in Sections 4 and 7). Finally, getting a sharp integral inequality as a limit
of (19) when n → ∞ is of particular interest. The simplest limit case is the Cauchy–Bunyakovskii–
Schwarz inequality (the integral version of (16)), which corresponds to the case p = q = 2 in the
integral Hölder inequality:
∣∣∣∣∣
b∫
a
f (x)g(x)dx
∣∣∣∣∣
[ b∫
a
∣∣ f (x)∣∣p dx
]1/p
·
[ b∫
a
∣∣g(x)∣∣q dx
]1/q
, (20)
where f (x) and g(x) are measurable complex-valued functions on [a,b]. For continuous functions f
and g , the equality in (20) holds if and only if arg( f (x)g(x)) = const and | f |p and |g|q are propor-
tional on [a,b]. It turns out that the seminorm inequality (19) leads to the various sharp weighted
norm inequalities for complex-valued functions and formal power series that are the multiparameter
generalizations of (20) (see Sections 4 and 9).
Lemma 10 and its integral version below allow us to present the obtained seminorm and norm
inequalities in an extended form.
Lemma 11. (See, e.g., [32, 6.10].) Let F (t), t ∈ (a,b), be a nonnegative measurable function that is ﬁnite for a.e.
t ∈ (a,b), and let ω(t) be a ﬁnite nonnegative integrable function on (a,b) such that ∫ ba ω(t)dt = 1. Then
[ b∫
a
ω(t)F p(t)dt
]1/p
is a nondecreasing function of p ∈ (0,∞).
The seminorm problem can be presented in the complex vector terms. For a natural n, p > 1
(1/p + 1/q = 1), and τ (p)  1, let Φn,p(a,b) be a nonnegative function of two vectors a =
(a0,a1, . . . ,an) and b= (b0,b1, . . . ,bn) ∈ Cn+1 that is deﬁned by the formula
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[
n∑
k=0
Ak|ak|p
]τ/p
·
[
n∑
k=0
Bk|bk|q
]τ/q
−
n∑
k=0
Ck
∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
τ
, (21)
where Ak = Ak(n, p) and Bk = Bk(n, p) > 0, and Ck = Ck(n, τ (p)) 0 (Cn = 0). Also let Φn,p(X,Y) = 0
for some vectors X and Y ∈ Rn+1 with the strictly positive components xk and yk , respectively (k =
0,1, . . . ,n). We look for the admissible coeﬃcients Ak(n, p), Bk(n, p), and Ck(n, τ (p)) such that the
above conditions for Φn,p deﬁned by (21) are satisﬁed.
Remark 3. If Cn = 0 in (21), then we come to an (n − 1)-case. If, for example Ak = 0 for some k  n
in (21), then for a and b with al = 0 (l = k) and akbn−k = 0, Φn(a,b) < 0.
For the given n = 1,2, . . . , p > 1, and the corresponding τ (p), let Λ(n, p) be the family of all sets
of the admissible coeﬃcients Ak(n, p), Bk(n, p), Ck(n, τ (p)) (k = 0,1, . . . ,n). Though one can easily
describe Λ(1, p) for any p > 1 the problem of describing Λ(n, p) for all n, p > 1 is far from being
trivial. Clearly, Λ(n, p) is not empty for each n  1 and p > 1 (and any τ ) since the case Ak =
yn−k/(xk)p/q and Bk = xn−k/(yk)q/p for k  n, Cn = 1, and Ck = 0 for k  (n − 1) corresponds to the
Hölder inequality. To describe the nontrivial cases we present function (21) in terms of the Taylor
coeﬃcients of three power series.
Let |a| = (r0, r1, . . . , rn) and |b| = (ρ0,ρ1, . . . , ρn), where rk = |ak| and ρk = |bk| for all k n. It fol-
lows that Φn,p(a,b)Φn,p(|a|, |b|) 0. Having differentiated Φn,p(|a|, |b|) with respect to rμ and ρν
for each μ and ν (μ,ν = 0,1, . . . ,n) we obtain
Aμ =
∑n
k=μ Ck yk−μ(
∑k
l=0 xl yk−l)τ−1
(xμ)p−1(
∑n
k=0 Akx
p
k )
τ/p−1(
∑n
k=0 Bk y
q
k)
τ/q
and
Bν =
∑n
k=ν Ckxk−ν(
∑k
l=0 xl yk−l)τ−1
(yν)q−1(
∑n
k=0 Akx
p
k )
τ/p(
∑n
k=0 Bk y
q
k)
τ/q−1 .
Let f , g , and h be power series such that
f (z) =
n∑
k=0
xkz
k + · · · , g(z) =
n∑
k=0
ykz
k + · · · , and h(z) =
n∑
k=0
hkz
k + · · · ,
where hk = Cn−k(∑n−kl=0 xl yn−k−l)τ−1 for k n.
Replacing Ak , Bk , and Ck in (21) with the corresponding expressions in terms of coeﬃcients { f }k ,
{g}k , and {h}k (k n) we conclude that Φn,p(a,b) can be presented as
Φn,p(a,b) =
[{ f gh}n]1−τ
[
n∑
k=0
{gh}n−k
({ f }k)p−1 |ak|
p
]τ/p
·
[
n∑
k=0
{ f h}n−k
({g}k)q−1 |bk|
q
]τ/q
−
n∑
k=0
{h}n−k
({ f g}k)τ−1
∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
τ
.
Of particular interest are those power series (or formal functions) f , g , and h that generate the ad-
missible coeﬃcients for some p, τ > 1 and every n. We call them the admissible triples of functions.
Note that these functions satisfy the following necessary coeﬃcient conditions:
576 A.Z. Grinshpan / Advances in Applied Mathematics 45 (2010) 564–606{ f }n, {g}n > 0, {h}n  0 for n = 0,1, . . . , and {h}0 = 0. (22)
We have a Hölder case for every n if h is a constant function. In addition to this, there exist inﬁnitely
many admissible triples of functions (see the case τ = p = q = 2 in [19]; the case τ  min(p,q) is
discussed in Section 4). The following Lemma 12, which is based on inequality (15), shows that all
the triples of functions that satisfy conditions (22) can be called admissible for any p > 1 if τ = 1.
However for each τ > 1, there are inﬁnitely many triples of power series f , g , and h with the strictly
positive coeﬃcients which are not admissible with any p. Here is a simple example. If, for any p > 1
and n 2, ak = bk = 0 for all k = 1, a1 = b1 = 0, and {h}n → ∞, provided that { f }k , {g}k , and {h}k are
bounded for k < n, then Φn,p < 0.
Lemma 12. For any power series f , g, and h that satisfy conditions (22) and any vectors a= (a0,a1, . . . ,an)
and b= (b0,b1, . . . ,bn) ∈ Cn+1 , the inequality
∣∣{uvh}n∣∣
[
n∑
k=0
{gh}n−k
({ f }k)p−1 |ak|
p
]1/p
·
[
n∑
k=0
{ f h}n−k
({g}k)q−1 |bk|
q
]1/q
(23)
holds for any p > 1 (1/p+1/q = 1) and n = 1,2, . . . , where u(z) = a0+a1z+· · · and v(z) = b0+b1z+· · · .
For the nonzero vectors a and b, the equality in (23), provided that
∑n
k=1 hk = 0, holds if and only if
ak = c1{ f }k and bk = c2{g}k for all k  n and some constants c1 and c2 . The case ∑nk=1 hk = 0 corresponds
to inequality (15).
Proof. We use inequality (15) twice. We have that
∣∣{uvh}n∣∣=
∣∣∣∣∣
n∑
k=0
ak
n−k∑
l=0
hn−k−lbl
∣∣∣∣∣

[
n∑
k=0
{gh}n−k
({ f }k)p−1 |ak|
p
]1/p
·
[
n∑
k=0
{ f }k
({gh}n−k)q/p
∣∣∣∣∣
n−k∑
l=0
hn−k−lbl
∣∣∣∣∣
q]1/q
.
Also we estimate
∣∣∣∣∣
n−k∑
l=0
hn−k−lbl
∣∣∣∣∣
q

[
n−k∑
l=0
{h}n−k−l{g}l
]q/p
·
n−k∑
l=0
|bl|q
({g}l)q−1 .
Finally, we note that
n∑
k=0
{ f }k
n−k∑
l=0
{h}n−k−l |bl|
q
({g}l)q−1 =
n∑
k=0
{ f h}n−k
({g}k)q−1 |bk|
q.
The equality conditions in (23) follow from that of inequality (15). 
Thus, the desirable product inequality (19) leads us to Problem 1.
Problem 1. Given p > 1 (1/p + 1/q = 1), among all the triples of power series f (z), g(z), and h(z)
that satisfy conditions (22) ﬁnd those ones that satisfy the following inequality:
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[
n∑
k=0
{h}n−k
({ f g}k)τ−1
∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
τ]1/τ

[
n∑
k=0
{gh}n−k
({ f }k)p−1 |ak|
p
]1/p
·
[
n∑
k=0
{ f h}n−k
({g}k)q−1 |bk|
q
]1/q
(24)
for some τ > 1 and all vectors a = (a0,a1, . . . ,an) and b = (b0,b1, . . . ,bn) ∈ Cn+1 (n = 1,2, . . .). Also
ﬁnd maxτ = τ (p).
For any admissible triple of functions f , g , and h, inequality (24) is sharp for all n. Besides the
trivial cases the equality in (24) holds if ak = ηk{ f }ka0 and bk = ηk{g}kb0 (a0,b0 = 0; |η| = 1; k =
1, . . . ,n). Note that given n, the case {h}0 = h(0) = 0 in (24) is reduced to the (n − 1)-case for power
series f (z), g(z), and h(z)/z (see Remark 3).
Before we turn to the discovered admissible triples of functions in (24) we consider two special
cases: 1. functions f , g , and h satisfy inequality (24) for some n  1 and τ > 1, and p → 1+ or ∞;
2. an admissible triple in (24) consists of functions f and g , which are arbitrary positive powers of
some function, and a nonconstant function h.
Lemma 13. For some natural n  1 and τ > 1, let power series f , g, and h ({ f }k, {g}k > 0, {h}k  0
for k = 0,1, . . . ,n, and {h}0 = 0) satisfy inequality (24) for any vectors a = (a0,a1, . . . ,an) and b =
(b0,b1, . . . ,bn) ∈ Cn+1 and some sequence of values of p = pm > 1 (m = 1,2, . . .), where limm→∞ pm = 1
or ∞. Then {h}k = 0 for k = 1, . . . ,n, i.e. we have a Hölder case.
Proof. Let qm be deﬁned by the equation 1/pm + 1/qm = 1 for m = 1,2, . . . . If limm→∞ pm = 1 then
limm→∞ qm = ∞ and vice versa. As pm → 1+ we take an,b0 = 0 and al = b j = 0 for l = n and j = 0.
From inequality (24), we obtain
[ { f gh}n
{ f g}n
]τ−1
{h}0 
[ {gh}0
({ f }n)pm−1
]τ/pm[ { f h}n
({g}0)qm−1
]τ/qm
.
As m → ∞, it follows that { f gh}n/{ f g}n  {h}0.
Since { f gh}n = { f g}n{h}0 +∑n−1k=0{ f g}k{h}n−k the above inequality is possible only if {h}k = 0 for
k = 1, . . . ,n. 
Lemma 13 implies that if a triple of functions f , g , and h is admissible for inequality (24) for some
τ > 1 and all p > 1, then h is a constant function.
Lemma 14. If a triple of the nonconstant functions f , g, and h such that f and g are the arbitrary positive
powers of some function is admissible for inequality (24) with some p > 1 (1/p + 1/q = 1) and τ , then
τ min(p,q).
Proof. There exists m  1 such that {h}m > 0. It is suﬃcient to consider the case f (z) = [φ(z)]α and
g(z) = [φ(z)]β , where φ(z) = 1+{φ}1z+· · · and α,β > 0. Also let n =m, a0 = b0 = 1, and ak = bk = 0
for k = 1, . . . ,m in (24). Then the obtained inequality can be presented in the form
ξ(x, y) = (1+ x)1/q(1+ y)1/p − (1+ x+ y)1−1/τ  0,
where
x = 1+
m∑
{ f }k{h}m−k/{h}m and y = 1+
m∑
{g}k{h}m−k/{h}m.
k=1 k=1
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1/τ − 1/p and ξy(0,0) = 1/τ − 1/q. 
4. General weighted inequalities
The Hölder case (h is a constant function, f and g are any power series with the positive coef-
ﬁcients) is the simplest one in Problem 1. Then for any natural n, the equality in (24) holds if and
only if arg(akbn−k) does not depend on k and (|ak|/{ f }k)p = c(|bn−k|/{g}n−k)q (c is a constant; k n),
provided that a and b are the nonzero vectors. As to the other cases, the admissible triples in (24),
where all three functions are the arbitrary positive powers of the same (suitable) function, are of
particular interest. Then, according to Lemma 14, we have that τ min(p,q) (1/p + 1/q = 1). So we
focus on inequality (24) with τ = min(p,q). In particular, the case τ = maxp>1 min(p,q) = 2 leads to
many applications.
For n = 1 and any p > 1, inequality (24) with τ = min(p,q) holds for any power series f (z) =
f (0) + αz + · · · , g(z) = g(0) + βz + · · · , and h(z) = h(0) + λz + · · · if f (0), g(0),h(0),α,β > 0 and
λ 0. This result for λ > 0 is implied by Lemma 15 (it is equivalent to the case λ = 1). The case λ = 0
is implied by inequality (15).
Lemma 15. For any x, y  0, the inequality
ξ(x, y) = (β + 1+ αxq)q−1(α + 1+ β yq)− (α + β + 1)q−1[1+ (αxq−1 + β y)q
(α + β)q−1
]
 0, (25)
where α,β > 0 and q ∈ (1,2], holds. The equality in (25) holds if and only if x = y = 1.
Proof. Note that for any x, y  0 (y = ym), ξ(x, y) > ξ(x, ym), where
ym = (α + β + 1)xq−1/
[
1+ (α + β)xq].
Then the substitution t = [1+ (α + β)xq]/(α + β + 1) allows us to see that ξ(x, y) 0 if and only if
ψ(t) = (αt + β)q−1[(α + 1)(α + β)q−1 − α(α + β + 1− t−1)q−1]
− (α + β)2q−2  0 for t  (α + β + 1)−1.
For t > (α + β + 1)−1, we obtain that ψ ′(t) = α(q − 1)(αt + β)q−2u(t), where
u(t) = (α + 1)(α + β)q−1 − (α + β + 1− t−1)q−1[α(α + β + 1) + βt−2].
As u(1) = 0 and u′(t) equals
(
α + β + 1− t−1)q−3t−4[2tβ(α + β + 1− t−1)+ (2− q)(α(α + β + 1)t2 + β)]> 0
we obtain that ψ ′(t) > 0 for t > 1 and ψ ′(t) < 0 for t < 1. It follows that ψ(t)  ψ(1) = 0. The
equality statement follows from the proof. 
For n  2 and any p > 1, analysis of inequality (24) is diﬃcult if h(z) is not a constant function.
Earlier we proved that for τ = p = 2 there exists a parametrized family of the admissible triples of the
nonconstant functions f , g , and h that is generated by the binomial expansions (2) with the various
positive exponents (see [19]). The corresponding weights in (24) are expressed in terms of the nega-
tive binomial coeﬃcients. More general inequality for complex vectors and negative binomial weights
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aspects of inequality (27) in Theorem 1, one can consider and use it as a multiparameter inequality for
the negative binomial coeﬃcients and as a source of the exponential and weighted norm inequalities.
In fact, this general inequality and its integral version (40) presented in Theorem 2 imply a variety
of the sharp inequalities of different kinds. The applications comprise the generalized hypergeomet-
ric series, special functions and orthogonal polynomials, integral and coeﬃcient convolutions, entire
functions, Laplace–Borel transforms, fractional integrals, integral equations, conformal mappings, etc.
Some consequences and applications of Theorems 1 and 2 (with τ = 2) can be found in [19,21–27].
In addition, we mention an interesting connection of Theorem 2 with a large class of completely
monotonic (or Bernstein) functions (see [6] and [21,28]).
To prove Theorems 1 and 2 we develop our approach in [19,21,25]. The important components of
this approach are Lemma 1 and the limit relations generated by the famous Bernstein theorem on
polynomial sequences. Recall that the Bernstein polynomial of order n of a function h(x), x ∈ [0,1], is
deﬁned in terms of the classical binomial coeﬃcients by the formula
Bn(h; t) =
n∑
k=0
h(k/n)
(
n
k
)
tk(1− t)n−k. (26)
Bernstein’s Theorem. (See [5].) For a continuous function h on [0,1], the relation limn→∞ Bn(h; t) = h(t)
holds uniformly on [0,1].
Remark 4. In fact, for g(x) = |h(x) − h(t)|, Bn(g; t) → 0 uniformly with respect to t ∈ [0,1] as n → ∞
(details can be found in [46] or [52]).
4.1. Product inequality with negative binomial weights
Theorem 1. Let a = (a0, . . . ,an) and b = (b0, . . . ,bn) be nonzero complex vectors (n = 1,2, . . .). Then for
any numbers α,β > 0, λ 0, p > 1 (1/p + 1/q = 1), and τ ∈ (0,min(p,q)], the following inequality holds:
[
dn(α + β + λ)
]1−1/τ[ n∑
k=0
dn−k(λ)
[dk(α + β)]τ−1
∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
τ]1/τ

[
n∑
k=0
dn−k(β + λ)
[dk(α)]p−1 |ak|
p
]1/p
·
[
n∑
k=0
dn−k(α + λ)
[dk(β)]q−1 |bk|
q
]1/q
. (27)
For λ > 0, the equality in (27) holds if and only if ak = ηkdk(α)a0 and bk = ηkdk(β)b0 (|η| = 1; k = 1, . . . ,n).
The case λ = 0 in (27) corresponds to the Hölder inequality and the equality in this case holds if and only if
arg(akbn−k) does not depend on k n and (|ak|/dk(α))p = c(|bn−k|/dn−k(β))q for all k and a constant c.
Proof. Let min(p,q) = q. It is suﬃcient to consider the case τ = q (q ∈ (1,2]) because of Lemma 10.
It is also suﬃcient to prove Theorem 1 for λ > 0 because the case λ = 0 is implied by inequality (15).
We use the following four n-dimensional complex vectors which are generated by the (n + 1)-
dimensional complex vectors a and b:
a′ = (a0, . . . ,an−1), b′ = (b0, . . . ,bn−1), a′′ = (a1, . . . ,an), b′′ = (b1, . . . ,bn).
Also for α,β,λ > 0, let functions Ln and Rn be deﬁned by the formulas:
Ln(α,β,λ;a,b) = 1
dn(α + β + λ)
n∑ dn−k(λ)
[dk(α + β)]q−1
∣∣∣∣∣
k∑
dl(α)dk−l(β)aq−1l bk−l
∣∣∣∣∣
q
(28)
k=0 l=0
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Rn(α,β;a) =
n∑
k=0
dk(α)dn−k(β)
dn(α + β) |ak|
q. (29)
Having in mind that p = q/(q − 1) and a straightforward substitution: ak and bk in (27) are replaced
with dk(α)a
q−1
k and dk(β)bk , respectively (k n), we prove that
Dn(α,β,λ;a,b) =
[
Rn(α,β + λ;a)
]q−1 · Rn(β,α + λ;b) − Ln(α,β,λ;a,b) 0 (30)
for arbitrary nonzero (n + 1)-dimensional complex vectors a and b (n  1) and any α,β,λ > 0, and
describe the equality conditions in (30).
We use induction on n. For n = 1 and τ = q p, inequality (24), where a0, a1 and b1 are replaced
with aq−10 , αa
q−1
1 and βb1, respectively, { f }0 = {g}0 = {h}0 = 1 and { f }1 = α, {g}1 = β , {h}1 = λ,
implies that inequality (30) is correct for n = 1 and the equality in it holds if and only if aq−11 = ηaq−10
and b1 = ηb0, where |η| = 1 (see Lemma 15 and discussion before it; we have the strict inequality
in (30) if a0b0 = 0).
We need to show that inequality (30) holds for n =m 2 and the equality in it holds if and only
if
aq−1k = ηkaq−10 and bk = ηkb0
(|η| = 1; k = 1, . . . ,m), (31)
if (30) holds for n = (m − 1) and the equality in it holds if and only if aq−1k = ηkaq−10 and bk = ηkb0
(|η| = 1; k = 1, . . . ,m − 1). Note that it is suﬃcient to prove inequality (30) and the statement of
equality in it for ak,bk  0 (k  n) since the general case of complex ak and bk follows as a straight-
forward consequence.
Deﬁnition (28) and Lemma 1 lead to the following presentation
(α + β + λ)Lm(α,β,λ;a,b) = λLm−1
(
α,β,λ + 1;a′,b′)+ (α + β)1−q Im−1, (32)
where
Im−1 =
m−1∑
k=0
dk(α + β + 1)dm−1−k(λ)
dm−1(α + β + λ + 1)
×
[
α
k∑
l=0
dl(α + 1)dk−l(β)
dk(α + β + 1) a
q−1
l+1 bk−l + β
k∑
l=0
dl(α)dk−l(β + 1)
dk(α + β + 1) a
q−1
l bk+1−l
]q
. (33)
By inequality (17), deﬁnitions (33) and (28) imply that
Im−1 
{
α
[
Lm−1
(
α + 1, β,λ;a′′,b′)]1/q + β[Lm−1(α,β + 1, λ;a′,b′′)]1/q}q. (34)
For simplicity’s sake, we use the following notation:
Rm−1
(
a′
)= Rm−1(α,β + 1+ λ;a′),
Rm−1
(
b′
)= Rm−1(β,α + 1+ λ;b′),
Rm−1
(
a′′
)= Rm−1(α + 1, β + λ;a′′),
Rm−1
(
b′′
)= Rm−1(β + 1,α + λ;b′′). (35)
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(α + β + λ)qRq−1m (α,β + λ;a)Rm(β,α + λ;b)
= [αRm−1(a′′)+ (β + λ)Rm−1(a′)]q−1[βRm−1(b′′)+ (α + λ)Rm−1(b′)]. (36)
Using (30), (32), (34), (35), and (36) and keeping the induction hypothesis in mind we obtain the
following recursive inequality:
(α + β + λ)qDm(α,β,λ;a,b)

[
αRm−1
(
a′′
)+ (β + λ)Rm−1(a′)]q−1[βRm−1(b′′)+ (α + λ)Rm−1(b′)]
− (α + β + λ)q−1{λ[Rm−1(a′)]q−1Rm−1(b′)}
− [(α + β + λ)/(α + β)]q−1
× {α[Rm−1(a′′)]1−1/q[Rm−1(b′)]1/q + β[Rm−1(a′)]1−1/q[Rm−1(b′′)]1/q}q
= D1(α,β,λ;x,y), (37)
where
x= ((Rm−1(a′))1/q, (Rm−1(a′′))1/q)
and
y= ((Rm−1(b′))1/q, (Rm−1(b′′))1/q).
The induction hypothesis, inequality (30) for n = 1 and (37) imply that inequality (30) holds for n =m
and that the equality in it holds if and only if conditions (31) are satisﬁed. It follows that for any
n = 1,2, . . . and α,β,λ > 0, inequality (27) holds and the equality in it for the nonzero vectors a and
b ∈ Cn+1 holds if and only if ak = ηkdk(α)a0 and bk = ηkdk(β)b0 (|η| = 1; k = 1, . . . ,n). 
4.2. Weighted integral inequality
Now we prove the main integral inequality. Apart from Theorem 1 and Bernstein’s theorem [5],
we need the Minkowski integral inequality and Lemmas 16 and 17. As in [21], we use the following
version of the classical Bernstein relation for polynomials (26):
lim
n→∞
n∑
k=0
h(k/n)
dk(α)dn−k(β)
dn(α + β) =
1∫
0
tα−1(1− t)β−1h(t) dt
B(α,β)
, (38)
where h(t) is continuous on [0,1] and α,β > 0.
The limit relation (38) connects Theorems 1 and 2.
The Minkowski integral inequality which is implied by (20) states that:
[ b∫
a
∣∣ f (x) + g(x)∣∣p dx
]1/p

[ b∫
a
∣∣ f (x)∣∣p dx
]1/p
+
[ b∫
a
∣∣g(x)∣∣p dx
]1/p
(p > 1), (39)
where f and g are measurable complex-valued functions on [a,b].
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1∫
0
h(t)d
[
tα+n(1− t)β]= 0
for all n = 0,1, . . . . Then h is a constant function.
Lemma 17. (See [25].) Let φ(t) and ψ(t) be continuous functions on [0,1] such that the product
φ(xt)ψ(x(1 − t)) depends only on x ∈ [0,1] and it is not identically 0. Then φ(t)/φ(0) = ψ(t)/ψ(0) = ert
for a constant r.
Theorem 2. Let φ(t) and ψ(t) be complex-valued continuous functions on [0,1]. Then for any numbers
α,β,λ > 0, p > 1 (1/p + 1/q = 1), and τ ∈ (0,min(p,q)], the following inequality holds:
[ 1∫
0
xα+β−1(1− x)λ−1
∣∣∣∣∣
1∫
0
tα−1(1− t)β−1φ(xt)ψ(x(1− t))dt
∣∣∣∣∣
τ
dx
]1/τ

[
Γ (λ)
]1/τ · [ Γ (α)
Γ (α + λ)
]1/q
·
[
Γ (β)
Γ (β + λ)
]1/p
·
[
Γ (α + β + λ)
Γ (α + β)
]1−1/τ
×
[ 1∫
0
xα−1(1− x)β+λ−1∣∣φ(x)∣∣p dx
]1/p[ 1∫
0
tβ−1(1− t)α+λ−1∣∣ψ(t)∣∣q dt
]1/q
. (40)
The equality in (40), provided that φ and ψ are not identically 0, holds if and only if φ(t) = φ(0)eiθt and
ψ(t) = ψ(0)eiθt for t ∈ [0,1] (θ is real).
Proof. Due to Lemma 11 we can assume that τ > 1. We use inequality (27) with ak = dk(α)φ(k/n)
and bk = dk(β)ψ(k/n) (k n):
[
n∑
k=0
dk(α + β)dn−k(λ)
dn(α + β + λ)
∣∣∣∣∣
k∑
l=0
dl(α)dk−l(β)
dk(α + β) φ(l/n)ψ
(
(k − l)/n)
∣∣∣∣∣
τ]1/τ

[
n∑
k=0
dk(α)dn−k(β + λ)
dn(α + β + λ)
∣∣φ(k/n)∣∣p
]1/p
×
[
n∑
k=0
dk(β)dn−k(α + λ)
dn(α + β + λ)
∣∣ψ(k/n)∣∣q
]1/q
. (41)
Inequality (41) and formulas (3) and (4) lead to inequality (42):
[ 1∫
0
xα+β−1(1− x)λ−1
n∑
k=0
(
n
k
)
xk(1− x)n−k
×
∣∣∣∣∣
1∫
tα−1(1− t)β−1
k∑
l=0
(
k
l
)
tl(1− t)k−lφ(l/n)ψ((k − l)/n)dt
∣∣∣∣∣
τ
dx
]1/τ
0
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[
Γ (λ)
]1/τ · [ Γ (α)
Γ (α + λ)
]1/q
·
[
Γ (β)
Γ (β + λ)
]1/p
·
[
Γ (α + β + λ)
Γ (α + β)
]1−1/τ
×
[ 1∫
0
xα−1(1− x)β+λ−1
n∑
k=0
xk(1− x)n−k∣∣φ(k/n)∣∣p dx
]1/p
×
[ 1∫
0
tβ−1(1− t)α+λ−1
n∑
k=0
tk(1− t)n−k∣∣ψ(k/n)∣∣q dt
]1/q
. (42)
The sums under the integral signs of the right-hand side of (42) are equal to Bn(|φ|p; x) and
Bn(|ψ |q; t) for each x and t (0  x, t  1), respectively (see deﬁnition (26)). Bernstein’s theorem
(see relation (38)) allows us to show that the limit of the right-hand side of (42) as n → ∞ is equal
to the right-hand side of (40).
Now we estimate the left-hand side of (42) from below. Let |φ|, |ψ |  M on [0,1]. Then for any
k n,
∣∣∣∣∣
1∫
0
tα−1(1− t)β−1
k∑
l=0
(
k
l
)
tl(1− t)k−lφ(l/n)ψ((k − l)/n)dt
∣∣∣∣∣

∣∣∣∣∣
1∫
0
tα−1(1− t)β−1φ(xt)ψ(x(1− t))dt
∣∣∣∣∣− Lk(x), (43)
where
Lk(x) = M
1∫
0
tα−1(1− t)β−1
k∑
l=0
(
k
l
)[
g(l/n)tl(1− t)k−l + h(l/n)tk−l(1− t)l]dt and
g(y) = ∣∣φ(y) − φ(xt)∣∣, h(y) = ∣∣ψ(y) − ψ(xt)∣∣ for y ∈ [0,1].
By (43) and inequality (39) it follows that the left-hand side of (42) is not less than
[ 1∫
0
xα+β−1(1− x)λ−1
∣∣∣∣∣
1∫
0
tα−1(1− t)β−1φ(xt)ψ(x(1− t))dt
∣∣∣∣∣
τ
dx
]1/τ
−
[ 1∫
0
xα+β−1(1− x)λ−1
n∑
k=0
(
n
k
)
xk(1− x)n−k(Lk(x))τ dx
]1/τ
. (44)
We note that (Lk(x))τ  K · Lk(x), where K = [4M2B(α,β)]τ−1, and
1∫
0
xα+β−1(1− x)λ−1
n∑
k=0
(
n
k
)
xk(1− x)n−k(Lk(x))τ dx En, (45)
where
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1∫
0
xα+β−1(1− x)λ−1
1∫
0
tα−1(1− t)β−1
n∑
k=0
(
n
k
)
xk(1− x)n−k
×
k∑
l=0
(
k
l
)[
g(l/n)tl(1− t)k−l + h(l/n)tk−l(1− t)l]dt dx
= KM
1∫
0
xα+β−1(1− x)λ−1
1∫
0
tα−1(1− t)β−1
× [Bn(g; xt) + Bn(h; x(1− t))]dt dx.
According to Remark 4 after Bernstein’s theorem and by (43)–(45), as n → ∞ lim En = 0 and the limit
of the left-hand side of (42) is not less than the left-hand side of (40). Thus, inequality (40) is proved.
Now we prove the statement of equality in Theorem 2. For α,β,λ > 0, let functions L and R be
deﬁned by the formulas:
L(α,β,λ) =
1∫
0
xα+β−1(1− x)λ−1
[ 1∫
0
tα−1(1− t)β−1∣∣φ(xt)ψ(x(1− t))∣∣dt
]τ
dx (46)
and
R(α,β,λ) =
[
Γ (β)
Γ (β + λ)
1∫
0
tα−1(1− t)β+λ−1∣∣φ(t)∣∣p dt
]1/p
×
[
Γ (α)
Γ (α + λ)
1∫
0
tβ−1(1− t)α+λ−1∣∣ψ(t)∣∣q dt
]1/q
. (47)
Also let coeﬃcients a0,a1,b0, and b1 be deﬁned by the formulas:
a0 =
[∫ 1
0 t
α−1(1− t)β+λ∣∣φ(t)∣∣p dt
Γ (β + λ + 1)
]1/p
,
a1 =
[
αp−1
∫ 1
0 t
α(1− t)β+λ−1∣∣φ(t)∣∣p dt
Γ (β + λ)
]1/p
,
b0 =
[∫ 1
0 t
β−1(1− t)α+λ∣∣ψ(t)∣∣q dt
Γ (α + λ + 1)
]1/q
,
b1 =
[
βq−1
∫ 1
0 t
β(1− t)α+λ−1∣∣ψ(t)∣∣q dt
Γ (α + λ)
]1/q
. (48)
Formulas (47) and (48) allow us to present function R in the form:
R(α,β,λ) = [Γ (α)]1/q[Γ (β)]1/p
× [(β + λ)ap0 + α1−pap1]1/p[(α + λ)bq0 + β1−qbq1]1/q. (49)
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R(α,β,λ)
[
Γ (α)
]1/q[
Γ (β)
]1/p
(α + β + λ)1−1/τ
× [λ(a0b0)τ + (α + β)1−τ (a0b1 + a1b0)τ ]1/τ . (50)
Inequality (50), formulas (46)–(48) and inequality (40) for (α,β,λ+1), (α +1, β,λ), and (α,β +1, λ)
lead to the following inequality:
R(α,β,λ) 1[
Γ (λ)
]1/τ
[
Γ (α + β)
Γ (α + β + λ)
]1−1/τ
× {L(α,β,λ + 1) + [L1/τ (α + 1, β,λ) + L1/τ (α,β + 1, λ)]τ }1/τ . (51)
Using (51) and (46) we obtain
R(α,β,λ) 1[
Γ (λ)
]1/τ
[
Γ (α + β)
Γ (α + β + λ)
]1−1/τ
× [L(α,β,λ + 1) + L(α + 1, β,λ) + L(α,β + 1, λ)]1/τ
=
[
Γ (α + β)
Γ (α + β + λ)
]1−1/τ [
L(α,β,λ)/Γ (λ)
]1/τ
. (52)
From (46)–(52) and the equality statement in Theorem 1, we obtain that equality in (40) is possible
only if a1 = αa0 and b1 = βb0, i.e.
1∫
0
∣∣φ(t)∣∣p d[tα(1− t)β+λ]=
1∫
0
∣∣ψ(t)∣∣q d[tβ(1− t)α+λ]= 0. (53)
As we used the recursive inequalities (see (50) and (51)) Eqs. (53) hold if α and β are replaced with
α + j and β + k for any j,k = 1,2, . . . . Then we use Lemma 16 to conclude that |φ(t)| and |ψ(t)|
are constant functions on [0,1]. In the case of equality in (40) arg[φ(xt)ψ(x(1− t))] does not depend
on t . Therefore the product φ(xt)ψ(x(1− t)) depends only on x ∈ [0,1] and it is not identically 0. We
use Lemma 17 to show that
φ(t)/φ(0) = ψ(t)/ψ(0) = ert, (54)
where 	r = 0. The equality statement in Theorem 2 is proved. 
Remark 5. As λ → 0, the limit of (40) multiplied by λ1/τ corresponds to the integral Hölder inequality
(see (20)). Inequality (40) holds for any measurable functions φ and ψ on [0,1], provided that the
integrals in (40) are ﬁnite.
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Inequality (27) holds true if the binomial coeﬃcients in it are replaced with the Taylor coeﬃcients
of powers of the exponential function. Indeed, let α,β,λ and ak,bk (k = 1, . . . ,n) in (27) be replaced
with α/r, β/r, λ/r and ak/rk,bk/rk (k = 1, . . . ,n), respectively, where r > 0. Using (13) and replacing
the limit of dk(x/r)rk as r → 0 with {exz}k for the corresponding k and x we come to a limit case
of inequality (27) which is presented in Theorem 3 (see the case τ = p = 2 in [19]). Inequality (37)
can be used to describe the limit equality conditions. Also one can use the generalized limit presen-
tation (14). In Theorem 3, we prove the limit inequality together with its equality conditions directly
using induction on n.
Theorem 3. Let a = (a0, . . . ,an) and b = (b0, . . . ,bn) be nonzero complex vectors (n = 1,2, . . .). Then for
any numbers α,β > 0, λ 0, p > 1 (1/p + 1/q), and τ ∈ (0,min(p,q)], the following inequality holds:
[
(α + β + λ)n
n!
]1−1/τ[ n∑
k=0
λn−k
(n − k)!
(
k!
(α + β)k
)τ−1∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
τ]1/τ

[
n∑
k=0
(β + λ)n−k
(n − k)!
(
k!
αk
)p−1
|ak|p
]1/p
×
[
n∑
k=0
(α + λ)n−k
(n − k)!
(
k!
βk
)q−1
|bk|q
]1/q
. (55)
For λ > 0, the equality in (55) holds if and only if ak = a0(αη)k/k! and bk = b0(βη)k/k! (|η| = 1; k =
1, . . . ,n). The case λ = 0 (here “00” = 1) in (55) corresponds to the Hölder inequality and the equality in this
case holds if and only if arg(akbn−k) does not depend on k  n and (α−kk!|ak|)p = c(βk−n(n − k)!|bn−k|)q
for all k and a constant c.
Proof. Let min(p,q) = q. Inequality (15) and Lemma 10 allow us to reduce the proof of Theorem 3 to
the case λ > 0 and τ = q  2. Also it is suﬃcient to prove inequality (55) and the equality statement
in it for ak,bk  0 (k  n). Then with ak and bk replaced by a(q−1)k αk/k! and bkβk/k!, respectively,
inequality (55) can be presented in the equivalent form:
(α + β + λ)n(q−1)
n∑
k=0
(
n
k
)
λn−k(α + β)k(1−q)
[
k∑
l=0
(
k
l
)
αlβk−laq−1l bk−l
]q

[
n∑
k=0
(
n
k
)
αk(β + λ)n−kaqk
]q−1
·
n∑
k=0
(
n
k
)
βk(α + λ)n−kbqk . (56)
Let x = (β + λ)/α and y = (α + λ)/β . It follows that y > 1/x > 0,
α = (y + 1)λ/(xy − 1) and β = (x+ 1)λ/(xy − 1).
Also let
Fn(y;a,b) =
[
n∑(n
k
)
xn−kaqk
]q−1
·
n∑(n
k
)
yn−kbqk − (x+ 1)n(q−2)k=0 k=0
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n∑
k=0
(
n
k
)
(xy − 1)n−k
(x+ y + 2)k(q−1)
[
k∑
l=0
(
k
l
)
(y + 1)l(x+ 1)k−laq−1l bk−l
]q
. (57)
Now inequality (56) can be presented as Fn(y) = Fn(y;a,b)  0. Inequality (15) implies that
Fn(1/x) 0.
We use induction on n. Lemma 15 implies that the statement of Theorem 3 is correct if n = 1 (we
have the strict inequality in (55) if a0b0 = 0).
We show that the statement of Theorem 3 holds for n =m 2 if it is valid for n = (m − 1). From
(57) we obtain that
1
m
d
dy
Fm(y;a,b) =
[
m−1∑
k=0
(
m − 1
k
)
xm−1−k
(
xaqk + aqk+1
)]q−1 ·m−1∑
k=0
(
m − 1
k
)
ym−1−kbqk
+ (x+ 1)n(q−2)
×
m−1∑
k=0
(
m − 1
k
)
(xy − 1)m−1−k
(x+ y + 2)k
[−xLqk + (q − 1)Lqk+1 − qLq−1k+1Mk], (58)
where
Lk =
∑k
l=0
(k
l
)
(y + 1)l(x+ 1)k−laq−1l bk−l
(x+ y + 2)k (km),
Mk =
∑k
l=0
(k
l
)
(y + 1)l(x+ 1)k−laq−1l+1 bk−l
(x+ y + 2)k (km − 1).
The induction hypothesis implies that
[
m−1∑
k=0
(
m − 1
k
)
xm−1−k
(
xaqk + aqk+1
)]q−1 ·m−1∑
k=0
(
m − 1
k
)
ym−1−kbqk
 (x+ 1)(m−1)(q−2)[xv1/(q−1) + u1/(q−1)]q−1,
where
v =
m−1∑
k=0
(
m − 1
k
)
(xy − 1)m−1−k(x+ y + 2)kLqk
and
u =
m−1∑
k=0
(
m − 1
k
)
(xy − 1)m−1−k(x+ y + 2)kMqk .
Hence using (58) and two elementary inequalities:
φ(u) = [xv1/(q−1) + u1/(q−1)]q−1 − (xv + u)(x+ 1)q−2  φ(v) = 0
and
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where v,u, x 0 and q ∈ (1,2], we obtain that
(x+ 1)m(2−q)
m
d
dy
Fm(y)

m−1∑
k=0
(xy − 1)m−1−k(x+ y + 2)k(Mq + (q − 1)Lqk+1 − qLk+1Mk) 0.
Inequality (55) and its equality conditions follow from the proof. 
4.4. Admissible functions
For inequality (27), it is important that function 1(z), whose powers generate the sequences of
binomial coeﬃcients dn by (2), has the nonnegative logarithmic coeﬃcients: {log1}n = 1/n (n 1).
The same is true for inequality (55): obviously the logarithmic coeﬃcients of ez are nonnegative.
However, this property itself is not suﬃcient. It is shown in [19] that inequality (24) with τ = p = 2
is not necessarily true if f , g , and h are the positive powers of a function which has the positive
logarithmic coeﬃcients. Thus we come to Problem 2.
Problem 2. Find all power series f (z) = 1+ { f }1z + · · · ({ f }1 > 0, {log f }n  0 for n 2) such that
[{
f α+β+λ
}
n
]1−1/τ[ n∑
k=0
{ f λ}n−k
({ f α+β}k)τ−1
∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
τ]1/τ

[
n∑
k=0
{ f β+λ}n−k
({ f α}k)p−1 |ak|
p
]1/p
·
[
n∑
k=0
{ f α+λ}n−k
({ f β}k)q−1 |bk|
q
]1/q
(59)
for all vectors a= (a0,a1, . . . ,an) and b= (b0,b1, . . . ,bn) ∈ Cn+1, n = 1,2, . . . , and any α,β > 0, λ 0,
p > 1 (1/p + 1/q = 1) and τ ∈ (0,min(p,q)].
A power series f that satisﬁes inequality (59) in all the cases is called an admissible function. It is
easy to see that for any γ and r > 0, function f γ (rz) is admissible if and only if f (z) is admissible. The
case λ = 0 in (59) corresponds to inequality (15). Then the equality in (59) for all n holds if and only
if arg(akbn−k) does not depend on k and (|ak|/{ f α}k)p = c(|bn−k|/{ f β}n−k)q (c is a constant; k  n),
provided that a and b are the nonzero vectors. For any admissible function f and λ > 0, inequality
(59) is also sharp for all n (see discussion after Problem 1): besides the trivial cases the equality in it
holds if ak = ηk{ f α}ka0 and bk = ηk{ f β}kb0 (a0,b0 = 0; |η| = 1; k = 1, . . . ,n).
Theorems 1 and 3 and the fact that Hölder’s inequality is implied by the Cauchy–Schwarz inequal-
ity lead us to the following conjecture: Let f (z) be an admissible function for Problem 2, where τ = p = 2.
Then it is admissible for any τ min(p,q).
Theorems 1 and 3 show that all functions f of the type γ (rz) and exp(rz), where γ , r > 0,
are admissible for Problem 2. The coeﬃcient conditions discussed in Section 2 show that recurrence
relations (5) and (14), that provide the basis for our approach to inequalities (27) and (55), hold for
these functions only. It would be interesting to learn whether there exist other admissible functions
for Problem 2. Note that they can be discovered only for n  3. For n = 1, (59) holds for any f with
{ f }1 > 0 (see (24) and Lemma 15). For n = 2, we come to a function of the type γ (rz) by deﬁning
r and γ with the formulas
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{ f }21
2{log f }2 ,
if {log f }2 = 0. Lemma 18 shows that the case {log f }2 = 0 for an admissible function in (59) is possi-
ble only if f (z) = exp({ f }1z). In fact, this lemma implies that something stronger is true.
Lemma 18. All admissible functions f (z) for Problem 2 are of the form
f (z) = exp
(
m∑
l=1
clz
l
)
,
where m is a natural number or ∞ and cl > 0 (l = 1, . . . ,m).
Proof. We show that any function f (z) of the form
f (z) = exp
(
m∑
l=1
clz
l + cnzn + · · ·
)
, (60)
where cl > 0 (l = 1, . . . ,m,n) and 1 m  n − 2 is not admissible for Problem 2, where τ = p = 2.
Indeed, let α = β = λ, am = b1 = 1, and all the other ak and bk for k  n are equal to 0 in (59). For
function (60) and a small λ, we have that
{
f 3λ
}
n ∼ 3cnλ,
{
f λ
}
1 ∼ c1λ,
{
f λ
}
m ∼ cmλ,{
f 2λ
}
m+1 ∼ k1λ2,
{
f 2λ
}
n−1 ∼ k2λ2,
where k1,k2 > 0. Also we have that
{
f λ
}
n−m−1 ∼ k3λν and
{
f 2λ
}
n−m ∼ k4λμ
for some k3,k4 > 0, where
ν = μ =
⌊
n −m − 1
m
⌋
+ 1,
if (n −m − 1) =m,2m, . . . , and ν = (n −m − 1)/m, μ = ν + 1 otherwise. If inequality (59) for func-
tion (60) were correct it would be
3cn/k1  lim
λ→0+λ
μ−ν+1k4k2/(k3cmc1).
Certainly, this inequality is wrong. 
It seems reasonable to conjecture that the “bridge” functions, i.e.
f (z) = exp
[
γ
m∑
k=1
(rz)k
k
]
(γ , r > 0, m 2),
are admissible for Problem 2. Yet the admissible functions in (59) with all strictly positive logarithmic
coeﬃcients are of particular interest as they satisfy the generalized exponential inequality for all n.
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for all n 1.
Then for any formal Taylor series g(z) = 1 + {g}1z + · · · , any numbers α,β with 0 < α  β , τ ∈ (0,2],
and n = 1,2, . . . , the following inequality holds:
n∑
k=0
{ f β−α}n−k
[{ f α}k]τ−1
∣∣{g}k∣∣τ

{
f β
}
n exp
[
τ
2{ f β}n
n∑
k=1
{
f β
}
n−k
( |{log g}k|2
α{log f }k − α{log f }k
)]
. (61)
The equality in (61) holds if {g}k = ηk{ f α}k (|η| = 1; k = 1, . . . ,n).
Proof. Given n  1, we use inequality (59) with α and β replaced with α/2, and λ replaced with
β − α. Also we put ak = bk = {g1/2}k for k n. It follows that
1{
f β
}
n
n∑
k=0
{ f β−α}n−k|{g}k|2
{ f α}k 
[
1{
f β
}
n
n∑
k=0
{ f β−α/2}n−k|{g1/2}k|2
{ f α/2}k
]2
. (62)
By iteration, inequality (62) leads to inequality (61) with τ = 2. Finally, we use Lemma 10. 
In the sequel, we give some consequences and applications of the main theorems. We mainly
focus on the binomial consequences of Theorem 1 and the related weighted inequalities implied by
Theorems 1 and 2.
5. Mixed consequences of Theorem 1
Theorem 4 gives a convolution integral equivalent to inequality (27). Theorem 1 corresponds to
the case of Theorem 4 when the parameter measure μ is just one point mass on each subinterval
[sk, sk+1) (k = 0,1, . . . ,n) of the basic interval [0, s). The case τ = 2 of Theorem 4 corresponds to
Theorem D in [21].
Theorem 4. Let μ be a positive measure on an interval [0, s), and let φ(t) and ψ(t) be complex-valued func-
tions in L2([0, s),μ). Then for any numbers α,β > 0, λ 0, p > 1 (1/p + 1/q = 1), τ ∈ (0,min(p,q)], and
n = 0,1,2, . . . , the following inequality holds:
[
dn(α + β + λ)
]1−1/τ
×
[
n∑
k=0
dn−k(λ)
[dk(α + β)]τ−1
∣∣∣∣
∫
[0,sk+1)
φ(t)ψ(sk+1 − t)dμ(t)
∣∣∣∣
τ
]1/τ

[
n∑
k=0
dn−k(β + λ)
[dk(α)]p−1 uk
]1/p
·
[
n∑
k=0
dn−k(α + λ)
[dk(β)]q−1 vk
]1/q
, (63)
where sk = sk/(n + 1) (k n + 1) and
uk =
∫
[s ,s )
∣∣φ(t)∣∣p dμ, vk =
∫
[s ,s )
∣∣ψ(t)∣∣q dμ (k n).
k k+1 k k+1
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if the following conditions satisfy for each k n:
1. for every l  k and t ∈ [sl, sl+1), functions |φ(t)|p and |ψ(sk+1 − t)|q are proportional and
arg(φ(t)ψ(sk+1 − t)) = const with a possible exception for a set H ⊂ [sl, sl+1) with μH = 0;
2. all numbers zl =
∫
[sl,sl+1) φ(t)ψ(sk+1 − t)dμ(t) (l = 0, . . . ,k) have equal arguments;
3. uk = u0dpk (α), vk = v0dqk(β) if λ = 0, otherwise dqn−k(β)uk = cdpk (α)vn−k, where c is a positive constant.
Proof. We apply Hölder’s integral inequality to each integral
∫
[sl,sl+1)
φ(t)ψ(sk+1 − t)dμ(t) (0 l k n)
and then use Theorem 1 with ak = u1/pk and bk = v1/qk (k n). 
Corollary 1 is implied by Theorem 1 with α = β = λ = 1/2 and τ = 2. It presents a case of in-
equality (27) with the central binomial weights.
Corollary 1. For any vectors a = (a0, . . . ,an) and b = (b0, . . . ,bn) ∈ Cn+1 (n = 1,2, . . .), the following in-
equality holds:
(
2n
n
) n∑
k=0
(
2n − 2k
n − k
)∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
2
 16
n
2n + 1
n∑
k=0
|ak|2(2k
k
) · n∑
k=0
|bk|2(2k
k
) . (64)
For nonzero vectors a and b, the equality in (64) holds if and only if ak/a0 = bk/b0 = (η/2)k
(2k
k
)
(|η| = 1; k =
1, . . . ,n).
Inequality (27) may be presented in terms of the Taylor coeﬃcients of two power series f (z) =
a0 + a1z+ · · · and g(z) = b0 + b1z+ · · · and the Taylor coeﬃcients of their product f (z)g(z) = a0b0 +
(a0b1 + a1b0)z + · · · . The corresponding inequality and its consequences are given in Corollary 2,
which is a generalization of Theorem F in [21], and in Theorem 1 in [21], which gives a generalization
of (27) with τ = 2 in terms of m > 2 polynomials p j(z) ∈ Pn (n  1; j = 1, . . . ,m). We use the
following seminorm notation:
‖ f ‖(τ ;n;α,β) =
[
n∑
k=0
dn−k(α)
[dk(β)]τ−1
∣∣{ f }k∣∣τ
]1/τ
. (65)
Corollary 2. Let f (z) and g(z) be arbitrary formal Taylor series expansions about z = 0 and let n be a natural
number (n  1) such that at least one product { f }k{g}l is not equal to zero for 0  k, l  n. Then for any
numbers α,β > 0, p > 1 (1/p + 1/q = 1), and τ ∈ (0,min(p,q)], the following inequalities hold:
[
dn(α + β + λ)
]1−1/τ ‖ f g‖(τ ;n;λ,α+β)  ‖ f ‖(p;n;β+λ,α) · ‖g‖(q;n;α+λ,β), (66)
where λ is any nonnegative number, and
∣∣{ f g}n∣∣ ∥∥ f (z)(1− z)λ1∥∥(p;n;β+λ1+λ2,α) · ∥∥g(z)(1− z)λ2∥∥(q;n;α+λ1+λ2,β), (67)
where λ1 and λ2 are any real numbers with λ1 + λ2  0 and  is any complex number with || = 1.
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|η| = 1 (k = 1, . . . ,n).
For λ1 + λ2 > 0, the equality in (67) holds if and only if { f }k = { f }0kdk(α + λ1) and {g}k =
{g}0kdk(β + λ2) (k = 1, . . . ,n).
The inequality for the Bernstein polynomials given in Corollary 3 is implied both by Theorem 1
and Theorem 3.
Corollary 3. Let f (x) and g(x) be complex-valued continuous functions on [0,1]. Then for any τ > 0, t ∈
[0,1], and n = 1,2, . . . , the following inequality holds:
n∑
k=0
∣∣Bk( f (xk/n)g((1− x)k/n); t)∣∣2
(
n
k
)
τ k
 (τ + 1)nBn
(∣∣ f (x)∣∣2;τ t/(τ + 1))Bn(∣∣g(x)∣∣2;τ (1− t)/(τ + 1)). (68)
The equality in (68) holds if f (x) = f (0)eiθx and g(x) = g(0)eiθx (θ is real).
The simplest proof of Corollary 3 is based on inequality (56), where q = 2, α = τ t , β = τ (1 − t),
λ = 1, and ak = f (k/n) and bk = g(k/n) for k n.
It is worth mentioning that some consequences of Theorem 1 are “more binomial” than inequal-
ity (27). See, e.g., Theorem 2 in [19] which deals with four complex vectors u,v,x,y and four real
parameters γ , , ν,λ and which is both a consequence and generalization of the case of Theorem 1
when τ = 2. Namely, the case τ = 2 of Theorem 1 is implied by this result with u= x= a, v= y= b,
 = α, ν = β , γ = 0 and Lemma 10.
6. Pure binomial properties and some generalizations
Corollaries 4 and 6 present two straightforward consequences of inequality (27) (see the case p = 2
in [19,21]). Corollary 5 gives an example of the central binomial application of Corollary 4 which is
implied by Corollary 1 as well if p = 2.
Corollary 4. The binomial coeﬃcients satisfy the inequality
[
dn(α + β + λ)dl(β)
]p−1
dk(α)dn−k−l(λ)

[
dk+l(α + β)dn−k(β + λ)
]p−1
dn−l(α + λ), (69)
where α,β,λ 0, p ∈ [1,2], and k + l n = 1,2, . . . .
It is easy to see that inequality (69) turns into an identity in some cases.
Corollary 5. The central binomial coeﬃcients satisfy the inequality
[(
2n
n
)(
2l
l
)]p−1(2k
k
)(
2n − 2k − 2l
n − k − l
)
 4
np+l(p−2)
(2n + 1)p−1 , (70)
where p ∈ [1,2] and k + l n = 1,2, . . . .
Inequality (70) can be improved if we use some known estimates of the central binomial coeﬃ-
cients though it will not look elegant.
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dn(α + β + λ)
[
n∑
k=0
dn−k(β + λ)dpk (β)
dp−1k (α)
]1/p
·
[
n∑
k=0
dn−k(α + λ)dqk(α)
dq−1k (β)
]1/q
(71)
holds for any numbers α,β > 0, λ 0, p > 1 (1/p + 1/q = 1), and n = 1,2, . . . .
The equality in (71) holds if and only if α = β , except the identity case when λ = 0, p = 2, and n = 1.
A pure binomial generalization of inequality (71) with p = 2 is given in Theorem 6 in [21].
Now we consider some results which involve the generalized binomial coeﬃcients and pure bino-
mial matrices. We start with coeﬃcients dn(α;β, x) deﬁned by the expansion [58,25]:
(1− z)−α(1− xz)−β =
∞∑
n=0
dn(α;β, x)zn. (72)
Note that dn(α;β,1) = dn(α + β) and dn(α;β,0) = dn(α;0, x) = dn(α). The cases α = −β  1 and
α = 1, β −1 in (72) are used in the theory of functions of bounded boundary rotation. It is known
that
∣∣dn(α;−α, x)∣∣ dn(α;−α,−1) (α  1)
and
∣∣dn(1;β, x)∣∣ dn(1;β,−1) (β −1),
where |x| = 1 and n = 1,2, . . . [11,2,10]. D.A. Brannan [10] discovered that for each β ∈ (−1,0)
and some n, max|x|=1 |d2n(1;β, x)| > d2n(1;β,−1), and he conjectured that: |d2n−1(α;β, x)| 
|d2n−1(α;β,−1)| (|x| = 1; n = 1,2, . . .) for 0 < α,−β  1. This conjecture has been veriﬁed for some
cases, in particular, for α = 1 and n 4 (see [10,4,58] and the references therein). The case α + β = 0
(n = 1,2, . . .) has been established in [58] with some generalizations of coeﬃcients dn(α;β, x) being
discussed.
Corollary 7, which is implied by Theorem 1, gives two equivalent inequalities for coeﬃcients
dn(α;β, x) (see the case τ = 2 in [25]).
Corollary 7. For any numbers α,β,λ, x  0, p > 1 (1/p + 1/q = 1), τ ∈ (0,min(p,q)], and n = 1,2, . . . ,
the following inequalities hold
[
dn(α + β + λ)
]1−1/τ [
dn
(
λ;α + β, xτ )]1/τ

[
dn
(
α + λ;β, xp)]1/p[dn(β + λ;α, xq)]1/q
and
xn
[
dn(α + β + λ)
]1−1/τ [
dn
(
α + β;λ, xτ )]1/τ

[
dn
(
α;β + λ, xq)]1/q[dn(β;α + λ, xp)]1/p. (73)
If αβ = 0, then the equality in inequalities (73) holds if and only if x = 1.
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version of Bosanquet’s proof [8]. In particular, this result leads to the various binomial estimates
connected with function (72) for some α, β , and x. An example is presented in Corollary 8.
Lemma 20. Let functions f (z) and g(z) be analytic in a neighborhood of the origin ({ f }n  0, {g}n  {g}n+1
for n = 0,1, . . .) and satisfy the equation f (z)g(z) = (1 − z)−1 . Then for any n = 0,1, . . . and any complex
numbers zk (k = 0,1, . . . ,n), the following inequalities hold:
∣∣∣∣∣
m∑
k=0
{ f }n−kzk
∣∣∣∣∣
m∑
k=0
{ f }n−k{g}k · max
0lm
∣∣∣∣∣
l∑
j=0
{ f }l− j z j
∣∣∣∣∣ (m = 0,1, . . . ,n). (74)
If, in addition for all n, { f }n  { f }n+1 or {g}n  0, then for all m n = 0,1, . . . ,
m∑
k=0
{ f }n−k{g}k  1 (75)
and
∣∣∣∣∣
m∑
k=0
{ f }n−kzk
∣∣∣∣∣ max0lm
∣∣∣∣∣
l∑
j=0
{ f }l− j z j
∣∣∣∣∣. (76)
Proof of Lemma 20. Note that
∑k
l=0{ f }l{g}k−l = 1 for k = 0,1, . . . .
For m < n and l = 0,1, . . . ,m, let yl =∑nj=m+1{ f }n− j({g} j−l−1 − {g} j−l).
It follows that yl  0 and
yl =
m∑
j=l
{ f }n− j{g} j−l −
m∑
j=l+1
{ f }n− j{g} j−l−1 (l = 0,1, . . . ,m).
Hence
m∑
l=0
yl =
m∑
k=0
{ f }n−k{g}k and
m∑
l=k
{ f }l−k yl = { f }n−k (k = 0,1, . . . ,m).
We obtain
∣∣∣∣∣
m∑
k=0
{ f }n−kzk
∣∣∣∣∣=
∣∣∣∣∣
m∑
l=0
yl
l∑
k=0
{ f }l−kzk
∣∣∣∣∣
m∑
l=0
yl · max
0lm
∣∣∣∣∣
l∑
j=0
{ f }l− j z j
∣∣∣∣∣,
and inequality (74) follows.
Now let l0 be max l such that {g}k  0 for k = 0, . . . , l. Hence {g}k+1  {g}k < 0 for k > l0 if l0 < ∞.
If { f }k  { f }k+1 (k = 0,1, . . .), m < n, and m0 = min(m, l0) then
m∑
k=0
{ f }n−k{g}k 
m0∑
k=0
{ f }n−1−k{g}k 
m0∑
k=0
{ f }m0−k{g}k = 1.
The case {g}n  0 for all n is trivial. 
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{ f }0 < { f }1 and {g}n < 0 for n  1. Note that (75) does not hold: for instance, { f }n{g}0 = 2n
(n = 1,2, . . .). In [8], Bosanquet proved (74) for functions f (z) = (1 − z)−α and g(z) = (1 − z)α−1,
α ∈ (0,1). In this case, { f }n  { f }n+1 > 0 and {g}n  {g}n+1 > 0 for all n. Therefore (75) and (76)
with { f }k = dk(α) and {g}k = dk(1 − α) hold thus providing an analogue of the M. Riesz’ integral
inequality [55,33]:
∣∣∣∣∣
y∫
0
(x− t)α−1F (t)dt
∣∣∣∣∣ max0uy
∣∣∣∣∣
u∫
0
(u − t)α−1F (t)dt
∣∣∣∣∣,
where F (t) is Lebesgue integrable, α ∈ (0,1], y ∈ [0, x], and max denotes the essential upper bound
(see also [9,38]).
Corollary 8. For any γ ∈ [0,1] and any complex numbers zk (k = 0,1, . . .), the following inequalities hold:
∣∣∣∣ ∑
(n−m)/2ln/2
dl(γ )zn−2l
∣∣∣∣

∑
(n−m)/2ln/2
dl(γ )
[n/2]−l∑
j=0
(−γ ) j
j! · max0km
∣∣∣∣ ∑
0lk/2
dl(γ )zk−2l
∣∣∣∣, (77)
where n = 0,1, . . . and m = 0,1, . . . ,n.
Proof. We use Lemma 20, where f (z) and g(z) are deﬁned by (72) with x = −1 and α = β = γ and
α = 1− γ , β = −γ , respectively.
It follows that { f }2n−1 = {g(z)(1 − z)}2n−1 = 0 for n = 1,2, . . . , and { f }2n = dn(γ ) and
{g(z)(1− z)}2n = (−γ )n/n! for n = 0,1, . . . .
Hence { f }n  0, {g}n+1  {g}n , and {g}n = ∑[n/2]k=0 (−γ )k/k! for all n. Inequality (74) im-
plies (77). 
Here is another case of the generalized binomial coeﬃcients. Theorem 1 implies various inequali-
ties in terms of coeﬃcients dn,m(α) deﬁned by the expansion
(1− z)−α logm
(
1
1− z
)
=
∞∑
n=m
dn,m(α)z
n (m = 0,1, . . .).
Note that dn,0(α) = dn(α) and dn,1(α) =∑n−1k=0 dk(α)/(n − k). Also note that the derivative of dn,m(α)
with respect to α is equal to dn,m+1(α). One can use it and the inequality
lim
λ→0+ Dn(α,β,λ;a,b)/λ 0
implied by (30) to obtain a general inequality in terms of coeﬃcients dn,m . See Theorem 7 in [21] for
the case τ = 2.
To get a better picture we remind that Theorem 1 with τ = 2 leads to a family of positive deﬁnite
matrices with a negative binomial structure. Given n = 1,2, . . . , let
D = D(α,β,λ) = [al,m] and H = H(b;α,β,λ) = [hl,m] (l,m = 0,1, . . . ,n) (78)
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al,l = dn−l(β + λ)dl(α) and hl,m =
n∑
k=max(l,m)
dn−k(λ)
dk(α + β)bk−lbk−m, (79)
where α,β,λ are positive numbers and b = (b0, . . . ,bn) is a nonzero complex vector. Let matrix
B = B(b;α,β,λ) be deﬁned as
B(b;α,β,λ) =
n∑
k=0
dn−k(α + λ)
dk(β)
|bk|2 · D(α,β,λ) − dn(α + β + λ) · H(b;α,β,λ). (80)
We call a complex vector b = (b0, . . . ,bn) and a positive number β admissible if they satisfy the
following condition: there exists no η such that |η| = 1 and bk = ηkdk(β)b0 for k = 1, . . . ,n. This
condition is necessary for matrix B to be positive deﬁnite. Note that B is positive semi-deﬁnite if
bk = ηkdk(β)b0 for some η, |η| = 1, and all k  n. In this case Ba = 0 for vector a with components
ηkdk(α) (0  k  n). In the Cauchy–Schwarz case (λ = 0), matrix B is positive semi-deﬁnite for any
vector b. In fact, B(b;α,β,0)a = 0 if components of vector a are equal to dk(α)bn−k/dn−k(β) (0 
k n).
Corollary 9. (See [21].) Let a complex vector b = (b0, . . . ,bn) and number β > 0 be admissible (n 1). Then
matrix B(b;α,β,λ) deﬁned by (78)–(80) is positive deﬁnite for any α,λ > 0.
7. Exponential inequalities of binomial type
Theorem 5 and its consequences deal with the Taylor coeﬃcients of a formal power series f and
the related formal series log f . The exponential inequality (81) presented in Theorem 5 is implied
by Theorem 1 and Lemma 19. For τ = 2, Theorem 5 corresponds to Corollary 2 in [19]. This result
generalizes the basic exponential inequalities developed by Milin [48, Ch. 2]. For α = (β − 1) and
τ = 2, Theorem 5 gives the generalized Lebedev–Milin exponential inequalities (see the remark after
Lemma 5).
Theorem 5. Let f = 1+ { f }1z + · · · be a formal Taylor series.
Then for any numbers α,β with 0 < α  β , τ ∈ (0,2], and n = 1,2, . . . , the following inequality holds:
n∑
k=0
dn−k(β − α)
[dk(α)]τ−1
∣∣{ f }k∣∣τ
 dn(β)exp
[
τ
2dn(β)
n∑
k=1
dn−k(β)
(
k
α
∣∣{log f }k∣∣2 − αk
)]
. (81)
The equality in (81) holds if and only if { f }k = ηkdk(α) (|η| = 1; k n).
Corollary 2, Theorem 5, and deﬁnitions (65) and (72) lead to the quasiexponential inequalities
(82)–(83) for pairs of formal power series. The earlier inequalities of a quasiexponential type can be
found in [29,20,21].
Corollary 10. Let f (z) = 1 + { f }1z + · · · and g(z) be formal Taylor series expansions about z = 0. Then for
any numbers α,β > 0, p  2, τ ∈ (0, p/(p − 1)], and n = 1,2, . . . , the following inequalities hold:
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[
dn(α + β + λ)
](1/τ−1/p)‖g‖(p;n;α+λ,β)
× exp
[
1
2dn(α + β + λ)
n∑
k=1
dn−k(α + β + λ)
(
k
α
∣∣{log f }k∣∣2 − αk
)]
, (82)
where λ is any nonnegative number, and
∣∣{ f g}n∣∣ [dn(α + β)]1−1/p∥∥g(z)(1− z)λ∥∥(p;n;α,β)
× exp
[
1
2dn(α + β)
n∑
k=1
dn−k(α + β)
(
k
α
∣∣∣∣{log f }k + λkk
∣∣∣∣
2
− α
k
)]
, (83)
where λ is any real number and  is any complex number.
If at least one coeﬃcient {g}k (k  n) is not zero, we have the equality conditions in (82) and (83) as
follows. The equality in (82) holds if and only if { f }k = ηkdk(α) and {g}k = {g}0ηkdk(β), and the equality
in (83) holds if and only if { f }k = ηkdk(α;−λ, η) and {g}k = {g}0ηkdk(β;λ, η) (|η| = 1; k n).
8. Binomial properties of univalent functions
A number of geometric results which play an important role in the geometric function theory
naturally come in a “logarithmic shell”. In the study of the coeﬃcient and other nontrivial extremal
properties of univalent functions, their eﬃciency largely depends on the exponentiation tools [48,
Chs. 2, 3], [20]. Here we discuss some results for univalent functions that involve the negative bino-
mial coeﬃcients. They are proved through an advanced exponentiation technique. First, we show that
Theorem 5 being a more powerful exponentiation tool than the Lebedev–Milin exponential inequali-
ties allows us to get a stronger result from the same famous “logarithmic source” than the one that
was obtained via the above inequalities.
Let S stand for the class of functions f (z) = z + { f }2z2 + · · · that are analytic and univalent in
the unit disk D . Note that any odd function g(z) = z + {g}3z3 + · · · ∈ S can be presented in the form
g(z) =√ f (z2), where f ∈ S . It is known that for any f ∈ S and any odd function g ∈ S , the following
inequalities:
∣∣{ f }n∣∣ n (n 2) (84)
and
n∑
k=1
∣∣{g}2k−1∣∣2  n (n 2) (85)
conjectured by L. Bieberbach and M.S. Robertson, respectively, hold. For each n, the equality in (84)
takes place if and only if f is a rotation of the Koebe function:
f (z) = z2(ηz) = z/(1− ηz)2, |η| = 1, (86)
and the equality in (85) takes place if and only if g is generated by function (86): g(z) = z1(ηz2) =
z/(1−ηz2), |η| = 1. It is not diﬃcult to see that (84) is implied by (85) via inequality (16) (the related
results and references can be found in [14, Chs. 2–6, 10]). Inequality (87) conjectured by Milin [48,
Ch. 3] and proved by L. De Branges [13] implies (85) and (84) (also see [16,18]).
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In =
n∑
m=1
(n + 1−m)(m∣∣{log[ f (z)/z]}m∣∣2 − 4/m) 0 (87)
holds for each n = 1,2, . . . .
The equality in (87) takes place if and only if f is deﬁned by (86).
Theorem 5 and the De Branges theorem allow us to prove a general binomial inequality for coeﬃ-
cients of univalent functions. This result with τ = 2 is given in [20,21].
Theorem 6. For any function f (z) ∈ S and n = 1,2, . . . , the following inequality holds
n∑
m=0
dn−m(β)
[dm(2α)]τ−1
∣∣∣∣
{[
f (z)
z
]α}
m
∣∣∣∣
τ
 dn(2α + β), (88)
where α and β are any numbers such that α > 0, β  0, 2α + β  2, and τ ∈ (0,2]. The equality in (88)
takes place if and only if f is deﬁned by (86).
Corollary 11. For any function f (z) ∈ S and n = 1,2, . . . , the following inequality holds
∣∣∣∣
{[
f (z)
z
]α
(1− z)−β
}
n
∣∣∣∣ dn(2α + β), (89)
where α and β are any numbers such that α > 0, β  0, and 2α + β  2.
The equality in (89) takes place if and only if f is deﬁned by (86).
Inequality (88) is a generalization of the inequalities (84) (α = 1, β = 0), (85) (α = 1/2, β = 1,
τ = 2), and (87) (the limit of inequality (88) as α → 0+ and β = τ = 2 gives inequality (87)). In-
equality (89) is also a generalization of (84) (α = 1, β = 0). The case of (88) (and (89)) with α > 1
and β = 0 was independently proved in [37] and [49] (for details and references see [20]).
Now we turn to the deep structural properties of univalent functions that are associated with the
Grunsky operator and its norm known as the Grunsky norm. For any function f (z) ∈ S , the expansion
log
z − ζ
f (z) − f (ζ ) =
∞∑
n,m=0
αn,mz
nζm (z, ζ ∈ D)
gives rise to the Grunsky operator
G f = {
√
nmαn,m}∞n,m=1 : l2 → l2,
where l2 is the Hilbert space of all square-summable complex sequences Z = (z1, z2, . . .) with the
norm ‖Z‖ = (∑∞n=1 |zn|2)1/2. According to the Grunsky inequalities [30], which is another fundamen-
tal geometric result of a logarithmic type, G f is a contraction, that is, the Grunsky norm of f is at
most 1: ‖G f ‖  1. For k ∈ [0,1], we denote the subclass of functions f ∈ S that satisfy the condi-
tion ‖G f ‖  k by S(k) (see [17,20] and the references therein). It follows that S(1) = S and S(0)
just consists of the Möbius transformations of the form z/(1− ζ z), where |ζ | 1. The Grunsky norm
and classes S(k) play an important role in the theory of conformal mappings with a quasiconformal
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phic and univalent functions (see [45], [54, Ch. 9], [63], [44, Part 2, Ch. 2] and the references therein),
each class S(k) (k< 1) consists only of functions that are quasiconformally extendible onto the whole
sphere C. More precisely, class S(k) contains all functions f ∈ S with a q-quasiconformal extension if
q  k < 1 as ‖G f ‖ q. Also it contains some functions with a q-quasiconformal extension such that
q ∈ (k,1) (k > 0) and there is no q′-quasiconformal extension for any q′  k. It is worth mentioning
that these results are of implicit form and follow from the explicit sharp inequalities recently estab-
lished by S.L. Krushkal [43]. Among other things, he proved that q f = infq cannot be greater than
3‖G f ‖/23/2 for any quasiconformally extendible function f ∈ S .
Of particular interest is the role of the k-analogue of the Koebe function, denoted by fk(z), which
is deﬁned for all complex z and k ∈ [0,1] and which is extremal or close to extremal for several
basic functionals considered in this theory. This function is a k-quasiconformal homeomorphism of
the whole sphere for each k < 1. For z ∈ D and any k ∈ [0,1], function fk(z) ∈ S , its Grunsky norm
‖Gfk‖ equals k, and it is generated by function (2) with the binomial Taylor coeﬃcients:
fk(z) = z1+k(z) =
∞∑
n=1
dn−1(1+ k)zn.
For z /∈ D and k < 1, fk(z) = z(1 − z)−1(1 − z−1)−k . See the details and references in [20]. The
following coeﬃcient estimates and asymptotics in binomial terms hold for all functions f ∈ S(k)
({fk}n = dn−1(1+ k), n 1):
∣∣{ f }n∣∣ (c/k)k/2 · {fk}n < √2 · {fk}n (k ∈ [0,1], n 2), (90)
where c is an absolute constant, c ∈ [1,1.87);
∣∣∣∣{ f }n+1∣∣− ∣∣{ f }n∣∣∣∣ σ(k)[{fk}n+1 − {fk}n]= σ(k)dn(k) (k ∈ (1/2,1], n 1), (91)
where σ(k) ∈ (1,∞) depends only on k;
lim
n→∞
[ { f }n
{fk}n −
e−iθ0n f (rneiθ0)
fk(rn)
]
= 0, k ∈ [0,1], (92)
and
lim
n→∞
[ { f }n − e−iθ0{ f }n−1
{fk}n − {fk}n−1 −
e−iθ0n f (rneiθ0)
fk(rn)
]
= 0, k ∈ (1/2,1], (93)
where θ0 ∈ [0,2π) is deﬁned by the condition f (eiθ0) = ∞ (if f is bounded in D , then θ0 can be any
real number) and numbers rn ∈ (0,1) satisfy the condition log[n(1− rn)] = O (1) as n → ∞.
The proofs of (90), (92), (93) [17,20] and (91) [29] involve the exponential inequalities implied by
Lemma 5, Milin’s Tauberian theorem, and some logarithmic and difference inequalities for functions
with a restricted Grunsky norm [17], [54, p. 347]. For k = 0, the left inequality in (90) is sharp with
the equality holding if and only if f (z) = z1(ηz) = z/(1− ηz), |η| = 1. The case k = 1 in (91) dates
back to the work of W.K. Hayman [35] who established a general result implying that σ(1) < ∞.
The numerical bounds for σ(1) were gradually lowered by Milin and the other authors (the related
references can be found in [20]). The asymptotic equalities (92)–(93) comprise and improve Hayman’s
coeﬃcient asymptotics for univalent functions [34,36]. His best known asymptotics for f ∈ S , which
corresponds to the case k= 1 in (92), is the following:
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n→∞
|{ f }n|
n
= α f , (94)
where α f = limr→1−[(1− r)2 max|z|=r | f (z)|] 1.
Constant α f in (94) is known as the Hayman index of function f .
9. Weighted norm inequalities
The integral inequality (40) in Theorem 2 and some of its consequences can be presented in terms
of certain integral averages and weighted Lp norms (the case p ∈ (0,1) is included though it does not
ﬁt a norm). For any α,β, p > 0, real γ , and a measurable complex-valued function f (t) on [0,1], let
〈 f 〉(α,β) =
1∫
0
tα−1(1− t)β−1 f (t) dt
B(α,β)
,
‖ f ‖[p;α,β,γ ] =
[〈
eγ t
∣∣ f (t)∣∣p 〉
(α,β)
]1/p
and ‖ f ‖[p;α,β] = ‖ f ‖[p;α,β,0], (95)
provided that the integrals above are ﬁnite (see (38)). Note that
lim
α→0‖ f ‖[p;α,β,γ ] =
∣∣ f (0)∣∣ and lim
β→0‖ f ‖[p;α,β,γ ] = e
γ /p
∣∣ f (1)∣∣.
For any p > 1 (1/p + 1/q = 1) and τ ∈ (0,min(p,q)], inequality (40) can be presented as a sharp
weighted norm inequality (see Theorem 2 and Remark 5):
‖h‖[τ ;α+β,λ]  ‖φ‖[p;α,β+λ] · ‖ψ‖[q;β,α+λ],
where h(x) = 〈φ(xt)ψ(x(1− t))〉
(α,β)
(
x ∈ [0,1]). (96)
Theorems 7 and 8 and Corollaries 12 and 13 which are implied by Theorem 2 and presentation (96)
involve some Hadamard products or coeﬃcient convolutions (see, e.g., [57]), entire functions of ex-
ponential type, and Laplace–Borel transforms. Given a power series f (z) = { f }0 + { f }1z + · · · , the
α-convolution f∗α (α > 0) is deﬁned by the formula [23,24]:
f∗α(z) =
∞∑
n=0
{ f }n
(α)n
zn. (97)
Recall that an entire function g(z) is of exponential type σ ∈ [0,∞) if∣∣g(z)∣∣ Meσ |z| (z ∈ C, M is a constant).
Then limsupn→∞ n|{g}n|1/n = eσ . This limit itself is also used to deﬁne the entire functions of ex-
ponential type and, in particular, of exponential type σ (if g is a polynomial or if its order is less
than 1, then g is of exponential type 0 according to this deﬁnition; cf. [47, Ch. 9]). The Cauchy–
Hadamard theorem implies that f∗α (α > 0) is an entire function of exponential type if f is analytic
in a neighborhood of the origin. It is worth mentioning that f∗α is a (generalized) hypergeometric
function j Fk+1 if f = j Fk . As usual, j Fk ( j,k = 0,1, . . .) is deﬁned by the formula:
j Fk = j Fk(a1, . . . ,a j;b1, . . . ,bk; z) =
∞∑
n=0
∏
1l j(al)n∏
1lk(bl)n
· z
n
n! ,
provided that none of the shifted factorials (bl)n = bl · · · (bl + n − 1) (n 1, l k) are equal to 0.
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the formula
F (z) = 1
Γ (α)
∞∫
0
tα−1e−t f (zt)dt (98)
is the generalized Borel-associated function to f (or generalized Borel transform) by means of the
function 1F1(1;α; z). It follows that F (z) in (98) is analytic for |z| < 1/σ . The classical case of the
Borel-associated function to f corresponds to α = 1 [7,53]; the most general associated functions are
introduced by L. Nachbin [51]. Transformation (98) with the nonnegative values of z can be used for
complex-valued functions f (t) of a real variable t (t  0). If f (t) is piecewise-continuous on every
ﬁnite interval in [0,∞) and | f (t)e−σ t | is bounded for some σ  0, then this transformation exists for
z ∈ [0,1/σ ). For s = 1/z > 0, we obtain that
F (1/s) = sαL[tα−1 f (t)/Γ (α); s],
where L[g(t); s] = ∫∞0 g(t)e−st dt is the Laplace transform of a function g (see, e.g., [1, Ch. 29], [62]).
In some cases it is convenient to present the convolution integral in the left-hand side of inequal-
ity (40) as an inverse Laplace transform. We use the weighted norm notation given in (95).
Theorem 7. Let f (t) and g(t) be complex-valued continuous functions on [0,∞) such that the Laplace trans-
forms
F (s) = L[tα−1 f (t)/Γ (α); s] and G(s) = L[tβ−1g(t)/Γ (β); s] (99)
exist for some α,β > 0 and s > s0  0.
Then for any λ > 0, p > 1 (1/p + 1/q = 1), τ ∈ (0,min(p,q)], and x ∈ [0,∞), the following inequality
holds
∥∥h(xt)∥∥[τ ;α+β,λ]  ∥∥ f (xt)∥∥[p;α,β+λ] · ∥∥g(xt)∥∥[q;β,α+λ], (100)
where h(t), 0 t < ∞, is a continuous solution to the integral equation
L[tα+β−1h(t)/Γ (α + β); s]= F (s)G(s), s > s0. (101)
Equivalently, h(t) is such function that tα+β−1h(t)/Γ (α + β) is the convolution of functions tα−1 f (t)/Γ (α)
and tβ−1g(t)/Γ (β).
The equality in (100), provided that f and g are not identically 0 and x = 0, holds if and only if f (t) =
f (0)eiθt and g(t) = g(0)eiθt (t ∈ [0,∞); θ is real).
Proof. We show that a continuous function h, namely
h(t) = 〈 f (tτ )g(t(1− τ ))〉
(α,β)
, t ∈ [0,∞),
satisﬁes Eq. (101). Indeed, the left-hand side of (101) with this function h and s > s0 equals
1
Γ (α)Γ (β)
∞∫
tα+β−1e−st
1∫
τα−1(1− τ )β−1 f (tτ )g(t(1− τ ))dτ dt.0 0
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equals
1
Γ (α)Γ (β)
∞∫
0
yα−1 f (y)
∞∫
y
e−st(t − y)β−1g(t − y)dt dy.
By another substitution, v = t − y ∈ [0,∞), we obtain that it equals
1
Γ (α)Γ (β)
∞∫
0
yα−1 f (y)
∞∫
0
e−(v+y)s vβ−1g(v)dv dy = F (s)G(s),
where F (s) and G(s) are deﬁned by (99).
Alternatively, we note that tα+β−1h(t)/Γ (α + β) is the convolution of functions tα−1 f (t)/Γ (α)
and tβ−1g(t)/Γ (β) and use the Convolution (Faltung) theorem [1, Eq. 29.2.8].
Finally, we use Theorem 2 and (96) with φ(t) = f (xt) and ψ(t) = g(xt) (t ∈ [0,1]; x ∈ [0,∞)). 
The case α = β = 1 in Theorem 7 gives a parametrized integral inequality involving the Laplace
transforms of three continuous functions.
Corollary 12. Let f (t) and g(t) be complex-valued continuous functions on [0,∞) such that the Laplace
transforms F (s) and G(s) of functions f (t) and g(t), respectively, exist for s > s0  0.
Then for any λ > 0, p > 1 (1/p + 1/q = 1), τ ∈ (0,min(p,q)], and x ∈ [0,∞), the following inequality
holds:
[
λ
(λ + 1)τ−1
1∫
0
t(1− t)λ−1∣∣h(xt)∣∣τ dt
]1/τ

[ 1∫
0
(1− t)λ∣∣ f (xt)∣∣p dt
]1/p
·
[ 1∫
0
(1− t)λ∣∣g(xt)∣∣q dt
]1/q
, (102)
where h(t), 0 t < ∞, is a continuous solution to the integral equation
L[th(t); s]= F (s)G(s), s > s0
(equivalently, th(t) is the convolution of functions f (t) and g(t)).
The equality in (102), provided that f and g are not identically 0 and x = 0, holds if and only if f (t) =
f (0)eiθt and g(t) = g(0)eiθt (t ∈ [0,∞), θ is real).
Here are some straightforward examples. Let f (t) and g(t) in Corollary 12 be equal to cosh(t) and
t cos(t), respectively. Then F (s) and G(s) are equal to s/(s2 −1) and (s2 −1)/(s2 +1)2, respectively [1,
Eqs. 29.3.18, 29.3.22, 29.3.24]. As the Laplace transform of t sin(t)/2 equals F (s)G(s) = s/(s2 + 1)2 we
obtain that inequality (102) with these functions f and g , and h(t) = sin(t)/2 holds for any λ > 0 and
x ∈ [0,∞). Now let f (t) = cosh(t1/2), g(t) = cos(t1/2), and α = β = 1/2 in Theorem 7. Then F (s) =
s−1/2e1/(4s) and G(s) = s−1/2e−1/(4s) [1, Eqs. 29.3.76, 29.3.77]. It follows that the corresponding case of
inequality (100) holds for any λ > 0 and x ∈ [0,∞) if h(t) ≡ 1. Note that inequalities (100) and (102)
hold for piecewise-continuous functions as well (see Remark 5). Also note that these inequalities as
well as inequality (40) itself and the other inequalities implied by Theorem 2 [21,26] can be expressed
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integral Iγa of order γ > 0 (see, e.g., [32,56,60]):
Iγ ,ηa f (t) = t
−γ−η
Γ (γ )
t∫
a
(t − τ )γ−1τη f (τ )dτ , Iγa f (t) = 1
Γ (γ )
t∫
a
(t − τ )γ−1 f (τ )dτ .
Theorem 8 is more speciﬁc than Theorem 7.
Theorem 8. Let f (z) and g(z) be analytic in a neighborhood of the origin. Then for any α,β,λ > 0, p > 1
(1/p + 1/q = 1), τ ∈ (0,min(p,q)], complex ζ , and real x, the following inequality holds:
∥∥( f g)∗(α+β)(ζ t)∥∥[τ ;α+β,λ,τ x]  ∥∥ f∗α(ζ t)∥∥[p;α,β+λ,px] · ∥∥g∗β(ζ t)∥∥[q;β,α+λ,qx], (103)
where convolutions f∗α, g∗β , and ( f g)∗(α+β) are deﬁned by formula (97).
The equality in (103), provided that f and g are not identically 0 and ζ = 0, holds if and only if
f (z) = f (0)[1+ (x+ iθ)z/ζ ]−α and g(z) = g(0)[1+ (x+ iθ)z/ζ ]−β
in a neighborhood of the origin (θ is a real number).
Theorem 8 is implied by Theorem 2, where φ(t) = ext f∗α(ζ t) and ψ(t) = ext g∗β(ζ t). Among other
things, inequality (103) results in the various inequalities for the (generalized) hypergeometric and
related special functions (see [23,24] for the case τ = 2). For example, if f and g are identically equal
to 1 in a neighborhood of the origin, then (103) gives the following inequality for any real x in terms
of the conﬂuent hypergeometric functions:
[
1F1(α + β;α + β + λ;τ x)
]1/τ  [1F1(α;α + β + λ; px)]1/p[1F1(β;α + β + λ;qx)]1/q, (104)
where α,β,λ 0 (α + β + λ > 0) and
1F1(α;β; z) =
∞∑
n=0
(α)n
(β)n
· z
n
n! .
For αβ = 0, the equality in (104) holds if and only if x = 0.
In fact, any pair of the hypergeometric functions whose product is also a hypergeometric function
leads to a new hypergeometric inequality by Theorem 8. In addition to the exponential and binomial
cases, a number of such pairs of the hypergeometric functions are obtained by L. Euler, T. Clausen,
E. Kummer, and others (see, e.g., [15]).
Note that the limits of inequalities (100), (102) and (103) as λ → 0 correspond to the integral
Hölder inequality. For example, the equality in (103) with τ = 2 and λ = 0 holds if and only if func-
tions e2xt f∗α(t) and g∗β(1 − t) are proportional for t ∈ [0,1] (see (20)). As f and g in Theorem 8
are analytic in a neighborhood of the origin inequality (103) can be presented in terms of the entire
functions of exponential type [23,24]. We take x = 0 for simplicity.
Corollary 13. Let f (z) and g(z) be some entire functions of exponential type. Then for any α,β,λ > 0, p > 1
(1/p + 1/q = 1), τ ∈ (0,min(p,q)], and any complex ζ , the following inequality holds:
∥∥h(ζ t)∥∥  ∥∥ f (ζ t)∥∥ · ∥∥g(ζ t)∥∥ , (105)[τ ;α+β,λ] [p;α,β+λ] [q;β,α+λ]
604 A.Z. Grinshpan / Advances in Applied Mathematics 45 (2010) 564–606where h(z) is an entire function of exponential type deﬁned by the equations
h(z) = H∗(α+β)(z) (106)
and
H(z) = 1
Γ (α)Γ (β)
∞∫
0
tα−1e−t f (zt)dt ·
∞∫
0
tβ−1e−t g(zt)dt. (107)
The equality in (105), provided that f and g are not identically 0 and ζ = 0, holds if and only if f (z) =
f (0)eiθ z/ζ and g(z) = g(0)eiθ z/ζ (z ∈ C, θ is real).
Proof. Let f and g be functions of exponential type σ1 and σ2, respectively. It follows that the Borel-
associated functions
F (z) = 1
Γ (α)
∞∫
0
tα−1e−t f (zt)dt and G(z) = 1
Γ (β)
∞∫
0
tβ−1e−t g(zt)dt (108)
are analytic for |z| < 1/σ1 and |z| < 1/σ2, respectively. Then H(z) deﬁned by (107) is analytic for
|z| < min(1/σ1,1/σ2), and hence h(z) deﬁned by (106) is an entire function of exponential type.
Finally, we use Theorem 8. 
Theorems 7 and 8 as well as Eqs, (106)–(107) imply a simple relation that characterizes function h
in inequality (105) in terms of the given functions f and g . Namely, the generalized Borel-associated
function to h by means of the function 1F1(1;α + β; z), i.e.
1
Γ (α + β)
∞∫
0
tα+β−1e−th(zt)dt,
is equal to the product of functions F (z) and G(z) deﬁned in (108).
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