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Machine Classification Supplemented by 
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Tarun Rao  & T.V. Rajinikanth 
Abstract- This paper presents an approach to classify remote 
sensed data using a hybrid classifier. Random forest, Support 
Vector machines and boosting methods are used to build the 
said hybrid classifier. The central idea is to subdivide the input 
data set into smaller subsets and classify individual subsets. 
The individual subset classification is done using support 
vector machines classifier. Boosting is used at each subset to 
evaluate the learning by using a weight factor for every data 
item in the data set. The weight factor is updated based on 
classification accuracy. Later the final outcome for the 
complete data set is computed by implementing a majority 
voting mechanism to the individual subset classification 
outcomes. This method is evaluated and the results compared 
with that of Support Vector machine classifiers and Random 
forest classification methods. The proposed hybrid method 
when applied to classify the plant seed data sets gives better 
results when compared to traditional random forest and 
support vector machine classification methods used 
individually without any compromise in classification accuracy.  
Keywords: boosting, classification, data mining, random 
forest, remote sensed data, support vector machine. 
I. Introduction 
any organizations maintain huge data 
repositories which store data collected from 
various sources in different formats. The said 
data repositories are also known as data warehouses. 
One of the prominent sources of data is remote sensed 
data collected via satellites or geographical information 
systems software's[1].  
The data thus collected can be of use in 
various applications including and not restricted to 
land use[2] [3], species distribution modeling [4] 
[5] [6] [7], mineral resource identification[8], traffic 
analysis[10], network analysis [9] and 
environmental monitoring systems [11] [12]. Data 
mining is used to extract information from the said 
data repositories. The information thus mined can 
help various stakeholders in an organization in 
taking strategic decisions. Data can be mined from 
the  data  repositories using various methodologies 
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like anomaly detection, supervised classification, 
clustering, association rule learning, regression, 
characterization and summarization and sequential 
pattern mining. In this paper we shall be applying a 
hybrid classification technique to classify plant seed 
remote sensed data. 
A lot of research has been undertaken to classify 
plant functional groups, fish species, bird species etc... 
[7][13][14].The classification of various species shall 
help in conserving the ecosystem by facilitating ins 
predicting of endangered species distribution[15]. It can 
also help in identifying various resources like minerals, 
water resources and economically useful trees. Various 
technologies in this regard have been developed. 
Machine learning methods, image processing 
algorithms, geographical information systems tools 
etc..have added to the development of numerous 
systems that can contribute to the study of spatial data 
and can mine relevant information which can be of use in 
various applications. The systems developed can help 
constructing classification models that in turn facilitate in 
weather forecasting, crop yield classification, mineral 
resource identification, soil composition analysis and 
also locating water bodies near to the agricultural land. 
Classification is the process wherein a class 
label is assigned to unlabeled data vectors. It can be 
categorized into supervised and un-supervised 
classification which is also known as clustering. In 
supervised classification learning is done with the help of 
supervisor ie. learning through example. In this method 
the set of possible class labels is known apriori to the 
end user. Supervised classification can be subdivided 
into non-parametric and parametric classification. 
Parametric classifier method is dependent on the 
probability distribution of each class. Non parametric 
classifiers are used when the density function is 
unknown. Examples of parametric supervised 
classification methods are Minimal Distance Classifier, 
Bayesian, Multivariate Gaussian, Support Vector 
machines, Decision Tree and Classification Tree. 
Examples of non-parametric supervised classification 
methods are K- nearest Neighbor, Euclidean Distance, 
Logistic Regression, Neural Network Kernel Density 
Estimation, Artificial Neural Network and Multilayer 
Perceptron. Unsupervised classification is just opposite 
to the supervised classification i.e. learning is done 
M 
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without supervisor ie. learning from observations. In this 
method set of possible classes is not known to the end 
user. After classification one can try to assign a name to 
that class. Examples of un-supervised classification 
methods are Adaptive resonance theory(ART) 1, ART 
2,ART 3, Iterative Self-Organizing Data Analysis Method, 
K-Means, Bootstrapping Local, Fuzzy C-Means, and 
Genetic Algorithm[17]. In this paper we shall discuss 
about a hybrid classification method. The said hybrid 
method will make use of support vector machine(SVM) 
classification, random forest and boosting methods. 
Later its performance is evaluated against traditional 
individual random forest classifiers and support vector 
machines. 
A powerful statistical tool used to perform 
supervised classification is Support Vector machines. 
Herein the data vectors are represented in a feature 
space. Later a geometric hyperplane is constructed in 
the feature space which divides the space comprising of 
data vectors into two regions such that the data items 
get classified under two different class labels 
corresponding to the two different regions. It helps in 
solving equally two class and multi class classification 
problem. The aim of the said hyper plane is to maximize 
its distance from the adjoining data points in the two 
regions. Moreover, SVM's do not have an additional 
overhead of feature extraction since it is part of its own 
architecture. Latest research have proved that SVM 
classifiers provide better classification results when one 
uses spatial data sets as compared to other  
classification algorithms like Bayesian method, neural 
networks and k-nearest neighbors classification 
methods[18][19]. 
In Random forest(RF) classification method 
many classifiers are generated from smaller subsets of 
the input data and later their individual results are 
aggregated based on a voting mechanism to generate 
the desired output of the input data set. This ensemble 
learning strategy has recently become very popular. 
Before RF, Boosting and Bagging were the only two 
ensemble learning methods used. RF can be applied for 
supervised classification, unsupervised learning and 
regression. RF has been extensively applied in various 
areas including modern drug discovery, network 
intrusion detection, land cover analysis, credit rating 
analysis, remote sensing and gene microarrays data 
analysis etc...[20][21]. 
Other popular ensemble classification methods 
are bagging and boosting. Herein the complex data set 
is divided into smaller feature subsets.  An ensemble of 
classifiers is formed with the classifiers being used to 
classify data items in each feature subset. The said 
feature subsets are regrouped together iteratively 
depending on penalty factor also known as the weight 
factor applied based on the degree of misclassification in 
the feature subsets. The class label of data items in the 
complete data set is computed by aggregating the 
individual classification outcomes at each feature 
subset[22][23]. 
A hybrid method is being proposed in this paper 
which makes use of ensemble learning from RF 
classification and boosting algorithm and SVM 
classification method. The processed seed plant data is 
divided randomly into feature subsets. SVM classification 
method is used to derive the output at each feature 
subset. Boosting learning method is applied so as to 
boost the classification adeptness at every feature 
subset. Later majority voting mechanism is applied to 
arrive at the final classification result of the original 
complete data set. 
Our next section describes Background 
Knowledge about Random Forest classifier, SVM and 
Boosting. In section 3 proposed methodology has been 
discussed. Performance analysis is discussed in Section 
4. Section 5 concludes this work and later 
acknowledgement is given to the data source followed 
by references. 
II. Background Knowledge 
a) Overview of SVM Classifier 
Support vector machine (SVM) is a statistical 
tool used in various data mining methodologies like 
classification and regression analysis. The data can be 
present either in the form of a multi class or two class 
problem. In this paper we shall be dealing with a two 
class problem wherein the seed plant data sets need to 
be categorized under two class labels one having data 
sets belonging to North America and the other having 
data sets belonging to South America. It has been 
applied in various areas like species distribution, locating 
mineral prospective areas etc..It has become popular for 
solving problems in regression and classification, 
consists of statistical learning theory based heuristic 
algorithms. The advantage with SVM is that the 
classification model can be built using minimal number 
of attributes which is not the case with most other 
classification methods[24]. In this paper we shall be 
proposing a hybrid classification methodology to classify 
seed plant data which would lead to improving the 
efficiency and accuracy of the traditional classification 
approach.  
The seed plant data sets used in the paper have 
data sets with known class labels. A classification model 
is constructed using the data sets which can be 
authenticated against a test data set and can later be 
used to predict class labels of unlabeled data sets. Since 
class labels of data sets are known apriori this approach 
is categorized as supervised classification. In 
unsupervised classification method also known as 
clustering the class label details is not known in advance. 
Each data vector in the data set used for classification 
comprises of unique attributes which is used to build the 
classification model[25][19]. The SVM model can be 
© 2014   Global Journals Inc.  (US)
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 SVM is represented by a separating hyper plane f (x)
 
that 
geometrically bisects the
 
data space thus dividing it into 
two diverse regions thus resulting in classification of the
 input
 
data space into two categories. 
 
 Figure 1
 
: The Hyperplane
 
The function f(x) denotes the hyperplane that 
separates the two regions and facilitates in classification 
of the data set. The two regions geometrically created by 
the hyperplane correspond to the two categories of data 
under two class labels.  A data point xn
 
belongs to either 
of the region depending on the value of f(xn). If f(xn) > 0 it 
belongs to one region and if f(xn) < 0 it belongs to 
another region. There are many such hyperplanes which 
can split the data into two regions. But SVM ensures that 
it selects the hyperplane that is at a maximum distance 
from the nearest data points in the two regions. There are 
only few hyperplanes that shall satisfy this criterion.
 
By 
ensuring this condition SVM provides accurate 
classification results[27]. 
 SVM's can be represented mathematically as 
well.
 
Assume that the
 
input
 
data consists of n data 
vectors
 
where each data vector
 
is represented by x
 
i∈
 
Rn, 
where
 
i (=1, 2, ….., n). Let the class label that needs to 
be assigned to the data vectors to implement supervised 
classification be
 
denoted by yi, which is +1 for one 
category of data vectors and -1 for the other category of 
data vectors. The data set can be geometrically 
separated by a hyperplane. Since the hyperplane is 
represented by a line it can also be mathematically 
represented by[8][3][28]: 
 
mxi+ b >= +1 
                               mxi+ b <= -1 
                           
(1)
 
The hyperplane can also be represented 
mathematically by [31][32][33]: 
f(x)= sgn(mx+ b) 
                           = sgn((∑ α ni=1 iyixi). x + b)  (2) 
where sgn() is known as a sign function, which 
is mathematically represented by the following equation: 
                       sgn(x)=�
1    if x > 00    if x = 0
−1 if x < 0                (3) 
The data vectors are said to be optimally divided 
by the hyperplane if the distance amid the adjoining data 
vectors in the two different regions from the given 
hyperplane is maximum. 
This concept can be illustrated geometrically as 
in Figure 2, where the distance between the adjoining 
data points close to the hyperplane and the hyperplane 
is displayed[29][30][28]. 
 
Figure 2 : Distance of the nearest data vectors from the 
Hyperplane 
The distance dof a data point x from the 
hyperplane is represented mathematically by the 
equation: 
                                    d= 
|(m,x) + b||m|                                  (4) 
This hyperplane which has maximum distance d 
from adjoining points is  computed to implement the said 
classification. This SVM can be represented as a primal 
formulation given by the equation [8][5][31]: 
                   h(m)=12 ||m||2 + Training error                   (5) 
subject to yi(mxi+ b) >=1,∀i 
The idea is to increase the margin and reduce 
the training error. The data sample records in the training 
data set belong to input set. Each of the data vectors 
have precise attributes based on which the classification 
model is built. These set of attributes are said to form a 
feature space. The kernel function bridges the gap 
between the feature space and the input space and 
enables to carry out classification on input space rather 
than complicated feature space. [29].  
In this paper we have used Gaussian radial 
basis functions (RBF). SVM's make use of the radial 
basis kernel function to be able to work at the simpler 
input space level. The RBF kernel used is represented 
mathematically by[3][29]: 
                                  K(x1,x2)=exp(|x1−x2|22σ2 )                     (6) 
SVM selects a local Gaussian function and later 
the global Gaussian function is computed by 
aggregating all the local Gaussian function. 
SVM can be used to solve either two class or 
multi-class problems. Multiclass classification problems 
© 2014   Global Journals Inc.  (US)
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can be solved using various methods. One method is to 
move the data vectors to a different space thereby 
making the problem linear. The other method is to split 
the multi class problem into numerous two class 
problems and later with a voting mechanism combine 
the solutions of individual two class problems to get the 
solution of the original multi class problem.[8].  
The steps followed while using SVM in 
classifying data are mentioned in the below algorithm 
[16]: 
--------------------------------------------------- 
Algorithm 2 Classification using linear kernel based  
SVM Classifier 
--------------------------------------------------- 
Input: I:Input data 
Output: V: Support vectors set 
begin 
Step 1: Divide the given data set into two set of  
data items having different class labels assigned to  
them 
Step 2: Add them to support vector set V 
Step 3: Loop the divided n data items 
Step 4: If a data item is not assigned any of the   
class labels then add it to set V 
Step 5: Break if insufficient data items are found 
Step 6: end loop  
Step7: Train using the derived SVM classifier model  
and test so as to validate over the unlabelled data  
items. 
end 
----------------------------------------------------- 
b) Overview of Random Forest Classifier 
Ensemble learning algorithms use an ensemble 
or a group of classifiers to classify data. Hence they give 
more accurate results as compared to individual 
classifiers. Random forest classifier is an example for 
ensemble classifiers. Random forests make use of an 
ensemble of classification trees [34][35][36][37][38] 
[41]. 
In RF classification method the input data set is 
first subdivided into two subsets, one containing two 
thirds of the data points and the other containing the 
remaining one third. Classification tree models are 
constructed using the subset comprising of two thirds of 
data points The subset which contains one third data of 
data points which are not used at any given point of time 
to construct classification trees and are used for 
validation are called out of bag(OOB) data samples of 
the trees. There is no truncation applied at every 
classification tree. Hence every classification tree used in 
RF classification method is maximal in nature. Later RF 
classification method follows a majority voting process 
wherein classification output of every classification tree 
casts a vote to decide the final outcome of the ensemble 
classifier ie.. assigning a class label to a data item x[21]. 
The set of features are used to create a classification tree 
model at every randomly chosen subset[37]. This set of 
features shall remain constant throughout the growing of 
random forest.
 
In RF, the test set is used to authenticate the 
classification results and also used for predicting the 
class labels for unlabeled data after the classification 
model is built. It also helps in cross validation of results 
among different classification results provided by various 
classification trees in the ensemble. To perform the said 
cross validation the out of bag(OOB) samples are used.. 
The individual classification tree outcomes
 
are 
aggregated
 
with a majority vote
 
and the cumulative result 
of the whole ensemble shall be more accurate and prone 
to lesser classification error than individual classification 
tree results[26].
 
Every classification tree in the random forest 
ensemble is formed using the randomly selected two 
thirds of input variables, hence there is little connection
 
between different trees in the forest. One can also restrict
 
the number of variables that split
 
a parent node in a
classification tree resulting in the reduction
 
of connection
between classification trees.
 
The Random forest 
classification method works better even for larger data 
sets.
 
This is not the case with other ensemble 
methods[1][2]. In this paper we shall be using the both 
boosting and random forest ensemble classification 
methods along with support vector machines to give a 
more accurate classification output. This hybrid method 
shall be more robust to noise as compared to individual 
classification method.
 
RF classification method works with both 
discreet and continuous variables which is not the case 
with other statistical classification modeling methods. 
Furthermore, there is no limit on the total number of 
classification trees that are
 
generated in the ensemble
 
process
 
and the total number of variable or data 
samples(generally two thirds are used) in every random
subset used to build the classification trees[36].
 
RF rates variables based on the classification 
accuracy of the said variable relative to other variables in 
the data set. This rank is also known as importance 
index. It reflects the relative importance of every variable 
in the process of classification. The importance index of 
a variable is calculated by averaging the importance of 
the variable across classification trees generated in the 
ensemble. The more the value of this importance index, 
the greater is a variables importance for classification. 
Another parameter obtained by dividing the variable's 
importance index by standard error
 
is called z-score. 
Both importance index as well as z-score
 
play a 
significant
 
role in ensuring the efficiency
 
of the 
classification process[25][36][39][38].
 
The importance of a variable can also be 
assessed by using two parameters,
 
Gini Index decrease 
and OOB error estimation. Herein relative importance of 
variables are calculated which is beneficial in studies 
wherein the numbers of attributes are very high and thus 
leading to relative importance gaining prominence[40]. 
© 2014   Global Journals Inc.  (US)
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∑ ∑ �
k(C i,X)|X| � . �k(C j,X)|X| � j≠i   
                   (7)
 
wherek(C i,X)|X|
 
is the is the probability that a 
selected case belongsto class Ci.
 RF method provides precise results with respect 
to
 
variation and bias[39].. The performance of the RF 
classification method is better compared to other 
classifiers like support vector machines, Neural Networks 
and discriminant analysis. In this paper a hybrid 
classification method coalescing
 
the advantages of both 
Random forest and Support vector machines in addition 
to boosting is used. The RF algorithm is becoming 
gradually popular with applications like forest 
classification, credit rate analysis, remote sensing image 
analysis, intrusion detection etc.
 Yet another parameter that can contribute in 
assessing the classification is proximity measure of two 
samples. The proximity measure is the number of 
classification trees in which two data samples end up in 
the same node.
 
This parameter when divided by
 
the
 number of classification trees generated
 
can facilitate in
detecting
 
outliers in the data sets. This computation 
requires large amount of memory space, depending on 
the total number of sample records and classification 
trees in the ensemble[1]. The pseudo code for Random 
Forest algorithm is mentioned below[42]:
 ---------------------------------------
 Random Forest Algorithm:
 --------------------------------------
 Input: D: training sample
 a: number of input instance to be used to generate 
 classification tree
 T: total number of classification trees in random forest
 OT: Classification Output from each tree T
 1) OT is empty
 2) for i=1 to T
 3) Db = Form random sample subsets after selecting 
 2/3rd instances randomly from D
 /* For every tree this sample would be randomly 
 selected*/
 4) Cb = Build classification trees using random 
 subsets Db
 5) Validate the classifier Cb using remaining 1/3rd 
 instances //Refer Step 3.
 6) OT=store classification outputs of classification 
 trees
 7) next i
 8) Apply voting mechanism to derive output ORT of 
 the Random forest(ensemble of classification trees)
 9) return ORT
 ----------------------------------------
 c)
 
Overview of Boosting
 Ensemble learning is a process wherein a data 
set is divided into subsets. Individual learners are then 
used to classify and build the model for each of these 
subsets. Later the individual learning models are 
combined so as to determine the final classification 
model of the complete data set. As the complex large 
data set is divided into smaller random subsets and 
classification model is applied on these smaller subsets 
the said process of ensemble learning results in 
improving classification efficiency and gives more 
accurate results. Numerous
 
classification methodologies 
like bagging, boosting etc...can also be used in learning 
by constructing an ensemble[43][44][45]. 
 In this research paper boosting method has 
been used to create the said ensemble. It works by 
rewarding successful classifiers and by applying 
penalties to unsuccessful classifiers. In the past it has 
been used in various applications like machine 
translation [46], intrusion detection [47], forest tree 
regression, natural language processing, unknown word 
recognition [48] etc.
 Boosting is applied to varied types of 
classification problems. It is an iterative process wherein 
the training data set is regrouped together into subsets 
and various classifiers are used to classify data samples 
in the subsets. The data samples which were difficult to 
classify by a classifier also known as a weak learner at 
one stage are classified using new classifiers that get 
added to the ensemble at a later stage[49][50][51]. In 
this way at each stage a new classifier gets augmented 
to the ensemble. The difficulty in classifying a data item 
Xi at stage k is represented by a weight factor Wk(i). The 
regrouping of training sets at each step of learning is 
done depending on the weight factor Wk(i)[22]. The 
value of the weight factor is proportional to the 
misclassification of the data. This way of forming
 regrouped data samples at every stage depending on
the weight factor is called re-sampling version of 
boosting. Yet another way of implementing boosting is 
by reweighting wherein weight factor is assigned 
iteratively to every data item in the data set and
 
the 
complete data set is used at every subsequent iteration 
by modifying the weights at every stage[48][52].
 The most popular boosting algorithm called 
Adaboost[23].
 
Adaboost
 
stands for Adaptive Boosting.
 
It 
adapts or updates weights of the data items based on 
misclassification of training samples due to weak 
learners and regroups the data subsets depending on 
the new weights. The steps of Adaboost algorithm is 
mentioned below:
 --------------------------------------------------
 Adaboost
 
Algorithm
 --------------------------------------------------
 Divide the data set into random subsets
 Set uniform example weights to all data items 
 in the subsets
 For each base learner
 do
 Train base learner with weighted sample of a 
 sample data set
 Test base learner on complete data set.
 
© 2014   Global Journals Inc.  (US)
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 misclassifications by base learners also called 
 weak learners if misclassification occurs
 Set example weights based on predictions by 
 ensemble of classifiers.
 end for
 ---------------------------------------------------
 In the next section the proposed hybrid 
methodology is discussed in detail.
 
III.
 
Proposed Methodology
 
In this paper we shall
 
construct a
 
hybrid 
classification model which shall facilitate in predicting
 
the 
class label of seed plant data from test data sets. The 
methodology recommended has been denoted as a 
schematic diagram as mentioned in Fig 3 and the 
detailed explanation of the steps followed has been 
given in the following subsections.
 
 
Figure 3 : Proposed Model 
a) Selection of Remote sensed data 
The data sets collected in this paper belong to 
various types of seed plant family viz Pinopsida, 
Dicotyledoneae, Monocotyledoneae, Cycadopsida, 
Pinopsida, Gnetopsida, Lycopodiopsida, 
Agaricomycetes and Marchantiopsida. 
b) Data Inspection 
 The seed plant data sets are pre-processed and 
any missing values or duplicate values are eliminated by 
either ignoring tuples comprising of duplicate values or 
by manually entering values or replacing with a global 
constant or a mean value into tuples with missing 
values[53]. 
c) Feature subset Selection 
 The data sets are randomly divided into n 
different random subsets each subset comprising of two 
third of the whole data set. Classification methods are 
applied to each of these random subsets. The remaining 
one third data sets at each subsets is used as a test set. 
At each random subset the following attributes were 
used so as to implement the classification method 
discussed in the next subsection: id, continent, 
specificEpithet and churn. Now churn is a variable that is 
set to yes if the seed plant data belongs to North 
America or if it belongs to South America it is set to no. 
d) Selection of an appropriate classification method 
In this paper seed plant data sets are classified 
using a hybrid classification method which makes use of 
Random forest, SVM classifier and boosting ensemble 
learning method. In the hybrid methodology the input 
data set is randomly subdivided into subsets. Each data 
item in each of the subset has a weight factor associated 
with it. The data items in the subsets are classified by 
SVM classifier. If a misclassification has occurred then 
the weight factor of the data items is increased otherwise 
it is reduced. The data subsets are rearranged and again 
SVM classifier is used to perform classification at each 
subset. The weights are again updated depending on 
whether it is a proper classification or a misclassification. 
These steps are iteratively repeated till all the weights get 
updated to a very low value. The output of the input data 
set is computed by applying voting mechanism to all the 
random subsets classification outputs[34]. The algorithm 
for the proposed hybrid methodology is givenin the 
sample code herein: 
----------------------------------------------------- 
Algorithm 1 Hybrid classification using RF and SVM  
supplemented by boosting 
----------------------------------------------------- 
Input: D Training Instances 
Intermediate Output: Osvm, Classification output at  
each feature subset 
Output: O, Classification Output for the hybrid  
method 
Step 1)Begin 
Step 2)Initialize the weight wi for each data vectort i ε D. 
Step 3) Generate a new data feature subset Di from D  
using random replacement method.  
Step 4)begin  
Step5)For each random feature subset Di do 
Step6)begin 
Step7)Apply SVM to each feature subset 
Step8) Generate Osvm, the classification output from  
Step 9) end 
Step 10) Update the weights of all the data vectors in  
the  training set depending on the classification  
outcome. If an example was misclassified then its  
weight is increased, or else the weight is decreased.  
Step 11) Repeat steps 2 to 10 by regenerating  
random subsets till all the input data vectors  
are appropriately classified or apply  iteration limit. 
Step 12) Compute output O of the complete data set  
by applying majority voting mechanism among the  
final outputs of each of the Random feature subsets  
Di of The original set D obtained after Step 11. 
Step 13) Return O 
Step 14)End 
© 2014   Global Journals Inc.  (US)
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 e)
 
Training and Testing
 
 
The obtained classification output at each 
random subset is validated by using the hybrid classifier 
model to test against the complete data set.
 
 
In this paper 10 random feature subsets were 
used and at every subset SVM classifier was used to 
perform the said classification. Voting mechanism was 
then applied to derive the final classification output. In 
this paper a total of 180 support vectors were used.
 
 
IV. Performance Analysis 
a) Environment Setting 
The study area included is from North and South 
America. It includes data pertaining to localities wherein 
seed plant species are present. 
A total of 599 data set records from North 
American region and a total of 401data set records from 
South American region are analyzed in order to execute 
the proposed method. Sample records used in this 
paper are shown in Table I shown below: 
Table 1 : Sample records 
id higherGeography continent family scientificName 
decimalLatit
ude 
decimalLongi
tude genus 
specificEpi
thet 
chu
rn 
2759
86 
North America, 
GREENLAND 
North 
America 
Lycoperdac
eae Calvatiaarctica 72 -40 
Calvati
a arctica yes 
3333
01 North America,  
North 
America Ericaceae 
Empetrumeamesii Fernald 
&Wiegand 52 -56 
Empetr
um eamesii yes 
2717
58 North America,  
North 
America 
Ranuncula
ceae 
Thalictrum terrae-novae 
Greene 52 -56 
Thalictr
um terrae-novae yes 
A total of 3 features arefirst extracted as stated 
in section III. Then obtained feature vectors are fed into 
the hybrid classifier whose results are compared against 
SVM and Random forest Classifier results. A total of 80 
data set records act as test data set and are used to 
authenticate the classification results obtained. The 
proposed method has been implemented under the 
environment setting as shown in Table II[54]. 
Table 2 :  Environment Setting 
Item Capacity 
CPU Intel CPU G645 @2.9 GHz processor 
Memory 8GB RAM 
OS Windows 7 64-bit 
Tools R, R Studio 
b) Result Analysis 
Classification of the spatial data sets can be 
represented as a confusion or error matrix view as shown 
in Table III. And the classified seed plant data is 
demonstrated in Figure 4[54].  
Table 3 : Confusion / Error Matrix View 
Real group Classification result 
North America South America 
North America True    Negative(TN) False Positive(FP) 
South America False  Negative(FN) True  Positive(TP) 
(a) 
(b) 
Figure 4 : Plot of seed plant data (a) Seed plant 
belonging to South America marked in blue. (b) Seed 
plant belonging to North America marked in red. 
It is observed that the most conventionally 
utilized evaluation metrics in classification are accuracy, 
specificity, positive predictive value and negative 
predictive value. The formulae for accuracy, specificity, 
prevalence and negative predictive value are provided by 
equations (8), (9), (10) and (11)[54]:   
                Accuracy = TP +TN(TP +FN +FP +TN ) × 100                (8) 
                    Specificity = TP(TP +FP) × 100                       (9) 
                  Prevalence= (TN +FN )(TP +FP +TN +FN )x100 (10) 
                     Neg.Predective Value= TNTN +FNx100          (11) 
The efficiency of the proposed hybrid 
classification is evaluated and compared with traditional 
RF ensemble and SVM classification methods. The 
confusion or error matrix view for hybrid classifier is given 
in Table IV. 
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 Prediction
 
Reference
 
South America
 
North America
 
South America
 
1
 
4
 
North America
 
5
 
70
 
The confusion matrix or error matrix view for 
SVM Classifier is given in Table V and for RF Classifier in 
Table VI.
 
Table 5
 
: Confusion Matrix for SVM
 
Prediction
 
Reference
 
South America
 
North America
 
South America
 
8
 
7
 
North America
 
49
 
16
 
Table 6
 
: Confusion Matrix for RF
 
Prediction
 
Reference
 
South America
 
North America
 
South America
 
36
 
11
 
North America
 
21
 
12
 
Performance Measures using evaluation metrics 
are specified in Fig 5 which are calculated using 
equations (8), (9), (10)and (11).
 
 
Figure 5 : Performance measures for proposed hybrid, 
SVM,RF classifiers 
  
 
V. Conclusion 
In this paper hybrid classifier based on random 
forest, SVM and boosting methods is used to classify 
seed plant data. The hybrid classification results are 
compared with the results attained by implementing 
classification using traditional SVM and RF classifiers. 
The research has established that the hybrid approach of 
classification is more efficient as compared to traditional 
SVM and RF classifiers since it gives higher values of 
accuracy, specificity, positive predictive value and 
negative predictive value.  
The reason for better results in the case of 
hybrid classification methodology used in this paper is 
since it makes use of the advantages of each of the 
individual traditional SVM, RF classifications methods. 
Furthermore, the classification results are supplemented 
using boosting ensemble classification method. 
In the future the proposed method can be used so as to 
classify vector, raster remote sensed data that can be 
collected via satellites and various geographical 
information systems. 
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