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Abstract
In many application areas an optimal visualization of a
complex graph depends on the speciﬁc task to be accom-
plished by the user. Therefore a means of locally customiz-
able layouts is required to focus on different problem as-
pects. We propose a concept of user-driven hierarchization
and layout optimization in the context of IBM zSeries I/O
conﬁgurations.Wecombinetheconceptsofglyphs,local3D
layout managers and partitioning galaxies to create an op-
timallayoutfor a giventask.Additionally,tosimplify global
navigation, structural details are abstracted and can be re-
ﬁned upon user request.
Since element context is crucial for understandingand con-
sistently conﬁguring an I/O conﬁguration, guided naviga-
tionalongthe connectionsin this datastructure is essential.
To efﬁciently customize a graph layout, complex selection
mechanisms are needed to quickly deﬁne the areas affected
by a particular layout. Although we focus on IBM zSeries
I/O conﬁgurations,the approachwe present is quitegeneric
and can be adopted for other ﬁelds of application.
1. Introduction
Graphs are typical for many application areas, e.g. hy-
pertext browsing, state-transition diagrams, computer net-
works, ﬁle-system structures etc. Often graphs are quite
complex, i.e. the number of nodes and edges can grow
very large. This makes visualization and navigation of such
structures an extremely difﬁcult task. Even though there al-
readyexist a numberof highlyoptimizedlayoutalgorithms,
thedesignoftheoptimalstructureof3Dgraphsmayrequire
additional knowledge that is often only available to the do-
main experts as well as task-speciﬁc information. For that
reason, a hybrid, ﬂexible mechanism for the layout of 3D
graphs is required that provides domain experts with both
powerful automatic layout algorithms and manual tools for
creating optimal 3D visualizations.
This paper covers 3D visualization of IBM eServer
zSeries I/O topologies and the associated navigation con-
cepts.Sincewe assumethat thereadersarenotfamiliarwith
these I/O topologies we will give a short introduction into
this topic and will outline the properties of I/O topology
from an information visualization point of view. After that
we will list requirements for the visualization.
These requirements lead to our approach for the visual-
ization and navigation of complex I/O topologies, which is
presented in section 5. Afterwards, the strength of the ap-
proach is demonstrated by evaluating the I/O topology vi-
sualization and navigationof a real-worldenterpriseconﬁg-
uration. Finally, section 6 sums up the paper.
2. IBM eServer zSeries
The IBM eServer zSeries is a multiprocessor mainframe
class computer line. Such a machine can be logically par-
titioned (LPAR mode) and can as such run up to 15 totally
separated operating systems at a time.
A particular strength of the IBM eServer zSeries is I/O:
The IBM eServer zSeries architecture allows for 256 I/O
channels connecting to I/O hardware like disks, tapes, and
network. To avoid a single point of failure on the path from
a zSeries mainframe to a device usually multiple paths are
deﬁned.
In the following paragraphs some rough zSeries proper-
ties are deﬁned. The description is very terse and abstracts
all concepts which do not directly inﬂuence the current vi-
sualization, probably sacriﬁcing some coherence.
2.1. zSeries I/O Conﬁguration
Torelieveuserprogramsandtheoperatingsystemofper-
formingI/O, a componentcalled Channel Subsystem (CSS)
is responsible for carrying out all I/O operations. In order
to accomplish this task the CSS needs detailed information
about the attached I/O topology (also known as logical I/O
conﬁguration) and its access rights, which determine con-
nection permissions. The logical I/O conﬁguration has to
be speciﬁed manually by the system programmer.
The logical I/O conﬁguration consists of the following
elements: PROCESSOR: A processor corresponds to exactly one
IBM eServer zSeries mainframe.
 LPAR: An LPAR is a logical partition running on one
processor. Up to 15 LPARs are supported by one pro-
cessor.
 CHPID: A channel path ID (CHPID) corresponds to
an I/O channel. Up to 256 are supported by one pro-
cessor.
 CONTROL UNIT: A control unit (CU) connects chan-
nels (CHPIDs) to devices. It provides capabilities like
protocol translation, caching, and RAID.
 DEVICE: A device is the unit performing I/O and is
connectedto a CU. A device can be a disk drive, a tape
recorder, a network interface, or even a simulated disk
drive.
 SWITCH: A switch connects a CHPID to a CU or to
another switch. A switch dynamically connects one
switch port with another on the same switch. In this
way, a CHPID can be connected to more than one CU
directly. A port-to-port connection inside a switch can
also be determined statically.
In the ESCON architecture, at most two switches can
be located on the path from a CHPID to a CU. If two
switches are located on the path from a CHPID to a
CU, atmost oneoftwo switches mayestablishthepath
dynamically. Keeping in mind that, using switches, up
to 4,048 CUs and 1,036,288 devices can be connected
to a single CHPID, the complexity of an I/O conﬁgu-
ration becomes clear.
In addition to the logical I/O conﬁguration (which is
needed by the mainframe to perform I/O), the zSeries cus-
tomer needs information about the physical I/O conﬁgura-
tion.
The physical I/O conﬁguration reﬂects which items re-
ally are located in the data center, e.g. cables connecting
channelcard jacks (CHPIDS) and switch ports. hundredsof
cables used to connect these ends with short patch cables.
Nowadays, devices and control units are not physically sep-
arated or even don’t exist any more – although the Chan-
nel Subsystem (CSS) still uses this model. The physical I/O
conﬁgurationdescribesthese ’storageservers’andhowthey
are mapped to the logical I/O conﬁguration.
2.2. Properties of Logical and Physical I/O Conﬁg-
uration
Roughly, logical I/O conﬁgurations form a hierarchy
if the access lists are not observed: At the top are pro-
cessors which contain the CHPIDs. The CHPIDs connect
to switches or directly to CUs which, in turn, connect
to devices. Only switches may connect to elements – i.e.
switches–onthesamehierarchylevel(Note:WithESCON,
at most two switches may be chained). This implicit order
in a conﬁguration enables the user to differentiate between
upstream an downstream connections and make some as-
sumptions for a creating a better layout (e.g. the user knows
that below control units there can only be devices).
Things look different if access lists are considered. With
access lists, LPARs havea direct connectionto CHPIDs and
devices.
LogicalI/O conﬁgurationsofawholedatacentercontain
more than one processor. In these conﬁgurations, a control
unit can be connected to several CHPIDs belonging to dif-
ferent processors.
All this means that logical I/O conﬁgurationsare not tree
structures but directed graphs. They are directed because
there is always a path from the processor down to the de-
vices. For this reason, most parts of the logical I/O conﬁgu-
ration contains no cycles. Only two switches may be part of
a cycle: Consider two CHPIDs connecting to two different
switches and then, connect the output port of each switch to
the other.
In physical I/O conﬁgurations, the situation is more dif-
ﬁcult. Patch cabinets are used to connect cables and there-
fore can be situated anywhere in the hierarchy. Any patch
cabinet can be located at multiple levels of the hierarchy,
introducing cycles.
2.3. Typical I/O conﬁguration
A typical I/O conﬁguration (either logical or physical)
supports redundancy. If a functional unit needed to per-
form I/O is only available once on the path from the pro-
cessor to the device, the whole I/O fails if this functional
unit fails. Such a single point of failure should be avoided
in production conﬁgurations. This means duplicate proces-
sors, CHPIDS, switches, CUs, and devices to have data al-
ways available. This means that the basic graph structure
resulting from such a conﬁguration – which could ideally
be a tree (see ﬁgure 1) – contains many parallel links as
well as crosslinks to avoid single points of failure.
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Figure1. generalconﬁgurationstructure(left)
compared to a schematic one (right)3. Requirements
The person who deals with a zSeries I/O conﬁguration
(called system programmer) must have a tool to visualize
the I/O topology at his or her hands. This topology is either
the logical or the physical I/O conﬁguration. The visualiza-
tion and the associated navigation has to be appropriate to
accomplish typical tasks:
 View the logical and physical I/O conﬁguration to de-
terminewhere newI/O hardwarecan beintegratedinto
the existing topology.
 Add new objects to the I/O conﬁguration and connect
them to existing objects.
 Modify or remove existing objects.
 Locate speciﬁc objects in the I/O conﬁguration to per-
form problem determination. Find out which other ob-
jects the object in question is connected to and how.
Depending on the task to be performed, different as-
pects of the I/O topology are of interest for the system pro-
grammer. For some tasks, it might be helpful to see which
devices are reachable from a speciﬁc processor. For other
tasks, it might be helpful to see which processors can reach
a speciﬁc processor. (In general, reachability information is
very helpful for the system programmers.) For this reason,
the appropriate visualization depends on the task to be ac-
complished by the system programmer. There won’t be a
single generic layout which satisﬁes all needs.
4. Related Work
Many highly optimized algorithms for automatic graph
layout have been developed in the past years. The clas-
sical cone tree[10] approach has been enhanced into Re-
conﬁgurableDisc Trees[2], reducingocclusion and enhanc-
ing ﬂexibility. Another solution uses hemispheres instead
of discs for denser element distribution and lays them out
in hyperbolicspace [8]. Since distances in hyperbolicspace
are non-linear, elements which are farther away from the
camera are subpixel-sized. Such an approach is therefore
difﬁcult to use for a general overview of a whole graph. A
3D spring modeling algorithm, as presented in [4], could be
used for a purely connection-basedlayout.
For our problem it would be best, however, if the user
couldlocallychangelayoutstrategiestobettersuithisneeds
for that context. A good start has been presented in [5].
This article introduces a hierarchically nested graph struc-
ture which allows layout customization on each level of the
hierarchy. For zSeries I/O conﬁgurations it does not make
sense,however,toenforceahierarchy(e.g.byuseofa span-
ning tree), since we do not want to obfuscate the fact that
some graph elements have multiple parents (that informa-
tion is vital for redundancy comprehension) and we do not
want to imply an order among elements of the same type.
In the same way we do not want a thoroughly hierarchy-
defeating layout like a spring embedder, for example, since
the user may want the retain a hierarchical display for some
regionsofthegraph,likecontrollersandtheirconnectedde-
vices. Therefore we need an approach which is ﬂexible for
everyelement to maximizelayout optimizationpossibilities
for the user.
Figure 2. Prototype GUI
5. Visualization and Navigation of I/O Topolo-
gies
The prototype implemented to demonstrate the concepts
presented in this paper has a simple GUI (see ﬁgure 2). The
main part is occupied by a 3D view of the zSeries I/O con-
ﬁguration, on top there is a toolbar for rough conﬁguration
partitioning, and on the right side there is a panel where the
user can change the layout and edit the properties of any
selected conﬁguration element on the ﬂy (called attribute
pane). The visualization and interaction with the prototype
will be presented in the following sections.
A 3D View of the I/O conﬁguration graph has been cho-
sen in orderto improvethe user’s graspofconnectivity.[11]
demonstrates that for arbitrary graphs, and as such for our
overlappingtrees, a 3D view with manipulableviewpointis
preferable over a 2D layout. A simpliﬁed approach is used
employing a mouse instead of tracking mechanisms, since
we wanted the program to run on any common PC without
special peripherals.
5.1. Element Grouping
A severe visualization problem is represented by the
connectivity of zSeries conﬁguration graphs. Redundancy
and bandwith necessities make for multiple connections be-
tween different ports of the same physical conﬁguration el-ements. To avoid visual clutter, we address this problem
by displaying only abstract connections which represent an
arbitrary number of connections between two physical el-
ements. This could be referred to as an extremely simple
structural clustering [7]. This way, 100.000 logical connec-
tions in an existing conﬁguration have been reduced to less
than 700. The user can still access the actual connections
by displaying an abstract connection’s detail view (see be-
low). A similar reduction is possible for the conﬁguration
elements: if only physical elements are displayed, the graph
of the aforementioned conﬁguration consists of 27.000 ele-
ments. By only displaying physically discernible elements
like Processors and Controllers, we reduce the number of
elements to about 500.
Figure 3. Processor detail view with selected
partition
5.2. Dynamic Details
Since the elements of an I/O conﬁguration have an inter-
nal structure and wrap a number of subelements, a mech-
anism for displaying them is needed. A possible solution
would be a distortion viewing technique as in [1, 3]. This
approach is most advantageous if the magniﬁed data ﬁts in
a relatively small area of the screen as to allow displaying
of the contextof the magniﬁedregion.In our case, however,
the detail information is so complex that it may even need
more than a whole screen to be presented. In our approach
theusercanhavetheviewzoominontheelementshewants
tosee thestructureof whilethat elementis replacedby a 3D
detail view of itself and its subelements. Because of perfor-
mance issues, the context of that element is hidden for now.
For processors this approach is very compact and intuitive
to use: The processor is displayed as a stack of transparent
partitions,so the user cangraspthe overallpartition-CHPID
access permissions by using a top view. If the user wants to
view and edit a particular partition, he simply selects it (see
ﬁgure 3). The prototype then pulls out that partition like a
drawer and places a grid on it to help the user with CHPID
selection. Conﬁguration is performed via the attribute pane
and the context menu. The desktop metaphor behind this
view makes the concept easy to grasp even for less experi-
enced users.
This solution works since we know that the user wants
to see the whole internal structure, so we can just zoom that
area, even expendingthe whole display area, until the items
can be conveniently inspected and edited and thus saving
the user any manual zoom operation. This mechanism is
also well-suited to collapse parts of the graph into single
elements and to dive into those collapsed graphs.
5.3. Display Modes
To enable the user to view the physical conﬁguration
with its cables as well as the access rights of the logical
conﬁguration,the display can be toggled between these two
modes. Since the logical connections tend to form the tran-
sitive hull of the physical connections, the display clarity
is heavily compromised. To address this issue, we give the
user the possibility to only display the connections reach-
able from the current selection.
5.4. Element Visualization
To visualize whole ESCON conﬁgurations, different
metaphors are used for each level of the data structure. The
elements are shown as glyphs [9], with the element type
encoded by geometry and color. Abstract geometries were
chosen to maximize differentiation between the few ele-
ment types. Processors are shown as blue boxes, switches
as yellow spheres, controllers as gray cones and strings as
green cylinders. Upon user request it is possible to color in
red all elements which are transitively connected to the cur-
rently selected element (visible in ﬁgure 2). By this means
elements can be related to their context: the user can assess
the repercussions of conﬁguration changes to the currently
selected element so he knows which elements he needs to
update next.
For this kind of reachability highlighting the geome-
try coding maintains element type discernibility. When the
reachability display is deactivated, the color coding en-
sures that the types of elements observed at great distances
are still distinguishable, so this is useful for conﬁguration
overviews. User control on elements visualization is cur-
rently limited to visibility modiﬁcation, i.e. the user can
hide the current selection of elements.
On the element group level we use layout managers.
This concept has been adopted from 2D GUI toolkits, like
Java’s Swing or gtk/Qt. Unlike [5], which proposes inde-
pendent layout algorithms for the different hierarchy levels
of a graph, we do not premise a hierarchy in the graph, but
allow the user to change the layout strategy for every single
element of the I/O conﬁguration. In our case a layout man-ager is an object which distributes its managed elements
(called children from now on) in an arbitrary way (depend-
ing on which layout algorithm we want to use). Each layout
manager can provide a panel which will be displayed for
the user to edit parameters for layout ﬁne-tuning. Layout
managers can only be instantiated by a getInstance()
method. That way the programmer can ensure there are no
two layout managers who do the same work if one would
sufﬁce.
The next level in the data structure is formed by ele-
ments and their layout managers groupedtogether as galax-
ies. Such galaxies provide support for partitioning a graph
at a high level, so the user can divide a conﬁguration by
locations, for example, and then locally assign layout man-
agers to the contained elements. Since galaxies have a de-
ﬁned center, which can be arbitrarilypositioned by the user,
the galaxy-local layout managers can distribute their chil-
dren in relation to that center.
The highest level of metaphors consists of user-deﬁned
views. A view stores visibility, layout and galaxy partition-
inginformationforallI/Oconﬁgurationelements.Thiscon-
cept enables the user to focus on different aspects of an I/O
conﬁgurationby deﬁning views that highlight the particular
information he needs for the task at hand.
5.5. General Layout Algorithm
The layout mechanism of our prototype works by ﬂag-
ging the validity of the layout by element. When the user
changes a layout parameter, the layout is invalidated for
each element. Then all the layout managers present in a
conﬁguration are gathered in a queue. This queue is then
iterated, removing every layout manager if it reports a suc-
cessful layout, until it is empty.
The problem in this phase is the fact that many layout
managers use a pivot element, which, in turn, is laid out
by another layout manager. So a layout manager can only
complete its work when the layout manager responsible for
the pivot has successfully completedthe pivot’s layout. Par-
tially successful layouts can be detected at element level,
alleviating the problem somewhat. An order in which the
inter-depending layout managers have to recalculate their
children’s positions is too costly to be calculated ad hoc, so
all the layout managers with at least one invalidated child
are just called on each iteration until all the prerequisites
are met.
Caveats
A carelessly programmed layout manager could introduce
circular dependencies between layout managers as well as
the user could. The former problem is adressed by limiting
the maximum number of iterations the queue can undergo,
the latter can be solved by checking the user’s input when
layout managers are assigned.
The current layout mechanism suffers from collisions,
too. For now, layout managers have no possibility to ﬁnd
out if the space they want to distribute their children in is
already occupied by another layout manager, so if the user
manipulates the layout to make several elements overlap,
the layout engine cannot correct this problem as of yet.
To investigate the proposed concepts, some simple lay-
out managers have been implemented in the prototype.
These layout managers can be divided into two groups: ac-
tive layout managers and passive layout managers. The for-
mer distribute their children on a deﬁned shape or surface
relatively to one other element (which serves as pivot). The
latter calculate the layout depending on the elements con-
nected to each of their children.
Active Layoutmanagers
 LM3DAbsolute
This layout manager allows the user to input numeric
coordinates or clone coordinates from another ele-
ment. It is best used for ﬁxating positions.
 LM3DCircle
This layout manager distributes its children on a circle
around a deﬁnable center, i.e. any displayable element
of the conﬁguration(pivotelement), not necessarily the
end point of all upstream connections of the children.
The user can also set the axis around which the circle
is wrapped. This layout works best for small numbers
of elements.
Figure 4. LM3DRods clusters
 LM3DRods
This layout manager makes use of clustering to divide
its children into groups based on their upstream con-
nections. Each of these clusters forms a rod by stack-
ing the contained elements. These rods are distributed
on a circle of user-deﬁnable radius around a pivot el-
ement. The user can customize the axis around which
that circle is wrapped as well as the maximum num-
ber of clusters that are created and the minimum num-
ber of elements that must be contained inside a clus-ter. The strength of this layout is the bundling of up-
stream connections, which makes a global view more
concise. Anotheradvantageis the structure of the clus-
ters in combination with 3D viewing: the user can ob-
serve the elements along the axis around which they
are distributed to ﬁgure out the overall cluster connec-
tivity before tilting the view to study the properties of
single elements.
 LM3DHemisphere
This layout manager is based on the algorithm de-
scribed in [8]. It clusters its children in the same way
as LM3DRods, but lays out each cluster on the surface
of a hemisphere. This layout is very compact, but does
not give the incoming and outgoing connections a par-
ticular structure.
Passive Layoutmanagers
 LM3DAveragePosition
This layout manager positions its children by averag-
ing the positions of connected elements. The user can
adjust if the algorithm considers upstream or down-
stream connections (or both). Layout of an element is
deﬁned as successful if a user-deﬁnable fraction of the
connected elements have a valid position (defaults to
0.7). This step is taken to avoid problems when el-
ements using this layout manager are interconnected.
This layout manager can be used only for a very small
number of elements since the probability of success
decreases if many elements depend on a completed
layout of others. However, this layout manager is pri-
marily intended for Switch layout which are the most
unfrequent elements in an I/O conﬁguration.
 LM3DRays
This layout manager places its children on an exten-
sionofthelayoutradiusoftheirupstreamparents.This
layout works best on strings, if the correspondingcon-
trollers are laid out around some center, and allows to
clearly display elements with multiple parents. Figure
5 shows controllers with the correspondingstrings laid
out with LM3DRays. On the left side, the controllers
are laid out by using LM3DHemisphere, while on the
right LM3DRods is used.
The default layout provided by the prototype consists of a
mixture of the above (see ﬁgure 2).
These layout managers are just provided as examples:
further layout managers will be integrated, like a classical
conetreeand a springembedder.For simplerdata structures
these could yield results that need only be adjusted in very
few regions. It would also be possible to integrate layout
managers specialized for speciﬁc conﬁgurations or applica-
tion domains, so that these could provide a suitable default
layout.
Figure 5. Strings positioned relative to Con-
trollers with LM3DRays
5.6. Navigation and Interaction
The 3D view of the conﬁguration cannot be altered
freely. To avoid that the user loses his bearings, the focus
of the view is always constrained to an element of the con-
ﬁguration. The camera can only be orbited around and dol-
lied relative to this element. By this means the user cannot
look into empty portions of 3D space. If the user wants to
change focus, he can simply [Alt]-Click onto another ele-
ment to make it the camera pivot. The transition from one
pivot to another is animated so the user can reconstruct the
display change and does not lose orientation (see [6]). The
navigation is denoted as guided since the user must only
specify destinations, and does not need to move the camera
himself.
Selection
Selection has been made as comfortable as possible. Af-
ter examining some of the possibilities [12], we decided to
implement several ways for the user to select a particular
element: Simple clicking in the 3D view selects the nearest
element under the cursor. Since this method can be tedious
to the average user because of occlusion and perspective,
an assisted ”interactive selection” is possible by middle-
clicking. This pops up a dialog which shows all elements
which have been intersected by the selection ray sorted by
type. We can make the user save time that way when ele-
ments are tightly packed or small. Another option is drag-
ging a box around the wanted elements. More advanced
methods are selection by context, where the user can se-
lect the up-/downstream-reachable elements from the con-
text menu of an already selected element, or selection from
the search dialog.
The search dialog lets the user choose the element type he
wants to search for and then shows him a table containingall of the corresponding elements alongside their alphanu-
merical attributes. The user can then specify a substring ﬁl-
ter for each column/attribute in a second table located be-
low until the selection is accurately speciﬁed and ﬁnally
add selected table elements to the current selection (see
6). All selection operations can be performed while hold-
ing [Shift], toggling the elements instead of replacing the
selection. Any selection can be further modiﬁed from the
menu, where the user can ﬁlter any element type or restrict
the selection to a single type of choice.
Figure 6. Search Dialog
Element Manipulation
The GUI has been designed to allow fast and simple inter-
action. Taking advantage of detail views, a user can quickly
access all subelements of a given physical element. Since
the attribute pane is always available, the user can edit lay-
out and element attributes without accessing futher dialogs
or menus. To reconstruct or backtrack changes, the element
attribute panels are collected in a tabbed pane as a history
of the last 10 edited elements. These tabs can also be used
to reselect or set the focus on the respective elements.
Context Navigation
The user can let the program guide him through the con-
ﬁguration. The context menu of any selection contains
commands to change the view focus to a particular up-
/downstream reachable element. This focus transition is an-
imated in the same way as the transition triggered by [Alt]-
Clicking into the 3D view to ensure the user keeps track of
the view changes.
If desired by the user, the coloringof reachable elements
affects only the most recently selected element instead of
thewhole selection.Theuser canthencycle thereachability
display through all selected elements using a hotkey (the
focus is cycled accordingly).
Galaxies Operations
The toolbar contains buttons which allow the user to parti-
tion the graph into large functional/geographical units, for
example.The’split’operationcreatesanewgalaxyfromthe
currentselectionandcreates copiesforanylayoutmanagers
(those which are constrained to the old galaxy center (ori-
gin) are constrained to the new origin). These origins can
then be positioned by the user by accessing their attribute
pane. Other galaxies operations are ’merge’, which causes
all galaxies in the current selection to be merged inside the
galaxy of the ﬁrst selected element, and ’reparent’, which
inserts the selection into the galaxy whom the ﬁrst element
of the selection belongs to.
View Interaction
The user can simply name a view at some point.
This will create a new view with the current lay-
out/visibility/partitioning state. Any further layout modi-
ﬁcations will be stored only in the new view, allowing
the user to switch back and forth between different task-
oriented views.
6. Results and Conclusions
The System we have implemented is programmed in
Java3D making use of the Java3D Scenegraph API. We
have been able to achieve interactive frame rates on a mid-
range PC (800 Mhz CPU, 256MB RAM and GeForce2MX
graphics). This demonstrates that Java3D can deliver a fast
enough solution even with high polygon counts while of-
fering a powerful scenegraph which saves the programmer
work when transparency and interaction is required, for ex-
ample.
Figure 7 shows an existing conﬁguration after some rough
partitioning and few layout changes. The beneﬁts of ab-
stract, bundeled connections can clearly be seen in the cen-
tral galaxy. The position of switches is not constrained
into the hierarchy since they would belong to more than
one of the overlapping trees this conﬁguration contains,
so their position is determined by their context using
LM3DAverage. The graph has been partitioned into six
galaxies using reachability information; in fact inter-galaxy
connections are relatively sparse.
The beneﬁts of the approach presented in this paper can
besummedupas follows:Onthevisualizationside,theuser
has complete control over the layout of all elements of the
I/O conﬁguration, being therefore able to task-speciﬁcally
highlightall the informationhe needs in such a graph.Since
the customizable layout is user/domain expert-driven, any
application area can beneﬁt from the concepts after import-
ing the data. Visual clutter has also been signiﬁcantly re-
duced by only displaying abstract connections and physi-
cal elements of the I/O conﬁguration. The architecture has
also been developed to be easily extensible; any previous
and future work could be implemented as a separate layout
manager. Such a layout manager can be integrated into the
prototype by writing 4 lines of code. The navigation con-
cepts prevent that the user loses his bearings by attaching
thefocusto conﬁgurationelements.By animatinganyfocus
transitions, the user is supported in keeping track of his lo-
cation relative to the whole conﬁguration. Furthermore theFigure 7. Example conﬁguration overview
user is guided through a conﬁguration following the exist-
ing connections between elements, allowing him to explore
the context of a selected element.
To furtherevaluatethe presentedconcepts,usability test-
ing with domain experts (i.e. data center system program-
mers) should be performed.
This article focuses on the zSeries ﬁeld of application to
point out that a globally uniform layout is not sufﬁcient to
highlight any task-speciﬁc properties of a graph. The con-
cepts presented could also be applied to web site structures,
corporate networks or call graphs used for code reverse en-
gineering. To enhance the graph structure, a domain expert
should be able to customize the layout himself on a per-
elementbasis, ifnecessary,tocomplywith therequirements
of the current task.
Currently, the prototype is being ported to C++/OpenGL
for performance improvement. Additionally, it is being ﬁt
with a second layout pass for collision detection and sim-
ple repulsion to avoid element overlapping. The new im-
plementation will read generic graph ﬁles in GXL1 format
with arbitrary attributes to be suitable e.g. for testing with
real world call graph data for software reverse engineering.
Another objective is to visualize Annotation Graphs for lin-
guisticanalysis of languagecorpora,whichalso do not have
tree-like structure and can beneﬁt from locally optimized
layout and partitioning.
1Graph eXchange Language, see http://www.gupro.de/GXL/
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