By using a new way to encode Boolean functions in a reversible gate, an algorithm is developed in quantum computing over Z2, symbolized QC/2, (as opposed to QC over C) that needs only one function evaluation to solve the Grover Database Search Problem of finding a designated record among 2 m records for any m. In the usual Grover algorithm in quantum computing over C, one needs essentially √ 2 m function evaluations as opposed to the average of 2 m /2 functions evaluations needed in the classical algorithm. The one function evaluation of the QC/2 algorithm (for any m) represents such a super speedup, even over the Grover algorithm in QC/C, that one feels something has gone awry. Indeed, our analysis of the transparent calculations of Boolean functions over Z2 shows that the classical algorithm is just repackaged in a rather obvious way in the single function evaluation of the QC/2 algorithm-whereas the calculations are hidden and non-transparent in the Grover QC/C algorithm using C. The conclusion in both cases (which is rather obvious in the QC/2 case) is that "counting function evaluations" is a false coin to measure speedup in the comparison between quantum and classical computing.
(i.e., invertible linear transformation preserving the inner product) are not defined. Instead, the reversible gates in QC/2 are non-singular linear transformations represented by invertible matrices only with 0, 1 entries and using mod (2) arithmetic.
Two single-qubit gates from full QC/C are also QC/2 gates:
Identity I = 1 0 0 1 and Negation X = 0 1 1 0 .
There are only 6 single-qubit/2 gates: the other four are (where X 0 = I): 
Parity SAT Problem: Unary Case
The simplest Deutsch problem uses unary Boolean functions f : Z 2 → Z 2 and determines if a given function is balanced (one to one) or constant (two to one). The Parity of a Boolean function is sum mod (2) of all its values, 1 = Odd and 0 = Even, so: Balanced = Odd parity; Constant = Even parity.
Hence the Deutsch problem for unary Boolean functions is the Parity SATisfiability (SAT) problem for unary Boolean functions. It is tempting to represent a unary Boolean function in QC/2 by the usual unitary (and thus invertible) two qubit gate from QC/C which has only 0, 1 entries: But the four unary Boolean functions can be represented by four one qubit/2 gates (non-singular but not unitary if interpreted over C):
so that:
The other three function evaluation gates are:
Note that the mod(2) sum of the rows is the same in terms of f (0) and f (1) in all four cases:
This establishes a correlation between the Evenness or Oddness of the sum of a pair of value f (0) + f (1) and the respective basis vectors |0 and |1 in the space Z 2 2 , a correlation that is basic to our later results.
If |0 is the initial state, then H 0 gives the superposition |0 + |1 = [1, 1] t (like the Hadamard matrix in QC/C) and the function evaluation gives the result which is measured. 3 Parity SAT Problem: n-ary case
The case of binary Boolean functions starts to show the general pattern for n-ary Boolean functions. The function evaluation matrices E f for binary Boolean functions y = f (x 1 , x 2 ) may be taken by fixing the first variable to give a unary function represented in each 2 × 2 gate and taking the tensor product of the 2 × 2 gates:
For instance, take the binary Boolean function of the usual truth-functional conditional or implication x 1 ⇒ x 2 where (simplifying f (0, 0) to f 00 etc.) f 00 = f 01 = f 11 = 1 but f 10 = 0. Then the function evaluation matrix is:
f 11 f 10 + 1 f 10 + 1 f 11 + 1 f 00 f 11 f 10 + 1 f 10 + 1 f 11 + 1 f 00 f 11 f 10 + 1 f 10 + 1 f 11 + 1 f 01 f 11 f 10 + 1
(f 01 + 1) (f 10 + 1) f 00 f 11 f 00 (f 10 + 1) (f 01 + 1) (f 10 + 1) (f 01 + 1) (f 11 + 1) f 00 (f 10 + 1) f 00 (f 11 + 1) f 00 f 11 f 00 (f 10 + 1) f 01 f 11 f 01 (f 10 + 1) f 00 (f 10 + 1) t and the product with the function evaluation matrix E f just adds up each row, which after some simplification, yields the two-qubit/2 column vector:
where the column vector on the right gives the significance of a 1 in each row (which would require a 0 in all the other rows). And for all the 16 binary Boolean functions f (x 1 , x 2 ) (not just the conditional), the above column vector of the row sums in terms of the function values f (x 1 , x 2 ) is always the same! It is a simple but key mathematical fact that the row sums of the tensor product of matrices is the product of row sums of the individual matrices. Hence in column vector of row sums, there can only be one 1 and only 0's elsewhere. The single 1 in the column vector gives the parity of the 2 n−1 = 2 pairs of values [where n = arity of the Boolean function f (x 1 , ..., x n )], and total parity (sum of all the 2 n values) is determined by the rules: E+E = E = O+O and E+O = O = O+E. The four Even-Odd combinations: EE, EO, OE, and OO, correspond respectively to the four basis vectors in Z 2 2 ⊗Z 2 2 given by the 2 n−1 = 2 line measurements, and the pattern of |0 corresponding to Even and |1 to Odd parity of the pairs generalizes:
• EE = |0 ⊗ |0 = |00 , i.e., (f 00 + f 01 + 1) (f 10 + f 11 + 1) = 1,
• EO = |0 ⊗ |1 = |01 , i.e., (f 00 + f 01 + 1) (f 10 + f 11 ) = 1,
• OE = |1 ⊗ |0 = |10 , i.e., (f 00 + f 01 ) (f 10 + f 11 + 1) = 1,
The same pattern holds for n-ary Boolean functions f (x 1 , ..., x n ) where E f is a 2 (2 n−1 ) square matrix. There are 2 (2 n−1 ) possible outcomes such as |010...0 in the 2 n−1 line measurements which correspond respectively to the Even-Odd combinations such as EOE...E of the 2 n−1 pairs f (x 1 , ..., x n−1 , 0) + f (x 1 , ..., x n−1 , 1) for the 2 n−1 possible values of the Boolean variables (x 1 , ..., x n−1 ).
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If we measure quantum speedup in the coin of counting function evaluations, then the Parity SAT Problem classically requires 2 n function evaluations while QC/2 requires only 1 function evaluationwhich is super speedup! Since "Shor's period-finding and Grover's search algorithm ... constitute the two masterpieces of quantum-computational software" [3, p. 88] we will show below how this Parity SAT algorithm can be adapted to solve Grover's Database Search Problem for 2 m records for any m in one function evaluation!
Example of 3 variable Boolean functions
Before showing how this QC/2 algorithm can be used to solve the Grover Database Search Problem with one function evaluation, we will develop the illustrative case of 3 variable Boolean functions.
The QC/2 algorithm for the Parity SAT problem gives much more information than just the overall parity = sum of 2 n values of a Boolean n-ary function. It gives the parity of each of the 2 n−1
pairs of cases where the pairs, such as f (x 1 , ..., x n−1 , 0) and f (x 1 , ..., x n−1 , 1), are determined by the encoding in the function evaluation gate.
In the example for n = 3 variable Boolean functions, the pairs used here are the 2 n−1 = 4 cases resulting from fixing the first n − 1 = 2 variables in the Boolean function, e.g., f (0, 1, 0) and f (0, 1, 1), so there are 2 n−1 = 4 pairs. The four qubit/2 space is Z The "E" or "O" label for the Evenness or Oddness of a sum f (x 1 , x 2 , 0) + f (x 1 , x 2 , 1) in the four cases for (x 1 , x 2 ) corresponds respectively to the basis vectors |0 or |1 in the four factors of the tensor product Z 
The Grover Database Search Problem
The Grover Database Search Problem is to find a single designated record in a database which we can assume has 2 m records for some m. Given 2 m records in a database represented by the 2 m binary m-place numbers, suppose that a designated record with binary code x * 1 ...x * m is represented by the m-place Boolean function that has value f (x * 1 , ..., x * m ) = 1 on that m-place binary number and 0's elsewhere.
Then in applying the above algorithm, one function evaluation would give only one pair out of the 2 m−1 pairs as Odd, and all the others as Even. Then one conventional function evaluation of one of the cases in the pair would give the designated record.
Alternatively, we could just include an extra dummy variable and take the (m + 1) = n variable Boolean function as:
Then when the algorithm picked one of the 2 (m+1)−1 = 2 m pairs with only one functional evaluation, it would be directly picking the designated record among the original 2 m records. For instance, suppose m = 2 so there are 2 2 = 4 records and adding the extra variable gives m+1 = 3 = n variable Boolean functions g (x 1 , x 2 , x 3 ) that would be used to pick out the designated record from the 4 records.
If the designated record was the third one with binary code 10, then instead of having f (1, 0) = 1 with the other values 0, we add the extra variable and have g (1, 0, 1) = 1 with the other values 0. Then the function evaluation matrix E g is:
This four-fold tensor product is a 2 (2 n−1 ) = 2 (2 m ) = 2 4 = 16 row square matrix where each row sum represents a product of a certain sum of the four pairs of values so the 16 rows can be represented as the 16 possible cases: EEEE, EEEO, EEOE, EEOO, ..., OOOE, OOOO. For instance, the row sum represented by EEOE is the product of the sums:
(g 000 + g 001 + 1) (g 010 + g 011 + 1) (g 100 + g 101 ) (g 110 + g 111 + 1) where g 101 = g (1, 0, 1) = 1 for the record with binary code 10 and all other values are 0 so that row sum is 1, and all the other row sums are 0.
Since one knows in advance that only one value of g (x 1 , x 2 , x 3 ) is 1, only four of the row sums are relevant where the single "O" is in one of the four possible positions: OEEE, EOEE, EEOE, or EEEO, and the respective row sums are:
(g 000 + g 001 ) (g 010 + g 011 + 1) (g 100 + g 101 + 1) (g 110 + g 111 + 1) (g 000 + g 001 + 1) (g 010 + g 011 ) (g 100 + g 101 + 1) (g 110 + g 111 + 1) (g 000 + g 001 + 1) (g 010 + g 011 + 1) (g 100 + g 101 ) (g 110 + g 111 + 1) (g 000 + g 001 + 1) (g 010 + g 011 + 1) (g 100 + g 101 + 1) (g 110 + g 111 ).
An "E" or an "O" in one of the four positions corresponds to the basis vector |0 or |1 respectively in one of the four factors of the tensor product Z 2 2 ⊗4 which are the four lines being measured. Hence we know in advance that the four line measurements will give only one of the four values:
• OEEE = |1 ⊗ |0 ⊗ |0 ⊗ |0 = |1000 ,
These four measurement outcomes correspond precisely to the four records in the data base with the binary codes: 00, 01, 10, and 11. With the extra dummy variable, the four outcomes correspond to g (0, 0, 1), g (0, 1, 1), g (1, 0, 1), or g (1, 1, 1) being 1 with the other values equal to 0, and those four outcomes correspond respectively to g 000 + g 001 , g 010 + g 011 , g 100 + g 101 , or g 110 + g 111 being Odd with the other pair-sums being Even.
The four relevant cases are summarized in the following table: In running the QC/2 algorithm with only one function evaluation of E g , the measurements are assumed to be made on all the 2 n−1 = 2 m lines. But we actually only need to measure the lines until obtaining the result |1 and then the record is determined and the measurements can stop. Thus exactly as in the classical algorithm, on average only 2 m /2 = 4/2 = 2 line measurements need to be taken to find the record. Hence we see in exactly what sense the QC/2 algorithm for the Glover Search Problem is simply a repackaging of the classical database algorithm.
This QC/2 database search algorithm differs from the usual QC/C Grover algorithm in that the calculations are simple and transparent in Z 2 (the natural setting for evaluating Boolean functions) instead of being in C, and the gates are still reversible (which means only non-singular over Z 2 ).
The usual QC/C Grover algorithm uses essentially √ 2 m function evaluations for 2 m records whereas the classical database algorithm would have to evaluate the Boolean function values so on average it would require 2 m /2 function evaluations. Thus the Grover algorithm is said to have quadratic speedup over the classical algorithm, i.e., comparing √ 2 m to 2 m /2 in the coin of function evaluations.
But the QC/2 algorithm always requires only one function evaluation for 2 m records for any m-so it has super speedup! 6 Analysis of Quantum Speedup Something seems to have "gone wrong"! Is the super speedup real or illusory? The argument is that the results are illusory since the quantum algorithm cleverly uses superposition to repackage the classical function evaluations of f (x 1 , ..., x m ) into the line measurements of the QC/2 algorithm using a single quantum gate "function evaluation." It is not that the QC/2 algorithm is so much faster as measured by function evaluations but that counting functional evaluations is a false measure of speedup.
The QC/C Grover algorithm is quite complicated so this repackaging is well in the background and non-transparent, but it is brought out into the open in the QC/2 algorithm. In the one "function evaluation" of the QC/2 algorithm (using the extra dummy variable), the matrix is a 2 In both QC/C and QC/2, the 2 m function values f (x 1 , ..., x m ) need to be evaluated in order to define the function evaluation gate, and then the "reading off" of that information is only counted as one function evaluation in the QC/2 quantum algorithm. This indicates that even with the clever use of superposition in the quantum algorithm, the measure of "function evaluations" is a "false coin" to compare the algorithms. This also agrees with the perhaps crude intuition that, one way or another, essentially the same calculations must be done to extract the same information.
When the classical algorithm and the quantum algorithm boil down to doing the same calculations packaged in different ways-as is obvious in comparing the average 2 m /2 function evaluations in the classical database search with the average 2 m /2 line measurements in the QC/2 algorithm-then quantum "speedup" as measured by "function evaluations" is an illusion.
One might well conjecture that this is also true of the original QC/C Grover search algorithm although the "same calculations" are then well hidden in the complex mathematics of the Grover algorithm. It is hard to see that it could be different in principle, i.e., that "counting function evaluations" could be a true coin to measure speedup in QC/C just because calculations about Boolean functions in QC/C are opaque compared to QC/2.
Conclusion
There are many ways in which quantum computers might be faster or slower than classical computers (as in the usual speed tests between different classical computers), but our results indicate that a priori arguments about quantum speedup based on counting function evaluations are illusions based on using a false coin to make the comparison with classical computing.
