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Abstract
Driven by economic, technical, and environmental reasons, the energy sector is moving
into an era where large portions of increases in electrical energy demand will be met
through widespread installation of distributed resources or what’s known as distributed
generation (DG). DG units can operate in parallel to the main grid or in a micro-grid
mode. The later is formed by a cluster of DG units connected to a distribution network
to maintain the reliability of critical loads, mainly when the grid supply is not available.
Distributed resources include variable frequency sources, high frequency sources, and
direct energy conversion sources producing dc voltages or currents. The majority of
distributed resources are interfaced to the utility grid or to the customer load via dc-ac
pulse-width-modulated (PWM) voltage source inverter (VSI) systems. However, these
interfaces introduce new issues, such as the absence of the physical inertia, wide-band of
dynamics, limited overload capability, susceptibility to parameters variation, and switch-
ing harmonics generation. In addition, the uncertain and dynamic nature of the distri-
bution network challenges the stability and control effectiveness of a grid-connected
inverter-based DG interface. Generally, difficulties appear in the form of grid impedance
and interfacing parameter variations, fast and slow grid-voltage disturbances, grid dis-
tortion and unbalance, and interactions between the inverter ac-side filter and the grid.
On the other hand, a micro-grid system will be dominated by inverter-based DG units.
Unlike conventional power system generators, inverter-based DG units have no physical
inertia. This fact makes the micro-grid system potentially susceptible to oscillations re-
sulting from system disturbances. Severe and random disturbances might be initiated in
a micro-grid system, due to load changes, the power sharing mechanism of the inverters
and other generators, and interactions between the DG interface and the network.
Motivated by the aforementioned difficulties, this thesis presents new control algo-
rithms for the DG interface that guarantee stable and high power quality injection under
the occurrence of network disturbances and uncertainties, in both the grid-connected and
micro-grid systems. The control architecture of the proposed DG interface relies on the
following subsystems. First, a newly designed deadbeat current regulation scheme is
proposed. The proposed design guarantees high power quality current injection under
the presence of different disturbing parameters such as grid voltage distortion, interfac-
ing parameter variation, and inverter system delays. Further, it utilizes the maximum
dynamic performance of the inverter in a way that provides a high bandwidth and decou-
pled control performance for the outer control loops. Different topologies of the ac-side
filter are considered for the current control design. Second, a novel adaptive discrete-time
grid-voltage sensorless interfacing scheme for DG inverters is proposed. The adaptive
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interface relies on a new interface-monitoring unit that is developed to facilitate accurate
and fast estimation of the interfacing impedance parameters and the grid voltage vector
(magnitude and position) at the point of common coupling. The estimated grid voltage
is utilized to realize a grid-voltage sensorless interfacing scheme, whereas the interfacing
parameters are utilized for the self-tuning control and interface-parameter monitoring.
Further, a simple and robust synchronization algorithm and a voltage-sensorless average
power control loop are proposed to realize an adaptive voltage-sensorless DG interface.
The voltage-sensorless interface positively contributes to the elimination of the residual
negative sequence and voltage feed-forward compensation errors, and to the robustness
of the power sharing mechanism in paralleled inverter systems, where the power-sharing
mechanism is generally based on open-loop controllers. Third, a new voltage control
scheme for the DG interface featuring fast load voltage regulation and effective miti-
gation of fast voltage disturbances is proposed. The proposed voltage control scheme
targets the problem of fast and large-signal-based voltage disturbances, which is com-
mon in typical distribution feeders. A hybrid voltage controller combining a linear with
a variable-structure-control element is proposed for the DG interface. Positive and dual-
sequence versions of the proposed voltage controller are developed to address the issue of
unbalanced voltage disturbances. The proposed voltage controller successfully embeds a
wide band of frequency modes through an equivalent internal model. Subsequently, wide
range of balanced and unbalanced voltage perturbations, including capacitor-switching
disturbances, can be effectively mitigated. Fourth, to constrain the drift of the low
frequency modes in a conventional droop-controlled micro-grid, a new transient-based
droop controller with adaptive transient-gains is proposed. The proposed power-sharing
controller offers an active damping feature that is designed to preserve the dynamic
performance and stability of each inverter unit at different loading conditions. Unlike
conventional droop controllers, the proposed droop controller yields two-degree of free-
dom tunable controller. Subsequently, the dynamic performance of the power-sharing
mechanism can be adjusted, without affecting the static droop gain, to damp the oscil-
latory modes of the power-sharing controller.
The overall robust DG interface facilitates a robust micro-grid operation and safe
plug-and-play integration of DG units on existing distribution systems; hence increasing
the system penetration of DG. The direct result of this development is huge financial
saving for utilities by capturing the salient features of deploying DG into existing utility
networks. Further, these developments are significant to the industry as they provide
the blue print for reliable control algorithms in future DG units, which are expected to
operate under challenging system conditions.
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The environmental regulations due to green house gas emission, the electricity business
restructuring, and the recent development in small scale power generation are the main
factors driving the energy sector into a new era, where large portions of increases in
electrical energy demand will be met through widespread installation of distributed
resources or what’s known as distributed generation (DG) [1]-[10]. DG facilitates electric
power generation in proximity of load centers. As a result, DG can give commercial
consumers various options in a wider range of high reliability-low price combinations.
In addition, DG could appear as an autonomous power system, which meets both the
customer and utility requirements, such as compensation of reactive power and higher
harmonic components, compensation of power quality events, power factor correction,
peak shaving, backup generation, and voltage reliability enhancement, in a way that
is not possible with centralized generation [1]-[10]. DG can operate either in a grid-
connected mode or in an islanded mode within a micro-grid [10]. In the micro-grid
mode of operation, a cluster of DG units serviced by a distribution system is formed to
maintain the reliability of critical loads, mainly when the utility supply is not available.
Environmental-friendly energy sources, such as fuel cells, micro turbines, wind tur-
bines, hydro turbines, and photovoltaic arrays are commonly used to empower DG sys-
tems. These energy sources meet both the increasing demand of electric power and
environmental regulations. Also, conventional synchronous generators empowered by
gas-fired or diesel engines can be used in DG systems. However, the performance of the
DG system is mainly dependent on whether the interfacing scheme is based on the direct
coupling of rotary machines, such as synchronous or induction generators, or whether
the DG system is interfaced via a power electronic converter. Unlike large generators,
which are almost exclusively 50/60 Hz synchronous machines, DG units include variable
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frequency (variable speed) sources (such as wind energy sources), high frequency (high
speed) sources (such as micro-turbines), and direct energy conversion sources producing
dc voltages or currents (such as fuel cells and photovoltaic sources). The majority of
distributed resources are interfaced to the utility grid or to the customer load via dc-ac
pulse-width modulated (PWM) voltage source inverter (VSI) systems [2], [10]. Current
power electronics technologies facilitate interfacing of different sizes of DG units, ranging
from few kW up to 1.6 MW [11]. Modular construction of power electronic converters
can increase the power capacity; for example a 50 MW high voltage dc (HVDC) light
system, based on insulated gate bipolar transistors (IGBT), has been commissioned in
1999 [12]. Generally, inverter interfaces make the energy sources more flexible in their
operation and control as compared to the conventional rotary generators. However,
these interfaces introduce new issues, such as the absence of the physical inertia, wide-
band of dynamics, limited overload capability, susceptibility to parameters variation, and
switching harmonics generation. In addition, when installed in weak and micro-grids,
an inverter-based DG system will be subjected to considerable network disturbances
and parameter variations caused by the uncertain nature of the distribution system.
These disturbances remarkably challenge the stability and control effectiveness of an
inverter-based generator.
1.2 Technical Challenges Imposed on an Inverter-
Based DG Interface
The dynamic and uncertain nature of a distribution network challenges the control and
stability of the DG interface system. The fact that a typical distribution system is faced
with unavoidable disturbances and uncertainties complicates the design of a practical
inverter-based DG interface. Two scenarios can be considered, the grid-connected mode
and the micro-grid mode.
In the grid-connected mode, most of system disturbances are related to the main grid
due to the relatively small size of DG energy sources. Various grid disturbances can be
imposed on the DG interface. Difficulties occur in the following ways:
1. Depending on the grid configuration, a large set of grid impedance values is yielded
as DG is commonly installed in weak grids with long radial distribution feeders [13]-
[14]. In addition, cable overload, saturation and temperature effects are all reasons
for possible variations in the interfacing impedance seen by the inverter. The
interfacing impedance variations directly affect the stability of the inner controls
of the DG interface. In addition, the grid impedance interaction with the ac-side
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filter of the DG interface might excite high-frequency resonance dynamics. In this
case, the injected currents will be highly distorted and it can propagate through
the system and drive other voltage and current harmonics.
2. There is a strong trend toward the use of current control for PWM inverters in DG
systems [2], [9], [15], which offers the possibility of high power quality injection
when it is properly designed. In this approach, it is commonly desired to design
the inner current control loop with high bandwidth characteristics to ensure accu-
rate current tracking, shorten the transient period as much as possible, and force
the VSI to equivalently act as a current source amplifier within the current loop
bandwidth. However, if the current control loop is designed with high bandwidth
characteristics (e.g. deadbeat control performance), the sensitivity of the domi-
nant poles of the closed loop current controller becomes very high to uncertainties
in the total interfacing impedance (the impedance seen by the inverter at the point
of common coupling, which is a function of the grid impedance). The instability
of the current control loop accompanied by the saturation effect of the pulse width
modulator leads to sustained oscillations in the injected current. This situation is
addressed as the low-frequency instability.
3. The voltage at the PCC directly affects the control performance of the DG in-
verter. Due to the proliferation of nonlinear loads, the grid voltage at the PCC
is more likely to be distorted [16]-[17]; particularly in weak grids with long radial
distribution feeders. The grid voltage distortion and unbalance drive harmonic
currents and increase the distortion in the exported power.
4. Severe and random voltage disturbances might be initiated by grid faults, time-
varying loads, non-dispatchable generation, voltage transients associated with par-
allel connected loads, and voltage transients caused by capacitor switching. The
DG interface should offer high immunity and the ability to override these distur-
bances; particularly in feeders with sensitive loads.
In the micro-grid mode of operation, a cluster of DG units serviced by a distribution
system is formed to maintain the reliability of critical loads, mainly when the utility
supply is not available. Despite the relatively small power-scale of a micro-grid system,
it has many complexities; important among these are:
1. Normally, a micro-grid system will be dominated by inverter-based DG units.
Unlike conventional power system generators, inverter-based DG units have no
physical inertia. This fact makes the micro-grid system potentially susceptible to
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oscillation resulting from system disturbances. Severe and random disturbances
might be initiated in a micro-grid system due to load changes, the power sharing
mechanism of the inverters and other generators, and interactions between the DG
interface and the network.
2. Wide band of dynamic modes can be observed in a micro-grid-connected inverter
system [18]. The frequency-scale separation between different modes is the natural
result of the time-scale separation between the current, voltage, and power control
loops. The dominant low-frequency modes are mainly dictated by the power shar-
ing controllers and the power filters, which are designed with low bandwidth (in
the range of 2-10 Hz). Normally, the power sharing mechanism is designed in the
sense of a small signal model of the nonlinear power transfer mechanism. In the
sense of the small-signal dynamics, it can be shown that as the demanded power of
each inverter changes, the low-frequency modes of the power sharing dynamics drift
to new locations yielding different dynamic performance. In particular, at higher
power demands, the damping active and reactive powers required to stabilize the
frequency and voltage, respectively are limited. In this case, the dominant modes
of the power sharing dynamics move towards unstable region, making the system
more oscillatory and eventually, instability can be yielded. The low damping of
the oscillatory power modes yields low-frequency oscillations in the fundamental
frequency. Consequently, low-frequency oscillations are imposed on the injected
currents and terminal voltages. In addition, the low damping of the power con-
troller modes generates dynamic coupling among the active and reactive power
components; yielding poor sharing and might force large transient circulating cur-
rents that cause overload and might trip the overcurrent protection of the inverter
unit. A micro-grid collapse scenario is very likely to take place due to the low
damping of power sharing dynamics and the limited overload capacity (in terms
of current and time) of an inverter unit. Unlike conventional rotary generators,
inverter-based generators provide a very limited overload capability (normally: 1.2
to 1.5 p.u for less than half a cycle).
3. The load sharing mechanism in a micro-grid is challenging. Centralized control of a
micro-grid, based on a communication infrastructure is possible. However, micro-
grids in remote areas are characterized with large connection distance between
inverters; so it is both impractical and costly to distribute the dynamic sharing
signals, which are characterized by their high bandwidth. Autonomous control of
micro-grid generators with a capability of close voltage/frequency control charac-
teristics and effective damping of system disturbances should be found.
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In the presence of the aforementioned system challenges in both modes of DG op-
eration, other challenging design constraints might be imposed. In particular, the need
to reduce the system cost and increase its reliability calls for an interfacing scheme with
minimum sensing elements. Along with the reliability and cost enhancements, signifi-
cant performance enhancements can be obtained by eliminating the grid voltage sensors
in the inverter-based DG interface. Among these are: 1) the elimination of the residual
negative sequence and voltage feed-forward compensation errors, and 2) the positive
contribution to the robustness of the power sharing mechanism. Furthermore, cost and
reliability constraints might call for a “function fusion” feature within the DG interface
where a single unit can perform multiple tasks, such as grid monitoring, synchronization,
and self-commissioning/self-tuning control.
1.3 Research Motivations
The uncertain and dynamic nature of the distribution network challenges the stability
and control effectiveness of a grid-connected inverter-based DG interface. Generally,
difficulties appear in the form of grid impedance and interfacing parameter variations,
grid voltage disturbances, and interaction with existing grid harmonics and unbalance.
On the other hand, robust control of a micro-grid system is an issue in the presence of
network disturbances.
To facilitate a safe integration and larger penetration of DG, a robust DG interface
should be developed to overcome these challenges. In particular, the DG interface should
offer the following characteristics:
1. Accurate current control performance with a strong ability of rejecting the grid
distortion and voltage disturbances caused by interfacing parameters mismatch;
and compensating for inverter system delays.
2. Insensitivity to distribution system and ac-side filter parameters.
3. Grid-voltage sensorless operation with function-fusion to reduce system cost and
increase the accuracy and reliability.
4. Fast voltage control performance with strong ability of mitigating fast and dynamic
voltage disturbances.
5. Stable and high power quality micro-grid operation along the whole loading tra-
jectories of micro-grid generators.
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1.4 Research Objectives
This research aims at broadly developing new control algorithms for the DG interface
that guarantee stable and high power quality injection under the occurrence of network
disturbances and uncertainties.
To be fulfilled, the above objective needs to evolve and builds upon a number of
tasks. Key tasks are:
1. Development of an effective current regulation system for the DG interface capable
of high power quality current injection under the presence of grid voltage distortion,
interfacing parameter variation, and inverter system delays.
2. Development of an interface-monitoring unit along with a grid-voltage sensorless
interfacing scheme for inverter-based DG units.
3. Development of a voltage control system for the DG interface featuring fast load
voltage regulation and effective mitigation of fast and dynamic voltage distur-
bances.
4. Development of an autonomous control strategy of a micro-grid system with effec-
tive damping of low frequency modes.
5. Integration of the developed control algorithms to realize a robust DG interface
for gird-connected and micro-grid systems.
1.5 Thesis Layout
The remainder of this thesis is structured as follows:
Chapter 2 presents the state-of-the-art and a critical literature survey on DG technolo-
gies and controls of an inverter-based DG interface.
Chapter 3 presents newly designed current control schemes for the DG interface. Adap-
tive deadbeat current controllers are designed for different topologies of the ac-filter
to achieve accurate current regulation performance in the presence of grid un-
certainties, inverter system delays, and uncertainties; provide enough robustness
against grid voltage disturbances, including harmonics and unbalance; and retrain
the full compatibility with digital platforms to maintain design flexibility.
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Chapter 4 presents an adaptive interface-monitoring unit. Estimation algorithms,
based on adaptive observers and neural-network-based identification, are proposed
to estimate the grid-voltage at the PCC along with the interfacing parameters
seen by the inverter. The estimated quantities are utilized to realize an adaptive
grid-voltage sensorless DG interface.
Chapter 5 presents a fast load voltage control scheme for the DG interface. Single and
dual-sequence versions of the proposed voltage controller are reported. Further,
an evolutionary tuning algorithm is developed to facilitate a structured and opti-
mum tuning methodology for the proposed voltage control scheme. The proposed
voltage control scheme provides means for mitigating fast and dynamic voltage
disturbances and overriding system voltage unbalance.
Chapter 6 presents an adaptive decentralized power-sharing strategy for micro-grids.
A newly designed droop controller, which utilizes a transient droop function along
with adaptive gains, is introduced. The adaptive nature of the proposed controller
ensures active damping of the power-sharing modes along the micro-grid loading
trajectory; subsequently, the proposed scheme significantly contributes to preserv-
ing micro-grid stability and reliability.
Chapter 7 presents a novel DG interface, which combines the developed control al-
gorithms to realize a robust and reliable operation under different system dis-
turbances in grid-connected and micro-grid modes of operations while allowing
seamless transfer between both modes.
Chapter 8 presents the thesis summary, contributions, and directions for future work.
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Chapter 2
Background and Literature Survey
2.1 Introduction
This chapter presents a brief background on different types of DG, and a detailed liter-
ature survey on the inverter-based DG interface.
2.2 Distributed Generation
Figure 2.1 shows the common types of energy sources that can be utilized in DG systems.
The salient features of these types are briefly introduced in the following subsections.
2.2.1 Micro-turbines
They are small capacity combustion turbines, which can operate using natural gas,
propane and other types of fuels. In a simple form, they consist of a compressor, com-
bustor, recuperator, small turbine, and generator [19]-[21]. Sometimes, they have only
one moving shaft, and use air or oil for lubrication. Micro-turbines are small scale of
0.4-1.0 m3 in volume and 20-500 kW in size. Unlike the traditional combustion turbines,
micro-turbines run at less temperature and pressure and faster speed (up to 150,000
rpm), which sometimes require no gearbox. The small size is a big advantage of these
systems due to the use of high-speed turbines with airfoil bearings. Due to the low price
of natural gas, low installation cost, and low maintenance cost, micro-turbines are one
of the most promising DG energy sources today [19]-[22].
A micro-turbine generator is interfaced to the gird or load via a power electronic
converter; usually a voltage source inverter [2]. Being a dispatchable source, micro-

































Figure 2.1: Distributed generation energy types and technologies.
2.2.2 Fuel Cells
The fuel cell is a device used to generate electric power and provide thermal energy from
chemical energy through electrochemical processes. It can be considered as a battery
supplying electric energy as long as its fuels are continued to supply. Unlike batteries,
fuel cells do not need to be charged for the consumed materials during the electrochemical
process since these materials are continuously supplied [23]-[25]. Fuel cell capacities vary
from 1-kW to few MW for portable and stationary units, respectively. It provides clean
power and heat for several applications by using gaseous and liquid fuels. Fuel cells can
use a variety of hydrogen-rich fuels such as natural gas, gasoline, biogas or propane.
They operate at different pressures and temperatures, which vary from atmospheric to
hundreds of atmospheric pressure for a wide range of temperatures [23]-[25].
A fuel-cell generator is interfaced to the gird or load via a power electronic converter;
usually a voltage source inverter [2]. Being a dispatchable source, fuel cells do not cause
intermittent generation problems.
2.2.3 Wind Turbines
Wind energy is not a new form; it has been used for decades in electrical energy pro-
duction. A wind turbine consists of a rotor, turbine blades, generator, drive or coupling
device, shaft, and the nacelle (the turbine head) that contains the gearbox and the gen-
erator drive. Modern wind turbines can provide clean electricity as individuals or as
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wind farms. Wind turbine blades usually are two or three blades. Electricity capacity
is limited by the amount of wind, so the wind plants should be installed in windy areas.
It has expected electrical efficiency of 20-40%, and the expected power sizes are in the
range of 0.3 kW to 5 MW [26]-[33].
There are four types of wind turbines; they are: Type A, B, C and D [33]. Types
A, B, and C are connected to the grid or to the load via a rotary machine, normally, an
induction generator. Type D, utilizes a full-scale power electronic converter, usually, a
voltage source inverter, for grid interfacing [33].
Wind farms have been found in areas with heavy wind profile. Large ratings such as
640 MW have been reported [29]. Due to the large penetration of wind turbines and the
chaotic nature of wind power generation, the impact of the wind generation on system
performance is remarkable. Extensive research efforts are running in addressing and
mitigating the impact of wind turbines on system operation [27], stability [28], planning
and reliability [30], power quality [31], pricing and market [32], etc.
2.2.4 Photovoltaic (PV) Systems
The basic unit of a PV array is a cell that may be square or round in shape, made of
doped silicon crystal. Cells are connected to form a module or panel and modules are
connected to form an array to generate the required power from the sunlight.
Current ratings of PV arrays vary from 0.3 kW to few MW. However, larger sizes
of PV generation units are limited. This is because the high cost of land, weak solar
intensity in many areas around the world, and climate changes leading to unreliable sun
exposure [10], [34]-[35]. Approximately, one acre of land would be needed to provide
150 kW of electricity [10]. Currently, the cost per kW of a PV system is around $6000,
whereas it is $900 in micro-turbine generation. The cost per kW of other DG sources
can be found in Figure 2.2.
Until the 1990s, the creation of photovoltaic farms (in analogy to wind farms) has
been considered the preferred solution to increase the penetration of PV arrays. However,
cost issues and the relatively low power generation of these farms made the concept of PV
farms un-economical. Small scale distributed PV panels (1-100 kW) yield cost effective
solutions with higher reliability. Recently, under the green energy policies adopted by
many countries, some interest in large scale PV farms appears. In general, the impact
of PV generation profile on the system level, mainly voltage fluctuations and possible
harmonic injection, is weak and it can be mitigated by injecting a controlled-reactive
power through the PV inverter itself [36]-[37] or via nearby controlled reactive power
sources. Therefore, the majority of PV studies are directed either towards the internal
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controls of the PV generation system for better energy processing and precise power
tracking [38] or towards the development of more exotic solar cell technology for greater
efficiency and to lower the overall generation cost [39]. It is worth to mention that large
wind and PV farms are normally connected at the sub-transmission or transmission
levels, where the grid stiffness is higher and the impacts are less pronounced. Therefore,
studies related to these farms in the context of distribution systems are not practical
and will lead to flawed results.
A PV generator is interfaced to the gird or load via a power electronic converter;
usually a voltage source inverter [2].
2.2.5 Other DG Sources
Other renewable energy sources, such as micro-hydro power, bio-energy, geothermal
power, ocean thermal power, and ocean wave power can be utilized in DG systems.
Currently, these sources are not commonly used due to economical reasons.
2.2.6 Energy Storage Devices
Current technologies enable efficient means of energy storage. Common among these are:
batteries, super-capacitors, flywheels, and super-conducting magnetic energy storage
[40]. Energy storage devices can have important roles in DG systems, such as enabling
fast load pick-up, enhancing the reliability, and flatting the generation profile in non-
dispatchable sources [41].
Energy storage generators are interfaced to the gird or load via a power electronic
converter; usually a voltage source inverter [2].
2.2.7 Hybrid Systems
To improve the efficiency and generation characteristics, hybrid DG energy sources have
been proposed. Recently, a solid oxide fuel cell has been combined with a gas micro-
turbine to form a combined cycle power plant. The combined plant has an electrical
efficiency of greater than 70% with ratings range from 250 kW to 2.5 MW [10], [43].
High efficiency, such as 75%, can be achieved with combined heat plants as well. Also,
the wind energy sources have been utilized with other DG energy sources, such as fuel
cells, PV, micro-turbines, energy storage devices or diesel-fired generators, particularly
in weak and isolated networks [44].
Figure 2.2 illustrates the salient feature of common energy sources in DG system,
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Figure 2.2: Salient features of common energy sources in DG system.
fuel type. Most of this information has been published by the U.S. Department of Energy
in [44].
In current standards, e.g. IEEE Standard 1547-2003 [45] and IEEE Standard 929-
2000 [46], DG units are normally disconnected from the ac line when the grid is not
present. However, in coming few years where higher penetration of DG will be there,
it will be meaningless to discard these backup sources when the grid is not present.
Therefore, DG units should be able to work in the islanded mode of operation serving
sensitive loads; yielding to remarkable boosts in system reliability. Moreover, in rural
and remote areas, where a public grid is not researchable, islanded operation mode is
necessary. Figure 2.3 shows a network connection of DG in both modes of operation;
Figure 2.3(a) shows a sample radial feeder with DG running parallel to the grid, whereas
Figure 2.3(b) shows a sample micro-grid system.
2.3 Inverter-Based DG Interface
Unlike large generators, which are almost exclusively 50/60 Hz synchronous machines,




















































































































Figure 2.4: Power circuit and control functions of a DG inverter interface.
frequency (high speed) sources (such as micro-turbine generators), and direct energy
conversion sources producing dc voltages/currents (such as fuel cells and photovoltaic).
In these types of DG units, a voltage source inverter is necessary to facilitate DG in-
terfacing to the utility, as shown in Figure 2.2. The inverter is considered as the most
important functional block in the inverter-based DG.
Figure 2.4 shows the power circuit of a DG inverter interface and the associated
control functions. A three-leg VSI with an ac-side filter form the power circuit, whereas
different control loops form the inverter control structure. The inverter control system
should be capable of providing flexible operation. For example, in the grid connected
mode, grid voltage regulation might not be required if the grid voltage is stiff. Therefore,
the DG unit will behave as a PQ generator and the voltage control will not be an option.
On the contrary, if the stiffness of the grid is low, the DG unit might support the voltage
profile by working as a PV generator. In the micro-grid mode of operation, voltage regu-
lation might be critical for high power quality injection, whereas the power management
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and power control functions should take care of close load sharing of micro-grid loads
according to the ratings of individual inverters. Regardless of the operation mode, the
inner current control loop is necessary in order to have close control characteristics on
the injected current and to force the VSI to work as a current-source amplifier within
the current control bandwidth. A synchronization method is also required to achieve a
controllable power flow.
A PWM scheme would ensure that the inverter current is free from low-order har-
monic distortion. However, the high-frequency current distortion due to the switching
frequency must be attenuated to cope with the power quality standards for connection
of an inverter to the grid [45]; this is the main function of the ac-side filter.
In fact, the behavior of an inverter-based DG unit mainly relies on the effectiveness of
the aforementioned control loops. In addition, it will be shown in this research that many
of system-level impacts on the generation performance of DG and vice-versa (i.e., DG
impacts on system operation) can be addressed by embedding the appropriate mitigation
technique in the inverter control structure. This is also the case in the micro-grid system,
where the frequency and voltage stability of the micro-grid system lies within the power
and voltage controls of individual inverters.
The state-of-the-art of the controls of a DG inverter interface is presented in the
following subsections.
2.3.1 Current Control
The current control system of a three-phase PWM-VSI is the key element in the control
structure of an inverter-based DG system [2], [9]. The main objectives of the current
controller in these applications are to provide a relatively high bandwidth to ensure ac-
curate current tracking; shorten the transient period as much as possible; and force the
VSI to equivalently act as a current source amplifier within the current loop bandwidth.
In addition, the current loop is responsible for the injected-current power quality and
over-current protection. Grid voltage harmonics, unbalance, transients and grid param-
eters directly affect the current control performance and might impair the power quality,
and even the stability of the inverter system. However, it is only recently that the effects
of supply harmonics on the control effectiveness of inverter-based DG have begun to
be investigated [17], [14], [47]. Investigations in [17] show that small distortion in the
grid voltage remarkably increases the total harmonic distortion in the injected current
and eventually, inverter instability can be reached due possible interaction between grid
distortion and inverter’s power circuit filter. Therefore, grid disturbances suppression
is one of the important properties that should be found in the current controller in a
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VSI-based distributed generator.
The major techniques to regulate the output current of a current-controlled VSI in-
clude either a variable switching frequency such as the hysteresis control scheme or fixed-
switching frequency schemes, such as the ramp comparison, stationary and synchronous
frame proportional-integral (PI), and deadbeat predictive current control schemes [48]-
[49]. Hysteresis based schemes give fast transient response; however they are documented
to suffer from inter-phase distortion, and poor steady-state performance with errors up
to twice the hysteresis band. Moreover, they result in unpredictable average converter
switching frequency that varies with the load parameters and consequently the load
current harmonics ripple is unpredictable. Even though some methods are reported
to constrain the variations in switching frequency [50]-[52], the incompatibility with
full-digital platforms and the additional complexity make this scheme far from being
practical. Ramp comparison control using a PI regulator in the stationary-frame has a
long history of use [53]; however it has the disadvantages of steady-state phase errors and
sensitivity to system parameters. Recently, resonant stationary-frame controllers have
been proposed to null the phase errors [54]-[56], however, resonant controllers provide
internal model dynamics at preset frequency modes, and the tuning process of these con-
trollers is not straightforward [56]. By using the synchronous rotating frame [57]-[58],
the PI regulator can be used without the phase lag associated with stationary frame
PI regulators. Yet, this scheme does not yield the optimal dynamic response from the
converter due to its relatively slow transient response and the non-defined robustness
properties.
From the point of view of robustness against grid disturbances, the compensation ca-
pability of the low-order harmonics in the case of PI controllers, either in the stationary
or the synchronous reference frames, is very poor; yielding a major drawback when they
are used in grid-connected and micro-grid systems. Resonant controllers, tuned for selec-
tive harmonics elimination, can relax this problem. However, these controllers are tuned
at preset frequencies and the stability is not verifiably guaranteed for a large band of
harmonic cancellations. These drawbacks are obvious in [17], where a stationary-frame
resonant controller for grid-side current regulation is proposed. The same pitfalls can be
traced in [47], where resonant synchronous-frame controllers are emerged in the current
control structure to mitigate the effect of grid harmonics. An additional drawback of us-
ing the resonant controllers, either in the stationary or the synchronous reference-frame,
is the interaction with variations in the grid impedance and ac-side filter parameters.
Instability is yielded when a mismatch in the grid impedance or ac-side filter parame-
ters shifts the bandwidth of the current controller to be lower than any of the resonant
frequencies [14].
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Instead of using a resonant controller, a robust high bandwidth current control of
a PWM-VSI can extend the capabilities of the inverter controls. Important among
these is the high disturbance rejection performance that can be obtained to reject low-
order harmonics caused by grid disturbances. In addition, the tracking ability of a high
bandwidth current controller makes it feasible to be applied to regulate the current in the
natural and stationary reference frames. Hence, the effect of unbalanced grid voltages
on the current injection performance can be effectively mitigated. Further, with a high
bandwidth current control loop, current profiling can be made feasible. In addition, the
internal current dynamics will appear almost ideal to the outer power sharing controls,
hence, reducing the coupling among these loops; this is an important feature in micro-
grid stability. However, the realization of a high bandwidth current regulation scheme,
in the presence of inherent system delays and plant uncertainties, is a challenging task.
A fast transient response of the current control loop can be achieved if the cur-
rent control loop is designed to yield a deadbeat response. Deadbeat current control
techniques [59]-[71] offer the potential of achieving the fastest transient response, more
precise current control, zero steady-state error, and full-compatibility with digital-control
platforms. Moreover, this control scheme is found to provide the lowest distortion and
the lowest current ripples [60]; hence, increasing the power quality of the injected cur-
rents1. However, inherent plant delays associated with the control voltage calculation,
the nature of the PWM inverter as a zero-order-hold (ZOH), and synchronous frame
rotation limit the bandwidth of a deadbeat current regulation algorithm and eventually,
the deadbeat gain, and accordingly the closed-loop bandwidth, should be reduced to
account for system delays. In addition, as a model-based controller, conventional dead-
beat current controllers show large sensitivity to plant uncertainties. In the presence of
grid harmonics and unbalance, there is no a priori knowledge of plant dynamics; i.e. a
complete plant model is not known in advance.
Considering the delay issue, there are three approaches to implement a digital dead-
beat current controller. First, it can be implemented with a relatively long control period,
so that there will be enough space for control voltage calculation and dispatching the
reference voltages to the modulator. This approach has been used in [72] to implement a
complex multivariable state-feedback current controller. However, in discrete-time con-
trol, it is always required to have a short control period to enhance the control precision
and to increase the control bandwidth. Therefore, a longer control period results in
lower control accuracy and lower bandwidth characteristics, hence, loosing some of the
1 It should be noted that the power quality of the injected currents, in terms of the harmonic content
(particularly switching harmonics), unbalance, dc-offset, and uncontrolled transients can be a crucial
factor that limits the DG hosting capacity in typical distribution systems.
17
favorable features of the deadbeat control. In the second approach, the calculation of
the control voltage is implemented on programmable logic devices such as erasable pro-
grammable read-only memory (EPROM) [60] or field-programmable gate array (FPGA)
[61]. In other cases, an FPGA co-processor structure is used in parallel with the main
processor to give more computational resources [62]. By this way, the calculation time
of the deadbeat algorithm is determined by the access time of the logic device, which
is very small as compared to the control period. However, this approach requires addi-
tional hardware modules specific to the questioned application; and only simple control
algorithm can be implemented due to the high engineering design costs associated with
complex programmable logic devices. In the third approach, a small control period is
selected and the deadbeat controller is implemented with a delay compensation method.
In [63], a delay compensation method employing a feedback of the summation of current
errors is proposed. However, this method shows a large overshoot and long transient
period. In [64], digital deadbeat controllers for single and three-phase VSIs are proposed.
The method compensates for the calculation and sampling delays by employing linear
extrapolations for the line-voltage and a predictive observer for the current. However,
the stability margin for parameter mismatch is poor. In [65], a discrete-time predictive
current controller is proposed. The controller employs a delay compensation method by
adopting a predictive observer for the current. However, the algorithm is sensitive to
parameter variation. Furthermore, the algorithm does not provide the necessary phase
advance for the reference current in order to minimize the phase lag in the measured
current.
The nature of the deadbeat controller as a model-based controller makes it sensitive
to plant uncertainties. In addition, the sensitivity of the deadbeat algorithm to plant
uncertainties increases when the line voltage is estimated [67], [69]. In [69], only 20%
error in the load inductance can be tolerated when the back EMF voltage is estimated.
The parameter sensitivity issue is further addressed in [60], [68], where a PI regulator
is connected in parallel to the deadbeat controller. However, the performance is un-
satisfactory as the PI controller is working against unknown error dynamics. In [66], a
fuzzy-logic-tuned deadbeat controller is proposed to overcome the parameter sensitivity
problems. However, the control algorithm is based on assuming a fundamental back
EMF voltage component, and it is complex for real-time implementation. Improved
robustness can be achieved by estimating the voltage disturbance, which is caused by
uncertainties, and using the estimate in a feed-forward control manner. This technique
is employed in [70] and [71]; where the disturbance is estimated using the disturbance
observer theory in [70], and the time delay control approach is used in [71]. However
in both methods, the disturbance is estimated based on the inverse current dynamics,
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which yields a noise-prone estimate, and a low pass filter is adopted in the proposed es-
timators. The phase delay between the real voltage disturbance and the actual voltage
disturbance degrades the compensation characteristics and limits the robustness range.
Recently, an improved robustness against uncertainties in load inductance is reported in
[67] by assuming, instead of zero, the targeted current error at the end of the period k is
equal to the difference between the previous two current errors. However, the robustness
and stability range is up to 53% mismatch in the load inductance. Even though the ro-
bustness range has been extended, the relative stability is still reduced with parameter
variation; and there is a chance of instability for an unpredicted change in interfacing
inductance and resistance, which remarkably vary with the grid impedance.
A deadbeat current control strategy that guarantees high power quality current-
injection under the presence of grid voltage distortion, interfacing parameters variation,
and inverter system delays demands special attention.
2.3.2 Voltage Control
Generally, there are two modes of voltage control in inverter-based DG units; they are:
voltage control in grid-connected mode and voltage control in the islanded and micro-grid
modes. In grid-connected inverters, voltage control can be an option to regulate the grid
voltage at the PCC. While this is not allowed in stiff grids, it is a favorable solution in
weak grids. Since DG units can be found in remote areas with long radial feeders, voltage
support using existing DG units can be a favorable option. In other cases, DG units can
be connected near sensitive loads where high voltage quality is required. In this case
voltage control is a must. While it might be an option in grid-connected inverters, load-
voltage regulation is necessary in the islanded and micro-grid modes, where the power
quality is determined by the voltage quality. Being also responsible for the output
frequency, the power delivered by the inverter must qualify as being regulated power.
There are certain requirements in this mode of operation. First, a low total harmonic
distortion (THD) of the output voltage must be obtained under different load conditions.
This is an important objective as the harmonic currents produced by non-linear loads
can remarkably distort the output voltage of the inverter [73]. Hence, affecting the power
quality exported to other loads. Second, the inverter should provide effective voltage
regulation performance in terms of low voltage dip and fast recovery in the case of load
transients and network disturbances. These voltage performance requirements become
more challenging when the unbalanced nature of grid/load voltages is considered.
In the both modes, grid-connected and micro-grid, it is the task of the voltage con-
troller to maintain close voltage control characteristics. Therefore, fast load voltage reg-
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ulation is a necessary requirement in a power distribution and micro-grid systems; partic-
ularly in feeders serving voltage-sensitive loads. Severe and random voltage disturbances
might be initiated by time-varying loads, such as arc-furnaces [74]; non-dispatchable gen-
eration, such as fluctuating output power of wind generation [75] and photovoltaic [76];
voltage transients associated with parallel connected loads, such as line-start induction
motors [77]; and voltage transients caused by capacitor switching [78]. These voltage
disturbances are stochastic in nature, with durations that vary from a fraction of a cycle
to few cycles.
Recently, grid-connected controlled reactive power sources, such as distribution static
synchronous compensators (DSTATCOMs) [79]-[80], active power filters (APFs) [81],
and inverter-based DG [82] are proposed for load voltage regulation at the PCC. In these
applications, three-phase PWM current-controlled VSIs are commonly used, whereas the
control algorithm is realized using the axis-theory for balanced three-phase systems. In
the typical operation of these custom power devices, a reactive reference current is gen-
erated from a voltage controller to regulate the load bus voltage, and an internal current
control loop is used to regulate the output current. However, existing voltage regulation
techniques yield a relatively slow regulation performance. Typical voltage-recovery times
in the range of 0.005-0.06 s with voltage dips of about 0.1-0.4 p.u. are reported [79]-[82].
With these figures, the voltage regulation performance might not be fast enough for
voltage-sensitive loads. More importantly, existing voltage regulation schemes cannot
mitigate fast voltage disturbances in the sub-cycle range, such as capacitor switching
transients. A control structure for controlled-reactive power sources capable of fast
voltage regulation and effective mitigation of fast voltage disturbances demands special
attention. To date, fast and dynamic voltage disturbances, such as capacitor switching
transients, form a major part of the power-quality problems that are left without ap-
propriate mitigation strategy. In fact, a fast voltage regulation performance provides a
universal solution to voltage quality problems, where voltage sag, swell and flicker can
be inherently mitigated.
Generally, voltage regulation design in shunt-type custom power devices, such as
DSTATCOM, APF and inverter-based DG, is twofold: 1) voltage control loop design,
and 2) current control loop design. Considering the voltage control loop, several control
methods have been reported. Conventionally, PI controllers have been used to gener-
ate the reactive current component [80]. However, these linear controllers are working
against nonlinear error dynamics. In addition, there is difficulty in designing these
controllers to regulate the fundamental frequency voltage and reject higher-frequency
disturbances. PI regulators with their pole at zero-frequency cannot achieve fast voltage
regulation and certainly cannot mitigate fast voltage disturbances. Similar observations
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can be found in [81], where a PI-based voltage controller has been added to the APF to
regulate the voltage at the PCC. In [79], a nonlinear control based on feedback regula-
tion of system states to the reference values, which are statically related to the reference
phase voltage magnitude through system parameters, is proposed for a DSTATCOM.
However, the method is complex and requires system parameters adaptation. In addi-
tion, the voltage dip due to load disturbance is large, i.e., about 0.3 p.u with a recovery
time of about 5 ms. In [82], the DG interface is designed with a fuzzy-logic-based voltage
controller to handle the nonlinearity of the voltage control loop. However, the voltage
regulation response is sluggish, with a recovery time of about 0.05 s. To ensure perfect
regulation of the voltage at the PCC and provide means for rejecting voltage distur-
bances, the frequency modes of the disturbances to be eliminated should be included
in the stable closed loop system. At this condition, the tracking error will not contain
these frequency modes. This criterion is satisfied if the voltage controller can supply
an internal model [83]. Neither a linear controller nor a nonlinear controller can reject
wide band of voltage disturbances unless an internal model for the voltage disturbances
is provided. For periodic disturbances, the repetitive control approach can be applied
for voltage regulation [84]. However, not all voltage disturbances are periodic by nature.
Moreover, the repetitive control is not easy to stabilize for all unknown disturbances and
cannot attain very fast response.
Further, a current control loop with high-bandwidth characteristics is necessary to
allow accurate tracking of the highly dynamic reference trajectory generated by the
voltage controller. This implies that the current controller should provide a good ability
to track an arbitrary reference trajectory2. This calls for a high bandwidth current
control loop. Again, the realization of a high bandwidth current control, in the presence
of the system delays and uncertainties imposed by grid interaction, demands a special
attention.
2.3.3 Micro-grid Control
While generation control in grid-connected inverters is straightforward, significant com-
plexities appear in the micro-grid mode of operation. A reliable and robust operation of a
micro-grid system strongly relies on an efficient control scheme of micro-grid generators.
The basic control objective in a micro-grid is to achieve accurate power sharing while
maintaining close regulation of the micro-grid voltage magnitude and frequency. Two
control approaches can be followed to realize the abovementioned objective; they are:
non-communication-based control and communication-based control [10], [18], [85]-[87].
2 If the control loop is designed to offer a very fast step response, arbitrary trajectory tracking can
be feasible.
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Communication-based control of a micro-grid system relies on sharing control in-
formation among different generators. This technique requires a centralized micro-grid
controller, which receives the terminal information of each inverter and loads to dis-
patch the inverter units at different load conditions [85]. There are many drawbacks
in communication-based approach. First, high bandwidth communication infrastructure
is needed to share the dynamic sharing information; this in an impractical and costly
solution in micro-grids with long connection distances between inverters. Second, having
one unit acting as a master provides a possibility for the occurrence of a single point fail-
ure. Third, the need to distribute control signals reduces the reliability of the micro-grid
system, where the control information is critical for system operation. The reliability
issues of the centralized control approach might counteract the positive reliability boosts
gained by implementing DG micro-grids. Fourth, unlike conventional large power sys-
tems, the load profile of a micro-grid system is not predictable in advance. This fact
imposes difficulties on the design of the dispatch algorithm.
Non-communication-based control relies on the ability of individual DG units to reg-
ulate the output voltage and frequency while sharing the active and reactive power de-
mands. Signal injection is used as a decentralized power sharing mechanism in paralleled-
inverters system [8]. However, the complexity of signal injection and the robustness of
measuring output power variations caused by the injected signal make this scheme far
from being practical. A simple non-communication-based power sharing strategy can
be realized in the sense of frequency and voltage droop method. Following the same
approach in conventional power system with multiple generators, the generators share
the active power by drooping the frequency of each generator with the real output power
delivered by the generator [87]-[88]. This allows each generator to take up changes in
total load in a manner determined by its frequency droop characteristic, and essentially
utilizes the system frequency as a virtual communication link between the generator
control systems. Similarly, a droop in the voltage magnitude with the reactive power is
used to ensure reactive power sharing.
The advantage of the droop method is that it does not require communication signals
amongst units in parallel; thereby increasing the reliability of the system and reducing
the cost significantly. Therefore, the droop method appears to be the standard control
strategy in future micro-grid systems. However, because of the droop characteristics,
the frequency and amplitude of the system voltage might drop to such a value that
all unit will be operating in a new lower frequency and voltage that are different than
the nominal values. Another drawback of this method is the lack of robustness against
voltage measurement errors. Errors in the voltage/current measurement feedback signals
can significantly affect the power sharing performance. This is due to the lack of the
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closed loop control on the power sharing performance [18].
In the context of micro-gird control, few results have been reported. In [18], [86]-
[88], a static droop controller is utilized for power sharing. In [89], an enhanced droop
control featuring a transient droop performance is proposed. To improve the active and
reactive power decoupling performance, improved droop controllers with virtual output
impedance are reported [89]-[90]. To account for nonlinear load sharing, harmonic droop
controller is reported in [73], [91]. In fact, the power-sharing controller dictates the low-
frequency dynamics of the inverter due to the time-scale separation between the power
and current dynamics. However, existing droop controllers are synthesized in the sense of
the small-signal model of the power transfer mechanisms; this can yield acceptable results
for small load variation. While small variations in the power angle are expected in the
normal operation of a conventional generator, large steps in the power angle command are
expected in an inverter-based generator in a micro-grid. This is because of the absence
of the concept of “base-load” in a micro-grid; in this case, inverters will be subjected
to various loading conditions. In the sense of micro-grid dynamics, it can be shown
that as the demanded power of each inverter changes, the low-frequency modes of the
power sharing dynamics drift to new locations yielding different dynamic performance.
In particular, at higher power demands, the damping active/reactive powers required
to stabilize the frequency/voltage are limited. In this case, the dominant modes of
the power sharing dynamics move towards unstable region, making the system more
oscillatory and eventually, instability can be yielded. The low damping of the oscillatory
power modes yields low-frequency oscillations in the fundamental-voltage frequency, and
low-frequency oscillations will be imposed on the injected currents, which might excite
unstable dynamics. In addition, the low damping of the power sharing modes generates
large transient currents that might overload and trip the over-current protection of an
inverter-based DG unit. The mismatch between load and generation can collapse the
micro-grid system. Accordingly, a micro-grid collapse scenario is very likely to take place
due to the low damping of power sharing dynamics and the limited overload capacity,
in terms of current and time, of an inverter unit. Unlike conventional rotary generators,
inverter-based generators provide a very limited overload capability (normally 1.2 to 1.5
p.u for less than half a cycle) [92].
The development of an autonomous power sharing strategy for micro-grid inverters
with effective damping of low frequency modes demands special attention.
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2.3.4 Effect of Grid Impedance and Harmonic Excitation
An inverter-based DG unit is a multi-input-multi-output nonlinear system with coupled
dynamics. Wide range of dynamics can be observed in a VSI system, starting from the
low frequency power generation/sharing dynamics (in the range of few Hz) to the high
frequency dynamics of the ac-side filter (in the range of few kHz). With the uncertain
nature of a distribution network, there is a possibility for dynamic interactions between
the inverter and the network dynamics.
Of significant effect, the grid impedance can shift the resonance frequency of the ac-
side filter of the DG inverter. The presence of grid harmonics gives chances to harmonic
excitation. Additionally, uncertainty in the interfacing impedance (which is a function
of the grid impedance) affects the stability of the current control.
To date, few studies have addressed the interaction issues of the DG interface with
grid dynamics. The effect of grid impedance on the stability of the DG inverter is
addressed to some extent in [14]. However, the study considered only the case of resonant
current controllers. Furthermore, the provided solution depends on accurate knowledge
of the grid impedance, which is an optimistic assumption.
2.3.5 Other Design Constraints
In the presence of the aforementioned system challenges in both modes of DG operation,
other design constraints might be imposed. In particular, the need to reduce the system
cost and increase its reliability calls for an interfacing scheme with a reduced number
of sensors. Along with the reliability and cost enhancements, significant performance
enhancements can be obtained by eliminating the grid voltage sensors in an inverter-
based DG interface. The grid voltage is key information in a typical DG interface control
system. Signal processing functions, such as sequence detection and phase locked loop
(PLL) are performed on the voltage signals. However, when the grid voltage is measured,
errors, such as a residual negative sequence and an accumulated grid vector position error
are yielded. In addition, errors in the voltage measurement signals used for the feedback
control can significantly affect the power sharing in micro-grid operation, due to the
open loop nature of the power-sharing controllers. Voltage measurement errors may
result from the voltage sensors or sensor-filters not quite being precisely identical. Since
the injected currents are so sensitive to minute variations in the voltage command, which
highly depends on the feed-forward components and the synchronization angle, it seems
appropriate to design the control system without using grid-voltage sensors. This is
addressed as a grid-voltage sensorless interfacing scheme, where the voltage information
is estimated based on the current measurements. By this way, the extreme sensitivity
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to voltage measurements would be avoided.
Investigations on the sensorless operation of PWM rectifiers are reported [93]-[94].
The principle of direct power control is applied to realize voltage sensorless control of a
PWM rectifier system [93]. In [94], a direct control of the converter instantaneous cur-
rent, based on the direct power control and the estimation of the line voltage waveform,
is proposed. The aforementioned voltage-sensorless control schemes, however, assume
precise knowledge of the grid impedance parameters at the PCC. On the distribution
level, distribution system parameters are time-varying and directly impact the perfor-
mance of the control and estimation algorithms. Generally, any model-based grid-voltage
estimator is by nature parameter-dependent. While the grid and interfacing parameters
are time varying, the sensitivity of the interface control system to uncertainties in the
interfacing impedance becomes higher as the voltage estimator dynamics is dependent
on system parameters. The development of a robust grid voltage sensorless interfacing
scheme for inverter-based DG demands special attention.
Additionally, cost and reliability constraints might call for a functions-fusion feature
within the DG interface, where a single unit can perform multiple tasks, such as grid
monitoring, synchronization, and self-commissioning/self-tuning control. A single unit
that performs these functions in a computationally efficient manner has to be investi-
gated.
2.4 Summary
In this chapter, a critical literature survey on the control techniques utilized in the
inverter-based DG interface has been presented. The main outcome of this chapter
is to pinpoint the lack of robustness in existing control strategies against grid/micro-
grid disturbances. Accordingly, the development of new control strategies for the DG
interface that overcome the aforementioned difficulties demands a special attention.
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Chapter 3
New Current Control Algorithms
for the DG Interface
3.1 Introduction
The current control system of a three-phase PWM-VSI is the key element in the control
structure of an inverter-based DG system. In fact, the generation and power quality
performance mainly depend on how well the injected current vector is regulated.
Depending on the topology of the power circuit of the inverter, two cases can be
considered for current control design. First: inverter output current control, which is
the case when the ac-side filter is either a single inductor (L) or an inductor-capacitor
(LC ) with inductor current control. Second: grid-side current control, which is the
case when a decoupling inductor is used at the grid side along with the LC ac-side
filter to form a T -type ac-side filter. The decoupling inductor is used to increase the
decoupling between the active and reactive power components of the inverter, and/or to
enhance the switching harmonics filtration with lower sizes of the LC filter. This is an
important feature for small-scale inverters, such as photovoltaic inverters, to reduce the
filter size and ease the packaging. However, due to the additional dynamics imposed by
the T -filter, the control complexity increases.
This chapter presents newly designed current control algorithms for a VSI-based DG
interface. The main design criteria are: to achieve accurate current regulation per-
formance in the presence of grid and inverter system uncertainties, to provide enough
robustness against grid voltage disturbances, including harmonics and unbalance, and to
retrain the full compatibility with digital platforms to maintain design flexibility. First,
the case of inverter output current control is considered. To achieve high bandwidth
current control characteristics, a digital deadbeat current controller with delay compen-
sation is adopted. The delay compensation method forces the delays elements, which are
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caused by voltage calculation, PWM, and synchronous frame rotation to be equivalently
placed outside the close loop control system. Hence, their effect on the closed loop sta-
bility is eliminated and the current controller can be designed with a higher bandwidth.
To ensure perfect tracking of the output current in the presence of grid disturbances and
interfacing parameter variations, an adaptive uncertainty estimator is included within
the current feedback structure. The estimated uncertainty dynamics provide the neces-
sary energy shaping in the inverter control voltage to attenuate grid voltage disturbances
and other voltage disturbances caused by interfacing parameter variation. Second, the
case of grid-side current control in a DG interface with a T -type filter is considered. A
modified power circuit model is presented. Then, a new grid-current control strategy,
based on the intermediate voltage control with delay compensation, is presented. To
ensure perfect tracking and high disturbance rejection of grid distortion, an adaptive
uncertainty estimator for the intermediate voltage and grid-side current dynamics is
included within the current feedback structure.
The remainder of this chapter is organized as follows. In Section 3.2, the proposed
inverter output current control algorithm and the associated comparative evaluation
results are presented. In Section 3.3, the proposed grid-side current control algorithm
and the associated comparative evaluation results are presented. A summary is drawn
in Section 3.4.
3.2 Inverter Output Current Control
3.2.1 System Configuration and Modeling
A system topology of a 3-phase grid-connected output-current-controlled VSI incorpo-
rated with the proposed inverter output current control scheme is depicted in Figure
3.1, where R and L represent the equivalent interfacing resistance and inductance seen
by the inverter, respectively; vs is the grid voltage; vinv is the inverter output voltage;
and iinv is the inverter output current.
To impose an arbitrary current in the inductive R-L impedance, a current controller
is usually adopted to shape the voltage applied on the inductor so that minimum current
error is achieved. A PWM scheme would ensure that the inverter current is free from
low-order harmonic distortion. However, the high-frequency current distortion due to
the switching frequency must be attenuated to cope with the power quality standards for
connection of an inverter to the grid [45]; this is the main function of the ac-side filter.
Also, the current controller should not allow system uncertainties and disturbances,

































































































Figure 3.1: Proposed inverter output current control scheme.
currents through the inverter. The development of a robust high bandwidth current
regulation scheme, which satisfies these requirements, is the main focus of this chapter.
If the current controller is designed with high bandwidth characteristics, it is possible
to carry out the current regulation in any reference frame. In particular, the natural
reference frame can be a viable candidate for current regulation to handle the grid
voltage unbalance and harmonics with low complexity. In the natural reference-frame,
the current dynamics can be represented by the following equation:
di inv
dt







































Using the nominal system parameters and considering the grid voltages as dynamic
disturbances, (3.1) can be rewritten as follows:
di inv
dt
= Acoi inv + B cov inv + Gcof (3.2)
where the subscript “o” denotes the nominal value; and f represents the lump of uncer-
tainties caused by parameter variation, grid voltage disturbance, and other un-modeled
dynamics; and it is given by
f = ∆Ri inv + ∆L
di inv
dt
+ v s + n (3.3)
where R = Ro + ∆R, L = Lo + ∆L, and n represents other uncertainties due to un-
modeled dynamics.
Considering the physical constraints, the preceding model is subjected to the follow-
ing limits. The load current is limited to the maximum continuous current of the inverter
or to the maximum available current of the inverter in a limited short-time operation.
The load voltage is limited to the maximum available output voltage of the inverter
depending on the dc-link voltage.
For a symmetric inverter output voltage, the PWM-VSI can be assumed as a zero-





where T is the discrete-time control sampling period and s is the Laplace operator.
For digital implementation of the control algorithm, the current dynamics in (3.2) can
be represented in a discrete-time domain with the conversion H (s) in (3.4), as follows:
i inv(k + 1) = Aoiinv(k) + Bovinv(k) + Gof(k) (3.5)
29
where Ao, Bo, and Go are the nominal sampled equivalents of the continuous-time
system matrices; and k is the iteration integer.
If the continuous system in (3.2) is sampled with interval T, which is much shorter
than the load time constant, then the matrices of the discrete-time system Ao, Bo, and
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3.2.2 Inverter Output Current Control Design
Assuming that the lump of uncertainties f(k) is known, and by using the discrete-time
dynamics in (3.5), the conventional deadbeat current control performance [59] can be
realized by the following control effort:
v∗inv(k) = B
−1
o {i∗inv(k + 1)−Aoiinv(k)−Gof(k)} (3.7)
where the subscript “*” denotes reference values.
The control law in (3.7) doesn’t account for system delays by assuming that the
control period is much longer than the calculation time of (3.7). Practically, when the
control period is chosen to be small in order to enhance the bandwidth, inherent and
non-negligible delays associated with the implementation of the digital control scheme
reduces the stability margins; particularly when high feedback gains are used. The
control timing sequence of a practical digital current controller can be explained as
follows. The kth cycle generated by the PWM generator starts the control process. The
synchronous sampling process starts at the kth cycle. The calculation time of the control
algorithm should end before the (k + 1)th cycle, and the command voltage is uploaded
into the PWM generator just before the (k + 1)th cycle. During the (k + 1)th period of
the control process, the control voltages, which are calculated in the previous period, are
applied to the load via the VSI. The resultant phase currents are sensed in the beginning
of the (k +2)th cycle. Hence, from the starting time of the current control to the sensing
time of the resultant phase currents, there are two-sampling-period delays. Physically,
one sampling delay is caused by the calculation time of the digital control law, and
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the second is caused by the nature of the PWM-VSI as zero-order-hold. Usually, the
controller bandwidth is reduced in order to account for practical system’s delays. This
results in lower control accuracy and failure to achieve a transient-following controller.
On the other hand, if the delay effect is appropriately compensated, the bandwidth
criterion is relaxed. In fact, the compensation of the time delay significantly increases
the current controller bandwidth without increasing the inverter’s switching frequency.
In order to enhance the bandwidth characteristics, in the presence of system delays,
a new deadbeat current control is proposed. During the (k + 1)th period of the control
process, the current is forced by the control voltage vinv(k + 1) which is calculated in
the kth period. The resultant current, which is sensed at the beginning of the (k + 2)th
period, can be given by
iinv(k + 2) = Aoiinv(k + 1) + Bovinv(k + 1) + Gof(k + 1). (3.8)
It is obvious that the current vector iinv(k+2) is affected by the current vector iinv(k+1)
and the control voltage vinv(k + 1). By using the current vector iinv(k + 1), which is
affected by the control voltage vinv(k), the current vector iinv(k + 2) can be given by
iinv(k + 2) = Ao (Aoiinv(k) + Bovinv(k) + Gof(k)) +Bovinv(k + 1) +Gof(k + 1). (3.9)
For current regulation, the current vector iinv(k+2) can be regarded as the reference
current vector. Accordingly, the appropriate control voltage can be predictably obtained
as
v∗inv(k + 1) = B
−1
o {i∗inv(k + 2)−Ao (Aoiinv(k) + Bovinv(k) + Gof(k))−Gof(k + 1)} .
(3.10)
According to (3.10), the control voltage can be calculated with the measured quantities at
the kth sample; and the two-sample delay is equivalently removed outside the closed loop
control to appear in the two-step ahead reference current vector. Under the assumption




inv(k − 2). (3.11)
Therefore, a unity gain and a phase lag corresponding to the two-sampling-period delay,
which is equivalently removed outside the closed loop to appear in the reference side,
are yielded. To compensate for this delay at the power frequency, an equal and opposite
phase shift is added to the reference trajectory using
H(ejω) = e2jω1T (3.12)
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where ω1 is the supply fundamental angular frequency.
Unlike conventional model-based current controllers, where the grid voltage is usually
measured or estimated by linear extrapolations [64] or by assuming it to be constant
over 2 or 3 sampling periods [69], the proposed controller utilizes the one-step-ahead
uncertainty dynamics f(k + 1), which can be robustly predicted through a predictive
uncertainty estimation algorithm as described below. The predictive nature of the pro-
posed estimator has the necessary phase advance of the estimated disturbance, which
compensates for system delays.
Generally, any implementation strategy of a model-based current controller is by na-
ture parameter dependent. As seen in (3.11), robust control voltage generation can be
achieved if the uncertainty dynamics f is known. However, in practical applications, the
interfacing system parameters are subjected to considerable uncertainties. Furthermore,
the grid voltage acts as a disturbance on the current dynamics and is not usually mea-
surable. Therefore, a robust inverter output current control method is proposed. The
robust controller is realized, with low computational demand, by including an adap-
tive internal model for the estimated uncertainty dynamics within the current feedback
structure. The inclusion of the estimated uncertainty dynamics provides an efficient
solution for attenuating the effects of the grid-voltage harmonics on the current control
performance. This is because the frequency modes of the disturbances to be eliminated
are included in the stable closed loop system. As a result, the controller can introduce
very high attenuation at different frequency modes corresponding to the grid-voltage
harmonics and other system uncertainties.
By considering the calculation delay, (3.5) can be re-written as
iinv(k) = Aoiinv(k − 1) + Bov∗inv(k − 2) + Gof(k − 1). (3.13)
Assuming that the nonlinearities associated with the inverter operation (particularly the
blanking time and the voltage limitation effects) are properly compensated, the actual
voltage components can be replaced with the reference ones, denoted by v∗inv in (3.13).
This assumption is justified by considering that the inverter’s switching period is much
smaller than the circuit time constant. As a result, the direct measurements which are
affected by the modulation and acquisition noise are avoided.
To estimate unknown uncertainty dynamics f, an adaptive natural observer with the
following input/output relation can be constructed:
îinv(k) = Aoiinv(k − 1) + Bov∗inv(k − 2) + Go f̂(k − 1) (3.14)
where the subscript “ˆ” denotes estimated values. Under the same input voltage and
disturbance, the estimated state vector approaches the actual state vector even though
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the observer in (3.14) has an open loop structure. Therefore, convergence of the proposed
observer can be achieved with an appropriate disturbance voltage adaptation using the
estimation error. The estimation error vector can be defined as
eσ(k) ≡ iinv(k)− îinv(k). (3.15)






The disturbance voltage can be adaptively estimated by minimizing the error function
E(k) by applying the generalized integral adaptation rule [95]. This algorithm yields a
simple adaptation law in the present online estimation problem. In order to minimize










Therefore, the change in the estimate is calculated as
f̂(k + 1) = f̂(k) + ∆f̂(k) = f̂(k)− γJ
= f̂(k) + γGoeσ(k). (3.18)
where γ is a positive adaptation gain matrix.
The adaptive estimation law in (3.18) provides a simple iterative gradient algorithm
designed to minimize (3.16). As a result, the estimate can be reliably used to embed
an internal model for the uncertainty function within the current feedback structure,
resulting in equivalent control to cancel the voltage disturbances.








Aoiinv(k) + Bovinv(k) + Go f̂(k)
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The simplicity of the adaptation law in (3.18) makes the processing demand of the pro-
posed adaptation scheme relatively low for real-time implementation, making it possible
to achieve quite small control periods.
Since the reference current vector is generated in the synchronous reference-frame,
the effect of the synchronous frame position should be considered to minimize the phase
lag in the injected current. With the aforementioned control sequence, the synchronous
frame rotates and there will be a position difference between the kth and the (k + 1)th
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interrupt times. Since the control voltage is applied during the (k + 1)th period, the
position difference can be adjusted by averaging the reference frame position over one
switching period [96]. Therefore, the corrected voltage command can be given in the
following space vector form:




where θ(k) is the synchronous frame position at the current sampling period. In addition,
the additional cross-coupling terms appearing in the synchronous reference-frame can be
easily augmented in the uncertainty function f.
The robustness of the proposed control scheme can be analyzed by considering the
discrete-time current dynamics (3.9) and the robust control law in (3.19). By substituting
(3.19) in (3.9), iinv(k + 2) can be evaluated as








+ Bo f̃(k + 1)





Aoiinv(k) + Bo [vinv(k)− f(k)] + Bo f̃(k)
)
+ Bo f̃(k + 1)
= i∗inv(k + 2)−AoBo f̃(k) + Bo f̃(k + 1).
(3.21)
Then, the tracking error can be obtained as follows:
i∗inv(k + 2)− iinv(k + 2) = AoBo f̃(k)−Bo f̃(k + 1) (3.22)
or
i∗inv(k)− iinv(k) = −Bo f̃(k − 1) + AoBo f̃(k − 2). (3.23)
As seen in (3.23), the current tracking error is proportional to the uncertainty function
estimation error. With the integral adaptation algorithm in (3.18) the convergence of the
observation and uncertainty estimation errors is guaranteed. Therefore, i∗(k)− i(k)→0
as k →∞. In addition, (3.23) shows that high attenuation of the current tracking error
due to the uncertainty estimation error is yielded. As a result, robust current control
performance against grid-side disturbances and parameter variation can be obtained
with proposed control algorithm.
3.2.3 Results
To evaluate the performance of the proposed control scheme, a grid connected PWM-
VSI-based DG unit incorporated with the proposed control scheme, as reported in Figure
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3.1, has been used. The system parameters are as follows: supply phase voltage=120
V at 60 Hz, dc-link voltage=400 V, nominal system parameters are: Lo=2.5 mH, Ro=1
Ω. The overall system is implemented in Matlab/Simulink environment. The real-time
code of the control algorithm is generated using the Real-Time-Workshop toolbox in
Matlab/Simulink environment. This tool facilitates accurate prediction of the real-time
implementation requirements and enables the designer to execute a real-time code for
a given embedded target [97]. The TMS320C31 digital signal processor (DSP) has
been chosen as an embedded platform for real-time code generation. The execution
time of the current control interrupt routine is about 120 µs. Subsequently a control
period T=150 µs is selected. With this setting, a safe CPU load coefficient 80% and a
switching frequency 6.7 kHz have been obtained. As these figures reveal, the processing
demand of the proposed control scheme is relatively modest for a DSP system, making it
possible to achieve quite high switching frequencies. Since the sharp IGBT commutation
spikes impair the current acquisition process, the synchronous sampling technique with a
symmetric space vector modulation scheme is adopted. With this method, the sampling
is performed at the beginning of each modulation cycle.
Various comparative tests are conducted to verify the feasibility of the proposed
controller under different operating conditions. Some results are reported as follows.
3.2.3.1 Effect of Grid Distortion
To illustrate the effect of grid distortion on the current control performance of an inverter-
based DG system, the case of grid-voltage harmonics and unbalance is considered as
follows:
Case #1: Grid voltage harmonics: 3% 5th harmonic, 2% 7th harmonic, and 1% 11th
harmonics.
Case #2: Grid voltage unbalance: 7% voltage unbalance factor.
Case #3: A combination of Case #1 and Case #2.
For the sake of performance comparison, the proposed current control system is
compared to the conventional PI synchronous-frame current controller under different
test cases. The stationary frame current controller is designed with nominal system
parameters and a desired bandwidth of 1.0 kHz. The proposed controller is designed
with nominal system parameters and an adaptation gain of 450. In both controllers,
the d -axis current command is set at 20 A at t≥0.0167 s, whereas the q-axis current
command is set to zero to achieve a unity power factor interface.
Figure 3.2 shows the control performance of the PI controller under the conditions
















Figure 3.2: The control performance of the PI controller under the conditions of Case #1. (a)
Injected currents. (b) Current spectra.
grid harmonics can’t be effectively compensated and the inverter output current is highly
distorted as shown in Figure 3.2(a). The effect of the feed-forward control of the grid
voltage directly injects the grid harmonics to the control voltage vector applied to the
inverter. Therefore, the output current in Figure 3.2(a) shows a THD of 7.18% (up to
the 8.16 kHz) as shown in the current spectra Figure 3.2(b). This result doesn’t meet
the IEEE Standard 1547 requirement of THD [45], which is below 5%.
Figure 3.3 shows the control performance of the proposed controller under the condi-
tions of Case #1. Figure 3.3(a) shows that high power-quality current injection is yielded
with the proposed current control scheme. Figure 3.3(b) shows a THD of 0.93%, which
is far below the recommended THD standards. The high-quality current injection is the
natural result of the high disturbance rejection ability of the proposed current controller.
Figure 3.3(c) shows the actual grid voltages and the estimated phase-a uncertainty func-
tion f̂a. The estimated uncertainty function closely tracks the actual grid voltage. Figure
3.3(d) shows the inverter voltage; the uncertainty modes can be effectively embedded in
the control effort to cancel the effect of grid harmonics.
Figure 3.4 shows the control performance of the PI controller under the conditions of
Case #2. Since the synchronous frame is rotating at the fundamental frequency, the grid
voltage unbalance leads to a negative sequence component, which appears as a second








































Figure 3.3: The control performance of the proposed inverter output current controller under
the conditions of Case #1. (a) Injected current. (b) Current spectra. (c) Grid voltages and















Figure 3.4: The control performance of the PI controller under the conditions of Case #2. (a)
Injected currents. (b) Current spectra.
and the inverter output current is distorted as shown in Figure 3.4(a). The effect of
the feed-forward control of the grid voltage directly injects the grid unbalance to the
control voltage vector applied to the inverter. Therefore, the output current in Figure
3.4(a) shows a THD of 6.85% as shown in the current spectra Figure 3.4(b). This result
doesn’t meet the IEEE Standard 1547 [45].
Figure 3.5 shows the control performance of the proposed controller under the con-
ditions of Case #2. Figure 3.5(a) shows that high power-quality current injection is
yielded with the proposed current control scheme. Figure 3.5(b) shows a THD of 0.91%,
which far below the standard THD. The high-quality current injection is the natural
result of the high disturbance rejection ability of the proposed current controller. Figure
3.5(c) shows the actual unbalanced grid voltages and the estimated phase-a uncertainty
function f̂a. The estimated uncertainty function closely tracks the actual grid voltage.
Figure 3.5(d) shows the inverter control voltage; the uncertainty modes can be effectively
embedded in the control effort to cancel the of grid voltage unbalance.
Figure 3.6 shows the control performance of the PI controller under the conditions of
Case #3. This grid voltage harmonic and unbalance severely degrade the power quality
of the injected current as shown in Figure 3.6(a). The effect of the feed-forward control of








































Figure 3.5: The control performance of the proposed inverter output current controller under
the conditions of Case #2. (a) Injected current. (b) Current spectra. (c) Grid voltages and

















Figure 3.6: The control performance of the PI controller under the conditions of Case #3. (a)
Injected currents. (b) Current spectra.
vector applied to the inverter. Therefore, the output current in Figure 3.6(a) shows a
THD of 10.94% as shown in the current spectra in Figure 3.6(b). This result doesn’t
meet the IEEE Standard 1547 [45].
Figure 3.7 shows the control performance of the proposed controller under the condi-
tions of Case #3. Figure 3.7(a) shows that high power-quality current injection is yielded
with the proposed current control scheme. Figure 3.7(b) shows a THD of 1.05%, which
is far below the standard THD. Figure 3.7(c) shows the actual distorted and unbalanced
grid voltages and the estimated phase-a uncertainty function f̂a. The estimated uncer-
tainty function closely tracks the actual grid voltage. Figure 3.7(d) shows the inverter
control voltage; the uncertainty modes can be effectively embedded in the control effort
to cancel the effect of grid voltage harmonics and unbalance.
3.2.3.2 Robustness and Stability Against Interfacing Parameter Variations
To illustrate the effect of interfacing parameters on the robustness and stability of the
DG interface, the case of uncertainties in the interfacing parameters is considered. Pos-
sible variations in the interfacing impedance parameters can take place due to grid
impedance variation, filter inductor saturation, and cable overload. Furthermore, the








































Figure 3.7: The control performance of the proposed inverter output current controller under
the conditions of Case #3. (a) Injected current. (b) Current spectra. (c) Grid voltages and








































Figure 3.8: Robustness of the conventional deadbeat current control. (a) Locus of the domi-
nant closed loop pole as a function of the interfacing inductance. (b) Current control perfor-
mance with 25% mismatch in L. (c) The corresponding control effort. (d) The corresponding
current spectra.
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harmonic frequencies compared to their nominal values at the fundamental frequency.
Figure 3.8(a) shows the dominant pole of the closed loop current tracking transfer
function with the conventional deadbeat current control law in (3.7) as a function of
the interfacing inductance. Figure 3.8(a) shows that the current dynamics becomes
unstable at 20% mismatch in the interfacing inductance. Figure 3.8(b) shows the time-
domain current response of the conventional deadbeat controller with 25% mismatch
in the interfacing inductance. The d-axis current command is set to 20 A at t≥0.0167
s, whereas the q-axis current command is set to zero. The instability of the current
control loop with the saturation effect of the current controller and the pulse width
modulator lead to sustained oscillations in the current response as shown in Figure
3.8(b). Figure 3.8(c) shows the corresponding control effort. Sustained oscillations in
the inverter output voltage are yielded due to the instability of the current control loop
saturation effect. Figure 3.8(d) shows the output current spectra, which shows a THD
of 94.98% due to current control instability.
Figure 3.9 shows the control performance of the proposed current control scheme with
60% mismatch in L and 50% mismatch in R, whereas the d -axis current command is set
to 20 A at t≥0.0167 s, whereas the q-axis current command is set to zero. Figure 3.9(a)
shows the time-domain current response; Figure 3.9(b) shows the output current spectra;
and Figure 3.9(c) shows the corresponding inverter control voltage obtained in this case.
In contrast to conventional and existing deadbeat current regulation schemes [67], the
proposed algorithm is still stable and generates the minimal low-order harmonics even
with 60% mismatch in L and 50% mismatch in R. In this case, the THD up to 8.16 kHz
is 0.96%.
The reported results indicate that the proposed control law in (3.19) can successfully
provide the necessary energy shaping performance to attenuate the grid distortion and
voltage disturbance associated with uncertainties in the DG-interface parameters. As a
result, high power quality current injected is yielded at different operating conditions.
3.3 Current Control with Decoupling Inductor
3.3.1 System Configuration and Modeling
A system topology of a grid-connected current-controlled VSI with an LC filter and
a decoupling inductor incorporated with the proposed control scheme is depicted in
Figure 3.10, where R1 and L1 represent the resistance and inductance of the inverter-
side filter inductor; R2 and L1 represent the resistance and inductance of the grid-side






























Figure 3.9: The control performance of the proposed current control scheme with 60% mis-
match in L and 50% mismatch in R. (a) Reference and injected phase-a current. (b) Current
























































































































Figure 3.10: Proposed current control scheme with decoupling inductor.
the resistance and capacitance of the filter capacitor branch; vs is the grid voltage; vc is
the filter capacitor voltage; vi is the intermediate voltage; ig is the injected grid current;
iinv is the inverter output current; and vinv is the inverter output voltage.
In the natural reference frame, the per-phase system dynamics can be represented
by the following model:
dx1
dt
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In the aforementioned dynamic model, the grid current ig and its derivative dg = i̇g
are augmented as a bias imposed on the inverter-side output current. The direct result of
this modeling approach is the inherent decoupling between the LC filter circuit and the
decoupling inductor. Therefore, a novel approach for controlling the grid-side current
via the intermediate voltage can be achieved as follows.
For a symmetric output voltage of the inverter, the PWM-VSI can be assumed as
a zero-order hold circuit with the transfer function given in (3.4). For digital imple-
mentation of the control algorithm, the power circuit dynamics in (3.24)-(3.26) can be
represented in a discrete-time domain with the conversion H (s) in (3.4), as follows:
x1(k + 1) = Atdx1(k) + Btdvinv (3.27)
vi(k) = c
Tx1(k) (3.28)
ig(k + 1) = adig(k) + bdvi(k) + gdvs(k) (3.29)
where Atd , Btd , ad, bd, and gd are the sampled equivalents of the continuous-time sys-
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where T is the sampling interval.
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3.3.2 Grid-Side Current Control Design
The output voltage in (3.28) can be given by
vi(k + 1) = c
Tx1(k + 1)
= αvc(k) + βvinv(k) + γiinv(k) + δig(k) + φdg(k)
(3.30)
where






















Then, the dynamics of vi(k) can be obtained as














The voltage dynamics in (3.31) relates vi to the inverter voltage and network currents,
which act as disturbances. By considering possible variations in system parameters, the
disturbed dynamics in (3.31) can be written as
vi(k + 1) = αovi(k) + βovinv(k) + w(k) (3.32)
where the subscript “o” denotes the nominal value and w(k) is the lump of uncertainties
imposed on vi dynamics.
Equations (3.32) can be used to synthesize the inverter control voltage that yields a




{vi(k + 1)− αovi(k)− w(k)} . (3.33)
With the control timing sequence explained in Section 3.1.2, (3.33) doesn’t account
for system delays. Therefore, high bandwidth control is not feasible. A time delay
compensator is necessary to alleviate this limitation. By assuming that w(k) is known
and following the same approach used to derive (3.10), the delay elements can be removed
to the reference value as follows:
v∗inv(k + 1) =
1
βo
{v∗i (k)− αo (αovi(k) + βovinv(k) + w(k))− w(k + 1)} (3.34)
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where the subscript “*” denotes the reference value.
The reference voltage v∗i (k) can be calculated to regulate the grid current using (3.29).
The grid-current dynamics is subjected to grid uncertainties, including grid impedance
variation and grid voltage disturbances; therefore, (3.29) can be written as
ig(k + 1) = adoig(k) + bdovi(k) + gdofg(k) (3.35)
where the subscript “o” denotes the nominal value and fg is the lump of uncertainties
imposed on ig dynamics.
Assuming that fg(k) is known, and by using the discrete-time dynamics in (3.29),





i∗g(k + 1)− adoig(k)− gdofg(k)
}
(3.36)
where the subscript “*” denotes reference values.
Then, the inverter control voltage can be calculated as






i∗g(k + 1)− adoig(k)− gdofg(k)
}




It is clear that (3.32) and (3.35) represent the power circuit dynamics. However, un-
known dynamics w and fg should be estimated to robustly calculate the control voltage.
Relying on the simplified system model given by (3.32) and (3.35), an adaptive system
observer with the following input/output relation can be constructed:

































Under the same input voltage and disturbance, the estimated voltage approaches
the actual one even though the observer in (3.38) has an open loop structure. There-
fore, convergence of the voltage proposed observer can be achieved with an appropriate
disturbance adaptation using the estimation error
ec(k) = xc(k)− x̂c(k). (3.39)
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Then, the adaptation rule can be derived as follows:
ŵ(k + 1) = ŵ(k) + ∆ŵ(k)
= ŵ(k)− η∂Ec
∂ŵ







is an adaptation gain matrix.
The adaptive estimation law in (3.41) provides a simple iterative gradient algorithm
designed to minimize (3.40). As a result, the estimate can be reliably used to embed
an internal model for the uncertainty function within the current feedback structure,
resulting in equivalent control to cancel the power circuit disturbances. Therefore, the
estimated uncertainty function can be used to robustly calculate the control voltage as
follows:






i∗g(k + 1)− adoig(k)− gdof̂g(k)
}





To evaluate the performance of the proposed control scheme, a three-phase grid con-
nected PWM-VSI-based DG unit, as reported in Figure 3.10, has been used. The system
parameters are as follows: supply phase voltage=120 V at 60 Hz, dc-link voltage=400
V, nominal system parameters are as follows: L1= 1.0 mH, R1= 0.2 Ω, L2= 1.2 mH,
R2= 0.5 Ω, Cf= 7.5 µF, and Rc= 0.1 Ω. The overall system is digitally simulated un-
der Matlab/Simulink environment with real-time code generation support. A converter
switching frequency of 6.67 kHz has been selected. As a result, a control sampling time
T=150 µs is yielded.
For the sake of performance comparison, the performance of the proposed current
regulation scheme is compared to that of the stationary frame proportional resonant
controller (P-RES). The P-RES controller is a generalized version of the PI controller,
which provides a potential in canceling the tracking errors by means of a resonant com-
pensator; normally tuned at the fundamental frequency. The parameters of the P-RES
controller are chosen according to the guidelines provided in [17] as a tradeoff between
the grid harmonics attenuation and the dynamic performances. For both examined con-
















Figure 3.11: Dynamic performance and the grid distortion rejection ability of the P-RES
controller tuned to yield a damped transient response. (a) Reference and injected gird currents.
(b) Current spectra.
for t≥0.0167. The case of distorted grid voltage is examined where the grid voltage
harmonics are: 3% 5th harmonic, 2% 7th harmonic, and 1% 11th harmonic.
Figure 3.11 shows the dynamic performance and the grid distortion rejection ability
of the P-RES controller. The controller is tuned to yield a damped transient response
with a proportional gain of 0.6. It is evident in Figure 3.11(a) that the disturbance
rejection performance is poor. The resultant THD in the injected current is 8.41% as
given by the current spectra of Figure 3.11(b).
To increase the harmonic impedance of the P-RES current controller, the proportional
gain has been increased to 1.1, which is just below the maximum proportional gain 1.26
that preserves system stability. Figure 3.12(a) shows the dynamic performance and the
grid distortion rejection ability of the P-RES controller with higher harmonic impedance.
Although the disturbance rejection has been improved, the transient response becomes
more under-damped as depicted in Figure 3.12(a). Figure 3.12(b) shows the current
spectra in this case; the THD in the injected current is 6.53%.
Since the proposed control structure relies on embedding the frequency modes of the
grid harmonics and disturbances through the closed loop current controller, the current

















Figure 3.12: Dynamic performance and the grid distortion rejection ability of the P-RES
controller tuned to yield high harmonic impedance. a) Reference and injected gird currents.
(b) Current spectra.
realized through uncertainty estimation and compensation control. Figure 3.13 shows the
dynamic performance and the grid distortion rejection ability of the proposed controller.
The injected grid current is well controlled to the reference value with minimal harmonics
as shown in Figure 3.13(a). The THD of the injected current is 0.95% as depicted in
Figure 3.13(b). Figure 3.13(c) shows the actual and estimated grid-side uncertainty
function. The estimate closely tracks the actual grid voltage disturbance. The estimate
is used to embed the frequency modes of the grid distortion in the inverter control
voltage, which is shown in Figure 3.13(d).
3.4 Summary
This chapter has presented newly designed current control algorithms for a VSI-based
DG interface. First, to achieve high bandwidth current control characteristics, a digi-
tal deadbeat current controller with delay compensation has been designed. The delay
compensation method forces the delays elements, caused by voltage calculation, PWM,
and synchronous frame rotation to be equivalently placed outside the close loop control
system. Hence, their effect on the closed loop stability is eliminated and the current








































Figure 3.13: The dynamic performance and the grid distortion rejection ability of the proposed
grid-side current controller. a) Reference and injected gird currents. (b) Current spectra. (c)
Grid voltage and estimated gird-side uncertainty function. (a) Inverter control voltage.
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of the output current in the presence of grid disturbances and interfacing parameter vari-
ation, an adaptive uncertainty estimator has been included within the current feedback
structure. The estimated uncertainty dynamics provide the necessary energy shaping
in the inverter control voltage to attenuate grid voltage disturbances and other voltage
disturbances caused by interfacing parameter variations. The current control algorithm
has been applied to the case of inverter output current control. It has been extended,
through a modified power circuit model and a new intermediate voltage control approach,
to the case of grid current control in a DG interface with a T -type filter
The salient features of the proposed current controllers are: 1) high power quality
current injection even under distorted grid conditions; 2) high bandwidth characteristics
with considerably low computational demand; 3) high robustness against uncertainties




Interface Monitoring Unit Featuring
Grid-Voltage Sensorless Operation
4.1 Introduction
To reduce system’s cost and to increase its reliability, it is highly desirable to realize
a grid-interfacing scheme with the minimum number of sensing elements. Along with
the reliability and cost enhancements, significant performance enhancements can be ob-
tained by eliminating the grid voltage sensors in an inverter-based DG interface. Among
these are: 1) the elimination of the residual negative sequence and voltage feed-forward
compensation errors (the injected currents are so sensitive to minute variations in the
reference voltage vector, which highly depends on the feed-forward compensation con-
trol), and 2) the positive contribution to the robustness of the power sharing mechanism
in paralleled inverter systems, where the power-sharing mechanism is generally based on
open-loop controllers.
Since the current control and power sharing performances are so sensitive to minute
variations in the voltage command, it seems appropriate to design the control system
without using grid-voltage sensors. This is addressed as a grid-voltage sensorless inter-
facing scheme, where the voltage information is estimated based on the current measure-
ments. By this way, the extreme sensitivity to voltage measurements would be avoided.
However, any model-based grid-voltage estimator is by nature parameter-dependent.
While the grid and interfacing parameters are time varying, the sensitivity of the in-
terface control system to uncertainties in the interfacing impedance becomes higher as
the voltage estimator dynamics will be dependent on system parameters. In addition,
the resultant estimation problem becomes nonlinear when the grid voltage information
is not available.



















































Figure 4.1: Proposed grid-voltage sensorless interfacing scheme.
within the DG interface, where a single unit can perform multiple tasks, such as grid
monitoring, synchronization, and self-commissioning/self-tuning control. The develop-
ment of a single unit that performs these functions in a computationally efficient manner
demands special attention.
This chapter presents an interface-monitoring unit featuring grid voltage sensorless
operation for inverter-based DG. Two designs are investigated. First, an interface-
monitoring unit, based on parallel adaptive observers, is designed with low computational
demand to estimate the grid voltage and the interfacing parameters simultaneously. Sec-
ond, due to the nonlinear nature of the estimation problem and the periodic time-varying
nature of the grid voltage, the second design of the adaptive estimation unit utilizes a
neural network (NN)-based adaptation algorithm, which works as a real-time optimiza-
tion agent. To robustly extract the grid voltage vector position, a resonant filter-based
three-phase PLL is proposed. To guarantee high power quality injection, a grid-voltage
sensorless average-power control loop is realized using the estimated grid voltage.
Figure 4.1 shows the proposed grid-voltage sensorless interfacing scheme with the
interface monitoring unit. The scheme consists of an interface monitoring unit, which
provides a real-time estimate of the interfacing parameters and the grid voltage vector at
the PCC, a deadbeat current control loop to achieve optimal dynamic response from the
inverter, and an average power controller to generate the reference current vector. The-
oretical analysis and design procedure of different loops are provided in the subsequent
sections as follows. Section 4.2 details the first design of the proposed monitoring unit.
In Section 4.3, a second design, based on a NN-based optimization agent, is presented.
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Section 4.4 presents a robust and simple method to estimate the position of the grid-
voltage-vector. In Section 4.5, an adaptive self-tuning version of the proposed inverter
output current deadbeat current controller, presented in Chapter 3, is introduced. The
proposed average power controller is presented in Section 4.6. Simulation results are
given in Section 4.7. A summary is drawn in Section 4.8.
4.2 Interface Monitoring Unit – Design #1
Accurate knowledge of the interfacing parameters seen by the inverter and the grid
voltage is required in order to implement a robust voltage-sensorless interfacing scheme.
This section presents a novel estimation unit, based on parallel observers, to estimate
all of these parameters with low computational burden and high accuracy.
The monitoring unit is designed to estimate the interfacing parameters and the grid
voltage simultaneously. A reliable solution to the present nonlinear estimation problem
is realized by adopting two estimators working in parallel to linearize the estimation
problem. A simple adaptation algorithm based on the steepest descent method is used to
estimate the grid voltage at the PCC. The system’s model becomes undisturbed when the
estimated grid voltage is combined with the current dynamics. Relying on the simplified
model, a natural adaptive observer is used to estimate unknown interfacing parameters
by minimizing the parameter estimation error by an iterative gradient algorithm offered
by the projection algorithm (PA) [98]. To properly tune the proposed estimation unit,
a discrete-time Lyapunov stability analysis [95], based on the augmented estimation
error dynamics, is presented. Figure 4.2 shows the adaptive-observers-based interface
monitoring unit.
4.2.1 Estimation Algorithm
In the stationary reference frame, the current dynamics can be reasonably represented


































where vα, vβ, iα, iβ are the α- and β- axis inverter’s voltages and currents; and vsα, vsβ
are the α- and β- axis components of the grid voltage vector.
With the conversion H(s) in (3.4), the discrete-time dynamics of the inverter output




































































































Figure 4.2: Parallel-observers-based monitoring unit.








































A more practical model would consider the calculation delay associated with the
digital implementation of the control algorithm. Practically, when a small control period
is chosen, inherent and non-negligible delays associated with the implementation of the
digital control scheme reduces the stability margins; particularly when high feedback






















By time-shifting (4.5) and taking the advantage of the decoupled symmetry of A and





















where a = 1− TR
L
and b = T
L
.
Since the inverter’s switching period is much smaller than the power circuit time
constant, the actual voltage components can be replaced with the reference ones, denoted
by v∗α and v
∗
β in (4.6). As a result, direct measurements, which are affected by the
modulation and acquisition noise, are avoided.
In the application of the control system, the actual parameters a and b are assumed
to be unknown, and they should be adjusted in real-time by a parameter estimator
which can provide estimated values â and b̂. If the grid voltage is measured, then the
dynamics in (4.6) belongs to a linear estimation problem. However, when the grid voltage
is unknown, the estimation problem becomes nonlinear and any parameter estimation
technique will lead to biased estimates. In this study, the aforementioned problem is
addressed by adopting an interfacing parameter estimator combined with a grid-voltage
estimator. Both estimators work in parallel to linearize the estimation process, with low
computational demand.





by the feed-forward compensation control, the system’s model in (4.6) is remarkably































, and superscripts “ˆ” and “*”
denote estimated and reference quantities, respectively.
There are only two parameters to be estimated; therefore either the α- or β- current
dynamics can be used in the estimation phase. Relying on the simplified model in (4.7)
and using the α-axis current dynamics, let the dynamics to be identified in the form:
iα(k) = aiα(k − 1) + bu∗α(k − 1) = RT (k − 1)Θ(k) (4.8)




iα(k − 1) u∗α(k − 1)
]T
is the in-














Ri(k − 1)θ̂i(k). (4.9)
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The observer in (4.9) has the natural dynamic characteristics of the current dynamics,
such as bounded-input bounded-output stability, provided that the estimated parameters
are bounded within certain limits. Therefore, the convergence of the proposed estimator
can be achieved with an appropriate parameter vector adaptation using the estimation
error.
Using (4.8) and (4.9), the current estimation error eθ ≡ iα(k)− îα(k) will be produced
due to any mismatch between the estimated current and the actual one. This error is
produced mainly by parameter variation. Accordingly, it can be used to adaptively









that minimizes the error. To achieve this objective, an iterative gradient algorithm based
on the PA is used.
The weight vector Θ̂(k) is recursively updated using the PA as follows:
Θ̂(k + 1) = Θ̂(k) +
rR(k − 1)eθ(k)
ε + RT (k − 1)R(k − 1) (4.10)
where r is a reduction factor and ε is a small value to avoid division by zero if RT (k −
1)R(k − 1) = 0.
In the foregoing analysis, it is assumed that the grid voltage is reliably estimated;
hence, unbiased estimation results can be obtained with the parameter estimator. To
estimate unknown grid voltage vector, an adaptive observer with the following in-






























mated grid voltage vector.
The convergence of the grid-voltage estimator can be achieved with an adaptive




in order to minimize a predefined
performance index. To show the adaptation algorithm, the estimation error vector can















Due to the properties of guaranteed convergence, and optimizing the performance, a










The disturbance voltage can be adaptively estimated by minimizing the error function






































































where γ is a positive adaptation gain.
The adaptive learning law in (4.16) provides a simple iterative gradient algorithm
designed to minimize (4.13) in real-time. As a result, the estimate can be reliably used





is fed-forward to (4.8) resulting in equivalent excitation
signal to cancel the voltage disturbance. As a result, the unbiased parameter estimate
Θ̂ can be reliably used to tune the grid-voltage estimator in (4.11). Subsequently, the
disturbance voltage information can be precisely observed even under parameter varia-
tion. Using the preceding recursive process, the voltage disturbance and the interfacing
parameters will quickly converge into their real values. The estimated quantities can be
reliably used to realize a robust grid-voltage sensorless interfacing scheme [99].
4.2.2 Stability and Convergence Analysis
This section analyzes the stability of the proposed adaptive-observers-based estimation
unit and gives a guideline in tuning the unit parameters using a Lyapunov function.
Two Lyapunov function candidates for the error equation (4.12) and the parameter
estimator (4.10) are utilized. The total Lyapunov function is selected as
VT
(
eα(k), eβ(k), Θ̃(k), k
)














where eα(k) and eβ(k) are the estimation errors defined in (4.12); and Θ̃(k) is the
interfacing parameter estimation error, defined as
Θ̃(k) ≡ Θ(k)− Θ̂(k). (4.18)
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The Lyapunov’s convergence criterion must be satisfied such that
VT (k)∆VT (k) < 0 (4.19)
where ∆VT (k) = ∆V1(k) + ∆V2(k) is the change in the total Lyapunov function.
The stability condition in (4.19) is satisfied when ∆VT (k) < 0 as VT (k) is defined as
an arbitrary positive. Firstly, ∆V1(k) is given by
∆V1(k) = V1 (eα(k + 1), eβ(k + 1))− V1 (eα(k), eβ(k)) < 0. (4.20)
Since the grid voltage can be assumed to be naturally continuous and its bandwidth is
much lower than the observation period, the change in the error ∆eα(k) and ∆eβ(k) due







eα(k + 1)− eα(k)


























Accordingly, ∆V1(k) can be represented as




































































































To satisfy the stability condition in (4.20), the learning rate γ is chosen as























By using the parameter estimation error dynamics, ∆V2(k) can be evaluated as
∆V2(k) =
∥∥∥∥∥Θ̃(k)−
rR(k − 1)R(k − 1)Θ̃(k)









ε + RT (k − 1)R(k − 1)
[
−2 + rR
T (k − 1)R(k − 1)




If ε > 0 and 0 < r < 2 are assumed, the bracketed term in (4.26) is negative and
consequently the stability condition in (4.25) is satisfied.
Using the abovementioned conditions, it can be shown that ∆VT (k) = ∆V1(k) +
∆V2(k) < 0 and it follows that the augmented error is monotonically non-increasing.
Therefore, the convergence is guaranteed and the estimates can be reliably used in the
control system design.
4.3 Interface Monitoring Unit – Design #2
Due to the nonlinear nature of the estimation problem and the periodic time-varying
nature of the grid voltage, a NN-based identification approach has been investigated.
The self-learning feature of the NN adaptation algorithm allows a feasible and easy
adaptation design at different operating conditions [100]-[103].
Figure 4.3 shows the second design of the proposed interface monitoring unit. The
algorithm utilizes an adjustable current dynamics reference model in the stationary-
reference frame, which runs in parallel with the actual inverter current dynamics; the
later acts as a reference model [104]. The grid voltage estimator utilizes a NN-based
adaptation algorithm, which employs a three-layer feed-forward NN working as a real-
time optimization agent for the present estimation problem. The estimated grid voltage
can be regarded as a quasi-input signal, which can be included in the model excita-
tion voltage; hence, undisturbed model is yielded. Relying on the undisturbed model,
a simple parameter estimator is used to estimate unknown interfacing parameters by





























































Figure 4.3: NN-based interface monitoring unit.
4.3.1 Estimation Algorithm
To estimate the grid voltage vector, suppose that the interfacing parameters R and L






















where superscripts “ˆ” and “*” denote estimated and reference quantities, respectively.
The convergence of the adjustable model in (4.27) can be achieved with an appro-












A three-layer NN, as shown in Figure 4.4, which comprises an input layer (the i layer),
a hidden layer (the j layer), and an output layer (the k layer), is adopted to implement the
proposed NN-based adaptation algorithm. The inputs of the NN adaptation algorithm
are e(k) and ∆e(k), whereas the output is the estimated grid voltage vector v̂s. The




















Figure 4.4: NN structure.
the estimation error in (4.28) is minimized. The signal propagation and the fundamental











i = 1, 2
(4.29)



































are the connective weights between the input and the hidden


































are the connective weights between the hidden and the
output layers.
In the present online learning algorithm, the weight adaptation rules are synthesized





The Lyapunov’s convergence criterion must be satisfied such that
V3(k)∆V3(k) < 0 (4.33)
where ∆V3(k) is the change in the Lyapunov function.
The stability condition in (4.33) is satisfied when ∆V3(k) < 0 as V3(k) is defined as
an arbitrary positive.
For the error dynamics in (4.28) and with the chosen Lyapunov function, the sensi-
tivity of the controlled system is not required in the online learning algorithm. On the
other hand, complex identification techniques are needed to identify the Jacobian of the
controlled plant in the traditional back-propagation learning algorithm [101]-[102]. The
learning algorithm aims at evaluating the derivatives of the Lyapunov energy function
with respect to the network parameters, so that ∆V3(k) < 0 is satisfied. Accordingly,
the output layer weights Wkj are updated as follows:


















where ηkj is the learning rate of the connected weight vector Wkj. Similarly, the hidden
layer weights are updated as follows:


































where ηji is the learning rate of the connected weight vector Wji.
The update rules in (4.34) and (4.35) provide an iterative gradient algorithm designed
to minimize the energy function in (4.30). Since the gradient vector is calculated in the
direction opposite to the energy flow, the convergence of the NN is feasible.
With the NN grid voltage estimator, the estimated grid voltage can be regarded as a
quasi-input signal, which can be used for feed-forward control. Subsequently, the current
dynamics model becomes undisturbed. Therefore, the α-axis current dynamics,
iα(k) = aiα(k − 1) + bu∗α(k − 1) = RT (k − 1)Θ(k) (4.36)
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where R(k − 1) = [ iα(k − 1) u∗α(k − 1)
]T





is a parameter vector, and they can be used in a recursive





parameters. The estimation error
{
iα(k)−RT (k − 1)Θ̂(k)
}
will be produced mainly
by parameter variation. The parameter vector Θ̂(k) is recursively updated using the PA
as follows:
Θ̂(k + 1) = Θ̂(k) +
rR(k − 1)
{
iα(k)−RT (k − 1)Θ̂(k)
}
ε + RT (k − 1)R(k − 1) (4.37)
where r ∈ [0, 2] is a reduction factor, and ε is a small value to avoid division by zero if
RT (k − 1)R(k − 1) = 0.
As stated earlier, the continuous update of the parameter estimate and the grid
voltage yields unbiased parameter estimate and accurate grid-voltage information. The
estimated quantities can be reliably used to realize an adaptive grid-voltage sensorless
interfacing scheme.
4.3.2 Stability and Convergence Analysis
This section analyzes the stability of the proposed NN-based estimation unit and gives
a guideline in tuning the unit parameters using a Lyapunov function.
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The Lyapunov’s convergence criterion must be satisfied such that VT (k)∆VT (k) < 0
where ∆VT (k) = ∆V1(k) + ∆V2(k) is the change in the total Lyapunov function.
Firstly, the change in the Lyapunov function ∆V1(k) is given by
∆V1(k) = V1 (eα(k + 1), eβ(k + 1))− V1 (eα(k), eβ(k)) < 0. (4.39)
The change in the error ∆eα(k) and ∆eβ(k) due to the adaptation of the weight vector







eα(k + 1)− eα(k)


























, then the following incremental error dynamics
















By substituting (4.41) in (4.40), ∆V1(k) can be represented as


































To satisfy the convergence condition ∆V1(k) < 0, the learning rate ηkj should satisfy











Since 0 < Oαj < 1, 0 < O
β
j < 1, and j=1,..,Rkj, where Rkj is the number of weights
between the output and hidden layer, then by the definition of he usual Euclidean norm
in <n,
∥∥Oαj





The change in the error ∆eα(k) and ∆eβ(k) due to the adaptation of the weight







eα(k + 1)− eα(k)











































, the following incremental error dynam-





































By substituting (4.45) in (4.44), ∆V1(k) can be represented as












































































To satisfy the convergence condition ∆V1(k) < 0, the learning rate ηji should satisfy





































Since the weights-update rules are synthesized in the direction opposite to the en-
ergy flow, the weights between the hidden and output layers are bounded. Since the
parameters of the NN are bounded, the convergence is guaranteed.









< 0 as shown in (4.26).
Using the abovementioned conditions, it can be shown that ∆VT (k) = ∆V1(k) +
∆V2(k) < 0. Therefore, the convergence is guaranteed and the estimates can be reliably
used in the control system design.
4.4 Grid-Voltage-Vector Position Estimation
Smooth and accurate information of the position of the grid-voltage vector is necessary
to guarantee high power quality injection. In many cases, the grid voltage might be con-
taminated by harmonics, which may have been produced by the power converter itself
or propagated through the system. In addition, the presence of negative sequence com-
ponent, due to grid voltage unbalance, appears as a second harmonic in the stationary
reference frame. Therefore, there is a strong need to provide a smooth estimate of the
grid-voltage position even under distorted grid voltage at the PCC.
Toward this, a simple and robust synchronization method is proposed. The method
utilizes a new sensorless dq-PLL with a resonant filter tuned at the fundamental grid
frequency. The utilization of resonant filters in the synchronization problem provides
high attenuation for the frequency modes to be eliminated from the controlled tracking
error. In addition, the states of a second order resonant filter are in quadrature. This
feature enables the utilization of only one filter for both voltage components in the
stationary reference-frame, hence, yielding a computationally efficient solution.
The following state-space model represents a second order resonant filter tuned at
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the fundamental power frequency:
dxf
dt
= Afxf + Bfuf (4.48)





















where ω1 is the fundamental power frequency; xf is the filtered signal vector; uf is the
input signal; and Kf is the filter gain.
For digital implementations, the discretized model of (4.48) and (4.49) can be ob-
tained as follows:
xf (k + 1) = Afdxf (k) + Bfduf (k) (4.50)
y(k) = Cxf (k) (4.51)
where











Figure 4.5 depicts the structure of the proposed grid-voltage sensorless PLL algo-
rithm. The input signal uf is the estimated α-axis component of the grid voltage vector





formed to the synchronous reference frame using the estimated grid angle θ̂. The q-axis
grid voltage is used to generate the estimated grid angle using a digital loop filter. A PI
digital loop filter can be represented by:
GLF = KP
z (z − (1− T/τ))
(z − 1)2 (4.52)
where KP is the proportional gain and τ is loop filter time constant.
Since the resonant filter handles the disturbance rejection function, the loop filter
parameters could be chosen to achieve predefined tracking characteristics in the sense of
a standard second order system, which represents the small signal dynamics of the PLL.
The disturbance rejection performance of the resonant filter depends on the filter gain
Kf . Figure 4.6 shows the frequency response of the closed loop dynamics of the resonant
filter for different values of the loop gain. It is clear that with lower values of the filter
gain, better attenuation is yielded. However, the transient response becomes slower.
Therefore, a tradeoff between the transient response and the attenuation performance

















































Figure 4.6: Frequency characteristics of the PLL resonant filter.
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4.5 Adaptive Self-Tuning Deadbeat Current Con-
trol
A newly designed adaptive grid-voltage sensorless deadbeat controller can be extended
from the deadbeat current inverter output control algorithm presented in Chapter 3.
By examining the outputs of the adaptive estimation unit, it can be noticed that the
predictive nature of the proposed grid voltage estimator has the necessary phase advance
of the estimated voltage to partially compensate for system delays. Furthermore, the
interfacing parameter estimator can provide a reliable unbiased real-time estimate of
plant parameters. Therefore, an adaptive deadbeat control performance can be yielded
by utilizing the outputs of the identification unit for real-time design of the deadbeat
controller.
Following the detailed approach in Section 3.2, the current dynamics can be controlled
to yield a deadbeat current control response, in the presence of system delays, with the
following control law:




i∗inv(k + 2)− a2iinv(k)− ab (vinv(k)− vs(k))
}
+ vs(k + 1). (4.53)
Using the estimated quantities, the control voltage can be calculated as follows:




i∗inv(k + 2)− â2iinv(k)− âb̂ (vinv(k)− v̂s(k))
}
+ v̂s(k + 1). (4.54)
The resulting deadbeat controller differs from existing methods [58]-[70] in the fol-
lowing ways: 1) robust current control performance can be yielded under the occurrence
of large system uncertainties due to the self-tuning feature; 2) high robustness under the
challenging condition of grid voltage sensorless operation, as the estimated grid voltage
is used to calculate the control voltage; 3) no additional hardware is needed for delay
compensation; and 4) inherent self-commissioning/self-tuning features.
4.6 Grid-Voltage Sensorless Power Control
The power control loop can be realized to achieve either instantaneous or average power
control performance. Instantaneous power control is more suitable for active filtering
and harmonics compensation. On the other hand, the average power is more suited for
high power quality injection. The proposed interfacing scheme fits both power control
strategies. In particular, the robust deadbeat current control performance enables fast
an accurate tracking of highly dynamic reference current trajectories. In this chapter, a
grid-voltage sensorless average power control loop is proposed.
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To ensure high power quality, the outer power control loop should offer a relatively
slowly changing current reference trajectory. Since the required power transient response
is much slower than the current dynamics, the reference current can be filtered to ensure
high quality inductor current. Based on the time-scale separation between the power
and current dynamics, the output power variation depends only on the variation of the
grid voltage within the control cycle. Using the active and reactive power references p∗

















To compensate for the filter-capacitor current component, the inductor current ref-























where Zc is the capacitor impedance.
























To provide a sufficient attenuation for the harmonic content in reference current









i∗df (k − 1)






i∗invd(k)− i∗invd(k − 1)
i∗invq(k)− i∗invq(k − 1)
]
(4.58)
where i∗df and i
∗
qf are the filtered d- and q- axis reference current components, respectively,
and 1
σ
is the filter cut-off frequency. It should be noted that the filter cut-off frequency
should be low enough to provide sufficient attenuation of reference-current harmonics
caused by voltage harmonics. At the same time, it should be high enough to provide a
reasonable dynamic response of the power control loop. Figure 4.7 depicts the structure
of the proposed voltage-sensorless power controller.
4.7 Results
To evaluate the performance of the proposed control scheme, a grid connected PWM-








































































Figure 4.7: Proposed voltage-sensorless average power controller.
4.1, has been used. The system parameters are as follows: supply phase voltage=120 V
at 60 Hz, dc-link voltage=500 V, nominal system parameters are: Lo=2.5 mH, Ro=1.0
Ω. The overall system is digitally simulated under Matlab/Simulink environment with
real-time code generation support. A converter switching frequency of 6.67 kHz has been
selected. As a result, a control sampling time T=150 µs is yielded.
Various comparative tests are conducted to verify the feasibility of the proposed
controller under different operating conditions. Some results are reported as follows.
4.7.1 Dynamic Performance of the Proposed Monitoring Unit
To evaluate the performance of the proposed monitoring unit, uncertainties in the inter-
facing parameters as 60% mismatch in L and 50% mismatch in R are considered. First,
the parallel-observers-based monitoring unit is tested. The convergence time of the grid
voltage estimator is adjusted by selecting an appropriate adaptation gain γ to achieve
adequate convergence properties with enough robustness, and to cope with the band-
width characteristics of the observed voltage. Same observations hold for the selection
of the reduction factor r in the interfacing parameter identifier, which determines the
stability and convergence properties of the projection-learning algorithm. The following
design parameters are used to yield fast and stable performance of the proposed estima-
tion unit: r=0.65, ε=0.001, initial parameter vector Θ̂(0) = [ao, bo]
T = [0.9418, 0.0582]T ,
γ=450, and Kf=100.
Figure 4.8 depicts the dynamics of the proposed parallel-observers-based monitoring
unit. In this scenario, the d -axis current command is set to 20 A at t≥0.0167 s and the
q-axis current command is set to zero. Figure 4.8(a) shows phase-a current response
with the proposed control scheme. In spite of the presence of large system uncertainties,
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the actual current tracks its reference trajectory precisely due to the self-tuning control.
Figure 4.8(b) shows the estimated phase-a grid voltage. The estimate converges to its
real value within 1.0 ms. Figure 4.8(c) shows the estimated interfacing resistance. The
estimate converges in less than 15 iterations (2.2 ms) to 1.51 Ω, which is very close to
the expected value 1.5 Ω. Figure 4.8(d) shows the estimated interfacing inductance. The
estimate converges in less than 15 iterations (2.2 ms) 4.025 mH, which is very close to
the expected value 4 mH.
Second, the NN-based monitoring unit is tested. The following design parameters
are used to yield fast and stable performance of the NN-based estimation unit: r=0.65,
ε=0.001, initial parameter vector Θ̂(0) = [ao, bo]
T = [0.9418, 0.0582]T , ηkj=450, Kf=100,
and ηji is dynamically adjusted according to (4.47).
Figure 4.9 depicts the dynamics of the proposed NN-based monitoring unit. In this
scenario, the d -axis current command is set to 20 A at t≥ 0.0167 s and the q-axis current
command is set to zero. Figure 4.8(a) shows phase-a current response. Figure 4.9(b)
shows the estimated phase-a grid voltage. Figure 4.9(c) shows the estimated interfacing
resistance. Figure 4.9(d) shows the estimated interfacing inductance. It is clear that
more smooth estimates are obtained with the proposed NN-algorithm. However, this
comes at the cost of additional computational burden.
Figures 4.8 and 4.9 reveal that both the monitoring units guarantee precise unbiased
estimates with fast convergence properties. Therefore, the estimated quantities can be
reliably used in different control blocks within the interfacing scheme. Furthermore, the
fact that the proposed grid-voltage sensorless algorithm has a natural sensitivity to the
system perturbations can be utilized to achieve a low-cost islanding-detection method,
which can be classified as a passive method where no external excitation signals are
needed.
4.7.2 Dynamic Performance of the Proposed Self-Tuning Cur-
rent Control
The proposed monitoring unit enables powerful adaptation features that can be utilized
to achieve an adaptive self-tuning control structure as shown in (4.54). For the sake of
performance comparison, the proposed current controller is compared to the conventional
deadbeat current controller [59]. Both controllers are tuned using the nominal plant
parameters. The interfacing parameters are set to their nominal values as well. Figure
4.10 shows the steady state performance of the conventional deadbeat current controller
implemented in a full digital system with a 150 µs control period. The d-axis current

































Time [s](c)  
Time [s](d)  
 
Figure 4.8: Dynamics of the proposed parallel-observers-based monitoring unit. (a) Phase-a


































Time [s](c)  
Time [s](d)  
 
Figure 4.9: Dynamics of the proposed NN-based monitoring unit. (a) Phase-a current. (b)


















 Figure 4.10: Performance of the conventional deadbeat current controller implemented in full
digital system.
more period is needed for the control voltage calculation, the conventional deadbeat
algorithm leads to sustained oscillations (limit cycles) in the phase-a current response as
depicted in Figure 4.10. These oscillations and the poor dynamic response are indeed the
result of the instability of the control system. The over-modulation of the PWM limits
the magnitude of these oscillations. In a trade-off between the bandwidth requirements
and the stability, the conventional deadbeat controller should be designed with a lower
equivalent feedback gains; this negates the deadbeat control performance and, therefore,
lower control bandwidth is yielded.
Figure 4.11 shows the current response of the proposed deadbeat controller. In Figure
4.11(a), the d -axis current command is changed from 0 to 20 A at t=0.0167 s, i.e., a
rising step current command. It can be seen that the actual d -axis current component
tracks its reference trajectory precisely with a rise time about 280 µs. In Figure 4.11(b),
the q-axis current command is set to zero. The actual q-axis current component is well
regulated to the commanded value. The q-axis current slightly deviates from zero in the
transient state of the d -axis component and has no steady-state error. The corresponding
phase-a current response is depicted in Figure 4.11(c).
The stability and robustness of the inner current control is mainly affected by param-
eter variation. The sensitivity to parameter variation increases when the grid voltage is
estimated. Figure 4.12 depicts the results of sensitivity analysis. Figure 4.12(a) shows
the level of uncertainty in L at which instability occurs, in the conventional controller,
at different values of Lo with Ro as a parameter. Two cases are considered, first when
the grid voltage is measured; second, when the grid voltage is estimated. As the fig-
ure reveals, the conventional deadbeat current controller is driven into instability with
about 10% mismatch in L when the grid voltage is measured. When the grid voltage
is estimated, the conventional deadbeat controller becomes unstable with 5% mismatch







































Figure 4.11: Performance of the proposed self-tuning deadbeat current controller implemented
in full digital system.
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with small levels of uncertainty in L. This observation shows that a practical deadbeat
controller should offer enough robustness against the variation in both R and L. The
stability margin is greatly reduced when the grid voltage is estimated as depicted in
Figure 4.12(a). In the proposed controller, where both parameters R and L are reliably
estimated and used for the self-tuning control, which in turns enables the “re-design” of
the deadbeat controller in real-time at different parameters, the stability of the deadbeat
controller becomes independent of system parameters.
Even with small changes in system parameters, the relative stability of the conven-
tional deadbeat current controller is affected. Figure 4.12 (a), (b) evaluates the relative
stability of the conventional and proposed controllers in terms of the peak overshoot
in step response as a function of the uncertainty in L and R, respectively. With the
conventional controller, small changes in the interfacing parameters lead to considerable
drift in poles locations, hence affecting the relative stability of the closed loop system.
More degradation in the relative stability is yielded when the grid voltage is estimated.
On the other hand, it can be seen that the peak overshoot obtained with the proposed
controller is almost zero at different levels of uncertainties.
For further performance comparison, the proposed controller is compared to the
robust predictive current controller proposed in [67]. Figure 4.13 shows the time-domain
current responses of the conventional deadbeat controller, the robust predictive controller
in [67], and the proposed controller, respectively. These results are obtained with 60%
mismatch in L and 50% mismatch in R; whereas the d -axis current command is set
to 20 A and the q-axis current command is set to zero. Figure 4.13(a) shows that
the conventional controller is unstable and generates significant low-order harmonics,
leading to a THD of 66.12% up to 8.16 kHz (i.e., up to the 136th harmonic). This result
does not meet the IEEE Standard 1547 requirement of THD [45], which is below 5%.
It should be noted that the power quality is determined by the voltage quality when
the voltage is allowed to be a controlled variable. If the grid voltage is stiff, then the
voltage cannot be controlled, and the power quality is solely determined by the current
quality. Although the predictive controller in [67] is robust up to 53% mismatch in the
interfacing inductance, the stability and robustness are remarkably degraded at higher
values of uncertainty, and when the effect of uncertainty in the interfacing resistance is
considered as shown in Figure 4.13(b). The instability in the current response combined
with the saturation effect of the over-modulation generates more low order harmonics,
leading to a THD of 13.37% up to 8.16 kHz. In contrast, the proposed algorithm is still
stable and generates the minimal low-order harmonics even with 60% mismatch in L
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 Figure 4.12: Robustness and relative stability of the conventional and proposed current con-
trollers with measured and estimated grid-voltage. (a) The amount of uncertainty in L at
which instability occurs in the conventional controller vs. Lo and with Ro as a parameter. (b)
The peak overshoot vs. the uncertainty in L for both controllers. (c) The peak overshoot vs.














































Figure 4.13: Performance of the conventional current controller, the robust current controller
[67], and the proposed current controller with 60% uncertainty in L and 50% uncertainty in R.


















Figure 4.14: Performance of the current controller in [67] with the proposed identification
unit, under 60% uncertainty in L and 50% uncertainty in R.
To show the compatibility of the proposed estimation unit with different control
techniques, the identification unit has been added to the deadbeat controller in [67].
The controller is tested with 60% mismatch in L and 50% mismatch in R, while the
d -axis current command is set to 20 A and the q-axis current command is set to zero.
Figure 4.14 depicts the control performance obtained in this case. As expected, the
stability of the algorithm in [67] is extended due to self-tuning control.
4.7.3 Overall Performance of the Proposed Grid-Voltage Sen-
sorless Interface
To evaluate the performance of the overall system, a step change in the demanded active
power from 0 to 5.2 kW is given at t≥0.0167 s, whereas the reference reactive power is
set to zero to maintain a unity power factor. The grid voltage harmonics are as follows:
3% 5th harmonic, 2% 7th harmonic, and 1% 11th harmonics. Figure 4.15(a) shows the
reference and actual active and reactive power components. It can be seen that the active
power output of the inverter can be correctly estimated and the actual power follows
its reference correctly. Figure 4.15(b) shows the reference d-axis current component
and the output three-phase currents. The actual current tracks the reference trajectory
precisely with zero steady-state error and zero overshoot. Because the injected power
in only active, the output current appears in phase with the estimated fundamental
grid voltage as shown in Figure 4.15(c). Figure 4.15(c) shows also the actual phase-a
grid voltage and the estimated fundamental component of phase-a voltage. The phase-a
current is well synchronized with the fundamental grid voltage. Figure 4.15(d) shows the
estimated angular frequency of the supply voltage. The estimate quickly converges to
the fundamental angular frequency in the presence of supply distortion. Figure 4.15(e)























































































Figure 4.15: Performance of the proposed voltage-sensorless DG interface. (a) Power response.
(b) Reference d -axis current and three-phase injected currents. (c) Grid voltage, estimated
fundamental grid voltage component, and injected current. (d) Estimated angular frequency
of the supply voltage. (e) Estimated grid voltage vector position.
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Figure 4.16 shows the start-up performance of the proposed interface. Figure 4.16(a)
shows the reference d-axis current component and the output three-phase currents. The
actual current tracks the reference trajectory precisely with zero steady-state error and
zero overshoot. Figure 4.16(b) depicts the inverter control voltages. The utilization of
the estimated grid voltage provides a robust control performance against grid voltage
disturbance, even at system starting. Figure 4.16(c) shows the actual grid voltages and
the estimated phase-a grid voltage. The estimate quickly converges and closely tracks
the actual grid voltage. Figure 4.16(d) shows the estimated fundamental components
of the grid voltage. Due to the robust PLL algorithm, the fundamental components
can be smoothly detected with fast convergence properties. Figure 4.16(e) shows that
the current synchronization with the estimated fundamental grid voltage occurs in less
than 10ms. In addition, during the synchronization period, the phase error due the
synchronization decreases swiftly; which indicates that controllable power transfer can
be made feasible once the DG interface is started.
The reported results indicate that the proposed scheme results in robust grid-voltage
sensorless operation and favorable current and power tracking responses even under
distorted grid conditions and the occurrence of large uncertainties in system parameters.
4.8 Summary
In this chapter, a novel adaptive discrete-time grid-voltage sensorless interfacing scheme
for DG inverters has been introduced. Two designs have been investigated. First, an
interface-monitoring unit, based on parallel adaptive observers, has been designed with
low computational demand to estimate the grid voltage and the interfacing parameters
simultaneously. Second, due to the nonlinear nature of the estimation problem and
the periodic time-varying nature of the grid voltage, the second design of the adaptive
estimation unit utilizes a NN-based adaptation algorithm, which works as a real-time
optimization agent. Both designs have yielded accurate and unbiased estimates. Fur-
ther, a robust synchronization algorithm, which utilizes the estimated grid voltage to
extract the grid voltage vector position has been presented. The estimated grid voltage
has been utilized to realize a grid-voltage sensorless average-power control loop, which
guarantees high power quality injection. Furthermore, the outputs of the estimation
unit have been utilized to realize an adaptive self-tuning deadbeat current controller.
Comparative evaluation results have been presented to demonstrate the effectiveness of
the proposed control scheme. The proposed identification unit is independent on the
type of the current controller; therefore, it can be used to enhance the robustness of























































































Figure 4.16: Start-up performance of the proposed voltage-sensorless DG interface. (a) Refer-
ence d -axis current and three-phase injected currents. (b) Demodulated inverter voltages. (c)
Grid voltages and estimated phase-a grid voltage, (d) Estimated fundamental component of
grid voltages. (e) Grid voltage, estimated fundamental grid voltage component, and injected
current.
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is inherently self-commissioning/self-tuning and guarantees optimum performance, with-




Fast Load Voltage Regulation
Scheme With High Disturbance
Rejection Performance
5.1 Introduction
Fast load voltage regulation is a necessary requirement in a power distribution system;
particularly in feeders serving voltage-sensitive loads. Severe and random voltage distur-
bances might be initiated by time-varying loads, non-dispatchable generation, voltage
transients associated with parallel connected loads, and voltage transients caused by
capacitor switching. These voltage disturbances are stochastic in nature with durations
that vary from a fraction of a cycle to few cycles. As detailed in Section 2.3.2, existing
voltage control methods fall short in achieving high disturbance rejection performance
against dynamic voltage disturbances.
To ensure perfect regulation of the voltage at the point of common coupling (PCC)
and provide means for rejecting voltage disturbances, the voltage control loop should
offer a high disturbance rejection performance. This chapter presents a newly designed
load voltage control scheme, for the DG interface, based on a hybrid linear with variable-
structure control (VSC) voltage controller. The proposed voltage controller can embed a
wide band of frequency modes through an equivalent internal model. Subsequently, wide
range of voltage perturbations, including capacitor-switching voltage disturbances, can
be rejected. To account for unbalanced voltage disturbances, a dual-sequence hybrid lin-
ear with VSC voltage controller is developed. Further, an evolutionary search algorithm,
based on the particle swarm optimization (PSO) technique, is proposed for optimum
tuning of the proposed voltage control scheme under practical system constraints. To














Figure 5.1: Network connection of a VSI with DG.
current control accuracy, the disturbance slowly varying assumption is relaxed in the
proposed design. In addition, the tracking and disturbance rejection performances of
the current control loop are improved. Theoretical analysis and comparative evaluation
tests are presented to demonstrate the effectiveness of the proposed control scheme.
The remainder of this chapter is organized as follows. System configuration and
modeling of a voltage-oriented current controlled DG interface are presented in Section
5.2. Section 5.3 presents the proposed voltage control scheme. Results of comparative
evaluation tests are presented in Section 5.4. A summary is drawn in Section 5.5.
5.2 System Configuration and Modeling of a Voltage-
Oriented Current Controlled DG Interface
Figure 5.1 shows a network connection of a gird-connected VSI used to interface a DG
unit; where R and L represent the equivalent resistance and inductance of the ac filter,
coupling transformer, and connection cables; Rs and Ls represent the feeder resistance
and inductance up to the PCC, respectively; vs is the supply voltage vector at the PCC;
and Vdc is the dc-link voltage.
Using the voltage-oriented control, the active and reactive power injection can be
controlled via a current-controlled VSI. To impose an arbitrary current in the inductive
coupling impedance, a current controller is usually adopted to shape the voltage applied
on the inductor so that minimum current error is achieved. An outer power/voltage
control loop can be used to generate the reference current vector.
In Park’s d -q frame that rotates synchronously with the grid angular speed ω, the
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current dynamics can be reasonably represented by the following equations:
vq = Riq + L
diq
dt
+ Lωid + vsq (5.1)
vd = Rid + L
did
dt
− Lωiq + vsd (5.2)
where vd, vq, id, iq are the d - and q- axis inverter’s voltages and currents; L is the
coupling inductance; R is the coupling resistance; and vsd, vsq are the d- and q- axis
components of the supply voltage at the PCC.
The injected active and reactive power components, p and q, can be represented in









(vqsid − vdsiq) . (5.4)






Considering the physical constraints, the preceding model is subjected to the fol-
lowing limits. The injected current is limited to the maximum continuous current of
the inverter or to the maximum available current of the inverter in a limited short-time
operation. Also, the load voltage is limited to the maximum available output voltage
of the inverter, depending on the dc-link voltage. Since the distribution system is un-
certain and dynamic in nature and its parameters vary frequently due to factors such
as cable overload, transformer saturation, and temperature effects, the uncertainty in
system parameters should be considered in control system design.
By considering the grid-voltage components as a dynamic disturbance, the current
dynamics of the voltage-controlled inverter can be represented by the following state
space equation:



































where Ac, Bc, G and C are the state-space model matrices of the continuous time
system; u is the equivalent control input vector; and f is the grid voltage vector, which
might contain other unstructured uncertainties, such as estimation disturbances that are
yielded by the slowly varying assumption.
In the case of slow and small voltage perturbation, the nonlinearity of the voltage
control problem is limited, and a linear voltage regulator can be synthesized in the sense
of the small signal model. However, for fast and large voltage disturbances, the nonlinear
nature of the voltage dynamics cannot be neglected, and the voltage controller should
be synthesized in the sense of the large signal dynamics of the voltage control loop.
5.3 Voltage Control Scheme
5.3.1 Voltage Control Law
A variable-structure control (VSC) approach is proposed to design the voltage controller.
In the case where the perturbations are random and non-periodic, VSC perhaps is the
best solutions when high performance is required. Moreover, the VSC is well suited
for nonlinear dynamic systems with uncertainties [105]-[106]. In the VSC approach, a
discontinuous fast switching control law forces an infinite gain at the equilibrium point.
Subsequently, a wide band of frequency modes are supplied through an equivalent in-
ternal model. By this technique, wide range of voltage perturbations can be rejected.
However, the VSC approach has practical limitations such as chattering and nonlinear
sliding motion effects, which arise from the extremely high gain around the equilibrium
and the limited switching frequency. Subsequently, not all the frequency modes can
be rejected in a practical VSC. In addition, the chattering effect might counteract the
power quality requirements imposed on the injected power. Therefore, a hybrid voltage
controller combining a linear with VSC element and switching function approximation
is proposed for fast voltage regulation performance with a capability of mitigating fast
voltage disturbances. The hybrid voltage control law gives more degrees of freedom
to achieve adequate control performance with enough robustness against fast voltage
disturbances with reduced chattering. Further, the invariance property to system un-
certainties in the sliding mode enhances the robustness against the active and reactive
power coupling dynamics.
The main objective of the voltage controller is to achieve fast and accurate generation
of the reactive current reference. To achieve this objective, a positive sequence linear
with variable structure controller is adopted as shown in Figure 5.2. In the VSC strategy,










































































Figure 5.2: Proposed positive-sequence voltage control scheme in the synchronous reference-
frame.
in the state space (sliding surface). In the present design problem, the sliding surface is
selected to achieve first order dynamics for the sliding-mode operation as follows:




where εv = ‖v∗s‖ − ‖vs‖ is the voltage control error; cv is the coefficient of the sliding
surface; and the symbol “*” denotes the reference value.
In the sliding mode, it is required to restrict the controlled state onto its correspond-
ing sliding surfaces. This is exclusively governed by Sv = Ṡv = 0. At this condition, the
equivalent dynamics can be described as
εv = −cv dεv
dt
. (5.8)
The sliding surface coefficient can be chosen to achieve the required dynamic performance
on the sliding surface.
In order to reduce the chattering effect and to increase the degrees of freedom in







(εv + KSvsgn(Sv)) (5.9)
where s is the Laplace operator; KPv and KIv are the gains of the linear proportional
plus integral (PI) part of the control law; and KSv is the switching gain of the VSC. The
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control law in (5.9) employs a linear PI controller with a variable structure controller in
a parallel structure. This configuration has a dual behavior by generating a switching
excitation signal, superimposed by a smooth linear control effort and the slow motion
integral of the switching signal. It is clear that the VSC behavior can be controlled by
KSv, whereas the linear control behavior is controlled by KPv and KIv. The control law






The control law in (5.9) restricts the system states onto the surface Sv in the sliding
mode. Besides, it gives more degrees of freedom to achieve adequate control performance
with enough robustness. However, under steady-state conditions, the voltage tracking
error will be close to zero. Under this condition, the VSC will be very sensitive to any
noise in the system and control chattering will be yielded. However, the chopped control
effort at the steady-state condition can be suppressed by approximating the switching
function sgn(Sv(t)) by
Sv(t)






|Sv(t)| < δ (5.11)
where λ is a large positive value, and δ is a small positive constant. The values of λ and
δ can be selected in a trade-off between the robustness and the chattering performance.
Further, a post-filter action can be embedded to constrain the chattering performance.
Practically, adequate performance can be obtained by using these approximations [107].
Since the PI part independently operates on the variable structure part, the PI
element can be tuned for the tracking performance, whereas the VSC element can be
tuned for the regulation performance. Generally, the VSC design procedure requires the
switching gains to be large enough to achieve wide band disturbance rejection.
The voltage regulation scheme, aforementioned, takes into account only the positive
sequence case. However, the uneven distribution of single-phase loads and the diversity
in their demands give rise to mild voltage unbalance. In other cases, severe short-
tem unbalances can be yielded in the case of system faults. The direct result of these
unbalances is additional losses, performance degradation of line-start motors, motor
drives and power-electronic converters. Therefore, the voltage regulation scheme should
incorporate a negative-sequence regulator. The proposed voltage control scheme can be
extended to mitigate load voltage unbalance by adding a negative-sequence regulator.
Figure 5.3 depicts the proposed dual-sequence control structure. The actual grid voltage
vector is compared to the reference one. The later is composed of the desired grid









































































Figure 5.3: Proposed dual-sequence voltage control scheme.
into positive- and negative-sequence synchronous frames using a filtered-forward- and
reverse-rotating synchronous frames, denoted by dq+ and dq−, respectively. The positive
sequence error vector ε+dq is processed by a hybrid variable-structure positive-sequence
controller to generate the positive-sequence reference current vector i∗+dq . Similarly, the
hybrid variable-structure negative-sequence controller generates the negative-sequence
reference current vector i∗−dq using the negative-sequence error vector ε
−
dq. A deadbeat
current control scheme is utilized to impose the total reference current in the coupling-
filter inductive winding.
5.3.2 Voltage Control Tuning
In the case of slow and small voltage perturbation, a linear voltage regulator can be
synthesized in the sense of the small signal dynamics, and designed using root locus,
Bode/Nyquist plots, and other conventional linear control-design techniques [80]-[81].
However, for fast and large voltage disturbances, which are the main scope of this chap-
ter, the small signal-based tuning approach will not be appropriate. Further, the small
signal approach is not appropriate with the proposed VSC voltage controller, which is
highly nonlinear. In this chapter, the tuning problem is formulated as a constrained op-
timization problem and solved via an evolutionary search algorithm based on the PSO
technique [108]. Generally, evolutionary algorithms can handle nonlinear and multi-
objective optimization problems in a non-gradient-based manner. Further, the PSO
technique has better search characteristics as compared to other evolutionary comput-
ing algorithms [109]. Besides, it has a very simple structure and it can be implemented
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with few lines of code. Therefore, a simple and structured tuning methodology can
be obtained. The tuning methodology can be extended for optimum tuning of similar
controllers.
The objective of the present design problem is to determine the optimum gain vector
Kopt of the proposed voltage controller. Provided that the switching functions of the VSC
law are not differentiable, it is hard to derive a closed form of derivatives for a gradient-
based optimization algorithm. Accordingly, a statistical optimization algorithm would
be an attractive solution in the present problem [110].






where εv(n) is the voltage tracking error at the time n; T is the sampling time; and m
is the total number of samples.
In (5.12), the voltage-tracking error εv(n) is weighted by the respective time nT.
Therefore, a more representative objective function is yielded. The scaling gain vector







where fJ is the objective function.
The present optimization problem is subjected to a physical constraint defined by
the following criterion:
i∗q(n) ≤ Iq max (5.14)
where Iqmax is the maximum allowable reactive current component depending on the
inverter rating.
The problem can be solved using the PSO technique. Generally, the PSO technique
is based on the social behavior that a population of individuals adapts to its environ-
ment by returning to promising regions that were previously discovered. This adaptation
to the environment is a stochastic process that depends on both the memory of each
individual as well as the knowledge gained by the population. The PSO algorithm is
superior to other evolutionary computing algorithms regarding the memory, and compu-
tational time requirements as it relies on very simple mathematical operations. Unlike
other evolutionary computing algorithms, the PSO doesn’t rely on the famous Dar-
winian natural selection “survival of the fittest”, but mainly depends on “constructive
co-operation” among individuals (agents). The main idea of the PSO algorithm is to
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create a population of particles (agents), referred to as “swarm” where each particle rep-
resents a potential solution to the objective function under consideration. The particles
of the swarm are assumed to travel the problem search space in a discrete rather than
continuous time domain. The swarm is randomly initialized within the search space.
Each particle (i) in the swarm can memorize its current position that is determined
by the evaluated objective function, velocity, and the best position visited during its
tour in the problem search space. Personal best position pbst indicates the position that
yields the highest fitness value for that particle. To simulate the effect of “constructive
co-operation” among particles, the best position visited by all the particles is memo-
rized. The global best position is nothing but the best position among all personal best
positions. The global best position is denoted by gbst.
The numerical implementation repeatedly updates the position of each particle over
a time period to simulate the adaptation of the swarm to the environment. The position
of each particle is updated using the current position, a velocity vector, and a time
increment.







where xin+1 is the position of particle i at iteration n+1, and v
i
n+1 is the corresponding
velocity vector.
At each time step, the velocity of each particle is modified using its current velocity
and its distance from the personal and global best positions as follows:
vin+1 = wv
i
n + c1r1(pbst − xin) + c2r2(gbst − xin) (5.16)
where w is the inertia weight; r1 and r2 are random numbers between 0 and 1; pbst is the
best position found by particle i so far; gbst is the best position in the swarm at iteration
n; c1 and c2 are the “trust” parameters.
Equation (5.16) simulates the movement of the particle toward a new position. The
first term in (5.16) represents the particle’s memory of its current velocity (change in
position) in the different dimensions of the search space. The second term is associated
with “cognition” since it only takes into account the particle’s own experience, while the
third one represents the “social interaction” between the particles. The trust parameters
indicate how much confidence the particle has in itself (c1) and how much confidence it
has in the swarm (c2).
In the subject constrained problem, violated agents are corrected by means of a
two-level correction routine: 1) correction based on the random behavior of the velocity
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update gains r1 and r2, 2) if the first-level correction fails, the second level correction
will take place by setting the agent position back to the personal pest position.
The following self-explanatory pseudo code shows the computational flow of the pro-
posed PSO-based tuning algorithm.
BEGIN
1. Initialize the swarm positions and velocities as follows:
xio = xmin + rand(0,1)(xmax − xmin)
vio = xmin + rand(0,1)(xmax − xmin)
where xmin and xmax are the vectors of the lower and upper
limits of the controller gain vector respectively, and rand(0,1) is a
random number between 0 and 1.
2. Carry out time-domain simulation using the maximum expected
voltage disturbance. A capacitor-switching voltage disturbance
is a good candidate.
3. Objective function and fitness evaluation using (5.12)
4. if fitness(x )>fitness(pbst) then; pbst=x; endif
5. if fitness(x )>fitness(gbst) then; gbst=x; endif
6. Velocity update using (5.16)
7. Position update using (5.15)
8. Check for violated design gains using the violation criterion in (5.14)
if ‘constraint is violated’ then
if violation flag=1 then
vin+1 = wv
i
n + c1r1(pbst − xin) + c2r2(gbst − xin)




9. Check for convergence
if ‘convergence is met’ then output ‘Kopt’




5.3.3 Relaxing the Slowly Varying Assumption in Grid-Voltage
Estimation and Current Control
For fast and dynamic voltage disturbances, the disturbance slowly varying assumption
might not be fulfilled. Further, under dynamic and fast voltage disturbances, signifi-
cant degradation in the tracking and disturbance rejection performances of the current
controller will be yielded [111]-[112].
The concept of “active damping” or “active resistance” is introduced in [111]-[112] to
increase the damping of disturbances and variations in the counter voltage. However, this
method provides a negligible attenuation for high-frequency disturbances. The internal
model control has been considered for current control in [113], where a static internal
model is added to enhance the robustness and decoupling characteristics in the current
control loop. However, a static internal model cannot provide the necessary attenuation
to the high-frequency disturbances caused by fast grid/load disturbances. The lack of
robustness against fast disturbances characterizes the robust current controller reported
in literature [59]-[72]. To ensure perfect tracking of the output current in the presence
of uncertainties and provide means for attenuating low- and high- frequency system dis-
turbances, the frequency modes of the disturbances to be eliminated should be included
in the stable closed loop system [83]. To achieve this objective and to provide a high
bandwidth estimate of the grid voltage, an adaptation law is derived, in the sense of
Lyapunov functions, using the nominal current dynamics. To cope with the high band-
width property of the voltage disturbances, the disturbance slowly varying assumption
is relaxed in the proposed controller. The relaxation is achieved by adopting a curbing
sliding-mode-based feedback gain within the internal model observation system.
To estimate the voltage dynamics, an adaptive natural observer with the following
input/output relation can be constructed:
˙̂x = Acx̂ + Bcu + Gc f̂ (5.17)
where the subscript “ˆ” denotes estimated values.
Under the same input voltage and disturbance, the estimated state vector approaches
the actual state vector. Therefore, convergence of the proposed observer can be achieved
with an appropriate disturbance voltage adaptation using the estimation error e =
[ eiq eid ]
T≡ x− x̂.
Using (5.6) and (5.17), the following error dynamics can be obtained:
ė = Ace + Gc f̃ (5.18)
where f̃ = f − f̂ is the voltage estimation error vector. For typical system parameters,
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the matrix Ac is Hurwitz. Further, the damping rate of Ac can be easily controlled by
adding a feedback gain matrix for the estimation error.














where γ is a positive adaptation gain.
Using (5.18), and assuming that the error dynamics and the observed quantities are
naturally continuous, the time derivative of the Lyapunov function in (5.19) can be
obtained as








If the uncertainty function f is assumed to be naturally continuous and its bandwidth
is much lower than the observation period, then the uncertainty adaptation rule can be
derived from (5.20) to satisfy the stability condition V̇T (t) ≤ 0 as
˙̂
f = γGce. (5.21)
The adaptive estimation law in (5.21) provides a simple iterative gradient algorithm
designed to stabilize (5.18). However, the disturbance slowly varying assumption could
not be fulfilled for highly dynamic disturbances, which might exist in practical operating
conditions. To relax this assumption, the observation system design is modified.
The time derivative of the Lyapunov function in (5.19) can be written as
V̇T (t) = e
T
(


























f̃q(t)ḟq(t) and µd(t) =
1
γ
f̃d(t)ḟd(t) represent, respectively, the d- and q-
uncertainty components due to the slowly varying assumption. In practical converter
applications, µq and µd can be assumed bounded. With the adaptation law in (5.21),
the stability of (5.22) can be guaranteed if a positive observation gain, which is larger
than the absolute bound of µq(t) + µd(t), is added to the observation system such that
V̇T (t) ≤ 0. To derive the observation gain vector, (5.22) can be re-written as:
V̇T (t) = e
T
(













represents the d - and q-uncertainty components, which are caused
by the slowly varying assumption; and they are mapped to the current dynamics such
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that µq(t) = (eiq + r)ρq and µd(t) = (eid + r)ρd, where r is a small positive constant.
To stabilize (5.23), a curbing sliding-mode-based feedback gain vector is added to the
internal model observation system.
The new observation system is constructed as follows:
˙̂x = Acx̂ + Bcu + Gc f̂ + Ksm (5.24)
˙̂

























Using (5.24), the time derivative of the Lyapunov function in (5.26) can be obtained as
V̇T (t) = e
T
(









Substituting (5.25) in (5.27), then
V̇T (t) = e
TAce + e
Tρ− eTKsm
= eTAce + e
T ρ−
∣∣eT



















V̇T (t) ≤ 0. (5.29)
This result implies that e(t) → 0 and f̃(t) → 0 as t →∞. Subsequently, the stability
of the proposed observation system is guaranteed. As a result, the estimate can be
reliably used to embed an internal model for the uncertainty function within the current
feedback structure, resulting in equivalent control to cancel the voltage disturbances
with relaxed uncertainty slowly-varying assumption [114].
5.4 Results
To evaluate the performance of the proposed control scheme, a three-phase grid con-
















Figure 5.4: Test system.
connected to a test network, as shown in Figure 5.4. The system parameters are given in
Appendix A. The overall system is digitally simulated under Matlab/Simulink environ-
ment with real-time code generation support. A converter switching frequency of 6.67
kHz has been selected. As a result, a control sampling time T=150 µs is yielded.
For the variable structure voltage controller, the coefficient of the sliding surface is
chosen as cv= 0.0015. As a result, the time constant of Sv dynamics is set to 1.5 ms. The
control parameters are obtained through the PSO study to achieve appropriate control
performance with careful consideration of the control effort saturation and practical
operating conditions as described earlier. The trust parameters are set as c1=1.7 and c2
= 2. Since c2 is higher than c1, more trust in the swarm is assumed. Figure 5.5 shows
the convergence characteristics of the PSO tuning algorithm with constant and dynamic
values of the inertia weight w. The minimum normalized value of the objective function
is 0.015; it is obtained with dynamic inertia weight. The minimum and maximum
inertia weights are 0.35 and 0.95; respectively. The weight update rule is based on the
coefficient of variation of the objective function values for a 15% subset of best particles.
The control law parameters are set as KPv=0.2, KIv=380, and KSv=140.
To verify the feasibility of the proposed controller, different operating conditions have
been considered. For the purpose of performance comparison, some selected results are
presented as follows.
To evaluate the performance of the proposed interface to compensate for the PCC
voltage fluctuation under the condition of a sudden load change, the switched load (L2)
is turned on at t=0.045 s. The reference voltage at the PCC is set to 1.0 p.u. Figure 5.6
shows the voltage profile without regulation, where Figure 5.6(a) shows the line-voltage
waveform and Figure 5.6(b) shows the magnitude of the line voltage at the PCC. Figure








































Figure 5.6: Voltage drop due to sudden loading of load L2. (a) Voltage waveform. (b) Voltage





















Figure 5.7: Voltage regulation performance with the proposed controller at sudden loading
of load L2. (a) Voltage waveform. (b) Voltage magnitude at the PCC. (c) Reactive current
injected.
drop is about 0.15 p.u. Figure 5.7 shows the control performance when the proposed
voltage regulation scheme is enabled. Figure 5.7(a),(b) shows that the instantaneous
voltage dip is less than 0.09 p.u with a recovery time of about 3 ms. Figure 5.7(c) shows
the corresponding q-axis current injected to the grid. The reactive current component
is quickly generated to regulate the bus voltage and reject the voltage disturbance.
Capacitor switching generates highly dynamic voltage disturbances, which directly
impact the voltage quality. Figure 5.8(a),(b) shows the voltage waveform when the ca-
pacitor is switched on at t=0.045 s and without voltage regulation. Severe degradation
in the voltage quality is yielded by the switching transient. Figure 5.9 shows the control
performance when the proposed voltage regulation scheme is enabled. Figure 5.9(a),
(b) shows that the quality of the voltage waveform is remarkably improved, where most














Figure 5.8: Voltage transients due to capacitor switching. (a) voltage waveform. (b) voltage
magnitude at the PCC.
shows the corresponding q-axis current injected to the grid. The reactive current com-
ponent is quickly generated to regulate the bus voltage and reject the voltage distur-
bance. The wide-band disturbance rejection feature of the variable structure voltage
controller enables effective mitigation of fast and dynamic voltage disturbances, such as
the capacitor-switching transients. Figure 5.9(d) shows the estimated grid voltage com-
ponents. It is clear that the proposed voltage estimator can track the actual grid-voltage
disturbance. Therefore, the effect of these disturbances on the current control loop can
be mitigated.
For further performance comparison, the proposed voltage control scheme is com-
pared to the conventional PI voltage regulator, i.e. without the VSC element. Figure
5.10 shows the control performance of the PI voltage controller. Figure 5.10(a) depicts
the magnitude of the line voltage at the PCC when the switched load (L2) is turned on
at t=0.045 s. The instantaneous voltage dip is about 0.4 p.u. and the recovery time is
about 30 ms. Figure 5.10(b) depicts the magnitude of the line voltage at the PCC when
the capacitor is switched on at t=0.045 s. Remarkable degradation in the voltage qual-
ity is yielded by the switching transient. As Figure 5.10(b) reveals, the voltage recovery
time approaches 35 ms. PI regulators with their pole at zero-frequency cannot achieve
fast voltage regulation, and certainly cannot mitigate fast voltage disturbances. On the
contrary, the hybrid VSC control offers a high disturbance rejection performance, as























Figure 5.9: Disturbance rejection performance with the proposed controller against voltage
transients initiated by capacitor switching. (a) Voltage waveform. (b) Voltage magnitude at

















 Figure 5.10: Disturbance rejection performance with the conventional PI voltage controller.
(a) Voltage magnitude at the PCC at sudden loading of load L2. (b) Voltage magnitude at















 Figure 5.11: Grid voltage at the PCC during unbalanced voltage disturbance. (a) Voltage

















 Figure 5.12: Control performance of the proposed scheme during unbalanced voltage distur-
bance. (a) Voltage waveforms. (b) Grid voltage dq components.
To evaluate the voltage regulation performance under unbalanced grid voltage con-
ditions, the proposed dual-sequence voltage controller, which is depicted in Figure 5.3,
has been tested.
Figure 5.11 shows the grid voltage at the PCC during unbalanced voltage disturbance
initiated by heavily unbalanced loading to emulate unsymmetrical fault conditions. A
relatively large unbalanced voltage dip with 8.7% voltage unbalance factor takes place
for 9.6 cycles, by means of unbalanced loading, as shown in Figure 5.11(a). The presence
of the negative-sequence component leads to double power-frequency oscillations in the
dq components of the grid voltage as shown in Figure 5.11(b).
Figures 5.12 and 5.13 depict the control performance of the proposed scheme under
the unbalanced grid voltage illustrated in Figure 5.11. Figure 5.12(a) shows the 3-phase
voltages; which are well regulated under the unbalanced disturbance. Figure 5.12(b)
shows the positive-sequence dq components of the grid voltage, whereas Figure 5.13(a)
shows the corresponding negative sequence components. Since the inverter interface
is supporting the grid reactively in a fast manner, only the d -component of the posi-
tive sequence grid voltage appears, whereas other sequence components vanish swiftly.
Figure 5.13(b), (c) shows the sequence components of the injected current. The fast




































 Figure 5.13: Control performance of the proposed scheme during unbalanced voltage distur-
bance. (a) Negative dq sequence components of the grid voltage. (b) Positive dq sequence














 Figure 5.14: Control effort of the proposed voltage controller. (a) With a hard switching
function. (b) With switching-function approximation.
there is enough reactive power rating, the proposed interface can over-ride larger voltage
disturbances initiated by up-stream grid faults.
The control chattering phenomenon associated with the VSC might counteract the
stability and power quality requirements of the converter system. However, the switching
function approximation approach can relax this problem. Figure 5.14(a) shows the q-axis
reference current command in the proposed controller with a hard switching function.
The converter is commanded to start at t=0.045 s under 15% reduction in the grid
voltage magnitude. It is clear that the VSC voltage controller provides a good transient
response to regulate the PCC voltage; however, the control chattering at the steady-state
is obvious. Figure 5.14(b) shows the q-axis reference current command with switching-
function approximation. The transient response is almost preserved, whereas the steady-
state performance is remarkably improved. A smooth reactive current reference with
negligible ripples is obtained.
5.5 Summary
In this chapter, a new control scheme for the DG interface featuring fast load voltage
regulation and effective mitigation of fast voltage disturbances has been presented. A
hybrid voltage controller combining a linear with VSC element has been proposed and
applied to an inverter-based DG interface to regulate the voltage at the PCC. The
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controller successfully embeds a wide band of frequency modes through an equivalent
internal model. Subsequently, wide range of voltage perturbations, including capacitor-
switching disturbances, has been effectively mitigated. To provide effective mitigation of
unbalanced voltage disturbances, a dual-sequence voltage controller has been developed.
Provided that there is enough reactive power rating, the proposed interface can over-
ride unbalanced voltage disturbances initiated by up-stream grid faults. To optimally
tune the proposed nonlinear voltage controller, the tuning problem has been formulated
as a constrained optimization problem and solved via an evolutionary search algorithm
based on the PSO technique. Therefore, a simple and structured tuning methodology
has been obtained. To ensure accurate and robust tracking of the estimated grid voltage
and the generated current trajectory, the disturbance slowly varying assumption has
been relaxed in the proposed design. Theoretical analysis and comparative evaluation
results have revealed the effectiveness of the proposed control scheme.
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Chapter 6
Adaptive Decentralized Control to




There are several operating regimes possible for DG. Among them is the micro-grid, in
which a cluster of DG units serviced by a distribution system is formed to maintain the
reliability of critical loads, mainly when the utility supply is not available. However, a
reliable and robust operation of a micro-grid centers on an efficient control scheme of
micro-grid generators.
The basic control objective in a micro-grid is to achieve accurate power sharing while
maintaining close regulation of the micro-grid voltage magnitude and frequency. As
detailed in Section 2.3.3; the development of an autonomous power sharing strategy
for micro-grid inverters with effective damping of low frequency modes demands special
attention.
This chapter addresses the low-frequency relative stability problem in paralleled
inverter-based DG units in micro-grids. In the sense of the small-signal dynamics of
a micro-grid, it can be shown that as the demanded power of each inverter changes,
the low-frequency modes of the power sharing dynamics drift to new locations and the
relative stability is remarkably affected and eventually, instability can be yielded. To
preserve the power-sharing stability, an adaptive decentralized droop-controller of par-
alleled inverter-based DG units is proposed in this chapter. The proposed power sharing
strategy is based on the static droop characteristics combined with an adaptive transient
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Figure 6.1: A micro-grid system.
tunable controller, the proposed droop controller yields two-degree-of-freedom tunable
controller. Subsequently, the dynamic performance of the power sharing mechanism can
be adjusted, without affecting the static droop gain, to damp the oscillatory modes of
the power-sharing controller. To account for the power modes immigration at different
loading conditions, the transient droop gains are adaptively scheduled via small signal
analysis of the power-sharing mechanism along the loading trajectory of each DG unit
to yield the desired transient and steady-state response. The gain adaptation scheme
utilizes the filtered active and reactive powers as indices; therefore, a stable and smooth
power injection performance can be obtained at different loading conditions. It can
be shown that the adaptive nature of the proposed controller ensures active damping
of power oscillations at different operating conditions, and yields a stable and robust
performance of the paralleled inverter system.
The residual part of this chapter is organized as follows. In Section 6.2, model-
ing of a micro-grid-connected inverter-based DG unit is presented. In Section 6.3, the
power-sharing dynamic performance in a micro-grid with conventional droop controller
is analyzed. In Section 6.4, the proposed power-sharing controller is presented. Simula-
tion results are provided to demonstrate the effectiveness of the proposed control scheme
in Section 6.5. A summary is drawn in Section 6.6.
6.2 Modeling of a Micro-grid-Connected Voltage
Source Inverter (VSI)
Figure 6.1 shows a micro-grid system made of a cluster of inverter-based DG units
empowered by micro-sources, such as fuel cells, micro-turbines, dc storage. . . etc. A














































Figure 6.2: Per-phase power circuit and simplified control structure of a micro-grid-connected
VSI.
Figure 6.2 shows a simplified block diagram of a micro-grid-connected VSI. A three-
leg VSI with an LC filter and a coupling inductor form the power circuit, whereas
three control loops form the control structure. Specifically, a power-sharing controller
is used to generate the magnitude and the frequency of the fundamental output voltage
of the inverter according to the droop characteristics, by emulating the operation of
a conventional synchronous generator; a voltage controller is used to synthesize the
reference filter-inductor current vector; and a current controller is adopted to generate
the command voltage vector to be synthesized by a PWM module. Both the voltage
and current control loops should provide enough damping for the output T-filter that is
composed of the LC filter and the coupling inductor. The coupling inductor shapes the
output impedance of the inverter so that the active-reactive power coupling is minimized.
In Park’s d -q frame that rotates synchronously with the inverter output voltage
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where vd, vq, id, and iq are the d - and q-axis inverter’s voltages and currents; vod, voq,
iod, and ioq are the d - and q-axis output voltages and currents; vsd and vsq are the d -
and q- axis bus voltages; Rf , Lf , and Cf are the per-phase resistance, inductance, and
capacitance of the LC filter, respectively; and Rc and Lc are the per-phase resistance
and inductance of the coupling inductor, respectively.
Using the two-axis theory, the injected instantaneous active and reactive power com-








(vodioq − voqiod) . (6.8)
To allow sufficient time-scale separation between the power and current control loops
and to achieve high power quality injection [99], the average active and reactive powers
corresponding to the fundamental components are subjected to the control action, and









where ωc is the filter cut-off frequency.
To realize a power-sharing function, the conventional droop characteristics are usually
used in paralleled inverter systems to introduce the following droops in the fundamental




∗ − nQ (6.12)
where ω∗ and V ∗ are the nominal frequency and voltage set-points, respectively, and
m and n are the static droop gains, and they can be calculated for a given range of










The set points in (6.13) and (6.14) act as a virtual communication agent for different
inverters for autonomous operation. The d-component of the output voltage is used in
(6.14); as per the voltage-oriented control, the reference of the output voltage magnitude
is aligned with the d -axis of the inverter reference frame.
To provide close voltage regulation, inverter output voltage control is adopted. To ex-
amine the micro-grid performance with standard controls, the voltage controller employs
PI regulators with decoupling and feed-forward control loops to generate the reference
current vector. The dynamics of the voltage controller can be given by
i∗d = Kpv(v
∗
od − vod) + Kiv
∫
(v∗od − vod)dt− ω∗Cfvoq + Hiod (6.15)
i∗q = Kpv(v
∗
oq − voq) + Kiv
∫
(v∗oq − voq)dt + ω∗Cfvod + Hioq (6.16)
where Kpv and Kiv are the proportional and integral gains, respectively; Cf is the filter
capacitance; and H is the feed-forward gain.
A current controller is needed to shape the voltage across the filter inductor, so that
minimum current error is yielded. A standard PI current regulator with decoupling
and feed-forward control loops is adopted for current regulation in order to examine
the micro-grid performance with conventional controls. The dynamics of the current
controller can be given by
v∗d = Kpi(i
∗
d − id) + Kii
∫
(i∗d − id)dt− ω∗Lf iq + vod (6.17)
v∗q = Kpi(i
∗
q − iq) + Kii
∫
(i∗q − iq)dt + ω∗Lf id + voq (6.18)
where Kpi, Kiiare the proportional and integral gains, respectively.
Equations (6.1)-(6.18) describe the dynamic behavior of a single inverter unit with the
conventional current, voltage, and droop-based power controllers. Small signal analysis
can provide a useful tool to analyze the dynamic performance and to design the control
system [115], [18]. The above equations can be linearized, and the following state-space
model of a single inverter unit can be obtained:




∆δ ∆P ∆Q ∆CV ∆CC ∆idq ∆vodq ∆iodq
]T
in which, δ represents the angle between the inverter reference frame and a common
reference frame; CV and CC are the states of the voltage and current controllers (the
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integrator states), respectively; vs is the supply voltage at the point of common coupling
(PCC) transferred to a common reference frame; and ADG and BDG are the state and
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Figure 6.3: Construction and signal flow in a small signal model of a micro-grid system.
6.3 Power-Sharing Dynamic Performance in a Micro-
grid With Conventional Droop Controller
To study the dynamic behavior of the power-sharing mechanism in a micro-grid, the
small signal dynamic model of the micro-grid is constructed. The overall model em-
beds individual small signal models of different inverters combined with the small signal
models of the network impedances including the load dynamics. It is more accurate to
represent the dynamic models of the network and loads by their equivalent differential
equations. The conventional approach in power system stability analysis is to represent
these subsystems by a static relation based on the circuit phasor equations [115]. How-
ever, in a micro-grid system, where the grid size is limited, there is a room to embed these
dynamics to evaluate all possible dynamic modes. Figure 6.3 shows a generalized con-
struction and signal flow diagram for different sub-systems in a micro-grid small-signal
state-space model.
A test micro-gird system is depicted in Figure 6.4. The test system parameters are
given in Appendix B.
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Figure 6.4: Micro-grid study system.
from of
∆ẋ = A∆x + B∆u. (6.20)
For the system under study, the state vector of the micro-grid in (6.20) includes the
states of the three inverters and the line and load states (determined by the number of
energy storage elements in the network).
Figure 6.5 shows the complete modes of the micro-gird study system, obtained at the
steady-state initial operating conditions (0.7 p.u. loading of the micro-grid), which are
evaluated by means of load flow analysis. Figure 6.5 indicates that wide band of dynamic
modes can be observed in the micro-grid system. The frequency-scale separation between
different modes is expected due to the time-scale separation between different control
loops. The low-frequency modes are mainly dictated by the power-sharing controllers and
the power filters, which are designed with low bandwidth (about 2-10 Hz). The medium-
frequency modes are mainly dictated by the voltage control loops, which are designed
with medium bandwidth (400-600 Hz). The high-frequency modes are dictated by the
T-filters and the current control loops, which should be designed with high resonance
frequencies (1-3 kHz).
It should be noted that the aforementioned frequency/time separation is necessary
and intentionally designed in a typical inverter system. For a given switching frequency,
which is mainly dictated by the inverter’s rating to constraint the switching losses, the
maximum bandwidth of the inner current control loop is determined accordingly. On
the other hand, the resonance frequency of the ac filter should be designed with enough









Figure 6.5: Complete eigenvalues of micro-grid study system (0.7 p.u. loading).
switching frequency. At the same time, the resonance frequency should not be very low
to avoid any low-order harmonic resonance due to grid-voltage harmonics. In case of
high power inverters, the resonance frequency of the T-filter should be lower to provide
better filtering properties. Under these practical design and cost constraints, a typical
current-controlled DG inverter can be designed with a current control loop bandwidth
of about 1.0-1.5 kHz for high and medium power inverters. Since micro-grid inverters
should generate a regulated power, a voltage control loop is usually adopted to generate
the reference current vector for the inner current loop. As a cascaded control system,
the voltage control loop should be designed with a bandwidth that is at least 4-5 times
slower than that of the inner current loop to preserve the stability and tracking resolu-
tion of the reference current command. The outermost control loop, which is the power
control loop, should be designed with much lower bandwidth for two reasons. First, in
case of grid- or micro-grid-connected inverters, the average power control is adopted to
ensure high power quality injection1. In this case, the outer power control loop should
offer a relatively slowly changing reference voltage vector. Second, to extract the aver-
age power components from the measured dq instantaneous power components, low pass
filters with low cut-off frequencies should be designed. As a result, the outer average
power control loop will roughly designed with a bandwidth in the range of 2-10 Hz. The
frequency separation is a salient feature that inherently exists in a well-designed inverter
system. Even with different inverters, the frequency separation between different dy-
1 On the contrary, instantaneous and direct power control techniques offer a relatively high band-




















Figure 6.6: Dominant low-frequency modes of DG2 with increasing output active power.
namic modes will inherently exist. It should be noted that the power response time with
the conventional droop controller might not be the same for different inverters within
the micro-grid. This is due to the setting of the droop gains according to the regula-
tion requirements and the inverter ratings. In other words, the power ramping time of
different inverter-based generators will not be the same. From the micro-grid operation
perspective, more robust control performance can be achieved when different units op-
erate with close power response times that can be also controlled without affecting the
regulation performance. This is one of the main objectives of the proposed micro-grid
control scheme.
Figure 6.5 reveals that the power sharing states dictate the dominant dynamics of
the micro-grid system.
Figure 6.6 shows a trace of the dominant low-frequency mode of DG2, which can be
evaluated using eigen-sensitivity analysis, as the active output power of DG2 increases
from 0.5 kW to 20 kW. It is clear in Figure 6.6 that the damping of the dominant low-
frequency mode is highly dependent on the operating condition. Figure 6.6 indicates that
the mode can be unstable by increasing the output power of the DG unit. Even with
small changes around the operating point, the relative stability is remarkably affected;
hence power oscillations and transient circulating currents are yielded.
The aforementioned sensitivity analysis confirms that the low-frequency modes are
mainly dictated by the droop controller. Therefore, small signal analysis of the power-
sharing droop controller can be a simplified tool to study the dominant dynamics of a
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micro-grid system.
The conventional droop control law given in (6.11) controls the angular frequency of
the inverter as a function of the real power output, under the conventional decoupling
principle. The phase angle between the inverter reference frame and the voltage vector
at the PCC (the power angle) is controlled accordingly to specify the amount of power
transfer. The power transfer equation that relates the average active output power to
the power angle of the inverter can be given as follows:
P =
VoVs sin(δo − δs)
Xc
(6.21)
(δo − δs) =
∫
(ωo − ωs)dt (6.22)
where Vo and Vs are the magnitudes of the inverter output voltage and the PCC voltage,
respectively; δo and δs are the phase angle of the inverter output voltage and the PCC
voltage vectors, respectively; and Xc is the reactance of the coupling inductor.
The small signal model of (6.11), (6.21), and (6.22) can be constructed around an





















From (6.11) and (6.23) it can be concluded that the droop gain m influences both the
regulation and dynamic performance of the linearized active power transfer mechanism.
The eigenvalue of (6.23) is given by
λPo = −mHP . (6.25)
If the droop gain is selected according to the regulation requirements, the eigenvalue in
(6.25) will be directly determined by the operating condition. Accordingly, the damping
of the dominant modes will be dependant on the output power, and the eigenvalue im-
migration will be significant as shown in Figure 6.6. It can be seen that the conventional
droop controller lacks the ability of controlling the damping of the low-frequency power
modes at different operating conditions without affecting the frequency regulation, which
is a stiff requirement at steady-state operation.
The output voltage magnitude of the inverter is drooped as a function of the injected
reactive power as shown in (6.12). The relation between the voltage magnitude Vo and
the corresponding output reactive power Q can be given by:
Q =
























−V oo cos(δoo − δ0s)
Xc
. (6.29)
From (6.12) and (6.27) it can be concluded that the regulation performance is controllable
by the droop gain n, whereas the dynamic performance of the linearized reactive power
transfer mechanism is not controllable.
It should be noted that (6.25) shows that the eigenvalues of the active power-sharing
dynamics are real. However, due to the presence of the power filters (with a fixed pole
in the s-domain as given in (6.9) and (6.10)), and the weak effect of coupling among
power components, a third order small-signal dynamics will characterize the power angle
response. However, the damping is dominantly governed by (6.25) due to the dominant
low damping nature of the sinusoidal P -δ dynamics, particularly at large power angle
swings. To confirm this fact, let us consider the effects of the power filters and the
P -Q coupling on the power angle dynamics. The coupled small-signal power transfer








































Since the calculated power components are low-pass-filtered to extract the average power
























































































Then the dynamics of (6.32) is governed by the following characteristic equation:
s3∆ωo(s) + αs





























































Further, the sensitivity functions can be obtained as follows:
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Using (6.33), the damping of the dominant eigenvalues can be traced along the whole
loading trajectory. The obtained damping characteristics can be compared to these
obtained by using (6.25). Note that the eigenvalue in (6.25) exactly describes the small
signal dynamics of ∆ωo(s) when it is derived from (6.23).
Figure 6.7 depicts the damping of the dominant low-frequency mode as the active
output power of DG2 increases from 0.5 kW to 20 kW by using (6.33) and (6.25). The
close matching between both results confirms that a micro-grid system can be stabilized
by means of an active damping feature in the power sharing-controller of each DG unit.
6.4 Proposed Power-Sharing Scheme
To overcome the aforementioned difficulties, a newly designed power-sharing scheme is
proposed. The power-sharing controller adopts a modified droop function with con-
trollable gain transient droop characteristics. This configuration leads to a two-degree-
of-freedom tunable controller, where the droop gain is selected to determine the fre-
quency/voltage regulation performance and the transient gains can be adaptively tuned
to damp the oscillatory modes at different operating conditions.
To provide means of adaptive active damping of the low-frequency power-sharing































Figure 6.7: Damping of the dominant low-frequency mode of DG2 with increasing the output
active power: detailed power-sharing controller and simplified power sharing controller small
signal analysis.
following droop functions are proposed:
ωo = ω




∗ − nQ− n̂d dQ
dt
(6.39)
where m̂d and n̂d are adaptive transient droop gains.
The proposed droop functions employ additional derivative terms with adaptive
gains. With this configuration, the power angle dynamics will be controlled in (6.38)
with an equivalent PI control dynamics. Furthermore, the adaptation of the transient
droop gain shapes the dynamic performance of the equivalent control dynamics in a
manner that preserves the power sharing stability. The simplicity of the PI structure
enables a simple first order equivalent dynamics, where the adaptation mechanism can
be derived as a pole placement problem. Similar observations can be extended to the
proposed voltage droop function reported in (6.39). Accordingly, the above droop func-
tions have been specifically selected [116]. In what follows, a small-signal analysis will
be presented to prove the salient features of the proposed controller in achieving robust
power-sharing performance with a simple structure and easily-derived adaptation gains.
The small signal model of (6.38), (6.21) and (6.22) can be constructed around an






s ) as follows:
∆P (s) =
HP
(1 + m̂dHP ) s + mHP
∆ω∗ − HP
(1 + m̂dHP ) s + mHP
∆ωs. (6.40)
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From (6.38) and (6.40) it can be seen that the regulation performance is decoupled
from the dynamic performance of the linearized active power transfer mechanism. The





Therefore, the desired dynamic performance can be achieved by varying m̂d without
affecting the steady-state regulation performance.
Similarly, the small signal model of (6.39) and (6.26) can be constructed around an






s ) as follows:
∆Q(s) =
HQ
n̂dHQs + (1 + nHQ)
∆V ∗(s) +
HQ2
n̂dHQs + (1 + nHQ)
∆Vs(s). (6.42)
The eigenvalue of (6.42) is
λQ =
− (1 + nHQ)
n̂dHQ
. (6.43)
which implies that the dynamic performance of the reactive power-sharing controller can
be adjusted by n̂d without compromising the voltage regulation performance dictated
by n.
Using (6.41) and (6.43), the adaptive gains m̂d and n̂d can be simply scheduled by
means of pole placement technique, mainly to adjust the damping of the active and
reactive power-sharing controllers along the loading trajectory.
Figure 6.8(a) shows a trace of m̂d as a function of the output active power of DG2
to fix the damping of the active power-sharing dynamics at -50 s−1. It can be shown
that the gain increases at high power levels to impose the additional damping required to
constraint the dynamic performance of the active power-sharing controller. Similarly, the
adaptive gain n̂d can be scheduled along the reactive power-loading trajectory. Figure
6.8(b) shows the gain schedule of n̂d for DG2. The gain schedules of m̂d and n̂d utilize the
static droop gains, which are fixed for each inverter unit, the preset eigenvalues, which
are design parameters, and the value of the coupling reactance Xc. The robustness
against the uncertainty in Xc (90% Xco to 110% Xco, where the subscript “o” denotes
the nominal value) is investigated as shown in Figure 6.8. It can be noticed that both
the gain schedules show small sensitivity to the uncertainty in Xc. Accordingly, even
with considerable variations in Xc, the damping of the power-sharing modes will drift
slightly from the preset values that are used to generate the gain schedules.
6.5 Results
To evaluate the performance of the proposed control scheme, the micro-grid study system


















































Figure 6.8: Gain schedules of DG2. (a) m̂d. (b) n̂d.
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B. Each inverter unit employs the power circuit and control structure as depicted in
Figure 6.2. The system is simulated under Matlab/Simulink environment. A control
period T=150 µs is selected. With this setting, a switching frequency 6.7 kHz has
been obtained. The current and voltage control loops are designed to yield bandwidth
characteristics of 1.5 kHz and 0.5 kHz, respectively.
To verify the feasibility of the proposed controller, different operating conditions
have been considered. For the purpose of performance comparison, the proposed control
scheme is compared to the conventional droop controller. Some selected results are
presented as follows.
A step change of 8 kW /3 kVAR increase in load2 is considered. Figure 6.9 shows
the active power sharing performance of different DG units. The low damping of the
dominant power-sharing modes leads to a large transient response and oscillatory per-
formance in the injected powers. For example, the power oscillations occur around 8
Hz with a damping around 7 s−1 for DG2; these results closely match the small-signal
analysis results reported in Figures 6.6 and 6.7. Since DG2 is the closest to the load, the
power performance of DG2 exhibits the largest transient response and it supplies most
of the transient power due to the proximity to the load. For large power transients, the
unit protection might be activated and the micro-grid might not be able to maintain the
load; hence the overall system stability can be violated. Figure 6.10 shows the reactive
power sharing performance of different DG units. The total reactive power generation
exceeds the load demand by 0.65 kVAR due to the reactive power requirement of the
network lines and coupling filters of different DG units. The low-frequency modes can be
traced in the injected reactive powers. However, they are less severe than those observed
in the active power injections. This is due to the absence of the eigenvalue immigration
problem in the conventional droop controller as shown in (6.27).
Figure 6.11 shows the start-up phase-a current of DG2 with the conventional droop-
controller with 85% loading factor of DG2. It is obvious that the poorly damped power
response leads to large transient currents that might overload the unit and activate the
unit protection.
Under the same load disturbance, 8 kW/3 kVAR increase in load2, the proposed
power-sharing controller is tested. Figure 6.12(a),(c),(e) shows the active power sharing
performance of different DG units. It can be observed that the transient response is well
damped and smooth power injection is yielded. Further, the load power is accurately
shared according to the ratings of different generators. Figure 6.12(b),(d),(f) shows
the corresponding adaptive active droop gains of different DG units. Depending on
the injected average active power, the m̂d gain is adjusted to preserve a well damped
































































Figure 6.10: Reactive power response of different DG units due to step change in load2 with











































































































Figure 6.12: Active power-sharing performance with the proposed controller due to step
change in load2. (a), (c), (e) Active power responses of different DG units, (b), (d), (f)
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Figure 6.13: Reactive power-sharing performance with the proposed controller due to step
change in load2. (a) Reactive power responses of different DG units. (b) Corresponding
adaptive reactive droop gains of different DG units.
for adaptation, smooth gain adaptation with high noise immunity is yielded for different
DG units as depicted in Figure 6.12(b), (d), (f).
Figure 6.13 shows the reactive power sharing performance with the proposed con-
troller. Figure 6.13(a) shows the reactive power responses of different DG units. Damped
reactive power sharing performance is yielded. Further, it can be noticed that the dy-
namic performance, in terms of the rise time, has been unified for different DG units.
Figure 6.13(b) shows the corresponding adaptive reactive droop gains of different DG
units. Depending on the injected average active power, the n̂d gain is adjusted to preserve
a well damped dynamic performance for each DG unit.
Due to the damped transient response of the proposed controller, the transient start-
up currents can be significantly suppressed. This is obvious in Figure 6.14, which depicts
the start-up phase-a current of DG2 using the proposed power-sharing controller.
6.6 Summary
An adaptive decentralized droop-based power-sharing control scheme for paralleled in-












Figure 6.14: Start-up current of DG2 with the proposed power-sharing controller.
structure preserves the dynamics and stability of each inverter unit at different loading
conditions. The proposed power-sharing strategy is based on the static droop character-
istics combined with an adaptive transient droop function. Unlike conventional droop
controllers, which yield one-degree-of-freedom tunable controller, the proposed droop
controller yields two-degree-of-freedom tunable controller. Subsequently, the dynamic
performance of the power-sharing mechanism can be adjusted, without affecting the
static droop gain, to damp the oscillatory modes of the power-sharing controller. To
account for the power modes immigration at different loading conditions, the transient
droop gains have been adaptively tuned via small signal analysis of the power-sharing
mechanism along the operation trajectory of each DG unit to yield the desired transient
and steady-state responses. Theoretical analysis and simulation results reveal that the
adaptive nature of the proposed controller ensures active damping of power oscillations
at different operating conditions; subsequently, stable and robust power-sharing perfor-
mance has been obtained in the paralleled inverter system. As a result, the proposed
scheme significantly contributes to preserving micro-grid stability and reliability.
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Chapter 7
A Robust Bidirectional DG
Interface for Grid-Connected and
Micro-Grid Systems
7.1 Introduction
With higher penetration of clean and renewable energy sources, stricter demands for
grid-connection and islanded operation are needed. In particular, there is a strong need
to develop a robust DG interface that guarantees stable and high power quality injection
under the grid-connected and micro-grid modes. Since DG units are usually installed
in weak grids, the DG interface should offer high robustness against grid disturbances.
These disturbances include harmonic distortion, unbalance, fast and slow voltage dis-
turbances, parameter variation, and uncertain dynamic interactions between the DG
interface and the grid. On the other hand, the small size of a micro-grid system and
the high penetration of inverter-based DG units (fuel cells, micro-turbines, photovoltaic
arrays, and full-scale converter-based wind turbines) make a micro-grid system poten-
tially susceptible to oscillation resulting from system disturbances. Severe and random
disturbances might be initiated in a micro-grid system, due to load changes, the power
sharing mechanism of micro-grid generators, and interactions between the DG interface
and the network.
Through the previous chapters, it can be noticed that a “divide and conquer” ap-
proach has been utilized to design new control algorithms for the DG interface to mitigate
wide range of critical DG integration problems. In this chapter, the developed control al-
gorithms are integrated to realize a novel and robust DG interface that broadly addresses
the aforementioned integration issues in gird-connected and micro-grid systems.
The residual part of this chapter is organized as follows. In Section 7.2, the conceptual
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design and overall structure of the proposed robust DG interface is presented. In Section
7.3, case studies with evaluation results are presented to demonstrate the effectiveness
of the proposed interface. A summary is drawn in Section 7.4.
7.2 Conceptual Design and Overall Structure of the
Proposed Robust DG Interface
Figure 7.1 depicts the control structure of the proposed DG interface for grid-connected
and micro-grid DG systems. As presented in Chapter 3, the newly designed deadbeat
current control algorithms can handle both the current tracking and grid distortion sup-
pression tasks. In addition, instabilities due to mismatches in the interfacing parameters
are handled by the current control scheme. As the core algorithm in the DG interface,
the developed current controls offer a powerful control infrastructure for the outer loops.
For example, the high bandwidth feature allows fast and accurate current tracking and
current profiling without increasing the inverter switching frequency. This feature facil-
itates the design of a fast load-voltage control scheme. On the other hand, accurate and
fast current control minimizes the coupling among current, voltage, and power control
loops; this is an important feature in micro-grid stability. Further, the proposed current
control scheme is characterized by a fixed switching frequency. This is a key factor in
determining the power-quality-based penetration limit of DG.
To realize the favorable feature of grid-voltage sensorless control, the grid-interface
monitoring unit, presented in Chapter 4, facilitates accurate and fast estimation of the
interfacing impedance parameters and the grid voltage vector (magnitude and position)
at the point of common coupling. The estimated grid voltage can be utilized to re-
alize a grid-voltage sensorless interfacing scheme, whereas the interfacing parameters
can be utilized for the self-tuning control to realize an adaptive DG interface. Further,
the developed generalized integrator-based fundamental gird-voltage and frequency es-
timation method yields accurate information of the fundamental grid-voltage vector in
a simple way. The robustly estimated voltage and frequency can be reliably used in
islanding detection. The response time of the fundamental positive-sequence grid volt-
age component is determined by the resonant filter gain. This time separation yields
an insensitive interface system to random and very-short grid disturbances; and hence,
overcomes inopportune islanding events. This is a crucial feature that must exist in a
robust DG interface featuring a fault-ride-through capability. On the other hand, the
control structure is fast enough to allow islanding detection and protection tripping, if
required.
The reference current vector is generated according to the operation mode. In grid-
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connected mode, the generation control block generates the active and reactive reference
current trajectories. The generation control and the voltage control can be augmented in
grid voltage control mode. The new dual-sequence hybrid linear with variable-structure
voltage control scheme, which is detailed in Chapter 5, enables close voltage regulation
characteristics. The variable-structure controller can reject a wide band of frequency
modes through an equivalent internal model with minimized chattering. When com-
bined with the proposed high bandwidth current controller, fast voltage regulation with
effective mitigation of fast voltage disturbance becomes feasible. Furthermore, the pres-
ence of the negative sequence controller allows fast mitigation of unbalanced voltage
disturbances. Provided that there is enough reactive power rating, the proposed in-
terface can over-ride large unbalanced voltage disturbances initiated by up-stream grid
faults. Inherently, small and mild voltage unbalances, which are caused by the uneven
distribution of single-phase loads and the diversity in their demands, can be mitigated.
Since the proposed voltage control scheme enables effective mitigation of fast voltage
disturbances, it can be considered as a universal solution to voltage quality problems,
where voltage sag, swell and flicker can be inherently mitigated.
In the micro-grid mode, the autonomous power sharing controller and the load voltage
controller generate the reference current vector. With the proposed current and voltage
control schemes, robust current and voltage control performance can be yielded in a
micro-gird system. However, to constrain the drift of the low frequency modes caused
by the power-sharing controller, a new transient-based droop controller with adaptive
gain is proposed. As presented in Chapter 6, the dynamic performance of the proposed
decentralized power sharing mechanism can be adjusted, without affecting the static
droop gain, to damp the oscillatory modes of the power-sharing controller. To account for
the power modes immigration at different loading conditions, the transient droop gains
have been adaptively tuned via small signal analysis of the power-sharing mechanism
along the operation trajectory of each DG unit to yield the desired transient and steady
state response. The adaptive nature of the proposed controller ensures active damping
of power oscillations at different operating conditions; subsequently, stable and robust
power-sharing performance is obtained in the paralleled inverter system. The direct
result is reserving the micro-grid stability and reliability.
The proposed control scheme, reported in Figure 7.1, is applied to a dispatchable DG
source. It can be extended to non-dispatchable inverter-based sources by replacing the
active power controller by a dc-link-voltage controller. Figure 7.2 shows the proposed
DG interface for a non-dispacthable inverter-based DG unit. Since the reliability of
non-dispatchable generation is limited, a micro-grid-based islanded operation of these
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Figure 7.2: Proposed control structure for non-dispatchable sources.
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7.3 Case Studies and Results
To evaluate the performance of the proposed DG interface in grid-connected and micro-
grid systems, a study system that is adapted from the benchmark system of the IEEE
Standard 399-1997 [117] is used. Figure 7.3 shows a single-line diagram of the study
system. The system consists of a radial distribution system that is connected to the
sub-transmission network via a 69 kV line. The sub-transmission system is represented
by a 1000 MVA short-circuit capacity bus with the X /R ratio of 22. The 69 kV/13.8
kV (∆-Y) distribution substation transformer is rated at 15 MVA; which is the rated
feeder capacity. The substation has a 0.5 MVAR shunt capacitor for reactive power
compensation. To account for nonlinear loads and grid-voltage unbalance, grid-voltage
harmonics and voltage unbalance are considered at the bus under study when needed.
The grid voltage harmonics considered as: 3% 5th harmonic, 2% 7th harmonic, and
1% 11th harmonics, whereas the grid voltage unbalance factor is 4%. The network
parameters, including the ratings and impedances of system components, are given in
Figure 7.3.
In the grid-connected mode, a DG penetration limit of 22.6% is considered in the
system under study. The system includes 4 inverter-based DG units. DG1 (0.7 MVA)
operates as a PV generator, whereas DG2 (1.2 MVA) and DG3 (1.0 MVA) operate as
PQ generators at unity power factor. DG4 (0.5 MVA) is a photovoltaic-based DG unit,
which is connected via a current-controlled interface at a unity power factor. Loads
L1 to L5 are considered as sensitive loads that should be serviced when the main grid
is disconnected. It should be noted that synchronous-generator-based DG units can
be utilized within a micro-grid system. However, it is shown in [18] that due to the
time-scale separation between the inverter dynamics and the power-angle dynamics of
a synchronous generator, inverter-based DG units have the main role in stabilizing a
micro-grid system. Accordingly, an inverter-based micro-grid system is considered in
the present case study.
Two main scenarios are considered:
1. Micro-grid formation is not allowed. In this scenario, DG units are allowed to
operate under the grid-connected mode only. According to the IEEE Standard
1547 [45], an anti-islanding feature should be embedded in each DG unit. In
this mode, the frequency is dictated by the main grid, to which DG units are
synchronized. Further, the grid is considered as slack bus that meets the total
demand of the feeder without DG installed. Similarly, the reactive power demand
































































































































































































































































































































































































































































































































Figure 7.3: Single-line diagram of the study system.
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2. Micro-grid formation is allowed. In this scenario, DG units are allowed to form
a micro-grid when the main grid is disconnected. This scenario is based on a
reliability enhancement objective for sensitive loads. To enhance the reliability
of sensitive loads, existing DG units can be utilized as backup sources that can
be operated within a micro-grid; basically when the main grid is not available.
Agreements between the utility, DG owners, and sensitive-load-customers, can be
conducted to allow micro-grid operation with a capacity that meets the sensitive
loads. Other non-sensitive loads are assumed to be automatically disconnected
by the under-voltage and under-frequency protection. Due to the reliability and
power management issues of non-dispatchable sources (these sources are controlled
based on an optimal power generation scheme to deliver the maximum available
power, normally to a large system), only dispatchable DG units will be utilized in
micro-grid operation. Accordingly, the total micro-grid capacity is 2.9 MVA and
it is supplied by three DG units; namely DG1, DG2, and DG3.
The performance of the proposed control algorithms under the above scenarios is
investigated. Some selected results, that complement the performance evaluation results
presented in the previous chapters, are reported as follows.
7.3.1 Grid-Connected Mode
In this mode, the system frequency is dictated by the grid. The tracking and regulation
performances of each DG unit are examined in the grid-connected mode.
Figure 7.4(a) shows the grid voltage at bus 1 with DG1 disabled. Grid voltage
distortion and unbalance are obvious. In Figure 7.4(b), DG1 is switched on at t=0.0167
s (1 cycle) to regulate voltage at the PCC and to inject 450 kW to the grid. The fast
regulation action of the proposed voltage control scheme along with it is ability to reject
dynamic voltage disturbances yields close voltage regulation characteristics as shown
in Figure 7.4(b). Figure 7.4(c) shows the corresponding current injected by DG2 (the
magnitude is normalized to the rms value).
Figure 7.5(a) shows the voltage magnitude at bus 1 with zero grid distortion/unbalance
and DG1 disabled, and with the substation capacitor switched on at t=0.045 s. The
switching transient remarkably affects the voltage quality, where the maximum instan-
taneous voltage reaches 1.4 p.u. for about 4 ms, and the steady-state voltage rise is
about 0.08 p.u. Figure 7.5(b) depicts the voltage magnitude at bus 1 when DG1 is
enabled at t=0. Robust voltage control performance has been obtained, where the max-






































Figure 7.4: Control performance of DG1. (a) Grid voltage with DG1 disabled. (b) DG2


























 Figure 7.5: Capacitor switching at bus 1. (a) With DG1 disabled. (b) With DG1 enabled.
Figure 7.6(a) shows the grid voltage at bus 2 with DG2 installed and with the grid
distortion/unbalance considered. Since DG2 behaves as a PQ-generator, there is no
contribution to the voltage quality as expected. However, the grid-side injected current
is of high quality as depicted in Figure 7.6(b). This is due to the robust design of the
proposed current controller under practical system constraints. Figure 7.6(c) shows the
dynamic performance of the injected current of DG2 when the command active power
is changed from 0.72 MW to 1.1 MW at t=0.167 s. As the figure reveals, smooth power
increase, with a controlled ramp-rate, can be achieved with the proposed interface. Fig-
ure 7.6(d) shows the estimated grid frequency using a conventional dq-phase-locked loop
synchronization method, whereas Figure 7.6(e) shows the fundamental grid-frequency
obtained by the proposed interface monitoring unit. The robust estimation performance
allows accurate synchronization with the fundamental grid frequency, and hence high
power quality injection, even under the presence of grid distortion and unbalance. On
the other hand, the robustly estimated grid voltage vector enables accurate islanding
detection.
Figure 7.7(a) shows the grid-side injected current by DG3. Similar to DG2, DG3






























































Figure 7.6: Control performance of DG2. (a) Grid voltage. (b) DG2 injected current. (c)
DG2 injected current during power increase. (d) Estimated grid frequency using a conventional
dq-PLL. (e) Estimated grid frequency using the proposed interface.
the conditions of grid distortion and unbalance. Figure 7.7(b) shows the dynamic per-
formance the injected current of DG3 when the command active power is changed from
0.375 MW to 0.91 MW. Again, smooth power increase, with a controlled ramp-rate, can
be achieved with the proposed interface.
Figure 7.8(a) shows the grid voltage at bus 4 with DG4 installed. Since DG4 operates
as a current source generator, then no contribution to the voltage quality is expected.
Figure 7.8(b) shows the grid-side injected current, which has a THD of about 1.1%.
Figure 7.8(c) shows the dynamic performance of the injected current of DG4 when the
input power changes from 250 kW to 350 kW. Figure 7.8(d) shows the corresponding
dc-link voltage of DG4. The dc-link voltage is quickly regulated by increasing the active
power current command of the grid-side converter.
To investigate the performance of the proposed interface under the conditions of
supply loss and restoration, the main supply is lost at t=0.1 s and it is restored back
again at t=0.35 s. In this scenario, micro-grid formation is not allowed; therefore all DG
units should be disconnected within 2 s upon the detection of the islanding event to cope

























Figure 7.7: Control performance of DG3. (a) DG3 injected current. (b) DG2 injected current
during power increase.
detection method with an admissible frequency band of 59.3 Hz to 60.5 Hz. Figure 7.9(a)
shows the estimated frequency of DG2. The estimated fundamental frequency has a fast
drift after the supply loss, and it becomes unstable. Upon exceeding the lower limit of
the admissible frequency band, the pulse-command to the interface is disabled to block
the interface from the network.
The time delay between the islanding event and islanding detection is mainly related
to the response time of the resonant filter associated with the interface monitoring unit.
With this design, the interface will be robust against random and very-short grid dis-
turbances; hence, it can overcome inopportune islanding events. At the same time, the
response of the proposed interface is still fast enough to allow fast islanding detection. At
t=0.35 s, the main supply is restored. The estimated frequency tracks the grid frequency
accurately as shown in Figure 7.9(a). Figure 7.9(b) shows the islanding detection switch-
ing logic. Once the frequency is maintained within the admissible band, the interface
can be synchronized to the grid voltage again. Figure 7.9(c) shows the corresponding
injected currents during the supply loss and synchronization scenarios. Upon islanding,





















































Figure 7.8: Control performance of DG4. (a) Grid voltage. (b) DG2 injected current. (c)





























































Figure 7.9: Performance of the proposed interface under the conditions of supply loss and
restoration.
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control algorithm, the sensitivity to frequency variation is swiftly mapped to the current
response, reflecting instabilities associated with islanding. This allows a timely islanding
detection process by relaxing the coupling between the current dynamics and the island-
ing detection method. Figure 7.9(d) shows the estimated frequencies of DG1, DG2,
DG3, and DG4 under the same supply loss and synchronization scenarios. Accurate
frequency estimates are obtained in different cases. The reported results in Figure 7.9
show that the output of the interface monitoring unit can be reliably used in detect-
ing the grid status. It should be noted that with the large body of existing islanding
detection techniques [118], various islanding detection algorithms can be implemented
to enhance the islanding performance. The proposed voltage-sensorless interface has
inherent sensitivity to reflect system perturbations on the estimated quantities.
The aforementioned results indicate the robustness of the proposed DG interface in
the grid connected mode.
7.3.2 Micro-Grid Mode
In the micro-grid mode of operation, each DG unit generates a regulated power and
contributes to the overall system stability through a power-sharing function. In this
scenario, micro-grid formation is allowed and load shedding takes place so that the total
connected load is less or equal to the micro-grid capacity.
Figure 7.10 shows the performance of the three DG units during the mode transition
at t=0.12 s. Load shedding of insensitive loads takes place to adjust the total micro-
grid connected load at 2.3 MVA. Figure 7.10(a) shows the active power response of the
three DG units. The power sharing function adjusts the injected power of each DG unit
to achieve close power sharing of the total micro-grid connected load. Figure 7.10(b)
shows the corresponding reactive power response of different DG units. Figure 7.10(c)
shows the p.u. magnitude of the output voltage of different DG units during the mode
transition. The proposed interface offers seamless transfer between the grid-connected
and micro-grid modes provided that the power continuity constraint is fulfilled, i.e. the
total micro-grid connected load meets the micro-grid capacity.
Figure 7.11 shows the performance of the micro-grid system at an increase of the
total micro-grid connected from 2.1 MW, 0.65 MVAR to 2.6 MW, 1.5 MVAR. Figure
7.11(a) shows the active power response, whereas Figure 7.11(b) shows the reactive power
response. Due to the damped power-sharing control performance, smooth power-sharing
performance can be obtained with the proposed DG interface even when the micro-grid
loading approaches the micro-grid rated power (approximately 0.95 p.u.).











































Figure 7.10: Control performance of the proposed interface during micro-grid formation. (a)
































Figure 7.11: Power-sharing performance in micro-grid operation. (a) Active power responses.















Figure 7.12: Voltage control performance in micro-grid operation with 0.75 MW step load.
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total micro-grid connected load. Robust voltage regulation performance is yielded. Since
the load disturbance is purely active, the voltages of the three DG units converge to
very close values. Slight differences in the voltage magnitude are due the reactive power
demand of the line reactances and ac-side filters.
The aforementioned results show that the proposed DG interface can be reliably used
in micro-grid operation. In particular, preserving the power-sharing stability and voltage
control performance remarkably contributes to the micro-grid stability and reliability.
It is worth to mention that with the expected large penetration of DG, there is a
strong need to develop scalable and reliable energy management algorithms to achieve
optimum system operation in the grid-connected and micro-grid modes of operations.
The proposed DG interface provides a powerful infrastructure for such a supervisory
control layer.
7.4 Summary
A robust DG interface that broadly addresses a number of key integration issues has
been proposed in this chapter. The proposed interface offers stable and high power
quality injection in both the grid-connected and micro-grid modes. In addition, the
proposed control scheme allows seamless transfer between grid-connected and micro-
grid modes. The proposed interface provides a powerful infrastructure for DG units
to meet the stricter demands for grid-connection and islanded operation that will be




8.1 Summary and Conclusions
New control algorithms for the inverter-based DG interface, in both the grid-connected
and micro-grid modes of operation, have been proposed and presented in this thesis. The
proposed control algorithms are designed to realize a robust DG interface that guaran-
tees stable and high power quality injection under the challenging uncertain nature of
distribution systems and future micro-grid systems.
In Chapter 3, a newly designed deadbeat current regulation scheme has been intro-
duced. The proposed design guarantees high power quality current injection under the
presence of different disturbing parameters, such as grid voltage distortion, interfacing
parameters variation, and inverter system delays. The proposed current control algo-
rithm has been applied to the case of inverter output current control. Further, it has
been extended, through a modified power circuit model and a new intermediate voltage
control approach, to the case of grid current control in a DG interface with a T -type
filter.
In Chapter 4, a novel adaptive discrete-time grid-voltage sensorless interfacing scheme
for DG inverters has been introduced. Two designs for a new interface monitoring unit
have been investigated. Firstly, an interface-monitoring unit, based on parallel adaptive
observers, has been designed with low computational demand to estimate the grid voltage
and the interfacing parameters simultaneously. Secondly, to cope with the nonlinear
nature of the estimation problem and the periodic time-varying nature of the grid voltage,
the second design utilizes a neural-network based adaptation algorithm, which works as
a real-time optimization agent in the grid-voltage estimator. Both designs have yielded
accurate and unbiased estimates. Further, a simple and robust synchronization algorithm
and a voltage-sensorless average power control loop have been proposed to realize an
adaptive voltage-sensorless DG interface.
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A new voltage control scheme for the DG interface featuring fast load voltage regula-
tion and effective mitigation of fast voltage disturbances has been introduced in Chapter
5. The proposed voltage control scheme targets the problem of fast and large-signal-
based voltage disturbances, which is common in typical distribution feeders. A hy-
brid voltage controller combining a linear with a variable-structure control element has
been proposed for the DG interface. Positive and dual-sequence versions of the pro-
posed voltage controller have been developed. The proposed voltage controller success-
fully embeds a wide band of frequency modes through an equivalent internal model.
Subsequently, wide range of balanced and unbalanced voltage perturbations, including
capacitor-switching disturbances, has been effectively mitigated.
In Chapter 6, an adaptive decentralized droop-based power-sharing control scheme
for paralleled inverters in DG micro-grids has been introduced. First, theoretical analysis
of micro-grid dynamics with the conventional droop-based power-sharing mechanism has
been presented. Second, a new adaptive power-sharing controller with active damping
feature has been designed to preserve the dynamic performance and stability of each
inverter unit at different loading conditions. Unlike conventional droop controllers, the
proposed droop controller yields two-degree-of-freedom tunable controller. Subsequently,
the dynamic performance of the power-sharing mechanism can be adjusted, without
affecting the static droop gain, to damp the oscillatory modes of the power-sharing
controller.
In Chapter 7, the proposed control algorithms have been integrated to realize a
robust DG interface for both the gird-connected and micro-grid systems. Additional
evaluation results have been presented to demonstrate the effectiveness of the proposed
DG interface.
8.2 Contributions
The main contributions of this thesis can be highlighted as follows:
1. The development of new deadbeat current control algorithms for the inverter-based
DG interface. The new current control algorithms yield a stable and high-power
quality current control performance under the challenging uncertain nature of dis-
tribution systems and practical system constraints. Both cases of the inverter-
output current control and grid-side current control are considered. Hence, a wide
applicability scope is yielded. The salient features of the proposed current con-
trollers are: 1) high power quality current injection even under distorted grid condi-
tions; 2) high bandwidth characteristics without increasing the switching frequency
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and with considerably low computational demand; 3) high robustness against un-
certainties in the interfacing parameters; 4) no additional hardware is needed for
delay compensation; 5) the high bandwidth feature allows current profiling control;
a key feature to facilitate the design of a fast load-voltage control scheme; 6) the
deadbeat response helps in minimizing the coupling among current, voltage, and
power control loops; this is an important feature in micro-grid stability; and 7)
fixed switching frequency, which is a key factor in determining the power-quality-
based penetration limit of DG.
2. The development of a novel grid-voltage sensorless DG interface with an adaptive
estimation unit that performs multiple tasks, such as interface-parameter monitor-
ing, synchronization, and self-commissioning/self-tuning control, within the DG
interface. The proposed grid-voltage sensorless interfacing scheme is inherently
self-commissioning/self-tuning and guarantees optimum performance, without the
constraint conditions and detailed prior knowledge of the inverter system and grid
parameters. Sensorless control schemes enhance the system reliability and decrease
the cost. Along with the reliability and cost enhancements, significant performance
enhancements can be obtained by eliminating the grid voltage sensors in the pro-
posed inverter-based DG interface. Among these are: 1) the elimination of the
residual negative sequence and voltage feed-forward compensation errors (the in-
jected currents are so sensitive to minute variations in the reference voltage vector,
which highly depends on the feed-forward compensation control), and 2) the pos-
itive contribution to the robustness of the power sharing mechanism in paralleled
inverter systems, where the power-sharing mechanism is generally based on open-
loop controllers.
3. The development of a novel hybrid-type voltage control scheme for the DG interface
featuring fast voltage regulation and effective mitigation of dynamic voltage distur-
bances. The proposed voltage control scheme provides means for mitigating fast
and dynamic voltage disturbances, such as capacitor switching transients. Further,
with the proposed controller, the DG interface can over-ride unbalanced voltage
disturbances initiated by up-stream grid faults provided that there is enough reac-
tive power rating. The fast voltage regulation performance along with the ability
of rejecting dynamic voltage disturbances give the proposed voltage controller the
ability to act as a universal solution for the voltage quality problems, where volt-
age sag, swell, and flicker can be inherently mitigated. As a result, the proposed
voltage control scheme remarkably contributes to boosting the voltage reliability in
micro-grids and distribution systems; particularly in week grids and/or in systems
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feeding sensitive loads.
4. Addressing the problem of fast and dynamic voltage disturbances motivated the
research on relaxing the slowly varying assumption in the grid voltage estimator. A
contribution to relax this assumption has been made through the development of a
novel curbing sliding-mode-based observation system. The observation system can
be generalized to the case of estimating fast and dynamic uncertainties; a typical
challenge in grid-connected converters and machine-drives.
5. The development of a structured and simple tuning method for the proposed volt-
age control scheme. The tuning problem is formulated as a constrained optimiza-
tion problem and solved via a particle-swarm-optimization routine.
6. The development of a novel adaptive decentralized droop-based power-sharing con-
trol scheme for paralleled inverters in DG micro-grids, which form a key player in
future electricity systems. The adaptive nature of the proposed controller en-
sures active damping of power oscillations at different operating conditions; subse-
quently, stable and robust power-sharing performance is obtained in the paralleled
inverter system. A key contribution in the proposed scheme is the absence of any
communication infrastructure. As a result, the proposed scheme can be consid-
ered as a low cost solution that significantly contributes to preserving micro-grid
stability and reliability.
7. The development of a robust DG interface that utilizes the developed control al-
gorithms in a way to preserve the generation stability and power quality under
the challenging uncertain and dynamic nature of typical distribution systems and
micro-grids. The overall DG interface facilitates a stable and reliable micro-grid
operation along with a safe plug-and-play integration of DG units in existing distri-
bution systems; hence increasing the system penetration of DG. The direct result
of this development is huge financial saving for utilities by capturing the salient fea-
tures of deploying DG into existing utility networks. Further, these developments
are significant to the industry as they provide the blue print for reliable control
algorithms in future DG units, which are expected to operate under challenging
system conditions.
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8.3 Directions for Future Work
In continuation of this work, the following subjects are suggested for future studies:
1. The adaptation and application of the proposed current, voltage, and estimation
algorithms to different custom power devices, such as active filters, distribution
static synchronous compensators, and unified power conditioners.
2. The extension of the proposed active damping control in micro-grids to increase
the damping of the medium-frequency modes, which can be excited by micro-grid
harmonics.
3. The utilization of the proposed DG interface within an operational planning and
energy management algorithms for a distribution system with embedded genera-
tion, and/or micro-grids, in the presence of a low-bandwidth supervisory commu-
nication system.
4. The optimization of the power sharing control settings for minimum operation cost
of a micro-grid system.
5. The development of reliable micro-grid dispatch tools that can be integrated within
the energy management algorithms in micro-grids.
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Appendix A
Parameters of the Studied System
Shown in Figure 5.4
The parameters of the studied system shown in Figure 5.4 are given as follows:
• Nominal grid phase-voltage at the PCC =110 V at 60 Hz;
• Rs=0.08 Ω;
• Ls=1 mH;
• DC-link voltage=600 V;
• Load L1: 20 kW at 0.9 lagging power factor;
• Load L2: 30 kW at 0.85 lagging power factor;
• Switching capacitor: 20 kVAR;
• Nominal equivalent interfacing inductance Lo=2.5 mH;
• Nominal equivalent interfacing resistance Ro=1.0 Ω.
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Appendix B
Parameters of the Studied System
Shown in Figure 6.4
The parameters of the studied system shown in Figure 6.4 are given as follows:
• DG1: 15 kVA, 208 V (L-L), 60 Hz, Lf=1.5 mH, Rf=0.15 Ω, Cf=45 µF, Lc=0.53
mH, Rc=0.05 Ω, m=1.33×10−4 rad/s/W, n=1.33×10−3 V/VAR, ωc=30 rad/sec,
Kpi=10, Kii=15300, Kpv=0.045, Kiv=400, H=0.68;
• DG2: 20 kVA, 208 V (L-L), 60 Hz, Lf=1.5 mH, Rf=0.15 Ω, Cf=45 µF, Lc=0.53
mH, Rc=0.05 Ω, m=1.0 × 10−4 rad/s/W, n=1.0 × 10−3 V/VAR, ωc=30 rad/sec,
Kpi=10, Kii=15300, Kpv=0.045, Kiv=400, H=0.7;
• DG3: 10 kVA, 208 V (L-L), 60 Hz, Lf=1.5 mH, Rf=0.15 Ω, Cf=45 µF, Lc=0.53
mH, Rc=0.05 Ω, m=2.0 × 10−4 rad/s/W, n=2.0 × 10−3 V/VAR, ωc=30 rad/sec,
Kpi=10, Kii=15300, Kpv=0.045, Kiv=400, H=0.75;
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