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a b s t r a c t
In this work, exact traveling wave solutions of the Bogoyavlenskii equation are studied by
the ( G
′
G )-expansion method and its variants. The solutions obtained are general solutions
which are in the form of hyperbolic, trigonometric and rational functions and a variety
of special solutions like kink shaped, antikink shaped, bell type soliton solutions etc., can
easily be derived from the general results under certain domain. These methods are more
effective and simple than other methods and a number of solutions can be obtained at the
same time. In order to visualize the underlying dynamics of the obtained solutions, two
and three dimensional plots are drawn.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Nonlinear evolution equations are frequently used to describe many problems of solid state physics, fluid mechanics,
plasma physics, population dynamics, chemical kinetics, nonlinear optics, protein chemistry, theory of Bose–Einstein
condensates etc. [1,2]. The basic strategies onemay adopt to predict, control and quantify the underlying features of a system
under investigation are to model the system in terms of mathematical equations, which are generally nonlinear and then
find exact analytic solutions of such model equations using some suitable methods.
In the past few decades, considerable efforts have been made to obtain exact analytical solutions of such nonlinear
equations and a number of powerful and efficient methods have been developed for obtaining explicit traveling wave
solutions [2–16].
Very recently, a new powerful technique called the ( G
′
G )-expansion method [17] was introduced for a reliable treatment
of nonlinear wave equations. Thereafter some more applications of this method have also been reported [18–24]. Later, the
generalized and extended version of the ( G
′
G )-expansion method is also reported [25,26].
Recently, we also exploited this method and obtained some interesting results of a number of equations of physical
relevance [27–29]. With a motivation to further expand the domain of applications of the ( G
′
G )-expansion method, here in
the present work, we study the following Bogoyavlenskii equation [30]
4ut + uxxy − 4u2uy − 4uxv = 0,
uuy = vx. (1)
In Ref. [30], the Lax pair and a nonisospectral condition for the spectral parameter are presented. Eq. (1) was again derived
by Kudryashov and Pickering [31] as a member of a (2+ 1) Schwarzian breaking soliton hierarchy. The above equation also
appeared in Ref. [32] as one of the equations associated to nonisospectral scattering problems. Estevez et al. showed that
Eq. (1) possesses the Painleve property [33].
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Eq. (1) is the modified version of a breaking soliton equation, 4uxt + 8uxuxy + 4uyuxx + uxxxy = 0, which describes the
(2 + 1)-dimensional interaction of a Riemann wave propagating along the y-axis with a long wave along the x-axis. To a
certain extent, a similar interaction is observed in waves on the surface of the sea. It is well-known that the solution and its
dynamics of the equation can make researchers deeply understand the described physical process.
The organization of the paper is as follows: in Section 2, a brief account of the ( G
′
G )-expansion and its variants i.e. the
generalized and extended versions, for finding the traveling wave solutions of nonlinear equations are given. In Section 3,
exact solutions of the Bogoyavlenskii equation by these methods. Finally conclusions are given in Section 4.
2. Description of methods
The ( G
′
G )-expansion method:
The main features of this method can be summarized as follows. The starting point is a nonlinear PDE of the form
P(u, ut , ux, utt , uxt , uxx, . . .) = 0, (2)
which describes the dynamical wave solution u(x, t). To find the traveling wave solution of Eq. (2), introduce the wave
variable ξ = (x− ct), which converts PDE (2) into an ODE
P(u, uξ , uξξ , uξξξ , . . .) = 0. (3)
The solution of Eq. (3) can be expressed by a polynomial in ( G
′
G ) as
u(ξ) =
n
i=0
αi

G′
G
i
, (4)
where G = G(ξ) satisfies the second order linear ODE of the form
G′′ + λG′ + µG = 0, (5)
where G′ = dG(ξ)dξ ,G′′ = d
2G(ξ)
dξ2
and αi, λ, µ are constants to be determined later and αn ≠ 0. The positive integer n can be
determined by considering the homogeneous balance between the highest order derivative linear term and nonlinear terms
appearing in ODE (3). More precisely, we define the degree of u(ξ) as D[u(ξ)] = n, which gives rise to the degree of other
expressions as follows,
D

dqu
dξ q

= n+ q, D

up

dqu
dξ q
s
= np+ s(n+ q). (6)
Therefore, we can get the value of n in Eq. (4). Substituting Eq. (4) into Eq. (3) and using Eq. (5), collecting all terms with the
same order of ( G
′
G ) together, and then equating each coefficient of the resulting polynomial to zero yield a set of algebraic
equations for αi, c, λ and µ. The solutions of Eq. (5) depending on whether λ2 − 4µ > 0, λ2 − 4µ < 0, λ2 − 4µ = 0 are
given as

G′
G

=


λ2 − 4µ
2

A1 sinh

1
2

λ2 − 4µ

ξ + A2 cosh

1
2

λ2 − 4µ

ξ
A1 cosh

1
2

λ2 − 4µ

ξ + A2 sinh

1
2

λ2 − 4µ

ξ

− λ
2
, λ2 − 4µ > 0,

4µ− λ2
2
−A1 sin 124µ− λ2ξ + A2 cos 124µ− λ2ξ
A1 cos

1
2

4µ− λ2

ξ + A2 sin

1
2

4µ− λ2

ξ

− λ
2
, λ2 − 4µ < 0,
A2
A1 + A2ξ −
λ
2
, λ2 − 4µ = 0.
(7)
The above results can be written in simplified forms as

G′
G

=


λ2 − 4µ
2
tanh

λ2 − 4µ
2
ξ + ξ0

− λ
2
, λ2 − 4µ > 0, tanh ξ0 = A1A2 ,
A1A2
 > 1,
λ2 − 4µ
2
coth

λ2 − 4µ
2
ξ + ξ0

− λ
2
, λ2 − 4µ > 0, coth ξ0 = A1A2 ,
A1A2
 < 1,
4µ− λ2
2
cot

4µ− λ2
2
ξ + ξ0

− λ
2
, λ2 − 4µ > 0, cot ξ0 = A2A1 ,
A2
A1 + A2ξ −
λ
2
, λ2 − 4µ = 0.
(8)
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The above results are the simplified forms of the results obtained by the ( G
′
G )-expansion method and hence called the
simplified ( G
′
G )-expansion method [23].
Now substituting αi, c and the general solutions of Eq. (5) from Eqs. (7) and (8) into Eq. (4), we obtain traveling wave
solutions of nonlinear differential equation (2).
The generalized ( G
′
G )-expansion method:
In generalized version [25], one makes an ansatz for the solution u(ξ) as
u(ξ) =
n
i=0
αi

G′
G
i
, (9)
where G = G(ξ) satisfies the following Jacobi elliptic equation
[G′]2 = e2G4(ξ)+ e1G2(ξ)+ e0, (10)
where αi, e2, e1 and e0 are the arbitrary constants to be determined later and αn ≠ 0. Substituting Eq. (9) into Eq. (3)
and using Eq. (10), we obtain a polynomial in Gj(ξ),G′(ξ)Gj(ξ) (j = ±1,±2 . . .). Equating each coefficient of the resulted
polynomials to zero yields a set of algebraic equations for αi, e2, e1 and e0. Now, substituting αi and the general solutions of
Eq. (10) (see Appendices A–C) into Eq. (9), we obtain many new traveling wave solutions in terms of Jacobi elliptic functions
of the nonlinear PDE (2).
The extended ( G
′
G )-expansion method:
In the extended form of this method [26], the solution u(ξ) of Eq. (3) can be expressed as
u(ξ) = a0 +
n
i=1

ai

G′
G
i
+ bi

G′
G
i−1
σ

1+ 1
µ

G′
G
2 
, (11)
where a0, ai, bi (i = 1, . . . , n) are constants to be determined later, σ = ±1, n is a positive integer, and G = G(ξ) satisfies
the following second order linear ODE
G′′ + µG = 0, (12)
where µ is a constant. Substituting Eq. (11) into Eq. (3) and using Eq. (12) and collecting all terms with the same order
of ( G
′
G )
k and ( G
′
G )
k

σ {1+ 1
µ
( G
′
G )
2} together, and then equating each coefficient of the resulting polynomial to zero yield a
set of algebraic equations for w, a0, ai, bi (i = 1, . . . , n). On solving these algebraic equations, we obtain the values of the
constantsw, a0, ai, bi (i = 1, . . . , n) and then substituting these constants and the known general solutions of Eq. (12) into
Eq. (11), we obtain the explicit solutions of nonlinear differential equation (2).
After the brief description of the methods, we now apply these for solving the Bogoyavlenskii equation.
3. Exact solutions to the Bogoyavlenskii equation
In the theory of nonlinear waves, one of the most important aspects is the study of traveling wave solutions which are
solutions of constant form moving with a fixed velocity. Here, we seek the traveling wave solution for Eq. (1) in the form
u(x, y, t) = u(ξ), v(x, y, t) = v(ξ), ξ = (x+ y− ct). (13)
Substituting Eq. (13) into Eq. (1) and integrating once the second equation of Eq. (1) and for simplicity, equating the
integration constant equal to zero, we get
−4cu′ + u′′′ − 4u2u′ − 4u′v = 0
u2
2
= v. (14)
The substitution of the second equation of Eq. (14) into the first equation, after integrating once the resultant, yields
u′′ − 2u3 − 4cu = 0. (15)
Now, using the balancing procedure between u′′ with u3 in Eq. (15), we get n = 1. This suggests the choice of u(ξ) in Eq. (4)
as
u(ξ) = α1

G′
G

+ α0, α1 ≠ 0, (16)
where G = G(ξ) satisfies the second order linear ODE (5).
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The use of Eq. (16) in Eq. (15) and rationalization of the resultant expression with respect to the powers of ( G
′
G ) yield the
following set of algebraic equations
2α1 − bα31 = 0, (17a)
(3λ− c)α1 − 3bα21α0 = 0, (17b)
(2µ+ λ2 − cλ+ a)α1 − 3bα1α20 = 0, (17c)
(λ− c)µα1 + aα0 − bα30 = 0. (17d)
On solving the above set of algebraic equations, we have
α1 = ±1, α0 = ±λ2 , c = −
1
8
(λ2 − 4µ), (18)
where λ and µ are arbitrary constants.
Now, with the help of Eqs. (7), (16) and (18), we obtain the following types of traveling wave solutions of Eq. (1).
Case (i). When λ2 − 4µ > 0, the hyperbolic function traveling wave solutions are given as
u(ξ) = ±

λ2 − 4µ
2
A1 sinh

1
2

λ2 − 4µ

ξ + A2 cosh

1
2

λ2 − 4µ

ξ
A1 cosh

1
2

λ2 − 4µ

ξ + A2 sinh

1
2

λ2 − 4µ

ξ
 , (19)
v(ξ) = (λ
2 − 4µ)
8
A1 sinh

1
2

λ2 − 4µ

ξ + A2 cosh

1
2

λ2 − 4µ

ξ
A1 cosh

1
2

λ2 − 4µ

ξ + A2 sinh

1
2

λ2 − 4µ

ξ
2 . (20)
In particular, if A1 ≠ 0, A2 = 0, λ > 0, µ = 0, then u(ξ) and v(ξ) become
u(ξ) = ±λ
2
tanh

λ
2
ξ

. (21)
v(ξ) = λ
2
8
tanh2

λ
2
ξ

. (22)
By taking the positive and negative signs in Eq. (21), the linear independent solutions u+ and u− represent the kink and
antikink shaped soliton solutions respectively while solution in Eq. (22) represents bell type soliton solution which are
shown graphically in Figs. 1 and 2 respectively.
But if A1 = 0, A2 ≠ 0, λ > 0, µ = 0, then we have
u(ξ) = ±λ
2
coth

λ
2
ξ

, (23)
v(ξ) = λ
2
8
coth2
λ
2
ξ

, (24)
which represent traveling wave solutions. The solutions in Eqs. (23) and (24) are divergent and hence physically less
acceptable. The general solutions which are in Eqs. (19) and (20) can be written in simplified form as
u(ξ) = ±

λ2 − 4µ
2
tanh

λ2 − 4µ
2
ξ + ξ0

, (25)
v(ξ) = (λ
2 − 4µ)
8
tanh2

λ2 − 4µ
2
ξ + ξ0

, (26)
when | A2A1 | > 1 and ξ0 = tanh−1
A2
A1
.
But when | A2A1 | < 1 then u(ξ) and v(ξ) become
u(ξ) = ±

λ2 − 4µ
2
coth

λ2 − 4µ
2
ξ + ξ0

, (27)
v(ξ) = (λ
2 − 4µ)
8
coth2

λ2 − 4µ
2
ξ + ξ0

, (28)
where ξ0 = tanh−1 A1A2 .
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Fig. 1. (a) 2D profile of Eq. (21): kink shaped soliton (u+ , Black line), anti-kink shaped soliton (u− , Blue line). (b) Corresponding 3D plot for parameter
value λ = 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Case (ii). When (λ2 − 4µ) < 0, we get trigonometric function solutions
u(ξ) = ±

4µ− λ2
2
−A1 sin

1
2

4µ− λ2

ξ + A2 cos( 12

4µ− λ2)ξ
A1 cos

1
2

4µ− λ2

ξ + A2 sin

1
2

4µ− λ2

ξ
 , (29)
v(ξ) = (4µ− λ
2)
8
−A1 sin

1
2

4µ− λ2

ξ + A2 cos

1
2

4µ− λ2

ξ
A1 cos

1
2

4µ− λ2

ξ + A2 sin

1
2

4µ− λ2

ξ
2 . (30)
In the simplified form, Eqs. (29) and (30) can be written as
u(ξ) = ±

4µ− λ2
2
cot

4µ− λ2
2
ξ + ξ0

, (31)
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Fig. 2. Bell shaped soliton: (a) 2D profile and (b): corresponding 3D plot of Eq. (22) for parameter value λ = 1.
v(ξ) = (4µ− λ
2)
8
cot2

4µ− λ2
2
ξ + ξ0

, (32)
where ξ0 = cot−1 A2A1 .
Case (iii). When (λ2 − 4µ) = 0, the rational solutions are given as
u(ξ) = ±

A2
A1 + A2ξ

, (33)
v(ξ) = 1
2

A2
A1 + A2ξ
2
. (34)
These are traveling wave solutions of the Bogoyavlenskii equation (1) under different assumption.
Next, for obtaining the solutions for the Bogoyavlenskii equation (1) using the generalized form of the ( G
′
G )-expansion
method, substitute the ansatz (16) into Eq. (15). However, in this case G = G(ξ) of Eq. (16) satisfies the Jacobi elliptic
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equation (10). With the help of Eq. (10), the following set of simultaneous algebraic equations is derived as
−6be2α0α21 = 0, (35a)
−6be2α0α21 = 0, (35b)
2e2α1 − 2e2α31 = 0, (35c)
2e0α1 − 2e0α31 = 0, (35d)
−2e1α1 − 6α20α1 − 4cα1 = 0, (35e)
−6e1α0α21 − 2α30 − 4cα0 = 0. (35f)
The solutions of the above set of algebraic equations may be written as
α0 = 0, α1 = ±1, c = −e12 . (36)
Thus using Eqs. (16) and (36), the following solutions are obtained
u(ξ) = ±

G′
G

, (37)
v(ξ) = 1
2

G′
G
2
, (38)
where ξ = x+ y+ e12 t .
Now, with the aid of Appendix A, we get the following set of exact solutions of Eq. (1).
Set (i). If e0 = 1, e1 = −(m2 + 1), e2 = m2, then we obtain
u1(ξ) = ±cs(ξ)dn(ξ), (39a)
u2(ξ) = ∓sd(ξ)nc(ξ), (39b)
and
v1(ξ) = 12 cs
2(ξ)dn2(ξ), (40a)
v2(ξ) = 12 sd
2(ξ)nc2(ξ), (40b)
where ξ = x+ y− (m2+1)2 t .
Set (ii). If e0 = 1−m2, e1 = 2m2 − 1, e2 = −m2, then we derive
u(ξ) = ∓sc(ξ)dn(ξ), (41)
v(ξ) = 1
2
sc2(ξ)dn2(ξ), (42)
where ξ = x+ y+ (2m2−1)2 t .
Set (iii). If e0 = m2 − 1, e1 = 2−m2, e2 = −1, then we obtain
u(ξ) = ∓m2sn(ξ)cd(ξ), (43)
v(ξ) = m
4
2
sn2(ξ)cd2(ξ), (44)
where ξ = x+ y+ (2−m2)2 t .
Set (iv). If e0 = m2, e1 = −(m2 + 1), e2 = 1, then we have
u(ξ) = ∓ds(ξ)cs(ξ)
ns(ξ)
, (45)
v(ξ) = 1
2
ds2(ξ)cs2(ξ)
ns2(ξ)
, (46)
where ξ = x+ y− (m2+1)2 t .
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Set (v). If e0 = 0, e1 = 1, e2 = −1, then we obtain
u(ξ) = ∓ tanh(ξ), (47)
v(ξ) = 1
2
tanh2(ξ), (48)
where ξ = x+ y+ 12 t .
Set (vi). If e0 = 0, e1 = 1, e2 = 1, then we derive
u(ξ) = ∓ coth(ξ), (49)
v(ξ) = 1
2
coth2(ξ), (50)
where ξ = x+ y+ 12 t .
Set (vii). If e0 = 0, e1 = −1, e2 = −1, then we have
u(ξ) = ± tan(ξ), (51)
v(ξ) = 1
2
tan2(ξ), (52)
where ξ = x+ y− 12 t .
Similarly, we can write down the other sets of exact solutions of Eq. (1) which are omitted for convenience. Thus using
the generalized form of the ( G
′
G )-expansion method, one can obtain families of the exact traveling wave solutions of Eq. (1)
in terms of Jacobi elliptic functions. Under some conditions, these solutions change into hyperbolic and trigonometric
functional forms (using Appendix B). Some of the solutions obtained above are similar to the results obtained by
Peng et al. [34].
Now, we study Eq. (1) using the extended form of the ( G
′
G )-expansion method and for this the ansatz becomes as
u(ξ) = a0 + a1

G′
G

+ b1

σ

1+ 1
µ

G′
G
2
, (53)
where G = G(ξ) satisfies (12), σ = ±1, a0, a1, b1 are constants to be determined latter. Using ansatz (53) along with
Eq. (12) in Eq. (15) and collecting all terms with the same power of ( G
′
G )
k and ( G
′
G )
k

σ(1+ 1
µ
( G
′
G )
2) together, the left-hand
side of Eq. (15) is converted into polynomials. Equating each coefficient of the polynomials to zero, yields the set of algebraic
equations which on solving by Mathematica gives the following results
a0 = 0, a1 = ±

2c
µ
, b1 = ±

1
3σ
(µ− 2c), c = µ
8
. (54)
Thus using Eq. (54) and the general solution of Eq. (12) into Eq. (53), the following types of travelingwave solutions of Eq. (1)
are obtained.
Case 1. When µ < 0, we have the hyperbolic function solution as
u(ξ) = ±
√−µ
2

A1 sinh
√−µξ + A2 cosh√−µξ
A1 cosh
√−µξ + A2 sinh√−µξ

± 1
2

µ
σ

σ

1−

A1 sinh
√−µξ + A2 cosh√−µξ
A1 cosh
√−µξ + A2 sinh√−µξ
2
. (55)
In particular, setting A1 = 0, A2 ≠ 0, then u(ξ) can be written as
u(ξ) = ±
√−µ
2
coth
√−µξ ± 1
2

σµ
σ
csch
√−µξ, (56)
where ξ = x− ct, σ = ±1.
Setting again A1 ≠ 0, A21 > A22, then u(ξ) becomes the solitary wave solution of Eq. (1) as follows
u(ξ) = ±
√−µ
2
tanh(
√−µξ + ξ0)± 12

σµ
σ
sech(
√−µξ + ξ0), (57)
where ξ = x − ct, σ = ±1, ξ0 = tanh−1 A2A1 . It is easy to see that if A1, A2, µ are taken as other special values in a proper
way, more solitary wave solutions of Eq. (1) can be obtained, here we omit them for simplicity.
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Case 2. When µ > 0, we get the trigonometric function solutions of Eq. (1)
u(ξ) = ±
√
µ
2

A1 cos
√
µξ − A2 sin√µξ
A1 sin
√
µξ + A2 cos√µξ

± 1
2

µ
σ

σ

1+

A1 cos
√
µξ − A2 sin√µξ
A1 sin
√
µξ + A2 cos√µξ
2
(58)
where ξ = x− ct, c, A1, A2 are arbitrary constants, and σ = ±1.
4. Conclusion
In the present work, we successfully obtained exact traveling wave solutions of the Bogoyavlenskii equation using the
( G
′
G )-expansion method and its variants i.e. the generalized and extended versions. The obtained exact and explicit analytic
solutions are in general forms involving various arbitrary parameters. These solutions are expressed by the hyperbolic
functions, the trigonometric functions, the rational functions and the Jacobi elliptic functions. It is interesting to note that
when parameters are taken as special values in general solutions, the solitary waves such as kink–antikink shaped and bell
shaped soliton solutions can be derived. The solutions obtained by the generalized version are in terms of the Jacobi elliptic
functions and under some conditions, these results changed in the form of the hyperbolic functions and the trigonometric
functions.
The ansatz used in the extended version is more general than ansatz in the ( G
′
G )-expansion method. If we set the
parameters in the extended version of this method then we can recover the results obtained by the ( G
′
G )-expansion method.
Therefore, we can claim that using this method, we obtained new and more general exact traveling wave solutions of
nonlinear evolution equations.
We also conclude that the ( G
′
G )-expansion method is a direct, concise, powerful, effective and convenient technique
and can be used for all integrable and non-integrable nonlinear models. Performance of this method is reliable, simple
and gives many new solutions. It is also a standard and computerizable method which allows us to solve complicated
nonlinear evolution equations in diverse areas of science. Moreover, this method is capable of greatly minimizing the size
of computational work compared to other existing techniques.
Appendix A
The general solutions to Jacobi elliptic Eq. (10) and its derivative [25,29] are listed below:
e0 e1 e2 G(ξ) G′(ξ)
1 −(1+m2) m2 sn(ξ) cn(ξ)dn(ξ)
1 −(1+m2) m2 cd(ξ) −(1−m2)sd(ξ)nd(ξ)
1−m2 2m2 − 1 −m2 cn(ξ) −sn(ξ)dn(ξ)
m2 − 1 2−m2 −1 dn(ξ) −m2sn(ξ)cn(ξ)
m2 −(m2 + 1) 1 ns(ξ) −ds(ξ)cs(ξ)
m2 −(m2 + 1) 1 dc(ξ) (1−m2)nc(ξ)sc(ξ)
−m2 2m2 − 1 1−m2 nc(ξ) sc(ξ)dc(ξ)
−1 2−m2 m2 − 1 nd(ξ) m2sd(ξ)cd(ξ)
1−m2 2−m2 1 cs(ξ) −ns(ξ)ds(ξ)
1 2−m2 1−m2 sc(ξ) nc(ξ)dc(ξ)
1 2m2 − 1 m2(m2−1) sd(ξ) nd(ξ)cd(ξ)
m2(m2−1) 2m2 − 1 1 ds(ξ) −cs(ξ)ns(ξ)
1
4
1
2 (1−2m2) 14 ns(ξ)± cs(ξ) −ds(ξ)cs(ξ)∓ ns(ξ)ds(ξ)
1
4 (1−m2) 12 (1+m2) 14 (1−m2) nc(ξ)± sc(ξ) sc(ξ)dc(ξ)± nc(ξ)dc(ξ)
m2
4
1
2 (m
2 − 2) 14 ns(ξ)± ds(ξ) −ds(ξ)cs(ξ)∓ cs(ξ)ns(ξ)
m2
4
1
2 (m
2 − 2) m24 sn(ξ)± i cn(ξ) dn(ξ)cn(ξ)∓ i sn(ξ)dn(ξ)
0 1 −1 sech(ξ) −sech(ξ)tanh(ξ)
0 1 1 coseh(ξ) −coseh(ξ) coth(ξ)
0 −1 1 sec(ξ) sec(ξ) tan(ξ)
0 0 1 1
ξ
− 1
ξ2
0 −(1+m2) m2 sn(ξ) cn(ξ)dn(ξ)
where 0 < m < 1 is the modulus of Jacobi elliptic functions and i = √−1.
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Appendix B
The Jacobi elliptic functions sn(ξ), cn(ξ), dn(ξ), ns(ξ), cs(ξ), ds(ξ), sc(ξ), sd(ξ) degenerate into hyperbolic functions
whenm → 1 as follows,
sn(ξ)→ tanh(ξ), cn(ξ)→ sech(ξ), dn(ξ)→ sech(ξ), ns(ξ)→ coth(ξ),
cs(ξ)→ cosech(ξ), ds(ξ)→ cosech(ξ), sc(ξ)→ sinh(ξ), sd(ξ)→ sinh(ξ),
and into trigonometric functions whenm → 0 as follows,
sn(ξ)→ sin(ξ), cn(ξ)→ cos(ξ), dn(ξ)→ 1, ns(ξ)→ cosec(ξ),
cs(ξ)→ cot(ξ), ds(ξ)→ cosec(ξ), sc(ξ)→ tan(ξ), sd(ξ)→ sin(ξ).
Appendix C
cd(ξ) = cn(ξ)
dn(ξ)
, dc(ξ) = dn(ξ)
cn(ξ)
, nc(ξ) = 1
cn(ξ)
, nd(ξ) = 1
dn(ξ)
,
cs(ξ) = cn(ξ)
sn(ξ)
, sc(ξ) = sn(ξ)
cn(ξ)
, sd(ξ) = sn(ξ)
dn(ξ)
, ds(ξ) = dn(ξ)
sn(ξ)
.
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