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Abstract. Given a monoid defined by a presentation, and a homotopy base for the
derivation graph associated to the presentation, and given an arbitrary subgroup of the
monoid, we give a homotopy base (and presentation) for the subgroup. If the monoid
has finite derivation type (FDT), and if under the action of the monoid on its subsets
by right multiplication the strong orbit of the subgroup is finite, then we obtain a finite
homotopy base for the subgroup, and hence the subgroup has FDT. As an application we
prove that a regular monoid with finitely many left and right ideals has FDT if and only
if all of its maximal subgroups have FDT. We use this to show that a finitely presented
regular monoid with finitely many left and right ideals satisfies the homological finiteness
condition FP3 if all of its maximal subgroups satisfy the condition FP3.
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1. Introduction
Geometric methods play an important role in combinatorial group theory (see [16]).
More recently, in [28] Squier (and in independent work Pride [23], and Kilibarda [13]) has
developed a homotopy theory for monoids. Given a monoid presentation, Squier constructs
a graph, called a derivation graph, and then defines certain equivalence relations called
homotopy relations on the set of paths in the graph. A set of closed paths that generates the
full homotopy relation is called a homotopy base. A monoid defined by a finite presentation
is said to have finite derivation type (FDT) if there is a finite homotopy base for the
presentation. Squier showed that FDT is a property of the monoid, in the sense that it is
independent of the choice of (finite) presentation.
The homotopical finiteness condition FDT was originally introduced as a tool for the
study of finite string rewriting systems. It was shown in [28] that if a monoid is defined
by a finite complete rewriting system then that monoid has FDT. In [14] Kobayashi
showed that every one-relator monoid has FDT; it is still an open question whether every
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one-relator monoid admits a finite complete rewriting system. More background on the
relationship with finite complete rewriting systems may be found in [22].
There are also important connections to the homology theory of monoids. If a monoid
has FDT then it must satisfy the homological finiteness condition FP3, and for groups
FDT and FP3 are equivalent; see [4], [23], [15] and [5]. In [24] it was shown that for
monoids FDT and the homological finiteness condition FHT (in the sense of [32]) are not
equivalent. In addition to this, Squier’s homotopy theory has been applied in [10] to the
study of diagram groups, which are precisely fundamental groups of Squier complexes of
monoid presentations.
One important area in the study of finiteness conditions is the consideration of their
closure properties. Given a finiteness condition how does the property holding in a monoid
relate to it holding in the substructures of that monoid (and vice versa)? For groups
when passing to finite index subgroups, or finite index extensions, the properties of being
finitely generated, finitely presented, having FPn, or having FDT are all preserved; see
[17], [2]. Results about the behaviour of FDT for monoids, when passing to submonoids
and extensions appear in [30], [18], [24], [21], [31] and [20].
In this paper we investigate the relationship between the property FDT holding in
a monoid, and the property holding in the subgroups of that monoid. Results of this
type have been obtained for the properties of being finitely generated and presented (see
[26]), and for being residually finite (see [6]). Specifically, given a monoid S defined by a
presentation PS , given an associated homotopy base X, and given a subgroup G of S, we
show how to obtain a homotopy base Y for a presentation PG of G (this will be done in
Section 3). Moreover, when the presentation PS and the homotopy base X are both finite,
and G has only finitely many cosets in S (where a coset of G is a set Gs, with s ∈ S, such
that there exists s′ ∈ S with Gss′ = G) then the presentation PG and homotopy base Y
will both be finite. A subgroup G of a monoid S with finitely many cosets, in the above
sense, is said to have finite translational index. This is equivalent to saying that G acts on
the left of its R-class with finite quotient. This notion of index was first considered in [26]
where it was shown that the properties of being finitely generated and presented are both
inherited by subgroups with finite translational index (see also [29] for a quick topological
proof of this result, in the special case of inverse semigroups). Note that in [26] the author
uses the term index rather than translational index for the number of (right) cosets (in the
above sense) of a subgroup of a monoid, but here we have opted for translational index
to distinguish it from the various other notions of index for that have appeared in the
literature; see [1], [27] and [7] for example.
This gives our first main result.
Theorem 1. Let S be a monoid and let G be a subgroup of S. If S has finite derivation
type, and G has finite translational index in S, then G has finite derivation type.
Theorem 1 proves one direction of our second main result.
Theorem 2. Let S be a regular monoid with finitely many left and right ideals. Then S
has finite derivation type if and only if every maximal subgroup of S has finite derivation
type.
Combining Theorem 2 with results of Cremanns and Otto [4], [5] we obtain the following.
Corollary 1. Let S be a finitely presented regular monoid with finitely many left and right
ideals. If every maximal subgroup of S satisfies the homological finiteness condition FP3,
then so does S.
Proof. In [4] (see also [23] and [13]) it was shown that if a monoid S has finite derivation
type then it also satisfies the homological finiteness condition FP3. Moreover, in [5] it
was shown that for finitely presented groups having finite derivation type is equivalent to
being of type FP3. Since S is finitely presented with finitely many left and right ideals
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it follows from [26] that all maximal subgroups of S are finitely presented. Thus if every
maximal subgroup of S is of type FP3 then they all have finite derivation type, which by
Theorem 2 implies that S has finite derivation type, which in turn implies that S is of
type FP3. 
These results answer several open problems posed in [26, Open Problem 4.5]. The
converse of Corollary 1 does not hold; see [8].
The paper is structured as follows. In Section 2 we give the preliminaries required for
the rest of the paper, in particular we define what it means for a monoid to have finite
derivation type. Then in Section 3 we prove our first main result which gives a homotopy
base for an arbitrary subgroup of a monoid, and we prove Theorem 1. Finite derivation
type for regular monoids and their maximal subgroups is the topic of Section 4, and this
is the place where our second main result, Theorem 2, is proved.
2. Preliminaries: homotopy relations and the homotopical finiteness
property finite derivation type
The background and results stated in Section 1 above have all been given in terms of
monoids. In fact, all of the concepts that we intend to work with in the paper may be
defined for semigroups and we shall find it convenient throughout to work in this slightly
more general context.
Presentations and rewriting systems. Let A be a non-empty set, that we call an al-
phabet. We use A∗ to denote the free monoid over A, and A+ to denote the free semigroup.
For words u, v ∈ A∗ we write u ≡ v to mean that u and v are identically equal as words.
We write |w| to denote the total number of letters in w, which we call the length of the
word w. A rewriting system over A is a subset R ⊆ A+ × A+. An element of R is called
a rule, and we often write r+1 = r−1 for (r+1, r−1) ∈ R. For u, v ∈ A
+ we write u →R v
if u ≡ w1r+1w2, and v ≡ w1r−1w2 where (r+1, r−1) ∈ R and w1, w2 ∈ A
∗. The reflexive
symmetric transitive closure ↔∗R of →R is precisely the congruence on A
+ generated by
R. The ordered pair 〈A|R〉 is called a semigroup presentation with generators A and set
of defining relations R. If S is a semigroup that is isomorphic to A+/ ↔∗R we say that
S is the semigroup defined by the presentation 〈A|R〉. A semigroup is said to be finitely
presented if it may be defined by a presentation with finitely many generators and a finite
number of defining relations. For a word w ∈ A+ we use [w]↔∗
R
to denote the ↔∗R-class of
w. So [w]↔∗
R
is the element of S = A+/ ↔∗R that the word w represents. For any subset
T of the semigroup S we use L(A,T ) to denote the set of all words in A+ representing
elements of T , i.e.
L(A,T ) = {w ∈ A+ : [w]↔∗
R
∈ T}.
Derivation graphs, homotopy bases, and finite derivation type. Let P = 〈A|R〉
be a semigroup presentation. The derivation graph associated with P is an infinite graph
Γ = Γ(P) = (V,E, ι, τ,−1 ) with vertex set V = A+, and edge set E consisting of the
following collection of 4-tuples:
{(w1, r, ǫ, w2) : w1, w2 ∈ A
∗, r = (r+1, r−1) ∈ R, and ǫ ∈ {+1,−1}}.
The functions ι, τ : E → V associate with each edge E = (w1, r, ǫ, w2) (with r =
(r+1, r−1) ∈ R) its initial and terminal vertices ιE = w1rǫw2 and τE = w1r−ǫw2, re-
spectively. The mapping −1 : E → E associates with each edge E = (w1, r, ǫ, w2) an
inverse edge E−1 = (w1, r,−ǫ, w2).
A path is a sequence of edges P = E1◦E2◦. . .◦En where τEi ≡ ιEi+1 for i = 1, . . . , n−1.
Here P is a path from ιE1 to τEn and we extend the mappings ι and τ to paths by
defining ιP ≡ ιE1 and τP ≡ τEn. The inverse of a path P = E1 ◦ E2 ◦ . . . ◦ En is the path
P−1 = E−1n ◦ E
−1
n−1 ◦ . . . ◦ E
−1
1 , which is a path from τP to ιP. A closed path is a path P
satisfying ιP ≡ τP. For two paths P and Q with τP ≡ ιQ the composition P◦Q is defined.
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To unclutter notation slightly we shall usually omit the symbol ◦ when composing paths,
writing simply PQ in place of P ◦Q.
We denote the set of paths in Γ by P (Γ), where for each vertex w ∈ V we include a
path 1w with no edges, called the empty path at w. We call a path P positive if it is either
empty or it contains only edges of the form (w1, r,+1, w2). We use P+(Γ) to denote the set
of all positive paths in Γ. Dually we have the notion of negative path, and P−(Γ) denotes
the set of all negative paths. The free monoid A∗ acts on both sides of the set of edges E
of Γ by
x · E · y = (xw1, r, ǫ, w2y)
where E = (w1, r, ǫ, w2) and x, y ∈ A
∗. This extends naturally to a two-sided action of A∗
on P (Γ) where for a path P = E1 ◦ E2 ◦ . . . ◦ En we define
x · P · y = (x · E1 · y) ◦ (x · E2 · y) ◦ . . . ◦ (x · En · y).
If P and Q are paths such that ιP ≡ ιQ and τP ≡ τQ then we say that P and Q are
parallel, and write P ‖ Q. We use ‖ ⊆ P (Γ)× P (Γ) to denote the set of all parallel paths.
An equivalence relation ∼ on P (Γ) is called a homotopy relation if it is contained in ‖
and satisfies the following conditions:
(H1) If E1 and E2 are edges of Γ, then
(E1 · ιE2)(τE1 · E2) ∼ (ιE1 · E2)(E1 · τE2).
(H2) For any P,Q ∈ P (Γ) and x, y ∈ A∗
P ∼ Q implies x · P · y ∼ x ·Q · y.
(H3) For any P,Q,R,S ∈ P (Γ) with τR ≡ ιP ≡ ιQ and ιS ≡ τP ≡ τQ
P ∼ Q implies R P S ∼ R Q S.
(H4) If P ∈ P (Γ) then PP−1 ∼ 1ιP, where 1ιP denotes the empty path at the vertex ιP.
It is a straightforward exercise to check that the collection of all homotopy relations is
closed under arbitrary intersection, and that ‖ itself is a homotopy relation. Therefore,
for any subset C of ‖ there is a unique smallest homotopy relation ∼C on P (Γ) containing
C. We call this the homotopy relation generated by C. A subset C of ‖ that generates ‖
is called a homotopy base for Γ.
Definition 1. We say that the presentation P = 〈A|R〉 has finite derivation type (written
FDT for short) if there is a finite homotopy base for Γ = Γ(P). A finitely presented
semigroup S has finite derivation type if some (and hence any by [28, Theorem 4.3] and
[18, Theorem 3]) finite presentation for S has finite derivation type.
Clearly, a set B of parallel paths is a homotopy base if and only if the set {(P◦Q−1, 1ιP) :
(P,Q) ∈ B} is. Hence we say that a set C of closed paths is a homotopy base if {(P, 1ιP) :
P ∈ C} is a homotopy base. So a homotopy base X for Γ = Γ(P) may be given either as
a subset of ‖, so that X is a set of parallel paths, or may be given as a set of closed paths.
Both of these ways of expressing homotopy bases will be used in this article. In addition,
sometimes we shall refer to X as a homotopy base of a presentation P (rather than of the
graph Γ(P)) and also, when it is clear from context, as a homotopy base of the semigroup.
The definition of FDT given above was first introduced for monoids by Squier in [28].
An equivalent geometric definition of FDT, stated in terms of fundamental groups of
2-complexes, may be found in [23]. Here, following [18], we have opten to work with semi-
groups, semigroup presentations and the corresponding definition of FDT. If one chose
instead to work with monoid presentations, then the definitions given above would all have
to be modified by replacing every occurrence of A+ by A∗. Fortunately, when considering
the properties of being finitely generated, presented or having FDT for monoids, it does
not matter whether one chooses to work with semigroup presentations (and the corre-
sponding definition of FDT) or with monoid presentations (and corresponding definition
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of FDT). Indeed, in [28, Theorem 4.3] it was shown that for monoids the property of hav-
ing FDT is independent of the choice of finite presentation for the monoid. The semigroup
presentation analogue of this result was given in [18, Theorem 3]. It is a very easy exercise
to check that for a monoid, being finitely presented as a monoid is equivalent to being
finitely presented as a semigroup. The analogue of this result for FDT is stated below;
the proof is standard and so is omitted, full details may be found in [19, Section 2.4].
Lemma 1. Let M be a finitely presented monoid. Let P be a finite semigroup presentation
defining M , and let Q be a finite monoid presentation defining M . Then P has finite
derivation type if and only if Q has finite derivation type.
Therefore when considering FDT for monoids, it makes no difference whether we work
with semigroup presentations or with monoid presentations. Throughout the paper we
shall work only with semigroup presentations.
3. A homotopy base for a subgroup of a semigroup
In this section we present our first main result: Given a homotopy base for a semigroup
we find a homotopy base for an arbitrary subgroup of that semigroup. When the semigroup
has finite derivation type, and the subgroup has finite translational index, the obtained
homotopy base for the subgroup will be finite, thus proving Theorem 1.
Let S be a semigroup and let G be a subgroup of S. As mentioned in the introduction,
the right cosets of G are the elements of the strong orbit of G under the action of S on
the set {Gs : s ∈ S}. So, Gs is a coset if and only if there exists s′ ∈ S with Gss′ = G.
By taking s = s′ = e where e is the identity of G, which is an idempotent of S, we see
that G is a right coset of G. We call the number of right cosets the (right) translational
index of G in S. We say that G has finite right translational index if G has finitely many
right cosets. There is also an obvious dual notion of left coset, and left translational index.
Throughout we shall work with right cosets, and by the translational index we shall always
mean the right translational index. This definition of index for a subgroup of a semigroup
was first considered in [26]. These ideas have a natural interpretation in terms of Green’s
relations; see the end of this section for more details on this.
Let S be defined by the semigroup presentation P = 〈A|R〉. The first thing that we
need is a presentation for the group G. A method for finding such a presentation, given
in terms of P and the action of S on the cosets of G, was the main result of [26]. We now
give details of that result, which will be stated as Theorem 3, before going on to consider
the problem of homotopy bases.
Let C = {Ci : i ∈ I} be the collection of (right) cosets of G in S. Now S acts on the
set C ∪C0 in a natural way by right multiplication where Cis = C0 if and only if Cis 6∈ C.
This is the same as the action of S on the index set I∪{0} given by Cis = Cis. We extend
this notation to A+ writing iw ∈ I∪{0} to mean the element of I∪{0} obtained by acting
on i by the element of S that the word w ∈ A+ represents.
By convention we let 1 ∈ I and set C1 = G. For all i ∈ I \ {1} let ri, r
′
i be fixed words
in A+, representing the elements sri and sr′i of S respectively, and chosen so that we have
Gsri = Ci and gsrisr′i = g for all g ∈ G. (To show that such elements exist is an easy
exercise; see [26, Proposition 2.4].) For notational convenience we set r1 = r
′
1 = 1 ∈ A
∗
and also define i1 = i for all i ∈ I (where 1 denotes the empty word). Also let e ∈ A+ be
a fixed word representing the identity of the group G. Next define a new alphabet
B = {[i, a] : i ∈ I, a ∈ A, ia 6= 0},
and define a mapping
φ : {(i, w) : i ∈ I, w ∈ A∗, iw 6= 0} → B∗
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inductively by
φ(i, 1) = 1,
φ(i, aw) = [i, a]φ(ia, w) (i ∈ I, a ∈ A, w ∈ A∗, iaw 6= 0).
This easily extends to
(1) φ(i, w1w2) ≡ φ(i, w1)φ(iw1, w2) (i ∈ I, w1, w2 ∈ A
∗, iw1w2 6= 0).
For w ∈ A∗ such that 1w 6= 0, abusing notation slightly, we write φ(w) = φ(1, w) and we
note that for any two words w3, w3 ∈ L(A,G) we have
φ(1, w3w4) ≡ φ(1, w3)φ(1w3, w4) ≡ φ(1, w3)φ(1, w4)
so that
(2) φ(w3w4) ≡ φ(w3)φ(w4) (for all w3, w4 ∈ L(A,G)).
Note that even though φ is defined for the pairs (i, 1) (i ∈ I), and its image includes the
empty word, we have φ(i, w) ∈ B+ if and only if w ∈ A+.
With this notation the main theorem of [26] states:
Theorem 3. [26, Theorem 2.9] If S is defined by a presentation 〈A|R〉 then, with the
above notation, the presentation with generators B and set of relations U :
φ(i, u) = φ(i, v) (i ∈ I, (u = v) ∈ R, iu 6= 0),
[i, a] = φ(eriar
′
ia) (i ∈ I, a ∈ A, ia 6= 0)
defines G as a semigroup.
Note that when A, R and I are finite, Theorem 3 gives a finite presentation for G.
Given a homotopy base X for a presentation P = 〈A|R〉 of S we shall now show how
to obtain a homotopy base Y for the presentation Q = 〈B|U〉 of G given in Theorem 3.
When A, R, I and X are all finite, our homotopy base Y (along with B and Q) will be
finite.
The derivation graph Γ(P) has vertices A+ while the graph Γ(Q) has vertices B+. So
φ gives a mapping from the vertices of Γ(P) to the vertices of Γ(Q). Next we let ψ be the
homomorphism extending
ψ : B∗ → A∗, [i, a] 7→ eriar
′
ia.
Note that in particular the empty word is mapped to the empty word under ψ, which we
write as ψ(1) = 1. It follows from the definition that for u, v ∈ B+, if u and v represent
the same element of G then ψ(u) and ψ(v) represent that same element of S. Now by
restricting to B+, ψ gives a mapping from the vertices of Γ(Q) to the vertices of Γ(P).
In order to define a homotopy base for 〈B|U〉 we shall carry out the following steps.
(I) Extend φ and ψ to mappings between paths of Γ(P) and paths of Γ(Q).
(II) For each w ∈ B+ define a path Λw in Γ(Q) from w to φ(ψ(w)) ∈ B
+.
In fact, φ will actually be defined on certain pairs (i,P) where i ∈ I and P is a path from
Γ(P). Once these definitions have been made, we shall use them in Theorem 4 below to
define a homotopy base for the presentation Q of G.
Extending the definitions of φ and ψ to mappings between paths. Now we shall
extend φ to a mapping, also denoted φ, with
φ : {(i,P) : i ∈ I, P ∈ P (Γ(P)), i(ιP) 6= 0} → P (Γ(Q))
where for an edge E = (w1, r, ǫ, w2) in Γ(P) such that i(ιE) 6= 0 we define
φ(i,E) = (φ(i, w1), φ(iw1, r+1) = φ(iw1, r−1), ǫ, φ(iw1r+1, w2))
which is an edge of Γ(Q), and then for a path P = E1E2 . . .Ek in Γ(P) we define
φ(i,P) = φ(i,E1)φ(i,E2) . . . φ(i,Ek).
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Also, for any word w ∈ A+ and i ∈ I such that iw 6= 0 we define φ(i, 1w) = 1φ(i,w). From
the definition, and using (1), it is easy to see that ιφ(i,P) ≡ φ(i, ιP), τφ(i,P) ≡ φ(i, τP)
and φ(i,P)−1 = φ(i,P−1). As above we write φ(P) as shorthand for φ(1,P), for any paths
P such that 1(ιP) 6= 0.
Immediately from this definition, combining with (1) we obtain the identity
(3) φ(i, w1 · P · w2) = φ(i, w1) · φ(iw1,P) · φ(iw1ιP, w2)
for any path P of Γ(P) and w1, w2 ∈ A
∗, i ∈ I with iw1ιPw2 6= 0.
Next we extend ψ : B∗ → A∗ to a mapping, also denoted ψ, where
ψ : P (Γ(Q))→ P (Γ(P)).
To do this, firstly for any word w ∈ B+ we define ψ(1w) = 1ψ(w). Next, for each u ∈ U
let Eu = (1, u,+1, 1), which is an edge in Γ(Q). Then for every u ∈ U let ψ(Eu) be a
fixed path in Γ(P) from ψ(u+1) to ψ(u−1). Such a path exists since ψ(u+1) and ψ(u−1)
represent the same element of S. Then for an arbitrary edge E = (w1, u, ǫ, w2) of Γ(Q) we
define
ψ(E) = ψ(w1) · ψ(Eu)
ǫ · ψ(w2)
which is a path from ψ(ιE) to ψ(τE) since by definition ψ : B∗ → A∗ is a homomorphism.
Then for any path P = E1E2 . . .Ek in Γ(Q) we define
ψ(P) = ψ(E1)ψ(E2) . . . ψ(Ek).
Definition of the paths Λw. For each w ∈ B
+ we shall define a path Λw in Γ(Q) from
w ∈ B+ to φ(ψ(w)). We define Λw by induction on the length of the word w. If |w| = 1
then we have w ≡ [i, a] for some i ∈ I, a ∈ A such that ia 6= 0, and we set
Λw = (1, [i, a] = φ(eriar
′
ia),+1, 1)
which is an edge of Γ(Q). If |w| > 1 then write w ≡ bw′ where b ∈ B and w′ ∈ B+, say
b = [i, a] ∈ B. Then we define inductively
Λw = (Λb · w
′)(φ(eriar
′
ia) · Λw′).
Lemma 2. For all w ∈ B+, Λw is a path in Γ(Q) with initial vertex w and terminal
vertex φ(ψ(w)).
Proof. The result holds trivially for words of length 1. Now let w ∈ B+ with |w| ≥ 2 and
assume inductively that the result holds for all words of strictly smaller length than w.
Write w ≡ bw′ where b = [i, a] ∈ B. By definition
Λw = (Λb · w
′)(φ(eriar
′
ia) · Λw′) = (Λb · w
′)(φ(ψ(b)) · Λw′).
By induction Λ′w is a path in Γ(Q) from w
′ to φ(ψ(w′)). Now Λb · w
′ has initial vertex
bw′ and terminal vertex φ(ψ(b))w′, while φ(ψ(b)) · Λw′ has initial vertex φ(ψ(b))w
′ and
terminal vertex φ(ψ(b))φ(ψ(w′)). Since ψ(b) and ψ(w′) both belong to L(A,G) it follows
from (2) and the fact ψ is a homomorphism that
φ(ψ(b))φ(ψ(w′)) ≡ φ(ψ(b)ψ(w′)) ≡ φ(ψ(w)),
so Λw is a path from bw
′ ≡ w to φ(ψ(w)). 
We are now in a position to define the homotopy base for G.
Theorem 4. Let X be a homotopy base for a presentation 〈A|R〉 defining a semigroup S,
where X is a set of closed paths. Then, with the above notation, the set of closed paths
K ∪W is a homotopy base for the presentation 〈B|U〉 of the group G where
K = {φ(j,P) : P ∈ X, j ∈ I, j(ιP) 6= 0}
and
W = { ErΛr−1φ(ψ(Er))
−1Λ−1r+1 : r ∈ U, i ∈ I},
with Er = (1, r,+1, 1).
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Note that once proved, this result has Theorem 1 as a corollary, since if X, A, R and I
are all finite then B, U and K ∪W will be finite.
Proving Theorem 4. The rest of this section will be devoted to proving Theorem 4.
We begin by writing an infinite homotopy base Z for Γ(Q) and then show that K ∪W
generates all the closed paths of Z and hence is itself a homotopy base. Let Z denote the
following infinite set of closed paths of the graph Γ(Q)
E ΛτE (φ(ψ(E)))
−1 Λ−1ιE , for E in Γ(Q)(4)
φ([E1,E2]), for E1,E2 in Γ(P) such that ιE1ιE2 ∈ L(A,G),(5)
where [E1,E2] is the path (E1 · ιE2)(τE1 · E2)(E1 · τE2)
−1(ιE1 · E2)
−1
φ(w1 · P · w2), for P ∈ X and w1, w2 ∈ A
∗ such that w1(ιP)w2 ∈ L(A,G).(6)
Lemma 3. The set Z is a homotopy base for Γ(Q).
Proof. This actually follows from a more general result proved in [20]. Since in this case
it is not difficult, and for the sake of completeness, we offer a sketch of the proof here. For
full details we refer the reader to [20].
Let C be an arbitrary closed path in Γ(Q). We must prove that C ∼Z 1ιC .
Let D = ψ(C), noting that D is a closed path in Γ(P) and that each vertex of D belongs
to L(A,G). First we consider the closed path φ(ψ(C)) = φ(D) in Γ(Q). Since X is a
homotopy base for the presentation P it follows that in Γ(P) we have D ∼X 1ιD. This
means (see [14, Lemma 2.1]) that there is a finite sequence of applications of (H1)–(H4)
that can be used to transformD into 1ιD. Using (5) each application of (H1) can be turned
into a corresponding application in Γ(Q), and using (6) and the fact that the vertices
of D belong to L(A,G), each application of (H2) can be turned into a corresponding
application in Γ(Q). The relations (H3) may be dealt with since by definition φ(P Q R) =
φ(P)φ(Q)φ(R), and the relations (H4) are handled using φ(P−1) = φ(P)−1. We conclude
that φ(ψ(C)) = φ(D) is a closed path in Γ(Q) with φ(D) ∼Z 1ιφ(D).
Now we return our attention to the original closed path C. Using the paths (4), applied
to each edge of the closed path C in turn, we see that C ∼Z ΛιC φ(ψ(C)) Λ
−1
τC where
ιC ≡ τC since C is a closed path. We now have
C ∼Z ΛιC φ(ψ(C)) Λ
−1
τC ∼Z ΛιC 1φ(ψ(C)) Λ
−1
τC = ΛιCΛ
−1
ιC ∼ 1ιC
as required. 
It follows that to prove Theorem 4 it is sufficient to show the following.
Lemma 4. The homotopy relation generated by K ∪W contains Z, and hence K ∪W is
a homotopy base for Γ(Q).
The proof of Lemma 4 will follow from the lemmas below. We consider each of the sets
of closed paths (4), (5), and (6) in turn.
Generating the paths (5).
Lemma 5. Let E1 and E2 be edges from Γ(P) where ιE1ιE2 ∈ L(A,G). Then φ([E1,E2]) ∼
1v in Γ(Q), where v denotes the vertex ιφ([E1,E2]) of the graph Γ(Q).
Proof. First observe that by definition φ(1τE1,E2) is a path from φ(1τE1, ιE2) to φ(1τE1, τE2),
and we have the equality φ(1ιE1, ιE2) ≡ φ(1τE1, ιE2) since ιE1 and τE1 both represent
the same element of S. Also the paths φ(1τE1,E2) and φ(1ιE1,E2) are identically equal,
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since 1τE1 = 1ιE1 ∈ I. Now we have
φ(E1 · ιE2)φ(τE1 · E2)
= (φ(E1) · φ(1ιE1, ιE2))(φ(τE1) · φ(1τE1,E2)) (by (3))
∼ (φ(ιE1) · φ(1τE1,E2))(φ(E1) · φ(1τE1, τE2)) (applying (H1)
= (φ(ιE1) · φ(1ιE1,E2))(φ(E1) · φ(1ιE1, τE2)) (since 1τE1 = 1ιE1)
= φ(ιE1 · E2)φ(E1 · τE2) (by (3)).
Along with the definition of φ on paths and the fact that φ(E)−1 = φ(E−1) this completes
the proof of the lemma. 
Generating the paths (6).
Lemma 6. For any P ∈ X, and w1, w2 ∈ A
∗ such that w1(ιP)w2 ∈ L(A,G) we have
φ(w1 · P · w2) ∼K 1v, where v denotes the vertex ιφ(w1 · P · w2) of the graph Γ(Q).
Proof. Since φ(1w1,P) ∈ K, using (3) we obtain
φ(w1 · P · w2) = φ(1, w1) · φ(1w1,P) · φ(1w1ιP, w2) ∼K 1v .

Generating the paths (4). For this family of paths we must first prove two straightfor-
ward lemmas.
Lemma 7. For any edge E = (w1, r, ǫ, w2) of Γ(Q), with Er = (1, r,+1, 1) we have
φ(ψ(E)) = φ(ψ(w1)) · φ(ψ(Er)
ǫ) · φ(ψ(w2)).
Proof. It follows from the definition of ψ(E) and (3) that
φ(ψ(E)) = φ(ψ(w1) · ψ(Er)
ǫ · ψ(w2))
= φ(1, ψ(w1)) · φ(1ψ(w1), ψ(Er)
ǫ) · φ(1ψ(w1)ιψ(Er)
ǫ, ψ(w2))
= φ(ψ(w1)) · φ(ψ(Er)
ǫ) · φ(ψ(w2)),
since ψ(w1), ψ(w1)ιψ(Er)
ǫ ∈ L(A,G) implies that 1ψ(w1) = 1ψ(w1)ιψ(Er)
ǫ = 1. 
Lemma 8. For all w1, w2, w3 ∈ B
+ we have
(i) Λw1w2 = (Λw1 · w2)(φ(ψ(w1)) · Λw2)
(ii) Λw1w2w3 = (Λw1 · w2w3)(φ(ψ(w1)) · Λw2 · w3)(φ(ψ(w1))φ(ψ(w2)) · Λw3).
Proof. Part (i) follows straight from the definition of Λw, and part (ii) is proved by applying
part (i) twice. 
Now we can finish the proof.
Lemma 9. For any edge E of Γ(Q) we have
ΛιE φ(ψ(E)) ∼W E ΛτE.
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Proof. Let E = (w1, r, ǫ, w2) be an arbitrary edge of Γ(Q). First suppose that w1 and w2
are both non-empty. Then we have
ΛιEφ(ψ(E)) = (Λw1 · rǫw2)(φ(ψ(w1)) · Λrǫ · w2)(φ(ψ(w1))φ(ψ(rǫ)) · Λw2)
φ(ψ(w1)) · φ(ψ(Er)
ǫ) · φ(ψ(w2))
(by Lemmas 7 and 8)
∼ (Λw1 · rǫw2)(φ(ψ(w1)) · Λrǫ · w2)(φ(ψ(w1)) · φ(ψ(Er)
ǫ) · w2)
φ(ψ(w1))φ(ψ(r−ǫ)) · Λw2
(applying (H1))
∼W (Λw1 · rǫw2)(φ(ψ(w1)) · E
ǫ
r · w2)(φ(ψ(w1)) · Λr−ǫ · w2)
φ(ψ(w1))φ(ψ(r−ǫ)) · Λw2
(since Λrǫφ(ψ(Er))
ǫ ∼W E
ǫ
rΛr−ǫ)
∼ (w1 · E
ǫ
r · w2)(Λw1 · r−ǫw2)(φ(ψ(w1)) · Λr−ǫ · w2)
φ(ψ(w1))φ(ψ(r−ǫ)) · Λw2
(applying (H1))
= EΛτE (by Lemma 8 and the definition of E).
If w1 is empty, then this sequence of deductions holds if we replace every expression of
the form Λw1 · u (u ∈ B
+) by the empty path 1u at u. Similarly, if w2 is empty then the
deductions above are valid if we replace each occurrence of u · Λw2 (u ∈ B
+) by 1u. 
This completes the proof of Lemma 4 and hence also of Theorem 4. Moreover, since
when all of X, A, R and I are finite it implies that all of B, U , and K ∪W are finite, we
obtain our first main result, Theorem 1, as a corollary.
Corollary 2. Let S be a semigroup and let G be a subgroup of S. If S has finite derivation
type, and G has finite translational index in S, then G has finite derivation type.
3.1. Cosets and Green’s relations. The notion of coset being used in this article is
best thought of when viewed from the point of view of Green’s relations on the semigroup.
Green’s relations are the equivalence relations R, L, D, H and J defined on a semigroup
S by
xRy ⇔ xS1 = yS1, xLy ⇔ S1x = S1y, xJ y ⇔ S1xS1 = S1yS1
D = R ◦ L = R ◦ L, H = R∩ L.
Here S1 denotes the semigroup S with an identity element 1 adjoined. Since their in-
troduction in [9], Green’s relations have played a fundamental role in the development of
the structure theory of semigroups. For more background on Green’s relations and their
importance in semigroup theory we refer the reader to [11]. In particular, the maximal
subgroups of a semigroup S are precisely the H-classes of S that contain idempotents.
Hence Theorem 1 has the following corollary relating the property of FDT in a semigroup
with the property in its maximal subgroups.
Corollary 3. Let S be a semigroup and let H be a maximal subgroup of S. If S has finite
derivation type, and the R-class of H contains only finitely many H-classes, then H has
finite derivation type.
Proof. The subgroup H has finite translational index since its right cosets are precisely
the H-classes of S contained in the R-class of H. 
HOMOTOPY BASES FOR SUBGROUPS 11
4. Regular semigroups and finite derivation type
In this section we turn our attention to regular semigroups. For a full account of regular
semigroups and the other standard semigroup theoretic concepts mentioned in this section,
such as completely 0-simple semigroups, we refer the reader to [11].
A semigroup S is regular if for all x ∈ S there exists y ∈ S such that xyx = x. This is
equivalent to saying that every R-class and every L-class of S contains an idempotent, and
hence contains a maximal subgroup. In this sense we may think of a regular semigroup
as having “lots” of maximal subgroups and as a consequence it is often the case that the
behaviour of such semigroups is closely linked to the behaviour of their maximal subgroups.
Examples of this kind of result include [26] where finite generation and presentability are
considered, and [6] which is concerned with residual finiteness. Here we consider the
property FDT, and the relationship between FDT holding in a regular semigroup, and
FDT holding in the maximal subgroups of the semigroup.
As a special case of Corollary 3 we see that if a regular semigroup S has finitely many
left and right ideals (which is equivalent to having finitely many R- and L-classes) then
FDT holding in S implies FDT holding in all of the maximal subgroups of S. The main
aim of this section is to prove that the converse of this result is also true. We shall prove
the following.
Theorem 5. Let S be a regular semigroup with finitely many left and right ideals. If every
maximal subgroup of S has FDT then S has FDT.
Along with Corollary 2 this proves the second main result, Theorem 2, of our paper.
Our approach to the proof of Theorem 5 requires us to introduce a little more theory.
A semigroup is said to be completely (0-)simple if it is (0-)simple and has (0-)minimal left
and right ideals. Recall that a completely 0-simple semigroup S is isomorphic to a 0-Rees
matrix semigroup M0[G, I,Λ, P ], where G is a group isomorphic to any (and hence all)
maximal subgroups of S, I is a set indexed by the set of all 0-minimal right ideals of S, Λ
is a set indexed by the set of all 0-minimal left ideals of S, and P = (pλi) is a regular Λ×I
matrix with entries from G ∪ {0}. Multiplication in M0[G, I,Λ, P ] = (I ×G×Λ)∪ {0} is
given by
(i, g, λ)(j, h, µ) =
{
(i, gpλjh, µ) if pλj 6= 0
0 if pλj = 0
0(i, g, λ) = (i, g, λ)0 = 00 = 0.
There is an analogous construction for completely simple semigroups, given by taking Rees
matrix semigroupsM [G, I,Λ, P ] = I×G×Λ over groups, where P is a matrix with entries
from G, and multiplication is given by (i, g, λ)(j, h, µ) = (i, gpλjh, µ).
Given semigroups S, T and U , we say that S is an ideal extension of T by U if T is
isomorphic to an ideal of S and the Rees quotient S/T is isomorphic to U .
In order to prove Theorem 5 it will be sufficient to establish the following.
Theorem 6. Let S be an ideal extension of T by a completely 0-simple semigroup U =
M0[G; I,Λ;P ] with I and Λ both finite. If T has FDT and G has FDT then S has FDT.
Before embarking on a proof of of Theorem 6, we now show how Theorem 5 may be
deduced from it.
Proof of Theorem 5. We begin with an easy observation. Let N be a finitely presented
semigroup, and let N0 denote N with a zero element 0 adjoined. We claim that if N0
has FDT then N has FDT. Indeed, let P1 = 〈A|R〉 be a finite presentation for N . Then
P0 = 〈A, 0|R, a0 = 0a = 00 = 0 (a ∈ A)〉 is a finite presentation for N
0. If X is a finite
homotopy base for P0 then the subset X
′ ⊆ X defined by X ′ = {P ∈ X : ιP ∈ A+} is
clearly a finite homotopy base for the presentation P1 of N . (This is really just a special
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case of the semigroup presentation analogue of the result proved in [25] stating that FDT
is inherited by submonoids with ideal complement.)
Now we use Theorem 6 to prove Theorem 5. From the assumption that S has finitely
many left and right ideals it follows (see for example [3, Chapter 6]) that in S we have
J = D. The proof of Theorem 6 now goes by induction on the number of (J = D)-classes
of S. When S has just one J -class it follows, since S has finitely many R- and L-classes,
that S is isomorphic to a completely simple semigroup M [G; I,Λ, P ] with I and Λ finite,
and where G has FDT by assumption. By Theorem 6 this implies that S0 has FDT,
since it is an ideal extension of the trivial semigroup T = {0} by the completely 0-simple
semigroup S0 where G has FDT. Now by the observation given in the previous paragraph,
since S0 has FDT it follows that S has FDT.
Now suppose that S has at least two J -classes. Let JM be a maximal J -class (in the
natural ordering of J -classes Jx ≤J Jy ⇔ S
1xS1 ⊆ S1yS1). Then T = S \ JM is an ideal
of S where T is regular and, since T is a union of (J = D)-classes of S each of which is
regular and contains only finitely many R- and L-classes, it follows that T has strictly
fewer (J = D)-classes than S. So T is a regular semigroup with finitely many left and
right ideals, and every maximal subgroup of T is a maximal subgroup of S and thus has
FDT by assumption. Hence by induction T has FDT. But now S is an ideal extension of
T by the Rees quotient S/T ∼=M0[G; I,Λ;P ] where I and Λ are finite (since S has finitely
many left and right ideals), and G has FDT. Applying Theorem 6 we conclude that S has
FDT. 
The rest of this section will be devoted to the proof of Theorem 6.
Proof of Theorem 6. Let S be an ideal extension of a semigroup T by the completely
0-simple semigroup U = M0[G; I,Λ;P ]. So the semigroup S decomposes as the disjoint
union S = T ∪ (I ×G× Λ). Without loss of generality we may suppose that 1 ∈ I, 1 ∈ Λ
and that p11 6= 0 so that {1}×G×{1} is a group H-class. Let PT = 〈Z|Q〉 be a semigroup
presentation for T , and let PG = 〈A|R〉 be a semigroup presentation for the group G. Our
first task is to write down a presentation for S with respect to which we shall define our
homotopy base. We obtain a presentation for S by applying the results [12, Theorem 6.2]
and [26, Proposition 4.4] in the following way.
We start by fixing some notation. Let e ∈ A+ is a fixed word representing the identity
element of G. Let B = {bi : i ∈ I \ {1}} and C = {cλ : λ ∈ Λ \ {1}}. Ultimately in the
presentation for S we give below, A ∪ B ∪ C will be a subset of the generators, where bi
represents the element (i, 1, 1), cλ represents the element (1, 1, λ), and a ∈ A represents
the element (1, ga, 1) where ga ∈ G is the element of G ∼= 〈A|R〉 represented by a ∈ A.
Given this, for every word u ∈ (A ∪B ∪ C)+ representing the zero of U = M0[G; I,Λ;P ]
fix a word ρ(u) ∈ Z+ such that the relation u = ρ(u) holds in S. Similarly for every pair
of letters x ∈ A ∪B ∪C and z ∈ Z fix words σ(z, x), τ(x, z) ∈ Z+ such that the relations
zx = σ(z, x) and xz = τ(x, z) hold in S.
Now, from [12, Theorem 6.2] we can use the presentation 〈A|R〉 and the matrix P to
obtain a presentation for U = M0[G; I,Λ;P ]. In [12, Theorem 6.2] this is given as a
presentation of a semigroup with zero which we must convert into a genuine semigroup
presentation by adding a generator 0 and relations 0x = x0 = 00 = 0 for all other
generators. As well as this, we also add the following additional (redundant) relations:
abi = ap1i (a ∈ A, i ∈ I), cλa = pλ1a (a ∈ A, λ ∈ Λ),
cλcµ = pλ1cµ (µ, λ ∈ Λ), bibj = bip1j (i, j ∈ I).
where the symbols pλi appearing in the relations are really fixed words from A
+ rep-
resenting the elements pλi of G. These relations are all easily seen to be consequences
of the relations appearing in the presentation of [12, Theorem 6.2] and hence the re-
sulting presentation also defines U = M0[G; I,Λ;P ]. Then taking this presentation for
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U = M0[G; I,Λ;P ] together with the presentation 〈Z|Q〉 of T , and applying [26, Propo-
sition 4.4] we obtain the presentation for S given below.
PS = 〈 A, B, C, Z | R, Q,
bie = bi, ecλ = cλ,
zx = σ(z, x), xz = τ(x, z) (x ∈ A ∪B ∪ C, z ∈ Z)
ebi = p1i, abi = ap1i (a ∈ A, i ∈ I : p1i 6= 0)
cλe = pλ1, cλa = pλ1a (a ∈ A,λ ∈ Λ : pλ1 6= 0)
cλbi = pλi (i ∈ I, λ ∈ Λ : pλi 6= 0)
cλcµ = pλ1cµ (µ, λ ∈ Λ : pλ1 6= 0)
bibj = bip1j (i, j ∈ I : p1j 6= 0)
ebi = ρ(ebi), abi = ρ(abi) (a ∈ A, i ∈ I : p1i = 0)
cλe = ρ(cλe), cλa = ρ(cλa) (a ∈ A,λ ∈ Λ : pλ1 = 0)
cλbi = ρ(cλbi) (i ∈ I, λ ∈ Λ : pλi = 0)
cλcµ = ρ(pλ1cµ) (µ, λ ∈ Λ : pλ1 = 0)
bibj = ρ(bipij) (i, j ∈ I : pij = 0) 〉
(4.1)
(4.2) } Re
(4.3) } R0
(4.4)
(4.5)
(4.6)
(4.7)
(4.8)


RU
(4.9)
(4.10)
(4.11)
(4.12)
(4.13)


RT
We group the relations of this presentation together into the following sets
Re = (4.2), R0 = (4.3)
RU = (4.4) ∪ (4.5) ∪ (4.6) ∪ (4.7) ∪ (4.8)
RT = (4.9) ∪ (4.10) ∪ (4.11) ∪ (4.12) ∪ (4.13),
so that
PS = 〈 A, B, C, Z | R, Re, R0, RU , RT , Q〉.
Let ΓG = Γ(PG), ΓT = Γ(PT ) and ΓS = Γ(PS). In the natural way we view ΓG and ΓT
as subgraphs of ΓS. Let Γ be the subgraph of ΓS with the same vertex set, but which
only contains those edges (w1, r, ǫ, w2) with r ∈ R0 ∪RU ∪RT . Recall that we use P+(Γ)
to denote the set of all positive paths in Γ (i.e. those paths that are either empty or have
the property that ǫ = +1 for every edge of the path). Let ΓU (respectively Γ0) denote the
subgraph of ΓS with the same vertex set as ΓS, but which contains only those edges of
the form (w1, r, ǫ, w2) where r ∈ RU (respectively r ∈ R0).
Before we begin the process of constructing a homotopy base for S, we must prove some
lemmas about the presentation PS . We write B
1A∗C1 to denote the set of all non-empty
words from the set
{bwc : b ∈ B ∪ {1}, c ∈ C ∪ {1} & w ∈ A∗}.
Likewise we use the notation B1A∗ and A∗C1. We shall refer to the set of words B1A∗C1∪
Z+ as the set of quasi-normal forms for the presentation PS .
Lemma 10.
(i) The word biwcλ with i ∈ I \ {1}, λ ∈ Λ \ {1} and w ∈ A
∗ represents the element
(i, g, λ) of S, where g ∈ G is the element represented by w if w ∈ A+, or g = 1 if w
is the empty word.
(ii) The word biw with i ∈ I \{1} and w ∈ A
∗ represents the element (i, g, 1) of S, where
g ∈ G is the element represented by w if w ∈ A+, or g = 1 if w is the empty word.
(iii) The word wcλ with λ ∈ Λ \ {1} and w ∈ A
∗ represents the element (1, g, λ) of S,
where g ∈ G is the element represented by w if w ∈ A+, or g = 1 if w is the empty
word.
(iv) The word w ∈ A+ represents the element (1, g, 1) where g ∈ G is the element repre-
sented by the word w.
Proof. This follows from the construction of the presentation PS , together with the proof
of [12, Theorem 6.2]. 
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Given b ∈ B1 and c ∈ C1 we write b ·P (ΓG) ·c to denote the set of all paths b ·P ·c where
P ∈ P (ΓG), and we write B
1 · P (ΓG) · C
1 =
⋃
b∈B1,c∈C1 b · P (ΓG) · c. Since the vertices of
the graph ΓG are the (non-empty) words A
+ it follows that the set of vertices appearing
in paths from B1 · P (ΓG) · C
1 is B1A+C1. So there are words in B1A∗C1 that are not
vertices of paths in B1 · P (ΓG) · C
1, namely the words B ∪ C ∪ BC. We shall often be
interested in paths with vertices from B1A∗C1 and edges of the form (w1, r, ǫ, w2) where
r ∈ R ∪ Re. So, given b ∈ B
1 and c ∈ C1 we write b · P (ΓG) · c to denote the set of
all paths whose vertices all belong to bA∗c ∪ {bc} (where {bc} = {b} when c = 1, and
{bc} = {c} when b = 1) and whose edges are all either empty or of the form (w1, r, ǫ, w2)
where r ∈ R∪Re. Clearly b ·P (ΓG) · c ⊆ b · P (ΓG) · c for all b ∈ B
1, c ∈ C1. We also write
B1 · P (ΓG) · C1 =
⋃
b∈B1,c∈C1 b · P (ΓG) · c noting that the set of vertices arising in paths
of B1 · P (ΓG) · C1 is B
1A∗C1.
The next lemma shows how using only positive relations from the set R0 ∪RU ∪RT we
can transform an arbitrary word into a word in quasi-normal form.
Lemma 11. Let w ∈ (A ∪B ∪ C ∪ Z)+ be arbitrary.
(i) If w represents an element of S \ T then there is a path P ∈ P+(Γ) from w to some
w′ ∈ B1A∗C1.
(ii) If w represents an element of T then there is a path P ∈ P+(Γ) from w to some
w′ ∈ Z+. Moreover, if w contains a letter from Z then P may be chosen with
P ∈ P+(Γ0).
Proof. We prove (i) and (ii) simultaneously. The proof is by induction on the total number
|w|B∪C of letters in the word that come from the set B ∪ C. If |w|B∪C = 0 then either w
contains a letter from Z, in which case there is an obvious path in P+(Γ0) from w to a
word w′ ∈ Z+, or w ∈ A+, so w represents an element of G and is already written in the
required form, and we are done by setting w′ ≡ w and P to be the empty path.
Now suppose that |w|B∪C > 0. If w ∈ B
1A∗C1∪Z+ then we are done by setting w′ ≡ w,
P to be the empty path, and using the fact that the words in B1A∗C1 all represent elements
of S \T . Now suppose that w 6∈ B1A∗C1 ∪Z+. Then by inspection of the relations in the
presentation PS it follows there exists a positive edge E ∈ P+(Γ) with ιE ≡ w. Now the
result follows by induction since by considering the relations R0 ∪ RU ∪ RT we see that
with v ≡ τE we have |v|B∪C < |w|B∪C .
The last part of (ii) is an obvious consequence of the definition of Γ0. 
The following technical lemma gives some information about what happens if we try
to rewrite a word into quasi-normal form by first splitting the word into three parts, and
then rewriting each of the parts in turn.
Lemma 12. Let w1, w3 ∈ B
1A∗C1 ∪ {1} and let w2 ∈ (A ∪ B ∪ C ∪ Z)
+ be arbitrary.
Write w1 ≡ w
′
1α and w3 ≡ βw
′
3 where α, β ∈ A ∪ B ∪ C ∪ {1}, and where α (resp. β)
is empty only if w1 (resp. w3) is empty. If αw2β represents an element in S \ T and
u = αw2β holds in S with u ∈ B
1A∗C1, then
w′1uw
′
3 ∈ B
1A∗C1.
In particular, w1w2w3 = w
′
1uw
′
3 represents an element of S \ T .
Proof. There are several cases to consider.
Case 1. w′1 and w
′
3 are both empty.
In this case w′1uw
′
3 ≡ u ∈ B
1A∗C1 by assumption.
Case 2. Neither w′1 nor w
′
3 is empty.
In this case it follows that α ∈ C ∪ A and β ∈ B ∪ A, since w1, w3 ∈ B
1A∗C1 where
w1 ≡ w
′
1α and w3 ≡ βw
′
3. Now consider the element of the semigroup S represented
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by the word αw2β. By assumption αw2β represents an element in S \ T . Moreover
since α ∈ C ∪ A it follows from Lemma 10 that the element that α represents is a triple
(i, g, λ) ∈ I × G × Λ with i = 1. Similarly the letter β represents a triple (i, g, λ) with
λ = 1. Therefore, since by assumption αw2β represents an element of S \ T it follows
from the definition of multiplication in a 0-Rees matrix semigroup that it represents a
triple of the form (1, g, 1) for some g ∈ G. So by Lemma 10 since u ∈ B1A∗C1 and u also
represents the element (1, g, 1) we conclude that in fact u ∈ A+. In conclusion we have
w′1 ∈ B
1A∗, u ∈ A+ and w′3 ∈ A
∗C1, and hence w′1uw
′
3 ∈ B
1A∗C1, as required.
Case 3. w′1 is non-empty and w
′
3 is empty (and the dual of this case).
We argue in a similar way to the previous case. Since w′1 is non-empty we have α ∈ A∪C,
and since w′3 is empty it follows that |w3| ≤ 1. Now consider the word αw2β. Since
α ∈ A ∪ C it follows that α represents an element of the form (1, g, λ) and hence, by
the definition of multiplication in a 0-Rees matrix semigroup, since αw2β represents an
element of S \ T , it must represent an element (1, h, µ) for some h ∈ G, µ ∈ Λ. Therefore
since u ∈ B1A∗C1 with u = αw2β in S, it follows from Lemma 10 that u ∈ A
∗C1. Since
w′1 being non-empty implies that α is non-empty we see that w
′
1 ∈ B
1A∗. Now since w′3
is empty we have w′1uw
′
3 ≡ w
′
1u ∈ B
1A∗C1 as required.
The fact that w1w2w3 represents an element of S \ T follows from Lemma 10. 
A homotopy base for PS. Now we begin the process of building a homotopy base
for PS . Given a homotopy base XG for the presentation PG = 〈A|R〉, and a homotopy
base XT for the presentation PT = 〈Z|Q〉, we shall construct a homotopy base X =
X1 ∪X
′
1 ∪X2 ∪X3 ∪Xe ∪XG ∪XT for the presentation PS where X1, X
′
1, X2, X3 and
Xe are defined below. The proof that X is a homotopy base will be given in Lemma 20.
In particular, when XG and XT are finite, the presentations PG and PT are finite, and
the sets I and Λ are finite, then PS is a finite presentation, and it will follow from the
definitions that X is a finite homotopy base for the finite presentation PS , and that will
complete the proof of Theorem 6.
We shall build a homotopy base X for PS in stages. Our approach is inspired, in part,
by methods used by Wang in [30].
The parallel paths X1 and X
′
1. For every pair β1, β2 ∈ Z
+ such that β1 = β2 in T , let
Pβ1,β2 be a fixed path in ΓT from β1 to β2, where these paths are chosen in such a way
that Pβ2,β1 = P
−1
β1,β2
, for all β1, β2 ∈ Z
+. Let X1 be the set of parallel paths of ΓS of the
form:
( (x, l = r,+1, 1), (1, xz = τ(x, z),+1, l′)
(Pτ(x,z)l′,τ(x,z′)r′)(1, xz
′ = τ(x, z′),−1, r′) )
where x ∈ A ∪ B ∪ C, (l, r) ∈ Q, and l ≡ zl′, r ≡ z′r′ where z, z′ ∈ Z. Let X ′1 be the set
of parallel paths of ΓS of the form:
( (1, l = r,+1, x), (l′, zx = σ(z, x),+1, 1)
(Pl′σ(z,x),r′σ(z′,x))(r
′, z′x = σ(z′, x),−1, 1) )
where x ∈ A ∪ B ∪ C, (l, r) ∈ Q, and l ≡ l′z, r ≡ r′z′ where z, z′ ∈ Z. Note that X1 and
X ′1 are both finite when Q, A, B, and C are all finite.
Lemma 13. Let P be a non-empty path in ΓT and let u, v ∈ (A ∪B ∪ C ∪ Z)
∗ such that
uv is non-empty. Then there exist paths Q1,Q2 ∈ P+(Γ0), words u
′, v′ ∈ (A∪B∪C∪Z)∗,
and a path P′ in ΓT such that
u · P · v ∼X1∪X′1 Q1(u
′ · P′ · v′)Q−12
and with |u′v′| < |uv|.
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Proof. Let P = E1 ◦E2 ◦ . . .◦En be a non-empty path in ΓT and let u, v ∈ (A∪B∪C∪Z)
∗
such that uv is non-empty. Suppose that u is non-empty. The case that v is non-empty
is dealt with using a dual argument and the set of parallel paths X ′1. Decompose u ≡ u
′x
where x ∈ A ∪B ∪ C ∪ Z and u′ is a, possibly empty, word over the same alphabet.
If x ∈ Z then the path (x ·P) also belongs to ΓT and the result follows by setting Q1,Q2
to be empty, P′ := (x · P), u′ = u′ and v′ = v.
Now suppose x 6∈ Z. Let zi be the first letter of ιEi for i = 1, 2 . . . , n, and let zn+1 be
the first letter of τEn, noting that each zi belongs to Z. For each i = 1, . . . , n+ 1 define
Fi = (u
′, xzi = τ(x, zi),+1, wi)
where the wi are obtained by the identities ιEi ≡ ziwi (for i = 1, . . . , n) and τEn ≡
zn+1wn+1. Note that we can have xzi 6= xzi+1 in S for some (or even all) values of i.
Now for each i ∈ {1, . . . , n} we shall define a path Si of ΓT . For each i ∈ {1, . . . , n}
let Ei = (γi, li = ri, ǫi, δi). The definition of Si varies depending on whether or not γi is
empty.
Suppose first that γi is non-empty, so that γi ≡ ziγ
′
i and zi+1 ≡ zi which implies
τ(x, zi) ≡ τ(x, zi+1). In this case we define
Si = (τ(x, zi)γ
′
i, li = ri, ǫi, δi)
which is an edge of ΓT . Applying (H1) we observe that
(u · Ei · v)Fi+1 ∼ Fi(u
′τ(x, zi)γ
′
i, li = ri, ǫi, δiv).
Rearranging this expression gives
u · Ei · v ∼ Fi(u
′ · Si · v)F
−1
i+1.
On the other hand, if γi is empty, so that li ≡ zil
′
i and ri ≡ zi+1r
′
i, we define
Si = Pτ(x,zi)l′i,τ(x,zi+1)r′i · δi,
which is a path in ΓT . By the definition of X1 we have
u · Ei · v = (u
′xγi, li = ri, ǫi, δiv)
= u′ · (x, li = ri, ǫi, 1) · δiv
∼X1 u
′ · (1, xzi = τ(x, zi),+1, l
′
i) · δiv
u′ · Pτ(x,zi)l′i,τ(x,zi+1)r′i · δiv
u′ · (1, xzi+1 = τ(x, zi+1),−1, r
′
i) · δiv
= Fi(u
′ · Si · v)F
−1
i+1.
Combining these observations completes the proof of the lemma since
u · P · v ∼ (u · E1 · v) (u · E2 · v) . . . (u · En · v)
∼X1 F1(u
′ · S1 · v)F
−1
2 F2(u
′ · S2 · v)F
−1
3 F
−1
3 . . . F
−1
n Fn(u
′ · Sn · v)F
−1
n+1
∼ F1(u
′ · S1S2 . . . Sn · v)F
−1
n+1
= Q1(u
′ · P′ · v′)Q2
where Q1 = F1, Q2 = F
−1
n+1, v
′ ≡ v and P′ = S1S2 . . . Sn is a path in ΓT . 
Corollary 4. Let P be a path in ΓT and let u, v ∈ (A ∪ B ∪ C ∪ Z)
∗. Then there exist
paths P1 and P2 in P+(Γ0) and a path Q in P (ΓT ) such that
u · P · v ∼X1∪X′1 P1QP
−1
2 .
Proof. If P is empty then the result holds trivially by applying Lemma 11(ii). Otherwise
the result follows by repeated application of Lemma 13. 
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The parallel paths X2. For every edge E in ΓS by Lemmas 11 and 10 we can fix paths
PιE, PτE in P+(Γ) and QE such that
QE ∈
{
B1 · P (ΓG) · C1 if ιE represents an element of S \ T
P (ΓT ) if ιE represents an element of T
and where ιPιE ≡ ιE, ιPτE ≡ τE, τPιE ≡ ιQE and τPτE ≡ τQE. Let X2 be the set of
parallel paths
{(E,PιEQEP
−1
τE ) : E = (α, r, ǫ, β) ∈ P (ΓS), α, β ∈ A ∪B ∪C ∪ Z ∪ {1} & ǫ ∈ {+1,−1}}.
Note that X2 is finite when PS is a finite presentation.
Lemma 14. Let E be an edge in ΓS.
(i) If ιE represents an element of S \ T then there exist paths P3,P4 ∈ P+(Γ) and
Q ∈ B1 · P (ΓG) · C1 such that E ∼X P3QP
−1
4 .
(ii) If ιE represents an element of T then there exist paths P3,P4 ∈ P+(Γ) and Q ∈ P (ΓT )
such that E ∼X P3QP
−1
4 .
Proof. (i) Let E = (u, r, ǫ, v) be an arbitrary edge of the graph ΓS. Since ιE represents an
element of S \T , and since T is an ideal, it follows that every subword of the word ιE also
represents an element of S \T . It now follows by Lemma 11(i) there is a path P1 ∈ P+(Γ)
from u to some u′ ∈ B1A∗C1, and a path P2 ∈ P+(Γ) from v to some v
′ ∈ B1A∗C1.
Appling (H1) gives
E ∼ (P1 · rǫv)(u
′rǫ · P2)(u
′, r, ǫ, v′)(P−11 · r−ǫv
′)(ur−ǫ · P
−1
2 ).
Now consider the edge E′ = (u′, r, ǫ, v′). Write u′ ≡ u′′α and v′ ≡ βv′′ where α, β ∈
A ∪ B ∪ C ∪ {1}, and where α (resp. β) is empty only if u′ (resp. v′) is empty. Putting
F = (α, r, ǫ, β), from the definition of X2 we have
E′ = u′′ · F · v′′ ∼X2 u
′′ · PιFQFP
−1
τF · v
′′.
Next by applying Lemma 12, since ιQF, τQF ∈ B
1 · A∗ · C1 we deduce that
u′′ιQFv
′′, u′′τQFv
′′ ∈ B1A∗C1 and by the definitions of QF and of B1 · P (ΓG) · C1 this
implies
u′′ ·QF · v
′′ ∈ B1 · P (ΓG) · C1.
This completes the proof of part (i) since we have E ∼X2 P3QP
−1
4 where P3 = (P1·rǫv)(u
′rǫ·
P2)(u
′′·PιF·v
′′), P4 = (ur−ǫ·P2)(P1·r−ǫv
′)(u′′·PτF·v
′′), andQ = u′′·QF·v
′′ ∈ B1 · P (ΓG) · C1.
(ii) We proceed in much the same way as in part (i) except that here we need also
to apply Corollary 4. Let E = (u, r, ǫ, v) be an arbitrary edge of the graph ΓS. It now
follows by Lemma 11 that there is a path P1 ∈ P+(Γ) from u to some u
′ ∈ B1A∗C1 ∪ Z+
(depending on whether u represents an element of T or of S \ T ), and a path P2 ∈ P+(Γ)
from v to some v′ ∈ B1A∗C1 ∪ Z+. Applying (H1) gives
E ∼ (P1 · rǫv)(u
′rǫ · P2)(u
′, r, ǫ, v′)(P−11 · r−ǫv
′)(ur−ǫ · P
−1
2 ).
Now consider the edge E′ = (u′, r, ǫ, v′). Write u′ ≡ u′′α and v′ ≡ βv′′ where α, β ∈
Z ∪A∪B ∪C ∪ {1}, and where α (resp. β) is empty only if u′ (resp. v′) is empty. It now
follows from Lemma 12 that the word αrǫβ (and hence also the word αr−ǫβ) represents
an element of T . Indeed, if αrǫβ represented an element of S \ T then by Lemma 12 it
would follow that urǫv represents an element of S \T , contrary to the assumption that ιE
represents an element of T .
Now putting F = (α, r, ǫ, β) from definition of X2 we have
E′ ∼X2 u
′′ · PιFQFP
−1
τF · v
′′
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Since both αrǫβ and αr−ǫβ represent an element of T it follows that ιQF, τQF ∈ Z
+ and
hence by definition QF ∈ P (ΓT ). Now by Corollary 4 applied to u
′′ ·QF ·v
′′ there are paths
P5,P6 ∈ P+(Γ) and Q ∈ P (ΓT ) such that
u′′ ·QF · v
′′ ∼X P5QP
−1
6 .
This completes the proof of part (ii) since we have E ∼X P3QP
−1
4 where P3 = (P1 ·rǫv)(u
′rǫ·
P2)(u
′′ · PιF · v
′′)P5, P4 = (ur−ǫ · P2)(P1 · r−ǫv
′)(u′′ · PτF · v
′′)P6, and Q ∈ P (ΓT ). 
The parallel paths X3. For any pair of positive edges E1,E2 from P+(Γ) with ιE1 ≡ ιE2,
by Lemma 11 and Lemma 10 we can fix paths PτE1 ,PτE2 ∈ P+(Γ) and
QE1,E2 ∈
{
B1 · P (ΓG) · C1 if ιE1 represents an element of S \ T
P (ΓT ) if ιE1 represents an element of T
such that τE1 ≡ ιPτE1 , τE2 ≡ ιPτE2 , τPτE1 ≡ ιQE1,E2 and τPτE1 ≡ τQE1,E2 . We then let
X3 be the following set of parallel paths:
{(E1PτE1QE1,E2 ,E2PτE2) : E1,E2 ∈ P+(Γ), ιE1 ≡ ιE2 & |ιE1| ≤ 2|e|+ 3}.
Recall that e is the word from A+ representing the identity of the group G that appears in
the presentation PS . The restriction |ιE1| ≤ 2|e| + 3 comes from consideration of lengths
of words appearing on left hand sides of the relations in R0 ∪RU ∪RT .
If PS is a finite presentation then X3 is finite. To see this, first observe that for every
vertex w of ΓS the number of edges E of ΓS with ιE ≡ w is finite, as w has finite length and
there are only finitely many relations that can be applied to w. So since in the definition
of X3, ιE1 and ιE2 can be only one of finitely many words, since the generating set in the
presentation PS is finite, it follows that there are only finitely many possibilities for E1
and E2. Hence X3 is finite.
For the following proof the notion of the applications of relations to a word “overlapping”
is important. For two edges E1,E2 ∈ P+(Γ) with ιE1 ≡ ιE2 we say that E1 and E2 do not
overlap if we can write ιE1 ≡ ur+1vs+1w, where u, v, w ∈ (A ∪B ∪ C ∪ Z)
∗ and
{E1,E2} = {(u, r+1 = r−1,+1, vs+1w), (ur+1v, s+1 = s−1,+1, w)}.
Otherwise we say that E1 and E2 overlap.
Lemma 15. Let E1,E2 ∈ P+(Γ) with ιE1 ≡ ιE2.
(i) If ιE1 represents an element of S \ T then there are paths P,P
′ ∈ P+(Γ) and Q ∈
B1 · P (ΓG) · C1 such that E1PQ ∼X E2P
′.
(ii) If ιE1 represents an element of T then there are paths P,P
′ ∈ P+(Γ) and Q ∈ P (ΓT )
such that E1PQ ∼X E2P
′.
Proof. (i) If E1 = E2 then the result holds trivially by Lemma 11, so suppose that E1 6= E2.
Next suppose that E1 and E2 do not overlap. So without loss of generality we have ιE1 ≡
ιE2 ≡ ur+1vs+1w, E1 = (u, r+1 = r−1,+1, vs+1w), and E2 = (ur+1v, s+1 = s−1,+1, w).
Then define F1 = (ur−1v, s+1 = s−1,+1, w) and F2 = (u, r+1 = r−1,+1, vs−1w). By
Lemma 11 we can fix a path P1 ∈ P
+(Γ) from ur−1vs−1w to a word x ∈ B
1A∗C1. Now
set Q to be the empty path 1x, and set P = F1P1 and P
′ = F2P1. Applying (H1) we have
E1F1 ∼ E2F2 and hence E1PQ ∼ E2P
′, as required.
Now suppose that E1 and E2 do overlap. It follows that there exist F3,F4 ∈ P+(Γ) and
words w1, w2 ∈ (A∪B∪C∪Z)
∗ such that ιF3 = ιF4, E1 = w1 ·F3 ·w2, E2 = w1 ·F4 ·w2 and
|ιF3| = |ιF4| ≤ 2|e| + 1. This inequality comes from the fact that E1 and E2 overlap, and
that the lengths of the words appearing as left hand sides of the relations in R0∪RU ∪RT
are bounded above by |e|+ 1.
As in the proof of Lemma 14(i), applying Lemma 11(i) there is a path P1 ∈ P+(Γ) from
w1 to some word w
′
1 ∈ B
1A∗C1, and a path P2 ∈ P+(Γ) from w2 to some w
′
2 ∈ B
1A∗C1.
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Write w′1 ≡ w
′′
1α and w
′
2 ≡ βw
′′
2 where α, β ∈ A ∪ B ∪ C ∪ {1}, and where α (resp. β) is
empty only if w′1 (resp. w
′
2) is empty. Let
E′1 = w
′′
1 · (α · F3 · β) · w
′′
2 , E
′
2 = w
′′
1 · (α · F4 · β) · w
′′
2
Applying (H1) we obtain
E1(P1 · τF3w2)(w
′
1τF3 · P2) ∼ (P1 · ιF3w2)(w
′
1ιF3 · P2)E
′
1(7)
and
E2(P1 · τF4w2)(w
′
1τF4 · P2) ∼ (P1 · ιF4w2)(w
′
1ιF4 · P2)E
′
2(8)
= (P1 · ιF3w2)(w
′
1ιF3 · P2)E
′
2
since ιF3 ≡ ιF4. Then by definition of X3, and since |ι(α ·F3 ·β)| = |ιF3|+2 ≤ 2|e|+3 we
have
((α · F3 · β)Pτ(α·F3·β)Qα·F3·β,α·F4·β, (α · F4 · β)Pτ(α·F4·β)) ∈ X3.
Hence by acting on the left by w′′1 and on the right by w
′′
2 we obtain
E′1(w
′′
1 · Pτ(α·F3·β)Qα·F3·β,α·F4·β · w
′′
2)
∼X3E
′
2(w
′′
1 · Pτ(α·F4·β) · w
′′
2).(9)
To complete the proof of part (i) we now set
P = (P1 · τF3w2)(w
′
1τF3 · P2)(w
′′
1 · Pτ(α·F3·β) · w
′′
2),
which is a path in P+(Γ), define
P′ = (P1 · τF4w2)(w
′
1τF4 · P2)(w
′′
1 · Pτ(α·F4·β) · w
′′
2),
which is a path in P+(Γ), and set Q = w
′′
1 ·Qα·F3·β,α·F4·β ·w
′′
2 . As in the proof of Lemma 14,
to see that Q ∈ B1 · P (ΓG) · C1 we apply Lemma 12 to w
′′
1(ατF3β)w
′′
2 and w
′′
1(ατF4β)w
′′
2 ,
deducing that ιQ, τQ ∈ B1A∗C1, which along with the definition of Qα·F3·β,α·F4·β implies
that Q ∈ B1 · P (ΓG) · C1.
(ii) We proceed in much the same way as in part (i) except that here we need also to
apply Corollary 4. The cases when E1 = E2, or when E1 and E2 do not overlap, are dealt
with in exactly the same way as in part (i).
Now suppose that E1 and E2 do overlap. As in part (i) it follows that there exist
F3,F4 ∈ P+(Γ) and words w1, w2 ∈ (A∪B∪C∪Z)
∗ such that ιF3 ≡ ιF4, E1 ≡ w1 ·F3 ·w2,
E2 = w1 · F4 · w2 and |ιF3| = |ιF4| ≤ 2|e|+ 1.
As in the proof of Lemma 14(ii), applying Lemma 11 there is a path P1 ∈ P+(Γ)
from w1 to some word w
′
1 ∈ B
1A∗C1 ∪ Z+, and a path P2 ∈ P+(Γ) from w2 to some
w′2 ∈ B
1A∗C1 ∪ Z+. Write w′1 ≡ w
′′
1α and w
′
2 ≡ βw
′′
2 where α, β ∈ Z ∪ A ∪ B ∪ C ∪ {1},
and where α (resp. β) is empty only if w′1 (resp. w
′
2) is empty. Let E
′
1 and E
′
2 be defined
in the same way as in part (i). Then in exactly the same way as in part (i) we can prove
that the equations (7), (8) and (9) all hold. Here we set Q′ = w′′1 ·Qα·F3·β,α·F4·β · w
′′
2 .
Next, in contrast to part (i), we claim that here Qα·F3·β,α·F4·β ∈ P (ΓT ). To see this it is
sufficient to show that ατF3β and ατF4β both represent elements of T . If α or β belongs
to Z then this is obvious. Otherwise, by Lemma 12 if ατF3β represented an element of
S \ T then it would follow that ιQ′ also represents an element of S \ T , a contradiction.
Similarly we see that ατF4β must represent an element of T , and this completes the proof
that Qα·F3·β,α·F4·β ∈ P (ΓT ).
Finally, by Corollary 4 there exist paths P3,P4 ∈ P+(Γ) and Q ∈ P (ΓT ) such that
Q′ ∼X P3QP
−1
4 . This completes the proof of the lemma, with Q defined as above, and by
setting
P = (P1 · τF3w2)(w
′
1τF3 · P2)(w
′′
1 · Pτ(α·F3·β) · w
′′
2)P3
and
P′ = (P1 · τF4w2)(w
′
1τF4 · P2)(w
′′
1 · Pτ(α·F4·β) · w
′′
2)P4,
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which are both paths in P+(Γ). 
The next thing we want to do is to extend Lemma 15 to a statement about paths. To
do this we need to introduce a function on words that, roughly speaking, gives a measure
of how close that word is to being in quasi-normal form B1A∗C1 ∪ Z+.
As in the proof of Lemma 11, given a word w ∈ W+ and a subset V ⊆ W we write
|w|V to denote the total number of letters of w that belong to V . Now we define
F : (A ∪B ∪C ∪ Z)+ → N× N
F (w) = (|w|B∪C , |w|A).
Note that F (w) does not depend in any way on the number of letters from Z in w. Now
define the following total order < on N× N by
(n1,m1) < (n2,m2)⇔
{
n1 < n2 or
n1 = n2 and m1 < m2.
Clearly with this ordering (N×N, <) is well-founded (since it is the lexicographic product
of two well-founded orders) with a unique minimal element (0, 0), which allows us to apply
well-founded induction (as we shall do below in the proof of Lemma 17).
Also define addition on pairs of natural numbers in the usual way where
(n1,m1) + (n2,m2) = (n1 + n2,m1 +m2).
The idea behind the definition of F is that given a vertex of Γ if there are no edges from
P+(Γ) coming out of it, it means that that the vertex belongs either to B
1A∗C1 ∪ Z+,
and as the number F (w) decreases, the closer we are to having our word in quasi-normal
form.
Lemma 16. The function F has the following properties.
(i) F (w1w2) = F (w1) + F (w2) for all words w1, w2;
(ii) F (w) = (0, 0) if and only if w ∈ Z+;
(iii) F (τE) < F (ιE) for all E ∈ P+(Γ).
Proof. Parts (i) and (ii) follow straight from the definitions. Part (iii) is proved by using
part (i) and checking that (iii) holds for the edges E = (1, r,+1, 1) where r ∈ R0 ∪ RU ∪
RT . 
Lemma 17. Let P1,P2 ∈ P+(Γ) with ιP1 ≡ ιP2.
(i) If ιP1 represents an element of S \ T then there are paths P,P
′ ∈ P+(Γ) and Q ∈
B1 · P (ΓG) · C1 such that P1PQ ∼X P2P
′.
(ii) If ιP1 represents an element of T then there are paths P,P
′ ∈ P+(Γ) and Q ∈ P (ΓT )
such that P1PQ ∼X E2P
′.
Proof. For m,n ∈ N, let R(m,n) denote the following statement:
R(m,n): Lemma 17 holds for all paths P1 and P2 such that F (ιP1) =
(m,n).
We shall prove R(m,n) for all n,m ∈ N by well-founded induction. First note that R(0, 0)
holds trivially. Now we shall prove
For any m,n ∈ N, if R(x, y) holds for all (x, y) < (m,n) then R(m,n)
holds.
First consider part (i). Let P1,P2 ∈ P+(Γ) with ιP1 ≡ ιP2 and where ιP1 represents an
element of S \ T . If ιP1 belongs to B
1A∗C1 then the result holds trivially, so suppose
otherwise. Also, if one of P1 or P2 is the empty path then the result is easily seen to be
true by applying Lemma 11, so suppose not. So we can write P1 = E1P
′
1 and P2 = E2P
′
2
where Ei are edges in P+(Γ) and P
′
1 and P
′
2 both belong to P+(Γ). By Lemma 15(i)
there are paths P3,P4 ∈ P+(Γ) and Q
′ ∈ B1 · P (ΓG) · C1 such that E1P3Q
′ ∼X E2P4.
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Now P′1,P3 ∈ P+(Γ), ιP
′
1 ≡ ιP3 and by Lemma 16 we have F (ιP
′
1) < F (ιP1). So by the
inductive hypothesis there exist paths P′′1 ∈ P+(Γ) and Q1 ∈ B
1 · P (ΓG) · C1 such that
P′1P
′′
1Q1 ∼X P3. Likewise there exist paths P
′′
2 ∈ P+(Γ) and Q2 ∈ B
1 · P (ΓG) · C1 such
that P4Q2 ∼ P
′
2P
′′
2. Combining these observations together, we have found P
′′
1,P
′′
2 ∈ P+(Γ),
and Q1Q
′Q2 ∈ B1 · P (ΓG) · C1 such that
P1P
′′
1Q1Q
′Q2 ∼X P2P
′′
2,
as required.
The proof of part (ii) is done in exactly the same way as the proof of part (i) but by
applying Lemma 15(ii). 
The following corollary is now immediate.
Corollary 5. Let P1,P2 ∈ P+(Γ) with ιP1 ≡ ιP2.
(i) If ιP1 represents an element of S \ T and τP1, τP2 ∈ B
1A∗C1 then there is a path
Q ∈ B1 · P (ΓG) · C such that P1 ∼X P2Q.
(ii) If ιP1 represents an element of T and τP1, τP2 ∈ Z
+ then there is a path Q ∈ P (ΓT )
such that P1 ∼X P2Q.
Lemma 18. Let P be any path in ΓS.
(i) If ιP represents an element of S \ T then there exist paths P′1,Pm ∈ P+(Γ) and
Q ∈ B1 · P (ΓG) · C1 such that P ∼X P
′
1QP
−1
m .
(ii) If ιP represents an element of T then there exist paths P′1,Pm ∈ P+(Γ) and Q ∈ P (ΓT )
such that P ∼X P
′
1QP
−1
m .
Proof. (i) If P is empty then the result holds trivially by Lemma 11, so suppose otherwise.
Let P = E1E2 . . .Em, where each Ei is an edge of ΓS . By Lemma 14(i) there are paths
Pi,P
′
i ∈ P+(Γ) and Qi ∈ B
1 · P (ΓG) · C1, such that τPi, τP
′
i ∈ B
1A∗C1 and Ei ∼X
P′iQiP
−1
i for i = 1, . . . ,m. Hence
P ∼X P
′
1Q1P
−1
1 P
′
2Q2P
−1
2 . . .P
′
mQmP
−1
m .
Since ιPi ≡ ιP
′
i+1 and τPi, τP
′
i+1 ∈ B
1A∗C1, by Corollary 5(i) there is a path Q′i ∈
B1 · P(ΓG) · C1 such that P
′
i+1 ∼X PiQ
′
i so that P
−1
i P
′
i+1 ∼X Q
′
i. Thus
P ∼X P
′
1Q1Q
′
1Q2Q
′
2 . . .Qm−1Q
′
m−1P
−1
m ,
as required.
The proof of part (ii) is done in exactly the same way as part (i), except that we apply
Lemma 14(ii) and Corollary 5(ii). 
The parallel paths Xe. Let Xe denote the following set of parallel paths of ΓS
{( (bi, ecλ = cλ,+1, 1), (1, bie = bi,+1, cλ) ) : i ∈ I \ {1}, λ ∈ Λ \ {1}}.
Note that Xe is finite when both I and Λ are finite.
Lemma 19. Let Q be a path in B1 · P (ΓG) · C1.
(i) If neither ιQ nor τQ belongs to B∪C∪BC then there exists a path Q′ in B1·P (ΓG)·C
1
such that Q ∼Xe Q
′.
(ii) If both ιQ and τQ belong to B ∪ C ∪ BC then it follows that ιQ ≡ τQ, and there
exists a path Q′ in B1 · P (ΓG) · C
1 and edges E1, E2 of B1 · P (ΓG) · C1 such that
Q ∼Xe E1Q
′E2 and E1 ∼Xe E
−1
2 .
Proof. (i) Suppose that neither ιQ nor τQ belongs to B ∪ C ∪ BC. If Q is empty or is
already a path in B1 ·P (ΓG) ·C
1 then the result is trivial. Otherwise there exists an edge
E of the path Q with τE ∈ B∪C∪BC. If τE ∈ B∪C then the edge E must be of the form
(1, bie = bi,+1, 1) or (1, ecλ = cλ,+1, 1) for some i ∈ I \{1}, λ ∈ Λ\{1}. By consideration
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of the relations in the presentation PS it follows that in the path Q the edge E must be
immediately followed by its inverse E−1. On the other hand, if τE ∈ BC then the edge
E equals either Ec = (bi, ecλ,+1, 1) or Eb = (1, bie = bi,+1, cλ), for some i ∈ I \ {1},
λ ∈ Λ \ {1}. In this case τE ≡ bicλ and in the path Q the edge E must be immediately
followed by E−1c or E
−1
b . Since (Ec,Eb) ∈ Xe it follows that in any of these situations we
can remove E and the edge that follows it from the path Q to obtain a shorter path that
is ∼Xe related to the original. Repeating this process, after a finite number of steps we
obtain the desired path Q′ from B1 · P (ΓG) · C
1 with Q ∼Xe Q
′.
(ii) Suppose that ιQ, τQ ∈ B∪C∪BC. The fact that ιQ ≡ τQ follows from Lemma 10.
If Q is empty then the result holds trivially by setting E1 to be any edge with initial vertex
ιQ and terminal vertex in BA+ (or CA+ or BA+C depending on the value of ιQ) and
letting E2 = E
−1
1 . Now suppose that Q is not empty, and let E be its first edge. Now Q is
a closed path, and ιQ belongs either to B, C or BC. In the first two cases there is only
one edge in B1 · P (ΓG) · C1 with initial vertex ιE1 and hence since Q is closed, the last
edge of Q must be E−11 . Then the result follows by applying part (i).
On the other hand, if ιE1 ∈ BC, then the last edge E2 of Q satisfies τE1 ≡ ιE2 ≡ biecλ,
for some i ∈ I, λ ∈ Λ, and either E1 = E
−1
2 or (E1,E2) ∈ Xe. Now the result follows by
applying part (i). 
We are now in a position to complete the proof of Theorem 6. With the definitions
given above we define X = X1 ∪X
′
1 ∪X2 ∪X3 ∪Xe ∪XG ∪XT where XG is a homotopy
base for the presentation 〈A|R〉 of G, and XT is a homotopy base for the presentation
〈Z|Q〉 of T . Here XG is a set of parallel paths in the subgraph ΓG of ΓS , and XT is a set
of parallel paths in the subgraph ΓT of ΓS .
The proof of Theorem 6 is then wrapped up with the following lemma.
Lemma 20. The set X is a homotopy base for the presentation PS of S.
Proof. Let P1,P2 ∈ P (ΓS) with (P1,P2) ∈‖. We must prove that P1 ∼X P2. There are
two main cases depending on whether or not ιP1 represents an element of T .
First suppose that ιP1 represents an element of S \ T . By Lemma 18 there are paths
P′1,P
′
2 ∈ P+(Γ), P
′′
1,P
′′
2 ∈ P−(Γ), and Q1,Q2 ∈ B
1 · P (ΓG) · C1 such that Pi ∼X P
′
iQiP
′′
i for
i = 1, 2. By Corollary 5 there are paths Q3,Q4 ∈ B1 · P(ΓG) · C1 such that P
′
1Q3 ∼X P
′
2,
and P′′2 ∼X Q4P
′′
1.
Claim. Q1 ∼X Q3Q2Q4.
Proof of Claim. First we show that for any pair of parallel paths (Q,Q′) with Q,Q′ both
belonging to B1 · P (ΓG) · C
1, we have Q ∼XG Q
′. Indeed, in this situation by Lemma 10
there exist b ∈ B1 and c ∈ C1 with Q,Q′ ∈ b · ΓG · c. Hence we have Q = b ·R · c for some
R ∈ ΓG, and Q
′ = b · R′ · c for some R′ ∈ ΓG. Since XG is a homotopy base for ΓG it
follows that R ∼XG R
′ which, by acting on the left by b and the right by c, implies that
Q ∼XG Q
′.
Returning to the proof of the claim, suppose that neither ιQ1 nor τQ1 belongs to
B∪C∪BC. Then by Lemma 19(i) it follows that there exist paths Q5,Q6 in B
1 ·P (ΓG)·C
1
such that Q1 ∼X Q5 and Q3Q2Q4 ∼X Q6. By the previous paragraph, since Q5,Q6 ∈
B1 · P (ΓG) · C
1 are parallel paths we obtain Q5 ∼X Q6 and hence
Q1 ∼X Q5 ∼X Q6 ∼X Q3Q2Q4.
Now consider the case that one of ιQ1 or τQ1 belongs to B∪C∪BC. Suppose the former,
the latter case is dealt with in much the same way. Now let Q′′ = Q1Q
−1
4 Q
−1
2 Q
−1
3 , so Q
′′
is a closed path with ιQ′′ ≡ τQ′′ ∈ B ∪ C ∪ BC. By Lemma 19(ii) there exists a path
Q′′′ in B1 · P (ΓG) · C
1 and edges E1, E2 of B1 · P (ΓG) · C1 such that Q
′′ ∼X E1Q
′′′E2
and E1 ∼X E
−1
2 . Since (1ιQ′′′ ,Q
′′′) is a pair of parallel paths both from B1 · P (ΓG) · C
1 it
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follows from the observation above that Q′′′ ∼XG 1ιQ′′′′ . We conclude
Q1 ∼ Q1(Q3Q2Q4)
−1(Q3Q2Q4) = Q
′′(Q3Q2Q4) ∼X E1Q
′′′E2(Q3Q2Q4)
∼X E11ιQ′′′E2(Q3Q2Q4) = E1E2(Q3Q2Q4) ∼X E
−1
2 E2(Q3Q2Q4) ∼ Q3Q2Q4.
This covers all possible cases and completes the proof of the claim. 
Using the claim we conclude
P1 ∼X P
′
1Q1P
′′
1 ∼X P
′
1Q3Q2Q4P
′′
1 ∼X P
′
2Q2P
′′
2 ∼X P2,
completing the proof in the case that ιP1 represents an element of S \ T . If ιP1 does
represent an element of T then the proof is more straightforward. We follow the same
steps as above (using part (ii) each time a lemma is applied) except that Qi ∈ P (ΓT ) for
i = 1, 2, 3, 4, and we make use of the fact that XT is a homotopy base for ΓT to prove
Q1 ∼XT Q3Q2Q4. 
To complete the proof of Theorem 6, suppose that G and T have finite derivation type.
Let PG and PT be finite presentations for G and T respectively. Then PS defined above
is a finite presentation for S. Let XG and XT be finite homotopy bases for PG and PT
respectively. Then we have seen above that X = X1 ∪X
′
1 ∪X2 ∪X3 ∪Xe ∪XG ∪XT is a
finite homotopy base for PS . Hence S has finite derivation type. 
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