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Abstract—We consider a Gaussian multiple-access channel
where the number of transmitters grows with the blocklength
n. For this setup, the maximum number of bits that can be
transmitted reliably per unit-energy is analyzed. We show that
if the number of users is of an order strictly above n/ logn,
then the users cannot achieve any positive rate per unit-energy.
In contrast, if the number of users is of order strictly below
n/ logn, then each user can achieve the single-user capacity
per unit-energy (log e)/N0 (where N0/2 is the noise power) by
using an orthogonal access scheme such as time division multiple
access. We further demonstrate that orthogonal codebooks, which
achieve the capacity per unit-energy when the number of users
is bounded, can be strictly suboptimal.
I. INTRODUCTION
The capacity per unit-energy C˙ is defined as the largest
number of bits per unit-energy that can be transmitted reliably
over a channel. Verdu´ [1] showed that C˙ can be obtained
from the capacity-cost function C(P ), defined as the largest
number of bits per channel use that can be transmitted re-
liably with average power per symbol not exceeding P , as
C˙ = supP>0 C(P )/P . For the Gaussian channel with noise
power N0/2, this is equal to log eN0 . Verdu´ further showed that
the capacity per unit-energy can be achieved by a codebook
that is orthogonal in the sense that the nonzero components of
different codewords do not overlap. In general, we shall say
that a codebook is orthogonal if the inner product between
different codewords is zero. The two-user Gaussian multiple
access channel (MAC) was also studied in [1], and it was
demonstrated that both users can achieve the single-user
capacity per unit-energy by timesharing the channel between
the users, i.e., while one user transmits the other user remains
silent. This is an orthogonal access scheme in the sense that
the nonzero components of codewords of different users do
not overlap. In general, we shall say that an access scheme
is orthogonal if the inner product between codewords of
different users is zero.1 To summarize, in a two-user Gaussian
MAC both users can achieve the rate per unit-energy log eN0
by combining an orthogonal access scheme with orthogonal
J. Ravi and T. Koch have received funding from the European Research
Council (ERC) under the European Union’s Horizon 2020 research and
innovation programme (Grant No. 714161). T. Koch has further received
funding from the Spanish Ministerio de Economı´a y Competitividad under
Grants RYC-2014-16332 and TEC2016-78434-C3-3-R (AEI/FEDER, EU).
1Note, however, that in an orthogonal access scheme the codebooks are
not required to be orthogonal. That is, codewords of different codebooks are
orthogonal to each other, but codewords of the same codebook need not be.
codebooks. This result can be directly generalized to any finite
number of users.
The picture changes when the number of users grows
without bound with the blocklength n. This scenario was
investigated recently by Chen et al. [2], who referred to
such a channel model as a many-access channel (MnAC).
Specifically, the MnAC was introduced to model systems
consisting of a single receiver and many transmitters, the
number of which is comparable to or even larger than the
blocklength. This situation could, e.g., occur in a machine-
to-machine communication system with many thousands of
devices in a given cell. In [2], Chen et al. considered a
Gaussian MnAC with kn users and determined the number
of messages Mn each user can transmit reliably with a
codebook of average power not exceeding P . In particular,
they showed that the largest sequence {Mn} such that the
error probability vanishes as n tends to infinity satisfies
logMn =
n
2kn
log(1 + knP ) + o(n log(1 + knP )/kn). This
implies that the per-user rate (logMn)/n vanishes as n→∞
unless kn is bounded in n.
In this paper, we study the capacity per unit-energy of the
Gaussian MnAC. We show that, in contrast to the per-user rate,
the per-user rate per unit-energy can converge to a positive
value as n→∞ even if kn grows without bound. Specifically,
we demonstrate that, if the order of growth of kn is strictly
below n/ log n, then each user can achieve the capacity per
unit-energy log eN0 by an orthogonal access scheme. Conversely,
if the order of growth of kn is strictly above n/ log n,
then the capacity per unit-energy is zero. Thus, there is a
sharp transition between orders of growth where interference-
free communication is feasible and orders of growth where
reliable communication at any positive rate per unit-energy
is infeasible. We further characterize the largest rate per unit-
energy that can be achieved with an orthogonal access scheme
and orthogonal codebooks. Our characterization shows that
orthogonal codebooks are only optimal if kn grows more
slowly than any positive power of n.
The paper is organized as follows. In Section II, we define
the problem and introduce some preliminary notations. In
Section III, we present the converse result when the order
of kn is strictly above n/ log n. In Section IV, we present
the achievability result when the order of kn is strictly be-
low n/ log n. In Section V, we analyze the performance of
orthogonal codebooks.
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Fig. 1. Many-access channel with kn users at blocklength n
II. PROBLEM FORMULATION AND PRELIMINARIES
A. Model and Definitions
Suppose there are k users that wish to transmit their mes-
sages Wi, i = 1, . . . , k, which are assumed to be independent
and uniformly distributed on {1, . . . ,M (i)n }, to one common
receiver; see Fig. 1. To achieve this, they send a codeword of n
symbols over the channel. We refer to n as the blocklength. We
consider a many-access scenario where the number of users k
grows with n, hence, we denote it as kn.
We further consider a Gaussian channel model where, for
kn users and blocklength n, the received vector Y is given by
Y =
kn∑
i=1
Xi(Wi) + Z.
Here Xi(Wi) is the n-length transmitted codeword from
user i for message Wi and Z is a vector of n i.i.d.
Gaussian components Zj ∼ N (0, N0/2) independent of
Xi. We denote the vector of all transmitted codewords by
X := (X1,X2, . . . ,Xkn).
Definition 1: For 0 ≤  < 1, an (n,{M (·)n },{E(·)n }, )-
code for the Gaussian many-access channel consists of:
1) Encoding functions fi : {1, . . . ,M (i)n } → Xn, i =
1, . . . , kn, which map user i’s message Wi to the code-
word Xi(Wi), satisfying the energy constraint
n∑
j=1
X2ij(Wi) ≤ E(i)n , (1)
where Xij is the jth symbol of the transmitted codeword.
2) Decoding function g : Yn → {M (·)n } which maps the
received vector Y to the messages of all users and whose
average probability of error satisfies
P (n)e := P{g(Y) 6= (W1, . . . ,Wkn)} ≤ .
We shall say that the
(
n,
{
M
(·)
n
}
,
{
E
(·)
n
}
, 
)
-code is symmet-
ric if M (i)n = Mn and E
(i)
n = En for all i = 1, . . . , kn. For
compactness, we denote a symmetric code by (n,Mn, En, ).
In this paper, we restrict ourselves to symmetric codes.
Definition 2: For a symmetric code, the rate per unit-energy
R˙ is said to be -achievable if for every α > 0, there exists
an n0 such that if n ≥ n0, then an (n,Mn, En, )-code can
be found whose rate per unit-energy satisfies logMnEn > R˙−α.
Furthermore, R˙ is said to be achievable if it is -achievable
for all 0 <  < 1. The capacity per unit-energy C˙ is the
supremum of all achievable rates per unit-energy.
B. Order Notations
Let {an} and {bn} be two sequences of nonnegative real
numbers. We write an = O(bn) if there exists an n0 and a
positive real number S such that, for all n ≥ n0, an ≤ Sbn.
We write an = o(bn) if lim
n→∞
an
bn
= 0, and an = Ω(bn) if
lim inf
n→∞
an
bn
> 0. Similarly, an = Θ(bn) indicates that there
exist 0 < l1 < l2 and n0 such that l1bn ≤ an ≤ l2bn for all
n ≥ n0. Finally, we write an = ω(bn) if lim
n→∞
an
bn
=∞.
III. INFEASIBLE ORDER OF GROWTH
We shall refer to orders of kn for which no positive rate
per unit-energy is achievable as infeasible orders of growth.
In the next theorem, we show that any order of growth which
is strictly above n/ log n is infeasible.
Theorem 1: If kn = ω(n/ log n), then C˙ = 0. In words,
if the order of kn is strictly above n/ log n, then no coding
scheme achieves a positive rate per unit-energy.
Proof: Let W and Wˆ denote the vectors (W1, . . . ,Wkn)
and (Wˆ1, . . . , Wˆkn), respectively. Then
kn logMn = H(W)
= H(W|Wˆ) + I(W;Wˆ)
≤ 1 + P (n)e kn logMn + I(X;Y),
by Fano’s inequality and the data processing inequality. By
following [3, Section 9.2], it can be shown that for the Gaus-
sian channel I(X;Y) ≤ n2 log
(
1 + 2knEnnN0
)
. Consequently,
logMn
En
≤ 1
knEn
+
P
(n)
e logMn
En
+
n
2knEn
log
(
1 +
2knEn
nN0
)
.
This implies that the rate per unit-energy R˙ = (logMn)/En
is upper-bounded by
R˙ ≤
1
knEn
+ n2knEn log(1 +
2knEn
nN0
)
1− P (n)e
. (2)
We next show by contradiction that if kn = ω(n/ log n),
then P (n)e → 0 as n → ∞ only if C˙ = 0. Thus, assume that
kn = ω(n/ log n) and that there exists a code with rate per
unit-energy R˙ > 0 such that P (n)e → 0 as n→∞. To prove
that there is a contradiction we need the following lemma.
Lemma 1: If Mn ≥ 2, then P (n)e → 0 only if En →∞.
Proof: See [4].
By the assumption R˙ > 0, we have that Mn ≥ 2. Since
we further assumed that P (n)e → 0, Lemma 1 implies that
En → ∞. Together with (2), this in turn implies that R˙ > 0
is only possible if knEn/n is bounded in n. Thus,
En = O(n/kn). (3)
The next lemma presents another condition on the order of
En which contradicts (3).
Lemma 2: If R˙ > 0, then P (n)e → 0 only if En =
Ω(log kn).
Proof: See appendix.
We finish the proof by showing that, if kn = ω(n/ log n),
then there exists no sequence {En} of order Ω(log kn) that
satisfies (3). Indeed, En = Ω(log kn) and kn = ω(n/ log n)
imply that
En = Ω(log n), (4)
because the order of En is lower-bounded by the order of
log n − log log n, and log n − log logn = Θ(logn). Further-
more, En = O(n/kn) and kn = ω(n/ log n) imply that
En = o(log n). (5)
Since no sequence {En} can simultaneously satisfy (4) and
(5), it follows that, if kn = ω(n/ log n), then no positive rate
per unit-energy is achievable.
IV. FEASIBLE ORDER OF GROWTH
In this section, we show that if the order of the growth
of kn is strictly below n/ log n, then each user can achieve
the single-user capacity per unit-energy log eN0 . Hence, in this
case, the users can communicate as if free of interference.
The achievability uses an orthogonal access scheme, where
only one user transmits, all other users remain silent. For
further reference, the probability of correct decoding of any
orthogonal access scheme is given by
P (n)c =
kn∏
i=1
(1− P (E i)) ,
where P (E i) denotes the probability of error in decoding user
i’s message. In addition, if each user follows the same coding
scheme, then the probability of correct decoding is given by
P (n)c = (1− P (E1))kn . (6)
We have the following theorem.
Theorem 2: If kn = o(n/ log n), then any rate per unit-
energy satisfying R˙ < log eN0 is achievable. Hence, C˙ =
log e
N0
.
Proof: For a Gaussian point-to-point channel with power
constraint P , there exists an encoding and decoding scheme
whose average probability of error is upper-bounded by
P (E) ≤Mρn exp[−nE0(ρ, P )], for every 0 < ρ ≤ 1, (7)
where
E0(ρ, P ) :=
ρ
2
ln
(
1 +
2P
(1 + ρ)N0
)
.
This bound is due to Gallager and can be found in [5,
Section 7.4].
Now let us consider an orthogonal access scheme in which
each user gets n/kn channel uses and we timeshare between
users. Each user follows the coding scheme which achieves (7)
with power constraint Pn = Enn/kn . Note that this satisfies the
energy constraint (1). Then by substituting n with n/kn and
P with Pn = Enn/kn in (7), we get the following bound on
P (E1) as a function of the rate per unit-energy R˙ = logMnEn :
P (E1) ≤Mρn exp
[
− n
kn
E0(ρ, Pn)
]
= exp
[
ρ lnMn − n
kn
ρ
2
ln
(
1 +
2Enkn/n
(1 + ρ)N0
)]
= exp
−Enρ
 ln(1 + 2Enkn/n(1+ρ)N0 )
2Enkn/n
− R˙
log e
 . (8)
Combining (8) with (6), we obtain that the probability of
correct decoding can be lower-bounded as
1− P (n)e
≥
(
1− exp
[
−Enρ
(
ln(1 + 2Enkn/n(1+ρ)N0 )
2Enkn/n
− R˙
log e
)])kn
. (9)
We next choose En = cn lnn with cn := ln
(
n
kn lnn
)
. Since, by
assumption, kn = o(n/ log n), this implies that knEnn → 0 as
n→∞. Consequently, the first term in the inner most bracket
in (9) tends to 1/((1 + ρ)N0) as n → ∞. It follows that for
R˙ < log eN0 , there exists a sufficiently large n0, a ρ > 0, and a
δ > 0 such that, for n ≥ n0, the RHS of (9) is lower-bounded
by (1− exp[−Enρδ])kn . Since cnδρ → ∞ as n → ∞, we
have
(1− exp[−Enρδ])kn ≥
(
1− 1
n2
)kn
≥
(
1− 1
n2
) n
logn
=
[(
1− 1
n2
)n2] 1n logn
, (10)
for sufficiently large n ≥ n0 such that cnδρ ≥ 2 and
kn ≤ nlogn . Noting that (1 − 1n2 )n
2 → 1/e and 1n logn → 0
as n → ∞, we obtain that the RHS of (10) goes to one as
n→∞. This implies that, if kn = o(n/ log n), then any rate
per unit-energy R˙ < log eN0 is achievable.
V. PERFORMANCE OF ORTHOGONAL CODEBOOKS
As mentioned in the introduction, when the number of users
is bounded, the capacity per unit-energy C˙ = log eN0 can be
achieved with orthogonal codebooks. In the following theo-
rem, we characterize the largest rate per unit-energy achievable
with orthogonal codebooks, denoted by C˙⊥, when the number
of users grows with the blocklength.
Theorem 3: Suppose the users apply an orthogonal access
scheme and each user uses orthogonal codebooks. Then:
1) If kn = o(nc) for every c > 0, then C˙⊥ = log eN0 .
2) If kn = Θ (nc), then
C˙⊥ =

log e
N0
1
(1+
√
c
1−c )
2 , if 0 < c ≤ 1/2
log e
2N0
(1− c), if 1/2 < c < 1.
Proof: To prove Theorem 3, we shall first present in the
following lemma bounds on the probability of error achievable
over a Gaussian point-to-point channel with an orthogonal
codebook. The bounds are obtained using similar methods
given in [6, Section 2.5].
Lemma 3: For an orthogonal codebook with M codewords
of energy less than or equal to E, the probability of error
satisfies the following bounds:
1) For 0 < R˙ ≤ 14 log eN0 ,
exp
[
− lnM
R˙
(
log e
2N0
− R˙+ o(1)
)]
≤ Pe ≤ exp
[
− lnM
R˙
(
log e
2N0
− R˙
)]
. (11)
2) For 14
log e
N0
≤ R˙ ≤ log eN0 ,
exp
− lnM
R˙
(√ log e
N0
−
√
R˙
)2
+ o(1)

≤ Pe ≤ exp
− lnM
R˙
(√
log e
N0
−
√
R˙
)2 . (12)
In (11) and (12), o(1)→ 0 as E →∞.
Proof: See [4].
Next, we define
a :=

(
log e
2N0
−R˙
)
R˙
, if 0 < R˙ ≤ 14 log eN0(√
log e
N0
−
√
R˙
)2
R˙
, if 14
log e
N0
≤ R˙ ≤ log eN0
(13)
and let aE := a+ o(1). Then the bounds in Lemma 3 can be
written as
1/MaE ≤ Pe ≤ 1/Ma. (14)
Now let us consider the case where the users apply an
orthogonal access scheme and each user uses an orthogonal
codebook. For an orthogonal access scheme with orthogonal
codebooks, the collection of codewords from all users is
orthogonal, hence there are at most n codewords of length
n. Since with a symmetric code each user transmits the
same number of messages, it follows that each user transmits
Mn = n/kn messages with codewords of energy less than or
equal to En. In this case, we obtain from (6) and (14) that(
1−
(
kn
n
)a)kn
≤ (1− P (E1))kn ≤
(
1−
(
kn
n
)aEn)kn
,
which, denoting an := aEn , can be written as[(
1−
(
kn
n
)a)( nkn )a] k1+anna
≤ (1− P (E1))kn
≤
[(
1−
(
kn
n
)an)( nkn )an] k1+annnan
. (15)
Since Theorem 3 only concerns a sublinear number of users,
we have
lim
n→∞
(
1−
(
kn
n
)a)( nkn )a
=
1
e
.
Furthermore, if P (n)e → 0 then, by Lemma 1, En → ∞ as
n → ∞, in which case an converges to the finite value a as
n→∞. It follows that
lim
n→∞
(
1−
(
kn
n
)an)( nkn )an
=
1
e
.
Thus, (15) implies that P (n)e → 0 as n→∞ if
lim
n→∞
k1+an
na
= 0, (16)
and only if
lim
n→∞
k1+ann
nan
= 0. (17)
We next use these observation to prove Parts 1) and 2) of
Theorem 3. We begin with Part 1). Let R˙ < log eN0 . Thus, we
have a > 0 which implies that we can find a constant η <
a/(1 + a) such that nη(1+a)/na → 0 as n → ∞. Since, by
assumption, kn = o(nc) for every c > 0, it follows that there
exists an n0 such that, for all n ≥ n0, we have kn ≤ nη(1+a).
This implies that (16) is satisfied, from which Part 1) follows.
We next prove Part 2) of Theorem 3. Indeed, if kn = Θ (nc),
0 < c < 1, then there exist 0 < l1 < l2 and n0 such that, for
all n ≥ n0, we have (l1n)c ≤ kn ≤ (l2n)c. Consequently,
(l1n)
c(1+an)
nan
≤ k
1+an
n
nan
≤ (l2n)
c(1+an)
nan
. (18)
If P (n)e → 0, then from (17) we have k
1+an
n
nan → 0. Thus, (18)
implies that c(1+an)−an converges to a negative value. Since
c(1 + an) − an tends to c(1 + a) − a as n → ∞, it follows
that P (n)e → 0 only if c(1 + a) − a < 0, which is the same
as a > c/(1 − c). Using similar arguments, it follows from
(16) that if a > c/(1− c), then P (n)e → 0. Hence, P (n)e → 0
if, and only if, a > c/(1 − c). It can be observed from (13)
that a is a monotonically decreasing function of R˙. So for
kn = Θ (n
c) , 0 < c < 1, the capacity per unit-energy C˙⊥ is
given by
C˙⊥ = sup{R˙ ≥ 0 : a(R˙) > c/(1− c)},
where we write a(R˙) to make it clear that a as defined in (13)
is a function of R˙. This supremum can be computed as
C˙⊥ =

log e
N0
(
1
1+
√
c
1−c
)2
, if 0 < c ≤ 1/2
log e
2N0
(1− c), if 1/2 < c < 1,
which proves Part 2) of Theorem 3.
APPENDIX
PROOF OF LEMMA 2
Let W denote the set of Mknn messages of all users at
blocklength n. To prove the lemma, we first show that
1
Mknn
∑
w∈W
Pe(w) ≥ 1− 64En/N0 + log 2
log (kn(Mn − 1)) ,
where Pe(w) denotes the probability of error in decoding the
set of messages w = (w1, . . . , wkn). To this end, we show
that there exists a partition Sd, d = 1, . . . , D of W such that
for every d we have
1
|Sd|
∑
w∈Sd
Pe(w) ≥ 1− 64En/N0 + log 2
log (kn(Mn − 1)) , (19)
where we use |·| to denote the cardinality of a set. This implies
that the RHS of (19) is also a lower bound on
1
Mknn
∑
w∈W
Pe(w) =
1
Mknn
D∑
d=1
∑
w∈Sd
Pe(w).
To describe the partition, we use the following representa-
tion for w ∈ W: Each w ∈ W is denoted using a kn-length
vector such that the ith position of the vector is set to j if
user i has message j, where 1 ≤ j ≤ Mn. The Hamming
distance dH between two messages w = (w1, . . . , wkn) and
w′ = (w′1, . . . , w
′
kn
) is defined as the number of positions at
which w differs from w′, i.e., dH(w,w′) := |{i : wi 6= w′i}|.
We next show that one can find a partition Sd, d = 1, . . . , D
such that for each set Sd, there exists a w˜ ∈ Sd such that
dH(w˜,w) ≤ 2 for all w ∈ Sd. Let C be a code in W with
minimum Hamming distance 3, such that for any w ∈ W
there exists at least one codeword in C which is at most at
a distance 2 from it. Such a code exists because if for some
w ∈ W all codewords were at a distance 3 or more, then
we could add w to C without affecting its minimum distance.
Let c(1), . . . , c(|C|) denote the codewords of code C. Next we
partition the set W into the D = |C| sets Sd, d = 1, . . . , D as
follows:
For a given d = 1, . . . , D, we assign c(d) to Sd as well as
all w ∈ W that satisfy dH(w, c(d)) = 1. These assignments
are unique since the code C has minimum Hamming distance
3. We next consider all w ∈ W for which there is no codeword
c(d) satisfying dH(w, c(d)) = 1 and assign it to the set with
index d = min{i = 1, . . . , D : dH(w, c(i)) = 2}. Like this,
we obtain a partition ofW , and since for every codeword there
are kn(Mn − 1) sequences at Hamming distance one from it,
this partition satisfies |Sd| ≥ 1 + kn(Mn − 1), d = 1, . . . , D.
We next derive the lower bound (19) using a stronger form
of Fano’s inequality known as Birge´’s inequality.
Lemma 4 (Birge´’s inequality): Let (Y,B) be a measurable
space with a σ-field and P1, . . . , PN be probability measures
defined on B. Further let Ai, i = 1, . . . , N denote N events
defined on Y , where N ≥ 2. Then
1
N
N∑
i=1
Pi(Ai) ≤
1
N2
∑
i,j D(Pi‖Pj) + log 2
log(N − 1) .
Proof: See [7] and references therein.
To apply Lemma 4 to the problem at hand, we set N = |Sd|
and Pi = PY |X(·|x(i)), where x(i) denotes the set of
codewords transmitted to convey the set of messages i ∈ Sd.
We further let Ai denote the subset of Yn for which the
decoder declares the set of messages i ∈ Sd. Then, the
probability of error in decoding messages i ∈ Sd is given
by Pe(i) = 1 − Pi(Ai), and 1|Sd|
∑
i∈Sd Pi(Ai) denotes the
average probability of correctly decoding a message in Sd.
For two multivariate Gaussian distributions
Z1 ∼ N (µ1, N02 I) and Z2 ∼ N (µ2, N02 I) (where I
denotes the identity matrix), the relative entropy D(Z1‖Z2) is
given by ‖µ1−µ2‖
2
N0
. We next note that Pw = N (x(w), N02 I)
and Pw′ = N (x(w′), N02 I), where x(i) denotes the sum
of codewords contained in x(i). Since the energy of a
codeword for any user is upper-bounded by En, and since
for any two w,w′ ∈ Sd, dH(w,w′) ≤ 4, we get that
‖x(w)−x(w′)‖2 ≤ 64En (see [4] for details). Consequently,
D(Pw‖Pw′) ≤ 64En/N0, w,w′ ∈ Sd.
It thus follows from Birge´’s inequality that
1
|Sd|
∑
w∈Sd
Pe(w) ≥ 1− 64En/N0 + log 2
log(|Sd| − 1)
which yields (19) by noting that |Sd|−1 ≥ kn(Mn−1). Note
that (19) holds for all d = 1, . . . , D, so
P (n)e ≥ 1−
64En/N0 + log 2
log (kn(Mn − 1)) .
This shows that P (n)e goes to zero only if
En = Ω (log(kn(Mn − 1)))
= Ω (logMn + log kn) , (20)
where (20) follows because, by Lemma 1, P (n)e → 0 as n→
∞ only if En →∞, which by the assumption R˙ > 0 implies
that Mn →∞. Using that logMn = EnR˙, (20) can be written
as En = Ω(EnR˙ + log kn), which is equivalent to En =
Θ(EnR˙+log kn). However, this holds only if log kn = O(En)
or, equivalently, En = Ω(log kn). This proves Lemma 2.
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