Abstract: We define a fractal in the plane known as the Vicsek Snowflake by constructing a skeletal lattice graph and then rescaling spatial dimensions to give a sequence of lattices that converges to a fractal. By defining a simple random walk on the skeletal lattice and then rescaling both time and space, we define a sequence of random walks on the approximating lattices that converge weakly to a limiting process on the snowflake. WImk this limit has continuous sample paths and the strong Markov property, and that it is the unique diffusion limit of random walk on the snowflake in a natural sense. ,esh --iathis diffusion has a scaling property reminiscent of Brownian motion, and we introduce a coupling argument to show that the diffusion has transition densities with respect to
By inspection, M 1 , ..,M 5 are strict contractions, with fixed points (0,0), (1 , 1 ), (3, 3) , (3, 0) and (0,3),
respectively. For bounded subsets A of R2, define M(A) = U'A,(A).
It is well-known to geometers that. the transformation M has a unique compact invariant set, whose Hausdorff dimension may easil3 be computed as log 3 5 .( See, for example, Barnsley and Demko [4] , Dubins and Freedman [6] or Hutchinson [12 ) . We will call this set the bounded Vicsek snowflake, and denote it by Fb.
For future reference, we establish the following definition. Let A, ,...M, be some sequence of the transformations Al 1 .... , M 5 . Let S = Al , o ... o Ai, (rb) . We will call S a square of rb. We will also need an unbounded version of our state space. Let r = uc 0 3,lrb. I also has Hausdorff dimension log 3 5, and has the property that I = r. We will call F the unbounded Vicsek snouflake.
We wish to construct, a diffusion process on 1 and study its basic properties. We shall do this b defining random walks on a sequence of lattices that approximate F, which we now construct.
In the unit square, let U denote the complete graph on the corners of [0, 12. Let. V(U) and £(U) denote the vertices and edges of U, respectively. As with Uo, say that (0, 0), (0, 3n+1), (37n+1, 3n+1), and (0, 3'+1) are the outer corners of Un.
Let G = G, = U, 0 oU. Then G is an infinite graph, with vertex set V(G) and edge set C(G), which we shall call the unbounded snowflake lattice, or, simply, the snowflake lattice. Let 0 denote the point (0,0), and let 1 denote (3, 3) .
We mention two key properties of G 1 .First, if we let r, = U' 1 3-n " V(G), then roo is dense in r. Thus, we may have some hope that a suitabl) scaled sequence of random walks will converge to some process on r,,. Second, , 3 V(G) C V(G), and G \ 3. G contains no infinite connected component. We call this the "branching", "nesting" or self-sirnilarity property of G. property of random walks on the lattices G,,.
Let x be a vertex of G, and suppose our particle is at x at time n. Let N, be the number of points adjacent to x in G. Suppose our random walk is at x at time n. Then at time n + 1, we choose a vertex adjacent to y according to the following distribution:
If A7, = 3: We begin by studying the special case where p = (1 -p)/2 = , and X P = 0. This will define a simple random walk on the graph G, starting from 0. We call this discrete-time Markov chain, which we will call random walk on the snowflake lattice,. For convenience, we will write X 1 1
Let T, and T' be the sequences of times between visits by X, to distinct points of 3. G and 32 .G rezpectively. are independent, are independent random variables, equal in distribution to T. Thus, for each j T' has the distribution of the second generation of a branching process with offspring distribution equal to that of T.
Similarly, let T' be the times between visits to distinct points of 3" • G. A similar argument shows that. for each t, P7 has t' "distribution of the n f h generation of a branching process, again with offspring distribution equal to that of T.
Let f(u) be the generating function of T. By direct calculation, we can show that so the branching process {T") is obviously supercritical. Since T is always strictly greater than 0, {T") has 6 extinction probability 0. Since this branching property of the hitting times of X,, plays a key role in the remainder of this section, we will review some standard theory of branching processes. 
Proof. This is Theorems 1 and 2, and equation (5) in Athreya and Ney [2] .
In particular, IV,, --IV in distribution.
The theorem implies that 15-nT' converges in distribution to some random variable 11', with Ell'= 1.
As T7 can never be 0, T4 is strictly positive almost sure]y, and O(A) = Ee -AH W satisfies p(A) = f(9(15-IA).
For m = 0. 1,..., define a stochastic process on r by Y(t) = 3- To use estimate (6), we write
k=0 Inequality (8) comes from substiluting
into the estimate and rearranging the terms. 
The second term goes to 0 as u -oo. Since h is monotone increasing, 
<c00
To complete the proof of the estimate, let j(t) = [log,5t) + 1 for I > 0 and let 17(t) = e' 1 / 5 • 37j(,)
;-¢o €3q (15) . Substitute inequality (2.14) into the left-hand term in (2.10) and let m = k -n, to get
Subsitituting these expressions into (2.17) gives
which proves the lemma.
Using our estimate, we can deduce both weak conergence of Y,(t) and sample continuit. of )'. Weak convergence of {Yn(t)) follows from the standard result, on convergence of stochastic processes. 
for t 1 <1 t t 2 , n > 1, y > 0, a > , and F a nondecreasing continuous function. Then X" X.
Proof. This is Theorem 15.6 in Billingsley [5] .
Proof of the main theorem: To show that there exists a weakly convergent sequence {Yn,()}, it suffices to show that {I") is tight. Let s < u < t and consider 
This suffices to prove tightness.
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Choose a subsequence n' so that j Yn, (t) -D Yi. To show that the sample paths of Yi are continuous with probability 1, let n -o in estimate (2.6), giving
Kolmogorov's criterion for sample path continuity applies, which completes the proof of our main theorem.
Although we have written our proofs for the special case where Y = 0, the proof will also work for Yo = z for an arbitrary x E ro, with.a minor modification of the sequences Y(t).
For n = 1,2,... and in < n let Slik be the time of the kih visit of the random walk Yn(t) to Gm and let
is a random walk on Gi, for all mn < n. We can extend this property to Yt. Proof: The corollary follows from Skorokliod's lemma, upon observing that for u > v
where k(v) is the smallest k such that S,,k > v. Inequality (24) follows from the fundamental estimate, (25) uses the fact. that {Ti,,k) is an i. i. d. sequence of random variables, and (26) is Markov's inequality.
To show that )"( is a diffusion, we must show that it has the strong Markov property. We consider those stopping times of Yr that are also stopping times of the embedded random walks Y(Sj!), in an appropriate sense. Let C be the class of stopping times T of Y' such that.
i. For sonic n, Yr E Gn with probability 1.
ii. If m > n and T E A Tn,k, then N,,, is a stopping time for the random walk Y(S,k).
Clearly S,,,. E C for any n and k, so the class C is not vacuous.
Proposition 2.8. Let T E C. Then Yt satisfies the strong Markov property with respect to T. That is for anY bounded, measurable functions f :
Ri R, g : Rk -I, and S1...Sd, 
.,Yn(T+ tk))]]
Since T E G 1 almost surely,
(2.29)
P
The distribution of Yn,T is fixed, so, xp and PYn,T = xp] are fixed as n varies. Since f and g are bounded and continuous,
As n -o, the dominated convergence theorem gives
which proves the proposition.
We next use this limited form of the strong Markov propert. to show that the laws P-, x E IrP are uniformly weakly continuous in x. We do this by studying escape times, the time required for the process to reach Gk, 
Inequality (2 37) above follows because f(x,y) = Ix -y] is convex in both x and y; the other relationships
Let x E G1. Let, I" denote the continuous process constructed at the beginning of this section, starting pCI') = 1/6 1/2 1/6 1/6 11/6 1/6 1/2 1/6 .1/6 1/6 1/6 1/2i
Direct calculation shows that
Let BC(P) denote the bounded, real-valued continuous functions on F. For g E BC(F). x E F, I > 0, let 
We estimate the terms separately.
Note that
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E'g(Y(t + T)) = EAiE'g(0'(t)); E-g(Y(t + T,))
where A' and AY are the escape distributions of Y) (f) on the corners of S,, starting from x and y, respectively.
Then,
Choose 6 > 0 such that Ju-vj < 6 implies Jg(u)-y(v)j < S, and let Ah = SN :sup<-<vYt+h , >
We have shown that the paths of YI are uniformly continuous in probabilitN, thus, choose h > 0 so that 
If we choose k and m as in the preceding paragraphs, and let Ix -yj < 3 -m then ihere must exist some z E Fr such that, x and z and y and z each lie within a common square of level 7n of r. So, Let n oz, apply the continuity of f and g, Theorem 1.10, and the sample continuity of Yt. We get
This proves the proposition.
To show that Yt is a strong Markov process, we will apply the following theorem: ii. For all s,I > 0, Ef(X.,+t) = E '(Ef(X)). Proof: Let f E BC(r). If 0 < f _ 1, then 0 < EZf(') < 1 (a. s.), since conditional expectation is a positive operator. Since F, BC(F), and [0, co) are all separable, we can modify P on a single null set N to
iii. For all f E BC(r), E f(Xt) -f(x)
We apply the following lemma.
Lemma 2.14. Let Pt : BC(r) -BC(F) be a substochastic Markov semigroup. If Ptf(x) -f(x) as I . 0 for all x E r and f E BC(r), then Pif(x) -f(x) -0 uniformly in x as t 0, for all f E BC(r).
Proof: This paraphrases formula IlI.8.2.iv. in Williams [17] .
Let c > 0. Let x E r,, and let g E BC(r). Given c > 0, choose 6 such that Iu -x[ < 6 implies that
This completes the proof of the proposition. Henceforth, we will refer to Yt as the snowflake diffusion
In fact we can show that the snowflake diffusion is the unique diffusion limit for any of the random walks XP, within a constant change of time scale
By Proposition 2.6, random walks on all the lattices G, are embedded in the snowflake diffusion. We also note in passing that for Y0 = 0, 3Y 1 t =D Y15t; we will return to this point in the next section at. greater length. These two facts form the basis for the proof of the following proposition.
Proposition 2.16. Within a non-random change in time scale, Y is the unique limit in distribution of the processes Yn(t).
Proof. For each n, define the sequence , as in proposition 2.6. for each k, Tk' is the sum of k independent random variables equal to 15-9I4 in distribution. If Var(H") = a2, then E2k = k • 15" and Var(Tk") = ko. By the same argument, for any tI < ... < fk and any convergent subsequence Y ,(i) converges in distribution.
For arbitrary n and t, Y,(t) = 3-X([15"1]) =D 3-"Y(T'([15n))) = Y (1S-"T"([1S"10)
Then by the same analysis as in the preceding paragraph,
0Y "-(t1), ... , YJ (tk)) --+D (Y (ti), .. Y (tm )) (2.58)
Thus all limits of {Yn(t)) I have the same finite dimensional distributions. Since the finite dimensional distributions of a stochastic process determine the process, it follows that Yt is the unique limit of the processes {f (t))C= 1 .
Now we consider again the general model for random walk proposed at the beginning of this section. Let
XP be random walk on the snowflake lattice with parameter p. Let Po = p and for n = 1,2,..., let p, be the 
Scaling Properties:
In this chapter, ,re will study some of the detailed sample path properties of the snowflake diffusion. Let n > 0, let x and y be points on Gc,, n [0,3] such that x,y E S for some square S on level n. Let T= inf{ = y) be the first visit of the diffusion on rb to y; set Ty= oo if this set is empty,
We begin by proving two technical lemmas. .4! is the number of corners of S that YI visits before T., A, is the number of excursions to G, \ S between the time YI hits the i -1" and i~h distinct corners of S, and R,,, the number of points in G,, \ S that )Yt visits on the j 1 h such excursion.
The strong Markov property shows that A! has a geometric distribution with parameter . For i= 1,2,...
Ni either is identically 0 or else has a geometric distribution with parameter 1. To estimate ER,,,, note that each excursion outside of S is a random walk on a finite graph, and R,, is the number of steps the walk takes to return to its starting point. It is well-known that this expected time is equal to tmice the total number of edges in the graph divided by the degree of the starting vertex; see Gobel and Jagers [9] for this and other general results about random walks on finite graphs. Thus, ER,,) is proportional to the number of the edges in the graph cut out of G, by S. This number, in turn, is less than the number of edges in G,,.
It is not hard to compute that G, has 6 .5'+' edges, so, ERj, 1 < 20 5"
Recall that E2i = 15-', and apply Wald's identity.
E-Ty = EM . (EN(i). ERij + 1). ET
<3. (2.20.5-+ 1). 15--(2.2)
NA now proceed by induction. Suppose that if x,y E Gm with Ix -yj :. 3-', then E'T <82. Proof: If Ix -yj < 3-n, then either they lie in a single square S or level n, or else the lie in two such adjoining squares. In either case, the preceding lemma gives the desired bound.
Recall that 3 G, -G,,-, This fact, and the uniqueness of the snowflake diffusion limit impl the following 26 Lemnua 3.3. Let x E r. Then 331' =D 1.*3.
Proof: Let x E r-,. Using the notation of section 2. consider the sequence of processes 3 -)3(x.)_n = 1'.
We have shown that Y,(x,t) -Y" as n -oo, so, trivially, 3 -3" (x,t) -3 .3'r On the other hand,
Since both of these limits are unique, it follows that 31x =D Y , for x E r. 
Corollary 3.4. 3)V =D Y °0-
For starting points in Go, other than 0, a result similar to the preceding corollary also holds. Let x e r,.
and define M, :
Corollary 3.
Let x E G. Then there exists a stopping time T, > 0 such that M1
=D 3s", 0 < t < T Proof: Suppose that x E G,j. Then there exists either one or two squares S on level n. such that x is a corner of S However, if x is a corner of S, then there is some square S' on level n + 1 contained in S such that x is also a corner of S'. Clearly, Mr : S -SI. Let U' be the union of any squares S' on level n + 1 adjoining x Then, the proof of the fractal scaling law will continue to work if we set T, to be the first, time the process started from x exits U' and T satisfies the requirements gi en in the statement of the corollary.
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We shall call the scaling property stated in either corollary the unbounded fractal scaling law.
If we restrict our attention to rb, then our scaling properties are not. quite so tidy. However, a closely related property does apply, which arises from the invariance of rb under a family of contractions. Define We shall call this scaling property the bounded fractal scaling latu. As an important consequence, note that for any x E rb and any measurable set.
Our next step is to show that two independent copies of the snowflake diffusion restricted to rb meet in finite time with probability 1. First we prove two technical lemmas. We now proceed to prove the main result of this section. Consider the set , = {(x,x) x E rb}. Clearly, TM is the first hitting time on A for the process (Yt, 17). Proof: Normalize p so that p(rb) = 1, and let. f be a continuous function on I with conpact, support.
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Choose N sufficiently large so that r n [0 ](4.8) The symmetry of U 0 shows that f(u) is the generating function for the distribution of the time to cross between any two distinct corners of G.
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