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1 Einfu¨hrung 1
Zusammenfassung Der Beitrag stellt ausgewa¨hlte iterative Verfahren zur numerischen Approxi-
mation von Eigenwerten und -vektoren großdimensionaler reeller Matrizen vor. Neben der Vektor-
iteration und der inversen Iteration fu¨r das partielle Eigenwertproblem wird der QR-Algorithmus
zur Lo¨sung des vollsta¨ndigen Eigenwertproblems behandelt. Fu¨r sehr große Matrizen ist man an
einer Lokalisierung des Spektrums interessiert, wofu¨r Ritz-Werte und Petrov-Werte ermittelt und
an Beispielen demonstriert werden.
MSC 2000: 65F15, 65F50, 65F10
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1 Einfu¨hrung
Eigenwerte und Eigenvektoren reeller oder komplexer Matrizen mu¨ssen in verschiedensten
praktischen Anwendungen berechnet werden, z.B. bei
• mechanischen Knickproblemen (Sa¨ulen und Tragwerke, eingespannte belastete Sta¨be)
• kritischen Drehzahlen rotierender Wellen
• Schwingungen an Industrierobotern
• Eigenschwingungen elektrischer Schwingkreise (Hochfrequenztechnik, Sicherheit von
Großtransformatoren)
• Stabilita¨tsuntersuchungen dynamischer Systeme (neuronale Netze, Chaosu¨bergang)
• Wellenmechanik und Quantenmechanik.
Die Diskretisierung der Modellgleichungen fu¨hrt in der Regel auf Eigenwertprobleme fu¨r
reelle n×n-Matrizen A. Gesucht sind nichttriviale Lo¨sungen x ∈ Cn, x 6= 0, des Gleichungs-
systems
Ax = λx , λ ∈ C , (1)
wobei A ∈ Rn×n gegeben ist und x ∈ Cn, λ ∈ C unbekannt sind. Der Wert λ heißt Eigenwert
und x ist ein zugeho¨riger Eigenvektor.1
Typisch fu¨r die angefu¨hrten Probleme ist meist eine hohe Matrixdimension n > 1000, zu
der oft die schwache Besetztheit der Matrix A und deren fehlende Symmetrie kommt. Allein
deshalb sind Verfahren der Linearen Algebra (vgl. dazu [15]), die zuerst das charakteris-
tische Polynom von A und anschließend dessen Nullstellen λ1, λ2, . . . , λn bestimmen, nicht
anwendbar. Anders als bei der Lo¨sung linearer Gleichungssysteme existieren im Allgemeinen
keine wirklich direkten Verfahren, die die Eigenwerte mit einer endlichen Anzahl von Gleit-
punktoperationen bis auf Rundungsfehler genau berechnen ko¨nnen. Alle Ansa¨tze fu¨hren auf
indirekte, iterative Verfahren, indem sie Eigenwerte und Eigenvektoren als Grenzwerte un-
endlicher Folgen ermitteln. Je nach Bedarf
• liefert ein derartiges Verfahren alle Eigenwerte λ1, λ2, . . . , λn und lo¨st so das vollsta¨ndi-
ge Eigenwertproblem oder es
• approximiert einen oder mehrere exponierte Eigenwerte, z.B. am Rande des Spektrums,
was man als partielles Eigenwertproblem bezeichnet.
1Das Paar (λ, x) nennt man auch Eigenpaar.
2 Vektoriteration und inverse Iteration 2
Zuna¨chst bestimmen wir einen extremalen Eigenwert λ1, insbesondere den betragsgro¨ßten
oder betragskleinsten Wert, wa¨hrend anschließend das vollsta¨ndige Eigenwertproblem be-
handelt wird. Bei großdimensionalen Matrizen wird man mit einer Approximation von m
ausgewa¨hlten Eigenwerten fu¨r ein m ≪ n zufrieden sein, wofu¨r ein moderner Ansatz vor-
gestellt wird. In der Darstellung beschra¨nken wir uns auf reelle Matrizen, fu¨r die keine
Symmetrie vorausgesetzt wird. Verallgemeinerungen der vorgestellten Verfahren findet der
interessierte Leser u.a. in [33, 34, 4, 9].
2 Vektoriteration und inverse Iteration
2.1 Einfache und verbesserte Vektoriteration
Die Grundform des Verfahrens der Vektoriteration geht auf R. von Mises (1929) zuru¨ck
und ist zur Approximation des betragsgro¨ßten Eigenwertes geeignet. Wir setzen voraus, dass
A ∈ Rn×n diagonalisierbar ist und die Eigenwerte in der Anordnung
|λ1| > |λ2| ≥ |λ3| ≥ . . . ≥ |λn| (2)
indiziert sind. Der einfache Eigenwert λ1 ∈ R ist der dominante Eigenwert und die zugeho¨ri-
gen Eigenvektoren x1, x2, . . . , xn bilden eine Basis des C
n. Damit existiert ein Startvektor
y0 ∈ Rn, der eine nichtverschwindende Koordinate a1 in Richtung von x1 ∈ Rn besitzt und
sich damit in dieser Basis als
y0 = a1x1 + a2x2 + ...+ anxn mit ai ∈ C, a1 6= 0 (3)
darstellen la¨sst. Bilden wir nun durch sukzessive Multiplikation mit A die Vektorfolge
y1 = Ay0
y2 = Ay1 = A
2y0
y3 = Ay2 = A
3y0
... = .......................
yk = Ayk−1 = A
ky0 ,
so liefert (3) und Einsetzen der Eigenvektorbeziehung Axi = λixi die Darstellung
yk = A
ky0 = a1λ
k
1x1 + a2λ
k
2x2 + · · ·+ anλknxn . (4)
Fu¨r einen festen Index j ko¨nnen wir mit der Abku¨rzung ci := aixi,j die j-te Komponente
von yk durch
yk,j = a1λ
k
1x1,j + a2λ
k
2x2,j + · · ·+ anλknxn,j = c1λk1 + c2λk2 + · · ·+ cnλkn
darstellen. Division zweier aufeinander folgender Iterierter ergibt dann
yk+1,j
yk,j
=
c1λ
k+1
1 + c2λ
k+1
2 + ...+ cnλ
k+1
n
c1λk1 + c2λ
k
2 + ...+ cnλ
k
n
= λ1
1 + c2
c1
(
λ2
λ1
)k+1
+ ...+ cn
c1
(
λn
λ1
)k+1
1 + c2
c1
(
λ2
λ1
)k
+ ...+ cn
c1
(
λn
λ1
)k , (5)
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womit wir wegen Voraussetzung (2) den Grenzwert
lim
k→∞
yk+1,j
yk,j
= λ1 (6)
erhalten. Wegen der Darstellung yk = A
ky0 des k-ten Iterationsvektors hat sich auch die
Bezeichnung Potenzmethode, Matrixpotenzierung (engl. power method) fu¨r das Verfahren
eingebu¨rgert. Aus Aufwandsgru¨nden sollte man jedoch die Berechnung von Ak tunlichst
vermeiden und stattdessen die vorgestellte einfache Vektoriteration ausfu¨hren.
Beispiel 1 Zur Matrix
A =

 1 1 01 2 1
0 1 1

 mit λ1 = 3, λ2 = 1, λ3 = 0 und Startvektor y0 =

 10
0


bestimmen wir in Tabelle 1 die Iterationsvektoren yk und die Quotienten der einzelnen Kom-
ponenten sowie der Vektornormen ‖yk‖1 und ‖yk‖2. Offenbar konvergieren alle Quotienten
k A yk yk+1
yk+1,j
yk,j
‖yk+1‖1
‖yk‖1
‖yk+1‖2
‖yk‖2
1 1 0 1 1 1
0 1 2 1 0 1 - 2.0 1.414
0 1 1 0 0 -
1 1 0 1 2 2
1 1 2 1 1 3 3 3.0 2.646
0 1 1 0 1 -
1 1 0 2 5 2.5
2 1 2 1 3 9 3.0 3.0 2.952
0 1 1 1 4 4.0
1 1 0 5 14 2.8
3 1 2 1 9 27 3.0 3.0 2.9946
0 1 1 4 13 3.25
1 1 0 14 41 2.9286
4 1 2 1 27 81 3.0 3.0 2.9994
0 1 1 13 40 3.0769
1 1 0 41 122 2.9756
5 1 2 1 81 243 3.0 3.0 2.99993
0 1 1 40 121 3.025
Tabelle 1: Einfache Vektoriteration (Potenzmethode)
gegen λ1 = 3, wobei die Iterationsvektoren zwar normma¨ßig wachsen, sich jedoch wegen
y4 ≈ 14 ·

 12
1

 , y5 ≈ 40 ·

 12
1

 , y6 ≈ 121 ·

 12
1


rasch gegen den zugeho¨rigen Eigenvektor x1 = (1, 2, 1)
T
”
drehen“. 2
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Um die Gro¨ßenordnung der Komponenten yk,j zu beschra¨nken, ist eine Normierung aller
Vektoren yk angebracht, womit sich eine verbesserte Vektoriteration ergibt:
zk := yk/‖yk‖2 , yk+1 := Azk , k = 0, 1, 2, . . . (7)
Satz 2 A ∈ Rn×n sei diagonalisierbar und die Eigenwerte genu¨gen der Anordnung (2). Zu
jedem Startvektor y0 gema¨ß (3) mit a1 6= 0 konvergiert die verbesserte Vektoriteration gegen
|λ1| = lim
k→∞
‖yk‖2 und x1 = lim
k→∞
zk .
Beweis: Nach Ru¨ckwa¨rtseinsetzen in (7) la¨sst sich yk mittels
yk = Azk−1 =
1
‖yk−1‖2Ayk−1 = · · · =
1
αk−1
Aky0 mit αk =
k∏
i=0
‖yi‖2
umformen. Benutzen wir die Darstellung (4) fu¨r Aky0, so gewinnen wir damit
|λ1| = lim
k→∞
‖Ak+1y0‖2
‖Aky0‖2 = limk→∞
αk‖yk+1‖2
αk−1‖yk‖2 = limk→∞
αk+1
αk
= lim
k→∞
‖yk‖2 .
Wegen yk+1 = Azk erhalten wir ‖yk+1‖2zk+1 = Azk , woraus fu¨r k →∞ die Eigenwertbe-
ziehung |λ1|z = Az mit dem normierten Eigenvektor z := limk→∞ zk folgt. Dieser ist bis
auf das Vorzeichen eindeutig festgelegt. 2
Mit der berechneten Eigenvektor-Na¨herung zk la¨sst sich u¨brigens leicht eine weitere Ver-
besserung der Eigenwertna¨herung ableiten. Multiplizieren wir dazu die Eigenwertgleichung
Ax1 = λ1x1 von links mit x
T
1 und stellen nach λ1 um, so erhalten wir den so genannten
Rayleigh-Quotienten
λ1 =
xT1Ax1
xT1 x1
. (8)
Nutzen wir die erhaltene Na¨herung zk ≈ x1 und die Beziehung yk+1 := Azk aus, so liefert
Einsetzen in den Rayleigh-Quotienten die gegenu¨ber ‖yk‖2 verbesserte Approximation (vgl.
[20])
λ1 ≈ (Azk)
T zk
(zk)T zk
=
(yk+1)
T zk
(zk)T zk
einschließlich des richtigen Vorzeichens. Algorithmus 3 berechnet λ1 mittels des Rayleigh-
Quotienten.
Beispiel 4 1. Die symmetrische positiv definite Pascal-Matrix der Dimension n kann man
in Matlab mittels A = pascal(n) generieren. Sie ist von links oben her als Pascalsches
Dreieck aufgebaut, d.h. aik = ai,k−1 + ai−1,k . Fu¨r n = 5 lautet sie
A = 1 1 1 1 1
1 2 3 4 5
1 3 6 10 15
1 4 10 20 35
1 5 15 35 70
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Algorithmus 3 (Verbesserte Vektoriteration)
Function [λ, z] = power(A, tol, y0)
1. Setze λ := 0 , z := y0 und wa¨hle kmax
2. For k = 0, 1, 2, . . . , kmax do
2.1. Speichere λalt := λ um
2.2. Berechne y := Az und λ := ‖y‖2
2.3. Falls |λ− λalt| < tol · λ , so gehe zu Schritt 3
2.4. Normiere z := y/λ
3. Return λ := (yT z)/(zT z) und Eigenvektor z
Mit dem Startvektor y0=rand(n,1) und Toleranz 10−8 liefert das Verfahren schon nach 4 Ite-
rationen die Na¨herung λ˜1 = 92.29043482631919 fu¨r λ1 mit einem Fehler λ˜1−λ1 = −3.8339 ·
10−9. Auch der extrem große Spektralradius der 200-reihigen Pascal-Matrix A=pascal(200)
wird vom Verfahren bereits nach 4 Iterationen zu λ˜1 = 3.439394178530210 · 10118 mit Ma-
schinengenauigkeit approximiert. Ursache dafu¨r ist der kleine Konvergenzfaktor der Matrix
κ := max
i=2(1)n
|λi/λ1| = 1.117 · 10−3 .
2. Wesentlich schlechter konvergiert das Verfahren hingegen bei der symmetrischen n × n-
Poisson-Matrix A (vgl. [15]) mit m×m-Einheitsmatrix I ( m = √n) und den Matrizen
A =


T −I · · · O O
−I T −I · · · O O
O −I T · · · O O
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
O O O · · · T −I
O O O · · · −I T

 , T =


4 −1 0 · · · 0 0
−1 4 −1 · · · 0 0
0 −1 4 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 · · · 4 −1
0 0 0 · · · −1 4

 .
Mit zufa¨llig gewa¨hltem Startvektor y0 und Toleranz 10−8 ergeben sich die Na¨herungen in
Tabelle 2. Im letzten Fall wurde wegen des großen Konvergenzfaktors κ auch mit 1000 Ite-
rationen die gewu¨nschte Genauigkeit nicht erreicht. 2
n λ˜1 λ˜1 − λ1 k κ
16 7.236067797575539 −1.799 · 10−7 50 0.8618
100 7.837970678645802 −1.215 · 10−6 189 0.9698
900 7.979443586681945 −3.370 · 10−5 1000 0.9961
Tabelle 2: Verbesserte Vektoriteration fu¨r Poisson-Matrix
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2.2 Inverse Iteration
Besteht die Aufgabe darin, den betragskleinsten Eigenwert λn einer regula¨ren Matrix zu
approximieren, so gehen wir zu ihrer inversen Matrix A−1 u¨ber. Mit der Annahme
0 < |λn| < |λn−1| ≤ |λn−2| ≤ . . . ≤ |λ1| (9)
erfu¨llen deren Eigenwerte βi = 1/λi die Voraussetzung (2). Die Vektoriteration yk+1 :=
A−1zk mit der aufwa¨ndigen Matrixinversion vermeiden wir durch Umstellung und Lo¨sung
des linearen Systems Ayk+1 = zk mittels einer LU-Zerlegung von A. Die so erhaltene inverse
Vektoriteration
zk =
yk
‖yk‖2 , LRyk+1 = zk , k = 0, 1, 2, . . . (10)
verlangt zwar einmalig 2
3
n3 arithmetische Operationen fu¨r die LU-Zerlegung von A; allerdings
bedeuten die 2n2 Operationen fu¨r eine Vorwa¨rts- und Ru¨ckwa¨rts-Substitution keinen ho¨heren
Aufwand als fu¨r die verbesserte Vektoriteration 3 im k-ten Schritt. Aus der Darstellung
Algorithmus 5 (Inverse Iteration)
Function [λ, z] = inverse iteration(A, tol, λ0, y0)
1. Setze β := 0 , z := y0 und wa¨hle kmax
2. LU-Zerlegung von B := A− λ0I = LR
3. For k = 0, 1, 2, . . . , kmax do
3.1. Speichere βalt := β um
3.2. Vorwa¨rtselimination Lw = z liefert w
3.3. Ru¨ckwa¨rtselimination Ry = w liefert y
3.4. Berechne β := ‖y‖2
3.5. Falls |β − βalt| < tol · β , so gehe zu Schritt 4
3.6. Normiere z := y/β
4. Berechne Rayleigh-Quotient β := (zT z)/(yT z)
5. Return λ := λ0 + β und Eigenvektor z
(5) erkennen wir unschwer, dass die Konvergenz der einfachen Vektoriteration durch den
Quotienten |λ1/λ2| < 1 und damit die Geschwindigkeit der inversen Iteration durch den
Konvergenzfaktor |λn/λn−1| < 1 bestimmt wird. Mit einer Spektralverschiebung wollen wir
deshalb erreichen, dass |λn| ≪ |λn−1| wird und benutzen dazu folgendes leicht beweisbare
Lemma 6 Das Spektrum von A sei σ(A) = {λ1, λ2, . . . , λn}. Zu festem λ0 ∈ C besitzt die
Matrix B = A−λ0I mit der Einheitsmatrix I das Spektrum σ(B) = {λ1−λ0, λ2−λ0, . . . , λn−
λ0} und dieselben Eigenvektoren wie A.
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Sei nun λn ein beliebiger gesuchter Eigenwert von A, fu¨r den wir eine gute Anfangsna¨he-
rung λ0 kennen. Wir fu¨hren eine Spektralverschiebung mittels B = A − λ0I durch und
bestimmen den betragskleinsten Eigenwert βn von B mittels inverser Iteration. Der gesuchte
Eigenwert von A ergibt sich zu λn = λ0 + βn. Mit geeigneter Wahl von λ0 la¨sst sich nun der
Konvergenzfaktor
q :=
|λn − λ0|
minj 6=n |λj − λ0|
beliebig klein machen. Dieses auf H. Wielandt (1944) zuru¨ckgehende Verfahren 5 beno¨tigt
neben dem Startvektor y0 auch eine gute Eigenwertna¨herung λ0.
Bemerkung 7 In der Praxis treten oft parameterabha¨ngige Probleme A(µ)x = λx mit
µ ∈ R auf, z.B. bei der Stabilita¨tsanalyse dynamischer Systeme. Das fu¨r einen Parameter-
wert µ0 berechnete Eigenpaar (λ0, z0) kann oft als gute Startna¨herung fu¨r die Matrix A(µ1)
mit benachbartem Parameterwert µ1 = µ0 +∆µ genutzt werden.
Beispiel 8 Die 16-reihige Poisson-Matrix A aus Beispiel 4 besitzt neben dem betragsgro¨ßten
Eigenwert λ1 = 7.236067977... auch mehrfache Eigenwerte λi der Vielfachheiten mi. Tabelle
3 zeigt, dass die inverse Iteration auch den 4-fachen Eigenwert λ7 = 4 mit vorgegebener
Toleranz 10−8 gut approximiert, falls eine geeignete Startna¨herung λ0 vorliegt.
λ0 λ˜i λ˜i − λi mi k
2.0 1.763932022309071 −1.911 · 10−10 2 9
6.0 6.236067978058331 +5.585 · 10−10 2 9
4.4 3.999999990091857 −9.908 · 10−9 4 21
Tabelle 3: Inverse Iteration fu¨r Poisson-Matrix
3 QR-Zerlegung und QR-Verfahren
Um sa¨mtliche Eigenwerte von A zu bestimmen und damit das vollsta¨ndige Eigenwertpro-
blem Ax = λx zu lo¨sen, ist eine A¨hnlichkeitstransformation in die Jordan-Form (vgl. [15])
wu¨nschenswert. Deren numerische Berechnung ist allerdings hochgradig instabil, denn kleine
Sto¨rungen der Koeffizienten ko¨nnen zu Jordan-Formen mit stark abweichenden Eigenwer-
ten und Eigenvektoren fu¨hren. Deshalb haben sich orthogonale A¨hnlichkeitstransformatio-
nen bewa¨hrt. Sie u¨berfu¨hren die gegebene Matrix A ∈ Rn×n mit Hilfe einer orthogonalen
Matrix Q ∈ Rn×n (im komplexwertigen Fall mit einer unita¨ren Matrix) in eine obere Quasi-
Dreiecksmatrix
R = QTAQ , (11)
deren Eigenwerte λi, i = 1(1)n, und Eigenvektoren zi leicht bestimmt werden ko¨nnen. Die λi
sind als Invarianten der A¨hnlichkeitstransformation zugleich die gesuchten Eigenwerte von
A. Die Eigenvektoren von A ergeben sich zu xi = Qzi. Orthogonale Matrizen Q erfordern we-
gen QT = Q−1 keine Matrixinversion, weshalb sie bereits von C. Jacobi (1846) erfolgreich
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verwendet wurden. Das QR-Verfahren als leistungsfa¨higstes Verfahren dieser Klasse wurde in
Arbeiten von H. Rutishauser (1958), J.F.G. Francis (1961) und V.N. Kublanovs-
kaja (1961) entwickelt und stellt gegenwa¨rtig mit den der schnellen Transformationen von
W. Givens und A. Householder das Standardverfahren fu¨r das vollsta¨ndige Eigenwert-
problem dar. Ziel des Verfahrens ist die U¨berfu¨hrung von A in die obere Quasi-Dreiecksgestalt
(auch als reelle Schur-Form bezeichnet)
R =


R11 R12 R13 · · · R1m
0 R22 R23 · · · R2m
0 0 R33 · · · R3m
. . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 · · · Rmm

 (12)
mit den ein- oder zweireihigen quadratischen Matrizen Rii, i = 1(1)m. Denn dann bilden
die einreihigen Diagonalblo¨cke Rii die reellen Eigenwerte, wa¨hrend sich aus den zweireihigen
Rii auch die Paare konjugiert komplexer Eigenwerte von R ergeben. Eine solche Darstellung
kann stets garantiert werden:
Satz 9 (I. Schur) Zu jeder Matrix A ∈ Rn×n existiert eine orthogonale Matrix Q ∈ Rn×n ,
so dass R = QTAQ Quasi-Dreiecksform (12) besitzt.
Den umfangreichen Beweis findet man in [28], S. 265f. Bevor der iterative Aufbau der Matri-
zen R und Q behandelt wird, soll die besondere Eignung orthogonaler Matrizen aus numeri-
scher Sicht herausgestellt werden. Da zum Aufbau von Transformationsmatrizen zahlreiche
Matrixoperationen no¨tig sind, treten sta¨ndig Rundungsfehler in Erscheinung. Matrixmul-
tiplikationen QA verschlechtern dabei im Allgemeinen die Kondition von A. Ist jedoch Q
orthogonal, so tritt dieser Fall nicht ein.
Satz 10 Fu¨r Matrizen A ∈ Rn×n und orthogonale Matrizen Q ∈ Rn×n gilt:
(i) ‖QA‖2 = ‖A‖2 und ‖QA‖F = ‖a‖F
(ii) cond2(QA) = cond2(A) , condF (QA) = condF (A) , falls A regula¨r ist.
Beweis: Wegen (QA)T (QA) = ATQTQA = ATA haben diese Matrizen dieselben Eigen-
werte und damit dieselbe Spektralnorm. Bei regula¨rem A erha¨lt man dieselbe Aussage fu¨r
(QA)−1 und A−1. Also stimmen auch die Spektralkonditionen cond2 = ‖A‖2‖A−1‖2 u¨berein.
Mit der Spaltendarstellung A = (a1, a2, . . . , an) lautet die Frobeniusnorm
‖A‖2F =
n∑
i=1
n∑
k=1
aik =
n∑
i=1
‖ai‖22
unter Benutzung der Euklidischen Norm. Damit notiert man die Frobenius-Norm fu¨r QA
‖QA‖2F =
n∑
i=1
‖Qai‖22 =
n∑
i=1
(Qai)
T (Qai)
=
n∑
i=1
aTi Q
TQai =
n∑
i=1
‖ai‖22 = ‖A‖2F ;
analoges gilt fu¨r die Inversen (QA)−1 und A−1. 2
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3.1 QR-Zerlegung
Die Faktorisierung A = QR einer im Allgemeinen rechteckigen Matrix A ∈ Rm×n mit
m ≥ n in eine orthogonale quadratische Matrix Q ∈ Rm×m und eine Matrix R ∈ Rm×n , die
unterhalb der Hauptdiagonalen nur Nullen besitzt, heißt (volle) QR-Zerlegung. Zur Lo¨sung
des Eigenwertproblems beno¨tigen wir nur den Spezialfall quadratischer n× n-Matrizen mit
der oberen Dreiecksmatrix R.
3.1.1 Householder-Reflektor
A¨hnlich wie bei der LU-Zerlegung transformieren wir die Ausgangsmatrix A so, dass sie nach
n Schritten in die obere Dreiecksmatrix R = (rik) u¨bergeht. Multiplikation der im k-ten
Schritt vorliegenden Matrix Ak mit einer geeigneten orthogonalen Matrix Qk soll die neue
Matrix
Ak+1 = QkAk =


r11 r12 · · · r1k r1,k+1 · · · r1n
0 r22 · · · r2k r2,k+1 · · · r2n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 · · · rkk rk,k+1 · · · rkn
0 0 · · · 0 ak+1k+1,k+1 · · · ak+1k+1,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 · · · 0 ak+1n,k+1 · · · ak+1nn


(13)
liefern, die bereits k Nullspalten unterhalb der Hauptdiagonalen aufweist. Die Matrix Qk hat
offenbar die Aufgabe, die Subdiagonalelemente der k-ten Spalte zu Null zu machen. Damit
die k − 1 ersten Nullspalten erhalten bleiben, sollen die Matrizen den allgemeinen Aufbau
Qk =
(
I 0
0 H
)
mit der Einheitsmatrix I ∈ R(k−1)×(k−1)
und einer orthogonalen Matrix H ∈ R(n−k+1)×(n−k+1) besitzen. A. Householder (1958)
gelang es, derartige Spiegelungsmatrizen H zu konstruieren, die mit einer einzigen Multi-
plikation eine komplette Subdiagonalspalte von Ak in den Nullvektor transformieren. Sei
x ∈ Rn−k+1 die k-te Restspalte in Ak, so soll sie der Householder-Reflektor H in die k-te
Spalte von Ak+1 mit ‖Hx‖ = ‖x‖ transformieren
x =


akk,k
akk+1,k
akk+2,k
· · ·
akn,k

 ⇒ Hx =


‖x‖
0
0
· · ·
0

 = ‖x‖e1 . (14)
In Abb. 1 ist der Vektor u = Hx−x = ‖x‖e1−x ∈ R2 dargestellt sowie die Hyperebene E+
durch den Nullpunkt mit Normalenvektor u. Bestimmen wir H so, dass zu beliebigem Punkt
y das Bild Hy durch Spiegelung an E+ erzeugt wird, so u¨berfu¨hrt H speziell den Vektor
x in den multiplizierten Einheitsvektor Hx = ‖x‖e1, d.h. alle Komponenten von Hx mit
Ausnahme der ersten Komponente verschwinden. Man u¨berlegt sich leicht, dass die Matrix
3.1 QR-Zerlegung 10
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Abbildung 1: Householder-Spiegelung mittels H
H = I − 2uu
T
uTu
= I − 2
(
u
‖u‖
)(
u
‖u‖
)T
(15)
genau diese Eigenschaft besitzt. Der Householder-Reflektor H ist zudem symmetrisch und
orthogonal
HT = H , HTH = H2 = I .
Diese beiden Eigenschaften u¨bertragen sich auch auf Qk. Anwendung von H auf einen Vektor
y ∈ Rm−k+1 ergibt die Transformationsformel
Hy =
(
I − 2uu
T
uTu
)
y = y − 2v(vTy) mit v := u‖u‖ . (16)
Wie Abb. 1 zeigt, ist auch eine Spiegelung mittels der Hyperebene E− mo¨glich, indem
u = −‖x‖e1− x gebildet wird. Um eine Subtraktion der 1. Vektorkomponenten und damit
einhergehende Stellenauslo¨schungen zu vermeiden, wa¨hlen wir u nach der Regel
u := sign(x1)‖x‖2 · e1 + x mit sign(x1) = 1 , falls x1 = 0
womit ‖u‖ nie kleiner als ‖x‖ wird.
3.1.2 Der Algorithmus
Fu¨hren wir n Spiegelungen gema¨ß Ak+1 = QkAk aus, so erhalten wir die obere Dreiecksmatrix
R = QnQn−1 · · ·Q2Q1A = QTA mit Q := Q1Q2 · · ·Qn (17)
d.h. die gewu¨nschte Zerlegung A = QR mit der orthogonalen Matrix Q. Um die Matrix Q
explizit zu ermitteln, kann z.B. QT = QnQn−1 · · ·Q2Q1I mit der Einheitsmatrix I ∈ Rn×n
gema¨ß Transformationsformel (17) parallel berechnet werden, womit die Speicherung der
Vektoren v vermieden wird. Alternativen dazu findet man in [27].
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Algorithmus 11 (QR-Zerlegung)
Function [Q,R] = QRdecomposition(A, n)
1. Setze Q := I (Einheitsmatrix)
2. For k = 1, 2, . . . , n do
1. Speichere x := A(k : n, k) um
2. Berechne v := sign(x1)‖x‖2 · e1 + x
3. Falls v 6= 0, so
3.1. Normiere v := v/‖v‖2
3.2. A(k : n, k : n) := A(k : n, k : n)− 2v[vTA(k : n, k : n)]
3.3. Q(k : n, k : n) := Q(k : n, k : n)− 2v[vTQ(k : n, k : n)]
4. Return R := A und Q := QT
Zur effizienten Darstellung des Algorithmus 11 nutzen wir die in Matlab u¨bliche Notation
fu¨r Teilmatrizen: Mit A(i:n,k:n) wird die Teilmatrix von A mit oberem linken Element
aik und unterem rechten Element ann bezeichnet. Fu¨r den Spaltenvektor, beginnend mit aik,
notieren wir dann abku¨rzend A(i:n,k). Algorithmus 11 beru¨cksichtigt auch den Fall eines
verschwindenden Vektors x. Nur dann wird ‖v‖2 = 0 und damit rkk = 0 in der Matrix R,
womit die Spiegelung unterbleiben kann. Damit ist bereits die Durchfu¨hrbarkeit des Algo-
rithmus bei beliebigen Matrizen garantiert:
Satz 12 Fu¨r jede Matrix A ∈ Rn×n existiert die QR-Zerlegung A = QR.
Bemerkung 13 1. Die QR-Zerlegung kann auch mittels Rotationsmatrizen durch die
schnelle Givens-Transformation erreicht werden (vgl. [28]). Jedoch zeichnet sich Algorithmus
11 durch beste Performance und hohe numerische Stabilita¨t aus.
2. Die QR-Zerlegung kann wegen des Satzes 10 mit Vorteil zur stabilen Lo¨sung schlecht
konditionierter linearer Gleichungssysteme Ax = a angewendet werden. Allerdings verdop-
pelt sich die Rechenzeit gegenu¨ber der LU-Zerlegung wegen des gro¨ßeren arithmetischen
Aufwandes T (n) ≈ 4
3
n3 .
3. Matlab gestattet die QR-Zerlegung beliebiger reeller und komplexer m× n-Matrizen A.
Die Funktion
[Q,R] = qr(A)
liefert eine unita¨re (im reellen Fall eine orthogonale) m×m-Matrix Q und eine obere Drei-
ecksmatrix R der Dimension m × n mit A = Q ∗ R. Weitere Aufrufvarianten existieren,
besonders fu¨r sparse Matrizen.
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Beispiel 14 Fu¨r die 4× 4-Matrix
A =


20 −7 3 −2
−7 5 1 4
3 1 3 1
−2 4 1 2


liefert das Kommando [Q,R] = qr(A) die QR-Zerlegung A = QR mit
Q =
-0.9305 -0.1734 0.0943 -0.3086
0.3257 -0.4975 -0.2263 -0.7715
-0.1396 -0.4747 -0.7354 0.4629
0.0930 -0.7050 0.6317 0.3086
R =
-21.4942 8.3744 -2.7915 3.2102
0 -4.5684 -3.1470 -3.5279
0 0 -1.5180 -0.5657
0 0 0 -1.3887
Wegen ‖QTQ− I‖2 = 3.9157 ·10−16 und ‖A−QR‖2 = 1.5646 ·10−15 ko¨nnen die Ergebnisse
mittels format long e in hoher Genauigkeit dargestellt werden. 2
3.2 QR-Verfahren
3.2.1 Der Basisalgorithmus
Wie bereits bemerkt wurde, ist im Gegensatz zu linearen Gleichungssystemen das Matrixei-
genwertproblem im Allgemeinen nicht durch endlich viele arithmetische Operationen lo¨sbar.
Deshalb kann die gesuchte orthogonale Matrix Q in (11) nur durch einen iterativen Pro-
zess ermittelt werden. Hat man also eine transformierte Matrix Ak aus A ermittelt, so wird
man eine elementare orthogonale A¨hnlichkeitstransformation mit der orthogonalen Matrix
Qk durchfu¨hren, womit die Folge
Ak+1 := Q
T
kAkQk , k = 1, 2, . . . mit A1 := A (18)
a¨hnlicher Matrizen entsteht. Ru¨ckwa¨rtseinsetzen liefert dann die Darstellung
Ak+1 = Q
T
kQ
T
k−1 · · ·QT1A1Q1 · · ·Qk−1Qk = (Q1 · · ·Qk−1Qk)TA(Q1 · · ·Qk−1Qk) .
Die Matrizen Qk bestimmen wir so, dass eine Quasi-Dreiecksform R = Q
TAQ entsteht,
also die Grenzwerte
lim
k→∞
Ak+1 = R , lim
k→∞
Q1Q2 · · ·Qk−1Qk = Q
angena¨hert werden. Dies bewerkstelligen wir mit der eingefu¨hrten QR-Zerlegung Ak = QkRk
und anschließender Multiplikation der beiden Matrizen in umgekehrter Reihenfolge Ak+1 :=
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Algorithmus 15 (QR-Algorithmus)
Function [Q,R] = QRbasis(A, tol)
1. Setze U := I (Einheitsmatrix)
2. For k = 1, 2, . . . do
2.1. Zerlege A = QR nach Algorithmus 11
2.2. Berechne A := RQ
2.3. Datiere auf: U := UQ
2.4. Falls in A gilt: |ai+1,i · ai+2,i+1| < tol , i = 1(1)n− 2 ,
so gehe zu Schritt 3
3. Return R := A und Q := U
RkQk . Denn wegen Rk = Q
−1
k Ak = Q
T
kAk ergibt sich daraus die als QR-Transformation
bezeichnete orthogonale A¨hnlichkeitstransformation
Ak+1 = RkQk = Q
T
kAkQk . (19)
Iterative Wiederholung der zwei Schritte liefert die Grundform 15 des QR-Algorithmus.
Schritt 2.3 kann entfallen, wenn nur die Eigenwerte beno¨tigt werden. In Schritt 2.4 wird
gepru¨ft, ob A im Rahmen der Genauigkeit tol bereits Quasi-Dreiecksgestalt besitzt.
Beispiel 16
1. Wir bestimmen die Eigenwerte der symmetrischen Matrix aus Beispiel 14
A =


20 −7 3 −2
−7 5 1 4
3 1 3 1
−2 4 1 2


mit dem Aufruf [Q,R] = qrbasis(A,1e-8) und erhalten nach 12 Iterationen die Quasi-
Dreiecksgestalt
R =
23.5274 -0.0000 0.0000 0.0000
-0.0000 6.4605 0.0000 0.0000
0.0000 0.0000 0.6345 -0.9833
-0.0000 0.0000 -0.9833 -0.6224
Die beiden Eigenwert-Na¨herungen liegen damit (in format long) mit λ˜1 = 23.52738620165210
und λ˜2 = 6.46051471995713 vor, wa¨hrend λ3 und λ4 aus der 2× 2- Matrix
B =
(
0.6345 −0.9833
−0.9833 −0.6224
)
zu
λ˜3 = 1.17304887031690
λ˜4 = −1.16094979192615
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leicht ermittelt werden ko¨nnen. Der Fehler dieser Approximationen betra¨gt
‖λ˜− λ‖∞ = max
i=1(1)4
|λ˜i − λi| = 7.105 · 10−14 .
2. Die unsymmetrische 6× 6- Matrix
A =
7 3 4 -11 -9 -2
-6 4 -5 7 1 12
-1 -9 2 2 9 1
-8 0 -1 5 0 8
-4 3 -5 7 2 10
6 1 4 -11 -7 -1
besitzt das Spektrum σ(A) = {5+ 6i, 5− 6i, 1+ 2i, 1− 2i, 3, 4} mit 4 konjugiert komplexen
Eigenwerten. Das Verfahren [Q,R] = qrbasis(A,1e-8) bricht nach 50 Iterationen mit
der oberen Schur-Form (in format short)
R =
5.0000 -6.0000 -6.1588 -11.0353 -8.9058 5.8406
6.0000 5.0000 3.8819 15.7233 14.1821 10.4615
-0.0000 -0.0000 4.0000 3.0000 12.6647 -1.2671
-0.0000 -0.0000 -0.0000 3.0000 -0.2809 11.3983
0.0000 0.0000 0.0000 0.0000 1.0000 -2.0000
0.0000 0.0000 0.0000 -0.0000 2.0000 1.0000
ab. Die komplexwertigen Eigenwertna¨herungen erha¨lt man aus den 2× 2-Matrizen
B12 =
(
r11 r12
r21 r22
)
und B56 =
(
r55 r56
r65 r66
)
zusammen mit den reellen Werten zu
lambda =
5.00000000000005 + 6.00000000000012i
5.00000000000005 - 6.00000000000012i
1.00000134476773 + 1.99999841773378i
1.00000134476773 - 1.99999841773378i
4.00000045213392
2.99999685833052
Die moderate Genauigkeit ‖λ˜ − λ‖∞ = 3.141 · 10−6 wird anders als beim ersten Beispiel
nun mit hohem Aufwand erreicht. 2
Die Konvergenztheorie des Verfahrens ist insbesondere im Falle mehrfacher und/oder kom-
plexer Eigenwerte kompliziert. Sind die Eigenwerte jedoch reell und verschieden, so gilt (vgl.
[34]) der folgende
Satz 17 (Konvergenz des QR-Algorithmus) A ∈ Rn×n habe Eigenwerte mit |λ1| >
|λ2| > · · · > |λn| . Dann konvergieren die Matrizen Ak = (a(k)ik ) gegen eine obere Dreiecks-
matrix R mit
lim
k→∞
a
(k)
ii = λi , i = 1(1)n .
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Fu¨r die Subdiagonalelemente von Ak gilt asymptotisch bei k →∞
|a(k)i−1,i| = O
(∣∣∣∣ λiλi−1
∣∣∣∣k
)
, i = 2(1)n . (20)
Bemerkung 18
1. Ist A zusa¨tzlich symmetrisch, so sind wegen (19) offenbar alle Ak symmetrisch und kon-
vergieren gegen die Diagonalmatrix R = diag(λ1, λ2, . . . , λn).
2. Hat A komplexe Eigenwertpaare, deren Betra¨ge allerdings verschieden von den Betra¨gen
der u¨brigen Eigenwerte sind, so la¨sst sich unter weiteren Voraussetzungen zeigen, dass die
Matrizen Ak gegen eine Quasi-Dreiecksmatrix R konvergieren.
3. Wegen (20) konvergiert das Verfahren linear und besonders langsam, falls |λi/λi−1| nahe
1 liegt. Fu¨r ein konjugiert komplexes Paar λi−1, λi konvergieren die Werte a
(k)
i−1,i nicht gegen
Null.
Beispiel 19 1. Mit A = GALLERY(’CHOW’,n)’ gewinnen wir obere Hessenberg-Matrizen
der Form
A =


1 1 1 1
1 1 1 1
0 1 1 1
0 0 1 1

 ,
fu¨r die der Fehler error := maxi=1(1)n−2 |ai+1,i · ai+2,i+1| des QR-Basisalgorithmus eine
gewu¨nschte Entwicklung gema¨ß Abb. 2 zeigt.
2. Fu¨r die Poisson-Matrix aus Beispiel 4 mit reellen, aber mehrfachen Eigenwerten versagt
der QR-Basisalgorithmus jedoch bereits bei moderaten Dimensionen, wie dies in Abb. 3 er-
kennbar wird. 2
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3.2.2 Numerische Realisierung
Der Rechenaufwand des Algorithmus 15 mit O(n3) Operationen pro Schritt kann betra¨cht-
lich reduziert werden, wenn wir die Ausgangsmatrix mittels einer orthogonalen A¨hnlichkeit-
stransformation zuerst in die obere Hessenbergform
A =


a11 a12 a13 · · · a1,n−1 a1n
a21 a22 a23 · · · a2,n−1 a2n
0 a23 a33 · · · a3,n−1 a3n
0 0 a43 · · · a4,n−1 a4n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 · · · an,n−1 ann

 (21)
transformieren. Speziell fu¨r symmetrische Matrizen A erhalten wir wegen A1 := Q
TAQ damit
eine symmetrische Tridiagonalmatrix. Der QR-Algorithmus la¨sst die Struktur dieser Matri-
zen invariant, d.h. hat A obere Hessenbergform oder Tridiagonalform, so besitzen alle er-
zeugten Matrizen Ak des Algorithmus 15 ebenfalls diese Eigenschaft. Fu¨r eine QR-Zerlegung
einer Hessenbergmatrix brauchen wir jedoch nur O(n2) arithmetische Operationen, wa¨hrend
voll besetzte Matrizen O(n3) Operationen beno¨tigen.
Wie bei der Vektoriteration la¨sst sich die Konvergenz des Verfahrens durch eine Spektral-
verschiebung (engl. shift) der Matrizen Ak um σk weiter verbessern. Betrachten wir den Fall
reeller Eigenwerte λi, die den Voraussetzungen des Satzes 17 genu¨gen. Zuerst fu¨hren wir die
QR-Zerlegung einer geeignet verschobenen Matrix Bk = Ak−σkI mit Einheitsmatrix I durch
und
”
korrigieren“ anschließend die Verschiebung bei der auszufu¨hrenden Multiplikation
Ak+1 = RkQk + σkI = Q
T
k (Ak − σkI)Qk + σkI = QTkAkQk , (22)
so dass wiederum eine Folge orthogonal-a¨hnlicher Matrizen Ak entsteht. Fu¨r σk ist wegen
(20) eine mo¨glichst gute Eigenwertna¨herung zu verwenden, z.B. die so genannte Rayleigh-
Quotienten-Verschiebung
σk := a
(k)
nn , k = 1, 2, 3, . . . .
Die Spektralverschiebung nach J.H.Wilkinson wa¨hlt σk hingegen als den zum n-ten Dia-
gonalelement a
(k)
nn na¨chstgelegenen reellen Eigenwert σ der 2-reihigen Untermatrix(
a
(k)
n−1,n−1 a
(k)
n−1,n
a
(k)
n,n−1 a
(k)
nn
)
mittels
∣∣∣∣∣ a
(k)
n−1,n−1 − σ a(k)n−1,n
a
(k)
n,n−1 a
(k)
nn − σ
∣∣∣∣∣ = 0
und erreicht damit eine noch bessere Konvergenz in Algorithmus 20.
Mit der gewa¨hlten Verschiebung ist eine Konvergenz des Verfahrens gegen λn zu erwarten,
so dass a
(k)
n,n−1 zu Null wird. Damit zerfa¨llt die Matrix Ak wegen der Darstellung
Ak =


a11 a12 a13 · · · a1,n−2 a1,n−1 a1n
a21 a22 a23 · · · a2,n−2 a2,n−1 a2n
0 a23 a33 · · · a3,n−2 a3,n−1 a3n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 · · · an−1,n−2 an−1,n−1 an−1,n
0 0 0 · · · 0 0 ann


(23)
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in die Eigenwertna¨herung λn := ann und die (n − 1)-reihige Hessenbergmatrix A, die
durch Streichung der letzten Zeile und Spalte aus Ak entsteht. Sie entha¨lt das Restspektrum
λ1, λ2, . . . , λn−1 mit den Voraussetzungen des Satzes 17 und kann analog mit Algorithmus 20
behandelt werden usw. Mit jedem gefundenen Eigenwert reduziert sich somit die Dimension
der Matrix A. Tritt bei diesem Vorgehen ein Paar konjugiert komplexer Eigenwerte λn−1, λn
Algorithmus 20 (QR-Algorithmus mit Shift)
Function [Q,R] = QRshift(A, tol)
1. Setze U := I (Einheitsmatrix)
2. For k = 1, 2, . . . do
2.1. Berechne den Shift σ
2.2. Zerlege A− σI = QR nach Algorithmus 11
2.3. Berechne A := RQ+ σI
2.4. Datiere auf: U := UQ
2.5. Falls in A gilt: |ai+1,i · ai+2,i+1| < tol ∀ i ,
so gehe zu Schritt 3
3. Return R := A und Q := U
auf, so wu¨rde ein komplexer Wilkinson-Shift entstehen. Die Rechnung im Komplexen kann
vermieden werden, wenn wir zwei Schritte mit reellen Verschiebungen durchfu¨hren und mit
diesem QR-Doppelschritt eine QR-Transformation der Form
Ak+2 = Q
T
k+1Q
T
kAkQkQk+1
ausfu¨hren. Details dazu und weitere Hinweise zur effizienten Umsetzung des Verfahrens findet
der interessierte Leser in [28].
3.2.3 Zeitkomplexita¨t
Bei diesem iterativen Verfahren ha¨ngt die Zahl der Operationen nicht nur von der Dimension
n, sondern auch von der Iterationszahl k und der konkreten Eigenwertverteilung ab. Fu¨r
vollbesetzte Matrizen mit zufa¨llig verteilten Eintra¨gen betra¨gt der arithmetische Aufwand im
Durchschnitt 10n3 . . . 20n3 Operationen, falls nur die Eigenwerte berechnet werden. In Abb.
4 wird dies im Zeitvergleich mit 1.5 LU-Zerlegungen besta¨tigt (n3 Operationen). Wegen der
Aufmultiplikation der Qk erho¨ht sich dieser Wert bei Eigenvektorberechnung auf ungefa¨hr
35n3 . . . 50n3. Dagegen reduziert sich im Falle symmetrischer Matrizen die Zeitkomplexita¨t
um den Faktor 2.
Matlab stellt die beiden Funktionen schur und eig zur Lo¨sung des vollsta¨ndigen Eigen-
wertproblems bereit. Beide Funktionen benutzen intern den QR-Algorithmus in verschie-
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Abbildung 4: R = eig(A) fu¨r zufa¨llig erzeugte Matrizen
denen Varianten, angepasst an die konkreten Eigenschaften der Matrix A (reell, komplex,
symmetrisch, hermitesch, voll besetzt, sparse).
1. Die reelle Schur-Zerlegung (12) mit R = QTAQ wird durch
R = schur(A) und [Q,R] = schur(A)
geliefert. Ist A komplex, so steht in R die komplexe Schur-Form mit den Eigenwerten
auf der Diagonalen.
2. Das Kommando d = eig(A) liefert im reellen und im komplexen Fall den Vektor
der Eigenwerte, wa¨hrend
[V,D] = eig(A)
eine Diagonalmatrix D der Eigenwerte und eine Matrix V der zugeho¨rigen Eigenvek-
toren (Spalten) gema¨ß der Darstellung AV = V D erzeugt.
3. Das verallgemeinerte Eigenwertproblem Ax = λBx , x 6= 0 , mit den zwei Matrizen
A,B ∈ Rn×n wird durch die analogen Befehle
d = eig(A,B) und [V,D] = eig(A,B)
gelo¨st.
Beispiel 21 1. Die Matrix A besitzt neben dem einfachen Eigenwert λ1 = −1 den al-
gebraisch 2-fachen Eigenwert λ2,3 = 1. Dessen zugeho¨riger Eigenraum ist allerdings nur
eindimensional und wird von v2 = (1,−2, 1)T aufgespannt.
A =

 6 12 19−9 −20 −33
4 9 15

 .
Das Kommando [V,D] = eig(A) liefert die Eigenwert-Na¨herungen
4 Krylov-Unterraum-Methoden 19
lambda = diag(D) = -0.99999999999999
1.00000008190354
0.99999991809645
und die fast identischen Eigenvektoren v2 und v3 in
V =
-0.47409982303502 -0.40824831461279 -0.40824826631493
0.81274255377432 0.81649657349729 0.81649658835817
-0.33864273073930 -0.40824828117581 -0.40824829975191
so dass V mit cond(V ) = 9.506 · 107 keine numerisch brauchbare Basis des R3 bildet.
2. Die reelle Schur-Zerlegung [Q,R] = schur(A) mittels des QR-Algorithmus
Q =
-0.47409982303502 0.66475256462620 0.57735031447212
0.81274255377432 0.07820614937187 0.57735027451698
-0.33864273073930 -0.74295883198419 0.57735021857978
R =
-1.00000000000001 20.78461273540836 -44.69483542654644
0 1.00000004152261 -0.60955691533074
0 0 0.99999995847740
ergibt dagegen mit den Spaltenvektoren von Q eine stabile Orthonormalbasis des R3 mit
cond(Q) = 1.0 . 2
4 Krylov-Unterraum-Methoden
Fu¨r Matrizen mit Tausenden von Zeilen ist auch das QR-Verfahren mit Spektralverschie-
bungen (vgl. Algorithmus 20) nicht mehr effizient. Andererseits approximiert das Verfahren
der verbesserten Vektoriteration (vgl. Algorithmus 3) nur einen einzigen Eigenwert. Wir
beobachten dabei, dass es zu gewa¨hltem Startvektor v auch eine Basis des sogenannten
Krylov-Unterraumes
Km = Km(A, v) := span{v, Av, . . . , Am−1v} (24)
erzeugt. Davon werden jedoch stets nur die beiden zuletzt berechneten Vektoren genutzt.
Nun wollen wir den gesamten Unterraum speichern und damit eine Approximation von m
der n Eigenwerte gewinnen. Bei großen Matrizen A kann man damit das Gesamtspektrum
σ(A) mitunter gut lokalisieren.
4.1 Krylov-Unterra¨ume und Arnoldi-Verfahren
4.1.1 Projektionsverfahren
Projektionsverfahren werden in [15] zur iterativen Lo¨sung großdimensionaler reeller Glei-
chungssysteme
Ax = a , A ∈ Rn×n, a, x ∈ Rn (25)
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mit regula¨rer Koeffizientenmatrix A eingefu¨hrt. Die dort betrachteten Verfahren werden auch
fu¨r das Eigenwertproblem (1) bedeutsam sein, weshalb sie hier kurz vorgestellt werden. Ist
eine Na¨herungslo¨sung xm von (25) bekannt, so heißt
rm := a− Axm (26)
Residuenvektor (das Residuum) von xm. Das Ziel iterativer Verfahren besteht darin, ausge-
hend von einem Startvektor x0, eine Folge von Na¨herungen (xm) zu erzeugen, deren Residuen
rm rasch gegen Null konvergieren. Ein Projektionsverfahren sucht eine Na¨herungslo¨sung xm
in einem m-dimensionalen affinen Unterraum x0 + Km von Rn. Dabei soll m sehr klein
gegenu¨ber der Dimension n sein und x0 eine geeignete Startna¨herung darstellen. Um ein
Element δm des ”
Suchraumes“ (engl. search subspace) Km bestimmen zu ko¨nnen, sind m Be-
dingungen aufzustellen, die in der Regel als Orthogonalita¨tsbedingungen formuliert werden.
Dazu definiert man einen m-dimensionalen Test-Unterraum (engl. subspace of constraints)
Lm und fordert, dass das Residuum rm orthogonal auf Lm steht. Es ist also ein solches
xm ∈ x0 +Km zu finden, fu¨r das gilt
rm = a− Axm ⊥ Lm . (27)
Wegen xm = x0 + δm , δm ∈ Km , kann die Approximationsaufgabe auch durch
〈r0 − Aδm, w〉2 = 0 ∀ w ∈ Lm (28)
mit dem Euklidischen Skalarprodukt in Rn beschrieben werden (vgl. Abb. 5).
.
w2
w1
A δ m
L m
rm r0
Abbildung 5: Projektion des Residuums auf Lm
Definition 22 (Projektionsverfahren)
(i) Ein Projektionsverfahren bestimmt zu x0 ∈ Rn eine Folge von Na¨herungslo¨sungen
xm = x0 + δm , δm ∈ Km , mit den m-dimensionalen Unterra¨umen Km und Lm ,
die die Bedingung (27) erfu¨llen.
(ii) Ist Km = Lm , so heißt (27) Galerkin-Bedingung und das Projektionsverfahren ist
orthogonal.
(iii) Ist Km 6= Lm , so heißt (27) Petrov-Galerkin-Bedingung und das Projektionsverfahren
ist schief.
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Sei V = (v1, v2, . . . , vm) die n×m−Matrix, deren Spaltenvektoren eine Basis des Unterraumes
Km bilden und W = (w1, w2, . . . , wm) eine entsprechende Matrix fu¨r eine Basis von Lm .
Dann kann xm offensichtlich in der Gestalt
xm = x0 + V y mit y ∈ Rm (29)
dargestellt werden und die Orthogonalita¨tsbedingung (27) la¨sst sich in der Form
W T rm = W
T (a− Axm) = W T (r0 − AV y) = 0
notieren. Mit den Abku¨rzungen Am := W
TAV und am := W
T r0 reduziert sich das
großdimensionale System Ax = a so auf das i.A. kleine m-dimensionale Gleichungssystem
Amy = am
dessen Lo¨sung y mit geringem Aufwand bestimmbar ist, wenn wir die Regularita¨t von Am
voraussetzen. Formale Auflo¨sung nach y und Einsetzen in (29) liefert dann die kompakte
Lo¨sungsdarstellung
xm = x0 + V (W
TAV )−1W T r0 . (30)
Alternativ zur Orthogonalita¨tsforderung (27) kann man auch eine Minimierungsbedingung
‖rm‖2 = ‖a− Axm‖2 =⇒ Min! fu¨r xm ∈ x0 +Km (31)
mit der Euklidischen Norm fu¨r das Residuum aufstellen. Setzen wir die Darstellung (29) fu¨r
xm ein, so ergibt sich ein freies Minimierungsproblem. Die notwendige Bedingung fu¨r ein
lokales Extremum liefert die Gleichungen
(AV )T (r0 − AV y) = 0 .
Wir setzen also speziell den Unterraum Lm = AKm an, so dass wirW = AV wa¨hlen ko¨nnen.
Dann hatAV den Rangm, womitAm = (AV )
T (AV ) regula¨r ist und diese Bedingung auch als
Projektionsverfahren in Definition 22 eingeordnet werden kann. Eine detaillierte Darstellung
zahlreicher Projektionsverfahren findet man in [27].
4.1.2 Krylov-Unterra¨ume und Arnoldi-Verfahren
Eine effiziente Bestimmung der Lo¨sungsna¨herungen xm erfordert einen schrittweisen Aufbau
der Unterra¨ume Km fu¨rm = 1, 2, 3, . . . mit mo¨glichst wenigen Operationen, z.B. mit wenigen
Matrix-Vektor-Multiplikationen Av. Dafu¨r haben sich Krylov-Unterra¨ume bewa¨hrt.
Definition 23 (Krylov-Unterraum) Zu gegebenem v ∈ Rn hat ein Krylov-Unterraum die
Form
Km = Km(A, v) := span{v, Av, . . . , Am−1v} . (32)
Speziell sei zu einer Lo¨sungsna¨herung x0 der Krylov-Unterraum
Km = Km(A, r0) := span{r0, Ar0, . . . , Am−1r0} (33)
mit dem Residuum r0 = b− Ax0 definiert.
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Offenbar ist Km der Unterraum aller Vektoren in Rn, die man als x = p(A)v darstellen
kann, wobei p ein Polynom vom maximalen Grad m − 1 ist. Als Minimalpolynom eines
gegebenen Vektors v bezeichnet man das Nichtnullpolynom p mit minimalem Grad, mit
dem p(A)v = 0 gilt. Der Grad µ dieses Polynoms von v in Bezug auf A wird Grad von v
(bezu¨glich A) genannt. Als Folgerung aus dem bekannten Cayley-Hamilton-Theorem kann
der Grad von v die Raumdimension n nicht u¨bersteigen. Die folgenden Eigenschaften von
Krylov-Unterra¨umen sind nun leicht zu beweisen:
Satz 24
(i) Sei µ der Grad von v. Dann ist Kµ invariant unter A und Km = Kµ ∀m ≥ µ.
(ii) Der Krylov-Unterraum Km hat genau dann die Dimension m, wenn der Grad µ von v
nicht kleiner als m ist, d.h.
dim(Km) = m ⇐⇒ grad(v) ≥ m. (34)
Damit gilt dim(Km) = min{m, grad(v)} .
Beweis: Die Vektoren v, Av, . . . , Am−1v bilden genau dann eine Basis von Km, wenn fu¨r
jede Menge von m Skalaren αi, i = 0, . . . ,m− 1 unter denen mindestens ein αi 6= 0 ist, die
Linearkombination
∑m−1
i=0 αiA
iv 6= 0 ist. Dies ist a¨quivalent der Bedingung, dass das einzige
Polynom mit Grad ≤ m− 1, fu¨r dass p(A)v = 0 gilt, das Nullpolynom ist. 2
Zuerst wollen wir eine Orthonormalbasis des Krylov-Raumes Km berechnen. Dazu wenden
wir das aus der Linearen Algebra bekannte Gram-Schmidt-Orthogonalisierungsverfahren auf
die Krylov-Basis {v, Av, . . . , Am−1v} an und erhalten das Arnoldi-Verfahren in Algorithmus
25. Die Vektoren vi, i = 1, . . . ,m sind per Konstruktion orthonormal. Dass sie auch den
Algorithmus 25 (Arnoldi-Verfahren)
Function [V,H] = Arnoldi(v, A,m)
1. Normiere v1 = v/‖v‖2
2. For j = 1(1)m do
1. Berechne hij = (Avj, vi) fu¨r i = 1(1)j
2. Berechne wj = Avj −
∑j
i=1 hijvi
3. Berechne hj+1,j = ‖wj‖2
4. Falls hj+1,j = 0 , so STOP
5. Normiere vj+1 = wj/hj+1,j
3. Return V = (vj) und H = (hi,j)
Raum Km aufspannen, folgt aus der Tatsache, dass jeder Vektor vj der Form qj−1(A)v1
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genu¨gt, wobei qj−1 ein Polynom vom Grade j − 1 ist. Denn fu¨r j = 1 ist das Ergebnis
offensichtlich, da v1 = q0(A)v1 mit q0(A) ≡ 1. Angenommen, das Ergebnis gilt fu¨r alle
n ≤ j, d.h. vn = qn−1(A)v1 . Fu¨r j + 1 erha¨lt man dann
hj+1vj+1 = Avj −
j∑
i=1
hijvi = Aqj−1(A)v1 −
j∑
i=1
hijqi−1(A)v1 ,
woraus sich die Darstellung des Polynoms
qj(A) = Aqj−1(A)︸ ︷︷ ︸
Grad j
−
j∑
i=1
hijqi−1(A)︸ ︷︷ ︸
Grad j−1
ergibt. Also kann der Vektor vj+1 durch ein Polynom der Form qj(A)v1 dargestellt werden,
wobei qj vom Grad j ist. Induktiv haben wir damit das Verfahren verifiziert:
Satz 26 Angenommen, Algorithmus 25 stoppt nicht vor dem m-ten Schritt. Dann bilden
die Vektoren v1, v2, . . . , vm eine Orthonormalbasis des Krylov-Unterraums Km(A, v).
Fu¨r die folgenden Verfahren ist die Matrixdarstellung des Algorithmus wesentlich.
Satz 27 Vm sei die n×m-Matrix mit den Spaltenvektoren v1, . . . , vm. Weiterhin sei H¯m die
(m+ 1)×m-Hessenberg-Matrix, deren Eintra¨ge hij 6= 0 durch den Algorithmus 25 definiert
sind und Hm die Matrix, die entsteht, wenn man in der Matrix H¯m die letzte Zeile wegla¨sst.
Dann gelten die folgenden Gleichungen:
AVm = Vm+1H¯m = VmHm + wme
T
m (35)
V TmAVm = Hm . (36)
Beweis: Aus den Schritten 2.2, 2.3 und 2.5 des Algorithmus 25 folgt die Gleichung
Avj =
j+1∑
i=1
hijvi, j = 1, 2, . . . ,m, (37)
die in Matrixdarstellung mit dem m-ten Einheitsvektor em die Beziehung (35) liefert. Glei-
chung (36) erha¨lt man, wenn man beide Seiten von (35) mit V Tm multipliziert und die Or-
thonormalita¨t von {v1, . . . , vm} beru¨cksichtigt. 2
Bemerkung 28 1. Der Algorithmus stoppt, wenn die Norm von wj im Schritt j ver-
schwindet und so vj+1 nicht berechnet werden kann. In [27] wird gezeigt, dass das Arnoldi-
Verfahren genau dann im Schritt j abbricht, wenn das Minimalpolynom von v1 den Grad j
hat.
2. Bei gro¨ßerer Dimension m empfiehlt sich die Anwendung der modifizierten Gram-Schmidt-
Orthogonalisierung, welche auf die Variante des Arnoldi-Verfahrens in Algorithmus 29 fu¨hrt.
Noch robustere Varianten des Arnoldi-Verfahrens, z.B. unter Benutzung der Householder-
Orthogonalisierung, findet man in [27].
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Algorithmus 29 (Arnoldi-Verfahren modifiziert)
Function [V,H] = Arnoldimod(v, A,m)
1. Normiere v1 = v/‖v‖2
2. For j = 1(1)m do
1. Berechne wj = Avj
2. For i = 1(1)j do
1. hij = (wj, vi)
2. wj = wj − hijvi
3. Berechne hj+1,j = ‖wj‖2
4. Falls hj+1,j = 0 , so STOP
5. Normiere vj+1 = wj/hj+1,j
3. Return V = (vj) und H = (hi,j)
4.2 Lanczos-Biorthogonalisierung
Fu¨r symmetrische positiv definite Systeme Ax = a haben M.R.Hestenes und E.Stiefel
die leistungsfa¨hige Methode der konjugierten Gradienten (CG-Verfahren) entwickelt (vgl.
[21]). Wir wollen den von C. Lanczos verallgemeinerten Zugang betrachten, mit dem be-
liebige regula¨re Systeme gelo¨st werden ko¨nnen. Das so gewonnene bikonjugierte Gradienten-
verfahren (engl. biconjucate gradient method (BiCG) lo¨st dabei nicht nur das Originalsystem
Ax = a, sondern bei Bedarf auch duale (transponierte) Systeme A⊤x∗ = a∗ mit beliebiger
rechter Seite a∗ . Es stellt ein Projektionsverfahren auf den Krylov-Unterraum
Km := Km(A, v1) = span{v1, Av1, . . . , Am−1v1} , (38)
dar, der orthogonal zum transponierten Krylov-Unterraum
Lm := Km(A⊤, w1) = span{w1, A⊤w1, . . . (A⊤)m−1w1} (39)
ist. Dabei sei v1 = r0/‖r0‖2. Der Vektor w1 ist beliebig, vorausgesetzt 〈v1, w1〉 6= 0, er wird
jedoch oft gleich v1 gewa¨hlt. Falls auch das duale System A
⊤x∗ = a∗ gelo¨st werden soll, so
erha¨lt man w1 analog zu v1 durch die Normierung des Anfangsresiduums r
∗
0 = a
∗ − A⊤x∗0
des dualen Systems.
Im ersten Teil des Verfahrens wird ein Paar biorthogonaler Basen V = (v1, v2, . . . , vm) und
W = (w1, w2, . . . , wm) fu¨r die beiden Krylov-Unterra¨ume Km und Lm mittels der Lanczos-
Biorthogonalisierung erzeugt (vgl. Algorithmus 30). Die berechneten Gro¨ßen δj+1 und βj+1
stellen Skalierungsfaktoren fu¨r die Vektoren vj+1 und wj+1 dar. Aus den Schritten 5–7 des
Algorithmus folgt, dass die Bedingung 〈vj+1, wj+1〉 = 1 stets erfu¨llt ist. Die αj, βj und δj
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Algorithmus 30 (Lanczos-Biorthogonalisierung)
Function [V,W, T ] = Biorthogonalisierung(A,m)
1. Wa¨hle Vektoren v1 und w1 mit (v1, w1) = 1
2. Setze β1 = δ1 := 0 und w0 = v0 := 0
3. For j = 1(1)m do
1. αj = 〈Avj, wj〉
2. vˆj+1 = Avj − αjvj − βjvj−1
3. wˆj+1 = A
⊤wj − αjwj − δjwj−1
4. δj+1 = |〈vˆj+1, wˆj+1〉|1/2. Falls δj+1 = 0 ist, so STOP.
5. βj+1 = 〈vˆj+1, wˆj+1〉/δj+1
6. wj+1 = wˆj+1/βj+1
7. vj+1 = vˆj+1/δj+1
4. Return V = (vj), W = (wj) und T = tridiag(δj, αj, βj)
fassen wir zur Tridiagonalmatrix
Tm =


α1 β2
δ2 α2 β3
· · ·
δm−1 αm−1 βm
δm αm

 (40)
zusammen. Wir ko¨nnen feststellen, dass fu¨r die Vektoren vi ∈ Km(A, v1) ist, wa¨hrend
wj ∈ Km(A⊤, w1) gilt. Der gesamte Algorithmus wird durch folgenden Satz begru¨ndet:
Satz 31 Falls der Algorithmus nicht vor dem m-ten Schritt abbricht, so bilden die Vektoren
vi, i = 1, . . . ,m und wj, j = 1, . . . ,m ein biorthonormales System, d.h.
〈vj, wi〉 = δij i = 1(1)m, j = 1(1)m, (δij −Kronecker-Symbol) . (41)
Daru¨ber hinaus ist (vi)i=1,2,...,m eine Basis von Km(A, v1) und (wi)i=1,2,...,m eine Basis von
Km(A⊤, w1). Es gelten folgende Gleichungen:
AVm = VmTm + δm+1vm+1e
⊤
m (42)
A⊤Wm = WmT
⊤
m + βm+1wm+1e
⊤
m (43)
W⊤mAVm = Tm (44)
Beweis: Die Biorthogonalita¨t der Vektoren vi und wi kann induktiv gezeigt werden. Es gilt
〈v1, w1) = 1 nach Schritt 1. Seien bereits die Vektoren v1, . . . , vj und w1, . . . , wj biorthogonal.
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Wir wollen nun zeigen, dass die Vektoren v1, . . . , vj+1 und w1, . . . , wj+1 biorthogonal sind.
Zuerst weisen wir nach, dass 〈vj+1, wi〉 = 0 fu¨r i ≤ j ist. Denn falls i = j, so gilt
〈vj+1, wj〉 = δ−1j+1[〈Avj, wj〉 − αj〈vj, wj〉 − βj〈vj−1, wj〉].
Das letzte Skalarprodukt verschwindet aufgrund der Induktionsannahme. Die beiden anderen
Terme fallen wegen der Definition von αj = 〈Avj, wj〉 und der Tatsache weg, dass 〈vj, wj〉 = 1
ist. Betrachten wir also das Skalarprodukt 〈vj+1, wi〉 mit i < j,
〈vj+1, wi〉 = δ−1j+1[〈Avj, wi〉 − αj〈vj, wi〉 − βj〈vj−1, wi〉]
= δ−1j+1[〈vj, A⊤wi〉 − βj〈vj−1, wi〉]
= δ−1j+1[〈vj, βi+1wi+1 + αiwi + δiwi−1〉 − βj〈vj−1, wi〉] .
Fu¨r i < j− 1 verschwinden wegen der Induktionsannahme alle Skalarprodukte in der obigen
Gleichung. Fu¨r den Fall i = j − 1 gilt
〈vj+1, wj−1〉 = δ−1j+1[〈vj, βjwj + αj−1wj−1 + δj−1wj−2〉 − βj〈vj−1, wj−1〉]
= δ−1j+1[βj〈vj, wj〉 − βj〈vj−1, wj−1〉]
= 0 .
Analog kann gezeigt werden, dass 〈vi, wj+1〉 = 0 fu¨r i ≤ j ist. Zudem gilt 〈vj+1, wj+1〉 = 1 .
Damit ist die Induktionsbehauptung bewiesen. Der zweite Teil des Satzes kann analog zu
Satz 27 und den Gleichungen (35), (35) fu¨r das Arnoldi-Verfahren bewiesen werden. 2
Algorithmus 32 (Bi-Lanczos-Verfahren)
Function [xm] = Bi Lanczos(A, a,m, x0)
1. Berechne r0 = a− Ax0 , β = ‖r0‖2 und v1 = r0/β
2. Bestimme die Lanczos-Basen Vm, Wm und die Tridiagonalmatrix Tm mit
Algorithmus 30
3. Lo¨se Tmym = βe1 nach ym auf
4. Return xm = x0 + Vmym
Mit den ermittelten Lanczos-Basen der Krylov-Ra¨ume Km und Lm ko¨nnen wir nun das linea-
re Gleichungssystem und das duale System leicht lo¨sen. Der zweiseitige Lanczos-Algorithmus
(Bi-Lanczos) startet dazu speziell mit v1 = r0/‖r0‖2 und β = ‖r0‖2. Die Petrov-Galerkin-
Bedingung (27) liefert in Matrixnotation fu¨r xm = x0 + Vmym unter Benutzung von (44)
0 = W Tm(a− Axm) = W Tm(r0 − AVmym)
= W Tmβv1 −W TmAVmym
= βe1 − Tmym
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woraus die Darstellung
ym = T
−1
m βe1 , e1 − Einheitsvektor
mit der Tridiagonalmatrix Tm folgt. Das Verfahren kann so in Form des Algorithmus 32
notiert werden.
Betrachten wir den Schritt 3 genauer. Wenn wir eine LU-Zerlegung der Tridiagonalmatrix
in der Form Tm = LmRm vornehmen, so lassen sich damit die beiden n×m−Matrizen
Pm = VmR
−1
m = (p1, p2, . . . , pm) und P
∗
m = WmL
−1
m = (p
∗
1, p
∗
2, . . . , p
∗
m)
mit den Spalten pj und p
∗
j bestimmen. Das bikonjugierte Gradientenverfahren (BiCG) kon-
struiert sukzessive diese Matrizen und die Na¨herungslo¨sungen xj und x
∗
j fu¨r das Original-
system Ax = a und fu¨r das duale lineare System ATx∗ = a∗ samt den Residuen rj und
r∗j . Ausgehend vom Bi-Lanczos-Verfahren liefert dieses Toleranz-gesteuerte Verfahren 33 die
Lo¨sungen und Residuen, bis eine gewu¨nschte Genauigkeit erreicht wird (vgl. [27]).
Algorithmus 33 (Bi-CG-Verfahren)
Function [xj, x
∗
j ] = BiCG(A, a, a
∗, x0, x
∗
0, tol)
1. Berechne r0 := a− Ax0 und r∗0 := a∗ − A⊤x∗0
2. Setze p0 := r0 und p
∗
0 := r
∗
0
3. For j = 0, 1, 2, . . . while ‖rj‖2 > tol · ‖a‖2 do
1. αj := 〈rj, r∗j 〉/〈Apj, p∗j〉
2. xj+1 := xj + αjpj
3. x∗j+1 := x
∗
j + αjp
∗
j
4. rj+1 := rj − αjApj
5. r∗j+1 := r
∗
j − αjA⊤p∗j
6. βj := 〈rj+1, r∗j+1〉/〈rj, r∗j 〉
7. pj+1 := rj+1 + βjpj
8. p∗j+1 := r
∗
j+1 + βjp
∗
j
4. Return xj und x
∗
j
Bemerkung 34 1. Ist A symmetrisch und positiv definit, so reduziert sich der Algo-
rithmus auf das konjugierte Gradientenverfahren (CG), das z.B. in [20], Band 1, S. 128ff,
ausfu¨hrlich behandelt wird.
2. In jedem Verfahrensschritt treten im Gegensatz zum GMRES-Verfahren (vgl. [27]) nun
zwei Matrix-Vektor-Multiplikationen Apj und A
⊤p∗j auf; zudem ist mit 〈rj, r∗j 〉 = 0 ein un-
erwu¨nschter Verfahrensabbruch mo¨glich. Allerdings liefert das Verfahren neben xj auch die
Na¨herungslo¨sung x∗j des dualen Systems.
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3. Weitere Verbesserungen, wie das CGS-Verfahren und das BiCGSTAB-Verfahren, vermei-
den die Multiplikation mit der Transponierten A⊤ und zeigen mitunter schnellere Konver-
genz. Unerwu¨nschte Verfahrensabbru¨che werden durch eine so genannte look-ahead-Strategie
vermieden, die der interessierte Leser in [27, 21] findet.
4.3 Ritz-Werte und Ritz-Vektoren
Die Krylov-Basis (24) erweist sich numerisch als wenig geeignet, denn deren Vektoren
”
dre-
hen sich“ zunehmend gegen den dominierenden Eigenvektor und verlieren so ihre lineare
Unabha¨ngigkeit auf dem Computer (vgl. Beispiel 1). Hier bietet sich eine Orthogonalisie-
rung mit dem Arnoldi-Verfahren 29 an. Zu gegebenem Vektor v und natu¨rlicher Zahl m
liefert das modifizierte Arnoldi-Verfahren 29 die n ×m-Matrix Vm mit den orthonormalen
Spaltenvektoren v1, . . . , vm. Weiterhin ist Hm die quadratische m × m-Hessenberg-Matrix,
deren Eintra¨ge hij 6= 0 ebenfalls durch den Algorithmus definiert sind. Nach Satz 27 genu¨gen
sie den folgenden Gleichungen
V TmAVm = Hm und V
T
mVm = Im (45)
mit der Einheitsmatrix Im. Die Matrix Hm ist offenbar die Projektion von A auf den Krylov-
Raum Km(A, v) . Sei (θ, y) ein Eigenpaar der Matrix Hm, d.h. θ ist ein (im Allgemeinen
komplexer) Eigenwert mit zugeho¨rigem m-dimensionalen Eigenvektor y 6= 0. Anwendung
Algorithmus 35 (Ritz-Werte und Ritz-Vektoren)
Function [θ,X] = ritzvalues (A,m)
1. Wa¨hle Startvektor v
2. Bestimme die Arnoldi-Basis Vm sowie Hm mit Algorithmus 29
3. Bestimme die Eigenwerte θi und Eigenvektoren yi von Hm mit
QR-Algorithmus 20
4. Berechne die Ritz-Vektoren xi = Vmyi, i = 1(1)m
5. Return θ = (θ1, θ2, . . . , θm) und X = (x1, xm, . . . , xm)
von (45) ergibt
Hmy = θy ⇔ V TmAVmy − θV TmVmy = 0
⇔ V Tm (Ax− θx) = 0 mit x = Vmy .
(46)
Zwar erfu¨llt das Paar (θ, x) im Allgemeinen nicht die Eigenwertbeziehung fu¨r A, aber das
Residuum Ax− θx ist nun senkrecht zum Krylov-Raum Km(A, v) . Es genu¨gt somit einer
Galerkin-Bedingung 22, so dass (θ, x) als Approximation eines Eigenpaares von A aufgefasst
werden kann.
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Definition 36 (Ritz-Wert) Der Wert θ heißt Ritz-Wert von A bezu¨glich des Krylov-Raumes
Km(A, v) und x = Vmy ist der entsprechende Ritz-Vektor.
Zur Bestimmung von m Ritz-Werten und -Vektoren ergibt sich damit der einfache Algorith-
mus 35. Als Startvektor ist v = (1, 1, . . . , 1)T oder ein zufa¨llig erzeugter Vektor u¨blich.
Beispiel 37 1. Mit A = GALLERY(’CHOW’,500) gewinnen wir die untere Hessenberg-
Matrix der Dimension 500
A =


1 1 0 · · · 0
1 1 1 · · · 0
. . . . . . . . . . . . . . .
1 1 1 · · · 1
1 1 1 · · · 1

 ,
fu¨r die das Spektrum (×) und die Ritz-Werte mit m = 15, 25 und m = 50 in Abb. 6
dargestellt sind.
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Abbildung 6: Ritz-Werte fu¨r A = GALLERY(’CHOW’,500)
2. Fu¨r die 1000-reihige Matrix A = GALLERY(’CHEBVAND’,1000) liefert das Verfahren bei
m = 20 eine ungenaue Approximation des Randes des Spektrums von A (vgl. Abb. 7), al-
lerdings mit nur 1.5 % der Rechenzeit von eig(A). Mit 3.9 % der Rechenzeit erhalten wir
dagegen in Abb. 8 die 50 Ritz-Werte bereits am Rande von σ(A). 2
Die Lage der Ritz-Werte ha¨ngt stark von den Eigenschaften der betreffenden Matrix A ab.
Ritz-Werte finden sich oft in der Umgebung der
”
extremalen“ Eigenwerte λi der Matrix A,
d.h. am Rande des Spektrums σ(A) sowie am Rande des numerischen Wertebereichs.
Definition 38 (Numerischer Wertebereich einer Matrix) Der numerische Wertebe-
reich von A ∈ Cn×n (Wertevorrat der Bilinearform, engl. numerical range)2 ist die Menge
2Der numerische Wertebereich W(A) ⊂ C geht auf F. Hausdorff und O. Toeplitz zuru¨ck. Er darf
nicht mit dem Wertebereich R(A) (engl. range) der linearen Abbildung A verwechselt werden!
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Abbildung 7: 20 Ritz-Werte
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Abbildung 8: 50 Ritz-Werte
aller Rayleigh-Quotienten mit x ∈ Cn, x 6= 0
W(A) = {̺ | ̺ = x
∗Ax
x∗x
, x ∈ Cn, x 6= 0} ⊂ C . (47)
Bei der Bildung von W(A) sind – auch im Falle reeller Matrizen A – alle komplexwertigen
Vektoren x zu beru¨cksichtigen, womit auch die a¨quivalente Darstellung
W(A) = {̺ | ̺ = x∗Ax , x ∈ Cn, ‖x‖2 = 1} (48)
mo¨glich ist. Mit dem Skalarprodukt 〈x, y〉 := y∗x = ∑ni=1 xiy¯i und dem Vektorraum H = Cn
findet man die allgemeine Form (vgl. [11])
W(A) = {〈Ax, x〉 | x ∈ H, ‖x‖ = 1} , (49)
womit eine Verallgemeinerung fu¨r lineare Operatoren in Hilbertra¨umen H mo¨glich ist. Der
numerische Wertebereich besitzt eine Reihe bemerkenswerter Eigenschaften:
Satz 39 (Eigenschaften des numerischen Wertebereichs)
(i) W(A) ist kompakt und konvex (Toeplitz-Hausdorff).
(ii) W(A) entha¨lt das Spektrum der Matrix A.
(iii) W(A) ist invariant unter unita¨ren Transformationen, d.h. W(U∗AU) = W(A) , falls
U unita¨r ist.
(iv) W(A∗) = {̺ | ¯̺ ∈ W(A)}
(v) W(A+B) ⊂ W(A) +W(B) = {λ+ µ | λ ∈ W(A), µ ∈ W(B)}
(vi) Ist A hermitesch, so ist W(A) das kleinste reelle Intervall, das alle Eigenwerte entha¨lt.
(vii) Ist A schiefhermitesch, h.h. A∗ = −A, so ist W(A) das kleinste rein imagina¨re Inter-
vall, das alle Eigenwerte entha¨lt.
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Beweis: (i) wird in [11], S.3-4, aufwa¨ndig bewiesen, weshalb wir hier darauf verzichten.
Behauptung (ii) ist offensichtlich, da fu¨r jedes Eigenpaar (λ, x) gilt
x∗Ax
x∗x
=
x∗λx
x∗x
= λ ∈ W(A) .
(iii) ̺ ∈ W(U∗AU) ⇔ es existiert ein x ∈ Cn, x 6= 0, mit (x∗U∗AUx)/(x∗x) ∈ W(A).
Wegen
x∗U∗AUx
x∗x
=
(Ux)∗A(Ux)
(Ux)∗(Ux)
=
y∗Ay
y∗y
∈ W(A) mit y = Ux 6= 0
ist die Behauptung erfu¨llt.
(iv) ̺ = x∗A∗x ∈ W(A∗) mit ‖x‖2 = 1 ⇔ ¯̺ = x¯∗A¯∗x¯ = x∗Ax ∈ W(A) .
(v) ̺ =
x∗(A+B)x
x∗x
∈ W(U∗AU) ⇒
̺ =
x∗Ax
x∗x
+
x∗Bx
x∗x
= λ+ µ mit λ =
x∗Ax
x∗x
∈ W(A) , µ = x
∗Bx
x∗x
∈ W(B) .
Den Beweis von (vi) und (vii) findet man in [13], S.208. 2
Mit diesen Eigenschaften kann das Spektrum einer MatrixAmitunter grob lokalisiert werden.
Unita¨re A¨hnlichkeitstransformationen (iii) lassen dabei nicht nur σ(A), sondern auch W(A)
invariant. Die Aussage (v) des Satzes gilt i.A. fu¨r Spektren nicht, weshalb die Inklusion
σ(A+B) ⊂ W(A+B) ⊂ W(A) +W(B)
oft nu¨tzlich ist.
Satz 40 (Bendixson) Das Spektrum einer Matrix A ∈ Cn×n liegt in dem Rechteck
R = W
(
A+ A∗
2
)
+ W
(
A− A∗
2
)
. (50)
Beweis: Wir zerlegen die Matrix A in ihren hermiteschen und ihren schiefhermiteschen
Anteil
A =
A+ A∗
2
+
A− A∗
2
und wenden Teil (v) des Satzes 39 auf die beiden Matrizen an. Mit den Eigenschaften (vi)
und (vii) fu¨r die beiden Summanden ergibt sich, dass R ein Rechteck ist. 2
Fu¨r hinreichend großes m erha¨lt man mit den m Ritz-Werten θ1, θ2, . . . , θm eine Approxima-
tion von W(A). Denn man beweist leicht
Satz 41 Alle Ritz-Werte θ einer Matrix A ∈ Cn×n geho¨ren zum numerischen Wertebereich
W(A).
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Beweis: Sei (θ, y) ein Ritz-Paar nach Algorithmus 35, d.h. Hmy = θy . Mit x := Vmy
notieren wir den Rayleigh-Quotienten bezu¨glich A
̺ =
x∗Ax
x∗x
=
y∗V TmAVmy
y∗V TmVmy
=
y∗Hmy
y∗y
= θ ∈ W(A) ,
womit die Behauptung folgt. 2
Die Zusammenha¨nge zwischen Ritz-Werten und
”
zugeho¨rigen“ Eigenwerten sind fu¨r hermi-
tesche Matrizen A weitgehend gekla¨rt; Abscha¨tzungen hierzu findet man z.B. in [13]. Das
Verhalten der Ritz-Werte allgemeiner Matrizen wird untersucht (vgl. [4]).
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Abbildung 9: 50 Ritz-Werte und R fu¨r A = GALLERY(’CHEBVAND’,1000)
Beispiel 42 Fu¨r die 1000-reihige Matrix A = GALLERY(’CHEBVAND’,1000) des Bei-
spiels 37 wird das Spektrum (×) zusammen mit den 50 Ritz-Werten (•) in Abb. 9 dargestellt.
Das Rechteck R gema¨ß Satz 40 entha¨lt sowohl σ(A) als auch alle Ritz-Werte und grenzt –
in diesem Falle – das Spektrum scharf ein. 2
In jedem Schritt des Arnoldi-Verfahrens ist zwar nur eine Matrix-Vektor-Multiplikation er-
forderlich, so dass bei kleinem m der Algorithmus 35 effektiv arbeitet. Bei gro¨ßerem m wird
das Verfahren allerdings mit zunehmender Rekursionsla¨nge ineffektiv.
4.4 Bi-Lanczos-Verfahren und Petrov-Werte
Das Verfahren der Lanczos-Biorthogonalisierung 30 betrachtet außer dem Krylov-Unterraum
Km := Km(A, v) auch den transponierten Krylov-Unterraum Lm := Km(A⊤, w) mit 〈w, v〉 6=
0 . Satz 31 garantiert, dass die mit dem Verfahren erzeugten Basen V = (v1, v2, . . . , vm) von
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Km und W = (w1, w2, . . . , wm) von Lm ein biorthonormales System bilden. Daru¨ber hinaus
gilt die Gleichung
W TmAVm = Tm (51)
mit der (im Allgemeinen unsymmetrischen) Tridiagonalmatrix
Tm =


α1 β2
δ2 α2 β3
· · ·
δm−1 αm−1 βm
δm αm

 (52)
Zwar sind pro Algorithmusschritt nun 2 Matrix-Vektor-Multiplikationen no¨tig, aber da an-
sonsten nur 3-Term-Rekursionen auftreten, nimmt der Aufwand im Gegensatz zum Arnoldi-
Verfahren mit wachsensem m nicht u¨berproportional zu.
Sei (θ, y) ein Eigenpaar der Tridiagonalmatrix Tm, d.h. θ ist ein (im Allgemeinen komplexer)
Eigenwert mit zugeho¨rigem m-dimensionalen Eigenvektor y 6= 0. Wir wenden (51) an, nutzen
die Biorthonormalita¨t der Basen V und W aus und erhalten
Tmy = θy ⇔ W TmAVmy − θW TmVmy = 0
⇔ W Tm(Ax− θx) = 0 mit x = Vmy .
(53)
Offenbar steht nun das Residuum Ax − θx senkrecht zum Krylov-Raum Lm und genu¨gt
einer Petrov-Galerkin-Bedingung 22. Fu¨r die Werte θ ist deshalb folgender Begriff u¨blich:
Definition 43 (Petrov-Wert) Der Wert θ heißt Petrov-Wert von A bezu¨glich der Krylov-
Ra¨ume Km und Lm. Der Vektor x = Vmy ist der entsprechende rechte Petrov-Vektor,
wa¨hrend z = Wmy linker Petrov-Vektor heißt.
Algorithmus 44 (Petrov-Werte und -Vektoren)
Function [θ,X, Z] = petrov values (A,m)
1. Bestimme V = (vj), W = (wj) und T = tridiag(δj, αj, βj)
mit Algorithmus 30
2. Bestimme die Eigenwerte θi und Eigenvektoren yi von Tm mit
QR-Algorithmus 20
3. Berechne die rechten Petrov-Vektoren xi = Vmyi, i = 1(1)m
4. Berechne die linken Petrov-Vektoren zi = Wmyi, i = 1(1)m
5. Return θ = (θ1, θ2, . . . , θm) , X = (xi) und Z = (zi)
Algorithmus 44 bestimmt m Petrov-Werte und zugeho¨rige Petrov-Vektoren von A. Diese
approximieren entsprechende Eigenwerte von A sowie rechte und linke Eigenvektoren, d.h.
Eigenvektoren von A und AT . Den Startvektor v erzeugt man in der Regel zufa¨llig und
bestimmt w so, dass 〈v, w〉 = 1 gilt.
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Beispiel 45
1. Die 500-reihige Matrix A = GALLERY(’cycol’,500)+GALLERY(’CHOW’,500) besitzt ne-
ben einem Eigenwert-Cluster einige
”
Ausreißer“ (vgl. Abb. 10). Die Petrov-Werte mitm = 25
approximieren auch die isolierten Eigenwerte mit guter Genauigkeit.
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Abbildung 10: Petrov-Werte fu¨r A=GALLERY(’cycol’,500)+GALLERY(’CHOW’,500)
2. Fu¨r die 1000-reihige Matrix A = GALLERY(’CHEBVAND’,1000) approximiert das Bi-
Lanczos-Verfahren bei m = 20 die extremalen Eigenwerte besser als das Arnoldi-Verfahren
35 (vgl. Abb. 11), allerdings braucht es 3.25 % der Rechenzeit von eig(A). Mit 8.07 % der
Rechenzeit erhalten wir die in Abb. 12 dargestellten 50 Petrov-Werte. 2
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Abbildung 11: 20 Petrov-Werte
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Abbildung 12: 50 Petrov-Werte
Schnelle Algorithmen fu¨r großdimensionale Eigenwertprobleme werden gegenwa¨rtig zuneh-
mend eingesetzt. Wir betrachten beispielhaft eine großdimensionale unsymmetrische Band-
matrix aus [4].
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Beispiel 46 Die reellen pentadiagonalen n× n-Bandmatrizen (vgl. [4], S.89)
A =


2 1 −0.4 0 · · · 0 0
0 2 1 −0.4 · · · 0 0
2 0 2 1 · · · 0 0
0 2 0 2 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 · · · 2 1
0 0 0 0 · · · 0 2


.
werden in sparser Darstellung gespeichert. Fu¨r n = 200 zeigt Abb.13 das Spektrum (×)
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Abbildung 13: 20 Ritz-Werte
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Abbildung 14: 20 Petrov-Werte
von A zusammen mit den 20 Ritz-Werten (•) und den Bereich R gema¨ß (50). Bei den 20
Petrov-Werten in Abb.14 treten wie im vorigen Beispiel
”
Ausreißer“ auf.
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Abbildung 15: 50 Ritz-Werte
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Abbildung 16: 50 Petrov-Werte
Im Falle der 500-reihigen Matrix A werden in Abb.15 die 50 Ritz-Werte gezeichnet, wa¨hrend
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Abb.16 die ersten 50 Petrov-Werte zeigt. Wa¨hrend die Ritz-Werte – wie auch alle Eigenwerte
λi – gema¨ß Satz 41 stets im Rechteck R liegen, trifft dies bei den Petrov-Werten auch in
diesem Falle nicht zu.
Fu¨r die großdimensionale Matrix mit n = 50 000 Zeilen wurden die Ritz-Werte θi und damit
die Spektralradien
̺(Hm) := max
i=1(1)m
|θi|
der m ×m-Matrizen Hm fu¨r m = 5, 10, 15, 20 berechnet. Abb. 17 stellt deren Entwicklung
dar. Die entsprechenden Spektralradien ̺(Tm) der Tridiagonalmatrizen Tm gema¨ß (52) aus
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Abbildung 17: Spektralradien der Ritz- und Petrov-Werte fu¨r n = 50 000
den Petrov-Werten sind ebenfalls in diesem Fall eingezeichnet; allerdings sind sie oft we-
niger geeignet, um eine gute Scha¨tzung des unbekannten Spektralradius ̺(A) zu gewinnen
(vgl. dazu Abb. 14). In Tabelle 4 wird die Entwicklung der Ritz-Werte fu¨r die Matrix-
m n = 100 000 n = 200 000
̺(Hm) Zeit (sec) ̺(Hm) Zeit (sec)
5 4.57149633408765 0.38 4.57147234650181 0.75
10 4.59164523171915 0.89 4.59158223657048 1.79
15 4.59613696898894 1.59 4.59614671008193 3.23
20 4.59774511348431 2.44 4.59769375095428 4.85
25 4.59846615499577 3.44 4.59844448385815 7.64
30 4.59890091633856 4.65 4.59893953530372 10.08
Tabelle 4: Spektralradius ̺(Hm) zu m Ritz-Werten von A
dimensionen n = 100 000 und n = 200 000 zusammen mit den Rechenzeiten in Sekun-
den3 dargestellt. Weitere verallgemeinerte Problemstellungen und moderne Verfahren zur
Eigenwert-Approximation findet man in der Monografie [4].
3Fujitsu Siemens Computers Mobile, Intel(R) Pentium 4 CPU 1.60 GHz
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5 Zusammenfassung
Eigenwerte und -vektoren großer Matrizen mu¨ssen mit iterativen Verfahren ermittelt werden.
Das trifft sowohl auf das QR-Verfahren fu¨r das vollsta¨ndige Eigenwertproblem, als auch auf
die Varianten der Vektoriteration und die Krylov-Verfahren fu¨r das partielle Eigenwertpro-
blem zu.
1. Die Methode der Vektoriteration, auch Potenzmethode genannt, bestimmt unter ge-
eigneten Voraussetzungen den betragsgro¨ßten (dominanten) Eigenwert λ1 und den
zugeho¨rigen Eigenvektor. Mit dem Rayleigh-Quotienten kann diese Na¨herung weiter
verbessert werden.
2. Mittels inverser Iteration und Spektralverschiebung kann ein beliebiger Eigenwert λi
ermittelt werden, falls eine grobe Na¨herung λ0 dafu¨r vorliegt. Das trifft oft bei parame-
terabha¨ngigen Eigenwertproblemen zu, z.B. bei der Parameterfortsetzung dynamischer
Systeme.
3. Orthogonale A¨hnlichkeitstransformationen haben sich zur Lo¨sung des vollsta¨ndigen Ei-
genwertproblems besonders bewa¨hrt. Mit Hilfe orthogonaler Matrizen, deren Anwen-
dung die Kondition nicht verschlechtert, gelingt fu¨r jede n × n-Matrix A die Trans-
formation in obere Quasi-Dreiecksform (auch reelle Schur-Form genannt) mit leicht
bestimmbaren Eigenwerten.
4. Der QR-Algorithmus gewinnt eine orthogonale A¨hnlichkeitstransformation mittels QR-
Zerlegung der Matrix A und Bildung des Produktes A′ = R·Q. Iterative Wiederholung
dieses Prozesses fu¨hrt – zumindest im Falle reeller und verschiedener Eigenwerte – auf
eine obere Dreiecksmatrix mit den gesuchten Eigenwerten.
5. Durch geeignete Spektralverschiebungen la¨sst sich u¨berlineare Konvergenz des QR-
Algorithmus erreichen. Weitere Konvergenzverbesserungen, wie die vorherige Transfor-
mation auf Hessenbergform und der QR-Doppelschritt, machen den QR-Algorithmus
zu einem leistungsfa¨higen Verfahren fu¨r die Lo¨sung des vollsta¨ndigen Eigenwertpro-
blems.
6. DieQR-Zerlegung einer n×n-Matrix A in eine orthogonale (Q) und eine obere Dreiecks-
matrix (R) la¨sst sich effizient und numerisch stabil mittels Householder-Spiegelungen
durchfu¨hren. Sie ist nicht nur Hauptbestandteil des QR-Algorithmus, sondern kann
auch zur numerisch stabilen Lo¨sung normal- und u¨berbestimmter linearer Gleichungs-
systeme genutzt werden.
7. Krylov-Unterraum-Methoden sind auch fu¨r Eigenwert-Approximationen sehr großer
Matrizen wesentlich. Mit ihrer Hilfe gewinnt man m komplexe Werte, die den Rand
des numerischen Wertebereichs – die Menge aller Rayleigh-Quotienten – anna¨hern und
damit grob das Spektrum ̺(A) von A eingrenzen.
8. Die Ritz-Werte lassen sich mittels des (modifizierten) Arnoldi-Verfahrens, die Petrov-
Werte mittels des Bi-Lanczos-Verfahrens ermitteln. Sie approximieren das Spektrum
von A in vertretbarer Rechenzeit. Schnelle Algorithmen fu¨r großdimensionale Eigen-
wertprobleme werden zunehmend in praktischen Problemstellungen eingesetzt.
9. EineDarstellung moderner Eigenwertverfahren findet man in der U¨bersicht [4], wa¨hrend
die Spezialliteratur [34, 20, 13, 25, 32] weitere bekannte Verfahren entha¨lt. Matlab
bietet mit eig(A) und schur(A) die Lo¨sung des vollsta¨ndigen Eigenwertproblems
LITERATUR 38
auf Basis des QR-Algorithmus an. Fu¨r das partielle Eigenwertproblem sollten eige-
ne Matlab-Funktionen entwickelt werden.
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