Abstract. A definition of a special class of optimization problems with set functions is given. The existence of optimal solutions and first-order optimality conditions are proved. This case of optimal problems can be transformed to standard mixed problems of mathematical programming in Euclidean space. It makes possible the applications of various algorithms for these optimization problems for finding conditional extrema of set functions.
M is a σ -algebra of subsets of X, and µ : M → R is a bounded measure. Without loss of generality, we can assume that µ is nonnegative. A map F : M k → R will be called a set function. The main problem relies on determining the conditional extremum of a given set function.
Without loss of generality, we may assume that the problem is to determine the minimal value of a given set function F 0 : where V is a given subset of {0, 1} k .
The problem (2.1), (2.2), and (2.3) represents a class of optimization problems. Only some of them can be effectively solved. In this paper, we consider the problems in which F i (i = 1,...,s) have the form 
Proof. By denoting
where for x ∈ X,
where
has an optimal solution (see Theorem 2.1). If S * is optimal, then for any
We consider the special case where
, µ is the sum of the Lebesgue measure on [0, 1], and the probability measure concentrated on {1}; the set function is given by the formula
We will solve the problems
Both of these problems have, of course, optimal solutions. Let S * denote the optimal solution of the problem of minimizing F . Theorem 2.2 gives 
It is sufficient to search the solution S * in the family of subintervals of [0, 1]. Putting
This clearly implies that a = 0. Moreover, two last implications are true for the set
It has only one real solution b = 0. We conclude that F takes minimum value (equal 0) for S * = {0} and clearly for all subsets [0, 1] with null Lebesgue measure.
We find the maximum of F . Denote the set for which F takes a maximum value by S * * . The conditions are similar to (2.19) and (2.20) (with opposite signs of inequalities).
It is easy to show that 1 ∈ S * * .
From the formulas
In the first case, a must satisfy the equation In the case when a = b = 1, the formula (2.28) is inconsistent. Finally,
and the maximum value of F is F(S * * ) = 2, 958,....
Selected aspects of solving optimization problems for set functions.
We start this section by reformulating the problem (2.1), (2.2), and (2.3), or equivalently (2.6), (2.7).
Let Ꮽ denote a family of atoms of measure µ, µ at -section of µ into σ -algebra generated by Ꮽ and µ na = µ − µ at .
Defining, for j = 1,...,k,
where for a ∈ Ꮽ µ
we can transform the problem (2.1), (2.2), and (2.3), or equivalently (2.6), (2.7), to the following form
subject to
Moreover, denoting φ :
the problem (3.3), (3.4) may be written as
this problem has a countably set of decision variables, namely, k continuous variables t j and k|Ꮽ µ | binary variables x j,a (measure µ is bounded; this implies that its family of atoms is countable). Equations (3.3) and (3.4) are mixed problems of mathematical programming. The binary variables are therefore connected with the family of µ's atoms. The relaxation is the problem in which the binary variables may take values from the interval [0, 1] . This corresponds to replacing the last group of constraints in (3.3) and (3.4) by 
In this case it is relatively easy to determine the set W . It is sufficient to consider in (3.12) only the family of intervals
Solving the system The constraints 0 ≤ a ≤ b ≤ 1 lead to the set of conditions defining W
The problem (2.1), (2.2), and (2.3) with the set functions having the form (2.4) can be solved by the methods for mixed integer mathematical programming. In most cases, it is very difficult to determine the shape of the set W (orW ). Because this set is convex (see Lapunov convexity theorem), it can be approximated by convex hull generated by finite number of its elements: if S (1) ,...,S (m) is a sequence of sets satisfying (2.3), then W can be (for large m) replaced, with sufficient precision, by (the symbol conv(B) denotes the convex hull of the set B, that is, the set of all finite convex combinations of the elements of B) conv t S (1) ,...,t S (m) , (3.17) where
Of course, the above construction is based on the specific form of the problem (2.1), (2.2), and (2.3) with (2.4). Below we present an appropriate construction in the general case (without the assumption (2.4) ). Unfortunately, it seems that the procedure is less effective and it is not rather helpful in finding optimal solutions. We introduce the measurable space (X,M,μ), wherẽ 
(3.24) (3) For any permutation π of the set {1,...,n}
Other kinds of problems may appear in the case when u i in (2.4) are not sufficiently smooth (continuous, convex, differentiability, etc.). Fortunately, even when the difficulties with applying the methods using differentiability appear, one can use evolution algorithms. These procedures can be applied even if the set functions do not have the form (2.4). Suitable transformation of the initial problem with a proper structure of data lead to a solution with arbitrary precision.
Let ∆ = {∆ t : t = 1,...,T } be a measurable partition of X (the family ∆ satisfy the conditions ∆ t ∈ M for t = 1,...,T , X = T t=1 ∆ t and µ(∆ t 1 ∩ ∆ t 2 ) = 0 for t 1 ≠ t 2 ). The approximation depend on replacing the condition S ∈ M k in (2.3) by S ∈ σ (∆) k , where σ (∆) denotes the σ -algebra generated by the collection ∆. The feasible solution S of (2.1), (2.2), and (2.3) may be encoded as the map φ : {1,...,T } → V is defined as
To determine an approximation of the element S * ∈ σ (∆) k , in which (2.1) takes the minimum one can apply the genetic algorithm. The chromosomes can be identified with the maps φ. Set functions F i correspond to the maps defined on chromosomes for S ∈ σ (∆) k and i = 0, 1,...,s, we defineF i bŷ
F i (φ) = F i (S) ⇐⇒ (φ, S) satisfy (3.27). (3.28)
The problem (2.1), (2.2), and (2.3) should be replaced bŷ where m denotes a great positive number. The family of functions φ admits such operations as selection, mutation (inversion) and crossing. It is easy to see that these operations lead to feasible solutions of the problem (3.29) (the full review of another operation that can be defined on the chromosomes can be found for example in [6] ). The key-problem is the proper choice of the family σ (∆). It follows from the necessary conditions for optimality, that it should be finer than the σ -algebra generated by the sets
, where B is any Borel subset of R.
