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a b s t r a c t
In the course of the numerical approximation ofmathematical models there is often a need
to solve a system of linear equations with a tridiagonal or a block-tridiagonal matrices.
Usually it is efficient to solve these systems using a special algorithm (tridiagonal matrix
algorithm or TDMA)which takes advantage of the structure. Themain result of this work is
to formulate a sufficient condition for the numericalmethod to preserve the non-negativity
for the special algorithm for structured meshes. We show that a different condition can
be obtained for such cases where there is no way to fulfill this condition. Moreover, as
an example, the numerical solution of the two-dimensional heat conduction equation
on a rectangular domain is investigated by applying Dirichlet boundary condition and
Neumann boundary condition on different parts of the boundary of the domain. For space
discretization, we apply the linear finite element method, and for time discretization,
the well-known Θ-method. The theoretical results of the paper are verified by several
numerical experiments.
© 2010 Elsevier B.V. All rights reserved.
1. Preliminaries
The preservation of characteristic qualitative properties of different phenomena is a more and more important
requirement in the construction of reliable numerical models [1]. For phenomena that can be mathematically described
by linear partial differential equations of parabolic type (such as heat conduction, diffusion, the pricing of options, etc.),
the most important qualitative properties are: the maximum–minimum principle, the non-negativity preservation and the
maximum norm contractivity [2].
By applying finite difference or finite element methods, the solution of a mathematical problem often reduces to the
solution of a system of linear equations with a tridiagonal or a block-tridiagonal matrix. If the matrix ¯¯A on the left-hand side
of the equation
¯¯AX¯ = F¯ (1.1)
is a block-tridiagonal matrix with (m+ 1)× (m+ 1) blocks, then the problem is equivalent to the solution of the following
system:
B0X0 − C0X1 = F0, (1.2)
−AiXi−1 + BiXi − CiXi+1 = Fi, i = 1, . . . ,m− 1 (1.3)
−AmXm−1 + BmXm = Fm, (1.4)
where the blocks Ai, Bi, Ci ∈ Rn×n; Xi, Fi ∈ Rn.
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Usually, in the TDMA (tridiagonal matrix algorithm) [3] the solution is sought in the form
Xi = αi−1Xi−1 + βi−1, i = 1, 2, . . . ,m (1.5)
where αi ∈ Rn×n for i = 0, . . . ,m−1 and βi ∈ Rn for i = −1, . . . ,m−1. Then the solution of the system of linear algebraic
equations (1.2), (1.3) and (1.4) can be defined by the following algorithm
TDMA
1. We put
αm−1 = B−1m Am, (1.6)
and
βm−1 = B−1m Fm. (1.7)
2. We find αm−2, αm−3, . . . , α0 and βm−2, βm−3, . . . , β−1 by the formulas
αi−1 = (Bi − Ciαi)−1Ai, (1.8)
and
βi−1 = (Bi − Ciαi)−1(Ciβi + Fi). (1.9)
3. Then by the formulas
X0 = β−1 (1.10)
and (1.5) we define X0, X1, . . . , Xm.
In the following, we will show under which conditions the matrix inverses exist in the TDMA.
Lemma 1 (See for e.g. [4]). Let M ∈ Rn×n. If ‖M‖ < 1, then I −M is regular and
1
1+ ‖M‖ ≤
∥∥(I +M)−1∥∥ ≤ 1
1− ‖M‖ . (1.11)
Lemma 2. Let us assume that the following conditions hold:
there exists B−1i , for all i = 0, 1, . . . ,m (1.12)∥∥B−10 C0∥∥ < 1, (1.13)∥∥B−1i Ai∥∥+ ∥∥B−1i Ci∥∥ < 1, i = 1, . . . ,m− 1, (1.14)∥∥B−1m Am∥∥ < 1. (1.15)
Then
‖αi‖ < 1, i = 0, . . . ,m− 1. (1.16)
Proof. For αm−1 the statement follows from (1.15) and (1.6). It is easy to obtain
αi−1 = (I − Ri)−1 B−1i Ai, (1.17)
where Ri := B−1i Ciαi.
We will show that ‖αi‖ < 1 implies ‖αi−1‖ < 1, for i = 1, . . . ,m− 1. From (1.17) we get:
‖αi−1‖ ≤
∥∥(I − Ri)−1∥∥ ∥∥B−1i Ai∥∥ . (1.18)
Hence
∥∥B−1i Ci∥∥ < 1 and ‖αi‖ < 1 then ‖Ri‖ ≡ ∥∥B−1i Ciαi∥∥ < 1 and we can apply Lemma 1:
‖αi−1‖ ≤ 11− ‖Ri‖
∥∥B−1i Ai∥∥
≤ 1
1− ∥∥B−1i Ci∥∥ ‖αi‖
∥∥B−1i Ai∥∥
≤ 1
1− ∥∥B−1i Ci∥∥
∥∥B−1i Ai∥∥ . (1.19)
According to (1.13) and (1.14), the right-hand side of (1.19) is less than one, therefore the lemma is proven. 
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Theorem 1. If the conditions of Lemma 2 are satisfied, then the matrices
(Bi − Ciαi)−1 ≡ (I − Ri)−1 B−1i , i = 1, . . . ,m− 1, (1.20)
exist in (1.8) and (1.9).
Proof. According to the proof of Lemma 2, ‖Ri‖ < 1, i.e. (I − Ri) is regular, thus, it is invertible. Hence, we assumed that Bi
is invertible, the right-hand side of (1.20) exists and the theorem is proved. 
Remark 1. In the algorithm in [5] with a given X0 the solution with Fi = 0, for i = 1, . . . ,m is sought in the form:
Xi = αi−1X0. (1.21)
Clearly, we assume that X0 6= 0¯. Otherwise, Xi ≡ 0, for i = 1, 2, . . . ,m. Substituting the above form of Xi into (1.2)–(1.4)
and multiplying the equations by the pseudoinverse of X0 from the right side, then the TDMA above holds with βi = 0 for
all i and is equivalent to the algorithm of [5].
Remark 2. If we seek a solution in the form
Xi = αi+1Xi+1 + βi+1, i = 0, . . . ,m− 1 (1.22)
with zero right-hand side in (1.3) and (1.4), similarly to Remark 1, it gives the same algorithm as
Xi = αi+1Xm, (1.23)
if we assume that Xm 6= 0¯.
Let A be a matrix or a vector, in what follows the notation A ≥ 0 means that all the elements of A are non-negative.
Henceforth, we analyse under what condition the non-negativity property of the solution is preserved during the
numerical solution. Namely, we seek a sufficient condition of the blocks for the following implication:
Fi ≥ 0⇒ Xi ≥ 0, i = 0, 1, . . . ,m. (1.24)
Theorem 2. Let n ≥ 2 and assume that the following conditions are satisfied:
1. Ai ≥ 0 for i = 1, . . . ,m
2. Ci ≥ 0 for i = 0, . . . ,m− 1
3. Bi is monotone for i = 0, . . . ,m
4. the conditions (1.13)–(1.15) hold.
Then, for any F¯ ≥ 0, the TDMA results in a non-negative X¯ .
Proof. Let us assume that the conditions of the theorem are satisfied. Then it is sufficient to prove that αi ≥ 0 for i = 0,
. . . ,m−1 and βi ≥ 0 for i = −1, . . . ,m−1. It is clear that αm−1 and βm−1 are non-negative due to the assumptions 1, 2 and
3. If we show that (Bi − Ciαi)−1 ≥ 0, then the proof of the theorem is complete. According to the proof of Theorem 1, I − Ri
is regular and the Neumann series,
∑∞
k=0 R
k
i , converges in the operator norm [6], thus, I − Ri is invertible and its inverse is
the sum of the series
(I − Ri)−1 = I + Ri + R2i + R3i + · · · . (1.25)
The theorem is proved, hence Ri ≥ 0 for i = 0, . . . ,m− 1. 
Remark 3. In the scalar case Theorem 2 yields the following. Let n = 1 and assume that ai ≥ 0, bi > 0, ci ≥ 0 and
ciαi/bi < 1, where ai = Ai, bi = Bi and ci = Ci are real numbers. Then, for any F¯ ≥ 0, the TDMA results in a non-negative X¯ .
2. FEM applications
For various discrete one-dimensional diffusion problems the minimum time-step sizes have been studied by many
authors, see e.g. [7,5]. Thomas and Zhou [5] have proposed an approach to develop a sufficient condition for the non-
negativity preservation in the finite element method (FEM) of one-dimensional diffusion problems, applying a backward
difference time-stepping algorithm for the temporal discretization. In our earlier work [8], we pointed out its imperfections
and extended the analysis to theΘ-method aswell, furthermore, we developed an upper bound for themaximum time-step
size. In another of our works [9] the bounds of the time-step size for the two-dimensional classical diffusion problem was
investigated and can be used in the FEM by applying bilinear shape functions [10] on a square domain.
LetΩ denote the analyzed domain. In what follows, ΓN denotes a specified part of the boundary ofΩ , where Neumann
boundary conditions were applied, and ΓD denotes the part of the boundary where Dirichlet boundary conditions were
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applied. We assume that ΓD ∪ ΓN = ∂Ω and ΓD ∩ ΓN = . In what follows, H1D(Ω) denotes the sub-space of Sobolev space
H1(Ω):
H1D(Ω) :=
{
v ∈ H1(Ω)|v|ΓD = 0
}
. (2.1)
2.1. One-dimensional heat conduction equation
The general form of the one-dimensional heat conduction equation onΩ × (0, T ), whereΩ := (0, L), is
c(x)
∂u
∂t
= ∂
∂x
(
κ(x)
∂u
∂x
)
, x ∈ Ω, t ∈ (0, T ),
u|x=0 = τ , ∂u
∂n
∣∣∣∣
x=L
= 0, t ∈ [0, T ) (2.2)
u(x, 0) = u0(x), x ∈ Ω,
where c(x) represents the specific heat capacity, u is the temperature of the analyzed domain, t and x denote the time and
space variables, respectively, and κ(x) is the coefficient of the thermal conductivity. Moreover, τ is the given temperature
at x = 0, a non-negative real number. The left-hand side of this equation expresses the rate of the temperature change at a
point in space over time, and the right-hand side indicates the spatial thermal conduction in direction x.
Let c0, c1, κ0 and κ1 denote the bounds of the functions of the material parameters:
0 < c0 ≤ c(x) ≤ c1 <∞ (2.3)
0 < κ0 ≤ κ(x) ≤ κ1 <∞. (2.4)
The weak form of problem (2.2) reads as follows∫
Ω
c(x)
∂u
∂t
v(x)dx+
∫
Ω
κ(x)
∂u
∂x
dv
dx
dx = 0 (2.5)
for all v ∈ H1D(Ω). Hence, we seek such a function u(x, t), with u(x, t)|x=0 = τ , which belongs to H1(Ω) for all fixed t ,
moreover, ∂u
∂t exists, and satisfies (2.5) for all v ∈ H1D(Ω).
In the course of the analysis of the problem,Ω was divided intom− 1 elements.
If we assume that the heat capacity and the coefficient of the thermal conductivity are constants, after applying the Linear
Finite Element Θ-Method, it can be shown [8] that the solution of the weak semi-discretized equation is equivalent to the
solution of the following system:
−aΦ0 + bΦ1 − aΦ2 = f1 (2.5(1))
−aΦ1 + bΦ2 − aΦ3 = f2 (2.5(2))
· · ·
−aΦm−2 + bΦm−1 − aΦm = fm−1 (2.5(m-1))
−aΦm−1 + b2Φm = fm (2.5(m))
where
a = Θκ
h
− hc
6∆t
, b = 2
(
hc
3∆t
+ Θκ
h
)
, (2.6)
fi = eΦmi−1 + χΦmi + eΦmi+1, (2.7)
e = hc
6∆t
+ (1−Θ) κ
h
, χ = 2
(
hc
3∆t
− (1−Θ) κ
h
)
, (2.8)
and the unknown numbersΦi are the approximations of the temperature at the new time-level at xi = ih, h is the length of
the spatial approximation, and Θ is related to the applied numerical method and is an arbitrary parameter on the interval
[0, 1]. Let us assume that fi ≥ 0 for all i, considering the numerical method and e > 0. This implies the following upper
bound [8]:
∆t ≤ h
2c
3(1−Θ)κ . (2.9)
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We have also shown for the one-dimensional case (with n = 1,m = L/h + 1) with constant coefficients, that all of the
conditions of Remark 3 are satisfied if a ≥ 0, i.e.,
Θk
h
− hc
6∆t
≥ 0, (2.10)
which yields the lower bound
h2c
6Θκ
≤ ∆t. (2.11)
With function coefficients, similarly to (2.9), the positivity of the right-hand side is guaranteed by
∆t ≤ h
2c0
3(1−Θ)κ1 . (2.12)
Then all of the conditions of Remark 3 are satisfied if
h2c1
6Θκ0
≤ ∆t, (2.13)
where c0, c1, κ0 and κ1 are from (2.3) and (2.4). This sufficient condition is well known for problems with pure Dirichlet
boundary conditions, but not for the problems with mixed boundary conditions (Neumann and Dirichlet) see, e.g., [11,12].
Remark 4. The conditions (2.12) and (2.13) could only be satisfied if the upper limit is greater than the lower limit for the
time-step size. This implies the condition
c1
c0
κ1
κ0
:= δ ≤ Θ
1−Θ , (2.14)
which is equivalent to
δ
1+ δ ≤ Θ, (2.15)
and this implies that if the right-hand side of (2.14) monotonously tends to infinity, thenΘ tends monotonously to 1.
2.2. Two-dimensional heat conduction equation
The general form of the two-dimensional heat conduction equation onΩ × (0, T ), whereΩ := (0, Lx)× (0, Ly), is
c(x, y)
∂u
∂t
= ∇(κ(x, y)∇u), (x, y) ∈ Ω, t ∈ (0, T ),
u|ΓD = τ(x, y),
∂u
∂n
∣∣∣∣
ΓN
= 0, t ∈ [0, T ) (2.16)
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω,
where the notation is the same as in the one-dimensional case; t and x, y denote the time and space variables, respectively.
Moreover, τ(x, y) is the given temperature at ΓD, a non-negative real function. ΓN = {∂Ω | y 6= 0} and ΓD = {∂Ω | y = 0}.
The weak form of the problem (2.16) is∫
Ω
c(x, y)
∂u
∂t
v(x, y)dxdy+
∫
Ω
κ(x, y)∇u∇vdxdy = 0 (2.17)
for all v ∈ H1D(Ω). Hence, we seek such a function u(x, y, t), with u(x, y, t)|ΓD = τ(x, y), which belongs to H1(Ω) for all
fixed t , moreover ∂u
∂t exists, and satisfies (2.17) for all v ∈ H1D(Ω).
In the course of the analysis of the problem the space was divided into 2 · nx · ny triangle elements (Fig. 1).
We seek the spatially discretized temperature ud in the form:
ud(x, y, t) =
nx∑
i=0
ny∑
j=0
φi,j(t)Ni,j(x, y), (2.18)
T. Szabó / Journal of Computational and Applied Mathematics 235 (2010) 478–490 483
Fig. 1. The triangular mesh of the solution domainΩ .
where Ni,j(x) are the following shape functions:
Ni,j(x) :=

1− 1
hx
(xi − x)− 1hy (yj − y), if (x, y) ∈ ω
i,j
1
1− 1
hx
(xi − x), if (x, y) ∈ ωi,j2
1+ 1
hy
(yj − y), if (x, y) ∈ ωi,j3
1+ 1
hx
(xi − x)+ 1hy (yj − y), if (x, y) ∈ ω
i,j
4
1+ 1
hx
(xi − x), if (x, y) ∈ ωi,j5
1− 1
hy
(yj − y), if (x, y) ∈ ωi,j6
0, otherwise.
(2.19)
φi,j(t) are unknown functions for all i = 0, 1, . . . , nx and j = 0, 1, . . . , ny, and nx · ny is the ordinal number of nodes,
moreover, hx and hy are the lengths of the spatial approximations in different directions. The unknown temperature index
j starts from 1, hence, due to the boundary condition at y = 0 the temperature is known, namely, φ0,i(t) = τ , ∀i =
0, 1, . . . , nx.
Substituting (2.18) into (2.17), we get the weak semi-discretized system of equations.
By redistributing the indices, the following equations can be drawn up:
nx∑
i=0
ny∑
k=1
φ′i,k(t)
∫
Ω
c(x, y)Ni,kNj,ldxdy+
nx∑
i=0
ny∑
k=1
φi,k(t)
∫
Ω
κ(x, y)∇Ni,k∇Nj,ldxdy = 0,
j = 0, 1, . . . , nx, l = 1, 2, . . . , ny. (2.20)
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Let K ,M ∈ R(nx+1)2×(ny)2 denote the so-called stiffness and mass matrices, respectively, defined by the formulas:
(Kk,l)i,j =
∫
Ω
κ(x, y)∇Ni,k∇Nj,ldxdy, (2.21)
(Mk,l)i,j =
∫
Ω
c(x, y)Ni,kNj,ldxdy. (2.22)
Let us assume that the heat capacity and the coefficient of thermal conductivity are constants. After performing the integrals
in (2.21) and (2.22) for the bilinear shape functions, the mass and the stiffness matrices have the following form
K = κ

KA/2 KI 0 · · · 0
KI KA KI · · · 0
...
. . .
. . .
. . .
...
0 · · · KI KA KI
0 · · · 0 KI KA/2
 , (2.23)
and
M = chxhy

M0 MD 0 · · · 0
MTD MA MD · · · 0
...
. . .
. . .
. . .
...
0 · · · MTD MA MD
0 · · · 0 MTD MN
 (2.24)
respectively, where
KA = hyhx

(
1+ h
2
x
h2y
)
−1 0 · · · 0
−1 2
(
1+ h
2
x
h2y
)
−1 · · · 0
...
. . .
. . .
. . .
...
0 · · · −1 2
(
1+ h
2
x
h2y
)
−1
0 · · · 0 −1
(
1+ h
2
x
h2y
)

, (2.25)
KI = hxhy

−1/2 0 0 · · · 0
0 −1 0 · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 −1 0
0 · · · 0 0 −1/2
 , (2.26)
MA = 112

3 1 0 · · · 0
1 6 1 · · · 0
...
. . .
. . .
. . .
...
0 · · · 1 6 1
0 · · · 0 1 3
 , MD = 112

1/2 1 0 · · · 0
0 1 1 · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 1 1
0 · · · 0 0 1/2
 , (2.27)
M0 = 124

4 1 0 · · · 0
1 6 1 · · · 0
...
. . .
. . .
. . .
...
0 · · · 1 6 1
0 · · · 0 1 2
 , MN = 124

2 1 0 · · · 0
1 6 1 · · · 0
...
. . .
. . .
. . .
...
0 · · · 1 6 1
0 · · · 0 1 4
 . (2.28)
Then (2.20) can be expressed as
M Φ ′(t)+ K Φ(t) = 0, t > 0 (2.29)
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where Φ(t) ∈ R(nx+1)×(ny+1) is a vector function with the components φi,j(t). For the time discretization of the system of
ODEs (2.29) we apply theΘ-method, which results in the following equation
M
Φ l+1 − Φ l
∆t
+ K (ΘΦ l+1 + (1−Θ)Φ l) = 0, (2.30)
where l denotes the time level. It is obvious that this is a system of linear algebraic equations w.r.t. the unknown vector
Φ l+1, being the approximation of the temperature at the new time-level (l + 1), which is an array on the discretization of
the domain. It isworth emphasizing that themethod yields the Crank–Nicolson implicitmethod of second order forΘ = 0.5
[13].
Let n = nx + 1 and m = ny. Considering the fact that the matrices of Eq. (2.30) are block-tridiagonal matrices, the
following system can be obtained (Φ0 is given):
−AΦ0 + BΦ1 − CΦ2 = F1 (2.31(1))
−AΦ1 + BΦ2 − CΦ3 = F2 (2.31(2))
· · ·
−AΦm−2 + BΦm−1 − CΦm = Fm−1 (2.31(m-1))
−AΦm−1 + DΦm = Fm, (2.31(m))
where A, B, C,D are n-by-n tridiagonal matrices. Since
A = −
(
MTD
∆t
−ΘKI
)
, (2.32)
and its off-diagonal contains some negative elements, the conditions of Theorem 2 cannot be satisfied. However, a sufficient
condition for the non-negativity preservation can be obtained in a different way.
Applying the Finite ElementΘ-Method to the discretization of (2.29) the following system of linear algebraic equations
is obtained:
P1Φ l+1 = P2Φ l, l = 0, 1, . . . , (2.33)
where P1 = M +∆tΘK , P2 = M −∆t(1−Θ)K , and l indicates the time level of the iteration. It is clear that for allΦ l+1 to
be non-negative, the non-negativity of the following matrix is required:
P = P−11 P2. (2.34)
The sufficient conditions of the non-negativity of P are the following:
P−11 ≥ 0 and P2 ≥ 0. (2.35)
Remark 5. The decomposition of the form P1 − P2 = ∆tK with the property (2.35), is called a regular matrix splitting [6].
For P2 it is easy to give a condition that guarantees its non-negativity by analysing the elements of the matrix. The following
condition can be obtained:
hyhxc
2∆t
− 2
(
hx
hy
+ hy
hx
)
(1−Θ)κ ≥ 0, (2.36)
which is equivalent to the condition
hxhyc
4
(
hx
hy
+ hyhx
)
(1−Θ)κ
≥ ∆t. (2.37)
For the homogeneous initial condition it is clear that this condition for the time-step size disappears. It is not possible to
obtain a sufficient condition for the non-negativity of thematrix P−11 by the so-calledM-matrixmethod [8]. This also follows
from the fact that P1 contains positive elements in its off-diagonal. Therefore, a sufficient condition for the inverse-positivity
of matrix P1 will be obtained by some other criteria.
Lemma 3 ([14]). Let A be an n-by-n matrix, and denote by Ad and A− the diagonal and the negative off-diagonal part of the
matrix A, respectively.
Let A− = Az + As = (azij)+ (asij). If
aij ≤
n∑
k=1
azika
−1
kk a
s
kj, for all aij, i 6= j, (2.38)
then A is a product of two M-matrices, i.e., A is monotone.
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Wewill analyse the monotonicity of P1 with the help of this lemma. We can do it because it is a square matrix and it can be
decomposed into the diagonal part, the positive off-diagonal part, the upper triangular and lower triangular negative parts.
All the conditions of the lemma are satisfied if
1
12
≤
(
1
12 − κ∆tΘh2x c
) (
1
12 − κ∆tΘh2yc
)
1
12 + 2
(
hx
hy
+ hyhx
)
κ∆tΘ
hxhyc
, (2.39)
which implies the lower bound
h2yc
12Θκ
3
2
(
h2x
h2y
+ 1
)
+
√√√√9
4
(
h4x
h4y
+ 1
)
+ 19
2
(
h2x
h2y
) ≤ ∆t. (2.40)
Hence, the next statement is proven.
Theorem 3. Let us assume that the conditions (2.37) and (2.40) hold. Then for the problem (2.16) on a rectangular domain with
an arbitrary non-negative initial condition the linear finite element method results in a non-negative solution on any time level.
Remark 6. With function coefficients instead of the conditions (2.37) and (2.40) under the conditions
hxhyc0
4
(
hx
hy
+ hyhx
)
(1−Θ)κ1
≥ ∆t, (2.41)
h2yc1
12Θκ0
3
2
(
h2x
h2y
+ 1
)
+
√√√√9
4
(
h4x
h4y
+ 1
)
+ 19
2
(
h2x
h2y
) ≤ ∆t, (2.42)
the non-negativity holds.
Remark 7. If we assume that hxhy = 1, then we get the conditions for a square domain that are equivalents to the conditions
in [9].
Remark 8. Let us introduce the notation
σ := 3(
h2y
h2x
+ 1
)(
3
2
(
h2x
h2y
+ 1
)
+
√
9
4
(
h4x
h4y
+ 1
)
+ 192
(
h2x
h2y
)) . (2.43)
With function coefficients, Θ is related to the limits of the coefficient functions. Namely the conditions (2.41) and (2.42)
could be satisfied only if the upper limit is greater than the lower limit for the time-step size. This implies the following the
positivity of the right-hand side can be guaranteed by the assumption
δ ≤ σ Θ
1−Θ , (2.44)
where δ is defined in (2.14).
The above condition is equivalent to
δ
σ + δ ≤ Θ, (2.45)
and this implies that, if δ monotonously tends to infinity (i.e., the difference between the maximum and the minimum of
c(x) or κ(x) tends to infinity), thenΘ tends monotonously to 1.
Remark 9. If Θ = 1, there is no upper bound for the time-step size, nor any condition for the ratio of the lengths of the
spatial approximations.
Remark 10. If the conditions of the theorem hold, then we get the following complementary properties:
– For the ratio of the lengths of the spatial approximations√
ω −
√
ω2 − 1 ≤ hx
hy
≤
√
ω +
√
ω2 − 1, (2.46)
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Fig. 2. The ratio of the lengths of the spatial approximations in the function ofΘ , with three different δ values.
where
ω =
10
9 T
2δ2 + 2Tδ2 − 1
− 109 T 2δ2 − 2Tδ2
(2.47)
and
T = 1−Θ
Θ
. (2.48)
It is worth emphasizing that the lower and the upper bound of the ratio of the lengths of the spatial approximations are
reciprocals of each other (Fig. 2).
– ForΘ , the parameter of the numerical method:
Θ ≥ 1√
81
100δ
2 + 920 + 110
, (2.49)
which, for any δ, the right-hand side is approximately greater than 0.818, implies that for the Crank–Nicolson method
(Θ = 0.5) we cannot guarantee the non-negativity by this principle [15].
3. Numerical experiments
In the first numerical experiments (κ = 10, c = 1, n = 20,m = 50, hx = 0.0025, hy = 0.005) for the boundary
condition at the left-hand side of the space domain we choose the value τ = 100 K. For the numerical experiments, the
TDMA was used for the inversion of the sparse tridiagonal matrices [3]. The following figures are in three dimensions, in
Figs. 3 and6 the first dimension is the estimated time, the secondone is the spatial variable y at x = Lx, and the third one is the
temperature at the nodes. First, we apply the Crank–Nicolsonmethod and a relatively long time-step (Θ = 0.5,∆t = 10−2,
number of time-steps= 30), which results in a negative P2. In Fig. 3 one can see that the numerical method is quite unstable,
hence there is an oscillation with decreasing tendency in the solution. Moreover, there are some grid points where the
temperature is higher than the temperature of the source, which is physically impossible according to the conservation of
energy.
When we apply smaller time-steps than those according to (2.40) (Θ = 0.9,∆t = 10−10, number of time-steps= 100),
then there will be small negative peaks close to the first node (magnified part in Fig. 4). These solutions are unrealistic, since
the absolute temperature should be non-negative.
For the sake of completeness, in Fig. 5 we applied the time-step size from the interval (2.37) and (2.40) (Θ = 0.9, τ =
100,∆t = 10−6, number of time-steps = 100), and it can be seen we have obtained a more stable numerical method. In
this figure the first two dimensions are the spatial ones (x, y) and the third is the temperature at the nodes. It is easy to see
that, by use of appropriate time steps, the solution becomes much smoother than in Fig. 3 or Fig. 4.
It is worth emphasizing that the time dependency of the Dirichlet boundary condition does not affect our analysis. In
Fig. 6 we applied the time-step size from the interval (2.37) and (2.40) (κ = 11, c = 1, n = 20,m = 30, hx = 0.025, hy =
0.05,Θ = 1, τ = 100,∆t = 10−2, number of time-steps = 50 and τ = 100(1 + sin(8pi t))), and it can be seen we have
obtained a stable numerical method, and the changes in the boundary conditions appear continuously inside the domain
with time.
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Fig. 3. The solution obtained by the Crank–Nicolson method and a relatively large time-step.
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Fig. 4. The solution obtained by too small a time-step.
COMSOLMultiphysics (formerly FEMLAB) is a finite element analysis, solver and simulation software package for various
physics and engineering applications, in particular, coupled phenomena or multiphysics. Researchers usually use COMSOL
Multiphysics software as a black box, i.e., they do not exactly know the numerical parameters of their model. Our numerical
experiment in COMSOL Multiphysics showed that this attitude could cause false results. We solved the two dimensional
heat conduction equation (κ = 1, c = 1, n = 5,m = 5, hx = 0.25, hy = 0.25,Θ = 1, τ = 1,∆t = 10−4, number of
time-steps = 10), with a time-step outside the interval (2.37) and (2.40) (Fig. 7). This solution is false, since the absolute
temperature should be non-negative.
4. Conclusion and further works
In this article a sufficient condition was given to preserve the physical characteristics of the solution. For the
homogeneous initial condition we have shown that only a lower bound exists for the time-step size of the finite element
Θ-method, in order to preserve the non-negativity at the first time level. Since we were interested in the non-negativity
preservation property on the whole discretized time, we showed the existence of bounds from both directions, i.e., there
are both upper and lower bounds for the time-step.
Detailed analysis of other types of shape functions will be done in the future.
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Fig. 5. The solution obtained by applying a time-step from the interval (2.37) and (2.40).
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Fig. 6. The solution obtained by applying a time-step from the interval (2.37) and (2.40) with a time dependent Dirichlet boundary condition.
Fig. 7. Cross-section plot of the false solution obtained by COMSOL Multiphysics.
490 T. Szabó / Journal of Computational and Applied Mathematics 235 (2010) 478–490
Acknowledgements
I would like to express my gratitude to István Faragó for his continuous help and guidance during the preparation of
this paper and to Ágnes Havasi for the language verification. The Financial support of the National Office of Research and
Technology (OMFB-00121-00123/2008) is acknowledged.
References
[1] I. Faragó, R. Horvath, A review of reliable numerical models for three-dimensional linear parabolic problems, Internat. J. Numer. Methods Engrg. 70
(2006) 25–45.
[2] I. Faragó, R. Horvath, Discrete maximum principle and adequate discretizations of linear parabolic problems, SIAM J. Sci. Comput. 28 (6) (2006)
2313–2336.
[3] A.A. Samarskiy, The Theory of Difference Schemes, CRC Press, New York, 2001.
[4] P. Rozsa, Introduction to the Matrix Analysis, Typotex, Budapest, 2009 (in Hungarian).
[5] H.R. Thomas, Z. Zhou, An analysis of factors that govern theminimum time-step size to be used in finite element analysis of diffusion problem, Comm.
Numer. Methods Engrg. 14 (1998) 809–819.
[6] S. Richard, Varga: Matrix Iterative Analysis, Prentice Hall, 1962.
[7] V. Murti, S. Valliappan, N. Khalili-Naghadeh, Time step constraints in finite element analysis of the Poisson type equation, Comput. Struct. 31 (1989)
269–273.
[8] T. Szabó, On the Discretization Time-Step in the Finite Element Theta-Method of the Discrete Heat Equation, in: Lect. Notes Comp. Sci., vol. 5434,
Springer Verlag, Berlin, 2009, pp. 564–571.
[9] T. Szabó, On the Discretization Time-Step in the Finite Element Theta-Method of the Two-Dimensional Discrete Heat Equation, in: Lect. Notes Comp.
Sci., vol. 5910, Springer Verlag, Berlin, 2010, pp. 629–636.
[10] G. Marchuk, Numerical Methods, Technical Publishing, Budapest, 1976 (in Hungarian).
[11] I. Faragó, Non-negativity of the difference schemes, Pure Math. Appl. 6 (1996) 147–159.
[12] H. Farkas, I. Faragó, P. Simon, Qualitative properties of conductive heat transfer, in: S. Sienuitycz, A. De Vos (Eds.), Thermodynamics of Energy
Conversion and Transport, Springer, 2000, pp. 199–239.
[13] J. Crank, P. Nicolson, A practical method for numerical evaluation of solutions of partial differential equations of the heat conduction type, Proc.
Cambridge Philos. Soc. 43 (1947) 50–64.
[14] J. Lorenz, Zur Inversmonotonie diskreter Probleme, Numer. Math. 27 (1977) 227–238 (in German).
[15] I. Faragó, Qualitative Analysis of the Crank–Nicolson Method for the Heat Conduction Equation, in: Lect. Notes Comp. Sci., vol. 5434, Springer Verlag,
Berlin, 2009, pp. 44–55.
