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Abstract
Numerous problems in extremal hypergraph theory ask to determine the maximal size
of a k-uniform hypergraph on n vertices that does not contain an ‘enlarged’ copy H+ of a
fixed hypergraph H . These include well-known problems such as the Erdo˝s-So´s ‘forbidding
one intersection’ problem and the Frankl-Fu¨redi ‘special simplex’ problem.
We present a general approach to such problems, using a ‘junta approximation method’
that originates from analysis of Boolean functions. We prove that any H+-free hypergraph
is essentially contained in a ‘junta’ – a hypergraph determined by a small number of vertices
– that is also H+-free, which effectively reduces the extremal problem to an easier problem
on juntas. Using this approach, we obtain, for all C < k < n/C, a complete solution of the
extremal problem for a large class of H ’s, which includes the aforementioned problems, and
solves them for a large new set of parameters.
We apply our method also to the 1974 Erdo˝s-Chva´tal simplex conjecture, which asserts
that for any d < k ≤ d
d+1
n, the maximal size of a k-uniform family that does not contain
a d-simplex (i.e., d + 1 sets with empty intersection such that any d of them intersect) is(
n−1
k−1
)
. We prove the conjecture for all d and k, provided n > n0(d).
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1
1 Introduction and Review
1.1 Background
Extremal combinatorics studies the problem of determining the maximal or the minimal size of
a combinatorial object that has certain properties. In the last decades, extremal combinatorics
has grown tremendously, partly due to strong connections with other fields, such as number
theory, harmonic analysis, geometry, and theoretical computer science.
A specific class of problems that played a central role in this development are Tura´n-type
questions, which study the maximal size of a graph or a hypergraph that does not contain a
specific ‘forbidden’ sub-structure.
The first result of this class was obtained in 1907 by Mantel: he showed that any graph on
n vertices with more than
⌊
n
2
⌋ · ⌈n2 ⌉ edges must contain a triangle. In 1941, Tura´n [84] posed
the general question of determining the maximal number of edges ex(n,H) in a graph (or a
hypergraph) on n vertices that does not contain a copy of a ‘forbidden’ graph (or hypergraph,
respectively) H. Tura´n himself solved the problem in the case whereH is a complete graph, and
Erdo˝s, Stone, and Simonovits [20, 21] essentially solved the problem for all forbidden graphs
except bipartite graphs, for which it has been the subject of intensive research in the last decades
(see the ICM’2010 talk of Sudakov [82] for an excellent survey of these topics). In recent years,
much progress was obtained also in Tura´n-type theorems in random structures, which assert
that if a random graph G on n vertices is constructed by choosing each edge with a probability
p that is beyond a certain threshold, then G contains a copy of the forbidden graph H ‘almost
surely’ (see [9, 80]).
Unlike the case of graphs, the Tura´n problem for k-uniform hypergraphs (i.e., hypergraphs
in which each edge contains exactly k vertices, or in other words, families of k-element subsets
of [n] = {1, 2, . . . , n} which we denote by F ⊆ ([n]k )) turned out to be much more difficult.
Here, even for the most basic extension of Mantel’s theorem – 3-uniform hypergraphs without a
complete 3-uniform hypergraph on 4 vertices – ex(n,H) is not known, even not approximately
(see the survey [62]). One well-known problem of this class is the (6, 3)-problem, which asks for
an upper bound on the size of a 3-uniform hypergraph with no three edges whose union contains
at most 6 vertices. The Ruzsa-Szemere´di theorem [79], which asserts that any such hypergraph
has o(n2) edges, yields immediately a short proof of the classical Roth’s theorem [78] asserting
that any subset of [n] of positive density contains a 3-element arithmetic progression.
Another extensively-studied class of extremal problems is intersection problems (see [41]), in
which the restriction on the set family concerns the sizes of intersections between its members.
This field was initiated in 1961 by Erdo˝s, Ko, and Rado [26], who showed that for all k ≤ n/2,
the maximal size of a family F ⊆ ([n]k ) in which every two sets have a non-empty intersection is(n−1
k−1
)
. Numerous intersection theorems were proved, and some of them were applied in other
fields. For example, the Ahlswede-Khachatrian theorem [4] which finds the maximal size of
F ⊆ ([n]k ) in which any two sets intersect in at least t elements, is a crucial component in
the hardness-of-approximation theorem for the ‘vertex cover’ problem, proved by Dinur and
Safra [13].
A setting that includes many of the Tura´n-type problems, as well as many of the intersection
problems, is Tura´n problems for expansion [74]: For any hypergraph H with edges of size at
most k, the k-expansion of H, denoted by H+, is the k-uniform hypergraph obtained from H
by adding to each of its edges distinct new vertices. The Tura´n problem for expansion asks to
determine the maximal size of a k-uniform hypergraph on n vertices that does not contain a
copy of H+, for some fixed hypergraph H.
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The simplest example of such a problem is the aforementioned Erdo˝s-Ko-Rado theorem,
which corresponds to H that consists of two disjoint edges. Well-known open problems that
fall into this framework include:
• The 1965 Erdo˝s matching conjecture [22], which asks for the maximal size of a k-uniform
hypergraph that does not contain t pairwise disjoint edges;
• The 1975 Erdo˝s-So´s forbidding one intersection problem [24], which asks for the maximal
size of a k-uniform hypergraph that does not contain two edges whose intersection is of
size exactly t− 1;
• The 1987 Frankl-Fu¨redi special simplex problem [37], in which the forbidden configuration
is d + 1 edges E1, . . . , Ed+1 such that there exists a set S = {v1, . . . , vd+1} for which
Ei ∩ S = S \ {vi} for any i and the sets {Ei \ S} are pairwise disjoint, etc.
Tura´n problems for expansion were studied intensively in the last decades. Besides results
for specific problems, general results on such problems were obtained using various methods,
most notably the delta-system, the stability, and the recently proposed random sampling from
the shadow methods, which we briefly describe in Section 1.3 below.
Despite these advances, our understanding in this field is still very limited (see [53, 74]).
In particular, except for the simplest case where H consists of t pairwise disjoint edges and
a few very special cases of other problems, all known results (including those obtained by the
aforementioned delta-system method) hold only whereH and k are fixed and n is very large with
respect to k. Moreover, even for a fixed k and a sufficiently large n where general techniques are
available, these techniques only yield scattered exact results that solve specific Tura´n problems
but not general exact results for large families of forbidden graphs. Furthermore, there are
no structural results describing ‘large’ H+-free families, except for the most basic cases, like
intersecting families where such results are known ever since the 1967 Hilton-Milner theorem [57]
and a very satisfactory characterization was obtained by Frankl [34] already in 1987.
1.2 Our results
In this paper we present a new approach to Tura´n problems for expansion that applies for ‘large’
values of k (specifically, C < k < n/C, where C depends only on H) and allows obtaining
general exact results for large classes of forbidden hypergraphs, along with structural results
that characterize the almost-extremal families. We obtain our results using a method we call the
junta method, which takes its origin from the work of Dinur and Friedgut [12] and is motivated
by results in analysis of Boolean functions. We describe the method in Section 1.3, after the
description of our results.
1.2.1 A general structure theorem for large H+-free families
Our most general result is a structure theorem which asserts that for any H and any C < k <
n/C, every ‘large’ H+-free family can be approximated by a simpler family called ‘junta’ that
is also H+-free. Before we present the result, a few words on juntas and their origin are due.
Definition 1.1. Let n, k ∈ N, and let J ⊆ [n] satisfy |J | < k. A hypergraph J ⊆ ([n]k ) is said
to be a J-junta if the question of whether A belongs to J depends only on A∩ J . (Formally: If
A,B ⊆ ([n]k ) are sets such that A ∩ J = B ∩ J , then A ∈ J ⇔ B ∈ J ). A j-junta is a J-junta
for some set J of size j. Informally, a hypergraph is called a ‘junta’ if it is a j-junta for some
‘constant’ j.
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While the definition of ‘junta’ may look unnatural in the context of hypergraphs, it is nat-
ural in the Boolean functions context it comes from. A Boolean function f : {0, 1}n → {0, 1}
is called a ‘junta’ if it depends on a small number of variables. Being a natural ‘simple’ struc-
ture of a Boolean function, juntas were studied extensively in the last 20 years and numerous
‘approximation-by-junta’ theorems were obtained. The first (and probably the best-known) of
these is the 1998 Junta theorem of Friedgut [43] which states that any function with a small
‘total influence’ (which is the same as a subset of the vertices of the discrete cube graph {0, 1}n
that has a small edge-boundary) can be approximated by a constant-sized junta. Approxima-
tion by juntas in the spirit of Friedgut’s theorem or by structures alike (such as ‘pseudo-juntas’)
plays an important role in some of the most prominent results in analysis of Boolean functions
(e.g., [44, 56]), as well as in the central applications of Boolean functions analysis to theo-
retical computer science (e.g., to machine learning [76] and hardness of approximation [13]).
The proofs of these results rely on tools from harmonic analysis and functional analysis (see,
e.g., [5, 7, 55]).
Tools from analysis of Boolean functions have already been applied to extremal combina-
torics in a number of works (e.g., [15, 16]). In particular, juntas were used by Friedgut [45]
for obtaining a ‘stability version’ of the aforementioned Ahlswede-Khachatrian theorem [3],
that characterizes the ‘almost-extremal’ families in which every two sets intersect in at least t
elements. The closest to this paper is a result of Dinur and Friedgut [12] which proves that
any intersecting family is essentially contained in an intersecting junta. In the terminology of
Tura´n problems for expansion, the result of [12] asserts that in the case where H consists of
two disjoint edges, any H+-free family can be approximated by an H+-free junta.
Our general theorem asserts that the same holds for any constant-size forbidden hypergraph
H, provided that k = k(n) is ‘not too large’.
Theorem 1.2. For any fixed hypergraph H, there exist constants C, j such that the following
holds. Let n ∈ N and let C < k < n/C. Suppose that F ⊆ ([n]k ) is free of H+. Then there exists
an H+-free junta J ⊆ ([n]k ) which depends on at most j coordinates, such that
|F\J | ≤ max
(
e−k/C , C
k
n
)
· |J |.
In particular, for k sub-linear in n that tends to infinity with n, Theorem 1.2 implies that
the asymptotically largest H-free families are juntas.
Theorem 1.2 may be viewed as a generalization of the classical theorem of Frankl and
Fu¨redi [37] from 1987 that determines the asymptotic size of the extremal H+-free families
F ⊆ ([n]k ), for any forbidden hypergraph H (Theorem 9.2 below). While the result of Frankl
and Fu¨redi holds only for n very large with respect to k (specifically, for k ≤ O(log log n))
and specifies only the asymptotic size of the family, our result holds for all C < k < n/C and
specifies the family’s approximate structure (see Section 9.1 for a detailed comparison).
1.2.2 Forbidden hypergraphs for which the extremal family is a star
Using our general structure theorem, we solve the Tura´n problems for expansion for several
families of forbidden hypergraphs. Here, instead of considering each problem (i.e., each for-
bidden hypergraph) separately as was done in previous works, we focus on the structure of
the extremal solutions, and obtain a characterization of all forbidden hypergraphs H for which
the extremal example is a specific family, in terms of intrinsic properties of the hypergraph H.
The extremal examples we chose to consider are those which appear in many of the extensively
studied Tura´n problems for expansion – in particular, the problems mentioned above.
4
Definition 1.3. For t, s ∈ N such that s ≤ t ≤ k, the (t, s)-star is the family F = {A ∈([n]
k
)
: |A ∩ T | ≥ s}, for some specific T ∈ ([n]t ). In particular, the (t, t)-star is the family
ST = {A ∈
([n]
k
)
: T ⊆ A} and the (t, 1)-star is the family S ′T = {A ∈
([n]
k
)
: T ∩A 6= ∅}.
Our first exact result is a complete characterization of the forbidden hypergraphs H for
which the extremal family is a (t, t)-star. It is clear that in order for the (t, t)-star to be
extremal, it is necessary that the (t, t)-star is free of H+ and that any family that properly
contains a (t, t)-star contains a copy of H+. It is easy to show (see Lemma 9.4) that these
necessary conditions are equivalent to the following property of H: The kernel K(H) (i.e., the
intersection of all edges of H) is of size t − 1, and there exists a set S of size 2t − 1 that is
included in all edges of H but one. Our theorem shows that these necessary conditions are in
fact sufficient.
Denote the number of edges of H by |E(H)| and the number of vertices that belong to at
least two edges of H (the center of H) by |C(H)|.
Theorem 1.4. For any m ∈ N there exists a constant C(m), such that the following holds. Let
n, k ∈ N be such that C < k < n/C. Then for any hypergraph H with max(|E(H)|, |C(H)|) ≤ m,
the following conditions are equivalent:
1. The maximal size of an H+-free family F ⊆ ([n]k ) is (n−tk−t).
2. The extremal families are all the (t, t)-stars, and only them.
3. The kernel K(H) is of size t− 1, and there exists S of size 2t− 1 that is included in all
edges of H but one.
Theorem 1.4 applies to various previously-studied problems, and in particular, provides
a complete solution for the aforementioned ‘special simplex’ and ‘forbidding one intersection’
problems in the range C < k < n/C. Previous results on these problems apply only for a fixed
k and n very large with respect to k (see below).
In the cases where Theorem 1.4 applies, we also obtain a stability result which describes the
structure of families whose size is close to the maximum possible (as is common in many recent
results in extremal combinatorics, e.g., [61, 72]). The result asserts that any ‘large’ H+-free
family is essentially contained in a (t, t)-star.
Theorem 1.5 (Stability for Theorem 1.4). For any constants m, r, there exists a constant
C(m, r) such that the following holds. Let n, k ∈ N be such that C < k < n/C and let H be a
hypergraph that satisfies the conditions of Theorem 1.4.
For any 0 < ǫ < 1/C and for any H+-free family F ⊆ ([n]k ) with |F| ≥ (1− ǫ) (n−tk−t), there
exists a (t, t)-star ST such that
|F\ST | ≤ ǫr
(
n− t
k − t
)
.
Our second exact result concerns the case where the extremal family is a (t, 1)-star. This case
is somewhat more complex than the case of (t, t)-stars since in this case, the obviously necessary
conditions for the (t, 1)-stars to be extremal turn out to be insufficient, as demonstrated by the
following example.
Example 1.6. Let C be a sufficiently large constant, let C < k < n/C, and let H+ be the k-
expansion of the hypergraph H = {{1, 2} , {1, 4} , {1, 5} , {2, 6} , {2, 7} , {3}}. It is easy to verify
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(see Section 9.3) that the (2, 1)-star S ′{1,2} is H+-free and is maximal under inclusion among
the H+-free families. However, the family F =
{
A ∈ ([n]k ) : |A ∩ {a, b, c}| = 1} (for arbitrary
distinct a, b, c ∈ [n]), which is larger than S ′{1,2}, is H+-free as well.
To avoid Example 1.6 and its relatives, we bound our discussion to hypergraphs H that
satisfy a stronger condition: instead of requiring that no family that properly contains the
(t, 1)-star S ′T is H+-free, we require that no family that contains {A : |A ∩ T | = 1} and is not
contained in S ′T , is H+-free. It is easy to show (see Lemma 9.9) that these conditions are
equivalent to the following property of H: There exists a set of size t that intersects all the
edges of H except for one in a single element, while there is no set of size t that intersects all
edges of H. Our theorem shows that these conditions are sufficient.
For a hypergraph H, and a set of vertices S ⊆ V (H), we denote spanH(S) = {E ∈ E(H) :
E ∩ S 6= ∅}, and span1H(S) = {E ∈ E(H) : |E ∩ S| = 1}.
Theorem 1.7. For any m ∈ N, there exists a constant C(m), such that the following holds.
Let n, k ∈ N be such that C < k < n/C.
Suppose that for some hypergraph H with max(|E(H)|, |C(H)|) ≤ m and for some t ∈ N,
there exists T ⊆ V (H) with |T | = t, such that ∣∣span1H (T )∣∣ = |E(H)| − 1 and that there is no
set of vertices T ′ of size t, such that spanH (T
′) = H.
Then the maximal size of a family F ⊆ ([n]k ) that is free of H+ is (nk)−(n−tk ), and the unique
extremal examples are the (t, 1)-stars.
Theorem 1.7 is not a complete characterization of the forbidden hypergraphs for which the
(t, 1)-star is an extremal family. Nevertheless, it provides a sufficient condition that holds for
many well-known problems. In particular, Theorem 1.7 provides a complete solution (in the
range C < k < n/C) for the aforementioned ‘Erdo˝s matching conjecture’ and for the ‘forbidden
paths/cycles’ problems studied by Kostochka, Mubayi, and Verstrae¨te [67] (see below). In the
case of the Erdo˝s matching conjecture, a stronger result was obtained by Frankl [35] in 2013.
In the case of forbidden paths and cycles, the best previous results on these problems apply
only for a fixed k and n very large with respect to k (as we describe below).
A stability result for Theorem 1.7 holds as well (see Theorem 9.12).
1.2.3 The Erdo˝s-Chva´tal simplex conjecture
We apply our approach to a well-known conjecture of Erdo˝s [23] and Chva´tal [8] from 1974
which generalizes the Erdo˝s-Ko-Rado theorem [26].
A d-simplex is a family of d+1 sets that have empty intersection, such that the intersection
of any d of them is nonempty.
Conjecture 1.8 (Chva´tal, 1974). Let d < k ≤ dd+1n , and let F ⊆
([n]
k
)
be a family that does
not contain a d-simplex. Then |F| ≤ (n−1k−1), with equality if and only if F is a (1, 1)-star.
To be precise, Erdo˝s [23] raised the conjecture in 1971 in the specific case d = 3, and three
years later, Chva´tal [8] raised the conjecture for any d. The conjecture has a long history
of partial results. In 1976, Frankl [27] showed that the Erdo˝s-Chva´tal conjecture holds for
k ≥ d−1d n. In 1987, Frankl and Fu¨redi [37] showed that that it holds for all n ≥ n0 (k, d). In
2005, Mubayi and Verstrae¨te [73] settled completely the case d = 3, improving over several
previous results [6, 8, 32] and resolving the original conjecture of Erdo˝s. In 2010, Keevash and
Mubayi [65] showed that Chva´tal’s conjecture holds for all ζn ≤ k ≤ n2 −Od (1), where ζ = ζ(d).
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Our methods do not apply directly to the Erdo˝s-Chva´tal conjecture, since the d-simplex is
not an expansion of a fixed hypergraph H. However, for C < k < n/C (where C = C(d)),
Theorem 1.4 implies an even stronger result: any family F ⊆ ([n]k ) with more than (n−1k−1) edges
contains a ‘special simplex’ – a copy of H+, where the edges of H are all the d-element subsets of
a (d+1)-element set – which in particular is a d-simplex. Adding to this the previous results on
the Erdo˝s-Chva´tal conjecture, only the ‘large k’ case is left. We solve it using problem-specific
techniques to obtain the following:
Theorem 1.9. For any d ∈ N there exists n0(d) such that the following holds. Let n > n0(d),
let d < k ≤ dd+1n , and let F ⊆
([n]
k
)
be a family that does not contain a d-simplex. Then
|F| ≤ (n−1k−1), with equality if and only if F is a (1, 1)-star.
This proves the Erdo˝s-Chva´tal simplex conjecture for all k, given that n is sufficiently large
as function of d. Note that the aforementioned Frankl-Fu¨redi result [37] proves the conjecture
for a fixed k, where n goes to infinity. Our theorem proves the conjecture in the entire range
d < k ≤ dd+1n (i.e., k is allowed to grow with n), provided that n is sufficiently large only as
function of d (which is assumed to be fixed, like in all previous works on the conjecture).
1.2.4 Other applications
As mentioned above, Theorems 1.4 and 1.7 apply to a number of well-studied Tura´n-type
problems. In this subsection we present briefly several of these applications, mainly focusing
on the problems mentioned above, and compare them to previous results on the respective
problems.
The Erdo˝s-So´s ‘forbidding one intersection’ problem. Posed in 1975 [24], the problem asks for
the maximal size f(n, k, t) of a k-uniform hypergraph on n vertices that does not contain two
edges whose intersection is of size exactly t − 1. Equivalently, the problem asks what is the
maximal size of an I+t -free k-uniform hypergraph, where the forbidden hypergraph It consists
of two edges that share exactly t− 1 vertices.
This problem, for different regimes of the relation between n, k, and t, was studied in numer-
ous works, including the Frankl-Wilson [42] theorem (which considers the case where multiple
intersection sizes that satisfy some modular conditions are forbidden) and the Frankl-Ro¨dl [38]
theorem (which considers the case where t is linear in n). Recent works considered variants of
the problem in different settings, e.g., for permutations with forbidden intersections [14, 64].
We consider the ‘forbidding one intersection’ problem in the regime where t is constant and
n is large. In this regime, the problem is related to the classical problem of determining the
maximal size of a t-intersecting family (i.e., a family in which every two sets intersect in at least
t elements), proposed by Erdo˝s, Ko, and Rado [26]. For the ‘t-intersecting’ problem, Ahlswede
and Khachatrian [4] showed that the maximal t-intersecting family has size maxr |Fn,k,t,r|, where
Fn,k,t,r = {A ∈
([n]
k
)
: |A ∩ [t+ 2r]| ≥ t+ r}, proving a conjecture of Frankl [31]. In particular,
for all n ≥ (k − t + 1)(t + 1), the extremal size is (n−tk−t) (which was proved much earlier by
Wilson [85]).
In 1977, Frankl [29] showed that for all k ≥ 4 and n > n0(k), we have f(n, k, 2) =
(n−2
k−2
)
.
At the same year, Frankl [28] determined f(n, k, t) up to a constant factor for all k ≥ 3t − 2
and n ≥ n0(k). Generalizing the two aforementioned results, Frankl and Fu¨redi [36] showed in
1985 that if k ≥ 2t and n ≥ n0 (k, t), then any I+t -free family F ⊆
([n]
k
)
satisfies |F| ≤ (n−tk−t),
with equality if and only if F is a (t, t)-star. This means that, perhaps surprisingly, forbidding
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only intersections of size t − 1 yields the same result as forbidding all intersections of size at
most t− 1.
It is known that the condition k ≥ 2t is sharp, in the sense that the (t, t)-star is no longer
an extremal example if k < 2t. For example, Frankl [33] showed that when k = 2t− 1 and k− t
is a prime, f(n, k, t) is attained by the Steiner triple system S(n, 2k− t− 1, t), if such a system
exists for these values of n, k, t.
In 2006, Keevash, Mubayi and Wilson [66] solved the problem completely for k = 4, t = 2,
and any value of n. The problem of determining the minimal value of n0 = n0 (k, t) such that
for any n > n0 the size of the extremal family is |F| ≤
(n−t
k−t
)
is wide open.
Theorem 1.4, together with the Frankl-Fu¨redi result [36], imply the following:
Corollary 1.10. For each t ∈ N, there exists C(t) such that the following holds. Let n ∈ N, let
2t ≤ k ≤ n/C, and let F ⊆ ([n]k ) be a family that does not contain two edges with intersection
of size t− 1. Then |F| ≤ (n−tk−t), with equality if and only if F is a (t, t)-star.
The Frankl-Fu¨redi ‘special simplex’ problem. The special d-dimensional simplex Sd is a hyper-
graph that consists of d + 1 sets A1, . . . , Ad+1, such that Ai ∩ [d+ 1] = [d+ 1] \ {i} for any
i ∈ [d+ 1], and the sets {Ai\ [d+ 1]}i∈[d+1] are pairwise disjoint. The special simplex problem
asks, what is the largest size of a family F ⊆ ([n]k ) that does not contain a copy of Sd.
Frankl and Fu¨redi, who posed the problem in 1987 [37], proved that if k ≥ d + 3 and
n ≥ n0 (k, d), then any Sd-free family F ⊆
([n]
k
)
satisfies |F| ≤ (n−1k−1), with equality if and only
if F is a (1, 1)-star. In 1999, Csa´ka´ni and Kahn [10] showed that one may take n0 (3, 2) = 6
using a homological approach. They conjectured that the Frankl-Fu¨redi result holds for all
n ≥ (d+ 1)(k − d+ 1). However, no progress on the problem was obtained since the Csa´ka´ni-
Kahn work.
Theorem 1.4 implies the following:
Corollary 1.11. For each d ∈ N, there exists C(d) such that the following holds. Let n ∈ N,
let d + 3 ≤ k ≤ n/C, and let F ⊆ ([n]k ) be a family that does not contain a copy of the special
simplex Sd. Then |F| ≤
(n−1
k−1
)
, with equality if and only if F is a (1, 1)-star.
The Tura´n hypergraph problem for paths and cycles. A t-path is a hypergraph Pt = {e1, e2, . . . , et},
such that |ei ∩ ej | = 1 if |j − i| = 1 and ei ∩ ej = ∅ otherwise. A t-cycle is obtained from a
(t − 1)-path {e1, e2, . . . , et−1} by adding an edge et that shares one vertex with e1, another
vertex with et−1, and is disjoint from the other edges. The Tura´n hypergraph problem for
paths (resp., cycles) asks, what is the maximum number exk(n, Pt) (resp., exk(n,Ct)) of edges
in a family F ⊆ ([n]k ) that does not contain a t-path (resp., t-cycle). We present here our result
in the case of paths and compare it with previous work; the situation in the case of cycles is
similar.
The Erdo˝s-Gallai theorem [25] from 1959 shows that ex2(n, Pt) ≤ t−12 n, and this is tight
whenever t|n. In 1977, Frankl [30] determined exk(n, P2) (which is identical to the ‘forbidding
singleton intersection’ problem) for n sufficiently large as function of k. The next exact result
on the problem was obtained only recently: In 2014, Fu¨redi, Jiang and Seiver [53] determined
exk(n, Pt) for all k ≥ 4, t ≥ 3 and n sufficiently large, using the Deza-Erdo˝s-Frankl ‘delta-
system method’ [11]. In 2015, Kostochka, Mubayi, and Verstrae¨te [67] presented the ‘random
sampling from the shadow’ method and used it to extend the result of [53] to k = 3. All these
results (except for the Erdo˝s-Gallai theorem) apply only for n sufficiently large as function of
k.
Theorem 1.7 implies the following:
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Corollary 1.12. For each odd t ≥ 3, there exists C(t) such that the following holds. Let
n ∈ N, let 4 ≤ k ≤ n/C, and let F ⊆ ([n]k ) be a family that does not contain a copy of the path
Pt. Then |F| ≤
(n
k
)− (n−tk ), with equality if and only if F is a (t, 1)-star.
The case of paths of even length does not follow directly from Theorem 1.7 since the structure
of the extremal examples in that case is more complex (see [67]). It seems, however, that with
some more technical effort a similar result for the even case can be obtained as well.
Families of hypergraphs with no cross matching. While our main results consider single families
that are free of some forbidden configuration, in order to establish them we prove various
results in the ‘cross’ setting that studies families F1,F2, . . . ,Fh that are ‘together’ free of some
hypergraphH with h edges. Formally, to treat this setting one defines an ordered hypergraph to
be an ordered tuple of edges. The k-expansion of an ordered hypergraph is defined accordingly,
and families F1,F2, . . . ,Fh are said to be cross free of the ordered hypergraph H if there exists
no copy (E1, ..., Eh) of H with E1 ∈ F1, . . . , Eh ∈ Fh. We note that the ‘cross’ setting appears
frequently in inductive proofs of statements in extremal hypergraph theory and numerous results
in this setting were proved in the last decades (see, e.g., [2, 39, 49] and the survey [41]).
One of the results we prove in this direction concerns a conjecture raised (independently)
by Aharoni and Howard [1] and by Huang, Loh and Sudakov [58] in 2012, as a strengthening
of the Erdo˝s matching conjecture.
A t-matching is a k-uniform hypergraph that consists of t pairwise disjoint edges.
Conjecture 1.13. Let k ≤ t−1t n, and let F1, . . . ,Ft ⊆
([n]
k
)
be families that are cross free of an
ordered t-matching. Then min {|F1| , . . . , |Ft|} ≤
(
n
k
) − (n−t+1k ). Equality is attained if all the
families F1, . . . ,Ft are equal to the same (t− 1, 1)-star.
Huang, Loh, and Sudakov [58] proved their conjecture in the case n ≥ 3tk2, and used this
result to improve the state-of-the-art for the Erdo˝s matching conjecture. (The application to
the matching conjecture was later superseded by a result of Frankl [35]). Using our techniques
(see Section 3), we obtain:
Corollary 1.14. Conjecture 1.13 holds for all k < n/C, where C depends only on t.
The main tool here is a ‘cross-setting’ version of Theorem 1.2 in the case where H is a
matching.
Problems in which the extremal example is a more general junta. We anticipate that with
additional effort, our junta method will be applicable not only in cases where the extremal
example is a (t, t)-star or a (t, 1)-star, but to any Tura´n problem for expansion in which the
extremal example is a junta. An example of such a result is the following theorem, proved by
the authors and David Ellis, that requires several additional methods and hence is presented in
a separate paper [17].
Theorem 1.15. Denote by Fn,k,t,r the family {A ∈
([n]
k
)
: |A ∩ [t+ 2r]| ≥ t+ r}, as above.
For any t ∈ N and any ǫ > 0, there exists n0 = n0(t, ǫ) such that the following holds for all
n > n0. Let k ≤ (12 − ǫ)n and let F ⊆
([n]
k
)
be a family that does not contain two sets which
intersect in exactly t− 1 elements. Then |F| ≤ maxr(|Fn,k,t,r|), with equality if and only if F
is isomorphic to one of the families Fn,k,t,r.
This provides a complete solution to the ‘forbidding one intersection’ problem in the regime
of a constant t, for almost all the range in which the extremal example is a junta.
Problems for which the extremal example is not a junta (like maximal hypergraphs that do
not contain a clique or a copy of the Fano plane, see [62]), seem out of reach for our method.
9
1.3 Techniques
Before presenting an outline of our method, we briefly describe the main previous techniques
that were used to study Tura´n problems for expansion. As we indicate, two of them are used
in our argument as well.
1.3.1 Overview of previous techniques
The delta-system method. The arguably most common method for attacking Tura´n prob-
lems for expansion is the delta-system method, proposed by Deza, Erdo˝s and Frankl [11] and
developed by Fu¨redi [48] and others. The driving force behind the method (in the way it is
used today) is a lemma of Fu¨redi [48] which allows dividing any H+-free family into several
parts that have a rich structure (called ‘(s, J)-homogeneous hypergraphs’) and a ‘remainder’
that contains only a few edges. After the division is performed, a two-step procedure is ap-
plied: First, the restriction on the original family is translated to a restriction on each of the
(s, J)-homogeneous parts and on the interactions between them. Second, these restrictions are
used to deduce an upper-bound on the sizes of the (s, J)-homogeneous parts, which eventually
leads to an upper bound on the size of the original family.
The delta-system method was used by Frankl and Fu¨redi ([37], see Theorem 9.2 below)
to derive an asymptotic upper bound on the size of H+-free families for any fixed forbidden
hypergraphH, and is being continuously used to find exact solutions to various specific problems
(see, e.g., [50, 51, 52, 53]).
Random sampling from the shadow. This method, introduced by Kostochka, Mubayi and
Verstrae¨te [67, 68, 69] in 2015, revolves around the idea of studying a family F ⊂ ([n]k ) by
inspecting its lower shadow ∂F , defined as the family of all sets of size k− 1 that are contained
in a set of F . The family ∂F is multi-colored by n colors, where a set A ∈ ∂F is colored by the
set of colors {i ∈ [n] : A∪ {i} ∈ F}. Then, in order to upper bound the size of a family F that
is free from some forbidden structure H, the method proceeds by three steps. First it is shown
that the restriction on F implies that ∂F is free of a certain multicolored configuration. This
is used to upper bound the size of ∂F using Ramsey-type theorems. Finally, the upper bound
on the size of ∂F is leveraged into an uppper bound on the size of F .
The ‘random sampling from the shadow’ method was used by Kostochka, Mubayi and
Verstrae¨te to attack the Tura´n problem for expansion in the cases of linear paths and cycles [67],
trees [68], and graphs with crosscuts of size two [69].
The stability method. This method allows leveraging stability results (i.e., results which
describe the structure of almost extremal families with respect to some Tura´n-type problem)
into ‘exact’ results (which determine the extremal families exactly). The stability method was
introduced by Simonovits [81] and developed by Mubayi [71] and others. The method proceeds
by three steps. First an approximate result is proved, which shows that any family that satisfies
the restriction cannot be ‘much larger’ than the desired bound. Then the approximate result is
used to obtain a stability statement which characterizes the almost-extremal families. Finally,
the stability result is leveraged to obtain an exact extremal result.
The stability method was used in numerous recent works. In particular, Keevash and
Mubayi [65] used it in their result on the Erdo˝s-Chva´tal conjecture, and Kostochka, Mubayi,
and Verstrae¨te [67] used it in their recent result on the aforementioned Tura´n hypergraph
problem for paths and cycles.
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1.3.2 Outline of our technique
The junta method. As mentioned above, our main tool is the ‘junta method’, which takes
its origin from the work of Dinur and Friedgut [12] on approximation of intersecting families
by juntas. The heart of the junta method is the general structure theorem asserting that if a
family F is free of H+ for some hypergraph H with h edges, then F is essentially contained in
a junta that is also free of H+. The proof of this structural result (Theorem 1.2 above), which
spans most of the paper, can be very roughly sketched as follows (see Section 4 for a detailed
proof-sketch).
• We divide each family into a ‘junta’ part and a ‘quasi-random’ part which is far from
being approximated by a junta (the formal notion for this is ‘uncapturable’, introduced
by Dinur and Friedgut [12]). We seek to approximate each H+-free family by its ‘junta’
part. For this, we have to show that if F is H+-free then its ‘uncapturable’ part is small,
and its ‘junta’ part is H+-free.
• To prove this, we first show that any sufficiently large uncapturable family G contains a
copy of H+1 , for any hypergraph H1 with h edges. This part requires defining two new
notions of quasi-randomness (which we call ‘fairness’ and ‘quasiregularity’) and studying
their inter-relations, as well as studying the relation between an H+-free family and its
shadow (following the aforementioned ‘random sampling from the shadow’ method). We
then deduce that if F is H+-free, then its ‘junta’ part is H+-free as well.
Once the general structure theorem is established, we use it to derive exact solutions of
hypergraph Tura´n-type problems in a two-step procedure which generally follows the afore-
mentioned ‘stability method’:
1. We characterise all the largest juntas that are free of H+. This is the easiest step, as
juntas are very convenient structures to work with.
2. We show that if an H+-free family F ⊆ ([n]k ) is a small perturbation of an extremal junta
J , then |F| ≤ |J |. This is obtained using a ‘bootstrapping’ lemma which asserts that if
G1, . . . ,Gh are families that are cross free of a copy of H+, and in addition, G1, . . . ,Gh−1
are ‘very large’, then Gh must be ‘very small’.
In words, Theorem 1.2 shows that the juntas are the largest H+-free families, up to some ‘noise’.
Step (1) lets us find an H+-free junta J of the largest size, and so by Theorem 1.2, the largest
H+-free hypergraph is a ‘noisy version’ of J . Then, Step (2) tells us that any H+-free noisy
version of J has a smaller size than J , and so J is the extremal family.
1.4 Follow-up works
Since the initial version of this paper appeared online, our methods were used in diverse settings,
and gave rise to results in several directions. In this subsection we give a very brief description
of three of these follow-up works.
‘Forbidding one intersection’ for permutations: relation to representation theory. A family F of
permutations, i.e., F ⊂ Sn, is called t-intersecting if every two permutations in F agree on at
least t-elements. In a seminal paper from 2011 that used representation theory of the symmetric
group and algebraic methods in graph theory, Ellis, Friedgut and Pilpel [16] determined the
largest t-intersecting families of permutations, provided that n ≥ n0 (t). The beautiful proof
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technique of [16] was shown by Ellis [14] to fail for the corresponding ‘forbidding intersection
problem’, for any t ≥ 3.
In a recent work by Ellis and the second author [19], they combined the junta method
with representation-theoretic methods to derive a much simpler proof of the main result of [16]
and also to extend the result into a solution of the ‘forbidding one intersection’ problem for
permutations. They proved:
Theorem 1.16 (Ellis and Lifshitz). For any t ∈ N, there exists n0(t) such that the following
holds for any n ≥ n0. Let F ⊂ Sn be a (t − 1)-intersection-free family. Then |F| ≤ (n − t)!,
with equality if and only if F is a (t, t)-star (i.e., the set of all permutations that agree with a
fixed bijection of size t).
A ‘removal lemma’ for expanded hypergraphs of large uniformity, via new sharp threshold results.
The celebrated hypergraph removal lemma, proved by Gowers [54] and independently by Nagle,
Ro¨dl, Schacht, and Skokan [75, 77], asserts that for any fixed k and for any fixed k-uniform
hypergraph H, if a k-uniform hypergraph F on n vertices contains only few copies of H, then
it can be made H-free by removing ‘few’ of its edges. The removal lemma is derived from a
regularity lemma for hypergraphs, similarly to the Ruzsa-Szemere´di triangle removal lemma [79]
derived from Szemere´di’s regularity lemma for graphs [83]. While this settles the ‘hypergraph
removal problem’ in the case where k and H are fixed, the result is meaningless when k is large
(say, when k > log log log n). Friedgut and Regev [47] used eigenvalue techniques to obtain a
hypergraph removal lemma for arbitrarily large k, in the special case where H consists of two
pairwise disjoint edges.
In a recent work [70], the second author combined the junta method with a novel sharp
threshold theorem, to generalize the result of [47] into a removal lemma for a wide class of
expanded hypergraphs, where k is allowed to be as large as linear in n. The sharp threshold
theorem of [70] is a robust version of the classical sharp threshold theorem of Friedgut and
Kalai [46] which essentially asserts that for any monotone Boolean function f which satisfies a
certain symmetry condition, the expectation of f with respect to the biased measure µp on the
discrete cube increases rapidly from close to 0 to close to 1 within a small interval of p’s. In [70]
it is shown that a variant of the Friedgut-Kalai theorem holds even if the function f is not
monotone but only almost monotone, in the sense that there are only few x, y with ∀i : xi ≤ yi,
such that f(x) > f(y).
Tura´n-type results for expansion of large graphs, via sharp threshold results for sparse sets. In
all Tura´n-type results considered in this paper, while the uniformity of the expanded hypergraph
(i.e., k) may grow up to linearly with n, the basic hypergraph H is of constant size.
In a recent paper of Keevash, the second author, Long, and Minzer [63], they showed that
the junta method can be extended to cases where the size of H depends on n, and used it
to show that the extension of the Erdo˝s matching conjecture [22] to cross intersection (i.e.,
Conjecture 1.13 above) holds for all n ≥ Ckt, where C is a universal constant. This generalizes
results of Huang, Loh, and Sudakov [58] and of Frankl [35]. In order to extend the junta
method, the authors of [63] developed new sharp threshold theorems for sparse families with
respect to a biased product measure on the discrete cube, which generalize the classical sharp
threshold theorem of Bourgain [44] and prove a conjecture of Kahn and Kalai [60].
A common feature of the two latter works is that both required developing new sharp
threshold theorems. The ‘sharp threshold phenomenon’, which effectively says that a Boolean
function exhibits sharp threshold behavior unless it can be approximated by a junta, plays a
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central role in the junta method via the lemma of Dinur and Friedgut [12] (Lemma 3.8 below),
whose proof relies on the Friedgut-Kalai sharp threshold theorem. Hence, it comes by no
surprise that extensions of the junta method go hand in hand with new threshold results, and
we anticipate that the interplay between these two classes of results will bring more advances
in both directions.
1.5 Organization of the paper
After presenting definitions and notations in Section 2, we consider in Section 3 a ‘baby case’
of the general problem, in which the forbidden hypergraph is a matching. In this special case,
we prove a cross-version of our general results, thus establishing Corollary 1.14 above. We
present this case first since on the one hand, its proof contains all components of the general
proof, and on the other hand, each component is easier than in the general case, so that the
proof is easier to follow. (In addition, components of the baby-case proof are used later in the
general-case proof.) In Section 4 we present a detailed overview of the proof in the general case.
Sections 5–7 are devoted to proving that any ‘large’ uncapturable family contains a copy of
H+, for any constant-size hypergraph H. In Section 8 we establish the bootstrapping lemmas
required in the last part of the proof. In Section 9 we collect all ingredients together to prove
Theorems 1.2, 1.4, 1.5, and 1.7. Finally, the proof of the Erdo˝s-Chva´tal simplex conjecture is
presented in Section 10.
2 Preliminaries
In this section we introduce some notations and a few lemmas that will be used multiple times
in the sequel.
2.1 Notations
The following notations will be used throughout the paper.
Alphabet. As the paper contains quite a lot of ‘literal’ notations, we tried to make these
notations as consistent as possible. In particular:
• n – the ‘universe’: All sets we consider in the paper are subsets of [n] = {1, 2, . . . , n},
where n is a ‘very large’ number and we are interested in the asymptotic dependence of
the results on n.
• k – most of the sets considered in the paper are of size k. Unlike most previous papers,
k can go to infinity with n (and usually can be up to linear in n).
• r – appears only in expressions like ǫr and ( kn)r, which always denote ‘a negligibly small
quantity’. We usually show that claims hold for any value r ∈ N (with some parameters
depending on r) and sometimes use the ability to apply the statements with different
values of r.
• h – this is always the number of edges in the forbidden hypergraph H.
• t, d – usually denote the ‘main’ parameter of H, such as the number of edges in a forbidden
t-matching, or the ‘dimension’ of a forbidden simplex.
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• C, s,m, u, v – denote auxiliary parameters, which can be large (depending on parameters
like h, t, r) but are always constant, i.e., do not tend to infinity with n.
• ζ, δ – denote auxiliary parameters, which can be small but do not tend to zero as n→∞.
• i, j, l – denote indices.
k-element sets. For a set S ⊆ [n] and k ≤ |S|, we denote by (Sk) the family of all k-element
subsets of S. For a set family F ⊆ [n], the sub-family of F that consists of all k-element sets
is denoted by F (k) = {A ∈ F : |A| = k}. We sometimes abbreviate ‘k-element set’ to ‘k-set’.
Measure. For a family F of k-element sets, i.e., F ⊆ ([n]k ), the measure of F is said to be
µ(F) = |F|
(nk)
(which means that we consider the uniform measure on the set
([n]
k
)
).
Biased measure. For a family F ⊆ P ([n]) and for 0 < p < 1, the p-biased measure of F is
defined by
µp (F) =
∑
A∈F
p|A| (1− p)n−|A| .
Intuitively, the measure µp defines a probability distribution on sets A ⊆ [n], where each element
in [n] is chosen to be in A independently at random with probability p. The measure µp (F) is
the probability that A ∈ F .
Monotone families. A family A ⊆ P ([n]) is called monotone if (A ∈ A ∧A ⊆ B)⇒ B ∈ A.
The monotone closure F↑ of a family F ⊆ P ([n]) is the family of all sets in P ([n]) that contain
some element of F . That is, F↑ = {S ⊆ [n] : ∃A ∈ F , A ⊆ S}. Obviously, this family is
monotone.
Complexes. A family C ⊆ P (n) is said to be a simplicial complex (or, in short, a complex) if
(A ∈ A ∧ B ⊆ A) ⇒ B ∈ A. The down-closure F↓ of a family F ⊆ P ([n]) is the family of all
sets in P ([n]) that are included in an element of F . That is, F↓ = {S ⊆ [n] : ∃A ∈ F , S ⊆ A}.
Obviously, this family is a complex.
Generalized Binomial coefficients. For x ∈ R and k ∈ N, we denote (xk) = x(x−1)···(x−k+1)k! .
Random variables notation. Throughout the paper, we use bold letters to denote random
variables and regular letters to denote fixed (i.e., non-random values). For example, S = S
means that the randomly chosen set S equals a fixed set S.
Uniform sampling. For a set S (e.g., S =
([n]
k
)
), the notation X ∼ S means that X is drawn
uniformly from the elements of S.
Asymptotic notation. For functions f, g : R+ → R+ and a parameter d, the notation
f = Od(g) means that there exists a constant C that depends only on d such that f(x) ≤ Cg(x)
for all x > 0.
Disjoint union. We sometimes use the notation A⊔B for the union of A and B, where A,B
are known to be disjoint.
2.2 Hypergraph notations
While the ‘forbidden’ hypergraph in our paper is always simple, it will be convenient for us to
use the notion of multi-hypergraphs.
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Multi-hypergraphs. A multi-hypergraph is a hypergraph that may contain multiple edges.
Given a hypergraphH′, we define the multi-hypergraph s·H′ to be the hypergraph that contains
each edge of H′ s times.
k-expansion of a multi-hypergraph. Let H1 be a multi-hypergraph, and suppose that all
the edges of H1 are of size at most k . The k-expansion of H1 is the hypergraph H+1 ⊆
([n]
k
)
obtained from H1 be enlarging each of its edges by adding to it distinct new vertices. For
example, the hypergraph (t · ∅)+ is a matching, and the hypergraph (2 · {[t− 1]})+ has two
hyperedges, which are k-element sets whose intersection is of size t− 1.
d-expanded hypergraph We say that a hypergraph H ⊆ ([n]k ) is d-expanded if it is the
expansion of a d-uniform multi-hypergraph. For example, matchings are the only 0-expanded
hypergraphs, and the hypergraph (2 · {[t− 1]})+ is (t− 1)-expanded.
It is important to note that the following are equivalent:
• The hypergraph H ⊆ ([n]k ) is the expansion of a ‘fixed’ hypergraph (in the sense defined
in the introduction);
• There exist constants d, h, such that H is a d-expanded hypergraph with h edges.
Hence, the multi-hypergraph notation allows us to have the base hypergraph (whose expansion
is forbidden) uniform.
Slight abuse of notation. In the introduction, we denoted the base hypergraph by H, and
its k-expansion – which is the actually forbidden hypergraph – by H+. For sake of simplicity, in
the sequel we use the notation H for the forbidden k-uniform hypergraph, and usually denote
the base multi-hypergraph by H1, so that H = H+1 . In addition, we sometimes use the term
d-expanded hypergraph, without specification of d, to denote a forbidden hypergraph of the form
H = H+1 , where H1 is constant-sized. Formally, this means that for any fixed m ∈ N, the claims
hold for all hypergraphs H = H+1 with max(|E(H1)|, |C(H1)|) ≤ m, where the parameters in
the assertions depend on m (see, e.g., Theorem 1.4).
Degree and center. The degree of a vertex v in a hypergraph H is the number of edges that
contain v. The center of H is the set of all vertices of H of degree at least 2.
Kernel. The kernel of a hypedgraph H, denoted by K(H), is the set of vertices that belong
to all edges of H.
Size. The size of a hypergraph H is the number of its edges.
2.3 The ‘cross’ setting
While our main questions concern a single family, in several steps of the proof we have to
consider the so-called ‘cross’ version of the problems.
Cross freeness. Let T = (A1, . . . , Ah) be an ordered hypergraph, and let F1 ⊆
( [n]
|F1|
)
,F2 ⊆( [n]
|F2|
)
, . . . ,Fh ⊆
( [n]
|Fh|
)
be set families. We say that the families F1,F2, . . . ,Fh are cross free of
T if there is no copy of T of the form (B1, . . . , Bh), such that Bi ∈ Fi for all i ∈ [h].
Cross expansion. Let T = (A1, . . . , Ah) be an ordered hypergraph, and suppose that |Ai| ≤ ki
for all i ∈ [h]. We define the (k1, . . . kh)-expansion of T analogously to the k-expansion of a
single hypergraph. Namely, we define its edge set to be of the form (A1 ∪D1, . . . , Ah ∪Dh), for
pairwise disjoint sets D1, . . . ,Dh that are disjoint to all the sets in T , such that |Ai ∪Di| = ki,
for all i ∈ [h].
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2.4 Slices
Let F ⊆ P ([n]) be a family. Then any set S ⊆ [n] induces a partition of F into 2|S| slices{FBS }B⊆S , according to the intersection with S:
FBS := {A\B : (A ∈ F) ∧ (A ∩ S = B)} .
We treat the families FBS as residing in the ‘universe’
( [n]\S
k−|B|
)
. For example, if F is the family
Maj[3] =
{
A ∈
(
[n]
k
)
: |A ∩ [3]| ≥ 2
}
,
then F{1}{1} is the (2, 1)-star {
A ∈
(
[n] \ {1}
k − 1
)
: A ∩ {2, 3} 6= ∅
}
,
and F∅{1} is the (2, 2)-star {
A ∈
(
[n] \ {1}
k
)
: {2, 3} ⊆ A
}
.
2.5 Juntas
For a set J ⊆ [n] (which will usually be of ‘constant’ size), for a family J ⊆ P(J), and for
k ≥ |J |, the k-uniform junta generated by J is
〈J 〉 = {A ∈
(
[n]
k
)
: A ∩ J ∈ J }.
Any family J ⊆ P (J) gives rise to two natural k-uniform juntas. The first is 〈J 〉, and the
second is
(J ↑)(k). Of course, we always have 〈J 〉 ⊆ (J ↑)(k). The following lemma asserts that
these juntas are ‘essentially equal’, in the sense that
µ
((
J ↑
)(k) \ 〈J 〉) = o (µ (〈J 〉)) .
Lemma 2.1. Let J ⊆ [n], where j = |J | is a constant. Let J ⊆ P (J) be a family, and let
l < k be the minimal size of an element of J . Then∣∣∣∣(J ↑)(k)
∣∣∣∣ = ∣∣∣J (l)∣∣∣
(
n
k − l
)
+Oj
(
k
n
)l+1(n
k
)
, (1)
and
µ
((
J ↑
)(k)
\ 〈J 〉
)
= Oj
(
k
n
)l+1
. (2)
Proof. We prove only (1) as (2) is similar. We have
∣∣∣∣(J ↑)(k)
∣∣∣∣ = ∑
{A⊆J : |A|≥l+1}
∣∣∣∣∣
((
J ↑
)(k))A
J
∣∣∣∣∣+ ∑
{A⊆J : |A|=l}
∣∣∣∣∣
((
J ↑
)(k))A
J
∣∣∣∣∣ .
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Hence, the assertion of the lemma is an immediate consequence of the following easy inequalities:
∑
{A⊆J : |A|≥l+1}
∣∣∣∣∣
((
J ↑
)(k))A
J
∣∣∣∣∣ = ∑
{A⊆J : |A|≥l+1}
(
n− j
k − |A|
)
= Oj
(
k
n
)l+1(n
k
)
,
and ∑
A∈J (l)
((
J ↑
)(k))A
J
=
∣∣∣J (l)∣∣∣ (n− j
k − l
)
=
∣∣∣J (l)∣∣∣ ( n
k − l
)
+Oj
(
k
n
)l+1(n
k
)
.
2.6 Shadows and the Kruskal-Katona Theorem
The shadow of a family F ⊆ ([n]k ), denoted by ∂ (F), is the family F (k−1)↓ of all (k − 1)-sets
that are contained in some element of F . Sets in ∂ (F) are called subedges of F . Similarly, the
t−shadow of F , denoted by ∂t (F), is the family F (k−t)↓ .
The classical Kruskal-Katona theorem allows to obtain bounds on the size of F in terms of
the size of its shadows. In this subsection we present two such bounds that will be useful for
us in the sequel.
We start with two classical corollaries of the Kruskal-Katona theorem.
Theorem 2.2 (Lova´sz). Let F ⊆ ([n]k ) be a family, and let x ∈ R be such that |F| = (xk). Then
|∂ (F)| ≥ ( xk−1).
Proposition 2.3. Let F ⊆ ([n]k ) be a family, let t ∈ N, and let k′ > k.
1. If
∣∣F (k)∣∣ ≥ (n−tk−t), then ∣∣∣F (k′)∣∣∣ ≥ (n−tk′−t).
2. If
∣∣F (k)∣∣ ≥ (nk)− (n−tk ), then ∣∣∣F (k′)∣∣∣ ≥ (nk)− (n−tk′ ).
The following two lemmas translate Theorem 2.2 and Proposition 2.3 into statements about
measures of monotone families, that will be more convenient for us to work with.
The first lemma bounds the measure of a family F ⊆ ([n]k ) in terms of the measure of the
family (F↓)(d), for a constant d.
Lemma 2.4. For any constants d, r, there exists a constant C = C(d, r), such that the following
holds. Let C < k < n/C, and let F ⊆ ([n]k ) be a family. Suppose that µ((F↓)(d)) ≤ ǫ. Then
µ (F) ≤ Od,r (ǫr).
Note that Lemma 2.4 asserts that µ(F) is significantly smaller than the measure of the
family (F↓)(d).
Proof of Lemma 2.4. Write Fi = (F↓)(i), for any i ≤ k, and write
|Fd| =
(
x
d
)
= Od
((x
n
)d)(n
d
)
.
By Theorem 2.2, we have
|Fdr| ≤
(
x
dr
)
= Od,r
((x
n
)dr)( n
dr
)
.
Hence, to complete the proof, it is sufficient to show that µ (F) ≤ µ (Fdr). This will be
accomplished by the following claim (substituting G = F↓).
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Claim 2.5. Let G ⊆ P ([n]) be a complex. Then µ (G(l)) ≥ µ (G(k)), for any l ≤ k.
Proof. The proof is a simple coupling argument. Note that we have
µ
(
G(k)
)
= Pr
A∼([n]k )
[A ∈ G] = E
A∼([n]l )
[
Pr
B∼([n]\Ak−l )
[A ∪B ∈ G]
]
.
For each fixed A /∈ G(l) we have Pr
B∼([n]\Ak−l )
[A ∪B ∈ F ] = 0, since G is a complex. For each
A ∈ G(l) we obviously have Pr
B∼([n]\Ak−l )
[A ∪B ∈ F ] ≤ 1. Thus,
µ
(
G(k)
)
= E
A∼([n]l )
[
Pr
B∼([n]\Ak−l )
[A ∪B ∈ F ]
]
≤ Pr
[
A ∈ G(l)
]
= µ
(
G(l)
)
.
This completes the proof of the claim, and thus also of the lemma.
The second lemma considers a monotone family F and bounds µ(F (k)) from below in terms
of the measure µ
(F (l)) for l ≤ k. This bound applies in a different regime: we require that kn
is bounded away from 0 and 1, and on the other hand, we allow l to be as large as linear in n
(instead of the constant value of d in Lemma 2.4).
Lemma 2.6. For any constants ζ > 0 and r ∈ N, there exists a constant C(ζ, r) > 0, such that
the following holds. Let ζn < k ≤ (1− ζ)n, let ǫ > 0 and let l < k/C. Suppose that F ⊆ P ([n])
is a monotone family that satisfies µ
(F (k)) ≤ ǫ. Then µ (F (l)) ≤ Oζ,r (ǫr).
Proof. We may assume that ǫ ≤ kn , for otherwise the lemma holds trivially. So suppose that
ǫ ≤ kn , and let t ∈ N be such that
(
n−t−1
k−t−1
) ≤ ∣∣F (k)∣∣ ≤ (n−tk−t). By Proposition 2.3, we have∣∣F (l)∣∣ ≤ (n−tl−t). Hence, if t > l then F (l) = ∅, and the lemma holds trivially. Suppose that t < l.
Provided that C is sufficiently large, we obtain
ǫ ≥ µ
(
F (k)
)
≥
(n−t−1
k−t−1
)(n
k
) = (k
n
)
· · ·
(
k − t
n− t
)
≥
(
k − t
n− t
)t+1
≥
(
k/2
n
)t+1
>
(
l
n
) t
r
.
On the other hand, we have
µ
(
F (l)
)
≤
(
n−t
l−t
)(
n
l
) = ( l
n
)
· · ·
(
l − t+ 1
n− t+ 1
)
≤
(
l
n
)t
< ǫr.
This completes the proof of the lemma.
3 Families that are cross free of a matching
In this section we demonstrate our junta method on the ‘baby case’ where H is a matching.
Our aim is to prove the following theorem:
Theorem 3.1. For any constant t ∈ N, there exists a constant C = C (t), such that the
following holds. Let k < n/C, and let F1, . . . ,Ft ⊆
([n]
k
)
be families that are cross free of an
ordered matching. Then
t
min
i=1
|Fi| =
(
n
k
)
−
(
n− t+ 1
k
)
,
with equality if and only if there exists an (t− 1, 1)-star U , such that F1 = · · · = Ft = U .
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3.1 Proof overview
Since in the case of a matching, there is no difference between cross containment of an ordered
matching and cross containment of an un-ordered matching, we suppress the term ‘ordered’ for
sake of convenience.
As mentioned in the introduction, our proof consists of the following steps.
1. We first show that if F1, . . . ,Ft ⊆
([n]
k
)
are families that are cross free of a matching, then
there exist juntas G1, . . . ,Gt that are also cross free of a matching, such that each family
Fi is essentially contained in the junta Gi.
2. We then show that if G1, . . . ,Gt are juntas that are cross free of a matching, then minti=1 |Gi| ≤(n
k
)−(n−t+1k ). Furthermore, we show that if ‘near equality’ holds, then the juntas G1, . . . ,Gt
are included in the same (t− 1, 1)-star.
3. The above steps show that if F1, . . . ,Ft are families that are cross free of a matching and
satisfy min {|Fi|} ≥
(
n
k
) − (n−t+1k ), then all the families Fi are small alterations of an
(t− 1, 1)-star U = {A : A ∩ U 6= ∅} (for some |U | = t− 1). The final step is to leverage
this stability result into an exact result with the help of a bootstrapping lemma.
The main step of the proof is the first one. The basic idea here is to decompose our family F
into parts that are ‘easier to understand’. For this, we use the notion of capturability, introduced
by Dinur and Friedgut [12].
Definition 3.2. Let s ≥ 0 be an integer, and let ǫ ∈ (0, 1). A family F ⊆ ([n]k ) is said to be
(s, ǫ)-capturable, if there exists a set S of size at most s, such that µ
(
A∅S
)
≤ ǫ. Otherwise, it
is said to be (s, ǫ)-uncapturable.
The proof of Step 1 consists of two parts.
Step 1(a). We associate to each family F ⊆ ([n]k ), each s ∈ N, and ǫ′ > 0 which is not too
small, a set J ⊆ [n], and a family J ⊆ P (J), such that for each B ∈ J ,
1. The family FBB is (s, ǫ′)-uncapturable.
2. The family F is essentially contained in the junta J ↑.
Intuitively, this means that that the family F consists of a negligible part that lies outside of
J ↑, together with the parts {FBB }B∈J that are (s, ǫ′)-uncapturable, and as such, are easier to
understand.
This part will be used in subsequent sections as well.
Step 1(b). We show that if the families F1, . . . ,Ft are cross free of a matching, then the
associated juntas from Step 1(a) are cross free of a matching as well.
The proof of Step 2 is quite straightforward. The proof of Step 3 is also divided into two
steps:
Step 3(a). We show a ‘bootstrapping lemma’ which asserts that if B1, . . . ,Bt are some families
that are cross free of a matching, such that B1, . . . ,Bt−1 are ‘very large’ (formally, µ (Bi) ≥ 1−ǫ),
then the last family must be ‘very small’ (formally, µ (Bt) ≤ O
(
ǫ2
)
).
Step 3(b). With the bootstrapping lemma in hand, we consider the parts of the families
F1, . . . ,Ft that lie outside of the (t − 1, 1)-star U mentioned above. (Formally, these are the
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sets {(Fi)∅U}). We assume w.l.o.g. that the largest among these ‘outside parts’ is (Ft)∅U and
denote its measure by ǫ. Applying the bootstrapping lemma to the families
(F1){i1}U , . . . , (Ft−1){it−1}U , (Ft)∅U ,
(which are cross free of a matching), we deduce that there exists ℓ ∈ [t − 1] such that
µ
(
(Fℓ){iℓ}U
)
≤ 1− Ω (√ǫ).
Informally, this shows that if one starts with t copies of the (t− 1, 1)-star U and then tries
to enlarge one of the families by adding to it a family of measure ǫ, then in order to keep the
families cross free of a matching she will have to remove a set of measure at least Ω(
√
ǫ) from
one of the other families. Hence, any t families F1, . . . ,Ft that are cross free of a matching and
are ‘small perturbations’ of an (t− 1, 1)-star U , satisfy min {|Fi|} ≤ |U|, with equality only for
t copies of U . The formal derivation here is a simple calculation.
This section is organized as follows. The proof of Step 1 spans Sections 3.2–3.4, where in
Subsection 3.2 we present the junta associated to each family, in Subsection 3.3 we show that
any uncapturable families F1, . . . ,Ft cross contain a matching, and in Subsection 3.4 we show
that if the original families are cross free of a matching then so are the approximating juntas.
In Subsection 3.5 we prove Step 2, namely, that if G1, . . . ,Gt are juntas that are cross free of a
matching, then one of them must be ‘not larger’ than an (t− 1, 1)-star, along with a stability
version. The proof of Step 3 spans Sections 3.6 and 3.7, where in Subsection 3.6 we show that
if some families B1, . . . ,Bt are cross free of a matching and B1, . . . ,Bt−1 are ‘very large’ then Bt
must be ‘very small’, and in Subsection 3.7 we use this bootstrapping lemma to deduce that the
(t−1, 1)-star is a ‘local maximum’ for the measure of families that are cross free of a matching.
Finally, we complete the proof of Theorem 3.1 in Section 3.8.
3.2 Approximation by juntas
In this subsection we present Step 1(a), namely, the association of a “nice-behaved” junta to
any family F .
Proposition 3.3. Let r, s ∈ N be constants, and denote C = (s+ 1)r. For any k < n, for
any ǫ ≥ ( kn)r, and for any family F ⊆ ([n]k ), there exists a set J ⊆ [n] of size C and a family
J ⊆ P (J), such that:
1. For each B ∈ J , the family FBB is
(
s, ǫ
(
n
k
)|B|)
-uncapturable,
2. We have
µ
(
F\J ↑
)
≤ Cǫ.
Proof. We construct the junta J inductively, where the induction variable is r (which measures
‘how small’ ǫ is allowed to be).
For r = 0, we set J = ∅,J = ∅. Condition (1) holds vacuously, and Condition (2) holds
since
µ
(
F\J ↑
)
= µ (F) = 1 ≤ ǫ.
For r > 0, we first consider the case where F itself is (s, ǫ)-uncapturable. In this case, we
take J = ∅ and J = {∅}. Condition (2) holds as µ (F\J ↑) = 0, and Condition (1) holds by
hypothesis, since F = F∅∅ .
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Hence, we may assume that r > 0 and F is (s, ǫ)-capturable. This means that there exists
a set S of size s, such that µ
(
A∅S
)
≤ ǫ. We now apply the induction hypothesis to each of the
families
{
F{i}{i}
}
i∈S
, with ǫnk in place of ǫ.
The induction hypothesis implies that there exist sets {Ji}i∈S of size |Ji| = (s+ 1)r−1, and
families Ji ⊆ P (Ji), such that:
• For each B ∈ Ji, the family
(
F{i}{i}
)B
B
is
(
s, ǫnk
(
n
k
)|B|)
-uncapturable,
• We have
µ
(
F{i}{i}\J ↑i
)
≤ (s+ 1)r−1 ǫn
k
.
Let J =
⋃
i∈S Ji ∪ S and J = {Ai ∪ {i} : Ai ∈ Ji}. We claim that J is the desired junta.
First, note that since |S| ≤ s, we have
|J | ≤
∑
i∈S
|Ji|+ |S| ≤ s+ s (s+ 1)r−1 ≤ (s+ 1)r = C,
and thus the size of J is as asserted.
To see that Condition (1) holds, let B ∈ J , and let i ∈ S be such that B\ {i} ∈ Ji. Then
by the definition of Ji, the family FBB =
(
F{i}{i}
)B\{i}
B\{i}
is indeed
(
s, ǫ
(
n
k
)|B|)
-uncapturable.
Finally, to see that Condition (2) holds, note that by a union bound,
µ
(
F\J ↑
)
= Pr
A∼([n]k )
[
A ∈ F\J ↑
]
≤ Pr
A∼([n]k )
[
A ∈ F\J ↑ and A ∩ S = ∅
]
+
∑
i∈S
Pr
A∼([n]k )
[
A ∈ F\J ↑ and A ∩ S ⊇ {i}
]
≤ µ
(
F∅S
)
+
∑
i∈S
Pr
A∼([n]k )
[i ∈ A]µ
(
F{i}{i} \J ↑i
)
≤ ǫ+
∑
i∈S
k
n
(s+ 1)r−1 · ǫn
k
≤ (s+ 1)r ǫ = Cǫ.
This completes the proof.
3.3 Uncapturable families cross contain a matching
We now turn to Step 1(b) which shows that if the families F1, . . . ,Ft are cross free of a matching
then the associated juntas J ↑1 , . . . ,J ↑t defined in Proposition 3.3 are cross free of a matching
as well. In this subsection, we prove that any uncapturable families F1, . . . ,Ft cross contain a
matching. As we shall see, this proposition will allow us to show that existence of a matching
in the juntas J ↑1 , . . . ,J ↑t implies existence of a matching in the original families F1, . . . ,Ft.
Proposition 3.4. For any constants r, t ∈ N, there exists s = s(r, t) such that the following
holds. Let k1, . . . , kt <
n
2t , and let F1 ⊆
([n]
k1
)
, . . . ,Ft ⊆
([n]
kt
)
be families that are cross free of a
matching. Then there exists i ∈ [t] such that the family Fi is
(
s,
(
ki
n
)r)
-capturable.
The proof of the proposition consists of two steps.
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1. We first show that there exists i ∈ [t] such that the biased µ1/t measure of the mono-
tonization F↑i is bounded away from 1.
2. We then apply a lemma of Dinur and Friedgut which shows that the above statement
implies that the family Fi is capturable.
Proposition 3.5. Let F1, . . . ,Ft ⊆ P ([n]) be families that are cross free of a matching, and
let p1, . . . , pt ∈ (0, 1) be such that p1 + · · · + pt ≤ 1. Then
t∑
i=1
µpi (Fi) ≤ t− 1.
Proof of Proposition 3.5. For A,B ⊆ P ([n]), we denote by A ⊔ B the family of all sets of the
form D1 ∪D2 for some pairwise disjoint sets D1 ∈ A,D2 ∈ B.
Claim 3.6. Let ǫ1, ǫ2 > 0 and let p, q ∈ (0, 1) be numbers such that p+q ≤ 1. Let A,B ∈ P ([n])
be families such that µp (A) ≥ 1− ǫ1 and µq (B) ≥ 1− ǫ2. Then µp+q (A ⊔ B) ≥ 1− ǫ1 − ǫ2.
Proof. We define a coupling of µp, µq and µp+q. For each i ∈ [n], let xi be chosen uniformly
and independently at random from [0, 1]. We say that a coordinate i ∈ [n] is of type 1 if
0 ≤ xi ≤ p, and that i ∈ [n] is of type 2 if p < xi ≤ p + q. Let A (resp. B) be the set of all
coordinates of type 1 (resp. type 2). Then A is distributed according to µp (and in particular,
Pr [A ∈ A] = µp (A)), B is distributed according to µq, and A ∪B is distributed according to
µp+q. Since A and B are disjoint, we have:
µp+q (A ⊔ B) = Pr [A ∪B ∈ A ⊔ B] = 1− Pr [A ∪B /∈ A ⊔ B]
≥ 1− (Pr [A /∈ A] + Pr (B /∈ B)) = 1− (1− µp(A))− (1− µp(B))
≥ 1− ǫ1 − ǫ2.
We now turn back to the proof Proposition 3.5. Write µpi (Fi) = 1 − ǫi for each i. By
Claim 3.6, we have
0 = µ∑
i∈[t] pi
(∅) = µ∑ pi

⊔
i∈[t]
Fi

 ≥ 1−∑
i∈[t]
ǫi,
where the second equality holds since F1, . . . ,Ft are cross free of a matching. Hence,
t∑
i=1
µpi (Fi) ≤ t−
t∑
i=1
ǫi ≤ t− 1,
as asserted.
Remark 3.7. We note that if p1+· · ·+pt > 1, then for any ǫ > 0, there exist families F1, . . . ,Ft
that are cross free of a matching, such that µpi (Fi) ≥ 1− ǫ for all i. Indeed, choosing q1, . . . , qt
such that q1 < p1, q2 < p2, . . . , qt < pt and
∑t
i=1 qi > 1, for a sufficiently large n we obtain that
the families F1, . . . ,Ft, where
Fi = {A ⊆ P ([n]) : |A| ≥ qin} ,
are cross free of a matching and satisfy µpi (Fi) ≥ 1− ǫ. In this sense, Proposition 3.5 is sharp.
22
To prove Proposition 3.4, we need the following lemma of Dinur and Friedgut [12].
Lemma 3.8 (Dinur and Friedgut). For any constants ζ ∈ (0, 12) and r ∈ N, there exists a
constant s (ζ, r) such that the following holds. Let n, k ∈ N and p ∈ (ζ, 1) be numbers such
that kn ≤ p2 , and let A ⊆
([n]
k
)
be a family that satisfies µp
(A↑) ≤ 1 − ζ. Then A is (s, ( kn)r)-
capturable.
Proof of Proposition 3.4. Since the families F1, . . . ,Ft are cross free of a matching, their mono-
tonizations F↑1 , . . . ,F↑t are cross free of a matching as well. By Proposition 3.5, this implies
that
∑t
i=1 µ1/t
(
F↑i
)
≤ t − 1. Hence there exists a family F↑i , such that µ1/t
(
F↑i
)
≤ 1 − 1t .
By Lemma 3.8 (applied with ζ = 12t and p =
1
t ; note that ki <
n
2t and so the assumption
k
n ≤ p2 holds), we obtain that there exists a constant s = s (t, r) such that the family Fi is(
s,
(
ki
n
)r)
-capturable. This completes the proof of the proposition.
3.4 The approximating juntas are cross free of a matching
We are now ready to show that if F1, . . . ,Ft are families that are cross free of a matching, then
the associated juntas J ↑1 , . . . ,J ↑t defined in Section 3.2 are cross free of a matching as well.
Theorem 3.9. Let t, r be some constants, let k < n2t , and let F1, . . . ,Ft ⊆
([n]
k
)
be families that
are cross free of a matching. Then there exist Or,t (1)-juntas G1, . . . ,Gt ⊆
([n]
k
)
that are cross
free of a matching, such that µ (Fi\Gi) =
(
Ot,r
(
k
n
)r)
for each i ∈ [t].
We remark that Theorem 3.9 generalizes a result of Dinur and Friedgut [12] who proved the
same assertion in the case t = 2 (i.e., for intersecting families); see Section 9.
Proof. Let s = s (t, r) be a sufficiently large constant to be defined below. By Proposition 3.3
(applied with ǫ = (k/n)r), there exist sets J1, . . . , Jt of size Ot,r (1) each, and families J1 ⊆
P (J1) , . . . ,Jt ⊆ P (Jt), such that for each i ∈ [t], we have:
1. For each set B ∈ Ji, the family (Fi)BB is
(
s,
(
k
n
)r−|B|)
-uncapturable.
2. µ
(
Fi\J ↑i
)
= Ot,r
((
k
n
)r)
.
By Lemma 2.1, we may remove from the families Ji all the sets of size at least r, so we assume
without loss of generality that |B| < r for each B ∈ Ji.
To complete the proof we shall show that the families J ↑1 , . . . ,J ↑t are cross free of a matching.
Suppose on the contrary that there exist a matching A1, . . . , At with A1 ∈ J ↑1 , . . . , At ∈ J ↑t .
This implies that there exists a matching B1, . . . , Bt with B1 ∈ J1, . . . , Bt ∈ Jt. Write E =
B1 ∪ · · · ∪Bt. To reach a contradiction, we show that the following contradicting claims hold:
Claim 3.10. The families (F1)B1E , . . . , (Ft)BtE are
(
s− (r − 1) (t− 1) , ( kn)r)-uncapturable.
Claim 3.11. The families (F1)B1E , . . . , (Ft)BtE are cross free of a matching.
Proof of Claim 3.10. By the hypothesis, each family (Fj)BiBi is
(
s,
(
k
n
)r)
-uncapturable. So by
definition, the family (Fj)BiE is
(
s− |E\Bi| ,
(
k
n
)r)
-uncapturable. The claim follows from the
fact that |E\Bi| ≤ (r − 1) (t− 1) , for each i.
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Proof of Claim 3.11. Suppose on the contrary that there exists a matching C1 ∈ (F1)B1E , . . . , Ct ∈
(Ft)BtE . Then the sets C1∪B1, . . . , Ct∪Bt constitute a cross matching in the families F1, . . . ,Ft,
contradicting the hypothesis.
By Proposition 3.4, Claims 3.10 and 3.11 contradict each other (provided that s = s(r, t)
is chosen to be large enough). Hence, the families J ↑1 , . . . ,J ↑t are cross free of a matching, as
asserted.
3.5 Characterization of ‘large’ juntas that are cross free of a matching
In this subsection we present Step 2 of the proof, which shows that if some juntas G1, . . . ,Gt
are cross free of a matching, then min |Gi| ≤
(n
k
) − (n−t+1k ), and that near inequality holds if
and only if all these juntas are included in the same (t− 1, 1)-star.
We use the following simple observation.
Observation 3.12. For any constants j, t there exists a constant C (t, j), such that the following
holds. Let J ∈ ([n]j ), let k ≤ n/C, and let 〈J1〉 , . . . , 〈Jt〉 ⊆ ([n]k ) be J-juntas that are cross free
of a matching. Then the families J1, . . . ,Jt are cross free of a matching as well.
Proof. Suppose on the contrary that the sets A1 ∈ J1, . . . , As ∈ Jt constitute a matching.
Provided that C is sufficiently large, we can also find a matching B1 ∈
( [n]\J
k−|A1|
)
, . . . , Bt ∈( [n]\J
k−|At|
)
. The sets A1∪B1 ∈ 〈J1〉 , . . . , At∪Bt ∈ 〈Jt〉 constitute a matching, a contradiction.
Proposition 3.13. For any constant j, there exists C(j), such that the following holds. Let
J ∈ ([n]j ), and let k ≤ n/C. Suppose that G1, . . . ,Gt ⊆ ([n]k ) are J-juntas that are cross free of a
matching. Then
min
{i∈[t]}
{|Gi|} ≤
(
n
k
)
−
(
n− t+ 1
k
)
. (3)
Moreover, if
min {|Gi|} ≥
(
n
k
)
−
(
n− t+ 2
k
)
+ C
k2
n2
(
n
k
)
, (4)
then the juntas G1, . . . ,Gt are contained in the same (t− 1, 1)-star.
Proof. The assertion (3) clearly follows from the ‘Moreover’ statement, so we only prove the
latter. Write Gi = 〈Ji〉 for some family Ji ⊆ P (J).
Claim 3.14. Each family Ji contains at least t− 1 singletons.
Proof. Otherwise, we would have |Ji| ≤ (t− 2)
(n−1
k−1
)
+ O
(
k
n
)2 (n
k
)
by Lemma 2.1. A straight-
forward calculation shows that this contradicts (4), provided that C is sufficiently large.
Write U1 = J (1)1 , . . . , Ut = J (1)t (i.e., the sets of singletons in J1, . . . ,Jt, respectively).
Since the families J1, . . . ,Jt are cross free of a matching, there are no distinct elements i1 ∈
U1, . . . , it ∈ Ut. The following claim shows that this implies U1 = · · · = Ut.
Claim 3.15. Let t ≥ 2, and let U1, . . . , Ut be sets of size at least t− 1, such that there are no
distinct elements i1 ∈ U1, . . . , it ∈ Ut. Then U1 = · · · = Ut, and |Ui| = t− 1.
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Proof. We prove the claim by induction on t. For t = 2, the claim is trivial. Suppose that t > 2,
and choose some a ∈ U1. By the induction hypothesis, we have U2\ {a} = . . . = Ut\ {a} = U ′,
for some |U ′| = t − 2. Since for all i, |Ui| ≥ t − 1, it follows that a ∈ Ui for all i > 1. Hence,
the sets U2, . . . , Ut are equal. The same argument shows that the sets U1, U3, . . . , Ut are equal,
and therefore all the sets U1, . . . , Ut are equal and are of size t− 1.
Write U1 = · · · = Ut−1 = U , and let U be the (t− 1, 1)-star of all the sets whose intersection
with U is non-empty (i.e., U = {S ∈ ([n]k ) : S ∩ U 6= ∅}). The proof of Proposition 3.13 will be
finished by the following claim.
Claim 3.16. Each family Gi is contained in U .
Proof. Suppose on the contrary that Gt 6⊆ U , and let At ∈ Gt\U . Write U = {i1, . . . , it−1}.
Then the sets {i1} ∈ G1, . . . , {it−1} ∈ Gt−1, At ∈ Gt constitute a matching. This contradicts the
fact the the families G1, . . . ,Gt are cross free of a matching.
This completes the proof of the proposition.
3.6 The bootstrapping lemma
We now turn to Step 3 of the proof. In this subsection we present Step 3(a) – the bootstrapping
lemma which asserts that if some families B1, . . . ,Bt are cross free of a matching and B1, . . . ,Bt−1
are ‘very large’, then Bt must be ‘very small’.
Our proof relies on a coupling argument which is similar to the argument we used in the
proof of Claim 3.6.
Proposition 3.17. For any t, r ∈ N, there exists a constant C = C (t, r), such that the following
holds. Let ǫ > 0, let k1, . . . , kt ≤ n/C, and let B1 ⊆
([n]
k1
)
, . . . ,Bt ⊆
([n]
kt
)
be families that are
cross free of a matching. If µ (B1) , . . . , µ (Bt−1) ≥ 1− ǫ, then µ (Bt) ≤ Or,t (ǫr).
Proof. Let B1, . . . ,Bt be families that satisfy the assumptions of the proposition. Consider the
family B˜t =
(
B↑t
)(⌊n/t⌋)
, and note that the families B1, . . . ,Bt−1, B˜t are cross free of a matching
as well. By Lemma 2.6, we have
µ (Bt) ≤ Ot,r
(
µ
(
B˜t
)r)
, (5)
provided that C is sufficiently large. We now use a simple coupling argument to show that
µ(B˜t) = Ot(ǫ), which will complete the proof. We need the following claim.
Claim 3.18. Let n, l1, . . . , lt ∈ N be such that n > l1+· · ·+lt. Then there exists a distribution on
tuples (A1, . . . , At) of subsets of [n], such that the sets A1, . . . ,At are always pairwise disjoint
and the marginal distributions are A1 ∼
([n]
l1
)
,A2 ∼
([n]
l2
)
, . . . ,At ∼
([n]
lt
)
.
Proof. Let σ ∼ Sn be a uniformly chosen random permutation on [n]. Then the disjoint sets
A1 : = {σ (1) , . . . , σ (l1)} ,A2 := {σ (l1 + 1) , . . . , σ (l1 + l2)} ,
. . . ,At := {σ (l1 + · · · + lt−1 + 1) , . . . , σ (l1 + · · ·+ lt)}
have the desired marginal distributions.
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Let (A1, . . . ,At) be distributed as in the claim, with (k1, . . . , kt−1, ⌊n/t⌋) in place of (l1, . . . , lt).
Using the claim and a simple union bound, we have
0 = Pr
[
A1 ∈ B1, . . . ,At ∈ B˜t
]
≥ Pr[At ∈ Bt]−
t−1∑
i=1
Pr[Ai 6∈ Bi]
= µ(Bt)−
t−1∑
i=1
(1− µ(Bi)) ≥ µ(Bt)− (t− 1)ǫ,
where the first equality holds since B1, . . . ,Bt−1, B˜t are cross free of a matching, and the last
inequality uses the assumption µ(Bi) ≥ 1 − ǫ for all i ∈ [t − 1]. Therefore, µ(Bt) ≤ (t − 1)ǫ.
By (5), this implies
µ (Bt) ≤ Ot,r (((t− 1) ǫ)r) = Ot,r (ǫr) .
This completes the proof of the proposition.
3.7 The (t− 1, 1)-star is locally maximal among the ‘cross matching-free’
families
We now turn to Step 3(b) of the proof, which uses the above bootstrapping to show that if
F1, . . . ,Ft are ‘small alterations’ of an (t− 1, 1) star, then
t
min
i=1
|Fi| ≤
(
n
k
)
−
(
n− t+ 1
k
)
,
with equality if and only if the families F1, . . . ,Ft−1 are all equal to the same (t− 1, 1)-star.
Proposition 3.19. For each constant t, there exists C = C (t) such that the following holds.
Let k ≤ n/C, and let F1, . . . ,Ft ⊆
([n]
k
)
be families that are cross free of a matching. Suppose
additionally, that there exists a set U of size s, such that µ
(
(Fi)∅U
)
≤ Ot
((
k
n
)3)
for any i ∈ [t].
Then
t
min
i=1
|Fi| ≤
(
n
k
)
−
(
n− t+ 1
k
)
,
with equality if and only if the families F1, . . . ,Ft are all equal to the same (t− 1, 1)-star
U = {A ∈ ([n]k ) : A ∩ U 6= ∅}.
Proof. Let F1, . . . ,Ft ⊆
([n]
k
)
be families that are cross free of a matching, and suppose that
minti=1 |Fi| ≥
(n
k
)− (n−t+1k ). We show that all the families are all equal to the same (t− 1, 1)-
star. Write
t
max
i=1
µ
(
(Fi)∅U
)
= ǫ′,
and suppose w.l.o.g. that µ
(
(Ft)∅U
)
= ǫ′. Let U = {i1, . . . , it−1}. The families
(Ft)∅U , (F1){i1}U , . . . , (Ft−1){it−1}U
are cross free of a matching. By Proposition 3.17 (applied with r = 2), it follows that there
exists ℓ ∈ [t− 1] such that µ
(
(Fℓ){iℓ}U
)
≤ 1−Ωt
(√
ǫ′
)
, and hence,
∣∣∣(Fℓ){iℓ}U ∣∣∣ ≤ (n−tk−1)(1−ct√ǫ′)
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for some constant c(t). Thus,
|Fℓ| =
∑
B⊆U
∣∣∣(Fℓ)BU ∣∣∣ ≤ ∣∣∣(Fℓ)∅U ∣∣∣+ ∣∣∣(Fℓ){iℓ}U ∣∣∣+ ∑
B∈P(U)\{∅,{iℓ}}
(
n− t
k − |B|
)
≤
(
n
k
)
−
(
n− t+ 1
k
)
+ ǫ′
(
n− t
k
)
− c
√
ǫ′
(
n− t
k − 1
)
≤
(
n
k
)
−
(
n− t+ 1
k
)
+
(
n− t
k
)(
ǫ′ − k
n
c
√
ǫ′
)
. (6)
Since by assumption, ǫ′ ≤ Ot
((
k
n
)3)
, this implies
|Fℓ| ≤
(
n
k
)
−
(
n− t+ 1
k
)
. (7)
Finally, equality holds in (7) if and only if equality holds in (6), which is possible only when
ǫ′ = 0. Therefore, equality holds only when the families F1, . . . ,Ft are all equal to the (t− 1, 1)-
star U = {A ∈ ([n]k ) : A ∩ U 6= ∅}. This completes the proof.
3.8 Proof of Theorem 3.1
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. By Theorem 3.9 (applied with r = 3), there exists an Ot (1)-set J and
juntas J1, . . . ,Jt ⊆ P (J) that are cross free of a matching, such that µ
(
Fi\〈J ↑i 〉
)
= Ot
(
k
n
)3
.
Assuming that minti=1 |Fi| ≥
(
n
k
)− (n−t+1k ), this implies that
∣∣∣〈J ↑i 〉∣∣∣ ≥
(
n
k
)
−
(
n− t+ 1
k
)
−Ot
((
k
n
)3(n
k
))
for any i ∈ [t]. By Proposition 3.13, it follows that the juntas 〈J ↑1 〉, · · · , 〈J ↑t 〉 are all equal
to the same (t− 1, 1)-star. Provided that C is sufficiently large, the assertion of the theorem
follows now from Proposition 3.19.
4 Detailed Overview of the Proof Strategy in the General Case
After demonstrating our junta technique in the ‘baby case’ where H is a matching, we are now
ready to treat the general case where H is allowed to be any d-expanded hypergraph. In order
to facilitate reading, we present in this section the ‘big picture’ of the argument, which spans
Sections 5–9.
Fix d, h, and let H denote a fixed d-expanded hypergraph of size h. The general structure
of the proof of our main results is the same as in the case where H is a matching:
1. We prove the junta approximation theorem (Theorem 1.2) which asserts that for any
forbidden hypergraph H, any H-free family can be approximated by an H-free junta.
2. For a specific H (or for some class of H’s), we find the extremal H-free junta J and show
that any H-free junta that is nearly extremal, is contained in J .
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3. The above steps imply that any nearly extremal H-free family is a small alteration of J .
The last step is to bootstrap this stability result and show that the size of any H-free
small alteration of J is smaller than the size of J .
The proof of Step 2 is an easy generalization of the proof of the corresponding step in
Section 3. The proof of Step 3 is a rather direct generalization as well, but it requires several
technical propositions which generalize Proposition 3.17. These propositions span Section 8,
and a detailed overview of their place in the ‘large picture’ is given in Section 8.1. Here we
present an informal description of the most complex part of the argument: Step 1 – the proof
of Theorem 1.2.
4.1 Overview of the proof of Theorem 1.2
Recall that the kernel K (H) of an hypergraph H is the intersection of all its edges. Set
t = |K (H) | + 1. It is easy to see that the (t, t)-star is free of H. As the (t, t)-star ST ⊆
([n]
k
)
has measure Θ
((
k
n
)t)
, this allows us to treat any family of measure o
((
k
n
)t)
as negligible.
The proof of Theorem 1.2 is composed of three steps:
1. We choose (with foresight) parameters s (a ‘sufficiently large’ integer) and ǫ =
(
k
n
)t ·
max
(
O
(
k
n
)
, e−Ω(k)
)
, and apply Proposition 3.3 with these parameters. The proposition
asserts that any H-free family F ⊆ ([n]k ) can be approximated by a junta J = 〈J ′〉 (where
J ′ ⊆ P(J)), such that for each B ∈ J ′, the slice FBB is
(
s, ǫ
(
n
k
)|B|)
-uncapturable.
Note that we can assume w.l.o.g. that J ′ contains no sets of size at least t+1, since their
contribution to the measure of 〈J ′〉 is negligible.
2. We show that J ′ contains no sets of size at most t− 1, and thus, is t-uniform.
3. We then show that the junta J = 〈J ′〉 is free of H.
It turns out that Steps 2 and 3 can be reduced to pure statements concerning uncapturable
families, due to the following observations:
Observation 4.1. For each B of size at most t−1, the family G := FBB is free of the hypergraph
obtained from H by removing |B| vertices out of its kernel.
Thus, in order to accomplish Step 2, it is sufficient to show that:
Proposition 4.2. Any
(
s,max
(
O
(
k
n
)
, e−Ω(k)
) · ( kn)t′)-uncapturable family contains a copy of
any d-expanded hypergraph with kernel of size t′.
Observation 4.3. For any h-tuple of (possibly non-distinct) t-sized sets B1, . . . , Bh ∈ J ′, if
the junta 〈J ′〉 contains a copy (B1 ∪E1, . . . , Bh ∪Eh) of H such that Ei ∩ J = ∅ for all i ∈ [h],
then the families
G1 := FB1B1∪...∪Bh ,G2 := F
B2
B1∪...∪Bh
, . . . ,Gh := FBhB1∪...∪Bh
are cross free of the hypergraph (E1, E2, . . . , Eh).
Thus, in order to accomplish Step 3, it is sufficient to show that:
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Proposition 4.4. Any h
(
s,max
(
O
(
k
n
)
, e−Ω(k)
))
-uncapturable families G1, . . . ,Gh cross con-
tain a copy of any d-expanded hypergraph.
The proofs of Propositions 4.2 and 4.4, which may be of independent interest, span Section 7.
We describe their structure – along with the tools we develop for proving them – in the following
subsection.
4.2 Overview of the proof of Propositions 4.2 and 4.4
We first describe the proof strategy of Proposition 4.4, that appears to be easier to prove due
to the stronger uncapturability assumption, and then we describe the proof of Proposition 4.2.
Showing that
(
s,max
(
O
(
k
n
)
, e−Ω(k)
))
-uncapturable families cross contain any
d-expanded hypergraph
We prove an even stronger statement: Any families F1, . . . ,Fh, each of measure at least ǫ =
max
(
e−k/C , C kn
)
, cross contain any d-expanded hypergraph H′ = H+ of size h, provided that
C is sufficiently large.
The proof proceeds in three steps:
1. The Fairness Proposition: Given a family F , recall that any set S ⊆ [n] induces a
partition of F into the 2|S| families {FBS }B⊆S . A set S is said to be δ-fair for F if for
any B ⊆ S, we have µ (FBS ) ≥ (1− δ)µ (F). We show that for any constant s, δ and any
‘not-very-small’ family F ⊆ ([n]k ) (formally, µ(F) ≥ e−k/C for a sufficiently large constant
C; this is where the assumption ǫ ≥ ( kn)t e−k/C is needed), almost every constant-sized
subset S ⊆ [n] is ǫ-fair for F . The proof of this proposition, which uses a rather simple
(but somewhat technical) combination of a Chernoff-type argument with double-counting,
spans Section 5.
2. We use the fairness proposition to find a copy of H of the form (H1, . . . ,Hh), such that
the families (F1)H1H1∪···∪Hh , . . . , (Fh)
Hh
H1∪···∪Hh
are also ‘large’ (almost like the initial families
F1, . . . ,Fh).
3. We use Proposition 3.4 to find a matching M1 ∈ (F1)H1H1∪···∪Hh , . . . ,Mh ∈ (Fh)
Hh
H1∪···∪Hh
.
This completes the proof, as M1 ∪H1 ∈ F1, . . . ,Mh ∪ Hh ∈ Fh constitute a copy of H′
cross contained in F1, . . . ,Fh.
Showing that an
(
s,max
(
O
(
k
n
)
, e−Ω(k)
) · ( k
n
)t′)
-uncapturable family contains a
copy of any d-expanded hypergraph with kernel of size t′
To prove this statement, we present two separate arguments – one that applies for k > C log n,
and another that applies for C < k < n1/C .
The case k > C log n. In order to deal with this case, we define the notion of (l, α)-
quasiregularity. For ℓ ∈ N and α > 1, we say that a family F ⊆ ([n]k ) is (l, α)-quasiregular
if µ
(FBB ) ≤ αµ (F) for any B ⊆ [n] of size at most l. Note that while this is clearly a strong
notion of regularity when α is very close to 1, we shall apply this notion mostly with α = nΘ(1).
Let H be a fixed d-expanded hypergraph. We show that if F ⊆ ([n]k ) is an (s, C ( kn)r)-
uncapturable family, for any constant r and a sufficiently large constant C, then F contains a
copy of H, through the following steps.
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1. We show that any (s′,Θ(n/k))-quasiregular families G1, . . . ,Gh cross contain a copy of
any fixed ordered hypergraph H′.
2. We use the uncapturability of F to find pairwise disjoint sets D1, . . . ,Dh such that the
families
F1 := FD1D1∪···∪Dh , . . . ,Fh := F
Dh
D1∪···∪Dh
are (s′,Θ(n/k))-quasiregular.
These two steps complete the proof, since denoting H = (H1, . . . ,Hh)+, the families F1, . . . ,Fh
cross contain a copy (B1, . . . , Bh) of (H1, . . . ,Hh)
+, and thus, (B1 ∪D1, . . . , Bh ∪Dh) is a copy
of H contained in F .
The case C < k < n1/C . This is the most complex case, and its treatment spans Section 6.
Let F ⊆ ([n]k ) be an (s, e−Ω(k) · ( kn)t)-uncapturable family, and let H be an hypergraph with
kernel of size t − 1. Our goal is to show that F contains a copy of H. To accomplish this, we
employ the ‘random sampling from the shadow’ method of Kostochka, Mubayi, and Verstrae¨te
(see [67]), which suggests to study a family F via its shadow.
First, we reduce the claim to the case K(H) = ∅ by performing the following steps:
1. We show that if F ⊆ ([n]k ) is uncapturable, then the shadow ∂(F) is uncapturable as well.
2. We show that for any ‘fixed’ H with |K(H)| = t0, there exists a ‘fixed’ hypergraph H′
with kernel of size t0 − 1, such that any family whose shadow contains H′ must contain
H.
3. The above steps allow us to use induction on t, thus reducing to the case t = 0.
The most interesting of these steps is (2), whose proof involves a probabilistic argument.
For dealing with the case t = 0, we introduce the following notion. For F ⊆ ([n]k ), we
define a coloring c : ∂ (F) → [n] of the shadow of F by letting c (e) be some i ∈ [n], such that
e∪{i} ∈ F . We say that ∂(F) contains a rainbow copy of a hypergraph H′ if it contains a copy
(A1, . . . , Ah) of H′, such that the colors of the sets A1, . . . , Ah are distinct.
1. We show that if F is H-free, then ∂ (F) is free of a rainbow copy of a ‘sufficiently large’
expanded hypergraph. Consequently, if s is sufficiently large, and if S1, . . . , Ss ⊆ [n] are
pairwise disjoint, then the families
⋃
i∈Sj
F{i}{i} ⊆
( [n]
k−1
)
are cross free of some expanded
hypergraph. This allows us to deduce that minj
{
µ
(⋃
i∈Sj
F{i}{i}
)}
< e−k/C , using the
proof of Proposition 4.4.
2. Writing (w.l.o.g.) µ
(
F{1}{1}
)
≥ · · · ≥ µ
(
F{n}{n}
)
, and applying Step 1 several times with
appropriate choices of the families S1, . . . , Ss ⊆ [n], we deduce that µ
(
(∂ (F))∅[s]
)
≤ e−k/C .
This means that F is capturable, a contradiction.
5 Most Constant-Sized Subsets of Not-Very-Small Families are
Fair
Recall that for any family F ⊆ ([n]k ), any set S ⊆ [n] induces a partition of F into the 2|S| slices{FBS }B⊆S . We say that S is δ-fair for F , if for any B ⊆ S we have µ (FBS ) ≥ µ (F) (1− δ). In
this section we show that for any constant δ > 0 and s ∈ N, ‘almost all’ the s-sized subsets of
[n] are δ-fair for F , provided that |F| is not too small.
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Proposition 5.1. For any constants δ > 0, s ∈ N, there exist constants C, k0 that depend only
on s and δ, such that the following holds. Let k ≥ k0, and let F ⊆
([n]
k
)
satisfy µ (F) ≥ e−k/C .
Then the probability that a random s-subset S ∼ ([n]s ) is δ-fair for F is at least 1− δ.
The proof of the proposition is a rather simple combination of a Chernoff-type argument
with double counting. We first present the proof in the case s = 1, and then we leverage it to
a proof for a general s using an inductive argument.
5.1 The case s = 1
We use the following Chernoff-type bound proved in [59], pp. 27–29.
Let k,m ∈ [n]. The hypergeometric random variable X with parameters (n, k,m) is defined
to be the size of the intersection |T ∩ V |, where T ∼ ([n]k ) is a uniformly chosen random set of
size k and V ∈ ([n]m) is a fixed set of size m.
Lemma 5.2. Let n, k,m ∈ N, let a ∈ (0, 3/2), and let X be a hypergeometric random variable
with parameters (n, k,m). Then Pr
[∣∣X − kmn ∣∣ > akmn ] ≤ e− a2km3n .
Lemma 5.3. For any δ > 0, there exist constants C, k0 which depend only on δ such that the
following holds. Let k0 < k < n − k0, let F ⊆
([n]
k
)
, and let i ∼ [n] be a randomly chosen
element. Then:
1. If µ (F) ≥ e−k/C , then Pr
[
µ
(
F{i}{i}
)
≥ (1− δ)µ (F)
]
≥ 1− δ/2.
2. If µ (F) ≥ e−(n−k)/C , then Pr
[
µ
(
F∅{i}
)
≥ (1− δ) µ (F)
]
≥ 1− δ/2.
In particular, if µ (F) ≥ max{e−k/C , e−(n−k)/C}, then the probability that the singleton {i} is
δ-fair for F is at least 1− δ.
Proof. We only show (1), as (2) follows by replacing the family F with the family {Ac : A ∈ F},
and the ‘in particular’ statement follows from a simple union bound.
Let V be the set of all ‘bad coordinates’, i.e.,
V = {i ∈ [n] : µ
(
F{i}{i}
)
< (1− δ)µ (F)}.
Suppose on the contrary that |V | ≥ δ2n.
Let F ′ be the sub-family of F which consists of all sets that have a ‘large’ intersection with
V . Formally,
F ′ = {A ∈ F : |A ∩ V | ≥ (1− δ
2
)
k
n
|V |}.
The proof proceeds in three steps.
1. First, we use a Chernoff-type argument to show that F ′ contains most of the sets in F .
2. Then, we consider the average 1|V |
∑
i∈V µ
(
(F ′) {i}{i}
)
and use double counting, along with
the above Chernoff-type argument, to show that this average is ‘large’.
3. We show directly that the apparently larger average 1|V |
∑
i∈V µ
(
F{i}{i}
)
is ‘small’, reaching
a contradiction.
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F ′ is large. By Lemma 5.2, we have
Pr
A∼([n]k )
[∣∣∣∣|A ∩ V | − kn |V |
∣∣∣∣ ≥ δ2 kn |V |
]
≤ exp
(
−Ωδ
(
k |V |
n
))
= exp (−Ωδ (k)) , (8)
where the last equality uses the assumption |V | ≥ δ2n. Hence,
µ
(F ′) ≥ µ (F)− Pr
A∼([n]k )
[
|A ∩ V | <
(
1− δ
2
)
k
n
|V |
]
≥ µ (F)− exp (−Ωδ (k)) . (9)
Provided that C, k0 are sufficiently large (as function of δ), we have exp (−Ωδ (k)) ≤ δ2e−k/C ≤
δ
2µ (F). Substituting this into (9), we obtain
µ
(F ′) ≥ µ (F)(1− δ
2
)
. (10)
The average 1|V |
∑
i∈V µ
(
(F ′) {i}{i}
)
is large. Since |A ∩ V | ≥ (1− δ2) kn |V | for any A ∈ F ′,
we have:
1
|V |
∑
i∈V
µ
((F ′){i}
{i}
)
=
1
|V |
∑
i∈V
∣∣∣(F ′){i}{i}∣∣∣(n−1
k−1
) = 1|V | (n−1k−1)
∑
i∈V
∑
A∈F ′
1i∈A =
1
|V | (n−1k−1)
∑
A∈F ′
∑
i∈V
1i∈A
=
1
|V | (n−1k−1)
∑
A∈F ′
|A ∩ V | ≥ 1|V | (n−1k−1)
∑
A∈F ′
(
1− δ
2
)
k
n
|V |
=
1
|V | (n−1k−1)
(
1− δ
2
) ∣∣F ′∣∣ k
n
|V | = 1(n
k
) (1− δ
2
) ∣∣F ′∣∣ = µ (F ′)(1− δ
2
)
.
By (10), this implies
1
|V |
∑
i∈V
µ
((F ′){i}
{i}
)
≥ µ (F ′)(1− δ
2
)
≥
(
1− δ
2
)2
µ (F) > (1− δ) µ (F) . (11)
The average 1|V |
∑
i∈V µ
(
F{i}{i}
)
is small. By the definition of V , for any i ∈ V we have
µ
(
F{i}{i}
)
< (1− δ)µ (F). This holds also on the average, and thus,
1
|V |
∑
i∈V
µ
(
F{i}{i}
)
< (1− δ)µ (F) ,
contradicting (11). This completes the proof of the lemma.
5.2 The general case
We now reduce the case where s is a general constant to the case s = 1 which we already
proved. We use the following simple claim.
Claim 5.4. Let n > 0, let S ⊆ [n], let i ∈ S, and let F ⊆ P ([n]). Suppose that {i} is δ2-fair
for F , and that S\ {i} is δ2 -fair for both of the families F
{i}
{i} ,F∅{i}. Then S is δ-fair for F .
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Proof. Let F ⊆ P ([n]) be as in the hypothesis, and let B ⊆ S. We have to show that
µ
(FBS ) ≥ (1− δ) µ (F). Suppose first that i ∈ B. Since the set S\ {i} is δ2 -fair for the family
F{i}{i} , and since the singleton {i} is δ2 -fair for F , we have
µ
(FBS ) ≥
(
1− δ
2
)
µ
(
F{i}{i}
)
≥
(
1− δ
2
)2
µ (F) > (1− δ)µ (F) .
Similarly, if i 6∈ B, we obtain
µ
(FBS ) ≥
(
1− δ
2
)
µ
(
F∅{i}
)
≥
(
1− δ
2
)2
µ (F) > (1− δ) µ (F) .
We are now ready to prove Proposition 5.1.
Proof of Proposition 5.1. The proof goes by induction on s. The case s = 1 is covered by
Lemma 5.3. Hence, we assume that the assertion holds for all s ≤ s0 − 1, namely, that for any
s ≤ s0 − 1 and any δ′ > 0, there exist C (s, δ′) , k0 (s, δ′) such that if k > k0 and if F ⊆
([n]
k
)
is
a family that satisfies µ (F) ≥ exp (−k/C), then the probability that a set S ∼ ([n]s ) is δ′-fair
for F is at least 1− δ′. We have to show that the same statement holds with respect to s0 and
any δ > 0.
Let S ∼ ([n]s0), and let i ∈ S. By Claim 5.4, we have
Pr [S is not δ-fair for F ] ≤ Pr
[
{i} is not δ
2
-fair for F
]
+ Pr
[
{i} is δ
2
-fair for F and S\ {i} is not δ
2
-fair for F∅{i}
]
+ Pr
[
{i} is δ
2
-fair for F and S\ {i} is not δ
2
-fair for F{i}{i}
]
.
Hence, we will be done if we can choose C (s0, δ) , k0 (s0, δ) such that each of the terms in
the right hand side is no larger than δ/3. For the first term, this clearly follows from the
induction hypothesis (applied with s = 1, δ′ = δ/3). For the third term, note that if {i} is
δ
2 -fair for F then µ
(
F{i}{i}
)
≥ (1 − δ2 )µ(F), and hence, we can apply the induction hypothesis
with s = s0 − 1, δ′ = δ/3, provided that C(s0, δ) is taken to be sufficiently large so that
(1− δ
2
)e
− k
C(s0,δ) ≥ e−
k−1
C(s0−1,δ/3) .
Finally, the second term is similar to the third one. This completes the proof of the proposition.
6 The Shadows of H-Free Families
Let H be a d-expanded hypergraph of size h. In this section we study the shadow of an H-free
family F ⊆ ([n]k ).
Our ‘meta’-goal, which originates in the work of Kostochka, Mubayi, and Verstrae¨te [69, 67,
68], is to show that H-freeness of F imposes a restriction of a similar type on the shadow ∂(F)
(and in some cases, also on the t-shadow ∂t(F)). Once we establish such a result, we shall use
it in Sections 7 and 8 to bound the size of H-free families in a three-step procedure:
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1. Deduce from the H-freeness of F that ∂(F) satisfies a certain restriction.
2. Deduce an upper bound on the size of ∂(F) from the restriction it satisfies.
3. Deduce an upper bound on |F| from the upper bound on the size of ∂(F), using a result
of Kostochka et al. [67].
Unfortunately, the assertion that if F is free of H then ∂(F) is free of some (possibly larger)
expanded hypergraph H′, is false, as can be seen in the following example:
Example 6.1. Let H be an hypergraph whose kernel is empty. Then the (1, 1)-star S{1} ={
A ∈ ([n]k ) : 1 ∈ A} is free of H, while its shadow consists of all ( [n]k−1).
Hence, in order to obtain a restriction on the shadow ∂(F), we introduce a coloring of ∂ (F).
One can think of the ∂(F) as being naturally colored by the elements of [n], where a subedge
E ∈ ∂ (F) is colored by all the elements i ∈ [n] such that E ∪ {i} ∈ F . (Note that the coloring
is non-standard, as each subedge can have more than one color.)
Definition 6.2. We say that the shadow ∂ (F) contains a rainbow copy of an ordered hyper-
graph (E1, . . . , Eh), if there exist distinct j1, . . . , jh such that all the sets E1∪{j1} , . . . , Eh∪{jh}
belong to F .
Taking the coloring of the shadow into consideration, we see that the shadow of S{1} in
Example 6.1 does satisfy some restrictions. Indeed, it is easily seen that ∂(S{1}) does not
contain a rainbow copy of a 3-matching. It turns out that a similar phenomenon occurs for any
forbidden hypergraph H.
We prove two propositions, which apply to different types of H. The first applies for any
d-expanded H of size h, and asserts that if F is free of H then ∂(F) is free of a rainbow copy
of a larger d-expanded hypergraph H′ =
(
s · ([v]d ))+, for sufficiently large s, v.
Proposition 6.3. Let n, k ∈ N, let d, h be constants, and let H ⊆ ([n]k ) be a d-expanded
hypergraph of size h. Denote s := 2h2 + 1 and v := 2dh2 + d.
For any H-free family F ⊆ ([n]k ), the shadow ∂ (F) does not contain a rainbow copy of the
hypergraph H′ =
(
s · ([v]d ))+.
The second proposition applies for a hypergraph H with kernel of size t, and asserts that if
F is free of H, then ∂(F) is free of a larger hypergraph H′′ with kernel of size t− 1. Since any
copy of H′′ is forbidden (and not only a rainbow one), this proposition can be applied t times
in a row, thus allowing us to use inductive arguments.
To formulate the proposition, we need a convenient notation for hypergraphs with a non-
empty kernel. For a hypergraph H ⊆ P([m]) with an empty kernel and and for t > 0, we denote
by H ⊕ [t] the hypergraph
{A ⊆ P([m+ t]) : A = A′ ∪ {m+ 1,m+ 2, . . . ,m+ t} for some A′ ∈ H}.
Of course, any hypergraph H with |K(H)| = t can be represented in this way (up to reordering
the coordinates), for some hypergraph H with an empty kernel.
Proposition 6.4. For any constants t, h, d ∈ N, there exists C = C (t, h, d), such that the
following holds for any C < ℓ < u/C.
Let H be a d-expanded hypergraph of size h with kernel of size t. For any H-free family
F ⊆ ([n]k ), the shadow ∂ (F) is free of the hypergraph H′′ = (([u]ℓ )⊕ [t− 1])+.
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6.1 Proof overview
The proof of Proposition 6.3 is a rather simple probabilistic argument.
We write H = H+1 for some d-uniform multi-hypergraph H1 of size h, and suppose on the
contrary that ∂(F) contains a rainbow copy of H′ =
(
s · ([v]d ))+, for sufficiently large s, v to be
determined below. This means that we can assign distinct vertices iE for each E ∈ E(H′), in
such a way that for any E ∈ E(H′) we have E ∪ iE ∈ F .
We now define a random copy (H1, . . . ,Hh) of H in the following way: First, we choose a
random copy (E′1, . . . ,E
′
h) ofH1 inside
([v]
d
)
. Then we enlarge this copy into (E1 ∈ ∂(F), . . . ,Eh ∈ ∂(F)),
by randomly choosing one of the s disjoint enlargements of each E′i contained in ∂(F). Finally,
our candidate copy of H in F is H˜ = (E1 ∪ {iE1}, . . . ,Eh ∪ {iEh}). It is clear that H˜ is a copy
of H in F if and only if each added vertex iEj is disjoint from the initial copy of H1 and with
each enlargement El \E′l, for all l 6= j. We show that by choosing v, s to be sufficiently large,
we can ensure that this occurs with a positive probability, and thus, F contains a copy of H, a
contradiction.
The proof of Proposition 6.4 is a bit more complex. We denote H = H0 ⊕ [t], and suppose
on the contrary that ∂(F) contains a copy of
H′′ =
((
[u]
ℓ
)
⊕ (t− 1)
)+
:= (C ⊕ [t− 1])+ ,
for sufficiently large (and appropriately chosen) u, ℓ. We color the shadow ∂(F) with the color
set [n] such that (χ(E) = i) ⇒ (E ∪ {i} ∈ F). (If there are several possible ‘colors’ for some
E, we choose one of them arbitrarily.) Thus, each color set χ−1(i) is contained in F{i}{i} . The
coloring induces a division of the hypergraph C ∼= ([u]ℓ ) into n hypergraphs C1, . . . , Cn.
The proof is based on two observations:
• We observe that each Ci is free of H0. (Indeed, if Ci had contained a copy of H0, then
χ−1(i) would contain a copy of (H0 ⊕ [t − 1])+, and so would F{i}{i} . Hence, F would
contain a copy of H = (H0 ⊕ [t])+, a contradiction.) This will allow us to deduce that
each Ci is ‘small’. From this we deduce (with an additional argument) that the Ci’s
contain a ‘multi-colored’ copy of any d-expanded hypergraph H, and thus the shadow
∂(F) contains a rainbow copy of (H ⊕ [t−1])+ (in which we denote the set of coordinates
that correspond to [t− 1] by T ′).
• We observe that the family FT ′T ′ is free of the (d − t+ 1)-expanded hypergraph H0 ⊕ [1],
and thus, by Proposition 6.3, its shadow does not contain a rainbow copy of some fixed
hypergraph. This is a contradiction, since by the first paragraph, ∂(FT ′T ′ ) contains a
rainbow copy of H+, for any d-expanded hypergraph H.
In more detail, the proof consists of three steps.
1. We prove a lemma which asserts that any h ‘sufficiently large’ families F1, . . . ,Fh ⊆
([n]
k
)
cross contain a copy of any fixed d-expanded hypergraph of size h. (Formally, the required
measure is min(µ(Fi)) ≥ max
(
e−k/C , C kn
)
, where C depends on d, h.) The proof of the
lemma uses Theorem 3.1 and Proposition 5.1.
2. By the first observation above, each Ci is free of H0, and hence, Step 1 allows us to deduce
that each Ci is ‘small’. We show that using the small size of the Ci’s, we can partition [n]
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into a constant number of sets V1, . . . , Vq such that the families ∪i∈VjCi are of ‘roughly
equal’ sizes, and in particular, are ‘large’ subsets of
([u]
ℓ
)
. We then use Step 1 again
to deduce that the families ∪i∈V1Ci, . . . ,∪i∈VqCi cross contain any fixed hypergraph H,
provided that u, ℓ are chosen properly (depending on the hypergraph we want the families
to cross contain).
3. Step 2 (applied with some fixed hypergraph H to be determined below) implies that the
shadow ∂(F) contains a rainbow copy of (H ⊕ [t− 1])+. Denoting the set of coordinates
that correspond to [t−1] here by T ′, this implies that ∂
(
FT ′T ′
)
contains a rainbow copy of
H+. However, by the second observation above, the family FT ′T ′ is free of the (d− t+ 1)-
expanded hypergraph H0⊕ [1], and thus, by Proposition 6.3, its shadow does not contain
a rainbow copy of the hypergraph H = s′ · ( [v′]d−t+1). Applying Step 2 with this H and
choosing u, ℓ properly, this yields a contradiction.
The rest of this Section is organized as follows. The proofs of Propositions 6.3 and 6.4 are
presented in Sections 6.2 and 6.3, respectively. Finally, in Section 6.4 we deduce a relation
between the size of an H-free family and the size of its shadows, using a result of Kostochka et
al. [67] and Proposition 6.4.
6.2 Families that are free of a general fixed hypergraph – proof of Proposi-
tion 6.3
In this section we present the proof of Proposition 6.3, following the strategy outlined in Sec-
tion 6.1.
Proof of Proposition 6.3. Suppose on the contrary that ∂ (F) contains a rainbow copy of s·([v]d )+
and denote this copy by C. We will show that F contains a copy of H (and thus obtain a
contradiction) by defining a random procedure for choosing h sets in F , and showing that these
sets constitute a copy of H with a positive probability.
Since H is d-expanded, it can be written in the form H = H+1 , for some d-uniform multi-
hypergraph H1 of size h. Write H1 = {H1, . . . ,Hh} and denote H = H1 ∪ · · · ∪Hh.
It would also be helpful for us to make the fact that ∂ (F) contains a rainbow copy of
H′ = s · ([v]d )+ more explicit. Write m = s(vd), and let C = {C1, . . . , Cm} be a copy of H in
∂ (F). Denote by V the center of C (i.e., the set that corresponds to [v] in the isomorphism
between C and H′ = s · ([v]d )+).
By definition, there exist distinct i1, . . . , im ∈ [n] such that the sets C1∪{i1} , . . . , Cm∪{im}
belong to F . We define a coloring χ : C → [n] that attaches to each set Cj the corresponding
singleton {ij}.
We now describe a random procedure for choosing h sets out of C1 ∪ {i1} , . . . , Cm ∪ {im}.
As we shall prove below, the chosen sets constitute a copy of H in F with a positive probability.
Our random procedure proceeds as follows:
1. We choose a set G ∼ ( V|H|). Intuitively, G should be thought of as a “copy” of the set H.
2. We choose uniformly at random a bijection π : H → G, and set G1 := π (H1) , . . . ,Gh :=
π (Hh). This makes the hypergraph {G1, . . . ,Gh} a random copy of H1.
At this stage, note that if we will be able to attach to each Gi a set Ei of the form
Cj ∪{ij}, such that Gi ⊆ Ei, and such that E1\G1, . . . ,Eh\Gh are pairwise disjoint sets
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that do not intersect G, then our proof would be completed. We attach sets of the form
Cj ∪ {ij} randomly in the following way:
3. We choose uniformly at random a set Si ⊇ Gi out of the s sets Ci,1, . . . , Ci,s ⊆ ∂(F) that
contain Gi, and denote Ei := Si ∪ χ (Si) ∈ F .
The following claim will complete the proof, by contradicting our hypothesis that the family
F is H-free.
Claim 6.5. The hypergraph
S = {E1,E2, . . . ,Eh} ⊆ F
is a copy of H with a positive probability.
Proof. We define a series of ‘bad events’, such that if none of these bad events occur, then
the random sets E1\G1, . . . ,Eh\Gh,G are pairwise disjoint. The events are divided into two
types.
• Bad events of type 1: For i ∈ [h], we let Bi be the event that the vertex χ (Si) is
included in G\Gi.
• Bad events of type 2: For i, j ∈ [h] such that i 6= j, we let Bij be the event that the
vertex χ (Si) is included in Sj\Gj.
It is easy to verify that S is a copy of H if none of the above bad events occurs. Thus, by a
union bound,
Pr [S is a copy of H] ≥ 1− Pr

 h⋃
i=1
h⋃
j 6=i
Bi,j ∪
h⋃
i=1
Bi

 ≥ 1− h∑
i=1
h∑
j 6=i
Pr [Bij]−
h∑
i=1
Pr [Bi] . (12)
The assertion of the claim would follow from an upper bound on the probabilities Pr [Bij ] ,Pr [Bi].
An upper bound on the probability of a bad event of type 1. Let i ∈ [h]. We claim
that for each possible value Si of the random set Si, we have Pr [Bi |Si = Si] ≤ |G\Gi||V \Gi| . Indeed,
if χ (Si) 6∈ V then Pr [Bi |Si = Si] = 0, and if χ (Si) ∈ V , then the probability that χ (Si) was
chosen to be in the random set G\Gi is |G\Gi||V \Gi| . Hence,
Pr [Bi] ≤ |G\Gi||V \Gi| ≤
d (h− 1)
v − d , (13)
for any i ∈ [h].
An upper bound on the probability of a bad event of type 2. Let i, j be distinct
elements of [h]. We claim that for each possible pair of values (G,Si) of the random sets G,Si,
we have Pr [Bi,j |Si = Si,G = G] ≤ 1s . Indeed, note that for fixed G and Si, the vertex χ (Si)
belongs to at most one of the sets Cj,1, . . . , Cj,s. If χ (Si) does not belong to any of these sets,
we have Pr [Bi,j |Si = Si,G = G] = 0 < 1s . Otherwise, let l ∈ [s] be such that χ (Si) ∈ Cj,l.
Then
Pr [Bi,j |Si = Si,G = G] = Pr [Sj = Cj,l] = 1
s
.
Therefore, we have
Pr [Bi,j ] ≤ 1
s
. (14)
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Plugging (13) and (14) into Equation (12), we obtain
Pr [S is a copy of H] > 1− dh
2
v − d −
h2
s
> 0,
where the latter inequality holds due to the choice of s and r. This completes the proof of the
claim.
By the claim, the hypergraph {E1,E2, . . . ,Eh} is a copy of H in F with a positive proba-
bility. This contradicts the hypothesis that F is H-free.
6.3 Families that are free of a hypergraph with a non-empty kernel – proof
of Proposition 6.4
In this section we present the proof of Proposition 6.4, following the steps outlined in Section 6.1.
We start with a lemma which shows that ‘large’ families cross contain a copy of any fixed
d-expanded ordered hypergraph.
Proposition 6.6. For any constants d, h, there exists a constant C that depends only on
d, h, such that the following holds. Let H be a d-expanded ordered hypergraph of size h. Let
C < k1, . . . , kh < n/C, and let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
be families such that for each i ∈ [h],
µ (Fi) ≥ max
(
e−ki/C , C
ki
n
)
. (15)
Then F1, . . . ,Fh cross contain a copy of H.
Remark 6.7. Note that with respect to the bound (15) on the measures of the Fi’s, there exists
a constant c such that term e−ki/C is the dominant term when ki ≤ c log n, and the term C kin
is dominant when ki > c log n.
Proof of Proposition 6.6. Let H1 = (H1, . . . ,Hh) be a d-uniform ordered hypergraph such that
H = H+1 , and denote H = H1 ∪ · · · ∪ Hh. By Proposition 5.1 (which can be applied since
µ(Fi) ≥ e−ki/C for all i), there exists a set G ∈
( [n]
|H|
)
that is 12 -fair for each of the families Fi
(simultaneously). Choose an arbitrary bijection π : H → G, and write G1 = π (H1) , . . . Gh =
π (Hh). By the
1
2 -fairness of G, we have
µ
(
(Fi)GiG
)
≥ 1
2
µ (Fi) ≥ C
2
ki
n
,
for any i ∈ [h]. This allows us to apply Theorem 3.1 to the families (F1)G1G , . . . , (Fh)GhG
and deduce that they cross contain a matching (D1, . . . ,Dh), provided that C is large enough.
(Specifically, C = 2h is sufficient for this purpose, since it assures that for each i ∈ [h], µ((Fi)GiG )
is larger than the measure of the (h− 1, 1)-star S ′ ⊆ ([n]ki ).)
Now, the hypergraph {G1 ∪D1, . . . , Gh ∪Dh} is a copy of H and satisfies Gi ∪Di ∈ Fi for
each i ∈ [h]. Hence, F1, . . . ,Fh cross contain a copy of H, as asserted.
We now present another lemma which will allow us to perform Step 2 of the proof. This
lemma essentially shows that given a division of some set to many ‘small’ disjoint sets, we can
group the sets together into a constant number of disjoint subsets whose sizes are roughly equal.
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Proposition 6.8. Let 0 < δ < 1, let S be a set, and let f : S → [n] be a division of S into n
disjoint subsets. If for each i we have |f−1(i)| ≤ δ|S|, then there exists a division V1, V2, . . . , Vq
of [n] such that for each j ∈ [q], ∣∣∣∣∣∣
⋃
i∈Vj
f−1(i)
∣∣∣∣∣∣ ≤ 2δ|S|, (16)
and for each j ∈ [q] except for at most one,∣∣∣∣∣∣
⋃
i∈Vj
f−1(i)
∣∣∣∣∣∣ ≥ δ|S|. (17)
Proof. We obtain the required division by a process of alterations of the function f , which we
denote by f1, f2, . . ..
1. We start with f0 = f .
2. In the l’th step (for l ≥ 0), given the function fl, we check whether there exist distinct
i1, i2 such that max(|f−1l (i1)|, |f−1l (i2)|) ≤ δ|S|.
(a) If there are no such i1, i2, we take fl to be the final function and the sets {f−1l (i)}
to be the required Vi’s.
(b) If there are such pairs i1, i2, we choose arbitrarily one of these pairs and unify the
sets f−1l (i1), f
−1
l (i2). That is, we first define an auxiliary function f˜l+1 : S → [n− l]
by f˜l+1(x) = i1 if x ∈ f−1l (i1)∪ f−1l (i2), and f˜l+1(x) = fl(x) otherwise, and then we
transform f˜l+1 into fl+1 : S → [n− l− 1] by renaming the output coordinates (using
the fact that f˜−1l+1(i2) is empty).
It is clear that the process terminates after at most n steps. We claim that the resulting
subdivision satisfies the assertions of the proposition. Indeed, (16) is satisfied since the initial
sets {f−1(i)} are of size at most δ|S|, and thus at each step of the process, we unify two sets of
size at most δ|S|. Hence, no set of size more than 2δ|S| is generated. Likewise, (17) is satisfied
since if there are at least two indices i1, i2 for which (17) does not hold, then the process does
not terminate at that stage (as we can unify them). This completes the proof.
Now we are ready to present the proof of Proposition 6.4.
Proof of Proposition 6.4. We denote H = H0 ⊕ [t], and suppose on the contrary that ∂(F)
contains a copy of
H′′ =
((
[u]
ℓ
)
⊕ (t− 1)
)+
:= (C ⊕ [t− 1])+ ,
for u, ℓ to be defined below. We color the shadow ∂(F) with the color set [n] such that
(χ(E) = i) ⇒ (E ∪ {i} ∈ F). (If there are several possible ‘colors’ for an edge, we choose
one of them arbitrarily.) Thus, each color set χ−1(i) is contained in F{i}
{i}
. The coloring induces
a division of the hypergraph C ∼= ([u]ℓ ) into n hypergraphs C1, . . . , Cn.
Denote the set of coordinates that correspond in the hypergraph H′′ to [t − 1] by T ′. As
explained in Section 6.1, the family FT ′T ′ is free of the (d− t+1)-expanded hypergraph H0⊕ [1].
Hence, by Proposition 6.3, its shadow does not contain a rainbow copy of the hypergraph H =
s′ · ( [v′]d−t+1), for an appropriate choice of s′, v′. Fix such a choice of s′, v′ and set m = s′( v′d−t+1).
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As explained in Section 6.1, each Ci is free of H0. Hence, by Proposition 6.6 there exists
C1 = C1(d, h) such that if C1 < ℓ < u/C1, we have
µ(Ci) ≤ max
(
e−ℓ/C1 , C1
ℓ
u
)
. (18)
We would like now to apply Proposition 6.8 to the partition (C1, . . . , Cn) of C, in such a way
that we will be able to apply Proposition 6.6 to the resulting division. To do so, we first set a
constant C˜2 to be C(m,d−t+1) in the notations of Proposition 6.6 (i.e., the constant for which
the proposition holds with respect to the parameters (m,d− t+1)), and set C2 = max(C1, C˜2).
We then apply Proposition 6.8 to the partition (C1, . . . , Cn) of C, with the parameter
δ = max
(
e−ℓ/C2 , C2
ℓ
u
)
.
(Note that by the choice of C2 and (18), we indeed have µ(Ci) ≤ δ for all i ∈ [n]). This is the
point at which we determine u and ℓ: we take them in such a way that δ < 12m+1 . (This can
clearly be done without violating the previous conditions on u, ℓ, by taking u, ℓ to be sufficiently
large as function of d, h, t).
By Proposition 6.8, there exists a division V1, . . . , Vq of [n] such that for each j ∈ [q],
µ
(∪i∈VjCi) ≤ 2δ, (19)
and for each j ∈ [q] except for at most one,
µ
(∪i∈VjCi) ≥ δ. (20)
Note that C is a disjoint union of the families {∪i∈VjCi}j∈[q], and thus,
1 = µ(C) =
q∑
i=1
µ
(∪i∈VjCi) ≤ 2δq,
where the inequality follows from (19). Since δ < 12m+1 , this implies that q ≥ m + 1. Hence,
by (20), there exist m indices j1, . . . , jm such that µ
(∪i∈VjCi) ≥ δ for all j ∈ {j1, . . . , jm}.
We now apply Proposition 6.6 to the families ∪i∈Vj1Ci, . . . ,∪i∈VjmCi. By the choice of δ,
Proposition 6.6 implies that these families cross contain a copy of the hypergraphH. Therefore,
the shadow ∂(F) contains a rainbow copy D of the hypergraph (H ⊕ [t− 1])+ in which the set
of coordinates that correspond to [t− 1] is T ′ (defined at the beginning of the proof).
Finally, we consider the family FT ′T ′ and its shadow. The previous paragraph implies that
∂(FT ′T ′ ) contains a rainbow copy of the hypergraphH. This is a contradiction, since (as explained
at the beginning of the proof) the family FT ′T ′ is free of the (d − t + 1)-expanded hypergraph
H0 ⊕ [1], and thus, by Proposition 6.3, its shadow does not contain a rainbow copy of H. This
completes the proof.
6.4 Relation between the size of an H-free family and the sizes of its shadows
The following proposition, essentially proved by Kostochka, Mubayi, and Verstrae¨te [67, Lem-
mas 3.1 and 3.2], allows us to bound the size of an H-free family F in terms of the size of its
shadow.
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Proposition 6.9. Let k > dh+1, and let H ⊆ ([n]k ) be a d-expanded hypergraph of size h. For
any H-free family F ⊆ ([n]k ), we have |F| ≤ kh |∂ (F)|.
Using Proposition 6.4, we can generalize Proposition 6.9 to the t-shadow, where (t − 1) is
the size of the kernel of H.
Proposition 6.10. For any constants d, h, t, there exists a constant C = C(d, h, t) such that
the following holds. Let C < k < n/C and let H ⊆ ([n]k ) be a d-expanded hypergraph of size h
whose kernel is of size t− 1. For any H-free family F ⊆ ([n]k ), we have
|F| ≤ C2kt|∂t (F) |.
Proof. By Proposition 6.4, for any l ≤ t − 1, the l’th shadow ∂l(F) is free of a dl-expanded
hypergraph Hl of size hl, where dl, hl depend only on d, h, t. Hence, Proposition 6.9 can be
applied t times in a row, to the families F , ∂(F), ∂2(F), . . ., to yield the assertion. (Note that
the condition C < k < n/C is required for applying Proposition 6.4).
7 Uncapturable Families Contain Any Fixed d-Expanded Hy-
pergraph
Let d, h be constants, and let H be a d-expanded ordered hypergraph of size h. In this section
we prove two propositions. The first essentially asserts that for C log n < k < n/C, any h
uncapturable families of k-sets cross contain a copy of H. Formally:
Proposition 7.1. For any constants d, h, r, there exist constants C, s that depend only on
d, h, r, such that the following holds. Let H be a d-expanded ordered hypergraph of size h. Let
C log n < k1, . . . , kh < n/C, and let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
be
(
s,
(
ki
n
)r)
-uncapturable
families. Then f1, . . . ,Fh cross contain a copy of H.
Note that the hypothesis ki > C log n is necessary, due to the following example.
Example 7.2. Let {S1, . . . , Sh} be a balanced partition of [n]. Then the families F1 =
(
S1
k
)
, . . . ,Fh =(Sh
k
)
are cross free of any hypergraph of size h except for the matching hypergraph Mh that
consists of h pairwise disjoint edges. However, for any constant s, the families Fi are
(
s, kn
)
-
uncapturable if k ≤ c log n for a sufficiently small constant c.
The second proposition holds for any C < k < n/C, but applies only in the ‘single family’
setting. Here we essentially show that any ‘not too small’ uncapturable family contains a copy
of H. Formally:
Proposition 7.3. For any constants d, h, r, t, there exist constants C, s that depend only on
d, h, r, t, such that the following holds. Let H be a d-expanded hypergraph of size h with a kernel
of size t− 1. Let C ≤ k ≤ n/C, and let F ⊆ ([n]k ) be an (s, ǫ ( kn)t)-uncapturable family, where
ǫ = max
(
e−k/C , C
(
k
n
)r)
. Then F contains a copy of H.
7.1 Proof overview
A central ingredient in the proofs of both propositions is the following new notion of regularity,
that is somewhat reminiscent of ǫ-fairness.
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Definition 7.4. A family F ⊆ ([n]k ) is said to be (h, α)-quasiregular if µ (FBB ) ≤ αµ (F) for
any B ⊆ [n] with |B| ≤ h.
It is clear that when α is very close to 1, quasiregularity imposes a strong restriction on
the structure of F . However, we shall consider this notion mainly with much larger values
of α, at the vicinity of n/k. We will show that quasiregularity implies uncapturability (with
appropriate parameters), and that on the other hand, uncapturable families can be ‘upgraded’
to quasiregular ones by looking at appropriate slices.
The proof of Proposition 7.1 consists of three steps. Let H1 ⊆
([hd]
d
)
be the ‘base’ multi-
hypergraph, such that H+1 = H.
1. We first show that there exist ‘small’ disjoint sets T1, . . . , Th, such that the families
G1 := (F1)T1T1∪···∪Th , . . . ,Gh := (Fh)
Th
T1∪···∪Th
are quasiregular. (This is the ‘upgrade’ from
uncapturability to quasiregularity mentioned above.)
2. We use the quasiregularity to show that there exists a copy of H1 of the form (H1, . . . ,Hh),
such that the families (G1)H1H1∪···∪Hh , . . . , (Gh)
Hh
H1∪···∪Hh
are uncapturable. This part relies
on Proposition 5.1.
3. We apply Proposition 3.4 to find a matching (M1,M2, . . . ,Mh) such that
M1 ∈ (G1)H1H1∪···∪Hh , . . . ,Mh ∈ (Gh)
Hh
H1∪···∪Hh
.
Now, the sets
M1 ∪H1 ∪ T1 ∈ F1, . . . ,Mh ∪Hh ∪ Th ∈ Fh
constitute a copy of H, and thus, the families F1, . . . ,Fh cross contain a copy of H.
Proposition 7.3 is proved by induction on |K(H)| and is mainly based on the relation between
F and its shadow explored in Section 6. We let F be an H-free family and want to show that
F is capturable. Denote Ai = F{i}{i} for all i ∈ [n] and assume w.l.o.g. µ(A1) ≥ . . . ≥ µ(An).
The proof of the induction basis proceeds in three steps.
1. We use Proposition 6.3 to assert that there exist m, l such that any s = l
(
m
d
)
of the Ai’s
are cross free of a ‘multi-colored’ copy of the hypergraph l · ([m]d ), and deduce that one of
them must be ‘small’.
2. By a slightly more involved argument, we deduce that not only the families Ai are ‘small’
for all i ≥ s, but also that µ(∪i>sAi) is ‘small’.
3. We deduce that the shadow of the family F∅[s] is ‘small’, and hence, by Proposition 6.9,
F∅[s] is ‘small’ as well, meaning that F is capturable.
The induction step is easy, using Proposition 6.4 which asserts that if F is free of a hypergraph
with kernel of size t, then its shadow is free of a ‘not much larger’ hypergraph with kernel of
size t− 1.
The rest of this section is organized as follows. In Section 7.2 we study the relation between
quasiregularity and uncapturability. The proof of Proposition 7.1 is presented in Section 7.3,
and the proof of Proposition 7.3 is presented in Section 7.4.
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7.2 Uncapturability and quasiregularity
In this subsection we study the relation between the new notion of quasiregularity and the
notion of uncapturability discussed in the previous sections. Our first proposition asserts that
quasiregularity, even with α as large as cn/k (for a sufficiently small constant c) is sufficient to
imply uncapturability. Moreover, we show that if F is quasiregular and t is a constant, then
for any set T of size t that is ǫ-fair for F , each slice FBT (for B ⊆ T ) is uncapturable.
Proposition 7.5. Let s, t ∈ N and α, ǫ ∈ (0, 1), and write c = α(1−ǫ)(s+t) . Let k < cn, let F ⊆
([n]
k
)
be a
(
t+ 1, cnk
)
-quasiregular family, and let T be a t-element set that is ǫ-fair for F . Then for
any B ⊆ T , the slice FBT is (s, (1− α)µ (F))-uncapturable.
Proof. First we prove the assertion for t = 0. That is, we assume that F is (1, cnk )-quasiregular
and have to show that F itself is (s, (1− α)µ (F))-uncapturable. Suppose, on the contrary,
that there is a set S of size s such that µ
(
F∅S
)
≤ (1− α)µ (F). We have
µ (F) = |F|(n
k
) ≤
∑
i∈S
∣∣∣F{i}{i} ∣∣∣+ ∣∣∣F∅S∣∣∣(n
k
) =∑
i∈S
(n−1
k−1
)(n
k
) µ(F{i}{i})+ µ(F∅S)
(n−s
k
)(n
k
) .
By the quasiregularity of F , we have µ
(
F{i}{i}
)
< αs
n
kµ (F), and by the assumption on S,
µ
(
F∅S
)
(n−sk )
(nk)
≤ (1− α)µ (F). Thus,
µ (F) ≤
∑
i∈S
(
n−1
k−1
)(
n
k
) µ(F{i}{i})+ µ(F∅S)
(n−s
k
)(
n
k
) < µ (F) (α+ 1− α) = µ (F) ,
a contradiction.
Now we consider a general t ≥ 0. Let |T | = t and B ⊆ T . By the quasiregularity of F , the family
FBB is
(
t+ 1− |B| , µ(F)
µ(FBB )
cnk
)
-quasiregular. Note that by the fairness of T , we have µ(FBB ) ≥
(1− ǫ)µ(F), and thus, µ(F)
µ(FBB )
c ≤ 11−ǫ α(1−ǫ)s+t ≤ αs+t . Hence, F is
(
1, αs+t
n
k
)
-quasiregular. There-
fore, the above proof of the case t = 0 implies that FBB is (s+ t, (1− α)µ (F))-uncapturable.
Hence, the family FBT is (s, (1− α)µ (F))-uncapturable. This completes the proof.
Our second proposition asserts that uncapturable families can be ‘upgraded’ to quasiregular
families, namely, that if F1, . . . ,Fh are uncapturable families, then we may find ‘small’ pairwise
disjoint sets T1, . . . , Th, such that the families (F1)T1T1∪···∪Th , . . . , (Fh)
Th
T1∪···∪Th
are quasiregular.
Proposition 7.6. For any constants h, h′, r, c, there exist constants C, s that depend only on
h, h′, r, c, such that the following holds. Let C < k1, . . . , kh < n/C and let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆([n]
kh
)
be families. Suppose that each family Fi is
(
s,
(
ki
n
)r)
-uncapturable. Then there exist
pairwise disjoint sets T1, . . . , Th of size at most 2h
′r, such that for any i ∈ [h] , the family
(Fi)TiT1∪...∪Th is
(
h′, c nki
)
-quasiregular, and µ
(
(Fi)TiT1∪···∪Th
)
≥ 12
(
ki
n
)r
.
We shall need the following simple claim.
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Claim 7.7. Let r, h be constants, and let F ⊆ ([n]k ) be a k-uniform family. If µ (F) ≥ (k/n)r,
then there exists a set T of size ≤ 2h′r such that the slice FTT is an
(
h′,
√
n/k
)
-quasiregular
family, and µ
(FTT ) ≥ µ (F).
Proof. If F itself is
(
h′,
√
n/k
)
-quasiregular, we are done. Otherwise, we may find some set
S0 of size at most h
′, such that µ
(
FS0S0
)
≥√n/k ·µ (F). We now repeat this process with FS0S0
instead of F . The process will terminate after at most 2r iterations.
Proof of Proposition 7.6. Let s, C be sufficiently large constants to be determined below. Since
F1 is
(
s,
(
k1
n
)r)
-uncapturable, we have µ (F1) ≥
(
k1
n
)r
. By Claim 7.7, there exists a set T1
of size at most 2h′r such that the slice (F1)T1T1 is
(
h′,
√
n
k1
)
-quasiregular. Since the family
(F2)∅T1 is
(
s− |T1| ,
(
k2
n
)r)
-uncapturable, there exists a set T2 of size at most 2h
′r such that
the slice (F2)T2T1∪T2 is
(
h′,
√
n
k2
)
-quasiregular. Continuing in this fashion, we obtain that there
exist pairwise disjoint sets T1, T2, . . . , Th, each of size at most 2h
′r, such that each family
(Fi)TiT1∪T2∪···∪Ti is
(
h′,
√
n
ki
)
-quasiregular, and such that µ
(
(Fi)TiT1∪T2∪···∪Ti
)
≥
(
ki
n
)r
.
Let i ∈ [h]. Write A for the
(
h′,
√
n
ki
)
-quasiregular family (Fi)TiT1∪T2∪···∪Ti , and denote
S = Ti+1 ∪ · · · ∪ Th. It is clear that in order to complete the proof of the proposition, it is
sufficient to show that for any i, the corresponding family A∅S is
(
h′, c nki
)
-quasiregular, and
satisfies µ
(
A∅S
)
≥ 12
(
ki
n
)r
. (Note that while we suppress the index i in the definition of A and
S for sake of clarity, A and S do depend on i.)
The family A ⊆ ([n]\{T1∪...∪Ti}
k−|Ti|
)
is
(
h′,
√
n
ki
)
-quasiregular, and thus, for a sufficiently large
C it is
(
1, 12|S|
n−|T1∪...∪Ti|
k−|Ti|
)
-quasiregular. Hence, by Proposition 7.5 (applied with t = 1, s =
|S|, α = 1/2), the family A is (|S|, µ(A)/2)-uncapturable. In particular,
µ
(
A∅S
)
≥ µ (A)
2
≥ 1
2
(
ki
n
)r
. (21)
Suppose on the contrary that A∅S is not
(
h′, c nki
)
-quasiregular, i.e., that there exists a set B
with |B| ≤ h′ such that µ (ABS∪B) ≥ c nkiµ(A∅S). In such a case, we have
µ
(ABB) ≥ Pr
A∼( [n]\Bki−|B|)
[A ∩ S = ∅]µ (ABS∪B) ≥ c′µ (ABS∪B) ≥ c′ nkiµ(A∅S) ≥ c
′
2
n
ki
µ(A),
for some c′ that depends on h, h′, r, c (where the second to last equality follows from the as-
sumption on B and the last inequality follows from (21)).
However, provided that C is sufficiently large, this contradicts the fact that
µ
(ABB) ≤√ nkiµ (A) ,
which follows from the
(
h′,
√
n
ki
)
-quasiregularity of A. This completes the proof.
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7.3 The case of a large k – proof of Proposition 7.1
In this subsection we prove Proposition 7.1, namely, that for C log n < k < n/C, uncapturable
families cross contain any fixed ordered hypergraph. First we prove the same assertion under the
stronger assumption of quasiregularity, and then we prove Proposition 7.1 using the ‘upgrade’
from uncapturability to quasiregularity presented above.
Proposition 7.8. For any constants d, h, r ∈ N, there exists a constant c = c (d, h, r) such
that the following holds. Let k1, . . . , kh ≤ cn, and let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
. Suppose that
each family Fi is
(
dh+ 1, c nki
)
-quasiregular. If F1, . . . ,Fh are cross free of some d-expanded
hypergraph H of size h, then there exists i ∈ [h], such that
µ (Fi) ≤ min
(
e−cki ,
3
2
(
ki
n
)r)
.
Proof. Let c be a small constant to be determined below and let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
be
families that satisfy the assumptions of the proposition. Suppose that for all i, µ (Fi) ≥ e−cki .
We shall show that there exists i ∈ [h], such that µ (Fi) ≤ 32
(
ki
n
)r
, which will complete the
proof.
Write H = (A1, . . . , Ah)+ for sets A1, . . . , Ah of size at most d, and let A = A1 ∪ · · · ∪ Ad.
Since µ (Fi) ≥ e−cki for all i, Proposition 5.1 (that can be applied if c is sufficiently small, as
function of h, d) implies that there exists an |A|-set A′ that is 13 -fair for each of the families
F1, . . . ,Fh.
Let (A′1, . . . , A
′
h) ⊆ P (A′) be a copy of the ordered hypergraph (A1, . . . , Ah). Since the
families F1, . . . ,Fh are cross free of H = (A1, . . . , Ah)+, the families (F1)A
′
1
A′ , . . . , (Fh)
A′h
A′ are
cross free of a matching. Indeed, if there existed pairwise disjoint sets D1 ∈ (F1)A
′
1
A′ , . . . ,Dh ∈
(Fh)A
′
h
A′ , then the sets D1 ∪A′1 ∈ F1, . . . ,Dh ∪A′h ∈ Fh would constitute a copy of H.
By Proposition 3.4 (applied to the families (F1)A
′
1
A′ , . . . , (Fh)
A′h
A′ ), there exists i ∈ [h] and a
constant s = s (r, d, h), such that the family (Fi)A
′
i
A′ is
(
s,
(
k
n
)r)
-capturable.
On the other hand, as A′ is (1/3)-fair for Fi, by Proposition 7.5 (that can be applied provided
c is sufficiently small; note that this is the place where we use the (dh+ 1, ·)-quasiregularity of
Fi), the family (Fi)A
′
i
A′ is
(
s, 23µ(Fi)
)
-uncapturable.
Therefore, we have 23µ (Fi) <
(
ki
n
)r
. This completes the proof of the proposition.
The following corollary is immediate, using the fact that for k ≫ log n, we have e−Ω(k) ≪
(k/n)O(1).
Corollary 7.9. For any constants d, h, r > 0, there exist constants C, c that depend only
on d, h, r such that the following holds. Let C log n < k1, . . . , kh < n/C, and let F1 ⊆([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
. Suppose that each family Fi is
(
dh+ 1, c nki
)
-quasiregular. If for any
i ∈ [h] we have µ(Fi) ≥ 2
(
ki
n
)r
, then F1, . . . ,Fh cross contain any d-expanded hypergraph H
of size h.
Now we are ready to prove Proposition 7.1.
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Proof of Proposition 7.1. LetH be a d-expanded ordered hypergraph of size h. Let C, s be large
constants to be determined below, let C log n < k1, . . . , kh < n/C, and let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆([n]
kh
)
be families such that for any i ∈ [h], Fi is
(
s,
(
ki
n
)r)
-uncapturable.
Let c > 0 be a small constant to be determined below. Proposition 7.6, that can be applied
if s, C are sufficiently large (as function of d, h, r, c), assures that there exist pairwise disjoint
sets T1, . . . , Th, such that each family (Fi)TiT1∪···∪Th is
(
dh+ 1, c nki
)
-quasiregular, and such that
µ
(
(Fi)TiT1∪···∪Th
)
≥ 1
2
(
ki
n
)r
>
3
2
(
ki
n
)r+1
. (22)
Thus, we may apply Corollary 7.9 to the families (F1)T1T1∪···∪Th , . . . , (Fh)
Th
T1∪···∪Th
(with the
parameters (d, h, r + 1); note that this requires c to be sufficiently small as function of d, h, r,
and in turn, by the previous paragraph requires s, C to be sufficiently large as function of d, h, r)
to deduce that these families cross contain H.
Let B1 ∈ (F1)T1T1∪···∪Th , . . . , Bh ∈ (Fh)
Th
T1∪···∪Th
be a copy of H cross contained in the families
(F1)T1T1∪···∪Th , . . . , (Fh)
Th
T1∪···∪Th
. Then the sets B1 ∪ T1 ∈ F1, . . . , Bh ∪ Th ∈ Fh form a copy of
H cross contained in F1, . . . ,Fh. This completes the proof.
7.4 The case of a small k – proof of Proposition 7.3
In this subsection we present the proof of Proposition 7.3. The proof is by induction on |K(H)|.
We first prove the assertion for t = 1 (i.e., the case of empty kernel), which requires most of the
work, and then present the easier induction step. Throughout this section, F ⊆ ([n]k ) denotes a
family that is free of a d-expanded hypergraph H of size h. Note that since the case k ≫ log n
was covered by Proposition 7.1, we may assume that k < C ′ log n for a sufficiently large constant
C ′.
Proposition 7.10. For any constants d, h, r, there exist constants C, s that depend only on
d, h, r, such that the following holds. Let H be a d-expanded hypergraph of size h. Let C <
k < n/C, and let F ⊆ ([n]k ) be an (s, ǫ kn)-uncapturable family, where ǫ = max (e−k/C , C(k/n)r).
Then F contains a copy of H.
The proof of the proposition uses the results of Section 6 so let us briefly recall the relevant
notions.
The shadow ∂(F) is said to contain a rainbow copy of a hypergraph H1 = {A1, . . . , As} if
there is a copy {B1, . . . , Bs} of H1 and distinct elements v1, . . . , vs, such that B1, . . . , Bs ∈ ∂(F)
and B1 ∪ {v1} , . . . , Bs ∪ {vs} ∈ F . Proposition 6.3 asserts that if F is H-free, then the shadow
∂(F) is free of a rainbow copy of the hypergraph H′ = l · ([m]d )+, provided that l and m are
sufficiently large constants. This implies the following:
Claim 7.11. Let s = l
(m
d
)
. For any pairwise disjoint sets U1, U2, . . . , Us ⊆ [n], the families
G1 :=
⋃
j∈U1
F{j}{j} , . . . ,Gs :=
⋃
j∈Us
F{j}{j} (23)
(which are subsets of ∂(F)) are cross free of the hypergraph H′ = l · ([m]d )+ as well.
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Let F ⊆ ([n]k ). Denote Ai = F{i}{i} for any i ∈ [n] and assume without loss of generality that
µ(A1) ≥ µ(A2) ≥ . . . ≥ µ(An). In order to prove Proposition 7.10, we assume that F is free of
H, and show that F is (s, ǫ kn)-capturable, for s = l(md ). The proof consists of four steps:
Step 1: An upper bound on the size of families that are cross free of the hypergraph
H′ = l · ([m]d )+. We use Proposition 6.6 to deduce that if B1, . . . ,Bs ⊆ ( [n]k−1) are families that
are cross free of H′ then there exists i ∈ [s] such that µ(Bi) ≤ e−k/C′′ , for a sufficiently large
constant C ′′.
Step 2: An upper bound on µ(As). The families A1, . . . ,As are cross free of H′ (by
Claim 7.11, with Gi = Ai), and thus Step 1 implies that µ(As) ≤ e−ck.
Step 3: An upper bound on µ (∪j>sAj). We divide the set of coordinates {s+1, s+2, . . . , n}
into s groups U1, . . . , Us in such a way that the measures ∪i∈U1Ai, . . . ,∪i∈UsAi are close to each
other. Applying Step 1 to these families, we obtain that the smallest of them has measure at
most e−ck, and deduce that their union is also small – specifically, µ (∪j>sAj) ≤ 3se−ck.
Step 4: Deducing that F is capturable. Since ∂
(
F∅
[s]
)
⊆ ∪ni=s+1Ai, Step 3 implies that
µ
(
∂
(
F∅[s]
))
≤ 3se−ck. By Proposition 6.9, this implies that F∅[s] is ‘small’, and thus, F is
capturable.
Now we present the proof in detail.
Proof of Proposition 7.10. Let r > 0 and let H be a d-expanded hypergraph of size h. Let C, s
be sufficiently large constants to be determined below. Let C < k < n/C, and let F ⊆ ([n]k ) be
an H-free family. We want to show that F is (s, ǫ kn)-capturable, where ǫ = max (e−k/C , C( kn)r).
By Proposition 7.1, we may assume that k < C ′ log n, for some C ′ = C ′ (d, h, r). By Proposition
6.3, there exist constants m = m (d, h) , l = l (d, h), such that ∂(F) is free of a rainbow copy of
the hypergraph H′ = l · ([m]d )+. Set s := l(md ). The following claim establishes Step 1 of the
proof.
Claim 7.12. There exists a constant C ′′ = C ′′ (d, h, r) such that the following holds. Let
B1, . . . ,Bs ⊆
( [n]
k−1
)
be families that are cross free of the hypergraph H′ = l · ([m]d )+. Then
minsi=1 {µ (Bi)} ≤ e−k/C
′′
.
Proof. The claim follows immediately from Proposition 6.6, using the assumption k < C ′ log n.
We proceed now with Steps 2 and 3. Let C ′′ be the constant of Claim 7.12. Applying Claim
7.12 to the families A1, . . . ,As (which satisfy its assumptions by Claim 7.11), we get
µ(As) = min
i∈[s]
µ(Ai) ≤ e−k/C′′ . (24)
Now, we partition the indices {s + 1, s + 2, . . . , n} into s disjoint sets U1, . . . , Us such that
maxj µ
(∪i∈UjAi) − minj µ (∪i∈UjAi) is minimal. As for all i > s we have µ(Ai) ≤ µ(As) ≤
e−k/C
′′
, the ‘most even’ partition satisfies
max
j
µ

⋃
i∈Uj
Ai

−min
j
µ

⋃
i∈Uj
Ai

 ≤ 2e−k/C′′ . (25)
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Applying Claim 7.12 to the families G1 = ∪i∈U1Ai, . . . ,Gs = ∪i∈UsAi (which satisfy its assump-
tions by Claim 7.11), we get minj∈[s] µ(Gj) ≤ e−k/C′′ . Hence, by (25), maxj∈[s] µ(Gj) ≤ 3e−k/C′′ .
Therefore,
µ
(
n⋃
i=s+1
Ai
)
≤
∑
j∈[s]
µ(Gj) ≤ 3se−k/C′′ . (26)
To establish Step 4 and thus complete the proof of the proposition, we observe that
∂
(
F∅[s]
)
⊆
n⋃
i=s+1
(
F{i}{i}
)
=
⋃
i>s
Ai.
Hence, µ
(
∂
(
F∅S
))
≤ 3se−k/C′′ . Since F∅[s] is free of H, Proposition 6.9 implies that
µ
(
F∅[s]
)
≤ k
2h
n
µ
(
∂
(
F∅[s]
))
≤ k
2h
n
· 3se−k/C′′ ≤ e−k/C · k
n
,
provided that C is sufficiently large. Therefore, F is (s, ǫ kn )-capturable, as asserted.
Now we are ready to present the proof of Proposition 7.3 for all t.
Proof of Proposition 7.3. Let r > 0 and let H be a d-expanded hypergraph of size h with
|K(H)| = t− 1. Let C, s be sufficiently large constants to be determined below. Let C < k <
n/C and let F ⊆ ([n]k ) be an H-free family. We have to show that F is (s, ǫ ( kn)t)-capturable,
where ǫ = max
(
e−k/C , C
(
k
n
)r)
.
The proof is by induction on t, where the case t = 1 was proved in Proposition 7.10. Thus,
we assume that |K(H)| = t0 − 1.
By Proposition 7.1, we may assume that k < C ′ log n for some constant C ′ = C ′ (d, h, r).
Thus,
ǫ = max
{
e−k/C , C
(
k
n
)r}
= e−k/C ,
provided that C is sufficiently large.
By Proposition 6.4, there exist constants u, ℓ depending only on d, h, t0, such that ∂(F) is
free of the hypergraph
([u]
ℓ
)+ ⊕ [t0 − 2]. Applying the induction hypothesis to ∂(F) we obtain
that there exist constants s, c which depend only on d, h, t0, such that the family ∂ (F) is(
s, e−ck
(
k
n
)t0−1)
-capturable.
Let S be a set of size s, such that µ
(
(∂ (F))∅S
)
≤ e−ck ( kn)t0−1. Since F∅S is free of H,
Proposition 6.9 implies that
µ
(
(F)∅S
)
≤ k
2h
n
µ
(
∂
(
F∅S
))
≤ k
2h
n
µ
(
(∂ (F))∅S
)
≤ khe−ck
(
k
n
)t0
≤ e−k/C
(
k
n
)t0
,
provided that C is sufficiently large. Therefore, F is (s, ǫ ( kn)t0)-capturable, as asserted.
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8 Cross Containment when Almost All Families are Large
In this section we present the ‘bootstrapping’ step which essentially asserts that if some families
F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
are cross free of a fixed d-expanded ordered hypergraph H of size h
and the families F1, . . . ,Fh−1 are ‘very large’, then the family Fh must be ‘very small’.
In order to make the results we prove more intuitive, we begin in Section 8.1 with a short
motivation that explains the place of this bootstrapping step in the ‘large picture’ of the proof.
We then present the results and outline the proofs in Section 8.2. The detailed proofs are
presented in Section 8.3.
8.1 Motivation
To demonstrate how the problem of ‘cross containment when almost all families are large’ fits
into our proof strategy, we consider the special case of determining how large can a family F ⊆([n]
k
)
be, given that it does not contain a special d−simplex (i.e., expansion of the hypergraph
{{2, 3, . . . , d + 1}, {1, 3, . . . , d + 1}, . . . , {1, 2, . . . , d}}). As mentioned in the introduction, our
goal here is to show that under some restrictions on n, k, we have |F| ≤ (n−1k−1), with equality if
and only if F is a (1, 1)-star.
In this special case, our proof strategy translates into the following:
1. We first show that any family F that is free of a special d-simplex can be approximated
by a junta that is free of a special d-simplex.
2. We then show that any ‘sufficiently large’ junta that is free of a special d-simplex is
actually a (1, 1)-star.
Steps 1,2 together imply that if F is a ‘sufficiently large’ family that is free of a special
d-simplex then it is essentially contained in a (1, 1)-star. In other words, there exists
i ∈ [n] such that µ
(
F{i}{i}
)
= 1− ǫ, for some ‘small’ ǫ.
3. The third step is to bootstrap the above ‘stability’ result and show that |F| ≤ (n−1k−1), with
equality if and only if ǫ = 0.
To accomplish Step (3), we consider the families (F1, . . . ,Fd+1), where F1 = F2 = · · · = Fd :=
F{i}{i} and Fd+1 := F∅{i}. We observe that since F is free of a special d-simplex, then these
families are cross free of the ordered hypergraph
({2, 3, . . . , d} , {1, 3, 4, . . . , d}, . . . , {1, 2, . . . , d− 1} , {1, 2, . . . , d}) .
As we have
µ (F) = k
n
µ
(
F{i}{i}
)
+
(
1− k
n
)
µ
(
F∅{i}
)
, (27)
it is sufficient to show that if µ(F{i}
{i}
) = 1− ǫ then µ(F∅
{i}
) < knǫ. This will follow once we show
that if some families A1, . . . ,Ah are cross free of a fixed hypergraph H, and A1, . . . ,Ah−1 are
‘very large’ (i.e., have measure ≥ 1− ǫ), then Ah must be very small (i.e., satisfy µ(Ah) < knǫ).
This kind of results is what we prove in this section.
The meaning of the result in the case described above is that if we start with ǫ = 0 (in which
the family is equal to the (1, 1)-star {S : i ∈ S}) and allow to add elements to F∅{i}, then the
‘gain’ from adding these elements is smaller than the ‘cost’ that we have to pay by removing
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elements from F{i}{i} (so that the family will remain free of a special d-simplex). We note that
when the special d-simplex is replaced with a general forbidden hypergraph H with kernel of
size t− 1, we will have to show that µ (Ah) is even smaller – specifically, is small relatively to
ǫ
(
k
n
)t
.
8.2 Results and proof overview
We prove three propositions, applicable to different ranges of k1, . . . , kh and different assump-
tions on the sizes of the families. For sake of clarity, in the informal statements we write ‘k’
instead of k1, . . . , kh.
8.2.1 The families F1, . . . ,Fh−1 are extremely large
The first proposition applies for any C < k < n/C but requires that the measures of F1, . . . ,Fh−1
are very close to 1. It asserts that Fh must be ‘very small’.
Proposition 8.1. For any constants d, h, r, there exists a constant C = C(d, h, r) such that
the following holds. Let C < k1, . . . , kh < n/C, write kmin = min {k1, . . . , kh}, and let H be a
d-expanded ordered hypergraph of size h.
Let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
be families that are cross free of H, and suppose that
µ (F1) , . . . , µ (Fh−1) ≥ 1− ǫ,
for some ǫ ≤
(
kmin
n
)2d
. Then µ (Fh) ≤ Cǫr.
The proof of Proposition 8.1 is a rather simple reduction to the case where the ‘forbidden’
hypergraph H is a matching that was already dealt with in Section 3, as follows:
Let H = H+1 for some d-uniform ordered hypergraph H1. Using the extremely large size
of F1, . . . ,Fh−1, we show that one can find a copy (B1, . . . , Bh) of H1 such that (denoting
B = ∪hi=1Bi) the measure of each of the families (Fi)BiB is not much smaller than µ(Fi). Since
the families (F1)B1B , . . . , (Fh)BhB are cross free of a matching, we can use Proposition 3.17 to
deduce that (Fh)BhB is ‘very small’, and hence, Fh is ‘very small’ as well.
8.2.2 k is large
The second proposition applies when k > C log n, for a sufficiently large constant C. In this
case, it is sufficient to assume that F1, . . . ,Fh−1 are ‘moderately large’ to deduce that Fh is
‘very small’.
Proposition 8.2. For any constants d, h, r, there exists a constant C = C(d, h, r) such that the
following holds. Let C log n < k1, . . . , kh < n/C and let H be a d-expanded ordered hypergraph
of size h.
Let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
be families that are cross free of H, and suppose that for each
i ∈ [h− 1], we have µ(Fi) ≥ C kin . Then µ (Fh) ≤ C
(
kh
n
)r
.
Note that the hypothesis k > C log n is necessary. Indeed, if S1 ⊔ · · · ⊔ Sh = n is an even
partition of n then the families
(
S1
k
)
, . . . ,
(
Sh
k
)
are cross free of any hypergraph of size h except
for the h-matching, while µ
((Sh
k
))
is ‘not very small’ when k = o (log n).
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The proof of Proposition 8.2 uses the results on uncapturable families obtained in Section 7.
The families F1, . . . ,Fh−1 are trivially uncapturable due to their large size, and for Fh, we use
Proposition 3.3 to approximate it by a junta J such that for each B ∈ J , the family (Fh)BB is
uncapturable. Since for each such B, the families
(F1)∅B , . . . , (Fh−1)∅B , (Fh)BB
are uncapturable and cross free of H, this contradicts Proposition 7.1, unless the junta J is
empty (and so, there are no such B’s). Since J approximates Fh, this implies that Fh is very
small, as asserted.
The place in the proof where the assumption kmin > C log n is used is the application of
Proposition 7.1; indeed, as noted in Section 7, this proposition does not hold when k = o(log n).
8.2.3 k is small and Fh is free of a (possibly another) d′-expanded hypergraph
The most complex case is where k = O(log n) and the families F1, . . . ,Fh−1 are not extremely
large. In this case, one cannot assure that µ (Fh) ≤ O(k/n) (which is the assertion we will need
in view of Equation (27)) without additional assumptions, even if the measures of F1, . . . ,Fh−1
are close to 1. For example, if H consists of two edges that intersect in a single element then a
counterexample of the form F1 =
(S
k
)
,F2 =
([n]\S
k
)
can be easily found. What we show is that
we can deduce µ (Fh) ≤ O(k/n) (and even stronger bounds) under the additional assumption
that Fh is free of some d′-expanded hypergraph H′ (which possibly differs from H).
To see why the additional assumption on Fh may make sense, let’s return to the case
discussed in Section 8.1 where F is a family that is free of a special d-simplex, such that
µ
(
F{i}{i}
)
≥ 1− ǫ. In that case, we consider the families F1, . . . ,Fd+1, where F1 = · · · = Fd =
F{i}{i} and Fd+1 = F∅{i}, and want to apply to them our technique since they are cross free of the
hypergraph ({2, 3, . . . , d} , {1, 3, 4, . . . , d}, . . . , {1, 2, . . . , d− 1} , {1, 2, . . . , d}). It is clear that in
this case, the family Fd+1 is in itself free of a special d-simplex. As we shall see in Section 9,
such situation occurs for general forbidden hypergraphs as well.
Proposition 8.3. For any constants d, d′, h, h′, r, there exists C = C(d, d′, h, h′, r) such that
the following holds. Let C < k1, . . . , kh < n
1/3/C, let H be a d-expanded ordered hypergraph of
size h, and let H′ be a d′-expanded hypergraph of size h′ whose kernel is of size t− 1.
Let F1 ⊆
([n]
k1
)
, . . . ,Fh ⊆
([n]
kh
)
be families that are cross free of H, and suppose in addition
that Fh is free of H′. If for some ǫ > 0,
µ (F1) , . . . , µ (Fh−1) ≥ 1− ǫ,
then
µ (Fh) ≤ Ck
2t
h
nt
ǫr.
The proof of Proposition 8.3 uses the results on the relation between the size of an H′-free
family and the size of its shadows obtained in Section 6, as follows:
First, we use Proposition 8.1 to show that we can assume w.l.o.g. that ǫ ≥ n−1/3 (as
otherwise, the measures of F1, . . . ,Fh−1 are ‘sufficiently close to 1’ for applying Proposition 8.1).
We then use a probabilistic coupling argument to deduce that µ(∂kh−d(Fh)) = O(ǫ). By
Lemma 2.4, this implies µ(∂t(Fh)) = O(ǫr). Finally, we use Proposition 6.10 (which exploits
the assumption that Fh is free of H′) to deduce that µ(Fh) ≤ C k
2t
h
nt ǫ
r, as asserted.
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8.3 Proofs
In the proof of Proposition 8.1 we use the following simple observation.
Claim 8.4. Let n, k ∈ N be such that k < n. For any family F ⊆ ([n]k ), and for any d1 > d2,
we have
µ(F) = E
B1∼([n]d1),B2∼(
B1
d2
)µ
(
FB2B1
)
.
The proof of the observation, using a simple coupling argument or direct counting, is omitted.
Proof of Proposition 8.1. Let H,F1, . . . ,Fh, and ǫ be as in the hypothesis of the proposition
and let C be a large constant to be defined below. Write H = (A1, . . . , Ah)+ for some d-sets
A1, . . . , Ah, and denote A = A1 ∪ · · · ∪Ah. By Claim 8.4, there exist sets B,Bh with |B| = |A|
and |Bh| = |Ah| such that
µ
(
(Fh)BhB
)
≥ µ(Fh). (28)
Choose d-sets B1, . . . , Bh−1 ∈
(B
d
)
in such a way that the ordered hypergraph (B1, . . . , Bh) is
isomorphic to (A1, . . . , Ah).
Consider the families (F1)B1B , . . . (Fh)BhB . These families are cross free of a matching, since
if (D1, . . . ,Dh) was a matching cross contained in (F1)B1B , . . . (Fh)BhB , then the hypergraph
(B1 ∪D1, . . . , Bh ∪Dh) would be a copy ofH cross contained in F1, . . . ,Fh. The following claim
asserts that the measures µ (Fi)BiB are ‘large’, which will allow us to apply Proposition 3.17 to
these families.
Claim 8.5. For each i ∈ [h− 1], we have
µ (Fi)BiB ≥ 1− ǫ
1
3 .
Proof. The proof is a simple calculation. We have
ǫ ≥ 1− µ (Fi) = Pr
A∼([n]ki )
[A /∈ Fi] ≥ Pr [A ∩B = Bi] Pr
A\B∼([n]\Bki−d)
[
A \B /∈ (Fi)BiB
]
= Ωh,d
((
ki
n
)d)(
1− µ
(
(Fi)BiB
))
.
Rearranging, we obtain
µ
(
(Fi)BiB
)
= 1−Od,h
(
ǫ
(
n
ki
)d)
.
Since ǫ ≤
(
ki
n
)2d
, this implies µ
(
(Fi)BiB
)
≥ 1− ǫ 13 , provided that C is sufficiently large.
Since (F1)B1B , . . . (Fh)BhB are cross free of a matching and satisfy µ
(
(Fi)BiB
)
≥ 1− ǫ 13 for all
i ∈ [h− 1], Proposition 3.17 (applied with 3r instead of r) implies that
µ (Fh)BhB ≤ Oh,r
(
(ǫ1/3)3r
)
= Oh,r (ǫ
r) .
Finally, plugging into (28) and taking C sufficiently large, this yields
µ(Fh) ≤ µ
(
(Fh)BhB
)
≤ Oh,r (ǫr) ≤ Cǫr,
as asserted.
52
Proof of Proposition 8.2. Let F1, . . . ,Fh be families as in the hypothesis of the proposition
and let C, s be sufficiently large constants (depending on d, h, r) to be defined below. Write
H = (A1, . . . , Ah)+ for some d-sets A1, . . . , Ah.
For each i ∈ [h− 1], the family Fi is
(
s, kin
)
-uncapturable, for otherwise we would have
µ (Fi) ≤ (s + 1)ki
n
,
contradicting the hypothesis µ (Fi) ≥ C kin (provided C > s+ 1).
By Proposition 3.3, there exists a family J ⊆ P (J), where |J | = (s+ 1)r, such that:
• µ (Fh\J ↑) = Os,r (khn )r;
• All the sets in J are of size at most r − 1;
• For each set B ∈ J , the family (Fh)BB is
(
s,
(
kh
n
)r−|B|)
-uncapturable.
(Note that the second condition does not appear in Proposition 3.3. However, we can achieve
it easily by removing from J all sets of size ≥ r, since the total measure of all these sets is
Os,r
(
kh
n
)r
.) We claim that the family J is empty. This will imply that
µ (Fh) = µ
(
Fh\J ↑
)
≤ C
(
kh
n
)r
for a sufficiently large C, completing the proof.
Suppose on the contrary that J 6= ∅, and let B ∈ J . The families
(F1)∅B , . . . , (Fh−1)∅B , (Fh)BB
are cross free of the hypergraph (A1, . . . , Ah)
+. In addition, each family (Fi)∅B is
(
s− |B| , kin
)
-
uncapturable, and the family (Fh)BB is
(
s,
(
kh
n
)r−|B|)
-uncapturable. Provided that s is suffi-
ciently large, this contradicts Proposition 7.1. This completes the proof.
Proof of Proposition 8.3. Let H,H′,F1, . . . ,Fh be as in the hypothesis of the proposition, and
let C be a sufficiently large constant to be determined below. Recall that for any family
F ⊆ ([n]k ), the (k − C)-shadow ∂k−C (F) is the family of all C-sets that are contained in some
element of F . The proof of the proposition consists of four steps.
1. We first present a simple reduction to the case ǫ = Ω
(
n−1/3
)
.
2. We then present a probabilistic argument that yields the upper bound µ
(
∂kh−d (Fh)
)
=
O (ǫ).
3. Lemma 2.4 then tells us that µ
(
∂t (Fh)
)
= O (ǫr).
4. Finally, we apply Proposition 6.10 to deduce that µ (Fh) ≤ O
(
k2th
nt ǫ
r
)
.
We begin with the reduction step.
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Claim 8.6. Suppose that the proposition holds under the additional hypothesis ǫ ≥ n−1/3. Then
it holds for all ǫ > 0.
Proof. If ǫ ≤
(
kh
n
)2d
, then Proposition 8.1 (applied with r + ⌈t/d⌉ in place of r) yields
µ (Fh) ≤ O
(
ǫr+t/d
)
= O
((
kh
n
)2d·(t/d)
ǫr
)
= O
(
k2th
nt
ǫr
)
,
as asserted. To prove the assertion in the case ǫ ≥
(
kh
n
)2d
, we note that in this case, we have
ǫ1/6d ≥ n−1/3, and so the assertion follows by applying the proposition with ǫ 16d in place of ǫ
and with 6dr in place of r.
We now establish Step 2, under the additional assumption ǫ ≥ n−1/3. We use a probabilistic
coupling argument.
Claim 8.7. µ
(
∂kh−d (Fh)
)
= O (ǫ).
Proof. Write H1 = (A1, . . . , Ah)+ for d-sets A1, . . . , Ah, and denote A = A1 ∪ · · · ∪ Ah. Let
f :
([n]
d
) → ([n]kh) be a function that assigns to each set A ∈ ∂kh−d (Fh) a set B ∈ Fh that
contains it (the values of f on sets not in ∂kh−d (Fh) can be arbitrary). We define random sets
B1, . . . ,Bh in the following way.
• We choose a random set A′ ∼ ([n]
|A|
)
and a random bijection π : A → A′ (i.e., π is chosen
uniformly at random among the bijections g : A→ A′), and set A′1 = π (A1) , . . . ,A′h =
π (Ah).
Note that since the families F1, . . . ,Fh are cross free of H, then there are no pairwise
disjoint sets D1, . . . ,Dh such that Di ∪A′i ∈ Fi for all i ∈ [h].
• We choose random sets E1 ∼
([n]\A′
k1−d
)
, . . . ,Eh−1 ∈
( [n]\A′
kh−1−d
)
.
• We set
B1 := A
′
1 ∪E1, . . . ,Bh−1 := A′h−1 ∪Eh−1,Bh = f
(
A′h
)
.
It is clear that the families (B1, . . . ,Bh) satisfy
B1 ∼
(
[n]
k1
)
, . . . ,Bh−1 ∼
(
[n]
kh−1
)
,
and
Pr [Bh ∈ Fh] ≥ Pr
[
A′h ∈ ∂kh−d (Fh)
]
= µ
(
∂kh−d (Fh)
)
.
(This is the ‘coupling’ element of our argument.) Since F1, . . . ,Fh are cross free of H, a union
bound implies that
Pr [The ordered hypergraph (B1, . . . ,Bh) is isomorphic to H] ≤
≤
h∑
i=1
Pr [Bi /∈ Fi] ≤ (h− 1) ǫ+
(
1− µ
(
∂kh−d (Fh)
))
.
(29)
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Note that the hypergraph (B1, . . . ,Bh) is a copy ofH if and only if the setsE1, . . . ,Eh−1,Bh\ (A′h)
are pairwise disjoint. As the total number of elements in these sets (including possible multi-
plicities) is k1+ . . .+kh−dh and all but one of the sets are chosen at random from the elements
of [n] \A′, a union bound implies
Pr
[
The sets E1, . . . ,Eh−1,Bh\
(
A′h
)
are pairwise disjoint
]
≥ 1−
(
k1 + . . . + kh − dh
2
)
· 1
n− |A| ≥ 1−O(n
−1/3) ≥ 1−O(ǫ),
where the second inequality holds since k1, . . . , kh ≤ n−1/3/C. Substituting into (29), we obtain
1 + (h− 1)ǫ− µ
(
∂kh−d (Fh)
)
≥ Pr [The hypergraph (B1, . . . ,Bh) is a copy of H] ≥ 1−O(ǫ).
Rearranging yields
µ
(
∂kh−d (Fh)
)
= O (ǫ) ,
as asserted.
Now we are ready to complete the proof of Proposition 8.3. Write B = ∂t (Fh). By
Lemma 2.4, we obtain
µ (B) ≤ O
(
µ
(
∂kh−t−d (B)
)r)
≤ O
(
µ
(
∂kh−d (Fh)
))r
≤ O (ǫr) ,
provided that C is sufficiently large. Finally, since the family Fh is H′-free, Proposition 6.10
yields
µ (Fh) ≤ O
(
k2th
nt
)
µ (B) = O
(
k2th
nt
ǫr
)
.
This completes the proof of the proposition.
9 Proof of the Main Theorems
We are finally ready to present the proof of our main theorems. In Section 9.1 we prove the
‘junta approximation theorem’ (i.e., Theorem 1.2) which asserts that any family F ⊆ ([n]k )
that is free of a d-expanded hypergraph H, can be approximated by an H-free junta. We
then compare our theorem with previously known results of Frankl and Fu¨redi [37] and of
Dinur and Friedgut [12]. In Section 9.2 we prove Theorem 1.4 which characterizes all forbidden
hypergraphs H, for which the extremal H-free families are the (t, t)-stars. We conclude in
Section 9.3 with proving Theorem 1.7 which gives sufficient conditions (on H) for the (t, 1)-
stars to be the extremal H-free families.
9.1 Proof of the Junta approximation theorem
We prove the following (somewhat more precise) version of Theorem 1.2.
Theorem 9.1. For any constants d, h ∈ N, there exist constants C, j which depend only on d, h,
such that the following holds. Set ǫ = max
(
Ce(−k/C), C kn
)
, and let H ⊆ ([n]k ) be a d-expanded
hypergraph of size h. Let F ⊆ ([n]k ) be an H-free family. Then there exists an H-free j-junta J ,
such that
µ (F\J ) ≤ ǫµ (J ) . (30)
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Proof. Denote |K(H)| := t−1, let C,C ′, s be sufficiently large constants to be determined below,
and set ǫ′ = ǫ/C ′. Applying Proposition 3.3 to the family F , with the parameters (t, s, ǫ′ ( kn)t)
in place of (r, s, ǫ), respectively, we obtain that there exists a set J with |J | = (s + 1)t, and a
family J ′ ⊆ P (J) , such that:
1. For each set B ∈ J ′, the family FBB is
(
s, ǫ′
(
k
n
)t−|B|)
-uncapturable;
2. We have
µ
(
F\(J ′)↑
)
≤ Os,t
(
ǫ′
)(k
n
)t
.
We set
J =
{
〈J ′〉 :=
{
A ∈ ([n]k ) : A ∩ J ∈ J ′} , J ′ 6= ∅;
S[t] := {A : {1, . . . , t} ⊆ A} , J ′ = ∅.
We claim that J is the desired approximating H-free junta.
This clearly holds in the case J ′ = ∅. Indeed, in this case we have µ(F) = µ (F\(J ′)↑) ≤
Os,t (ǫ
′)
(
k
n
)t
. Since µ(S[t]) = Θ
((
k
n
)t)
, we have µ (F\J ) ≤ ǫµ (J ), provided that C ′ is suffi-
ciently large (as function of s, t). As |K(H)| = t− 1, S[t] is free of H. Hence, J = S[t] satisfies
the assertion of the theorem. (Of course, there is nothing specific about S[t] here; any other
(t, t)-star would be an equally good ‘approximation’).
Suppose now J ′ 6= ∅, and so J = 〈J ′〉. We first show that J ′ is t-uniform. Let B ∈ J ′.
By Condition (1) above, the family FBB is
(
s, ǫ′
(
k
n
)t−|B|)
-uncapturable. Provided that C > C ′,
we have ǫ′ · nk > 1, and thus, no family can be (s, ǫ′ nk )-uncapturable. Hence, we must have
|B| ≤ t. On the other hand, if |B| ≤ t− 1, then FBB is free of the hypergraph H′ obtained from
H by removing |B| elements out of its kernel. However, this contradicts Proposition 7.3 which
says that an
(
s, ǫ′
(
k
n
)t−|B|)
-uncapturable family contains a copy of any fixed-size hypergraph
with kernel of size t− 1− |B| (provided s, C are sufficiently large). Hence, the only remaining
possibility is |B| = t, and so J ′ is t-uniform.
By Lemma 2.1, we have µ(J ) = µ(〈J ′〉) = Θ
((
k
n
)t)
. As by Condition (2) above, µ
(F\(J ′)↑) ≤
Os,t (ǫ
′)
(
k
n
)t
, it follows that (30) holds, provided that C ′ is sufficiently large.
We now complete the proof by showing that J is H-free. Suppose on the contrary that J
contains a copy (A1, . . . , Ah) of H. For each i ∈ [h], denote Bi = Ai ∩ J and Ei = Ai \Bi. By
the definition of J , we have Bi ∈ J ′, and in particular, |Bi| = t. Thus, by Condition (1) above,
each family FBiBi is (s, ǫ′)-uncapturable. Therefore, the families
A1 := FB1B1∪···∪Bh , . . . ,Ah := F
Bh
B1∪···∪Bh
are (s− (h− 1)t, ǫ′)-uncapturable, and in particular, satisfy µ(Ai) > ǫ′ (provided that s is
sufficiently large). Therefore, by Proposition 6.6, these families cross contain a copy of any
d-expanded ordered hypergraph of size h (provided that C is large enough).
However, since F is free ofH, the familiesA1, . . . ,Ah are cross free of the ordered hypergraph
(E1, . . . , Eh), a contradiction. This completes the proof.
As mentioned in the introduction, Theorem 9.1 can be viewed as a generalization of the
following fundamental theorem of Frankl and Fu¨redi [37, Theorem 5.3].
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Theorem 9.2 (Frankl-Fu¨redi, 1987). For any constants t, s, d ∈ N, ǫ > 0, and any fixed
d-expanded hypergraph H with kernel of size t− 1 and center of size s, the following holds.
For any k ≥ s + 2t and any sufficiently large n (as function of k and H), there exists
an H-free t-expanded OH (1)-junta J ⊆
([n]
k
)
such that any H-free family F ⊆ ([n]k ) satisfies
|F| ≤ |J | (1 + ǫ).
In words, the Frankl-Fu¨redi theorem asserts that asymptotically, the largest H-free fami-
lies are juntas. Theorem 9.1 extends Theorem 9.2 in two directions. Firstly, we remove the
hypothesis that k is a constant and instead, we allow k to be up to linear in n. Secondly, we
strengthen the numerical statement that the t-expanded O (1)-juntas are the largest extremal
families into the stronger structural statement that any H-free family is essentially contained
in a t-expanded O (1)-junta.
Another related result is a theorem of Dinur and Friedgut [12], who established (a stronger
version of) Theorem 9.1 in the special case where H consists of two disjoint edges, and thus,
an H-free family is simply an intersecting family.
Theorem 9.3 (Dinur and Friedgut, 2009). For any r > 0, there exist constants j (r) , C (r)
such that the following holds.
Let n, k be such that k < n/C, and let F ⊆ ([n]k ) be an intersecting family. Then there exists
an intersecting j-junta J , such that |F\J | ≤ Or
((
k
n
)r) |J |.
In the special case r = 1, the assertion of Theorem 9.3 was proved already in 1987 by
Frankl [34], who also showed that in that case, the junta J may be taken to be a (1, 1)-star.
In the case of intersecting families to which it applies, Theorem 9.3 is stronger than our Theo-
rem 9.1 in two senses. Firstly, in Theorem 9.3 the hypothesis that k is larger than some constant
is removed, and secondly, Theorem 9.3 allows to deduce that |F\J | ≤ Or
(
k
n
)r |J |, while our
Theorem 9.1 only gives us the weaker approximation |F\J | ≤ ǫ |J | for ǫ = max (Ce(−k/C), C kn).
However, in the special case where the edges of H are pairwise disjoint, a more general result is
given in our Theorem 3.9 which shows that the assertion of the Dinur-Friedgut theorem holds
for forbidden matchings of an arbitrary fixed size, and not only in the ‘single-family’ setting,
but also in the ‘cross’ setting.
9.2 Forbidden hypergraphs for which the extremal families are the (t, t)-stars
In this section we prove Theorem 1.4 which characterizes all forbidden hypergraphs H for which
the extremal H-free families are the (t, t)-stars, along with a stability version (Theorem 1.5).
Let H be a d-expanded hypergraph of size h. In order for the (t, t)-stars to be the extremal
H-free families, it is necessary that the (t, t)-star isH-free, and that no hypergraph that properly
contains a (t, t)-star is H-free. We first show that these two necessary conditions are equivalent
to the following intrinsic property of H:
Condition (*) H is a d-expanded hypergraph of size h, |K(H)| = t− 1, and there exists a set
of size 2t− 1 that is contained in h− 1 of the edges of H.
We then show that this trivially necessary condition is also sufficient; namely, that for any
forbidden hypergraph H that satisfies (*), the extremal H-free families are the (t, t)-stars. The
proof consists of three steps:
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1. We show that ifH satisfies condition (*) and F is anH-free family, then the approximating
junta of F given by Theorem 9.1 is a (t, t)-star. Hence, any ‘large’ H-free family is a small
perturbation of some (t, t)-star ST .
2. We prove a bootstrapping lemma which asserts that if H satisfies condition (*), and F is
an H-free family that satisfies µ(FTT ) ≥ 1 − ǫ for some set T of size t, then µ(F \ ST ) is
much smaller than ǫ.
3. We combine Steps 1 and 2 to deduce that if H satisfies condition (*) then an H-free
family F cannot be larger than the (t, t)-star, hence proving Theorem 1.4. Furthermore,
we deduce a ‘stability version’ which asserts that if F is ‘sufficiently large’ then it is
essentially contained in a (t, t)-star, hence proving Theorem 1.5.
We begin with proving the equivalence between the conditions on H.
Lemma 9.4. For any constants d, h, t, there exists a constant C, such that the following holds.
For any C < k < n/C, a d-expanded hypergraph H ⊆ ([n]k ) of size h satisfies Condition (*) if
and only if the following two conditions hold:
1. The (t, t)-star is H-free;
2. No family that properly contains a (t, t)-star is H-free.
Proof. Suppose that H satisfies (*). Then (1) holds, since the intersection of all the edges of
H is of size t− 1, while the intersection of any set of elements of a (t, t)-star is of size ≥ t. To
see that (2) holds, let F ⊆ ([n]k ) be a family that properly contains a (t, t)-star ST , and assume
w.l.o.g. that T = [t]. Let E ∈ F\S[t]. Since F [t][t] contains the ‘entire universe’
([n−t]
k−t
)
and F [t]∩E[t]
is non-empty, it is clear that the h hypergraphs
F [t]
[t]
, . . . ,F [t]
[t]
,F [t]∩E
[t]
cross contain any ordered hypergraph of size h (with edges of appropriate sizes). We shall use
this right away.
The hypergraph H can be written in the form
H = {K ⊔K ′ ⊔E1, . . . ,K ⊔K ′ ⊔ Eh−1,K ⊔ Eh} ,
whereK = K(H), K ′ is of size t, and E1, . . . , Eh are disjoint fromK⊔K ′. Denoting i := |E∩[t]|,
letting Ki ⊆ K be a set of size i, and letting K ′t−i ⊆ K ′ be a set of size t− i, we can write H
in the form
H = {Ki ⊔K ′t−i ⊔ F1, . . . ,Ki ⊔K ′t−i ⊔ Fh−1,Ki ⊔ Fh} ,
where F1, . . . , Fh are disjoint fromKi⊔K ′t−i. By the above argument, the families F [t][t] , . . . ,F
[t]
[t] ,F
[t]∩E
[t]
cross contain a copy (B1, . . . , Bh) of the ordered hypergraph (F1, . . . , Fh). The sets (B1 ∪
[t], . . . , Bh−1 ∪ [t], Bh ∪ ([t] ∩ E)) constitute a copy of H in F . This shows that (2) holds.
In the converse direction, letH be a hypergraph that satisfies (1) and (2). Since the (t, t)-star
is free of H, we must have |K(H)| ≤ t− 1 (as the (t, t)-star contains a copy of any hypergraph
with kernel of size ≥ t). We want to show that |K(h)| = t− 1 and that there exists a set of size
2t− 1 that is contained in all edges of H except for one.
58
Let E0 be a set that is disjoint from [t], and let Et−1 be a set whose intersection with [t] is
of size t− 1. Denote F0 = S[t] ∪E0 and Ft−1 = S[t] ∪Et−1. By (2), Ft−1 contains a copy of H.
Hence, we cannot have |K(H)| ≤ t− 2 (as the intersection of any set of elements of Ft−1 is of
size ≥ t− 1), which means that |K(H)| = t− 1.
Let H = {K ⊔ A1, . . . ,K ⊔ Ah−1,K ⊔ Ah} be a copy of H in F0, where K corresponds
to K(H). As S[t] is free of H, one of the edges of H must be E0, and hence, K ∩ [t] = ∅.
Furthermore, as E0 is the only element of F0 that is not contained in S[t], all the remaining
edges of H are contained in S[t], and thus, exactly h − 1 of the sets A1, . . . , Ah contain [t].
Therefore, the set K ∪ [t] in the ‘copy’ H corresponds to a (2t − 1)-element set contained in
h− 1 of the edges of H. This completes the proof.
We now show that if the forbidden hypergraph H satisfies (*) and if F is H-free then the
junta which approximates F according to Theorem 9.1 can be taken to be a (t, t)-star.
Lemma 9.5. For any constants d, h, there exists a constant C such that the following holds.
Let C < k < n/C, and set ǫ = max
(
C kn , e
(−k/C)
)
.
For any hypergraph H that satisfies (*) and any H-free family F ⊆ ([n]k ), there exists a
(t, t)-star ST such that µ (F\ST ) ≤ ǫ
(
k
n
)t
.
Proof. By Theorem 9.1 and its proof, there exists an Od,h (1)-sized set J and a t-uniform set
J ⊆ (Jt), such that the junta 〈J 〉 is H-free and
µ (F\ 〈J 〉) ≤ ǫµ(〈J 〉).
Our proof will be accomplished once we show that J contains at most one element. Suppose
on the contrary that there exist sets B1 6= B2 ∈ J , and write i := |B1 ∩B2|. As in the proof of
Lemma 9.4, we can write
H = {Ki ⊔K ′t−i ⊔ F1, . . . ,Ki ⊔K ′t−i ⊔ Fh−1,Ki ⊔ Fh} ,
where Ki ⊆ K(H) is a set of size i, K ′t−i ⊆ K ′ is a set of size t− i, and F1, . . . , Fh are disjoint
fromKi⊔K ′t−i. SinceH is d-expanded and k is larger than d+(t−i), we can write Fh := F ′h⊔Eh,
where |Eh| = t− i and Eh is disjoint from all other edges of H.
As B1, B2 ∈ J , both hypergraphs 〈J 〉B1J and 〈J 〉B2J consist of the ‘entire universe’
([n]\J
k−t
)
.
Hence, the h families
〈J 〉B1J , . . . , 〈J 〉B1J , 〈J 〉B2J
cross contain any ordered hypergraph of size h with edges of appropriate sizes. In particular,
they cross contain a copy (A1, . . . , Ah) of the hypergraph (F1, . . . , Fh−1, Eh). Thus, the hyper-
graph (A1 ∪ B1, . . . , Ah−1 ∪ B1, Ah ∪ B2) is a copy of H in 〈J 〉, contradicting the assumption
that 〈J 〉 is H-free. This completes the proof.
We now present the bootstrapping step which asserts that the theorem ‘holds locally’, i.e., if
H satisfies condition (*), and F is an H-free family which is a small perturbation of a (t, t)-star
ST , then µ(F \ST ) is much smaller than 1−µ(FTT ). The proof uses the results of Section 8, and
so different arguments (and even slightly different statements) are needed for different ranges
of k.
59
Lemma 9.6. For any constants d, h, there exists a constant C = C(d, h) such that the following
holds. Let C < k < n/C, and denote
ǫ0(k) :=
{
1/C, k > C log n;
1/(kC), k ≤ C log n.
Let H be a hypergraph that satisfies (*) and let F ⊆ ([n]k ) be an H-free family that satisfies
µ
(
F [t][t]
)
≥ 1− ǫ, for some ǫ ≤ ǫ0(k). Then
µ
(F\S[t]) ≤ µ (S[t]) ǫr.
Proof. The main observation we use is that as shown in the proof of Lemma 9.4, if F satisfies
the hypothesis then for any A ( [t], the h families
F [t][t] , . . . ,F
[t]
[t] ,FA[t]
are cross free of some d-expanded ordered hypergraph with h edges. (That hypergraph was
denoted by (F1, . . . , Fh) in the proof of Lemma 9.4.) Since the family F [t][t] is ‘very large’, this
allows us to apply the results of Section 8 to deduce that FA[t] is ‘very small’. The assertion will
then follow, using the relation
µ
(F\S[t]) = ∑
A([t]
Pr
B∼([n]k )
[B ∩ [t] = A]µ
(
FA[t]
)
.
We consider three cases.
Case 1: k > C log n and ǫ ≤ ( kn)2d. For any A ( [t], by Proposition 8.1 (applied with 3r in
place of r), we have
µ
(
FA[t]
)
≤ ǫ3r ≤ 2−tµ (S[t]) ǫr,
provided that C is sufficiently large. Thus,
µ
(F\S[t]) = ∑
A([t]
Pr
B∼([n]k )
[B ∩ [t] = A]µ
(
FA[t]
)
≤
∑
A([t]
2−tµ
(S[t]) ǫr ≤ µ (S[t]) ǫr,
as asserted.
Case 2: k > C log n and ǫ ≥ ( kn)2d. For any A ( [t], by Proposition 8.2 (applied with
2dr + t+ 1 in place of r), we have
µ
(
FA[t]
)
= Od,h,r
(
k
n
)2dr+t+1
≤ 2−tµ (S[t]) ǫr,
provided that C is sufficiently large. The assertion follows like in Case 1.
Case 3: k ≤ C log n. Let A ( [t]. We observe that the family FA[t] is free of the hypergraph
H′ obtained from H by removing |A| vertices out of its kernel (which is a (d − |A|)-expanded
hypergraph with kernel of size t − 1 − |A|). Hence, Proposition 8.3 (applied to the families(
F [t][t] , . . . ,F
[t]
[t] ,FA[t]
)
with r + 2t in place of r) implies
µ
(
FA[t]
)
≤ O
(
k2(t−|A|)
nt−|A|
)
ǫr+2t,
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provided that C is sufficiently large. Using again the appropriate choice of C, along with the
assumption ǫ ≤ ǫ0(k) = 1/(Ck), this implies
µ
(F\S[t]) = ∑
A([t]
Pr
B∼([n]k )
[B ∩ [t] = A]µ
(
FA[t]
)
=
∑
A([t]
O
(
k
n
)|A|(k2(t−|A|)
nt−|A|
)
ǫr+2t
≤ 2t ·O
(
k2t
nt
)(
1
Ck
)2t
ǫr ≤ µ (S[t]) ǫr.
This completes the proof.
Now we are ready to prove Theorems 1.4 and 1.5.
Theorem 9.7. For any constants d, h, r, there exists a constant C such that the following holds.
Let H be a hypergraph that satisfies (*). For each C < k < n/C, any H-free family F ⊆ ([n]k )
has at most
(n−t
k−t
)
elements, and equality holds if and only if F is a (t, t)-star.
Moreover, let ǫ ∈ (0, 1/C) and suppose that |F| ≥ (1− ǫ) (n−tk−t). Then there exists a (t, t)-
star S such that µ (F\S) ≤ µ (S) ǫr.
It is clear that Theorem 9.7 (together with Lemma 9.4) implies Theorems 1.4 and 1.5.
Proof of Theorem 9.7. Let F be H-free for a hypergraph H that satisfies (*), and let ǫ be such
that |F| ≥ (1− ǫ) (n−tk−t). (Note that ‘theoretically’, ǫ may be negative.) We first show that we
may assume that ǫ is small. By Lemma 9.5, there exists a (t, t)-star ST and a constant C1, such
that
µ (F\ST ) ≤ max
(
e−k/C1 , C1
k
n
)
µ (ST ) .
This completes the proof if µ
(S[T ]) ǫr ≥ max (e−k/C1 , C1 kn)µ (ST ). Hence, it remains to prove
the theorem in the case where
ǫ ≤
(
e−k/C1 +
C1k
n
)1/r
.
Suppose without loss of generality that T = [t] and let ǫ1 ≥ 0 be such that µ
(
F [t][t]
)
= 1 − ǫ1.
We now show that we may assume that ǫ1 satisfies the hypothesis of Lemma 9.6.
If ǫ1 = 0, then F [t][t] is the ‘entire universe’
([n]\[t]
k−t
)
. Thus, for any A ( [t], either the family
FA[t] is empty, or the h families F
[t]
[t] , . . . ,F
[t]
[t] ,FA[t] cross contain a copy of any fixed ordered
hypergraph of size h (with edges of appropriate sizes). The latter cannot hold since, as shown
in the proof of Lemma 9.4, these families are cross free of some d-expanded hypergraph with
h edges (that was denoted by (F1, . . . , Fh) in the proof of Lemma 9.4.) Therefore, FA[t] = ∅ for
any A ( [t], which means that F = S[t], as asserted.
On the other hand, we have
1− ǫ1 = µ
(
F [t]
[t]
)
=
µ (F)− µ (F\S[t])
µ
(S[t]) ≥ 1− ǫ−max
(
e−k/C1 , C1
k
n
)
,
and hence,
ǫ1 ≤ max
(
e−k/C1 , C1
k
n
)
+ ǫ ≤ 2max
(
e−k/C1 , C1
k
n
)1/r
,
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where the last inequality uses the assumption on ǫ. Provided that C is sufficiently large, this
implies that ǫ1 satisfies the hypothesis of Lemma 9.6. Applying Lemma 9.6 (with 2r in place
of r), we obtain
µ
(F\S[t]) ≤ ǫ2r1 µ (S[t]) .
Thus,
µ
(S[t]) (1− ǫ) ≤ µ (F) = µ(F [t][t])µ (S[t])+ µ (F\S[t]) ≤ (1− ǫ1 + ǫ2r1 )µ (S[t]) .
Rearranging, we obtain ǫ > 0 (and in particular, |F| < (n−tk−t) which proves the ‘uniqueness’ in
the first part of the theorem), and ǫ1 = O (ǫ). Therefore,
µ
(F\S[t]) ≤ ǫ2r1 µ (S[t]) = O (ǫ2r)µ (S[t]) ≤ ǫrµ (S[t]) .
This completes the proof of the theorem.
9.3 Forbidden hypergraphs for which the extremal families are the (t, 1)-stars
In this section we present the proof of Theorem 1.7 which gives sufficient conditions (on H) for
the (t, 1)-stars to be the extremal H-free families.
As in the case of (t, t)-stars considered in Section 9.2, obviously necessary conditions for
the (t, 1)-stars to be the extremal H-free families are that the (t, 1)-star is free of H and that
no hypergraph which properly contains a (t, 1)-star is H-free. However, it turns our that these
conditions are not sufficient, as demonstrated by the following example.
Example 9.8. Let C be a sufficiently large constant, let C < k < n/C, and let H be the
k-expansion of the hypergraph H = {{1, 2} , {1, 4} , {1, 5} , {2, 6} , {2, 7} , {3}}. Then it is easy
to see that the (2, 1) star S ′[2] =
{
A ∈ ([n]k ) : A ∩ {1, 2} 6= ∅} is H-free and is maximal under
inclusion among the H-free families.
However, we claim that the family F =
{
A ∈ ([n]k ) : |A ∩ {a, b, c}| = 1} (for arbitrary dis-
tinct a, b, c ∈ [n]), which is larger than S ′[2] by Lemma 2.1, is H-free. Indeed, suppose on the
contrary that H ′ is a copy of H in F . Then, without loss of generality, the edges of H ′ that
correspond to the expansions of {1, 4}, {1, 5}, {2, 6}, {2, 7}, {3} are of the form {a} ∪A1, {a} ∪
A2, {b}∪A3, {b}∪A4, {c}∪A5, respectively, where A1, . . . , A5 are pairwise disjoint. As the edge
of H ′ that corresponds to the expansion of {1, 2} must intersect the first four of these edges, it
must contain both a and b, a contradiction.
To avoid Example 9.8 and its relatives, we bound our discussion to hypergraphs H that
satisfy the following stronger conditions:
• The (t, 1)-star S ′[t] = {A : A ∩ [t] 6= ∅} is free of H;
• No family that contains the family {A : |A ∩ [t]| = 1} and is not contained in S ′[t], is
H-free.
We show below that these conditions are equivalent to the following intrinsic property of H.
Condition (**) H is a d-expanded hypergraph with h edges, there exists a set T of size t such
that
∣∣Span1H (T )∣∣ = h− 1, and there is no set T ′ of size t such that |SpanH (T ′)| = h.
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We then show that this condition is sufficient; namely, that for any forbidden hypergraphH that
satisfies (**), the extremal H-free families are the (t, 1)-stars. The proof is very similar to the
proof in the case of (t, t)-stars presented in Section 9.2. Hence, we only state the corresponding
lemmas and the required changes with respect to the proof in the ‘(t, t)-stars’ case.
We begin with proving the equivalence between the conditions on H.
Lemma 9.9. For any constants d, h, t, there exists a constant C such that the following holds.
For any C < k < n/C, a d-expanded hypergraph H ⊆ ([n]k ) of size h satisfies (**) if and
only if the following two conditions hold:
1. The (t, 1)-star S ′[t] := {A : A ∩ [t] 6= ∅} is H-free.
2. No family that contains the family {A : |A ∩ [t]| = 1} and is not contained in S ′[t], is
H-free.
Proof. Suppose that H = {A1, . . . , Ah} satisfies (**). Condition (1) clearly follows from the
assumption that there is no set T of size t, such that |SpanH (T ) | = h. To see that (2) holds,
let F be a family that contains the family {A : |A ∩ [t]| = 1} and is not contained in S ′[t]. Note
that without loss of generality, H can be written in the form
H = {{1} ∪B1, . . . , {1} ∪Bi1 , {2} ∪Bi1+1, . . . , {2} ∪Bi2 , . . . , {t} ∪Bit−1+1 · · · , {t} ∪Bit , Bh} ,
where Bj ∩ [t] = ∅ for all [h]. Consider the families
F{1}[t] , . . .F
{1}
[t]︸ ︷︷ ︸
i1
, . . . ,F{t}[t] , . . . ,F
{t}
[t]︸ ︷︷ ︸
it−it−1
,F∅[t].
Since F ⊇ {A : |A ∩ [t]| = 1}, the first h − 1 of these families consist of the ‘entire universe’([n]\[t]
k−1
)
, and since F * S ′[t], the last family F∅[t] is non-empty. Hence, these h families cross
contain any ordered hypergraph (with edges of appropriate sizes), and in particular, cross
contain a copy (C1, . . . , Ch) of the ordered hypergraph (B1, . . . , Bh) . Therefore, the sets{{1} ∪C1, . . . , {1} ∪ Ci1 , {2} ∪ Ci1+1, . . . , {2} ∪ Ci2 , . . . , {t} ∪Cit−1+1 · · · , {t} ∪ Cit , Ch}
constitute a copy of H in F . This proves that (2) holds.
In the converse direction, suppose that (1) and (2) hold. It clearly follows from (1) that
there is no set T of size t such that |SpanH (T ) | = h. By (2), the family 〈{{1} , . . . , {t}}〉 ∪
{{t+ 1, . . . , t+ k}} contains a copy ofH. At least h−1 edges in this copy belong to 〈{1} , . . . , {t}〉,
and thus, there exists a set of size t that intersects at least h − 1 edges of H in exactly one
element. This completes the proof.
The next step is to show that if the forbidden hypergraph satisfies (**), then the junta
which approximates F according to Theorem 9.1 can be taken to be a (t, 1)-star.
Lemma 9.10. For any constants d, h, there exists a constant C such that the following holds.
Let C < k < n/C, and set ǫ = max
(
e−k/C , C kn
)
.
For any hypergraph H that satisfies (**) and any H-free family F ⊆ ([n]k ), there exists a
(t, 1)-star S ′T such that µ (F\S ′T ) ≤ ǫ · kn .
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Proof. By Theorem 9.1 and its proof, there exists an Od,h (1)-sized set J and a 1-uniform set
J ⊆ ([n]k ), such that the junta 〈J 〉 is H-free and
µ (F\ 〈J 〉) ≤ ǫµ(〈J 〉).
Our proof will be accomplished once we show that J contains at most t elements. (Formally,
we should apply Theorem 9.1 with ǫ′ = ǫ/t, to obtain the upper bound ǫ′µ(〈J 〉) = ǫ′ · t kn = ǫ kn .
This can be done, assuming C is sufficiently large.) Hence, it is sufficient to show that the
family F = 〈{{1}, {2}, . . . , {t+ 1}}〉 contains a copy of H. Recall that since H satisfies (**), it
can be written in the form{{1} ∪B1, . . . , {1} ∪Bi1 , {2} ∪Bi1+1, . . . , {2} ∪Bi2 , . . . , {t} ∪Bit−1+1 · · · , {t} ∪Bit , Bh} ,
where Bj ∩ [t] = ∅ for all [h]. It is clear that for a sufficiently large k, there exists a
copy (C1, . . . , Ch−1) of the first h − 1 of these edges in the family 〈{{1}, {2}, . . . , {t}}〉 ∩([n]\{t+1,...,t+k}
k
)
. Then, the hypergraph {C1, . . . , Ch−1, {t+ 1, . . . , t+ k}} is the desired copy of
H in F . This completes the proof.
The next step is to show that the theorem ‘holds locally’, i.e., if H satisfies condition (**),
and F is an H-free family which is a small perturbation of a (t, 1)-star S ′T , then µ(F \ S ′T ) is
much smaller than mini∈T (1− µ(F{i}T )).
Lemma 9.11. For any constants d, h, there exists a constant C = C(d, h) such that the fol-
lowing holds. Let C < k < n/C, and denote
ǫ0(k) :=
{
1/C, k > C log n;
1/(kC), k ≤ C log n.
Let H be a hypergraph that satisfies (**) and let F ⊆ ([n]k ) be an H-free family that satisfies
mini∈[t](1− µ(F{i}T )) ≥ 1− ǫ, for some ǫ ≤ ǫ0(k). Then
µ
(
F\S ′[t]
)
≤ µ
(
S ′[t]
)
ǫr.
Proof. The proof is almost exactly the same as that of Lemma 9.6. The only non-negligible
difference is the following. In Lemma 9.6 we use the fact that if F is H-free for some hypergraph
H that satisfies (*), then for any A ( [t], the h families
F [t]
[t]
, . . . ,F [t]
[t]
,FA[t]
are cross free of some d-expanded ordered hypergraph with h edges. Here, we use instead the
fact (proved in Lemma 9.9) that if F is H-free for some hypergraph H that satisfies (**), then
the h families
F{1}[s] , . . .F
{1}
[s]︸ ︷︷ ︸
i1
, . . . ,F{s}[s] , . . . ,F
{s}
[s]︸ ︷︷ ︸
is−is−1
,F∅[s]
are cross free of some d-expanded hypergraph with h edges.
Now we are ready to prove Theorem 1.7, along with its stability version.
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Theorem 9.12. For any constants d, h, r, there exists a constant C such that the following
holds.
Let H be a hypergraph that satisfies (**). For any C < k < n/C, any H-free family F ⊆ ([n]k )
has at most
(n
k
)− (n−tk ) elements, and equality holds if and only if F is a (t, 1)-star.
Moreover, let ǫ ∈ (0, 1/C) and suppose that |F| ≥ (1− ǫ) ((nk)− (n−tk )). Then there exists
a (t, 1)-star S ′ such that µ (F\S ′) ≤ µ (S ′) ǫr.
Proof. The proof follows the proof of Theorem 9.7 verbatim, replacing Lemmas 9.5 and 9.6 with
Lemmas 9.10 and 9.11, respectively.
10 Proof of the Erdo˝s-Chva´tal Simplex Conjecture for n
C
≤ k ≤
d−1
d n
Theorem 9.7 implies that for any d, there exists a constant C = C (d), such that for all C < k <
n/C, any family F ⊆ ([n]k ) that does not contain a special simplex satisfies |F| ≤ (n−1k−1). This
implies that the Erdo˝s-Chva´tal simplex conjecture holds for all C < k < n/C. As mentioned in
the introduction, several previous works proved the conjecture for other ranges of k: Frankl [34]
proved it for any k > d−1d n, Frankl and Fu¨redi [37] proved it for all k ≤ C (provided that
n ≥ n0 (C)), and Keevash and Mubayi [65] proved it for n/C < k < n/2 − Od(1). Hence, the
only remaining range is n2 −Od(1) ≤ k ≤ d−1d n.
In this section, we prove the following theorem:
Theorem 10.1. For any constants d, ζ, there exist ǫ0, n0 which depend only on d, ζ such that
the following holds.
Suppose that n > n0, that ζn ≤ k ≤ d−1d n, and that F ⊆
([n]
k
)
is a family that is free of a
d-simplex and satisfies |F| ≥ (1− ǫ0)
(n−1
k−1
)
. Then F is included in a (1, 1)-star.
Theorem 10.1 proves the Erdo˝s-Chva´tal conjecture in the range nC ≤ k ≤ d−1d n, provided
that n ≥ n0 (d) . (Note that this range includes the range considered in [65]). Combining with
the above results, this proves the conjecture for all k, provided n ≥ n0 (d) .
10.1 Proof overview
Recall that a family F ⊆ P ([n]) is said to be s-wise intersecting if for any A1, . . . , As ∈ F , we
have A1∩· · ·∩As 6= ∅. Families F1, . . . ,Fs are called s-wise cross intersecting if A1∩· · ·∩As 6= ∅
for any A1 ∈ F1, . . . , As ∈ Fs.
It is clear that any (d+ 1)-wise intersecting family does not contain a d-simplex. On the
other hand, if k > d−1d n then any d+1 sets whose intersection is empty constitute a d-simplex.
Hence, for such k, any family F ⊆ ([n]k ) that does not contain a d-simplex is (d+ 1)-wise
intersecting.
A main idea behind our proof is to reduce the problem of understanding families that do
not contain a d-simplex to the problem of understanding (d+ 1)-wise cross-intersecting families.
The reduction is based on the following simple observation.
Observation 10.2. Let F ⊆ ([n]k ) be a family that does not contain a d-simplex. Then:
1. If {B1, . . . , Bd+1} ⊆ B is a d-simplex, then the families FB1B , . . . ,F
Bd+1
B are (d+ 1)-wise
cross intersecting.
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2. If {B1, . . . , Bd+1} ⊆ B are sets whose intersection is empty, then the families FB1B , . . . ,FBd+1B
are cross free of a d-simplex.
Suppose that F ⊆ ([n]k ) is free of a d-simplex and satisfies |F| ≥ (1 − ǫ)(n−1k−1). We want to
prove that F is included in a (1, 1)-star. Our proof consists of four steps:
1. Fairness step. We apply Proposition 5.1 to find a (d+ 1)-sized set D = {i1, . . . , id+1}
that is ǫ-fair for the family F . Using Observation 10.2(1), we deduce that
FD\{i1}D , . . . ,FD\{id+1}D ⊆
(
[n] \D
k − d+ 1
)
are (d+ 1)-wise cross intersecting families whose measures cannot be much smaller than
k−d+1
n−d−1 .
2. Stability step. We show that if B1, . . . ,Bs ⊆
([n]
k
)
are s-wise cross intersecting families
whose measure is not significantly smaller than kn , then all these families are essentially
contained in the same (1, 1)-star.
Applying this step to the families FD\{i1}D , . . . ,FD\{id+1}D , we obtain that there exists some
id+2, such that the measures of the families FD∪{id+2}\{i1}D∪{id+2} , . . . ,F
D∪{id+2}\{id+1}
D∪{id+2}
are close
to 1.
3. Bootstrapping step. We prove that if B1, . . . ,Bd+1 are families that are cross free of a
d-simplex, such that the measures of B1, . . . ,Bd are very close to 1, then the family Bd+1
must be empty.
4. ‘Sudoku’ step. We perform a sequence of applications the bootstrapping proposition,
exploiting also Observation 10.2(2), to deduce that various slices of the form FBD∪{id+2}
are empty. This will eventually imply that the family F is contained in the (1, 1)-star
S{id+2}.
This section is organized as follows. We begin in Section 10.2 with several results that will be
used in the proof of Theorem 10.1. The stability proposition, which is the main step of the proof
and which also may be of independent interest, is presented in Section 10.3. The bootstrapping
proposition is presented in Section 10.4, and in Section 10.5 we present the ‘Sudoku’ step and
combine all components into a proof of Theorem 10.1.
10.2 Preliminaries
We begin with citing two previous results that will be used in the proof of Theorem 10.1.
The first result, which is an immediate corollary of a theorem of Frankl and Tokushige [40],
asserts that s-wise cross-intersecting families cannot be ‘too large’.
Theorem 10.3 (Frankl and Tokushige, 2011). Let s ∈ N, let k ≤ s−1s n, and let F1, . . . ,Fs ⊆([n]
k
)
be s-wise intersecting families. Then min {|F1| , . . . , |Fs|} ≤
(
n−1
k−1
)
, with equality if and
only if all the families F1, . . . ,Fs are equal to the same (1, 1)-star.
The second result is a lemma of Friedgut [45, Claim 3.1] which allows us to translate bounds
on the size of a family F ⊂ ([n]k ) into bounds on the biased measure of its monotonization F↑.
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Lemma 10.4 (Friedgut, 2008). There exists an absolute constant m0 such that the following
holds. Let k ≤ n be natural numbers, let δ > 0, and write p = kn +m0
√
log(1/δ)
n . For any family
F ⊆ ([n]k ), we have µp (F↑) ≥ µ (F)− δ.
In addition to these previous results, we will need three more propositions. The first propo-
sition obtains an upper bound on the average of s−1s -biased measures of s-wise cross intersecting
families, using a simple coupling argument.
Proposition 10.5. Let s, n ∈ N be some integers, and suppose that F1, . . . ,Fs ⊆ P ([n]) are
s-wise cross intersecting families. Then
1
s
∑
i∈[s]
µ s−1
s
(Fi) ≤ s− 1
s
.
Proof. For each i ∈ [n], let the random variable Xi be uniformly distributed in (0, 1], and for
each j ∈ [s], let Aj := {i ∈ [n] : Xi 6∈
(
i−1
s ,
i
s
]}. It is clear that each of the sets A1, . . . ,As is
distributed like a random set drawn from [n] according to the s−1s -biased measure, and on the
other hand, that A1 ∩ · · · ∩As = ∅. Since F1, . . . ,Fs ⊆ P ([n]) are s-wise cross intersecting, we
have
1 = Pr [Aj /∈ Fj for some j ∈ [s]] ≤
s∑
j=1
Pr [Aj /∈ Fj] =
s∑
j=1
(
1− µ s−1
s
(Fj)
)
.
The assertion follows by rearranging.
The second proposition compares the measures of different slices of a family.
Lemma 10.6. For any constants ζ > 0, s ∈ N, there exists a constant n0 (ζ, s) such that the
following holds.
Let n, k ∈ N be such that n > n0 and ζ ≤ kn ≤ 1 − ζ, let S ⊆ [n] be a set of size s, and let
i ∈ S. For any ǫ > 0, if a family F ⊆ ([n]k ) satisfies µ (F) ≥ kn − ǫ and µ(F∅{i}) ≤ ǫ, then
µ
(
F{i}S
)
≥ 1−Oζ,s (ǫ) .
Proof. First we prove the claim for |S| = 1, namely, we show that µ
(
F{i}{i}
)
≥ 1−Oζ,s (ǫ). We
have
k
n
− ǫ ≤ µ (F) = Pr
A∼([n]k )
[A ∈ F ] = Pr
A∼([n]k )
[i ∈ A]µ
(
F{i}{i}
)
+ Pr
A∼([n]k )
[i /∈ A]µ
(
F∅{i}
)
≤ k
n
µ
(
F{i}{i}
)
+
(
1− k
n
)
ǫ,
and hence, µ
(
F{i}{i}
)
≥ 1 − ǫ (2nk − 1) ≥ 1 − Oζ,s (ǫ). Now, suppose that S = {i1, . . . , is} and
µ(F∅{i1}) ≤ ǫ. Let
B =
(
[n] \ S
k − 1
)
\ F{i1}S and C =
(
[n] \ {i1}
k − 1
)
\ F{i1}{i1} .
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Provided that n0 is sufficiently large, we have
Oζ,s (ǫ) = µ (C) = Pr
A∼([n]\{i1}k−1 )
[A ∈ C] =
∑
T⊆S\{i1}
Pr
A∼([n]\{i1}k−1 )
[A ∩ (S \ {i1}) = T ]µ
(
CTS\{i1}
)
≥ Pr
A∼([n]\{i1}k−1 )
[A ∩ (S \ {i1}) = ∅]µ
(
C∅S\{i1}
)
= Pr
A∼([n]\{i1}k−1 )
[A ∩ (S \ {i1}) = ∅]µ (B) = Ωs,ζ (µ (B)) .
Thus, µ
(
F{i1}S
)
= 1− µ(B) ≥ 1−Oζ,s (ǫ), as asserted.
The third proposition provides a relation between biased measures of a monotone family
with respect to different biases, and allows to deduce that if these measures satisfy a certain
condition then the family can be approximated by a (1, 1)-star.
Proposition 10.7. For any constant 0 < ζ < 1, there exists a constant M = M (ζ) > 1 such
that the following holds. Let p0, p1 ∈ (ζ, 1− ζ) be such that p0 < p1 − ζ, let ǫ > 0, and let
F ⊆ P ([n]) be a monotone family.
1. If µp0 (F) ≥ p0 (1− ǫ) , then µp1 (F) ≥ p1
(
1− ǫM).
2. If, in addition, we have µp1 (F) ≤ p1 (1 + ǫ), then there exists a (1, 1)-star S such that
µp0 (F\S) ≤ Oζ(ǫM ).
To prove Proposition 10.7, we need the two following results. The first is a special case
of [18, Theorem 3.1].
Proposition 10.8. For any ζ > 0, there exist M (ζ) , C (ζ) > 1, such that the following holds.
Let p0, p
′ ∈ (ζ, 1− ζ) be such that p0 < p′ − ζ2 . For any family F ⊆ P ([n]) that satisfies
µp′ (F) ≤ p′ and µp0 (F) ≥ p0 − ǫ, there exists a (1, 1)-star S such that µp0 (F\S) ≤ CǫM .
The second result is Lemma 2.7(1) in [18].
Lemma 10.9. Let 0 < p0 < p1 < 1), let x > 0, and let F ⊆ P ([n]) be a monotone family.
Suppose that µp1 (F) ≤ px1 . Then µp0 (F) ≤ px0 .
Recall that the dual family of F ⊆ P ([n]) is defined by F† = {A : [n] \A /∈ F}. It is easy
to see that for any 0 < p < 1 we have µ1−p
(F†) = 1 − µp (F) , and that for any (1, 1)-star S
we have P ([n]) \ (F\S)† = S\F†. Applying Proposition 10.8 to the dual of a family F , with
(1− p1, 1− p) in place of (p0, p′), we obtain:
Corollary 10.10. For any ζ > 0, there exist M (ζ) , C (ζ) > 1, such that the following holds.
Let p1, p ∈ (ζ, 1− ζ) be such that p1 > p + ζ2 . For any family F ⊆ P ([n]) that satisfies
µp (F) ≥ p and µp1 (F) ≤ p1 + ǫ, there exists a (1, 1)-star S such that µp1 (F\S) ≤ CǫM .
Consequently,
µp1 (F\S) = µp1 (F)− µp1 (S) + µp1 (S\F) ≤ (p1 + ǫ)− p1 + CǫM = ǫ+ CǫM .
Now we are ready to prove Proposition 10.7.
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Proof of Proposition 10.7. The first part of the proposition follows immediately from Lemma 10.9.
To prove the second part, write p¯ = p0+p12 . If µp¯ (F) ≤ p¯, then the assertion follows from Propo-
sition 10.8 (applied with p¯ in place of p′). If µp¯ (F) ≥ p¯, then by Corollary 10.10 (applied with
p¯ in place of p), there exists a (1, 1)-star S = S{i} such that µp1 (F\S) ≤ ǫ + C ′ǫM
′
for some
constants C ′(ζ),M ′(ζ) > 1. This, in turn, implies
µp1
(
F∅{i}
)
≤ Oζ (ǫ) .
Note that the family F∅{i} is monotone. Hence, we can apply to it Lemma 10.9, to obtain
µp0 (F\S) = Oζ
(
µp1
(
F∅{i}
))
≤ CǫM
for some constants C(ζ),M(ζ) > 1. This completes the proof.
10.3 Stability result for the upper bound on the sizes of s-wise cross inter-
secting families
In this subsection we establish Step 2 of the proof of Theorem 10.1 which asserts that any
s-wise cross intersecting families F1, . . . ,Fs whose measures are not must smaller than kn , are
all essentially contained in the same (1, 1)-star. This can be viewed as a stability result for
Theorem 10.3.
Proposition 10.11. For any ζ, ǫ > 0 and s ∈ N, there exist constants M = M (ζ, s) > 1 and
n0 = n0 (ζ, s, ǫ) ∈ N such that the following holds.
Let n > n0, let k ∈
(
ζn,
(
s−1
s − ζ
)
n
)
, and let F1, . . . ,Fs ⊆
([n]
k
)
be s-wise cross intersecting
families such that
min {|F1| , . . . , |Fs|} ≥ (1− ǫ)
(
n− 1
k − 1
)
.
Then there exists a (1, 1)-star S such that µ (Fi\S) ≤ Os,ζ
(
ǫM
)
for any i ∈ [s].
The proof of Proposition 10.11 consists of five steps. Let F1, . . . ,Fs be families that satisfy
the hypothesis of the proposition, and let i ∈ [s].
1. We take p to be slightly larger than kn and use Lemma 10.4 to show that µp
(
F↑i
)
≥ p− ǫ.
2. We use Proposition 10.7(1) to deduce from Step 1 that µ s−1
s
(
F↑i
)
≥ s−1s − ǫ.
3. We use Proposition 10.5 to deduce that µ s−1
s
(
F↑i
)
≤ (1 +Os(ǫ))s−1s ,
4. We use Proposition 10.7(2) to deduce that Fi is essentially contained in a (1, 1)-star,
denoted by Si.
5. We use Theorem 10.3 to show that the stars S1, . . . ,Ss obtained in Step 4 are actually
equal.
Proof of Proposition 10.11. Throughout the proof we assume that ǫ is smaller than a sufficiently
small constant depending only on s, ζ, for otherwise the proposition holds trivially. We shall
also assume that n0 is sufficiently large.
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Let m0 be as in Lemma 10.4, and write p0 =
k
n +
√
m0 logn
n and p1 =
s−1
s . By Lemma 10.4
(applied with δ = 1/n), we have
µp0
(
F↑i
)
≥ k
n
(1− ǫ)− 1
n
≥ p0 (1− 2ǫ) ,
provided that n0 is sufficiently large.
Using again the assumption that n0 is sufficiently large, we have p0 < p1 − ζ2 . Applying
Proposition 10.7 with ζ/2 in place of ζ and choosing M appropriately, we obtain
µp1
(
F↑i
)
≥ p1
(
1− (2ǫ)M
)
=
s− 1
s
(
1− (2ǫ)M
)
>
s− 1
s
− ǫ = p1 − ǫ,
provided that ǫ is small enough. By Proposition 10.5, this implies
s− 1
s
≥ 1
s
s∑
j=1
µp1 (Fj) ≥
1
s
µp1 (Fi) +
s− 1
s
(p1 − ǫ) .
Rearranging, we obtain
µp1
(
F↑i
)
≤ s− 1
s
+Os (ǫ) .
By Proposition 10.7(2), this implies that there exist a (1, 1)-star S{ji} := {A ∈ P ([n]) : ji ∈ A},
and M = M (ζ, s) > 1 such that
µp0
(
F↑i \S{ji}
)
= Oζ,s
(
ǫM
)
.
Write G := (Fi)∅{ji}. By Lemma 10.4, we have
µ
(Fi\S{ji}) = O (µ (G)) ≤ O (µp0 (G↑))+ 1n = O
(
µp0
(
F↑i \S{ji}
))
+
1
n
= Oζ,s
(
ǫM
)
, (31)
provided that n0 is large enough.
It now only remains to show that the (1, 1)-stars {S{ji}}i=1,...,s are all equal. Let S =
{j1, . . . , js}, and suppose on the contrary that |S| > 1. Since F1, . . . ,Fs are s-wise cross-
intersecting, this implies that the families (Fi){ji}S are s-wise cross intersecting as well. Hence,
by Theorem 10.3, there exists ℓ such that
µ
(
(Fℓ){jℓ}S
)
≤ k − 1
n− |S| . (32)
However, since µ(Fℓ) ≥ kn−O(ǫ) by assumption and µ
(
(Fℓ)∅jℓ
)
≤ Oζ,s
(
ǫM
)
by (31), Lemma 10.6
implies that µ
(
F{jℓ}S
)
≥ 1 − Oζ,s (ǫ), which contradicts (32) if n0 is sufficiently large. This
completes the proof.
10.4 The bootstrapping proposition
In this subsection we establish Step 3 of the proof of Theorem 10.1, namely, we show that if
some families F1, . . . ,Fd+1 ⊆
([n]
k
)
are cross free of a d-simplex and µ (Fi) is close to 1 for any
i ∈ [d], then the family Fd+1 must be empty.
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Proposition 10.12. For any d ∈ N and 0 < ζ < 1, there exist constants ǫ0, n0 that depend
only on d, ζ, such that the following holds.
Let n > n0 and let k1, k2 ∈
(
ζn, d−1d n+ d+ 1
)
. Let F1 ⊆
([n]
k1
)
, . . . ,Fd ⊆
([n]
k1
)
,Fd+1 ⊆
([n]
k2
)
be families that are cross free of a d-simplex, and suppose that µ (Fi) ≥ 1 − ǫ0 for all i ∈ [d].
Then Fd+1 = ∅.
Proof. Let F1, . . . ,Fd+1 be as in the hypothesis of the proposition. Suppose on the contrary
that Fd+1 6= ∅ and let E ∈ Fd+1. Let S ⊆ [n] be a set of size l > d (to be determined below)
that satisfies |S ∩ E| = d, and write S ∩ E = {i1, . . . , id}.
As the sets {S \ {i1}, . . . , S \ {id}, S ∩ E} constitute a d-simplex, it follows from Observa-
tion 10.2(1) that the families
(F1)S\{i1}S , (F2)S\{i2}S , . . . , (Fd)S\{id}S , (Fd+1)S∩ES
are (d+ 1)-wise cross intersecting. Since the family (Fd+1)S∩ES is non-empty, this implies that
the families
(F1)S\{i1}S , (F2)S\{i2}S , . . . , (Fd)S\{id}S ⊆
(
[n] \S
k1 − l + 1
)
are d-wise cross intersecting as well.
We now would like to apply Theorem 10.3 to the families (F1)S\{i1}S , . . . , (Fd)S\{id}S . To do
so, we should have k1−l+1n−l ≤ d−1d , and hence we choose l to be the smallest integer for which
this condition holds. (Since k1 ≤ d−1d n+ d+ 1, we clearly have l = Od (1)). By Theorem 10.3,
there exists j ∈ [d] such that
µ
(
(Fj)S\{ij}S
)
≤ k1 − l + 1
n− l . (33)
On the other hand, we have
ǫ0 ≥ 1− µ (Fi) ≥ Pr
A∼([n]k )
[(A ∩ S = S \ {ij}) ∧ (A 6∈ Fj)]
= Pr
A∼([n]k )
[A ∩ S = S \ {ij}] Pr
A∼([n]k )
[A 6∈ Fj |A ∩ S = S \ {ij}]
= Pr
A∼([n]k )
[A ∩ S = S \ {ij}]
(
1− µ
(
(Fj)S\{ij}S
))
= Ωs,ζ
(
1− µ
(
(Fj)S\{ij}S
))
,
and thus, µ
(
(Fj)S\{ij}S
)
≥ 1−Os,ζ(ǫ0), which contradicts (33) provided ǫ0 is sufficiently small.
This completes the proof.
10.5 Proof of the Erdo˝s-Chva´tal simplex conjecture for all n > n0(d)
In this subsection we combine the components presented in the previous subsections to prove
Theorem 10.1, which completes the proof of the Erdo˝s-Chva´tal conjecture for all n > n0(d).
Let d, ζ be fixed constants, n, k be natural numbers satisfying ζn ≤ k ≤ d−1d n, and F ⊆
([n]
k
)
be a family that is free of a d-simplex and satisfies |F| ≥ (1− ǫ0)
(
n−1
k−1
)
. We would like to show
that F is contained in a (1, 1)-star, provided that n is sufficiently large and ǫ0 is sufficiently
small.
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Proof of Theorem 10.1. Set ǫ0 to be a small constant to be determined below. By Proposi-
tion 5.1, there exists a set S of size d+1 that is ǫ0-fair for F . Assume without loss of generality
that S = [d+ 1]. For each i ∈ [d+ 1], we have
µ
(
F [d+1]\{i}[d+1]
)
≥ µ (F)− ǫ0 ≥ k
n
− 2ǫ0. (34)
The families {F [d+1]\{i}[d+1] } are (d+ 1)-wise cross intersecting. By Proposition 10.11 (applied with
s = d+1), this implies that there exists M > 1 and a (1, 1)-star S ⊆ P ([n] \ [d+ 1]), such that
for any i ∈ [d+ 1],
µ
(
F [d+1]\{i}[d+1] \S
)
= Od,ζ
(
ǫM0
)
= Od,ζ (ǫ0) . (35)
Suppose w.l.o.g. that S = S{d+2}. Then for any i ∈ [d+ 1], we have
µ
(
F [d+2]\{i}[d+2]
)
=
µ
(
F [d+1]\{i}
[d+1]
)
− µ
(
F [d+1]\{i}
[d+1]
\S
)
µ (S) ≥ 1−Od,ζ (ǫ0) , (36)
where the last inequality follows from the assumption on F and Equations (34) and (35).
This establishes Step 2 of the proof of Theorem 10.1. Step 3 – a bootstrapping argument
– was established in Proposition 10.12 and will be used soon. Now we present the last step
of the proof – a ‘Sudoku step’ in which we consider slices of the form FB[d+2] sequentially, and
show that for any B that does not contain d+ 2, the slice FB[d+2] is empty. This will show that
F ⊆ S, completing the proof.
The first part of the ‘Sudoku step’ asserts that for each element E ∈ F we either have
d+ 2 ∈ E or {1, . . . , d+ 1} ⊆ E.
Claim 10.13. Provided that ǫ0 is sufficiently small and that n0 is sufficiently large, we have
F∅{i,d+2} = ∅
for any i ∈ [d+ 1]. In particular, µ
(
F{d+2}[d+2]
)
≥ 1−Od,ζ (ǫ0) .
Proof. To prove the first part of the claim, we show that the family FB[d+2] is empty for
any B ⊆ [d+ 2] \ {1, d + 2}. Let B ⊆ [d+ 2] \ {1, d+ 2}. Since the intersection of the sets
B, [d+ 2] \ {2} , . . . , [d+ 2] \ {d+ 1} is empty, by Observation 10.2(2) the families
FB[d+2],F [d+2]\{2}[d+2] , . . . ,F
[d+2]\{d+1}
[d+2]
are cross free of a d-simplex. By Proposition 10.12 (which can applied due to (36)), this implies
that the family FB[d+2] is empty, provided that ǫ0 is sufficiently small and n0 is sufficiently large.
The ‘in particular’ part holds since
1− µ
(
F{d+2}[d+2]
)
≤ 1−O
(
µ
(
F{d+2}{1,d+2}
))
= 1−O
(
n− 2
k − 1µ
(
F∅{1}
))
≤ Od,ζ (ǫ0) ,
where the equality holds as all sets in F∅{1} contain the element d + 2 (by the first part of the
claim), and the last inequality holds since [d + 1] is ǫ0-fair for F . This completes the proof of
the claim.
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We now complete the ‘Sudoku step’ by showing that FB[d+2] = ∅ for any B such that d+2 6∈ B.
Since the intersection of the sets B, {d + 2}, . . . , {d + 2} is empty, by Observation 10.2(2)
the families
FB[d+2],F{d+2}[d+2] , . . . ,F
{d+2}
[d+2]
are cross free of a d-simplex. By Proposition 10.12 (which can applied due to Claim 10.13),
this implies that FB[d+2] = ∅, provided that ǫ0 is sufficiently small and n0 is sufficiently large.
This implies that F ⊆ S{d+2}, and thus completes the proof of Theorem 10.1.
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