Abstract. An alternative derivation is given for a uniform asymptotic expansion of the integral
1(h) = ( g(^/y2 -q2)sin yhdy, (1.1) where q and z are nonnegative and h is a large real parameter. The function g(x) was assumed to be of the form g(x) = f(x)/x with f(x) being n + 1 times continuously differentiate in 0 < x < (z2 -q2)112 and 2n times continuously differentiate near the origin.
According to Schmidt, integrals of the type (1.1) occur in the calculation of the smallangle x-ray scattering from membranes; see [8] and [11] , For fixed q, asymptotic expansion of 1(h) can be obtained by either the integration by parts technique [3, Sec. 2.8] or the method based on summability [7] , However, the asymptotic expansion thus obtained for the case q > 0 does not tend, as q ->0+, to the expansion for q = 0; i.e., the expansion is not uniformly valid for q arbitrarily close to 0. This lack of uniformity is due to the possible coalescence of two critical points: the branch point singularities at y = q and y --q, one at an endpoint and one outside of the interval of integration. A similar problem, in which an exterior branch point coalesces with an endpoint, was considered earlier by Erdelyi [4] , In [9] , Schmidt derives an asymptotic expansion that holds uniformly for 0 < q < q0, where q0 is some fixed number less than z and z is finite. His method is based on an integration by parts procedure, and resembles that of Bleistein [1] in the treatment of an algebraic singularity near a stationary point. Schmidt also provides an explicit expression for the error term associated with the expansion. However, the error term given in [9, Eqs. (6) - (8)] involves Bessel functions, and appears to be complicated and difficult to estimate.
The purpose of this paper is to present an alternative (and, it is hoped, better motivated) derivation of the expansion given by Schmidt, and to extend the result to the case of an infinite range of integration. The error terms in our expansions involve only the sine function, and realistic bounds are also provided for them. Our approach is based on a summability method recently introduced by Olver [7] and subsequently extended by the present author [10] .
In Sec. 2, we list and discuss the basic assumptions. The main results are stated in Sec. 3. In Sec. 4, we give a preliminary lemma. The proofs of the main results are given in Sees. 5 and 6. Error bounds for the asymptotic expansions are derived in Sec. 7; this section also contains some illustrative examples.
2. Assumptions. Throughout this paper, we shall assume that the following conditions hold. These conditions are weaker than the ones imposed by Schmidt [9] , and are similar to those adopted by Olver for stationary phase approximations [7] , (A,) g(n\x) is continuous in the interval 0 < x < (z2 -q2)112, where n is a positive integer.
(A2) As x -> 0+, 3. Statement of results. Throughout this paper, we shall adhere to the notation set in the preceding and the present sections. For each n > 0, we put
where G(y) is as given in (2.2) and Gln(y) denotes the sum G2n(y)=2"Zas(y2 -q2r+*-"12. In view of (2.5) and (3.4), one naturally expects that the result (3.9) should follow immediately from (3.5) by letting z-* + oo. However, this is not the case, since the integral (3.7) may diverge if we replace z by +oo and the terms involving G(2^(z), s = n, 2n -1, in (3.8) may not all tend to zero as z-+ oo. Nevertheless, if both of these conditions happen to be true then the above remark applies and the expression for the error may be considerably simplified; see Example 2 in Sec. 7.
On account of the assumptions (A3) and (A4) with s = n and the estimate (3.3), it is easy to see that the error terms S"(h) given in (3.7) and (3.10) both satisfy S"(h)=o(h~") as /i-> oo, (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) by the Riemann-Lebesgue lemma [6, p. 73] . The other error terms e"(/i) given in (3.8) and (3.11) clearly also satisfy the above order relation. In fact, we have e"(h) = 0(h~"~*) as h-* oo.
Moreover, both results (3.12) and (3.13) hold uniformly for 0 <q< q0. This confirms the uniformly asymptotic nature of the expansions (3.5) and (3.9), and hence we may write, as h -» +oo,~ YjJ -(s+«)/2ij/2 "l.sin(irI*+fe)^!rl ,314)
if z is finite, and
if z is infinite, both uniformly in q for 0 < q < q0. Proof. An integral representation corresponding to (4.1) for the modified Bessel function Kv is given by Note that the last integral converges at the lower limit, on account of (3.3). Now we consider F2n(h). First, we proceed as above via partial integration of (5.3) 2n times. In view of the exponential factor e"w, the integrated terms all vanish at the upper limit of the integral. Next, we take the limit as t] -> 0+. From (5.5) we have Let T denote the integral in (6.2). For any a in the interval (q, z), we may break the range of integration at y = a so that T = Ti + T2 with 7"i and T2 corresponding, respectively, to the intervals (q, a) and (a, z). Note that Tx agrees with the first integral on the right of (3.10). In T2 we insert (3.1), and thus obtain T2 -T21 + T22 witĥ 22= ~j G<2^(>')sin|y + hy j dy.
Repeated integration by parts shows that T22 is equal to
I sm+ £ sm(-n + haj^-^^-J Gf"n)(y)sm yh dy.
The first sum is identical with that in (6.2) except for a factor of h~". Hence, upon adding the contributions from Ti, T21 and T22 > we have £!"(/>)« lim | R';"J(y)sin|y + hy J dy + | G""()>infy + hyjdy -Y ^ ^ »»«\
The first and the third terms on the right are independent of z, and the second and fourth terms converge as z -> + oo. Therefore, E*2n(h) = Sn(h)-e n(h), (6.4) where Sn(h) and en(h) are as given in (3.10) and (3.11) . This, together with (6.1), proves the result stated in Theorem 2.
7. Error bounds and examples. Without loss of generality, we may assume that h > 1. From (3.7) and (3. 3) (7.4) Note that the integrals in (7.1), (7.2) and (7.4) all converge under the conditions of Theorems 1 and 2. However, the convergence of the integral in (7.3) is not guaranteed by these assumptions.
An examination of the asymptotic behavior of the Bessel function Jv(t), in the two limits t-* +oo and t-» 0+, reveals that the above error bounds are extremely crude.
Since Jv(t) ~ (2/nt)1/2 cos(f -jvn -fyi) as t -> + oo and Jv(t) ~ (if)v/T(v + 1) as t -* 0+, the errors in the asymptotic approximations (3.5) and (3.9) should be 0(h~n~ic,+1)/2) if qh is large and 0(/j~2n_°t) if qh is small. Thus, the estimates in (7.1)-(7.4) fall short of the actual result. However, it is extremely difficult to get strict error bounds for asymptotic expansions of the above type. Sometimes we will have to be content with a bound involving a lower power of the asymptotic variable than that known to be obtainable from the big O-estimates. One way to arrive at a bound involving the correct power of the asymptotic variable is to continue the expansion to a few more terms, and then use these terms together with the bound for the new remainder term (which is of a lower asymptotic order of magnitude). Example 1. Let g(x) = e'x/x and consider m = I 9(y/y2 -<?2)sin yh dy, (7.5) where 0<q<q0<z<co. For all real x / 0, i ^~1-s = 0 S! Thus, in (2.1), a = 0 and as = is/sl. To derive the dominant term of the uniform asymptotic expansion of 1(h), we take n = 1 in (3.5), and put g2(x) = (1/x) + i and r2(x) = g(x) -g2(x). Then, in the notation of (3.1) and (3. Also, from (7.2) and (7.6) we derive |fii(/i)| < 1 h2
The last integral can be evaluated explicitly, and we have '£l^l ~ z(z2 -q2)3'2 ' h2 ' ^7'10)
A combination of the results (7.8), (7.9) and (7.10) then gives I(h) = ^Jo(qh) + Pl(h) (7.11) with the strict error bound 1 2 q2
\pi(h)\ 1 + rVz2 _ 2 + /_ 2 "2 + " (7.12) Note that in order to obtain an error estimate for the one-term approximation in (7.11),
we have taken three terms in the asymptotic expansion of 1(h).
Example 2. Let g(x) = l/x(x + 1) and consider 1(h) = j g(Jy2 -<Sf2)sin yh dy, (7.13) where 0 < q < q0 < + go. For 0 < x < 1, a(x)= E(-i s = 0 Thus, with g2(x) = 1/x -1 and r2(x) = g(x) -g2(x), we have G2(y) = 02(*) and Ri(y)=r2(x), (7.14) where x = (y2 -q2)1'2-Since a = 0 and as = (-1)5, it follows from (3.9) that 1(h) = ^J0(qh) -^ cos qh + S^h) -e^h), (7.15) where, by (6.2) and (6. 
by (7.14), we have from (7.16) 6Ah) -et(h) = 7 ( R'2(y)cos yh dy = o(h~1),
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as h-* 0+. This expression is considerably simpler than that given in (3.10)-(3.11) with n = 1. However, such a simple expression is not always available; see the remark following Theorem 2.
