Construction of scrambled polynomial lattice rules over $\mathbb{F}_2$
  with small mean square weighted $\mathcal{L}_2$ discrepancy by Goda, Takashi
ar
X
iv
:1
30
1.
39
82
v3
  [
ma
th.
NA
]  
20
 Ju
n 2
01
4
Construction of scrambled polynomial lattice rules
over F2 with small mean square weighted L2
discrepancy∗
Takashi Goda†
June 23, 2018
Abstract
The L2 discrepancy is one of several well-known quantitative mea-
sures for the equidistribution properties of point sets in the high-
dimensional unit cube. The concept of weights was introduced by
Sloan and Woz´niakowski to take into account the relative importance
of the discrepancy of lower dimensional projections. As known under
the name of quasi-Monte Carlo methods, point sets with small weighted
L2 discrepancy are useful in numerical integration. This study investi-
gates the component-by-component construction of polynomial lattice
rules over the finite field F2 whose scrambled point sets have small
mean square weighted L2 discrepancy. An upper bound on this dis-
crepancy is proved, which converges at almost the best possible rate
of N−2+δ for all δ > 0, where N denotes the number of points. Nu-
merical experiments confirm that the performance of our constructed
polynomial lattice point sets is comparable or even superior to that of
Sobol’ sequences.
Keywords: Polynomial lattice rules, weighted L2 discrepancy, numerical
integration, randomized quasi-Monte Carlo
MSC classifications: 65C05, 65D30, 65D32
1 Introduction
In this paper, we study the approximation of an s-dimensional integral over
the unit cube [0, 1)s
I(f) =
∫
[0,1)s
f(x) dx,
∗The support of Grant-in-Aid for JSPS Fellows No.24-4020 is gratefully acknowledged.
†Graduate School of Information Science and Technology, The University of Tokyo,
7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656 (goda@iba.t.u-tokyo.ac.jp).
1
by averaging function evaluations at N points with equal weights
Q(f) =
1
N
N−1∑
n=0
f(xn).
Monte Carlo (MC) and quasi-Monte Carlo (QMC) methods choose the point
set PN,s = {x0, . . . ,xN−1} randomly and deterministically, respectively.
The aim of QMC methods is to distribute the quadrature points as uni-
formly as possible so as to yield a small integration error. This idea is
supported by the general form of various integration error bounds
|I(f)−Q(f)| ≤ V (f)D(PN,s), (1)
where V (f) is the variation of the integrand f in a certain sense, which
depends only on f , while D(PN,s) is the corresponding discrepancy of the
point set PN,s, which measures the equidistribution properties of PN,s and
depends only on PN,s. Thus the smaller D(PN,s) is, the smaller an integra-
tion error we can expect. The most well-known bound of this form is the
so-called Koksma-Hlawka inequality in which V (f) is the variation of f in
the sense of Hardy and Krause and D(PN,s) is the star discrepancy of PN,s,
see for example [19, 22].
Randomization of the QMC point set is helpful to obtain statistical in-
formation on the integration error and sometimes even enables us to improve
the rate of convergence for numerical integration. There have been several
methods introduced for randomization [5, 12, 20, 28, 38]. Using the linearity
of expectation and (1), the mean square integration error is upper-bounded
by
E
[
|I(f)−Q(f)|2
]
≤ V 2(f)E
[
D2(P˜N,s)
]
,
where the expectation is taken with respect to all the possible randomized
point sets P˜N,s of PN,s. Hence, the mean square discrepancy becomes a
meaningful measure of the equidistribution properties of PN,s in this setting.
Among the discrepancy measures, the L2 discrepancy is one of the pop-
ular measures of the equidistribution properties of point sets. The relation-
ship between the L2 discrepancy and numerical integration has been often
discussed in the literature, see for example [13, 25, 36, 40, 41]. Sloan and
Woz´niakowski [36] introduced the concept of the weighted L2 discrepancy
to take the relative importance of the discrepancy of lower dimensional pro-
jections into account. It provides part of the reason why QMC methods are
successful even for very large values of s, as often reported in the practi-
cal applications to financial problems [3, 24, 31]. This phenomenon is hard
to explain by the classical integration error bounds. Hence, construction
of point sets with small weighted L2 discrepancy is of particular interest to
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practitioners. Especially, in this paper, we focus on constructing randomized
QMC point sets with small mean square weighted L2 discrepancy.
In order to give the definition of the weighted L2 discrepancy, we intro-
duce some notations first. For a point set PN,s = {x0, . . . ,xN−1} in the unit
cube [0, 1)s, the local discrepancy function is defined as
∆(t) :=
AN ([0, t), PN,s)
N
− t1 · · · ts,
where t = (t1, . . . , ts) is a vector from [0, 1)
s, [0, t) is the axis-parallel box
of the form [0, t1)× · · · × [0, ts), and AN ([0, t), PN,s) denotes the number of
indices n with xn ∈ [0, t). Let Is = {1, . . . , s} and let γu be a non-negative
real number for u ⊆ Is. We denote by |u| the cardinality of u and by tu
a vector from [0, 1)|u| containing all the components of t ∈ [0, 1)s whose
indices are in u. Further, let dtu =
∏
j∈u dtj and let (tu,1) denote a vector
from [0, 1)s with all the components whose indices are not in u replaced by
one. Then the weighted L2 discrepancy of the point set PN,s is given by
L2,N,γ(PN,s) =

 ∑
∅6=u⊆Is
γu
∫
[0,1]u
|∆(tu,1)|
2 dtu


1/2
.
We can recover the classical L2 discrepancy by choosing γIs = 1 and γu = 0
for u ⊂ Is. The most famous choices of γu are so-called product weights, that
is, γu =
∏
j∈u γj for all u ⊆ Is. The following proposition generalizes the
well-known formula for the classical L2 discrepancy introduced by Warnock,
see for example [9, 21].
Proposition 1 For any point set PN,s = {x0, . . . ,xN−1} in [0, 1)
s and any
sequence γ = (γu)u⊆Is of weights, we have
L22,N,γ(PN,s)
=
∑
∅6=u⊆Is
γu

 1
3|u|
−
2
N
N−1∑
n=0
∏
j∈u
1− x2n,j
2
+
1
N2
N−1∑
n,n′=0
∏
j∈u
(1−max(xn,j , xn′,j))

 ,
where xn,j is the j-th component of the point xn.
There are two prominent construction principles of QMC point sets: lat-
tice rules [7, 22, 34] and digital (t,m, s)-nets [9, 22]. In this study, we are
concerned with polynomial lattice rules which can be categorized into the
latter, while its name comes from the analogy with lattice rules. Since first
introduced by Niederreiter [23], polynomial lattice rules have been exten-
sively investigated, see for example [9, 18, 32]. In the following, we give the
definition of polynomial lattice rules for the case of base 2 because we will
only deal with that case.
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Let F2 := {0, 1} be the two element field and denote by F2((x−1)) the
field of formal Laurent series over F2. Every element of F2((x−1)) has the
form
L =
∞∑
l=w
tlx
−l,
where w is an arbitrary integer and all tl ∈ F2. Further, we denote by F2[x]
the set of all polynomials over F2. For a given integer m, we define the map
vm from F2((x−1)) to the interval [0, 1) by
vm
(
∞∑
l=w
tlx
−l
)
=
m∑
l=max(1,w)
tl2
−l.
We often identify a non-negative integer k whose dyadic expansion is given
by k = κ0+κ12+· · ·+κa2
a with the polynomial k(x) = κ0+κ1x+· · ·+κax
a ∈
F2[x]. For k = (k1, . . . , ks) ∈ (F2[x])s and q = (q1, . . . , qs) ∈ (F2[x])s, we
define the inner product as
k · q =
s∑
j=1
kjqj ∈ F2[x],
and we write q ≡ 0 (mod p) if p divides q in F2[x]. Using these notations,
the polynomial lattice point set is constructed as follows.
Definition 1 Let m, s ∈ N. Let p ∈ F2[x] be an irreducible polynomial with
deg(p) = m and let q = (q1, . . . , qs) ∈ (F2[x])s. The polynomial lattice point
set P2m,s(q, p) is the point set consisting of 2
m points given by
xn :=
(
vm
(
n(x)q1(x)
p(x)
)
, . . . , vm
(
n(x)qs(x)
p(x)
))
∈ [0, 1)s,
for 0 ≤ n < 2m.
In the following, the notation P2m,s(q, p) implicitly means that deg(p) = m
and the number of components for a vector q is s.
For randomization of the polynomial lattice point set, we apply Owen’s
scrambling [28, 29, 30]. It proceeds as follows. For x = (x1, . . . , xs) ∈ [0, 1)
s,
we denote the dyadic expansion by xj = xj,12
−1 + xj,22
−2 + · · · . Let y =
(y1, . . . , ys) ∈ [0, 1)
s be the scrambled point of x whose dyadic expansion is
represented by yj = yj,12
−1+yj,22
−2+· · · . Here we assume that both dyadic
expansions of xj and yj are unique in the sense that infinitely many digits are
different from 1. Each coordinate yj is obtained by applying permutations
to each digit of xj . Here the permutation applied to xj,k depends on xj,l
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for 1 ≤ l ≤ k − 1. In particular, yj,1 = πj(xj,1), yj,2 = πj,xj,1(xj,2), yj,3 =
πj,xj,1,xj,2(xj,3), and in general
yj,k = πj,xj,1,...,xj,k−1(xj,k),
where πj,xj,1,...,xj,k−1 is a random permutation of {0, 1}. We choose permu-
tations with different indices mutually independent from each other where
each permutation is chosen with the same probability. Then, as shown in
[28, Proposition 2], the scrambled point y is uniformly distributed in [0, 1)s.
We refer to [12, 20] for simplifications of the above Owen’s scrambling algo-
rithm, which can be implemented more easily.
Our aim here is to find a vector q with p fixed, which yields a small mean
square weighted L2 discrepancy. Restricting each qj ∈ F2[x] such that qj 6= 0
and deg(qj) < m, the number of candidates for q is (2
m−1)s, which is quite
large. The component-by-component (CBC) construction can significantly
reduce the computational burden by searching over all the candidates of
qj+1 while leaving the existing components (q1, . . . , qj) unchanged. The
CBC construction was first invented for lattice rules by Korobov [15] and
re-discovered more recently by Sloan and Reztsov [35]. It also has been
applied to polynomial lattice rules. Without requiring exhaustive search,
the CBC construction usually finds a good vector q as discussed in many
previous studies, see for example [2, 6, 8, 16, 17]. Hence, we employ the CBC
construction to find a vector q which gives a small mean square weighted
L2 discrepancy.
We end this section with a brief outline of this paper. In the next sec-
tion, we introduce Walsh functions and their useful properties. They play a
central role in the analysis of the mean square weighted L2 discrepancy. In
Section 3, we study the mean square weighted L2 discrepancy of scrambled
polynomial lattice rules. Next, in Section 4, we construct polynomial lat-
tice rules whose scrambled point sets have small mean square weighted L2
discrepancy. We consider two cases for weights here: general weights and
product weights. Our construction algorithm is extensible in s for product
weights, while it is not for general weights. Finding an adequate construc-
tion algorithm extensible in s for general weights is open for further research.
We prove an upper bound on the root mean square discrepancy which con-
verges at a rate of N−1+δ for all δ > 0, where N = 2m denotes the number
of points. As Roth [33] proved that the lower bound on the classical L2
discrepancy of N points is given by
L2,N,γ(PN,s) ≥ cs
(logN)(s−1)/2
N
, (2)
where cs is a constant dependent only on s, our upper bound is almost best
possible in the sense that a rate of N−1 cannot be achieved. We further
discuss strong tractability of our construction algorithm. Finally, in Section
5
5, we show the performance of our constructed polynomial lattice point sets
and compare with that of the well-known Sobol’ sequences.
2 Walsh functions
Walsh functions were first introduced by Walsh [39] and have been exten-
sively studied for example in [4, 11]. We refer to [9, Appendix A] for more
information on Walsh functions. In the following, N0 := N ∪ {0} denotes
the set of non-negative integers. We first give the definition of dyadic Walsh
functions for the one-dimensional case.
Definition 2 Let k ∈ N0 with dyadic expansion k = κ0 + κ12 + · · ·+ κa2a.
Then, the k-th dyadic Walsh function walk : [0, 1)→ {−1, 1} is defined as
walk(x) = (−1)
x1κ0+···+xa+1κa ,
for x ∈ [0, 1) with dyadic expansion x = x12
−1 + x22
−2 + · · · (unique in the
sense that infinitely many of the xi are different from 1).
This definition can be generalized to the higher-dimensional case.
Definition 3 For s ∈ N, let x = (x1, . . . , xs) ∈ [0, 1)s and k = (k1, . . . , ks) ∈
Ns0. We define walk : [0, 1)
s → {−1, 1} by
walk(x) =
s∏
j=1
walkj(xj).
In the following, the operator ⊕ denotes the digitwise addition modulo
2, that is, for x, y ∈ [0, 1) with dyadic representations x =
∑∞
i=1 xi2
−i and
y =
∑∞
i=1 yi2
−i, ⊕ is defined as
x⊕ y =
∞∑
i=1
zi2
−i,
where zi ≡ xi + yi (mod 2). Again we assume that the dyadic expansion of
x⊕ y is unique in the sense that infinitely many digits are different from 1.
We also define a digitwise addition for non-negative integers based on those
dyadic representations. In case of vectors in [0, 1)s or Ns0, the operator ⊕ is
carried out componentwise. Further, we call x ∈ [0, 1) a dyadic rational if
it can be represented by a finite dyadic expansion. The proposition below
summarizes some basic properties of Walsh functions.
Proposition 2 We have the following:
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1. For all k, l ∈ N and all x, y ∈ [0, 1) with the restriction that if x, y are
not dyadic rationals, then x⊕ y is not allowed to be a dyadic rational,
we have
walk(x)wall(x) = walk⊕l(x), walk(x)walk(y) = walk(x⊕ y).
2. We have∫ 1
0
wal0(x) dx = 1 and
∫ 1
0
walk(x) dx = 0 if k ∈ N.
3. For all k, l ∈ Ns0, we have∫
[0,1)s
walk(x)wall(x) dx =
{
1 if k = l,
0 otherwise.
4. For s ∈ N, the system {walk : k = (k1, . . . , ks) ∈ Ns0} is a complete
orthonormal system in L2([0, 1]
s).
Furthermore, in order to introduce an important relation between Walsh
functions and polynomial lattice rules as described below in Lemma 1, we
add one more notation and introduce the concept of the so-called dual poly-
nomial lattice of a polynomial lattice point set P2m,s(q, p). For k ∈ N0 with
dyadic expansion k = k0 + k12 + · · · , trm(k) gives a polynomial of degree
at most m by truncating the associated polynomial k(x) ∈ F2[x] as
trm(k) = k0 + k1x+ · · ·+ km−1x
m−1.
For a vector k = (k1, . . . , ks) ∈ Ns0, we define trm(k) = ( trm(k1), . . . , trm(ks)).
With this notation, we introduce the following definition of the dual poly-
nomial lattice D∗q,p.
Definition 4 The dual polynomial lattice for a polynomial lattice point set
P2m,s(q, p) is given by
D∗q,p = {k ∈ N
s
0 : trm(k) · q ≡ 0 (mod p)}.
Then, the following lemma relates the dual polynomial lattice of a poly-
nomial lattice point set to the numerical integration of Walsh functions. It
follows immediately from Definition 4, [9, Lemma 10.6] and [9, Lemma 4.75].
Lemma 1 Let D∗q,p be the dual polynomial lattice of a polynomial lattice
point set P2m,s(q, p). Then we have
1
2m
2m−1∑
n=0
walk(xn) =
{
1 if k ∈ D∗q,p,
0 otherwise.
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3 Mean square weighted L2 discrepancy
In this section, we study the mean square weighted L2 discrepancy of scram-
bled polynomial lattice rules. In [10], Dick and Pillichshammer have derived
the Walsh series expansion of the classical L2 discrepancy. By a slight modi-
fication, we can rewrite the expression of the square weighted L2 discrepancy
given in Proposition 1 as follows.
Proposition 3 For any point set PN,s = {x0, . . . ,xN−1} in [0, 1)
s and any
sequence γ = (γu)u⊆Is of weights, we have
L22,N,γ(PN,s) =
∑
∅6=u⊆Is
γu
∑
ku,lu∈N
|u|
0 \{0}
ru(ku, lu)
1
N2
N−1∑
n,n′=0
walku(xn,u)wallu(xn′,u),
(3)
where ku = (kj)j∈u, lu = (lj)j∈u, ru(ku, lu) =
∏
j∈u r(kj , lj). Further,
we have r(k, l) = r(l, k), and for non-negative integers 0 ≤ l ≤ k with
dyadic expansions k = 2a1−1 + · · · + 2av−1 with a1 > · · · > av > 0 and
l = 2b1−1 + · · ·+ 2bw−1 with b1 > · · · > bw > 0, we have
r(k, l) =


1
3 if k = l = 0,
1
2a1+2
if v = 1 and l = 0,
− 1
2a1+a2+2
if v = 2 and l = 0,
− 1
2a1+a2+2
if v = w + 2 > 2 and a3 = b1, . . . , av = bw,
1
3·4a1 if k = l > 0,
1
2a1+b1+2
if v = w, a1 6= b1 and a2 = b2, . . . , av = bv,
0 otherwise.
The next corollary provides an expression for the mean square weighted
L2 discrepancy of scrambled polynomial lattice rules.
Corollary 1 For a polynomial lattice point set P2m,s(q, p), we have
E[L22,2m,γ(P˜2m,s(q, p))] =
∑
∅6=v⊆Is
γ˜v
∑
kv∈N|v|
(kv,0)∈D∗q,p
ψ(kv,0),
where we define
γ˜v :=
∑
v⊆u⊆Is
γu
3|u|
,
and the expectation is taken with respect to all the possible scrambled point
sets P˜2m,s(q, p) of P2m,s(q, p). Further, we denote by (kv,0) the vector from
Ns0 with all the components whose indices are not in v replaced by zero, and
we have ψ(k) = 1/4a1 for k ∈ N with dyadic expansion k = 2a1−1+· · ·+2av−1
with a1 > · · · > av > 0, ψ(0) = 1 and ψ(k) =
∏s
j=1ψ(kj).
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Proof. Let y, y′ ∈ [0, 1) be two points obtained by applying Owen’s scram-
bling to the points x, x′ ∈ [0, 1). From Owen’s lemma [9, Lemma 13.3], we
have
E[walk(y)wall(y
′)] = 0, (4)
whenever k 6= l. In the following, we denote by yn,j the point obtained by
applying Owen’s scrambling to the point xn,j. Using (3), (4), Proposition 2
and the linearity of expectation, we have
E[L22,2m,γ(P˜2m,s(q, p))]
=
∑
∅6=u⊆Is
γu
∑
ku,lu∈N
|u|
0 \{0}
ru(ku, lu)
1
22m
2m−1∑
n,n′=0
∏
j∈u
E[walkj(yn,j)wallj(yn′,j)]
=
∑
∅6=u⊆Is
γu
∑
ku∈N
|u|
0 \{0}
ru(ku,ku)
1
22m
2m−1∑
n,n′=0
∏
j∈u
E[walkj(yn,j ⊕ yn′,j)]
=
∑
∅6=u⊆Is
γu
∑
∅6=v⊆u
1
3|u\v|
∑
kv∈N|v|
rv(kv,kv)
1
22m
2m−1∑
n,n′=0
∏
j∈v
E[walkj(yn,j ⊕ yn′,j)].
Now we need to introduce the following notations. For lv = (lj)j∈v ∈
N|v|, we define a set Blv as
Blv := {(kj)j∈v ∈ N
|v| : 2lj−1 ≤ kj < 2
lj for j ∈ v}.
We denote by σlv the sum of rv(kv,kv) over all kv ∈ Blv . We have
σlv :=
∑
kv∈Blv
rv(kv,kv) =
∑
kv∈Blv
∏
j∈v
r(kj , kj)
=
∏
j∈v
2lj−1∑
kj=2
lj−1
r(kj , kj) =
∏
j∈v
2lj − 2lj−1
3 · 4lj
=
1
3|v| · 2|v|+|lv|1
,
where |lv|1 :=
∑
j∈v lj . Further, we introduce a so-called gain coefficient,
which is independent of the choice of kv ∈ Blv ,
Glv :=
1
22m
2m−1∑
n,n′=0
∏
j∈v
E[walkj (yn,j ⊕ yn′,j)] = 2
|v|−|lv|1
∑
kv∈Blv
(kv,0)∈D∗q,p
1,
where the last equality appeared in the proof of [9, Corollary 13.7]. Using
these notations and results, we have
E[L22,2m,γ(P˜2m,s(q, p))]
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=
∑
∅6=u⊆Is
γu
∑
∅6=v⊆u
1
3|u\v|
∑
lv∈N|v|
∑
kv∈Blv
rv(kv,kv)
1
22m
2m−1∑
n,n′=0
∏
j∈v
E[walkj(yn,j ⊕ yn′,j)]
=
∑
∅6=u⊆Is
γu
∑
∅6=v⊆u
1
3|u\v|
∑
lv∈N|v|
Glvσlv
=
∑
∅6=u⊆Is
γu
3|u|
∑
∅6=v⊆u
∑
lv∈N|v|
1
4|lv|1
∑
kv∈Blv
(kv,0)∈D∗q,p
1
=
∑
∅6=u⊆Is
γu
3|u|
∑
∅6=v⊆u
∑
kv∈N|v|
(kv,0)∈D∗q,p
ψ(kv,0).
The proof is complete by swapping the order of sums. ✷
We denote the sum in Corollary 1 by
B(q,γ) =
∑
∅6=v⊆Is
γ˜v
∑
kv∈N|v|
(kv,0)∈D∗q,p
ψ(kv,0). (5)
Using the property of the dual polynomial lattice D∗q,p shown in Lemma 1,
we can derive a more computable form of B(q,γ). In the following, we write
log2 for the logarithm in base 2 and we set 2
⌊log2 0⌋ = 0.
Lemma 2 Let B(q,γ) be given by (5). Then we have
B(q,γ) =
1
2m
2m−1∑
n=0
∑
∅6=v⊆Is
γ˜v
∏
j∈v
φ˜(xn,j), (6)
where for x ∈ [0, 1) we set
φ˜(x) =
1− 3 · 2⌊log2 x⌋
2
,
and γ˜v is defined as in Corollary 1. In particular, in case of product weights,
we have
B(q,γ) = −
s∏
j=1
(
1 +
γj
3
)
+
1
2m
2m−1∑
n=0
s∏
j=1
[1 + γjφ(xn,j)] , (7)
where for x ∈ [0, 1) we set
φ(x) =
1− 2⌊log2 x⌋
2
.
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Proof. Applying Lemma 1 to B(q,γ), we have
B(q,γ) =
∑
∅6=v⊆Is
γ˜v
∑
kv∈N|v|
ψ(kv,0)
1
2m
2m−1∑
n=0
wal(kv,0)(xn)
=
1
2m
2m−1∑
n=0
∑
∅6=v⊆Is
γ˜v
∏
j∈v

 ∞∑
kj=1
ψ(kj)walkj(xn,j)

 .
For the innermost sum, we have by following the similar line as the proof of
[1, Theorem 7.3]
∞∑
k=1
ψ(k)walk(x) =
∞∑
l=1
1
4l
2l−1∑
k=2l−1
walk(x) =
1− 3 · 2⌊log2(x)⌋
2
= φ˜(x).
Thus the result for the first part of the lemma follows.
Next in case of γv =
∏
j∈v γj, by letting γ∅ = 1, we have
γ˜v =
∏
j∈v
γj
3

 ∑
w⊆Is\v
∏
j′∈w
γj′
3

 =∏
j∈v
γj
3
∏
j′∈Is\v
(
1 +
γj′
3
)
.
Inserting this result into (6), we have
B(q,γ) =
1
2m
2m−1∑
n=0
∑
∅6=v⊆Is
∏
j′∈Is\v
(
1 +
γj′
3
)∏
j∈v
γj
3
φ˜(xn,j)
= −
s∏
j=1
(
1 +
γj
3
)
+
1
2m
2m−1∑
n=0
s∏
j=1
[(
1 +
γj
3
)
+
γj
3
φ˜(xn,j)
]
= −
s∏
j=1
(
1 +
γj
3
)
+
1
2m
2m−1∑
n=0
s∏
j=1
[1 + γjφ(xn,j)] .
Thus the proof for the second part of the lemma is complete. ✷
Remark 1 Since we have the following recursion in the inner sum of (6)
∑
∅6=v⊆Ir
γ˜v
∏
j∈v
φ˜(xn,j) = γ˜{r}φ˜(xn,r) +
∑
∅6=v⊆Ir−1
(
1 +
γ˜v∪{r}
γ˜v
φ˜(xn,r)
)
γ˜v
∏
j∈v
φ˜(xn,j),
for 1 ≤ r ≤ s, the computational complexity of computing B(q,γ) with
general weights is O(2m+s). In case of product weights, on the other hand,
the computational complexity of computing B(q,γ) reduces to O(s2m).
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4 Construction of polynomial lattice rules
In this section, we first show how to find a vector q by using the CBC con-
struction algorithm for general weights and product weights respectively.
We prove that an upper bound on B(q,γ) satisfied by our algorithm con-
verges at almost the best possible rate of N−2+δ for all δ > 0. Further, in
this section we discuss strong tractability of our algorithm.
We restrict each polynomial qj such that qj 6= 0 and deg(qj) < m. In
the following we denote by Rm the set of all the non-zero polynomials over
F2 with degree less than m, i.e.,
Rm = {q ∈ F2[x] : deg(q) < m and q 6= 0}.
It is clear that |Rm| = 2
m − 1. We write qτ = (q1, . . . , qτ ) for 1 ≤ τ ≤ s.
4.1 General weights
The CBC construction for general weights proceeds as follows.
Algorithm 1 (CBC construction for general weights) For m, s ∈ N and
any sequence of weights γ = (γu)u⊆Is, we proceed as follows.
1. Choose an irreducible polynomial p ∈ F2[x] with deg(p) = m.
2. Set q∗1 = 1.
3. For τ = 2, . . . , s, find q∗τ by minimizing B((q
∗
τ−1, qτ ),γ) as a function
of qτ ∈ Rm where
B((q∗τ−1, qτ ),γ) =
∑
∅6=v⊆Iτ
γ˜v
∑
kv∈N|v|
(kv ,0)∈D∗(q∗
τ−1,qτ ),p
ψ(kv,0) (8)
=
1
2m
2m−1∑
n=0
∑
∅6=v⊆Iτ
γ˜v
∏
j∈v
φ˜(xn,j),
in which γ˜v is defined as in Corollary 1.
Remark 2 Since computing γ˜v in Step 3. of Algorithm 1 requires γv such
that v * Iτ , Algorithm 1 is not extensible in s. A similar situation occurs
for lattice rules as has been discussed in [7, Chapter 5.4]. From the last line
in the proof of Corollary 1, it is possible to replace B((q∗τ−1, qτ ),γ) by
B((q∗τ−1, qτ ),γ) =
∑
∅6=u⊆Iτ
γu
3|u|
∑
∅6=v⊆u
∑
kv∈N|v|
(kv,0)∈D∗(q∗
τ−1,qτ ),p
ψ(kv,0).
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Then we can make the construction algorithm extensible in s. Because of
the technical difficulty in treating two outermost sums in the right-hand side,
however, it is hard to prove that polynomial lattice rules constructed using
this replaced criterion achieve almost the best possible rate of convergence.
The next theorem provides an upper bound on B(qτ ,γ) for the polyno-
mials q∗τ for 1 ≤ τ ≤ s constructed according to Algorithm 1. It converges
at almost the best possible rate of N−2+δ for all δ > 0. In the proof of the
theorem, we use the following inequality, which states that for any sequence
(ai)i∈N of non-negative real numbers we have(∑
ai
)λ
≤
∑
aλi , (9)
for any 0 < λ ≤ 1.
Theorem 1 Let p ∈ F2[x] be an irreducible polynomial with deg(p) = m.
Suppose that q∗s ∈ R
s
m is constructed according to Algorithm 1. Then for all
τ = 1, . . . , s we have
B(q∗τ ,γ) ≤
1
(2m − 1)1/λ

 ∑
∅6=v⊆Iτ
γ˜λv
1
(22λ − 2)|v|


1/λ
, (10)
for 1/2 < λ ≤ 1, where γ˜v is defined as in Corollary 1.
Proof. We prove the theorem by induction on τ . For τ = 1, we have
B(q∗1,γ) = γ˜{1}
∞∑
k=1
2m|k
ψ(k) = γ˜{1}
∞∑
a=1
2a−1∑
k=2a−1
2m|k
ψ(k)
= γ˜{1}
∞∑
a=m+1
2a−m−1 · 2−2a = γ˜{1}
1
22m+1
≤ γ˜{1}
[
1
(2m − 1)(22λ − 2)
]1/λ
,
for 1/2 < λ ≤ 1. Hence the result holds true for τ = 1.
Next, assume that the statement of the theorem is true for some τ ≥ 1.
Then it is enough to show that the statement is also true for the (τ + 1)-th
component. In the following, we classify each subset u according to whether
u includes the component {τ + 1} or not. Then we have
B((q∗τ , qτ+1),γ)
=
∑
∅6=v⊆Iτ+1
γ˜v
∑
kv∈N|v|
(kv,0)∈D∗(q∗τ ,qτ+1),p
ψ(kv,0)
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=
∑
∅6=v⊆Iτ
γ˜v
∑
kv∈N|v|
(kv,0)∈D∗q∗τ ,p
ψ(kv,0) +
∑
v⊆Iτ
γ˜v∪{τ+1}
∑
(kv,kτ+1)∈N|v|+1
(kv ,kτ+1,0)∈D∗(q∗τ ,qτ+1),p
ψ(kv, kτ+1,0)
=B(q∗τ ,γ) + θ(qτ+1),
where we have defined
θ(qτ+1) :=
∑
v⊆Iτ
γ˜v∪{τ+1}
∑
(kv,kτ+1)∈N|v|+1
(kv,kτ+1,0)∈D∗(q∗τ ,qτ+1),p
ψ(kv, kτ+1,0).
In order to obtain an upper bound on θ(q∗τ+1), we employ the averaging
argument. Since we choose q∗τ+1 which minimizes θ(qτ+1) in Algorithm
1, θλ(q∗τ+1) has to be less than or equal to the average of θ
λ(qτ+1) over
qτ+1 ∈ Rm for any 1/2 < λ ≤ 1. We obtain
θλ(q∗τ+1) ≤
1
2m − 1
∑
qτ+1∈Rm
θλ(qτ+1)
≤
1
2m − 1
∑
qτ+1∈Rm
∑
v⊆Iτ
γ˜λv∪{τ+1}
∑
(kv,kτ+1)∈N|v|+1
(kv ,kτ+1,0)∈D∗(q∗τ ,qτ+1),p
ψλ(kv, kτ+1,0)
=
∑
v⊆Iτ
γ˜λv∪{τ+1}
2m − 1
∑
qτ+1∈Rm
∑
(kv,kτ+1)∈N|v|+1
(kv,kτ+1,0)∈D∗(q∗τ ,qτ+1),p
ψλ(kv, kτ+1,0),
where we have used (9) in the second inequality. For a fixed v ⊆ Iτ , we
consider the condition (kv, kτ+1,0) ∈ D
∗
(q∗τ ,qτ+1),p
, that is,
trm(kv) · qv + trm(kτ+1) · qτ+1 ≡ 0 (mod p).
If kτ+1 is a multiple of 2
m, we always have trm(kτ+1) = 0 and the above
equation becomes independent of qτ+1. Otherwise if kτ+1 is not a multiple
of 2m, we have trm(kτ+1) 6= 0 and the term trm(kτ+1) · qτ+1 cannot be a
multiple of p. Thus we have
1
2m − 1
∑
qτ+1∈Rm
∑
(kv,kτ+1)∈N|v|+1
(kv,kτ+1,0)∈D∗(q∗τ ,qτ+1),p
ψλ(kv, kτ+1,0)
=
∞∑
kτ+1=1
2m|kτ+1
ψλ(kτ+1)
∑
kv∈N|v|
trm(kv)·qv≡0 (mod p)
ψλ(kv)
+
1
2m − 1
∞∑
kτ+1=1
2m∤kτ+1
ψλ(kτ+1)
∑
kv∈N|v|
trm(kv)·qv 6≡0 (mod p)
ψλ(kv)
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≤
1
22λm
∞∑
kτ+1=1
ψλ(kτ+1)
∑
kv∈N|v|
trm(kv)·qv≡0 (mod p)
ψλ(kv)
+
1
2m − 1
∞∑
kτ+1=1
ψλ(kτ+1)
∑
kv∈N|v|
trm(kv)·qv 6≡0 (mod p)
ψλ(kv)
≤
1
2m − 1
∞∑
kτ+1=1
ψλ(kτ+1)
∑
kv∈N|v|
ψλ(kv)
=
1
2m − 1
[
∞∑
k=1
ψλ(k)
]|v|+1
=
1
(2m − 1)(22λ − 2)|v|+1
.
Using this result, we obtain an upper bound on θ(q∗τ+1) as
θλ(q∗τ+1) ≤
1
2m − 1
∑
v⊆Iτ
γ˜λv∪{τ+1}
1
(22λ − 2)|v|+1
.
Finally by applying (9) we have
Bλ((q∗τ , q
∗
τ+1),γ)
=
(
B(q∗τ ,γ) + θ(q
∗
τ+1)
)λ
≤Bλ(q∗τ ,γ) + θ
λ(q∗τ+1)
≤
1
2m − 1
∑
∅6=v⊆Iτ
γ˜λv
1
(22λ − 2)|v|
+
1
2m − 1
∑
v⊆Iτ
γ˜λv∪{τ+1}
1
(22λ − 2)|v|+1
=
1
2m − 1
∑
∅6=v⊆Iτ+1
γ˜λv
1
(22λ − 2)|v|
,
for 1/2 < λ ≤ 1, from which (10) holds true for the (τ + 1)-th component.
Hence the result follows. ✷
Remark 3 For τ = 1, we have as in the proof of Theorem 1
B(q∗1,γ) = γ˜{1}
1
22m+1
.
Since the lower bound on the L2 discrepancy is given as in (2), this achieves
the best possible rate of convergence. As a one-dimensional polynomial
lattice point set consists of the equidistributed points xn = n/b
m, n =
0, . . . , 2m − 1, other QMC point sets such as Sobol’ and Niederreiter se-
quences constructed over F2 also give the same result.
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Remark 4 For τ = s, we further have
B(q∗s ,γ) ≤
1
(2m − 1)1/λ

 ∑
∅6=v⊆Is
γ˜λv
1
(22λ − 2)|v|


1/λ
≤
1
(2m − 1)1/λ

 ∑
∅6=v⊆Is

 ∑
v⊆u⊆Is
( γu
3|u|
)λ 1
(22λ − 2)|v|


1/λ
=
1
(2m − 1)1/λ

 ∑
∅6=v⊆Is
( γv
3|v|
)λ(
−1 +
(
22λ − 1
22λ − 2
)|v|)
1/λ
,
where we have used (9) in the second inequality and swapped the order of
sums in the last equality. Thus, we have obtained an upper bound on B(q∗s ,γ)
using not γ˜v but γv for v ⊆ Is.
In the following we discuss strong tractability of our construction algo-
rithm. Let us consider the inverse of the mean square weighted L2 discrep-
ancy which is defined as follows
N(s, ǫ) = min{N ∈ N : E[L22,N,γ(P˜N,s)] ≤ ǫE[L
2
2,0,γ(P˜0,s)]}.
We say that the mean square weighted L2 discrepancy is strongly tractable
if there exist non-negative constants C and β such that
N(s, ǫ) ≤ Cǫ−β,
where C depends neither on ǫ or s and we call β the exponent of tractability.
In the next corollary, we write γs,u instead of γu to emphasize the de-
pendence on s of our construction algorithm. We denote by γ a sequence of
weights (γs,u)u⊆Is for s ∈ N.
Corollary 2 Assume that the weights γ satisfy the condition
Bγ,λ := sup
s∈N
[∑
∅6=u⊆Is
(
γs,u
3|u|
)λ(
−1 +
(
22λ−1
22λ−2
)|u|)]1/λ
∑
∅6=u⊆Is
γs,u
3|u|
<∞,
for some λ such that 1/2 < λ ≤ 1. Then the mean square weighted L2
discrepancy is strongly tractable with the exponent of tractability at most λ.
Proof. For the empty point set P0,s, we have
E[L22,0,γ(P˜0,s)] =
∑
∅6=u⊆Is
γs,u
∏
j∈u
∫ 1
0
t2j dtj
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=
∑
∅6=u⊆Is
γs,u
3|u|
.
For a polynomial lattice point set P2m,s constructed by Algorithm 1, we have
from Remark 4
E[L22,2m,γ(P2m,s)] ≤
1
(2m − 1)1/λ

 ∑
∅6=u⊆Is
(γs,u
3|u|
)λ(
−1 +
(
22λ − 1
22λ − 2
)|u|)
1/λ
≤
1
(2m − 1)1/λ
Bγ,λ
∑
∅6=u⊆Is
γs,u
3|u|
=
1
(2m − 1)1/λ
Bγ,λE[L
2
2,0,γ(P0,s)].
The last term is smaller than or equal to ǫE[L22,0,γ(P0,s)] if N = 2
m ≥
1 +Bλγ,λǫ
−λ. Thus the result follows. ✷
4.2 Product weights
In case of product weights, we have for (8)
B((q∗τ−1, qτ ),γ)
=
∑
∅6=v⊆Iτ
∏
j∈v
γj
3
∏
j′∈Is\v
(
1 +
γj′
3
) ∑
kv∈N|v|
(kv,0)∈D∗(q∗
τ−1
,qτ ),p
ψ(kv,0)
=
s∏
j′′=τ+1
(
1 +
γj′′
3
) ∑
∅6=v⊆Iτ
∏
j∈v
γj
3
∏
j′∈Iτ\v
(
1 +
γj′
3
) ∑
kv∈N|v|
(kv,0)∈D∗(q∗
τ−1
,qτ ),p
ψ(kv,0)
=
s∏
j′′=τ+1
(
1 +
γj′′
3
)− τ∏
j=1
(
1 +
γj
3
)
+
1
2m
2m−1∑
n=0
τ∏
j=1
[1 + γjφ(xn,j)]

 .
Omitting the term
∏s
j′′=τ+1
(
1 +
γj′′
3
)
from the criterion, computingB((q∗τ−1, qτ ),γ)
does not require γτ+1, . . . , γs. Therefore we can make the construction algo-
rithm extensible in s, while it is still possible to prove that the constructed
polynomial lattice rules achieve almost the best possible rate of convergence
as shown below in Theorem 2. Thus the CBC construction for product
weights proceeds as follows.
Algorithm 2 (CBC construction for product weights) For m, s ∈ N and
product weights γu =
∏
j∈u γj with any non-negative numbers γ1, . . . , γs, we
proceed as follows.
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1. Choose an irreducible polynomial p ∈ F2[x] with deg(p) = m.
2. Set q∗1 = 1.
3. For τ = 2, . . . , s, find q∗τ by minimizing B((q
∗
τ−1, qτ ),γ) as a function
of qτ ∈ Rm where
B((q∗τ−1, qτ ),γ) =
∑
∅6=v⊆Iτ
γ˜τ,v
∑
kv∈N|v|
(kv,0)∈D∗(q∗
τ−1,qτ ),p
ψ(kv,0)
=−
τ∏
j=1
(
1 +
γj
3
)
+
1
2m
2m−1∑
n=0
τ∏
j=1
[1 + γjφ(xn,j)] ,
in which we define
γ˜τ,v :=
∏
j∈v
γj
3
∏
j′∈Iτ\v
(
1 +
γj′
3
)
.
Theorem 2 Let p ∈ F2[x] be irreducible polynomial with deg(p) = m. Sup-
pose that q∗s ∈ R
s
m is constructed according to Algorithm 2. Then for any
τ = 1, . . . , s we have
B(q∗τ ,γ) ≤
1
(2m − 1)1/λ

 ∑
∅6=v⊆Iτ
γ˜λτ,v
1
(22λ − 2)|v|


1/λ
,
for 1/2 < λ ≤ 1, where γ˜τ,v is defined as in Algorithm 2.
Proof. We prove the theorem by induction on τ in a quite similar way as
the proof of Theorem 1. For τ = 1, we have the result by replacing γ˜{1}
with γ{1}/3. For τ ≥ 1, assume that the statement of the theorem is true.
Then we have
B((q∗τ , qτ+1),γ)
=
∑
∅6=v⊆Iτ+1
γ˜τ+1,v
∑
kv∈N|v|
(kv,0)∈D∗(q∗τ ,qτ+1),p
ψ(kv,0)
=
(
1 +
γτ+1
3
) ∑
∅6=v⊆Iτ
γ˜τ,v
∑
kv∈N|v|
(kv,0)∈D∗q∗τ ,p
ψ(kv,0)
+
∑
v⊆Iτ
γ˜τ+1,v∪{τ+1}
∑
(kv,kτ+1)∈N|v|+1
(kv ,kτ+1,0)∈D∗(q∗τ ,qτ+1),p
ψ(kv, kτ+1,0)
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=
(
1 +
γτ+1
3
)
B(q∗τ ,γ) + θ(qτ+1),
where we have defined
θ(qτ+1) :=
∑
v⊆Iτ
γ˜τ+1,v∪{τ+1}
∑
(kv,kτ+1)∈N|v|+1
(kv,kτ+1,0)∈D∗(q∗τ ,qτ+1),p
ψ(kv, kτ+1,0).
Following the same argument with the proof of Theorem 1, we can obtain
θλ(q∗τ+1) ≤
1
2m − 1
∑
v⊆Iτ
γ˜λτ+1,v∪{τ+1}
1
(22λ − 2)|v|+1
.
Then using (9), we have
Bλ(q∗τ+1,γ)
=
((
1 +
γτ+1
3
)
B(q∗τ ,γ) + θ(q
∗
τ+1)
)λ
≤
(
1 +
γτ+1
3
)λ
Bλ(q∗τ ,γ) + θ
λ(q∗τ+1)
=
(
1 +
γτ+1
3
)λ 1
2m − 1
∑
∅6=v⊆Iτ
γ˜λτ,v
1
(22λ − 2)|v|
+
1
2m − 1
∑
v⊆Iτ
γ˜λτ+1,v∪{τ+1}
1
(22λ − 2)|v|+1
=
1
2m − 1
∑
∅6=v⊆Iτ
γ˜λτ+1,v
1
(22λ − 2)|v|
+
1
2m − 1
∑
v⊆Iτ
γ˜λτ+1,v∪{τ+1}
1
(22λ − 2)|v|+1
=
1
2m − 1
∑
∅6=v⊆Iτ+1
γ˜λτ+1,v
1
(22λ − 2)|v|
,
for 1/2 < λ ≤ 1. Hence the result follows. ✷
Remark 5 For any τ such that 1 ≤ τ ≤ s, we have
B(q∗τ ,γ) ≤
1
(2m − 1)1/λ

 ∑
∅6=v⊆Iτ
∏
j∈v
(γj
3
)λ ∏
j′∈Iτ\v
(
1 +
γj′
3
)λ 1
(22λ − 2)|v|


1/λ
=
1
(2m − 1)1/λ

 τ∏
j=1
((
1
22λ − 2
·
γj
3
)λ
+
(
1 +
γj
3
)λ)
−
τ∏
j=1
(
1 +
γj
3
)λ
1/λ
≤
1
(2m − 1)1/λ

 τ∏
j=1
(
1 +
22λ − 1
22λ − 2
(γj
3
)λ)
−
τ∏
j=1
(
1 +
γj
3
)λ
1/λ
,
where we have used (9) in the last inequality. This expression gives an upper
bound on B(q∗τ ,γ) using not γ˜τ,v but γj for 1 ≤ j ≤ s. Then as in Corollary
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2, assume that the sequence of weights γ1, γ2, . . . , satisfies the condition
Bγ,λ := sup
s∈N
[∏s
j=1
(
1 + 2
2λ−1
22λ−2
(γj
3
)λ)
−
∏s
j=1
(
1 +
γj
3
)λ]1/λ
∏s
j=1
(
1 +
γj
3
)
− 1
,
for some λ such that 1/2 < λ ≤ 1. Then the mean square weighted L2
discrepancy is strongly tractable with the exponent of tractability at most λ.
Remark 6 The criterion used in Algorithm 2 has been simplified as
B((q∗τ−1, qτ ),γ) = −
τ∏
j=1
(
1 +
γj
3
)
+
1
2m
2m−1∑
n=0
τ∏
j=1
[1 + γjφ(xn,j)] ,
see Algorithm 2. For this form, it is possible to reduce the computational
cost of the CBC construction by using the fast Fourier transform as shown
in [26, 27].
5 Numerical experiments
Finally, we demonstrate the performance of our constructed polynomial lat-
tice rules. We focus on the case of product weights, that is, γu =
∏
j∈u γj,
because of their importance in practice and the availability of the fast CBC
construction algorithm using the fast Fourier transform as mentioned in Re-
mark 6. Three choices for γj are considered here: γj = 1 (unweighted),
γj = 0.9
j and γj = 1/j
2 for j = 1, . . . , s.
We compare the performance of our constructed polynomial lattice point
sets with that of Sobol’ sequences, which is one of the most well-known
digital sequences over F2 [37]. Since the weights emphasize the relative im-
portance of the discrepancy of lower dimensional projections, we use Sobol’
sequences as constructed in [14], which should work as a good competitor.
In Table 1-3, we show the values of the mean square weighted L2 dis-
crepancy for Sobol’ sequences and our constructed polynomial lattice point
sets, denoted by Sobol’ and PLR respectively, with m = 4, . . . , 15 and
s = 1, 5, 50, 100 and different choices for the weights.
As expected from Remark 3, we obtain exactly the same values for both
the rules for s = 1 and achieve the optimal rate of convergence, 2−2m, in-
dependent of the choice of the weights. In case of s = 5, although Sobol’
sequence provide the slightly better results for large m, the values are com-
parable. For s = 50 and s = 100, we obtain almost the same values for both
the rules in the unweighted case, while our constructed polynomial lattice
point sets outperform Sobol’ sequences in other cases.
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Table 1: The mean square weighted L2 discrepancy for γj = 1.
m s = 1 s = 5 s = 50 s = 100
Sobol’ PLR Sobol’ PLR Sobol’ PLR Sobol’ PLR
4 6.51E-04 6.51E-04 4.83E-02 3.79E-02 3.93E+07 3.91E+07 2.54E+16 2.54E+16
5 1.63E-04 1.63E-04 1.45E-02 1.37E-02 1.96E+07 1.94E+07 1.27E+16 1.27E+16
6 4.07E-05 4.07E-05 5.04E-03 4.29E-03 9.70E+06 9.64E+06 6.35E+15 6.35E+15
7 1.02E-05 1.02E-05 1.27E-03 1.32E-03 4.78E+06 4.77E+06 3.18E+15 3.18E+15
8 2.54E-06 2.54E-06 4.11E-04 4.69E-04 2.36E+06 2.35E+06 1.59E+15 1.59E+15
9 6.36E-07 6.36E-07 1.21E-04 1.38E-04 1.17E+06 1.16E+06 7.94E+14 7.94E+14
10 1.59E-07 1.59E-07 4.01E-05 4.47E-05 5.80E+05 5.70E+05 3.97E+14 3.97E+14
11 3.97E-08 3.97E-08 1.15E-05 1.28E-05 2.89E+05 2.80E+05 1.98E+14 1.98E+14
12 9.93E-09 9.93E-09 3.45E-06 4.41E-06 1.44E+05 1.37E+05 9.92E+13 9.91E+13
13 2.48E-09 2.48E-09 1.17E-06 1.39E-06 7.17E+04 6.69E+04 4.96E+13 4.95E+13
14 6.21E-10 6.21E-10 2.78E-07 4.05E-07 3.56E+04 3.27E+04 2.48E+13 2.48E+13
15 1.55E-10 1.55E-10 7.98E-08 1.31E-07 1.76E+04 1.59E+04 1.24E+13 1.24E+13
Table 2: The mean square weighted L2 discrepancy for γj = 0.9
j .
m s = 1 s = 5 s = 50 s = 100
Sobol’ PLR Sobol’ PLR Sobol’ PLR Sobol’ PLR
4 5.86E-04 5.86E-04 2.13E-02 1.72E-02 1.43E+00 1.22E+00 1.48E+00 1.26E+00
5 1.46E-04 1.46E-04 6.25E-03 5.93E-03 6.27E-01 5.16E-01 6.47E-01 5.34E-01
6 3.66E-05 3.66E-05 2.07E-03 1.80E-03 2.47E-01 2.17E-01 2.56E-01 2.25E-01
7 9.16E-06 9.16E-06 5.25E-04 5.41E-04 9.81E-02 8.85E-02 1.02E-01 9.19E-02
8 2.29E-06 2.29E-06 1.64E-04 1.84E-04 3.94E-02 3.52E-02 4.11E-02 3.67E-02
9 5.72E-07 5.72E-07 4.73E-05 5.23E-05 1.60E-02 1.41E-02 1.66E-02 1.47E-02
10 1.43E-07 1.43E-07 1.52E-05 1.70E-05 6.73E-03 5.62E-03 7.02E-03 5.87E-03
11 3.58E-08 3.58E-08 4.29E-06 5.19E-06 2.97E-03 2.26E-03 3.10E-03 2.36E-03
12 8.94E-09 8.94E-09 1.25E-06 1.58E-06 1.25E-03 8.90E-04 1.31E-03 9.33E-04
13 2.24E-09 2.24E-09 4.01E-07 4.85E-07 5.61E-04 3.57E-04 5.86E-04 3.75E-04
14 5.59E-10 5.59E-10 9.89E-08 1.43E-07 2.13E-04 1.41E-04 2.24E-04 1.49E-04
15 1.40E-10 1.40E-10 2.79E-08 4.38E-08 7.84E-05 5.61E-05 8.30E-05 5.91E-05
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Table 3: The mean square weighted L2 discrepancy for γj = 1/j
2.
m s = 1 s = 5 s = 50 s = 100
Sobol’ PLR Sobol’ PLR Sobol’ PLR Sobol’ PLR
4 6.51E-04 6.51E-04 1.84E-03 1.73E-03 2.99E-03 2.47E-03 3.07E-03 2.53E-03
5 1.63E-04 1.63E-04 4.81E-04 4.76E-04 8.63E-04 7.31E-04 8.95E-04 7.50E-04
6 4.07E-05 4.07E-05 1.35E-04 1.28E-04 2.64E-04 2.10E-04 2.78E-04 2.17E-04
7 1.02E-05 1.02E-05 3.53E-05 3.43E-05 7.42E-05 5.98E-05 8.09E-05 6.24E-05
8 2.54E-06 2.54E-06 9.21E-06 9.43E-06 2.23E-05 1.75E-05 2.48E-05 1.84E-05
9 6.36E-07 6.36E-07 2.53E-06 2.51E-06 6.56E-06 4.94E-06 7.37E-06 5.24E-06
10 1.59E-07 1.59E-07 6.94E-07 6.86E-07 1.75E-06 1.41E-06 2.02E-06 1.51E-06
11 3.97E-08 3.97E-08 1.82E-07 1.90E-07 4.87E-07 4.12E-07 5.53E-07 4.43E-07
12 9.93E-09 9.93E-09 4.76E-08 5.00E-08 1.39E-07 1.16E-07 1.62E-07 1.26E-07
13 2.48E-09 2.48E-09 1.29E-08 1.35E-08 4.06E-08 3.40E-08 4.89E-08 3.70E-08
14 6.21E-10 6.21E-10 3.35E-09 3.80E-09 1.29E-08 1.01E-08 1.53E-08 1.10E-08
15 1.55E-10 1.55E-10 8.87E-10 1.01E-09 3.61E-09 2.97E-09 4.37E-09 3.27E-09
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