In this paper, we propose some new iterative algorithms with variable coefficients for finding a common element of the set of solutions of a generalized equilibrium problem, the set of solutions of the variational inequality problem for a monotone, Lipschitz-continuous mapping and the set of common fixed points of a finite family of asymptotically κ-strict pseudocontractive mappings in the intermediate sense.
Introduction
Let H be a real Hilbert space with the inner product ·, · and the norm · , respectively. Let C be a nonempty closed convex subset of H.
Recall that a mapping S : C → C is called nonexpansive if
A mapping S : C → C is called asymptotically nonexpansive [] if there exists a sequence {k n } ⊂ [, ∞) with k n →  as n → ∞ such that S n x -S n y ≤ k n x -y for all x, y ∈ C, and all integers n ≥ . In fact, we see that (.) is equivalent to S n x -S n y  ≤ x -y  + c n for all x, y ∈ C, and all integers n ≥ , (.)
where c n ∈ [, ∞) with c n →  as n → ∞. Recall that S is called an asymptotically κ-strict pseudocontractive mapping with the sequence {γ n } [] if there exists a constant κ ∈ [, ) and a sequence {γ n } ⊂ [, ∞) with γ n →  as n → ∞ such that
for all x, y ∈ C, and all integers n ≥ . 
where κ ∈ [, ) and γ n ∈ [, ∞) such that γ n →  as n → ∞. In fact, (.) is reduced to the following:
where c n ∈ [, ∞) with c n →  as n → ∞. Then: () T is an asymptotically κ-strict pseudocontraction in the intermediate sense.
() T is not continuous. Therefore, T is not an asymptotically κ-strict pseudocontractive and asymptotically nonexpansive in the intermediate sense.
Recall that a mapping A of C into H is said to be L-Lipschitz-continuous if there exists a positive constant L such that
Ax -Ay ≤ L x -y , ∀x, y ∈ C.
A mapping A of C into H is called monotone if
Ax -Ay, x -y ≥ , ∀x, y ∈ C.
A mapping A of C into H is said to be β-inverse strongly monotone if there exists a positive constant β such that Ax -Ay, x -y ≥ β Ax -Ay  , ∀x, y ∈ C. http://www.fixedpointtheoryandapplications.com/content/2013/1/257
It is obvious that if A is β-inverse-strongly monotone, then A is monotone and Lipschitzcontinuous. Let mapping A from C to H be monotone and Lipschitz-continuous. The variational inequality problem is to find a u ∈ C such that
The set of solutions of the variational inequality problem is denoted by VI (C, A) .
Let F be a bifunction of C ×C into R, where R is the set of real numbers. The equilibrium problem for the bifunction F is to find x ∈ C such that
The set of solutions of the equilibrium problem for the bifunction F is denoted by EP(F). 
The set of solutions of (.) is denoted by GEP(F, B). In the case of B = , GEP(F, B) = EP(F). In the case of F ≡ , GEP(F, B) = VI(C, B). Problem (.) is very general in the sense that it includes, as special cases, optimization problems, variational inequalities, minimax problems, the Nash equilibrium problems in noncooperative games, and other; see, for instance, [-].
For solving the equilibrium problem, let us assume that the bifunction F satisfies the following conditions (cf. [, ]):
(A) for each x ∈ C, y → F(x, y) is convex and lower semicontinuous. In , Kangtunyakarn and Suantai [] introduced the following mapping the sequence {K n } generated by a finite family of nonexpansive mappings T  , T  , . . . , T N and the se-
Recently, utilizing K n -mapping in (.), Jaiboon et al. [] introduced the following iterative algorithm based on a hybrid relaxed extragradient method for finding a common element of the set of solutions of a generalized equilibrium problem, the set of solutions of the variational inequality problem for an inverse-strongly monotone mapping and the set of common fixed points of a finite family of nonexpansive mappings. To be more precise, they obtained the following theorem. 
Theorem
Let {x n }, {y n }, {v n }, {z n } and {u n } be the sequences generated by x  ∈ H, C  = C, x  = P C  x  , u n ∈ C, and let
where {K n } is the sequence generated by (.), and α n ⊂ (, ) satisfy the following conditions:
for some e with  ≤ e <  and lim n→∞ α n = ;
Considering the common fixed point problems of a finite family of asymptotically κ-strict pseudocontractive mappings, Qin et al. [] introduced the following algorithm. Let x  ∈ C and {α n } ∞ n= be a sequence in (, ). The sequence {x n } is generated in the following way:
. . . ,
. . . . Since for each n ≥ , it can be written as n = (h -)N + i, where i = i(n) ∈ {, , . . . , N}, h = h(n) ≥  is a positive integer and h(n) → ∞, as n → ∞. Hence, we can rewrite the table above in the following compact form:
For finding a common element of the set of solutions of a generalized equilibrium problem and the set of common fixed points of a finite family of asymptotically κ-strict pseudocontractive mappings in the intermediate sense, utilizing the method in (.) and some hybrid method, Hu and Cai [] got the following strong convergence theorem with the help of some boundedness assumptions. 
is nonempty and bounded. Let {α n } and {β n } be the sequences in
Let {x n } and {u n } be the sequences generated by the following algorithm:
where 
Preliminaries
Throughout this paper,
• x n → x means that {x n } converges strongly to x;
• Fix(S) = {x ∈ C : Sx = x} denotes the set of fixed points of a self-mapping S on a set C;
• N is the set of positive integers;
• R is the set of real numbers. For every point x ∈ H, there exists a unique nearest point in C, denoted by P C x, such that
P C is called the metric projection of H onto C. We know that P C is a nonexpansive mapping from H onto C. Recall that the inequality holds
Moreover, it is easy to see that it is equivalent to
It is also equivalent to
Lemma . [] Let C be a nonempty closed convex subsets of a real Hilbert space H. Given x ∈ H and y ∈ C. Then y = P C x if and only if the inequality
x -y, y -z ≥ , ∀z ∈ C holds.
Lemma . [] Let A : C → H be a monotone mapping. In the context of the variational inequality problem, the characterization of projection (.) implies that
u ∈ ⇔ u = P C (u -λAu), ∀λ > .
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H. Given x, y, z ∈ H and given also a real number a, the set
is convex and closed.
Lemma . [] Let H be a real Hilbert space. Then for all x, y, z ∈ H and all α, β, γ ∈ [, ]
with α + β + γ = , we have 
for all x, y ∈ C and n ≥ . 
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H, and let F be a bifunction of C × C into R satisfying (A)-(A). Let r >  and x ∈ H. Then there exists z
∈ C such that F(z, y) +  r y -z, z -x ≥ , ∀y ∈ C.
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H, and let F be a bifunction of C × C into R satisfying (A)-(A). Let r >  and x ∈ H. Define a mapping T r (x) : H → C as follows:
is not properly contained in the graph of any other monotone mapping. It is known that a monotone mapping T is maximal if and only if for
C → H be a monotone and Lipschitz-continuous mapping, and let N C v be the normal cone to
It is known that in this case, T is maximal monotone, and  ∈ Tv if and only if v ∈ , see [] . 
Let {x n }, {u n }, {y n }, {t n } and {z n } be the sequences generated by the following algorithm with variable coefficients
for some a ∈ (κ, ), b ∈ (,  -a) and  < d < e < β, the positive real number r  is chosen so that F ∩ B r  (x  ) = ∅. Then the sequences {x n }, {u n }, {y n }, {t n } and {z n } converge strongly to a point of F .
Proof We divide the proof into eight steps.
Step . We claim that the sequences {x n }, {u n }, {y n }, {t n } and {z n } are well defined. Indeed, by Lemma ., we have u n = T r n (x n -r n Bx n ), where {T r n } is a sequence defined as in Lemma .. From the definition of C n and Lemma ., it is easy to see that C n is convex and closed for each n ∈ N. So, it is sufficient to prove that F ∩ B r  (x  ) ⊂ C n for each n ∈ N.
Let p ∈ F ∩ B r  (x  ) be an arbitrary element. Then we see that p = T r n (p -r n Bp). Since B : C → H is a β-inverse-strongly monotone mapping and r n < β, it follows from u n = T r n (x n -r n Bx n ) and Lemma . that
Putting x = u n -λ n Ay n and y = p in (.), we have
Since A : C → H is a monotone mapping and p ∈ VI(C, A), further, we have
Since y n = P C (u n -λ n Au n ) and A is L-Lipschitz-continuous, by Lemma ., we have
So, it follows from (.), (.) and
where c n ∈ [, ∞) with c n →  as n → ∞. So, from z n = ( -α n -β n )x n + α n t n +β n S h(n) i(n) t n , (.), (.), (.) and Lemma ., we deduce that
Further, it follows from the definition ofβ n that
). Therefore, we have
Step . We claim that the sequence {x n } converges strongly to an element in C, say x * .
Since {C n } is a decreasing sequence of closed convex subset of H such that C * = ∞ n= C n is a nonempty and closed convex subset of H, it follows from Lemma . that {x n+ } = {P C n x  } converges strongly to P C * x  , say x * .
Step . We claim that lim n→∞ z n = x * , lim n→∞ t n = x * and lim n→∞ t n -S h(n) i(n) t n = . Indeed, the definition of x n+ shows that x n+ ∈ C n , i.e.,
That is,
Considering  < a < α n +β n , ∀n ∈ N, we have
Step . We claim that x * ∈ N i= Fix(S i ). Indeed, for each n ∈ N,  ≤ i ≤ N , we have
This together with Step  and Lemma . implies that
where  ≤ i ≤ N . Since S i : C → C is uniformly continuous, by (.), we have
Hence, S i x * = x * , i.e., x * ∈ Fix(S i ). Thus, we obtain x * ∈ N i= Fix(S i ).
Step . We claim that t n -y n → , t n -u n → , y n → x * and u n → x * , as n → ∞.
Therefore, from (.), we have
This together with (.) and  <  -( -a)
On the other hand, it follows from (.) that for p ∈ F ∩ B r  (x  ),
Further, from (.), we have
Further, from (.), Step  and Step , we have t n -u n → , y n → x * and u n → x * , as n → ∞.
Step . We claim that x * ∈ VI(C, A).
where N C v is the normal cone to C at v ∈ C. We have already mentioned in Section  that in this case, T is maximal monotone, and  ∈ Tv if and only if v ∈ , see [] . Let (v, w) ∈ G(T), the graph of T. Then we have w ∈ Tv = Av + N C v, and hence, w -Av ∈ N C v. So, we have
(.)
Noticing t n = P C (u n -λ n Ay n ) and v ∈ C, by (.), we have
and hence,
From (.), (.) and t n ∈ C, we have
we have  ∈ Tx * , and hence, x * ∈ VI(C, A).
Step . We claim that x * ∈ GEP(F, B).
Since u n = T r n (x n -r n Bx n ), for any y ∈ C, we have
From (A), we have
Put y t = ty + ( -t)x * for all t ∈ (, ] and y ∈ C. Thus, we have y t ∈ C. So, from (.), we
Since B : C → H is a β-inverse-strongly monotone mapping, letting n → ∞, it follows from Step , Step , (A) and  < d < r n that
From (A), (A) and (.), we also have
Letting t →  + , we have, for each y ∈ C,
This implies that x * ∈ GEP(F, B).
Step . We claim that the sequences {x n }, {u n }, {y n }, {t n } and {z n } converge strongly to x * ∈ F .
From
Step , , , we have x * ∈ F . Therefore, it follows from Step , Step  and Step  that the sequences {x n }, {u n }, {y n }, {t n } and {z n } converge strongly to x * ∈ F . This completes the proof. {z n } be the sequences generated by the following algorithm with variable coefficients
for some a ∈ (κ, ), b ∈ (,  -a) and  < d < e < β, the positive real number r  is chosen so that F ∩ B r  (x  ) = ∅. Then the sequences {x n }, {u n } and {z n } converge strongly to a point of F .
Proof Putting A = , the conclusion of Corollary . can be obtained by Theorem . immediately. 
Let {x n }, {y n }, {t n } and {z n } be the sequences generated by the following algorithm with variable coefficients
x n+ = P C n x  http://www.fixedpointtheoryandapplications.com/content/2013/1/257 for every n ∈ N, whereβ n = 
Let {x n } and {z n } be the sequences generated by the following algorithm with variable coefficients
for some a ∈ (κ, ) and some b ∈ (,  -a), the positive real number r  is chosen so that F ∩ B r  (x  ) = ∅. Then the sequences {x n } and {z n } converge strongly to a point of F .
Proof Putting F = , A = , B = , respectively, the conclusion of Corollary . can be obtained by Theorem . immediately.
By the careful analysis of the proof of Theorem ., we can obtain the following result. x  ∈ C chosen arbitrary, u n ∈ C such that F(u n , y) + Bx n , y -u n +  r n y -u n , u n -x n ≥ , ∀y ∈ C, y n = P C (u n -λ n Au n ), t n = P C (u n -λ n Ay n ), z n = ( -α n -β n )x n + α n t n + β n S h(n) i(n) t n , C  = C, C n = {z ∈ C n- : z n -z  ≤ x n -z  -(α n -κ)β n t n -S h(n) i(n) t n  + θ n },
x n+ = P C n x  for every n ∈ N, where θ n = β n (γ h(n) n + c h(n) ), n = sup p∈F x n -p  , {α n } ⊂ (a, ), {β n } ⊂ Proof Following the reasoning in the proof of Theorem ., we use F instead of F ∩ B r  (x  ). Considering that F is bounded, we take n = sup p∈F x n -p  , θ n = β n (γ n n + c n ) in (.), so the assertion of Step  holds. From
Step , we have that the sequence { n } is bounded, and hence, θ n = β n (γ n n + c n ) →  as n → ∞. The remainder of the proof of Theorem . is similar to Theorem .. The conclusion, therefore, follows. This completes the proof. 
