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Introduccio´
La teoria combinato`ria de grups e´s una disciplina de les matema`tiques amb poc me´s d’un centenar
d’anys de vida que tracta els grups definits mitjanc¸ant un conjunt de generadors i un conjunt de
relacions. Fou Walther Von Dyck qui va donar el tret de partida d’aquesta disciplina l’any 1882
introdu¨ınt per primera vegada en un article la presentacio´ d’un grup en termes de generadors i
relacions. Les presentacions no nome´s han donat una nova manera d’estudiar els grups sino´ que
tambe´ han perme`s arribar a d’altres vies, com l’estudi dels grups a trave´s dels complexos sobre els
quals aquests actuen.
Als seus inicis, aquesta branca de la teoria de grups usava me`todes estrictament algebraics fins
que, durant la de`cada del 1980, Gromov va introduir els anomenats me`todes geome`trics, l’objecte
fonamental dels quals e´s el graf de Cayley associat a un conjunt de generadors d’un grup. En
l’actualitat, la teoria combinato`ria de grups i la teoria geome`trica de grups so´n dues disciplines
que cohabiten i interaccionen sovint.
Uns dels objectes me´s rellevants a la teoria de grups so´n els grups lliures, a partir dels quals podem
obtenir qualsevol grup, ja que tot grup e´s quocient d’un grup lliure. Els grups lliures so´n grups
infinits que no admeten cap mena de relacio´. L’objecte d’estudi d’aquest treball e´s el grup d’auto-
morfismes del grup lliure i dos dels seus sistemes de generadors me´s coneguts: els automorfismes
de Nielsen i els automorfismes de Whitehead. La demostracio´ del fet que els dos sistemes so´n un
conjunt de generadors e´s purament algebraica, e´s a dir, s’engloba perfectament dins de la teoria
combinato`ria de grups. Ara be´, especialment en el cas de l’algorisme de Whitehead hi ha una
interpretacio´ geome`trica molt important basada en l’anomenat graf de Whitehead. Nosaltres hem
intentat donar una petita interpretacio´ geome`trica de l’algorisme de Nielsen basada en els plecs de
Stallings.
Fou Jacob Nielsen el pioner en l’estudi del grup d’automorfismes del grup lliure de rang 2 l’any
1917, amb [15]. L’article e´s una continuacio´ natural de la seva tesi, [14], on Nielsen estudia els
punts fixos de les aplicacions cont´ınues del tor, com a espai topolo`gic, en ell mateix. Les classes
topolo`gicament equivalents d’aplicacions cont´ınues del tor en ell mateix formen un grup isomorf
al grup d’automorfismes del grup fonamental del tor amb un forat, que e´s el grup lliure de rang
2. Tambe´ a [15] es defineixen els automorfismes i les transformacions elementals de Nielsen per
primera vegada i es do´na expl´ıcitament un conjunt de generadors per al grup d’automorfismes del
grup lliure de rang 2. A me´s, la demostracio´ d’aquest fet e´s constructiva i, consequ¨entment, permet
definir un algorisme per a trobar una descomposicio´ d’un automorfisme qualsevol en producte de
generadors. L’any segu¨ent, el 1918, el mateix Nielsen va generalitzar aquests resultats per al grup
d’automorfismes del grup lliure de rang finit, a [16]. L’u´ltim dels articles d’aquesta se`rie e´s [17],
on Nielsen hauria descobert una forma normal per als elements del grup d’automorfismes del grup
lliure de rang finit.
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La histo`ria del grup d’automorfismes del grup lliure de rang finit te´ un altre nom clau: John
Henry Constantine Whitehead, que l’any 1936 va donar un segon conjunt de generadors del grup
d’automorfismes del grup lliure de rang finit. Els anomenats automorfismes de Whitehead, que
contenen els automorfismes de Nielsen, tambe´ permeten establir un algorisme descendent en la
longitud de l’automorfisme d’entrada per trobar una descomposicio´ d’aquest com a producte de
generadors. Aquest algorisme es basa en l’anomenat teorema de reduccio´ de pics. En l’actualitat,
aquest algorisme te´ una interpretacio´ geome`trica basada en el graf de Whitehead de l’automorfisme
i els seus possibles conjunts de tall que satisfan certes propietats.
Aquest treball prete´n estudiar de manera detallada els dos sistemes de generadors me´s coneguts
pel grup d’automorfismes del grup lliure de rang finit, els automorfismes de Nielsen i els automor-
fismes de Whitehead, per tal de poder entendre i comparar els algorismes de Nielsen i Whitehead
per a la descomposicio´ d’un automorfisme del grup lliure de rang finit en producte de generadors.
Malgrat que el tema pugui semblar estar me´s que estudiat, hi ha un problema obert en teoria
de grups que hi te´ molta relacio´: descobrir si existeix distorsio´ en la inclusio´ del grup d’automor-
fismes del grup lliure de rang finit n dins del grup d’automorfismes del grup lliure de rang finit n+1.
El problema de la distorsio´ esta` resolt en el cas del grup d’automorfismes del grup abelia` lliure de
rang finit. Lubotzky, Mozes i Raghunathan van demostrar, a [6] i [7] que la inclusio´ de SL2(Z)
esta` distorsionat dins de SL3(Z) i que, en canvi, SLn(Z) no esta` distorsionat dins de SLn+1(Z)
per a n major o igual a 3. De fet, Lubotzky, Mozes i Raghunathan no parlen expl´ıcitament del
problema de distorsio´, pero` el teorema que hem enunciat s’obte´ com a consequ¨e`ncia directa dels
seus articles ja citats. E´s, doncs, l’extrapolacio´ d’aquest problema en l’a`mbit dels grups lliures no
abelians el que ens porta a l’estudi dels sistemes de generadors del grup d’automorfismes del grup
lliure de rang finit i els seus algorismes. Els me`todes usats en les demostracions del cas abelia` no
so´n generalitzables al cas no commutatiu ja que es basen fortament en el fet que SLn(Z) e´s un
grup de matrius. E´s per aixo` que hem pensat que una possible via per encarar el problema de
distorsio´ en l’a`mbit no commutatiu passa per l’estudi dels diferents conjunts de generadors i els
algorismes que es dedueixen d’aquests.
Els dos algorismes per a descomposar un automorfisme en producte de generadors so´n semblants
en la forma, ja que tots dos es basen en el fet que un algorisme pot descomposar-se en passos
descendents respecte la seva longitud, pero` tambe´ tenen difere`ncies essencials com, per exemple,
que mentre l’algorisme de Whitehead e´s estrictament descendent en la longitud, l’algorisme de
Nielsen necessita un ordre en el conjunt de generadors del grup lliure de rang finit per tal de ser
estrictament descendent i, aleshores, la disminucio´ no es do´na en la longitud sino´ en un pes de
l’algorisme associat a aquest ordre que hem imposat. Aquestes difere`ncies no nome´s les hem citat
sino´ que tambe´ hem buscat casos particulars per tal d’il·lustrar-les.
Per acabar la introduccio´ mencionem breument l’estructura d’aquest treball. El primer cap´ıtol
conte´ les definicions i conceptes ba`sics necessaris. Al segon cap´ıtol definim el problema general de
distorsio´ d’un subgrup dins d’un grup i estudiem el cas del grup d’automorfismes del grup abelia`
lliure de rang n com a subgrup del grup d’automorfismes del grup abelia` lliure de rang n + 1.
Al tercer cap´ıtol estudiem els automorfismes de Nielsen i els automorfismes de Whitehead com a
conjunts de generadors del grup d’automorfismes del grup lliure. Al quart cap´ıtol presentem els
algorismes descendents de Whitehead i Nielsen i en fem una breu comparativa, que il·lustrem amb
els exemples del cap´ıtol 5.
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Cap´ıtol 1
Definicions i conceptes ba`sics
Es pressuposa que el lector ja coneix les definicions ba`siques sobre grups, subgrups i morfismes. En
aquest cap´ıtol es recullen els resultats ba`sics sobre teoria geome`trica de grups que es faran servir
al llarg del treball. Tots els resultats enunciats es troben sense demostracio´, pero` en cada seccio´
hi ha almenys una refere`ncia on trobar els detalls que falten.
El cap´ıtol esta` estructurat en un primer apartat de notacio´ i dos grans blocs. Al primer bloc es
defineixen els grups lliures i es presenten alguns resultats que demostren la seva relleva`ncia en la
teoria de grups. Tambe´ es parla de les presentacions de grups com a generadors i relacions, i la
seva representacio´ en la figura del graf de Cayley. Finalment es defineix el concepte de grup hopfia`
ja que en els darrers cap´ıtols usarem el fet que el grup lliure ho e´s. Al segon bloc es relacionen els
conceptes de grafs i grups, necessaris per tal de presentar una eina important´ıssima: els plecs de
Stallings.
1.1 Notacio´
• Donat un conjunt X = {x1, . . . , xk}, denotarem per X± el conjunt simetritzat de X, e´s a
dir, X± = {x1, x−11 , . . . , xk, x−1k }.
• Sigui G un grup i H un subgrup de G. Aleshores posarem H ≤ G.
• Sigui G un grup i N un subgrup normal de G. Aleshores posarem N / G.
• Els automorfismes actuen per la dreta, e´s a dir, (x)ϕψ = (ψ ◦ ϕ)(x).
1.2 Grups lliures
Una molt bona refere`ncia per aquesta primera part del cap´ıtol so´n les notes de C. F. Miller, [13].
Evidentment, aquests resultats ba`sics tambe´ es troben en les dues refere`ncies principals en teoria
de grups: [8] i [9].
1.2.1 Existe`ncia i construccio´ de grups lliures
Definicio´ 1. Un subconjunt X d’un grup F e´s una base lliure de F si tota aplicacio´ del sub-
conjunt X en un grup qualsevol G, ϕ : X → G, pot estendre’s de manera u´nica en un morfisme
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de grups, ϕˆ : F → G, tal que (x)ϕˆ = (x)ϕ per tot x ∈ X.
X
ϕ
ÃÃA
AA
AA
AA
AA
AA
AA
AA
A
i // F
ϕˆ
²²
G.
Un grup F e´s lliure si te´ un subconjunt X que e´s base lliure de F .
Definicio´ 2. Sigui X un conjunt o alfabet. Una paraula en X e´s una expressio´ formal del tipus
w = x²11 . . . x
²k
k , on xi ∈ X, ²i ∈ {±1} i k ≥ 0. k e´s la longitud de w i posarem LX(w) = k.
Direm que una paraula w e´s redu¨ıda si no conte´ cap subparaula del tipus a−1a o aa−1, on a ∈ X.
Donat un conjunt o alfabet X, tambe´ podem considerar les anomenades paraules c´ıcliques.
Definicio´ 3. Anomenem paraula c´ıclica, [w], al conjunt format per la paraula w = a²11 . . . a
²k
k i
totes les seves permutacions c´ıcliques, e´s a dir,
a²ii a
²i+1
i+1 . . . a
²k
k a
²1
1 . . . a
²i−1
i−1 ,
on 1 ≤ i ≤ k.
Podem pensar [w] en forma de cicle. Per exemple, si w = abcd, aleshores podem pensar en [w]
com el cicle de la figura segu¨ent:
Teorema 1. (Existe`ncia de grups lliures.)
Sigui X un conjunt. Aleshores existeix un grup lliure F (X) que te´ X com a base lliure.
Construccio´ de F (X):
1. Considerem el conjunt de paraules en X, e´s a dir, W (X).
2. Per conveni definim l’element neutre com la paraula de longitud 0.
3. Definim una relacio´ d’equivale`ncia en W (X) generada per les parelles w ∼ w′, on
w = uxx−1v
w′ = uv,
amb u, v ∈ W (X) i x ∈ X±. De la operacio´ w ∼ w′ en diem cancel·lacio´ i del proce´s
de relacionar paraules cada cop me´s curtes fins a arribar a una paraula redu¨ıda en diem
reduccio´.
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4. F (X) e´s el quocient de W (X) per aquesta relacio´ d’equivale`ncia.
5. La operacio´ de grup consisteix en concatenar paraules i reduir la paraula resultant.
El segu¨ent teorema ens assegura que:
1. La construccio´ anterior esta` ben definida.
2. La operacio´ e´s associativa.
Teorema 2. Cada classe d’equivale`ncia de F (X) = W (X)/ ∼ te´ una u´nica paraula redu¨ıda.
La demostracio´ d’aquest teorema es basa amb els dos lemes segu¨ents:
Lema 1. (Lema del diamant.)
Les quatre paraules del diagrama
xss−1ytt−1z
wwppp
ppp
ppp
pp
''NN
NNN
NNN
NNN
xss−1yz
''OO
OOO
OOO
OOO
O
xytt−1z
wwooo
ooo
ooo
ooo
xyz
so´n de la mateixa classe d’equivale`ncia de F (X)/ ∼.
Lema 2. Per tota paraula w ∈ W (X) existeix una u´nica paraula redu¨ıda que s’obte´ com a producte
de diverses cancel·lacions.
Teorema 3. Totes les bases d’un grup lliure tenen el mateix cardinal.
Corol·lari 1. Sigui F1 un grup lliure amb base lliure X1 i F2 un grup lliure amb base lliure X2.
Aleshores,
F1 ' F2 ⇔ |X1| = |X2|.
Definicio´ 4. Sigui F un grup lliure amb base lliure X. Podem definir el rang de F com |X|.
Si X te´ cardinal finit n ∈ N, llavors denotarem el grup lliure de rang n per Fn.
Per la proposicio´ anterior e´s clar que la definicio´ te´ sentit.
Teorema 4. (Caracteritzacio´ dels grups lliures.)
Sigui F un grup i X ⊆ F un subconjunt. Aleshores, F e´s lliure en X si i nome´s si:
1. X genera F i
2. cap paraula redu¨ıda sobre X de longitud estrictament positiva representa el neutre en F .
Corol·lari 2. Tot grup lliure e´s lliure de torsio´. O el que e´s el mateix, tot element del grup lliure
llevat del neutre te´ ordre infinit.
Definicio´ 5. Una paraula w = x²11 . . . x
²k
k ∈ W (X) e´s c´ıclicament redu¨ıda si e´s redu¨ıda i, a
me´s, x²kk x
²1
1 6= 1.
Observacio´ 1. Una paraula no e´s c´ıclicament redu¨ıda si i nome´s si admet un conjugat de longitud
menor.
Definicio´ 6. Un element del grup lliure Fn e´s primitiu si existeix una base lliure de Fn que el
conte´.
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1.2.2 Presentacions i graf de Cayley
Definicio´ 7. Sigui X un subconjunt d’un grup G. Definim el subgrup generat per X com
〈X〉 =
⋂
X⊆H≤G
H ≤ G.
Definicio´ 8. Sigui X un subconjunt d’un grup G. Definim l’adhere`ncia de X com el conjunt
{g ∈ G | ∃ x1, . . . , xn ∈ X : g = x²11 . . . x²nn , on ²i = ±1} ∪ {1}.
Per conveni, permetrem n = 0 per representar l’element neutre.
Proposicio´ 1. Sigui X un subconjunt d’un grup G. Aleshores, l’adhere`ncia de X e´s un subgrup
de G. De fet, l’adhere`ncia e´s exactament el subgrup generat per X, 〈X〉.
Definicio´ 9. Sigui X un subconjunt d’un grup G. Si 〈X〉 = G direm que X e´s un sistema de
generadors de G.
Definicio´ 10. Sigui G un grup. Direm que G e´s finitament generat si existeix un sistema de
generadors de G amb cardinal finit, X ⊆ G amb |X| <∞ i 〈X〉 = G.
Definicio´ 11. Sigui X un subconjunt d’un grup G. Definim el subgrup normal generat per
X o clausura normal de X com:
〈〈X〉〉 =
⋂
X⊆H£G
H.
Els elements de 〈〈X〉〉 so´n de la forma g−11 x²11 g1 . . . g−1n x²nn gn, on xi ∈ X, ²i = ±1, gi ∈ G i n ≥ 0.
Per conveni, si n = 0 l’element e´s el neutre.
Teorema 5. Tot grup e´s quocient d’un grup lliure. E´s a dir, donat un grup G existeixen un grup
lliure F i un subgrup normal N £ F tals que G ' F/N .
Aquest u´ltim teorema ens permet definir els grups en termes de generadors i relacions.
Sigui X ⊆ G un sistema de generadors d’un grup G. Considerem el diagrama segu¨ent:
X //
!!C
CC
CC
CC
CC
CC
CC
CC
CC
F (X)
ϕ
²²
G.
Ate`s que 〈X〉 = G obtenim que ϕ e´s epimorfisme. Aix´ı doncs, la successio´
1→ ker(ϕ)→ F (X) ϕ→ G→ 1
e´s exacta curta i, per tant,
G ' F (X)/ker(ϕ).
Ara be´, si trobem un subconjunt de F (X), R, tal que 〈〈R〉〉 = ker(ϕ), aleshores direm que R e´s
un conjunt de relacions del grup G i 〈X|R〉 e´s una presentacio´ del grup G. Formalment:
10
Definicio´ 12. Sigui G un grup. Una presentacio´ de G e´s una parella de conjunts, 〈X|R〉 tals
que:
1. X ⊆ G,
2. 〈X〉 = G,
3. R ⊆ F (X) i
4. la successio´
1→ 〈〈R〉〉 → F (X)→ G→ 1
e´s exacta curta.
Posarem G = 〈X|R〉.
Direm que G e´s finitament presentat si existeix una presentacio´ de G amb X i R finits.
Observacio´ 2. Si F e´s lliure en X la presentacio´ me´s habitual e´s 〈X|〉.
Definicio´ 13. Un graf Γ e´s una quaterna (V (Γ), E(Γ), ι, τ) on:
V (Γ) e´s un conjunt no buit els elements del qual anomenem ve`rtexs,
E(Γ) e´s un subconjunt de V (Γ) × V (Γ) que satisfa` la condicio´ segu¨ent: si e = (e1, e2) pertany
a E(Γ), aleshores e−1 = (e2, e1) tambe´ pertany a E(Γ). Els elements de E(Γ) s’anomenen
arestes.
ι i τ so´n dues aplicacions de E → V i s’anomenen funcions d’incide`ncia. De fet,
ι : E ⊆ V × V −→ V
e = (e1, e2) 7−→ e1
i
τ : E ⊆ V × V −→ V
(e1, e2) 7−→ e2.
Sigui e = (e1, e2) una aresta. De e1 en direm ve`rtex inicial de e i de e2 en direm ve`rtex final
de e. Si e1 = e2 direm que l’aresta e´s un llac¸.
Definicio´ 14. Sigui Γ un graf. Un camı´ en Γ e´s:
o be´ un ve`rtex v (camı´ trivial),
o be´ una successio´ finita d’elements de E, γ = e1 . . . ek, tal que τ(ei) = ι(ei+1) per i = 1, . . . , k−1.
Si el camı´ e´s de la forma e1 . . . ek direm que:
1. Te´ longitud k.
2. El seu ve`rtex inicial e´s ι(γ) = ι(e1).
3. El seu ve`rtex final e´s τ(γ) = τ(ek).
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Si, a me´s, ι(γ) = τ(γ) direm que el camı´ e´s tancat.
Si un camı´ no te´ cap subparaula de la forma ee−1 o e−1e, aleshores diem que el camı´ e´s redu¨ıt.
Si el camı´ e´s trivial el seu ve`rtex final i el seu ve`rtex inicial so´n v i direm que el camı´ e´s de longitud
zero.
Definicio´ 15. Sigui G un grup i sigui X un sistema de generadors de G tancat per inversio´.
Definim el graf de Cayley associat a X, ΓX , de la manera segu¨ent:
1. V (ΓX) = {g ∈ G}.
2. Donats g, h ∈ G, tenim e = (g, h) ∈ E(ΓX) si i nome´s si existeix x ∈ X tal que h = gx.
L’aresta e l’etiquetarem amb x.
Notem que si X no e´s tancat per inversio´ aleshores nome´s cal prendre el seu simetritzat, X±.
Mitjanc¸ant el graf de Cayley podem dotar el grup d’una me`trica. Donat un element g ∈ G definim
la seva norma, |g|, com el mı´nim de les longituds dels camins γ del graf de Cayley amb ve`rtex
inicial 1 i ve`rtex final g. Algebraicament, |g| e´s el mı´nim nombre de generadors necessaris per
formar l’element g. Aquesta me`trica s’anomena me`trica de la paraula.
Definicio´ 16. Siguin X i Y dos espais me`trics. Direm que X i Y so´n quasi-isome`trics si
existeix una aplicacio´ cont´ınua f : X −→ Y i dues constants positives, K i C, tals que:
1. Donats dos elements de X qualssevol, x1, x2, tenim
1
K
d(x1, x2) ≤ d (f(x1), f(x2)) ≤ Kd(x1, x2) + C.
2. Per tot element de Y , y, existeix un element de X, x, tal que d (f(x), y) ≤ C.
E´s senzill veure que els grafs de Cayley d’un grup associats a dos sistemes finits de generadors
diferents dotats de les corresponents me`triques de la paraula so´n quasi-isome`trics.
Proposicio´ 2. Sigui G un grup finitament generat i siguin X i Y dos sistemes de generadors
finits. Aleshores, els corresponents grafs de Cayley, ΓX i ΓY , dotats de les me`triques de la paraula
associades a aquests dos sistemes de generadors so´n quasi-isome`trics.
Demostracio´. Considerem X = {x1, . . . , xn} i Y = {y1, . . . , ym} i definim les constants positives
segu¨ents:
C1 = max{|y1|X , . . . , |ym|X},
C2 = max{|x1|Y , . . . , |xn|Y }.
Donada una paraula w ∈ G tenim:
|w|X ≤ C1|w|Y ,
|w|Y ≤ C2|w|X
i, per tant, els grafs de Cayley dotats de les me`triques de la paraula corresponents so´n quasi-
isome`trics, com vol´ıem demostrar.
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1.2.3 Una propietat important del grup lliure de rang n
En aquesta seccio´ definim el concepte de grup hopfia`. Aquesta e´s una propietat del grup lliure de
rang n que usarem en tots els exemples d’automorfismes que sortiran als darrers cap´ıtols, ja que
demostrant l’exhaustivitat tindrem automa`ticament la injectivitat.
Definicio´ 17. Sigui G un grup. G e´s hopfia` si tot endomorfisme exhaustiu ϕ : G→ G e´s injectiu.
Teorema 6. El grup lliure de rang n, Fn, e´s hopfia`.
Tenim, doncs, una bijeccio´ entre les bases de Fn i el grup d’automorfismes de Fn:
{(w1, . . . , wn) : wi ∈ Fn, 〈w1, . . . , wn〉 = Fn} ←→ Aut(Fn)
(w1, . . . , wn) 7−→ ϕ :

(x1)ϕ = w1
. . .
(xn)ϕ = wn.
La demostracio´ d’aquest teorema e´s directa si es tenen certes nocions de separabilitat. Cal usar
el fet que Fn e´s residualment finit. E´s a dir, per tot element de Fn llevat del neutre existeix un
subgrup d’´ındex finit H que no conte´ l’element. Finalment cal aplicar el teorema de B.H. Neumann
que assegura que tot grup residualment finit e´s hopfia`. Els detalls poden trobar-se a [13].
1.3 Grafs i grups
En aquesta seccio´ s’introdueixen conceptes topolo`gics com el de grup fonamental, espai recobridor
i recobridor universal. Una bona refere`ncia on trobar l’explicacio´ completa d’aquests conceptes
e´s [10]. Un cop definits els conceptes topolo`gics necessaris presentem una construccio´ alternativa
del grup fonamental d’un graf que e´s molt semblant a la construccio´ del grup lliure. Finalment
presentem una eina molt important en la part de teoria de grups que va associada als grafs: els
plecs d’Stallings. Una bona refere`ncia per aquest darrer apartat e´s l’article [5].
1.3.1 Grup fonamental, espai recobridor i recobridor universal
Definicio´ 18. Sigui X un espai topolo`gic arcconnex i sigui x0 ∈ X. A x0 l’anomenarem punt
base. Un camı´ tancat e´s una aplicacio´ cont´ınua γ : [0, 1]→ X tal que γ(0) = γ(1) = x0.
Definicio´ 19. Sigui X un espai topolo`gic arcconnex. Siguin γ1 i γ2 dos camins tancats amb punt
base x0. Aleshores una homotopia de γ1 en γ2 e´s una aplicacio´ cont´ınua
H : [0, 1]× [0, 1] −→ X
(s, t) 7−→ H(s, t),
tal que H(0, t) = γ1, H(1, t) = γ2 i H(s, 0) = H(s, 1) = x0 per tot s ∈ [0, 1].
Sigui X un espai topolo`gic arcconnex i fixem el punt x0 com a punt base. Sigui Ω(X, x0) el conjunt
de camins tancats amb punt base x0. Direm que dos camins estan relacionats si i nome´s si so´n
homoto`pics (pot comprovar-se que e´s relacio´ d’equivale`ncia). Donats dos camins amb punt base
x0, γ1, γ2 ∈ Ω(X, x0), definim la operacio´ γ1 · γ2 de la manera segu¨ent:
γ = γ1 · γ2 : [0, 1] −→ X
t 7−→
{
γ(t) = γ1(2t) si t ∈ [0, 12 ]
γ(t) = γ2(2t− 1) si t ∈ [12 , 1].
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Teorema 7. Sigui X un espai topolo`gic arcconnex i sigui x0 ∈ X. El conjunt Ω(X, x0) mo`dul la
relacio´ d’equivale`ncia dels camins homo`tops dotat del producte de camins definit anteriorment e´s
un grup i es denota per pi1(X, x0). L’anomenem grup fonamental de X amb punt base x0.
Definicio´ 20. Siguin X i Y dos espais topolo`gics arcconnexos i sigui f : X → Y una aplicacio´
cont´ınua. Siguin x0 ∈ X i y0 = f(x0). Aleshores definim l’aplicacio´
f∗ : Π1(X, x0) −→ Π1(Y, y0)
[γ] 7−→ [f ◦ γ].
Proposicio´ 3. En les condicions de la definicio´ anterior, l’aplicacio´ f∗ e´s un morfisme de grups.
Definicio´ 21. Siguin X i Y dos espais topolo`gics arcconnexos i siguin f, g : X → Y aplicacions
cont´ınues. Sigui x0 ∈ X i suposem que f(x0) = g(x0). Aleshores diem que f i g so´n homo`topes
si existeix una aplicacio´ cont´ınua
F : [0, 1]×X −→ Y
tal que F (0, x) = f(x), F (1, x) = g(x) i F (s, x0) = f(x0) = g(x0). Posarem f ∼ g.
Proposicio´ 4. En la situacio´ de la definicio´ anterior, si f ∼ g llavors f∗ = g∗.
Definicio´ 22. Sigui X un espai topolo`gic. Es diu que X¯ e´s un espai recobridor de X si existeix
una aplicacio´ cont´ınua, ρ : X¯ → X, tal que per tot x ∈ X existeix un entorn obert x ∈ U amb
ρ−1(U) =
⊔
i∈I
Ui,
on Ui so´n components arcconnexes de ρ
−1(U) i ρ|Ui : Ui → U e´s un homeomorfisme.
ρ−1(x) s’anomena la fibra de x i els Ui s’anomenen entorns elementals.
Proposicio´ 5. (Elevacio´ de camins al recobridor.)
Siguin X un espai topolo`gic, X¯ un recobridor de X i γ un camı´ en X amb punt inicial x0. Sigui
x¯0 ∈ X¯ tal que ρ(x¯0) = x0. Aleshores existeix un u´nic camı´ γ¯ en X¯ tal que te´ punt inicial x¯0 i
satisfa` ρ ◦ γ¯ = γ.
X¯
ρ
²²
[0, 1]
γ //
γ¯
==|||||||||||||||||
X.
Proposicio´ 6. Les elevacions de dos camins homo`tops amb punt base x0 so´n homo`topes amb punt
base x¯0.
Corol·lari 3. L’aplicacio´ ρ∗ e´s injectiva.
Observacio´ 3. ρ∗(pi1(X¯, x¯0) ≤ pi1(X, x0).
Proposicio´ 7. Siguin X i Y espais topolo`gics, f : Y → X cont´ınua amb f(y0) = x0 i sigui X¯ un
recobridor de X. Aleshores existeix f¯ : Y → X¯ que fa el diagrama segu¨ent commutatiu
X¯
ρ
²²
Y
f //
f¯
>>~~~~~~~~~~~~~~~~
X.
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si i nome´s si f∗(pi1(Y, y0)) ⊆ ρ∗(pi1(X¯, x¯0)).
Teorema 8. Siguin x¯0 i x¯0
′ dos punts d’una mateix fibra. Aleshores, ρ∗(pi1(X¯, x¯0)) i ρ∗(pi1(X¯, x¯0′))
so´n conjugats.
Definicio´ 23. Un recobridor d’un espai topolo`gic X s’anomena recobridor universal i es denota
X˜ si el seu grup fonamental e´s trivial, e´s a dir, si pi1(X˜, x˜0) = {1}.
Observacio´ 4. El recobridor universal de X e´s recobridor de qualsevol espai recobridor de X.
Exemple: El graf de Cayley del grup lliure de rang n e´s el recobridor universal de la rosa de n
fulles, Rn, que e´s el graf que te´ un sol ve`rtex i n llac¸os.
1.3.2 Grup fonamental d’un graf
Evidentment un graf e´s un espai topolo`gic si pensem que cada aresta e´s isomorfa a l’interval [0, 1].
Aix´ı doncs, usant l’apartat anterior podem definir el grup fonamental d’un graf. Ara be´, hi ha
una via alternativa que permet construir el grup fonamental d’un graf de manera semblant a la
construccio´ del grup lliure. El primer a formular aquesta via alternativa va ser Stallings a [20].
Algunes versions me´s recents so´n [2] i [5]. Pot demostrar-se que les dues definicions del grup
fonamental d’un graf so´n equivalents.
Si considerem el conjunt de camins d’un graf podem definir la segu¨ent relacio´ d’equivale`ncia entre
camins:
e1 . . . ek−1eke−1k ek+1 . . . er ∼ e1 . . . ek−1ek+1 . . . er.
Observem que e´s la mateixa relacio´ d’equivale`ncia que hem usat en la construccio´ del grup lliure.
Cal comprovar, nome´s, que el camı´ e1 . . . ek−1ek+1 . . . er satisfa` la condicio´ τ(ek−1) = ι(ek+1):
τ(ek−1) = ι(ek) = τ(e−1k ) = ι(ek+1).
Aix´ı doncs, usant la demostracio´ de la construccio´ del grup lliure i tenint en compte que les
reduccions mantenen la condicio´ de camı´, e´s clar que a cada classe d’equivale`ncia de camins, [γ] hi
tenim un u´nic representant redu¨ıt. A me´s,
1. la longitud de [γ] e´s la longitud del seu representant redu¨ıt, γ,
2. el ve`rtex inicial de [γ], ι([γ]), e´s el ve`rtex inicial de γ, ι(γ) i
3. el ve`rtex final de [γ], τ([γ]), e´s el ve`rtex final de γ, τ(γ).
Definicio´ 24. Siguin Γ un graf i v un ve`rtex de Γ. El grup fonamental de Γ en v, pi(Γ, v), e´s
pi(Γ, v) = {γ : ι(γ) = τ(γ) = v}/ ∼
= {[γ] : ι([γ]) = τ([γ]) = v},
que e´s grup amb la concatenacio´ de camins.
Observem que si v i w son dos ve`rtex diferents d’un graf Γ tals que existeix un camı´ α amb ι(α) = v
i τ(α) = w, aleshores pi(Γ, v) ' pi(Γ, w), ja que l’aplicacio´
pi(Γ, v) −→ pi(Γ, w)
[γ] 7−→ [αγα−1]
e´s un isomorfisme.
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Definicio´ 25. Un graf Γ e´s connex si donats dos ve`rtexs qualssevol de Γ, v i w, existeix un camı´
α en Γ tal que ι(α) = v i τ(α) = w.
Definicio´ 26. Un graf Γ e´s un arbre si Γ e´s connex i tots els seus camins redu¨ıts tancats so´n
trivials.
Teorema 9. Siguin Γ un graf connex i v un ve`rtex de Γ. Aleshores, pi(Γ, v) e´s un grup lliure de
rang n, on n e´s el nombre d’arestes de Γ− T i T e´s un subarbre maximal de Γ.
Teorema 10. Rec´ıprocament, tot grup lliure e´s el grup fonamental d’algun graf. De fet,
Fn = pi(Rn, v),
on Rn e´s el graf amb un sol ve`rtex, v, i n llac¸os.
1.3.3 Plecs de Stallings
En aquesta seccio´ presentem els plecs de Stallings, que so´n modificacions de grafs dirigits i eti-
quetats consistents en identificar dues arestes amb el mateix ve`rtex d’origen i la mateixa etiqueta.
Aquests plecs van apare`ixer per primer cop el 1983, en [20] i el mateix Stallings en va fer una segona
versio´ en [21]. Des d’aleshores han perme`s reformular molts aspectes de la teoria de grups, sobretot
aquells referents als subgrups finitament generats de Fn, des d’un punt de vista molt geome`tric.
Una bona refere`ncia on trobar una introduccio´ complerta amb totes les demostracions i algunes
aplicacions dels plecs de Stallings e´s [5]. Per a un resum i algunes aplicacions pot consultar-se [12].
Sigui Γ un graf dirigit i etiquetat. E´s a dir, tenim un graf dirigit, Γ, i una aplicacio´ del conjunt
d’arestes de Γ a l’alfabet X,
µ : E(Γ) −→ X±
e 7−→ µ(e)
tal que µ(e−1) = µ(e)−1.
Aquestes aplicacions s’anomenen immersions.
Definicio´ 27. Un graf dirigit i etiquetat, Γ, no admet cap plec si per a tot ve`rtex v ∈ V (Γ) i
per a tota lletra de l’alfabet x ∈ X±, existeix com a ma`xim una aresta amb origen en v i etiqueta
x.
Aix´ı doncs, donat un graf, Γ, el nostre objectiu e´s fer una successio´ de plecs en Γ per tal d’arribar
a un segon graf, Γ′, que no admeti cap plec i que no hagi perdut informacio´ respecte el graf inicial.
Com veurem a continuacio´, aquesta informacio´ que es mante´ e´s un subgrup del grup lliure amb
base X.
Abans de la definicio´ formal del concepte de plec de Stallings introdu¨ım una nocio´ intu¨ıtiva. Sigui
Γ un graf i sigui v un ve`rtex de Γ on incideixen dues arestes etiquetades per la mateixa lletra de
l’alfabet, x ∈ X±. E´s evident, doncs, que el graf Γ admet algun plec. Per plec de Stallings entenem
el procediment que fusiona aquestes dues arestes en una de sola i, per tant, tambe´ fusiona els dos
ve`rtexs finals d’aquestes dues arestes. Gra`ficament, la idea queda molt me´s clara, tal i com mostra
l’esquema del cas general:
16
Cal, pero`, tenir en compte que ens podr´ıem trobar en un dels tres casos particulars segu¨ents:
1. El primer cas particular, en que` una de les arestes e´s un llac¸.
2. El segon cas particular, en que` les dues arestes so´n un llac¸.
3. El tercer cas particular, en que` les dues arestes arriben al mateix ve`rtex.
Ara ja podem presentar la definicio´ formal d’aquest concepte. Nome´s posarem la definicio´ formal
del cas general, ate`s que pels casos particulars nome´s cal fer les modificacions naturals al cas
general.
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Definicio´ 28. Sigui Γ un graf dirigit i etiquetat. Suposem que existeix un ve`rtex v i dues arestes,
e1, e2, amb origen en v, ι(e1) = ι(e2) = v, tals que µ(e1) = µ(e2). E´s a dir, Γ admet algun plec.
Siguin w′ = τ(e1) i w′′ = τ(e2). Per tant, e1 = (v, w′) i e2 = (v, w′′). Aleshores, definim el plec
de Stallings de e1 i e2 com el graf Γ(e1, e2) segu¨ent:
V (Γ(e1, e2)) = V (Γ)− {w′, w′′}+ {w},
E (Γ(e1, e2)) = E(Γ)− {e1, e2}+ {e}, on ι(e) = v i τ(e) = w,
µ(e) = µ(e1),
si f ∈ E(Γ)− {e1, e2} amb ι(f) ∈ {w′, w′′}, aleshores posem ι(f) = w i
si f ∈ E(Γ)− {e1, e2} amb τ(f) ∈ {w′, w′′}, aleshores posem τ(f) = w.
Lema 3. Sigui Γ′ un graf dirigit i etiquetat obtingut a partir d’un plec de Stallings del graf Γ.
Sigui v un ve`rtex de Γ i sigui v′ el ve`rtex corresponent en Γ′. Se satisfa`:
1. Si Γ e´s connex, llavors Γ′ tambe´ e´s connex.
2. Si p e´s un camı´ en Γ amb origen i final v i etiquetat per µ(p), llavors la seva imatge en Γ′
e´s un camı´ amb origen i final v′ i etiquetat per µ(p).
3. Si Γ e´s finit, aleshores Γ′ tambe´ e´s finit i |E(Γ′)| = |E(Γ)| − 1.
Definicio´ 29. Sigui Γ un graf dirigit etiquetat i sigui v un ve`rtex de Γ. Definim el llenguatge
de Γ respecte v com
L(Γ, v) = {µ(p) : p e´s un camı´ tancat i redu¨ıt de Γ, amb base v}.
Lema 4. Sigui Γ un graf dirigit etiquetat que no admet cap plec i sigui v un ve`rtex de Γ. Aleshores,
totes les paraules de L(Γ, v) so´n redu¨ıdes.
Proposicio´ 8. Sigui Γ un graf dirigit etiquetat amb lletres de l’alfabet X±. Sigui v un ve`rtex de
Γ. Aleshores, el conjunt format per les paraules redu¨ıdes de L(Γ, v), que denotarem per L¯(Γ, v), e´s
un subgrup del grup lliure amb base X, F (X).
En particular, si Γ no admet cap plec, llavors L(Γ, v) e´s subgrup de F (X).
Lema 5. Sigui Γ un graf dirigit etiquetat i Γ′ un graf obtingut de Γ en fer un plec de Stallings.
Sigui v un ve`rtex de Γ i v′ el corresponent ve`rtex en Γ′. Aleshores,
L¯(Γ, v) = L¯(Γ′, v′).
Donat un graf finit Γ, aquest darrer lema ens permet aplicar una sequ¨e`ncia finita de plecs de
Stallings per tal d’arribar a un graf finit que no admeti cap plec de Stallings, Γ′, amb el mateix
llenguatge que Γ. A me´s, pot demostrar-se que aquest graf Γ′ e´s independent de l’ordre en el qual
es fan els plecs. E´s a dir, aquest graf Γ′ e´s, en certa manera, u´nic. De fet, els llenguatges de dos
grafs finits que no admetin cap plec de Stallings i que no siguin isomorfs so´n subgrups no isomorfs.
Donat un graf finit que no admeti cap plec, Γ, i un ve`rtex distingit, v, podem trobar un sistema
de generadors del grup que forma el seu llenguatge respecte v. Primer hem de fixar un subarbre
maximal de Γ, T . Aleshores, tenim un generador per cada aresta de Γ que es troba fora de T .
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Sigui e una aresta fora de l’arbre T i siguin u = ι(e), w = τ(e) els seus extrems. Posem pu i pw als
camins dins de T que van de v a u i de v a w, respectivament. Llavors, el generador corresponent
a l’aresta e e´s de la forma µ(pu)µ(e)µ(pw)
−1.
D’altra banda, si partim d’un subgrup finitament generat, H = 〈h1, . . . , hk〉, del grup lliure de rang
n, aleshores tambe´ podem construir un graf finit que no admeti cap plec de Stallings el llenguatge
del qual sigui isomorf a H. El procediment e´s el segu¨ent:
1. Constru¨ım el graf de Stallings de H, ΓH . Aquest graf consisteix en un ve`rtex distingit, v, i
k camins tancats en v etiquetats per h1, . . . , hk, tal i com mostra la figura segu¨ent:
2. Pleguem ΓH fins a obtenir el seu representant que no admet cap plec de Stallings.
Per tal d’il·lustrar el procediment considerem l’exemple segu¨ent: H = 〈abc, aca〉.
Dibuixem el seu graf de Stallings:
Com es veu a la figura, el graf admet un plec de Stallings corresponent a dues arestes etiquetades
per a.
En fer el plec de Stallings obtenim el graf segu¨ent:
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que no admet cap plec de Stallings. Aix´ı doncs, aquest e´s el graf Γ el llenguatge del qual e´s isomorf
a H. Si prenem com a subarbre maximal T el subgraf format per les arestes discont´ınues de la
figura segu¨ent:
tenim que el llenguatge de Γ e´s el subgrup generat per abc i aca que e´s exactament H.
Un cas particular
Al llarg d’aquest treball tractarem amb automorfismes del grup lliure, e´s a dir, amb conjunts de n
paraules que generen tot Fn. Analitzem, doncs, per acabar, que` passa en aquest cas particular.
Tenim Fn = 〈x1, . . . , xn〉 i ϕ ∈ Aut(Fn). Siguin w1 = (x1)ϕ, . . . , wn = (xn)ϕ. Aleshores,
〈w1, . . . , wn〉 = Fn. Podem construir el graf de Stallings corresponent a w1, . . . , wn, Γ, i plegar
fins a arribar al seu representant sense plecs, Γ′. Falta veure que aquest representant Γ′ e´s la rosa
de n fulles, amb cada fulla etiquetada per un xi. Per veure-ho hem de considerar el procediment
invers.
Sigui Rn la rosa de n fulles, e´s a dir, el graf amb un sol ve`rtex, v, i n llac¸os etiquetats per x1, . . . , xn.
E´s clar que Rn e´s un graf finit dirigit i etiquetat. Per tant, podem trobar una sistema de generadors
pel subgrup de Fn corresponent al seu llenguatge respecte el seu u´nic ve`rtex, L¯(Rn, v). De subarbre
maximal de Rn nome´s n’existeix un, T = {v}. Consequ¨entment,
L¯(Rn, v) = 〈x1, . . . , xn〉 = Fn.
Finalment, ate`s que el representant sense plecs d’un subgrup de Fn e´s u´nic (llevat d’isomorfisme)
e´s clar que Γ′ e´s isomorf a Rn, tal i com vol´ıem veure.
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Cap´ıtol 2
Problema de distorsio´
En aquest cap´ıtol presentem el problema que motiva el treball: la distorsio´ del grup d’automor-
fismes del grup lliure de rang n com a subgrup del grup d’automorfismes del grup lliure de rang
n+1. De fet, el que fem e´s formular el problema de distorsio´ general d’un subgrup dins d’un grup,
i presentar els resultats que hi ha sobre aquest problema en el cas del grup d’automorfismes de
Zn dins del grup d’automorfismes de Zn+1. Per fer-ho, estudiem el problema de distorsio´ en un
subgrup d’index finit de GLn(Z), SLn(Z). Per tant, en aquesta seccio´ estudiem el problema de
distorsio´ de SLn(Z) com a subgrup de SLn+1(Z). Els resultats fonamentals que hi ha en la mate`ria
es troben principalment en [6] i [7]. Ara be´, la demostracio´ me´s senzilla del cas que ens ocupa es
troba en [18]. Finalment provarem de relacionar els dos tipus de problemes i assenyalar els punts
que ens impedeixen aplicar les demostracions de [18] al cas que ens ocupa.
2.1 Problema general de distorsio´
Siguin G un grup finitament generat i H un subgrup de G tambe´ finitament generat. Considerem
un conjunt finit de generadors de G, G = 〈x1, . . . , xk, y1, . . . , ys〉, tal que uns quants d’aquests
elements formin un conjunt de generadors de H, H = 〈x1, . . . , xk〉. E´s clar que podem dotar el
subgrup H amb dues me`triques diferents:
1. la me`trica de la paraula indu¨ıda pel graf de Cayley de H, ΓX , i
2. la me`trica de la paraula indu¨ıda pel graf de Cayley de G, ΓX∪Y ,
on X = {x1, . . . , xk} i Y = {y1, . . . , ys}.
Aix´ı doncs, tot element h ∈ H te´ dues longituds: lH(h) i lG(h). E´s evident que lG(h) ≤ lH(h), ate`s
que ΓX e´s un subgraf de ΓX∪Y i, per tant, si tenim un camı´ en ΓX aquest camı´ tambe´ existeix en
ΓX∪Y .
D’altra banda, si tenim un grup G finitament generat i H e´s un subgrup de G tambe´ finitament
generat, aleshores sempre podem construir un sistema de generadors de G que contingui un sistema
de generadors de H, e´s a dir, un conjunt de generadors de G que satisfaci les condicions anteriors.
Per exemple, sigui X un sistema finit de generadors de H i sigui Y un sistema finit de generadors
de G. E´s obvi que X ∪Y segueix essent un sistema finit de generadors de G. Per tant, G = 〈X, Y 〉
i H = 〈X〉.
Definicio´ 30. Direm que el subgrup H esta` distorsionat en G, o be´ que la inclusio´ ι : H ↪→ G
te´ distorsio´, si existeix una famı´lia infinita d’elements de H, {hn}n∈N, tal que
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1. lG(hn) < lG(hn+1),
2. lim
n→∞
lG(hn) =∞ i
3. el l´ımit
lim
n→∞
lG(hn)
lH(hn)
existeix i e´s igual a zero.
Observem que lH(h) ≥ lG(h). Aix´ı doncs, si tenim una famı´lia d’elements de H amb longituds
creixents i tendint a infinit tals que el l´ımit
lim
n→∞
lG(hn)
lH(hn)
existeix, aleshores o be´ les longituds so´n comparables i el l´ımit pertany a l’interval (0, 1], o be´ les
longituds no so´n comparables i el l´ımit e´s zero.
Ara veurem que si tenim un subgrup K < G d’´ındex finit, aleshores la inclusio´ K ↪→ G e´s una
quasi-isometria, de manera que si H e´s un subgrup de K (consequ¨entment tambe´ e´s subgrup de G),
aleshores el problema de distorsio´ de H en K i el problema de distorsio´ de H en G so´n equivalents.
Aquest resultat ens permetra` estudiar el problema de distorsio´ de SLn(Z) dins de SLn+1(Z) enlloc
de fer-ho per GLn(Z) dins GLn+1(Z).
Lema 6. Sigui G un grup finitament generat i sigui K un subgrup de G d’´ındex finit. Aleshores
K e´s finitament generat.
Demostracio´. SiguiX = {x1, . . . , xn} un conjunt de generadors deG i sigui {a1, . . . , am} un conjunt
de representants de les classes laterals per l’esquerra de K en G, e´s a dir, G = a1K ∪ . . . ∪ amK.
Recordem que:
1. Podem prendre a1 = 1.
2. Per tot element g ∈ G existeix aj, amb 1 ≤ j ≤ m, tal que a−1j g ∈ K.
Construirem un conjunt finit de generadors de K.
Considerem el conjunt d’elements de la forma
wli,j = a
−1
i xlaj,
amb 1 ≤ i, j ≤ m i 1 ≤ |l| ≤ n, on |l| e´s el valor absolut de l i denotem per x−i a x−1i , per
1 ≤ i ≤ n. Aleshores, el conjunt
Y = K ∩ {wli,j : 1 ≤ i, j ≤ m, 1 ≤ |l| ≤ n}
genera K. Vegem-ho:
Sigui k ∈ K. Ate`s que K < G i que G = 〈x1, . . . , xn〉 existeixen xi1 , . . . , xir ∈ X± tals que
k = xi1 . . . xir ,
en G. Ara be´, per 2 existeix ajr tal que a
−1
jr
xir ∈ K. Notem que xir = xira1. Posem, doncs,
k = xi1 . . . xir−1ajra
−1
jr
xira1.
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Notem que a−1jr xira1 = w
ir
jr,1
∈ Y .
Notem tambe´ que xir−1ajr ∈ G de manera que existeix ajr−1 tal que a−1jr−1xir−1ajr ∈ K. A me´s,
a−1jr−1xir−1ajr = w
ir−1
jr−1,jr ∈ Y . Tenim, doncs,
k = xi1 . . . ajr−1a
−1
jr−1xir−1ajra
−1
jr
xira1
= xi1 . . . ajr−1w
ir−1
jr−1,jrw
ir
jr,1
.
Reiterant el procediment obtenim:
k = xi1aj2a
−1
j2
xi2aj3 . . . a
−1
jr
xira1
= xi1aj2w
i2
j2,j3
. . . wirjr,1.
Finalment, ate`s que wi2j2,j3 . . . w
ir
jr,1
∈ K, k ∈ K i K e´s subgrup, aleshores xi1aj2 ∈ K. A me´s,
xi1aj2 = a
−1
1 xi1aj2 = w
i1
1,j2
, de manera que tenim:
k = wi11,j2w
i2
j2,j3
. . . wirjr,1,
com voliem.
Teorema 11. Sigui G un grup finitament generat, G = 〈x1, . . . , xn〉, i sigui K un subgrup d’´ındex
finit de G. Aleshores, la inclusio´ K ↪→ G e´s una quasi-isometria.
Demostracio´. Notem que la me`trica de la paraula e´s invariant per l’esquerra, e´s a dir, si x, y, a so´n
elements de G tenim d(x, y) = d(ax, ay). Aix´ı doncs, d(x, y) = d(1, x−1y) = |x−1y|, de manera
que per demostrar que tenim una quasi-isometria n’hi ha prou usant la longitud.
Sigui {a1, . . . , am} un conjunt de representants de les classes laterals per l’esquerra de K en G.
Considerem K = 〈Y 〉, on Y e´s el conjunt de generadors obtingut pel lema anterior. Definim:
C = max{|a1|G, . . . , |am|G}.
Aleshores, tot element y ∈ Y te´ longitud en G menor o igual a 2C + 1, per la definicio´ de y
obtinguda en la demostracio´ del lema anterior. Aix´ı doncs, e´s obvi que donat k ∈ K tenim
|k|G ≤ (2C + 1)|k|K .
Ara be´, donat un element g ∈ G existeixen:
1. xi1 , . . . , xir ∈ X± tals que g = xi1 . . . xir en G i
2. ai amb 1 ≤ i ≤ m tal que a−1i g ∈ K.
Per tant, tenim:
a−1i g = a
−1
i xi1 . . . xir
= y1 . . . yr+1,
on el la segona igualtat hem usat el lema 6. Aix´ı doncs, |a−1i g|K ≤ |g|G + 1.
La quasi-exhaustivitat s’obte´ directament del fet que K e´s subgrup d’´ındex finit.
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2.2 Problema de distorsio´ de Aut(Z)n dins de Aut(Zn+1)
Recordem que Aut(Zn) e´s el grup general lineal GLn(Z), e´s a dir, el grup de les matrius amb
entrades enteres i determinant 1 o` −1. A me´s, el subgrup de GLn(Z) format per les matrius de
determinant 1 e´s un subgrup d’´ındex 2 i s’anomena subgrup especial lineal, SLn(Z).
Aquesta seccio´ estableix el teorema segu¨ent:
Teorema 12.
1. Aut(Z2) esta` distorsionat dins de Aut(Z3).
2. Aut(Zn) no esta` distorsionat dins de Aut(Zn+1) per n ≥ 3.
Per fer-ho tractem el mateix problema en SLn(Z) dins de SLn+1(Z), ja que SLn(Z) e´s un subgrup
d’´ındex 2 de GLn(Z) = Aut(Zn). El teorema 12 per a SLn(Z) dins de SLn+1(Z) s’obte´ com a
corol·lari directe dels resultats de A. Lubotzky, S. Mozes i M.S. Raghunathan en [6], encara que
el seu article no mencioni expl´ıcitament el problema de distorsio´. Ara be´, per presentar aquests
resultats en aquest treball necessitar´ıem introduir eines en el marc dels grups de Lie i allunyar-nos,
doncs, dels objectes que ens ocupen. Per aixo`, hem decidit demostrar detalladament nome´s el
primer dels punts del problema tal i com ho fa T. Riley en [18]. Pel que fa al segon punt donarem
una idea esquema`tica de la demostracio´, sense entrar en detalls.
2.2.1 Distorsio´ de SL2(Z) dins de SL3(Z)
Definicio´ 31. Els nombres de Fibonacci so´n els nombres corresponents a la sequ¨e`ncia definida
per:
1. F0 = 0,
2. F1 = 1,
3. Fn = Fn−1 + Fn−2 per n ≥ 2.
E´s ben conegut que, per tot n ∈ N, es te´ la igualtat segu¨ent:
Fn =
τn − (−τ)−n√
5
,
on τ =
1 +
√
5
2
.
Proposicio´ 9. Sigui E la matriu de SL2(Z) segu¨ent:(
1 1
0 1
)
.
Tenim:
En =
(
1 n
0 1
)
.
Aleshores, lSL2(Z)(E
n) = n.
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La demostracio´ e´s una consequ¨e`ncia directa del teorema 11 i del teorema segu¨ent:
Teorema 13. El grup especial lineal SL2(Z) te´ un subgrup d’´ındex finit isomorf al grup lliure de
rang 2, F2.
La demostracio´ d’aquest resultat es pot trobar a [4].
Lema 7. Considerem la matriu A ∈ SL2(Z) segu¨ent:(
2 1
1 1
)
.
Les seves pote`ncies so´n de la forma:
An =
(
F2n+1 F2n
F2n F2n−1
)
.
Demostracio´. Per induccio´:
n = 1. Notem que F1 = 1, F2 = 1 i F3 = 2.
n⇒ n+ 1. Operem:
An+1 = AAn
=
(
2 1
1 1
)(
F2n+1 F2n
F2n F2n−1
)
=
(
2F2n+1 + F2n 2F2n + F2n−1
F2n+1 + F2n F2n + F2n−1
)
=
(
(F2n+1 + F2n) + F2n+1 (F2n + F2n−1) + F2n
F2n+1 + F2n F2n + F2n−1
)
=
(
F2n+2 + F2n+1 F2n+1 + F2n
F2n+1 + F2n F2n + F2n−1
)
=
(
F2n+3 F2n+2
F2n+2 F2n+1
)
.
Definicio´ 32. Denotarem ei,j (amb i 6= j) a la matriu de SLn(Z) que te´ uns a la diagonal, un 1
a la component (i, j) i zeros a la resta.
Denotarem per M a la matriu de SL3(Z) que te´ com a submatriu a la part inferior dreta la matriu
A del lema anterior, a la posicio´ (1, 1) hi te´ un 1 i a la resta d’entrades 0:
M =
(
1 0
0 A
)
.
Observem que M = e2,3e3,2.
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Lema 8. Amb les notacions anteriors tenim la igualtat segu¨ent:
e1,2 =
 1 0 00 0 −1
0 1 0
−1 e1,3
 1 0 00 0 −1
0 1 0
 ,
e´s a dir, e1,2 i e1,3 so´n conjugats en SL3(Z).
Notem que aquest lema es pot extendre a SLn(Z).
Corol·lari 4. En SL3(Z) tenim les desigualtats segu¨ents:
l(en1,3)− 2k ≤ l(en1,2) ≤ l(en1,3) + 2k,
on k e´s la longitud de l’element que conjuga e1,2 en e1,3.
Lema 9. Sigui n un nombre natural. Amb les notacions anteriors, en SL3(Z) tenim les igualtats
segu¨ents:
eF2n1,3 = e
−1
2,3M
−ne−11,3M
ne−12,3M
−ne1,3Mne22,3.
e
F2n+1
1,3 = e
−1
2,3M
−ne−11,2M
ne−12,3M
−ne1,2Mne22,3.
Demostracio´. Nome´s demostrarem la primera igualtat. La segona e´s ana`loga.
Donades A,B ∈ SL3(Z) usarem la notacio´ A B→ BA.
Comencem per la dreta del terme de la dreta de la igualtat: 1 0 00 1 0
0 0 1
 e22,3→
 1 0 00 1 2
0 0 1
 Mn→
 1 0 00 F2n+1 F2n+3
0 F2n F2n+2
 e1,3→
 1 F2n F2n+20 F2n+1 F2n+3
0 F2n F2n+2

M−n→
 1 F2n F2n+20 1 2
0 0 1
 e−12,3→
 1 F2n F2n+20 1 1
0 0 1
 Mn→
 1 F2n F2n+20 F2n+1 F2n+2
0 F2n F2n+1

e−11,3→
 1 0 F2n0 F2n+1 F2n+2
0 F2n F2n+1
 M−n→
 1 0 F2n0 1 1
0 0 1
 e−12,3→
 1 0 F2n0 1 0
0 0 1
 .
Com a consequ¨e`ncia directa del lema 4 i el corol·lari 9 tenim:
Corol·lari 5. l(eFn1,2) ≤ 8n+ C, per certa constant C ∈ Z.
Teorema 14. Considerem la inclusio´
ϕ : SL2(Z) −→ SL3(Z)(
a b
c d
)
7−→
 a 0 b0 1 0
c 0 d
 .
Aleshores SL2(Z) esta` distorsionat en SL3(Z).
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Demostracio´. Considerem la famı´lia d’elements de SL2(N) donada per les pote`ncies corresponents
als nombres de Fibonacci de la matriu
E =
(
1 1
0 1
)
,
e´s a dir, {EFn}n∈N. Notem que ϕ(E) = e1,2.
Hem vist:
1. lSL2(Z)(E
Fn) = Fn ≥ τ
n − 1√
5
(per la proposicio´ 9).
2. l
(
ϕ(E)Fn
) ≤ 8n+ C, per certa constant C (pel corol·lari 5).
Consequ¨entment,
lim
n→∞
l(ϕ(E)Fn)
lSL2(Z)(ϕ(E)
Fn)
≤ lim
n→∞
8n+ C
(τn − 1)(√5)−1 = 0,
i, per tant, SL2(Z) esta` distorsionat en SL3(Z).
2.2.2 No distorsio´ de SLn(Z) dins de SLn+1(Z)
Sigui u ∈ SLn(Z). Posem |u| per denotar la longitud de u en el graf de Cayley associat al sistema
de generadors SLn(Z) = 〈Ei,j : 1 ≤ i 6= j ≤ n〉 , on Ei,j e´s la matriu amb uns a la diagonal i a
l’entrada (i, j) i zeros a la resta de posicions. Posem ‖u‖ = max{|uij|}, on uij so´n les entrades de
la matriu u.
Per s, t fix, amb 1 ≤ s < t ≤ n, denotarem per SLs,t2 el subgrup de SLn(Z) isomorf a SL2(Z)
mitjanc¸ant l’isomorfisme que envia la matriu
(
a b
c d
)
a la matriu amb entrades a en (i, i), b en
(i, j), c en (j, i), d en (j, j), uns a les entrades restants de la diagonal i zeros en la resta.
Lema 10. Sigui A una matriu de SLn(Z) de norma a, on a e´s el ma`xim dels valors absoluts
de les entrades de A. Sigui Γ el graf de Cayley associat al sistema de generadors SLn(Z) =
〈Ei,j : 1 ≤ i 6= j ≤ n〉. Posem |A|Γ per denotar la longitud de la matriu A dins del graf de Cayley
Γ. Aleshores,
|A|Γ ≥ logn(a).
Demostracio´. Sigui B una matriu de SLn(Z) obtinguda com a producte de 2 generadors,
B = E1E2.
Aleshores, la seva norma sera` inferior o igual a n, ja que∣∣∣∣∣
n∑
i=1
e1jie
2
il
∣∣∣∣∣ ≤
n∑
i=1
1 = n,
on hem usat el fet que ‖E1‖ = ‖E2‖ = 1.
Aix´ı doncs, fent induccio´ tenim que la norma d’una matriu de SLn(Z) obtinguda com a producte
de k generadors e´s inferior o igual a nk−1.
Aplicant aquest resultat a la matriu A tenim que a ≤ nk i, per tant, k ≥ logn(a).
27
Proposicio´ 10. Sigui u ∈ SLn(Z). Aleshores,
|u| = O(log(‖u‖)).
La demostracio´ detallada es pot trobar en [6]. Primerament enumerem els resultats previs neces-
saris:
1. Tot element u ∈ SLn(Z) es pot escriure com un producte de la forma u = u1 . . . un2 , on cada
ui ∈ SLt,s2 . A me´s, les entrades dels ui estan acotades per certs polinomis (fixats) en les
entrades de u.
2. Tot element v de SL2(Z) es pot escriure com un producte de la forma v = r1 . . . rm, on cada
rj ∈
{(
0 1
−1 0
)
,
(
1 z
0 1
)
z ∈ Z
}
. A me´s,
∑
f(rj) = O(log(‖v‖)), on
f(w) =

1 si w =
(
0 1
−1 0
)
log(|z|+ 1) si w =
(
1 z
0 1
)
.
3. A partir del punt anterior, de la definicio´ de SLs,t2 i de l’equacio´ del lema 9 e´s clar que tot
u ∈ SLs,t2 es pot escriure com una paraula de longitud O(log(‖u‖)).
Demostracio´. Per 1 tenim u = u1 . . . un2 , amb ui ∈ SLs,t2 per certs 1 ≤ s < t ≤ n. A me´s,
|ui| ≤ O (log(‖ui‖)), per 3. Aix´ı doncs,
|u| ≤
n2∑
i=1
ui = O
(
n2∑
i=1
log(‖ui‖)
)
.
Ara nome´s cal tenir en compte que
n2∑
i=1
log(‖ui‖) = log
(
n2∏
i=1
‖ui‖
)
= log(‖u‖).
D’altra banda, pel lema 10 e´s clar que no existeix cap expressio´ per u de longitud inferior a
log(‖u‖).
El teorema segu¨ent s’obte´ com a consequ¨e`ncia directa de la proposicio´ anterior.
Teorema 15. El subgrup de SLn+1(Z) isomorf a SLn(Z) donat per l’isomorfisme
SLn(Z) −→ SLn+1(Z)
A 7−→ An+1 =
(
A 0
0 1
)
no esta` distorsionat dins de SLn+1(Z).
Demostracio´. E´s clar que la matriu A i la matriu An+1 tenen la mateixa norma, ja que les entrades
so´n enteres i la matriu e´s invertible de manera que m := max{|aij|} = max{|aij|, 1}. Aix´ı, per la
proposicio´ anterior obtenim |A| = |An+1| = O(log(m)) i, per tant, no pot haver-hi distorsio´.
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2.3 Problema de distorsio´ de Aut(Fn) dins de Aut(Fn+1)
Els resultats anteriors porten a preguntar-se per la distorsio´ del grup d’automorfismes del grup
lliure de rang n dins del grup d’automorfismes del grup lliure de rang n + 1. Malauradament, els
me`todes usats en grups lliures abelians no ens serveixen en el cas no abelia`. Vegem quines relacions
podem establir entre els dos casos i quins so´n els entrebancs que ens trobem a l’hora d’abordar el
problema de distorsio´ de Aut(Fn) dins de Aut(Fn+1).
En aquest cas el subgrup de Aut(Fn+1) isomorf a Aut(Fn) ve donat per l’isomorfisme segu¨ent:
Aut(Fn) −→ Aut(Fn+1)
ϕ =

(x1)ϕ = w1
. . .
(xn)ϕ = wn
7−→ ϕ =

(x1)ϕ = w1
. . .
(xn)ϕ = wn
(xn+1)ϕ = xn+1
.
Donat ϕ, un automorfisme del grup lliure de rang n, podem associar-li un element de GLn(Z) de
la manera segu¨ent:
Sigui ϕ ∈ Aut(Fn) donat per w1, . . . , wn. E´s clar que podem escriure cada un dels wi com a
producte d’elements de X± = {x1, x−11 , x2, . . . , x−1n , xn}. Definim Aj,i ∈ Z com l’exponent total de
xj en wi, e´s a dir, la suma dels exponents de xj en wi. Definim el vector vk per k ∈ {1, . . . , n}
com:
vk = (A1,k, . . . , An,k),
que, de fet, e´s l’abelianitzacio´ de wk. Aleshores, l’aplicacio´
Zn −→ Zn
ek 7−→ vk
e´s un automorfisme, on ek e´s el vector amb totes les components nul·les llevat de la component
k-e`ssima, que conte´ un 1. Aix´ı doncs, si definim la matriu A(ϕ) com la matriu n × n els vectors
columna de la qual so´n v1, . . . , vn, tenim que det(A(ϕ)) ∈ {1,−1} i, per tant, A(ϕ) ∈ GLn(Z).
Rec´ıprocament, donada una matriu A de GLn(Z) podem associar-li un element de Aut(Fn). Per
fer-ho, usarem que GLn(Z) = SLn(Z)oC2, on C2 denota el grup c´ıclic d’ordre 2. Notem que, per
exemple, podem prendre la inclusio´:
C2 = 〈x|x2 = 1〉 −→ GLn(Z)
1 7−→ Idn
x 7−→ A,
on A e´s la matriu diagonal amb −1 a l’entrada (1, 1) i uns a la resta de la diagonal. Aix´ı,
GLn(Z) = 〈A, {Ei,j : 1 ≤ i 6= j ≤ n}〉 .
Per tant, per trobar una antiimatge d’una matriu M ∈ GLn(Z) el que fem e´s expressar-la com a
producte finit de generadors i considerar la seva antiimatge com l’automorfisme composicio´ de les
antiimatges dels generadors corresponents.
Les anitiimatges dels generadors so´n les segu¨ents:
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1. L’antiimatge de A e´s l’automorfisme de Fn = 〈x1, . . . , xn〉 donat per:
x1 7→ x−11
xi 7→ xi per 2 ≤ i ≤ n.
2. L’antiimatge de Ei,j tant pot ser l’automorfisme definit per xj 7→ xjxi com l’automorfisme
definit per xj 7→ xixj.
Ara be´, no podem transportar les igualtats del lema 9 al grup d’automorfismes del grup lliure ja
que les antiimatges del terme de la dreta i del terme de l’esquerra no so´n el mateix element dins
d’Aut(Fn). Aixo` e´s degut a que aquestes igualtats usen fortament l’abelianitat de Zn.
Aix´ı doncs, en els cap´ıtols segu¨ents estudiarem dos sistemes de generadors importants del grup
d’automorfismes del grup lliure: els automorfismes de Nielsen i els de Whitehead. Aquest estudi
ve motivat pel fet que aquests dos conjunts de generadors estan dotats d’un algorisme que permet
trobar un camı´ dins del graf de Cayley per a cada automorfisme. Per tal de provar de donar
resposta al problema de distorsio´ de Aut(Fn) dins d’Aut(Fn+1) caldria esbrinar quan lluny estan
aquests camins del camı´ mı´nim dins del graf de Cayley.
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Cap´ıtol 3
Dos sistemes de generadors del grup
d’automorfismes del grup lliure
En aquest cap´ıtol presentem dos sistemes molt coneguts de generadors del grup d’automorfismes
del grup lliure: els automorfismes de Nielsen i els automorfismes de Whitehead. La relleva`ncia
d’aquests dos sistemes de generadors e´s deguda al fet que tots dos permeten construir algorismes
descendents per, donat un automorfisme, trobar una descomposicio´ seva en producte de gener-
adors. La difere`ncia clau entre els dos algorismes e´s que l’algorisme de Whitehead e´s estrictament
decreixent en la longitud de l’automorfisme i l’algorisme de Nielsen e´s descendent pero` no estric-
tament descendent.
En aquest cap´ıtol usarem un concepte de longitud d’un automorfisme diferent de la longitud
d’aquest automorfisme dins del graf de Cayley de Aut(Fn). E´s per aixo` que e´s convenient donar-ne
la definicio´.
Definicio´ 33. Sigui ϕ un automorfisme de Fn = 〈x1, . . . , xn〉 donat per (x1)ϕ, . . . , (xn)ϕ. Aleshores
definim la seva longitud com
LX(ϕ) =
n∑
i=1
|(xi)ϕ|,
on X = {x1, . . . , xn}.
Quan el sistema de generadors se sobreentengui posarem, nome´s, L(ϕ).
3.1 Automorfismes de Nielsen
Malgrat que actualment esta` molt me´s en voga el sistema de generadors del grup d’automorfismes
del grup lliure de Whitehead, els automorfismes de Nielsen so´n essencials, ja que la demostracio´ del
fet que els automorfismes de Whitehead generen Aut(Fn) es redueix a constatar que els automor-
fismes de Nielsen so´n un conjunt de generadors inclo`s dins dels automorfismes de Whitehead. En
aquesta seccio´ introduirem els automorfismes de Nielsen, que s’anomenen aix´ı ja que fou Nielsen en
[17] qui els va introduir. Demostrarem, tambe´, que so´n un conjunt de generadors. A me´s, aquesta
demostracio´ sera` el que ens permetra` definir l’algorisme de Nielsen del cap´ıtol segu¨ent.
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3.1.1 Automorfismes i transformacions de Nielsen
Definicio´ 34. Un automorfisme de Nielsen del grup lliure de rang n e´s un automorfisme de
Fn = 〈x1, . . . , xn〉 d’un dels tres tipus segu¨ents:
1. Una permutacio´ del conjunt X± = {x1, x−11 , . . . , xn, x−1n } que satisfaci les condicions d’au-
tomorfisme. Aquests els anomenarem automorfismes de Nielsen de tipus 1, i els denotarem
AN1.
2. Un automorfisme ϕ tal que
(xj)ϕ = xjx
ε
r, on j 6= r, j, r ∈ {1, . . . , n} fixats i ε ∈ {1,−1}.
(xi)ϕ = xi per tot i 6= j.
Aquests els anomenarem automorfismes de Nielsen de tipus 2, i els denotarem AN2.
3. Un automorfisme ϕ tal que
(xj)ϕ = x
ε
rxj, on j 6= r, j, r ∈ {1, . . . , n} fixats i ε ∈ {1,−1}.
(xi)ϕ = xi per tot i 6= j.
Aquests els anomenarem automorfismes de Nielsen de tipus 3, i els denotarem AN3.
Notem que l’invers d’un automorfisme de Nielsen de tipus 1 tambe´ e´s un automorfisme de Nielsen
de tipus 1, i que aquest fet es do´na amb els altres dos tipus d’automorfismes de Nielsen. Notem
tambe´, que els abelianitzats dels automorfismes de Nielsen de tipus 2 i 3 amb ε positiva so´n,
precisament, les matrius Ei,j del cap´ıtol anterior.
Observacio´ 5. El grup format pels automorfismes de Nielsen de tipus 1 s’anomena, tambe´, grup
sime`tric este`s.
Definicio´ 35. Donada una base lliure de Fn, W = {w1, . . . , wn}, definim:
1. Les transformacions elementals de Nielsen de tipus 1 TEN1: aplicacions que per-
muten W±1 d’acord amb l’estructura d’automorfisme.
2. Les transformacions elementals de Nielsen de tipus 2: aplicacions que deixen totes
les wi fixes llevat d’una, wj, la imatge de la qual e´s una de les segu¨ents:
TEN2 wjw
ε
r i
TEN3 wεrwj,
on ε = ±1 i r 6= j.
Definicio´ 36. Les transformacions de Nielsen so´n els productes finits de transformacions
elementals de Nielsen.
Observacio´ 6. Els automorfismes de Nielsen so´n les transformacions elementals de Nielsen apli-
cades al conjunt de generadors X = 〈x1, . . . , xn〉 de Fn.
Lema 11. Si existeix una transformacio´ de Nielsen ϕ tal que (wi)ϕ = vi per tot i ∈ {1, . . . , n},
aleshores
〈v1, . . . , vn〉 = 〈w1, . . . , wn〉 = Fn.
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Demostracio´. Aplicarem induccio´ al nombre, k, de transformacions elementals de Nielsen que
formen ϕ = ψ1 . . . ψk.
k = 1 Ate`s que Fn e´s hopfia` n’hi ha prou si veiem que ϕ = ψ1 e´s exhaustiva.
ψ1 e´s una TEN1 Aleshores e´s clarament exhaustiva.
ψ1 e´s una TEN2 Nome´s cal adonar-se que wj = wjw
ε
rw
−ε
r = vjv
−ε
r .
ψ1 e´s una TEN3 Nome´s cal adonar-se que wj = w
−ε
r w
ε
rwj = v
−ε
r vj.
k > 1 Nome´s cal usar el fet que la composicio´ d’aplicacions exhaustives e´s exhaustiva.
Observacio´ 7. Ja hem mencionat que l’invers d’una TEN e´s una TEN. Aix´ı doncs, l’invers
d’una transformacio´ de Nielsen e´s una transformacio´ de Nielsen, cosa de la qual es dedueix que les
transformacions de Nielsen formen un grup amb la composicio´. Al final d’aquesta seccio´ veurem
que aquest grup e´s, de fet, el grup d’automorfismes del grup lliure, Aut(Fn).
Donada una transformacio´ elemental de Nielsen, ϕ, podem pensar-la com un automorfisme de
Aut(Fn) de la manera segu¨ent:
ϕ : Aut(Fn) −→ Aut(Fn)
α

x1 7→ (x1)α = w1(x1, . . . , xn)
. . .
xn 7→ (xn)α = wn(x1, . . . , xn)
7−→ (α)ϕ

x1 7→ w1((x1)α, . . . , (xn)α)
. . .
xn 7→ wn((x1)α, . . . , (xn)α),
on wi(x1, . . . , xn) e´s la paraula corresponent a la imatge de xi per l’automorfisme ϕ.
De fet, si pensem nome´s en les transformacions de Nielsens elementals, l’esquema anterior ens
permet associar una transformacio´ de Nielsen elemental a un automorfisme de Nielsen. Per tant,
si ϕ e´s un automorfisme de Nielsen, denotarem per Nϕ la transformacio´ elemental de Nielsen
associada a ϕ.
Exemple 1. Sigui ϕ l’automorfisme de Nielsen definit per:
1. x1 7→ x1x2 i
2. ϕ|{x2,...,xn} = id.
Sigui W = {w1, . . . , wn} una base lliure de Fn = 〈x1, . . . , xn〉. Aleshores, la transformacio´ elemen-
tal de Nielsen associada a ϕ, Nϕ, ve definida per:
1. w1 7→ w1w2 i
2. ϕ|{w2,...,wn} = id.
Lema 12. Siguin Nϕ i Nψ les transformacions de Nielsen elementals associades als automorfismes
de Nielsen ϕ i ψ, respectivament. Aleshores,
NϕNψ = Nψϕ.
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Demostracio´. Definim ui(x1, . . . , xn) := (xi)ϕ i vi(x1, . . . , xn) = (xi)ψ, per i ∈ {1, . . . , n}. Aix´ı,
(xi)ψϕ = vi(u1(x1, . . . , xn), . . . , un(x1, . . . , xn)).
Per tant, donat un automorfisme d’Fn, α, que podem considerar com una n-tupla d’elements
primitius de Fn, (w1, . . . , wn), on wi = (xi)α per i ∈ {1, . . . , n}, tenim que (α)Nψϕ ve donat per la
n-tupla
(v1 (u1(w1, . . . , wn), . . . , un(w1, . . . , wn)) , . . . , vn (u1(w1, . . . , wn), . . . , un(w1, . . . , wn))) .
D’altra banda,
1. (α)Nϕ ve donat per (u1(w1, . . . , wn), . . . , un(w1, . . . , wn)) i
2. (α)Nψ ve donat per (v1(w1, . . . , wn), . . . , vn(w1, . . . , wn)).
D’on obtenim que (α)NϕNψ ve donat per
(v1 (u1(w1, . . . , wn), . . . , un(w1, . . . , wn)) , . . . , vn (u1(w1, . . . , wn), . . . , un(w1, . . . , wn))) ,
que coincideix amb (α)Nψϕ, com vol´ıem demostrar.
3.1.2 Bases lliures Nielsen redu¨ıdes
Sigui W = {w1, . . . , wn} una base lliure de Fn = 〈x1, . . . , xn〉. E´s clar que cada wi te´ una expressio´
redu¨ıda en x1, . . . , xn. Posem, doncs,
wi(x1, . . . , xn) = x
νi1
ji1
. . . x
νik(i)
jik(i)
, (3.1)
on νim ∈ {±1}.
Definicio´ 37. Direm que W = {w1, . . . , wn} e´s Nielsen redu¨ıda segons [8] si qualssevol terna
(u, v, w), amb u, v, w ∈ W±1 satisfa`:
N1 Si uv 6= 1 aleshores |uv| ≥ max{|u|, |v|}.
N2 Si uv 6= 1 i vw 6= 1 aleshores |uvw| > |u| − |v|+ |w|.
Observacio´ 8. Siguin u, v ∈ W± de manera que u = u1c, v = c−1v1 i on c e´s la paraula de Fn
corresponent a les cancel·lacions que es produeixen en fer el producte uv. Aix´ı doncs,
|uv| = |u1v1| = |u|+ |v| − 2|c|.
Per tant, si W e´s una base lliure Nielsen redu¨ıda tenim:
|c| ≤ 1
2
min{|u|, |v|},
degut a N1.
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Definicio´ 38. Direm que W = {w1, . . . , wn} e´s Nielsen redu¨ıda segons [9] si per qualsevol
u ∈ Fn se satisfa`:
NR1 Per cada wi que aparegui en la forma redu¨ıda u(W ),
u(W ) = w²1i1 . . . w
²r
ir
, (3.2)
on ²i ∈ {−1, 1} per tot i ∈ {1, . . . , r}, existeix xνiji en (3.1) tal que, substitu¨ınt els wik de
(3.2) segons (3.1) i redu¨ınt, xνiji no es cancel·la.
NR2 La longitud de u en x1, . . . , xn, |u|, e´s major o igual a la longitud ma`xima en x1, . . . , xn
dels wij , |wij | = k(i), de (3.2).
Proposicio´ 11. Les dues definicions anteriors so´n equivalents.
Demostracio´.
(2) ⇒ (1)
(N1) Clarament N1 e´s consqu¨e`ncia de NR2.
(N2) Donats u, v, w tals que uv 6= 1 i vw 6= 1, per NR1 tenim que v no pot cancel·lar-se
tota sencera. Per tant, com a molt es cancel·len |v| − 1 lletres en uvw, d’on obtenim
|uvw| ≥ |u|+ |w| − (|v| − 1) = |u| − |v|+ |w|+ 1.
(1) ⇒ (2)
(NR1) Farem induccio´ sobre r:
r = 1. E´s a dir, u(W ) = w²1i1 .
En aquest cas NR1 e´s immediat.
r = 2. E´s a dir, u(W ) = w²1i1w
²2
i2
.
En aquest cas NR1 e´s exactament N1.
r = 3. E´s a dir, u(W ) = w²1i1w
²2
i2
w²3i3 . Per fer la notacio´ me´s senzilla posem u(W ) = uvw.
E´s evident que se satisfan uv 6= 1 i vw 6= 1.
Per N1 tenim |uv| ≥ max{|u|, |v|} i |vw| ≥ max{|v|, |w|}. E´s clar, doncs, que v
es podria cancel·lar nome´s si tingue´s longitud parell i fos de la forma v = pq−1, on
|p| = |q| = 1
2
|v|, u = u1p amb |u1| ≥ |p| i w = qw1 amb |w1| ≥ |q|. Notem, pero`,
que aquest cas no pot donar-se ate`s que, aleshores, u, v, w no satisfarien N2.
r ⇒ r + 1. Suposem la hipo`tesi demostrada per expressions redu¨ıdes en W de longitud
inferior o igual a r, amb r ≥ 3. Notem que, a partir dels casos anteriors, tambe´
podem suposar demostrat que totes les cancel·lacions nome´s involucren dos termes
de l’expressio´, e´s a dir, totes les cancel·lacions de v1 . . . vr es produeixen en subpa-
raules vivi+1. A me´s, en considerar u(W ) = v1 . . . vr (vi ∈ W±) en base X i reduir,
com a mı´nim es mante´ la meitat dreta de wr sense cancel·lar. Finalment, si nome´s
queda la meitat dreta de vr no es pot cancel·lar tota aquesta meitat amb vr+1 ja
que, altrament, tindr´ıem u = vr−1, v = vr i w = wr+1 amb |uvw| ≤ |u| − |v| + |w|,
cosa que contradiria N2.
(NR2) Farem induccio´ sobre la longitud de u(W ) en base W .
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LW (u) = 1. E´s a dir, u(W ) = wi.
Aleshores NR2 e´s cert per definicio´.
LW (u) = 2. E´s a dir, u(W ) = wiwj.
Aleshores NR2 e´s exactament N1.
r ⇒ r + 1
Suposem-ho cert, ara, per u(W ) = wi1 . . . wir i vegem que tambe´ e´s cert per qual-
sevol
u(W ) = wi1 . . . wirwir+1 .
Tenim, per hipo`tesi d’induccio´,
|wi1 . . . wir | ≥ max{|wi1|, . . . , |wir |}.
D’altra banda, per N1 sabem que
|wirwir+1| ≥ |wir |+ |wir+1| −min{|wir |, |wir+1|}.
Aix´ı,
|wi1 . . . wirwir+1| = |wi1 . . . wir |+ |wir+1| − cancel·lacions
≥ max{|wi1|, . . . , |wir |}+ |wir+1| −min{|wir |, |wir+1|}.
Ate`s que ja tenim demostrat NR1 sabem que les cancel·lacions nome´s es produiran
entre wir i wir+1 . Consequ¨entment, com a ma`xim cancelem min{|wir |, |wir+1|}.
Definim, ara,
A := max{|wi1|, . . . , |wir |}+ |wir+1| −min{|wir |, |wir+1|}.
Considerem els dos casos possibles per separat:
1. Si |wir+1| ≥ max{|wi1|, . . . , |wir |}, aleshores
min{|wir |, |wir+1|} = |wir |
i, per tant,
A ≥ |wir+1| = max{|wi1|, . . . , |wir+1|}.
2. Si |wir+1| < max{|wi1|, . . . , |wir |}, aleshores
A ≥ max{|wi1|, . . . , |wir |}.
A partir d’ara direm que una base lliure e´s Nielsen redu¨ıda sense fer distincions, ja que hem
provat l’equivale`ncia deles dues definicions.
Observacio´ 9. Una base lliure W e´s Nielsen redu¨ıda si i nome´s si per tot i ∈ {1, . . . , n} tenim
wi = x
εi
αi
per algun αi ∈ {1, . . . , n}, amb xαi 6= x±1αj si i 6= j.
Demostracio´.
⇒ Ate`s que W e´s base lliure de Fn, donat i ∈ {1, . . . , n} podem posar xi = wε1j1 . . . wεsjs , amb
εk ∈ {±1} i l’expressio´ redu¨ıda en base W . Ara be´, si W e´s Nielsen redu¨ıt per NR1 ha de
ser s = 1 i per NR2 ha de ser LX(wj1) = LX(xi) = 1. Aix´ı doncs, xi = w
ε1
j1
.
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⇐ Reordenant podem suposar que wi = xεii . Aleshores e´s immediat veure que W satisfa` N1 i N2.
A continuacio´ volem donar una caracteritzacio´ molt u´til de la condicio´ de base lliure Nielsen redu¨ıda
que ens permet establir un me`tode per redu¨ır una base lliure qualsevol a una base lliure Nielsen
redu¨ıda en un nombre finit de passos. A me´s, el me`tode e´s decreixent (encara que no estrictament)
en la longitud de la base lliure. Aquest me`tode tambe´ ens permetra` trobar un sistema de generadors
del grup d’automorfismes del grup lliure. Abans, pero`, ens calen alguns conceptes previs.
Definicio´ 39.
1. El segment inicial major de wi e´s el segment inicial de wi que e´s una mica me´s de
la meitat de wi. El denotarem per Si. Aix´ı, Si e´s el segment inicial de wi que satisfa`
1
2
Lx(wi) < Lx(Si) ≤ 12Lx(wi) + 1.
2. El segment inicial menor de wi e´s el segment inicial de wi que e´s una mica menys de la
meitat de wi. El denotem per S
′
i i satisfa`
1
2
Lx(wi)− 1 ≤ Lx(S ′i) < 12Lx(wi).
3. Ana`logament definim el segment terminal major de wi, Ti, i el segment terminal
menor de wi, T
′
i .
Definicio´ 40. Direm que un segment inicial de wi e´s a¨ıllat si no e´s segment inicial de cap altre
element de W±1.
Observacio´ 10. Tenim, doncs, que wi = SiT
′
i = S
′
iTi. A me´s,
1. |Ti| = |Si| i |T ′i | = |S ′i|.
2. Si |wi| e´s parell, aleshores |Si| − |T ′i | = 2 (i tambe´ |Ti| − |S ′i| = 2).
3. Si |wi| e´s senar, aleshores |Si| − |T ′i | = 1 (i tambe´ |Ti| − |S ′i| = 1).
Per tant, 1 ≤ |Si| − |T ′i | ≤ 2 (i tambe´ 1 ≤ |Ti| − |S ′i| ≤ 2).
Observacio´ 11. Tambe´ tenim wi = S
′
iaibiT
′
i amb ai ∈ X±1 i bi ∈ X±1
⋃{1}. A me´s,
1. bi = 1 ⇔ LX(wi) = 2k + 1, per cert k ∈ Z i
2. bi 6= 1 ⇔ LX(wi) = 2k, per cert k ∈ Z.
Lema 13. (Caracteritzacio´ de base lliure Nielsen redu¨ıda.)
Una base lliure W de Fn e´s Nielsen redu¨ıda si i nome´s si satisfa` les dues condicions segu¨ents:
(a) Si i Ti so´n a¨ıllats ∀i ∈ {1, . . . , n}.
(b) En cada paraula de longitud parell, almenys una de les dues meitats e´s a¨ıllada.
Demostracio´.
⇒
Hem vist que si W e´s Nielsen redu¨ıda, aleshores reordenant tenim W = {xε11 , . . . , xεnn }, amb
εi ∈ {±1}. E´s immediat, doncs, que Si = Ti = xεii e´s a¨ıllat per tot i ∈ {1, . . . , n}. A me´s,
ate`s que no tenim paraules de longitud parell, no cal comprovar (b).
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⇐
E´s clar que si Si i Ti so´n a¨ıllats ∀i ∈ {1, . . . , n}, aleshores el segment inicial major i el segment
terminal major de w−1i tambe´ so´n a¨ıllats per tot i ∈ {1, . . . , n}.
Vegem que si es do´nen (a) i (b), aleshores se satisfan N1 i N2:
(N1) Siguin uv 6= 1, amb u, v ∈ W±1. Aleshores u = S ′uTu i v = SvT ′v. Notem que no
e´s pe`rdua de generalitat suposar que |u| ≥ |v| (altrament prenem (uv)−1 i se satisfa`
|uv| = |(uv)−1|). Ate`s que almenys una de les lletres de Tu i una de les lletres de Sv no
poden cancel·lar-se en l’expressio´ redu¨ıda tenim
|uv| = |S ′uTuSvT ′v| ≥ |S ′u|+ |T ′v|+ |Tu| − |Sv|+ 2.
Ara be´, |T ′v| − |Sv|+ 2 ≥ 0 i, per tant, substituint en l’expressio´ anterior tenim
|uv| ≥ |Tu|+ |S ′u| = |u| = max{|u|, |v|}.
(N2) Si |v| e´s senar, aleshores v = S ′vaT ′v i en uvw e´s clar que com a mı´nim a no pot
cancel·lar-se pel fet que els segments inicial major i terminal major de v so´n a¨ıllats.
D’altra banda, si |v| e´s parell i ate`s que els segments inicial major i terminal major de v
so´n a¨ıllats, com a molt podr´ıem tenir la meitat esquerra cancel·lada amb u i la meitat
dreta amb w, pero` aleshores v no satisfaria (b). Per tant, ha de ser
|uvw| > |u| − |v|+ |w|.
Cal remarcar un fet que ha sortit en la demostracio´ i que usarem en me´s d’una ocasio´.
Observacio´ 12. Per tal que u, v, w satisfacin (a) i no satisfacin (b) e´s necessari que v tingui
longitud parell. En aquest cas, v = pq−1, amb |p| = |q|, p−1 segment terminal de u i q segment
inicial de w.
Proposicio´ 12. Sigui W = 〈w1, w2〉 un conjunt de generadors de F2. Aleshores, W e´s una base
lliure Nielsen redu¨ıda si i nome´s si W satisfa` (a).
Demostracio´. La implicacio´ cap a la dreta e´s o`bvia a partir del teorema anterior. Nome´s cal veure,
doncs, la implicacio´ cap a l’esquerra.
Suposem que tenim una base de F2 = 〈x1, x2〉, W = {w1, w2}, amb els segments inicials i terminals
majors a¨ıllats i suposem que existeixen u, v, w ∈ W± tals que uv 6= 1, vw 6= 1 i
|uvw| ≤ |u| − |v|+ |w|.
Considerem la casu´ıstica complerta: recordem que per tal que v es cancel·li completament ha de
tenir longitud parell i, per tant, podem escriure v = S ′vavbvT
′
v (expressio´ redu¨ıda), amb av, bv ∈ X±
i |S ′v| = |T ′v| = 12 |v| − 1.
1. u = v.
Aleshores uv = S ′1a1b1T
′
1S
′
1a1b1T
′
1 i imposant que la meitat esquerra es cancel·li amb la meitat
dreta obtenim b1T
′
1S
′
1a1 = 1 i, per tant, b1a1 = 1, que contradiu el fet que v = S
′
1a1b1T
′
1 sigui
una expresio´ redu¨ıda.
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2. El cas v = w e´s ana`leg a l’anterior.
3. w = u−1.
Imposant que v es cancel·li obtenim:
u = S ′1a1T
′′
1 a
−1
2 S
′−1
2
u−1 = S ′2a2T
′′−1
1 a
−1
1 S
′−1
1
= T ′−12 b
−1
2 T
′′′−1
1 a
−1
1 S
′−1
1
i, per tant,
S ′2a2T
′′−1
1 = T
′−1
2 b
−1
2 T
′′′−1
1 .
Ara be´, |S ′2| = |T ′2| i les expressions anteriors so´n redu¨ıdes, de manera que forc¸osament ha de
ser S ′2 = T
′−1
2 i a2 = b
−1
2 , d’on obtenim, de nou, una contradiccio´ amb el fet que v = S
′
2a2b2T
′
2
sigui una expressio´ redu¨ıda.
4. u = w.
Imposant que v es cancel·li obtenim:
u = T ′−12 b
−1
2 S
′′
1T
′′
1 a
−1
2 S
′−1
2 .
Ara cal considerar dos casos per separat: |u| parell i |u| senar. La idea e´s mirar que` passa si
fem el graf i els plecs d’Stallings corresponents.
|u| senar. Sabem S ′′1 6= 1 i |T ′′1 | = |S ′′1 | − 1. Considerem els subcasos segu¨ents:
(a) si T ′′1 = 1, aleshores podem posar S
′′
1 = c ∈ X±. Aix´ı,
u = T ′−12 b
−1
2 ca
−1
2 S
′−1
2 ,
v = S ′2a2b2T
′
2,
w = u.
Considerem el graf de Stallings de u, v, w:
E´s clar que no podem aconseguir plegar el graf als ve`rtexs 1, 2 i 3 ate`s que:
i. En 1 i 2 no es pot plegar res ja que altrament v no seria una paraula redu¨ıda.
ii. c 6= a2, b2, ja que altrament u no seria paraula redu¨ıda.
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iii. c 6= a−12 , b−12 , ja que altrament u, v no tindrien els segments majors a¨ıllats.
Aix´ı doncs, el segon graf e´s el graf mı´nim al qual podem arribar i, per tant, u, v no
generen F2, que contradiu la hipo`tesi de base.
(b) si T ′′1 6= 1, aleshores posar S ′′1 = S ′′′1 c1, amb |S ′′′1 | = |T ′′1 | i c1 ∈ X±. Aix´ı,
u = T ′−12 b
−1
2 S
′′′
1 c1T
′′
1 a
−1
2 S
′−1
2 ,
v = S ′2a2b2T
′
2,
w = u.
Considerem el graf de Stallings de u, v, w:
E´s clar que no podem plegar el graf als ve`rtex 1, 2, 3 i 4, ja que altrament u i v no
serien paraules redu¨ıdes.
Analitzem que` passa al ve`rtex 5:
i. a2 6= b−12 , ja que v e´s una paraula redu¨ıda.
ii. b2 no e´s segment inicial de S
′′′
1 , ja que u e´s una paraula redu¨ıda.
iii. a2 no e´s segment inicial de T
′′
1 , ja que u e´s una paraula redu¨ıda.
iv. a−12 no e´s segment inicial de S
′′′
1 , ja que T2 = a2b2T
′
2 ha de ser a¨ıllat.
v. b−12 no e´s segment inicial de T
′′
1 , ja que S2 = S
′
2a2b2 ha de ser a¨ıllat.
Per tant, al ve`rtex 5 l’u´nic plec possible e´s el de S ′′′1 amb T
′′
1 de manera que el segon
graf e´s el graf mı´nim al qual podem arribar i, per tant, u, v no generen F2, que
contradiu la hipo`tesi de base.
|u| parell. Sabem |T ′′1 | = |S ′′1 |. Considerem els subcasos segu¨ents:
(a) Si S ′′1 = 1, aleshores v = u
−1 i, per tant, aquest cas no cal analitzar-lo.
(b) Si S ′′1 6= 1, considerem el graf d’Stallings corresponent:
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E´s clar que als ve`rtexs 1 i 2 no podem fer plecs, ja que v e´s una paraula redu¨ıda.
Ana`logament, al ve`rtex 3 tampoc podem plegar res, ja que u e´s una paraula redu¨ıda.
Notem que al ve`rtex 4 hi passa el mateix que passava al ve`rtex 5 del cas anterior,
de manera que el segon graf e´s el graf mı´nim al qual podem arribar fent plecs de
Stallings i, com en les figures anteriors, aquest graf te´ com a mı´nim 2 ve`rtexs, d’on
es dedueix que u i v no poden generar F2.
Observacio´ 13. Per n ≥ 3 so´n necessa`ries totes dues condicions. E´s a dir, existeixen w1, w2, w3
generadors de F3 tals que els seus segments inicials i terminals majors so´n a¨ıllats, pero` que no so´n
una base lliure Nielsen redu¨ıda, ja que no satisfan N2.
Demostracio´. Prenem, per exemple,
w1 = bab
−1, (3.3)
w2 = bc, (3.4)
w3 = c
−1aba−1c. (3.5)
Vegem que 〈w1, w2, w3〉 = F3:
a = w−11 w2w
−1
3 w
−1
2 w1w2w3w
−1
2 w1, (3.6)
b = w−11 w2w3w
−1
2 w1, (3.7)
c = w−11 w2w
−1
3 w
−1
2 w1w2. (3.8)
I ate`s que Fn e´s hopfia` aixo` mateix ens demostra que el morfisme definit per w1, w2, w3 e´s auto-
morfisme.
Una altra manera de comprovar que w1, w2, w3 generen F3 e´s a partir del graf de Stallings i els
seus plecs, tal i com mostra la figura segu¨ent:
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Vegem, finalment, que w1, w2, w3 no satisfan N2 ni (b), pero` en canvi s´ı que satisfan (a):
1. |w1w2w3| = |bab−1bcc−1aba−1c| = |baaba−1c| = 6 = 3 − 2 + 5 = |w1| − |w2| + |w3|, que
contradiu N2.
2. Llistem els segments inicials majors de W±, que so´n tots a¨ıllats:
ba ba−1
bc c−1b−1
c−1ab c−1ab−1.
3. Llistem els segments terminals majors de W±, que so´n tots a¨ıllats:
ab−1 a−1b−1
bc c−1b−1
ba−1c b−1a−1c.
4. Tant la meitat dreta com la meitat esquerra de w2, b i c, respectivament, no so´n segments
a¨ıllats en W±, ja que b e´s segment inicial de w1 i c e´s segment terminal de w3.
O`bviament el cas es pot transportar a Fn per n > 3 prenent com a baseW = {w1, w2, w3, x4, . . . , xn}.
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3.1.3 Automorfismes de Nielsen: un sistema de generadors de Aut(Fn)
Posem un ordre al conjunt X±. Per exemple, x1 < x−11 < x2 . . . < xn < x
−1
n . D’aquesta manera
podem considerar un ordre lexicogra`fic en Fn, ≺, definit de la manera segu¨ent: siguin u, v elements
diferents de Fn. Llavors, u ≺ v si i nome´s si
1. o be´ |u| < |v|,
2. o be´ |u| = |v| i a < b en X±, on u = wau′ i v = wbv′, amb w el segment inicial comu´ en u i
v (notem que pot ser w = 1) i a, b ∈ X± (amb a 6= b).
Aix´ı doncs, tenim Fn totalment ordenat amb element mı´nim 1.
Definicio´ 41. Donada w ∈ Fn definim Φ(w) com
Φ(w) = |{z ∈ Fn : z ¹ w}|.
Observacio´ 14. Ate`s que Fn esta` totalment ordenat e´s clar Φ(u) = Φ(v) si i nome´s si u = v.
Ara podem definir un pes en Fn.
Definicio´ 42. Sigui w una paraula de Fn. Definim el pes de w, P(w), com
P(w) = Φ(Sw) + Φ(Sw−1),
on Sw denota el segment inicial major de w.
Observem que P(w) = P(w−1) i que hi ha un nombre finit de paraules de Fn amb pes inferior a
N , on N ∈ N donat.
Definicio´ 43. Si tenim una k-tupla d’elements de Fn, definim el seu pes com la suma dels pesos
de les paraules que la formen. E´s a dir,
P(w1, . . . , wk) =
k∑
i=1
P(wi).
Teorema 16. Sigui W = {w1, . . . , wn} una base lliure de Fn = 〈x1, . . . , xn〉, amb LX(W ) > n,
aleshores existeixen τ1, . . . , τr transformacions elementals de Nielsen de tipus 2 tals que:
1. (W )τ1 . . . τr e´s Nielsen redu¨ıt i
2. LX(W ) ≥ LX(Wτ1) ≥ . . . ≥ LX(Wτ1 . . . τr) = n.
Demostracio´. E´s clar que W no e´s Nielsen redu¨ıt, ja que LX(W ) > n.
Si W no satisfa` (a), llavors existeixen wi = SiT
′
i i wj = SjT
′
j amb Si = SjS
′′
i (ana`leg si fos el
segment terminal major el que no fos a¨ıllat). Aleshores, si fem wi 7→ (wj)−1wi = w(1)i i w(1)k = wk
per tot k 6= i obtenim W (1) amb LX
(
W (1)
)
< LX(W ), ja que LX(T
′
i ) < LX(Si) per definicio´ de
segment inicial major.
Si W no satisfa` (b), aleshores existeixen u, v, w ∈ W± amb
1. uv 6= 1, vw 6= 1,
2. Su, Tu, Sv, Tv, Sw, Tw a¨ıllats,
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3. v = pq−1, on p i q−1 so´n la meitat esquerra i la meitat dreta de v, respectivament,
4. u = u′p−1, amb |u′| ≥ |p| i
5. w = qw′, amb |w′| ≥ |q|.
Notem que no e´s pe`rdua de generalitat suposar que u, v, w ∈ W ja que si, per exemple, u ∈ W−1,
podem aplicar la transformacio´ elemental de Nielsen de tipus 1, u 7→ u−1.
Ara hem de considerar els dos casos segu¨ents (notem que no pot donar-se Φ(p) = Φ(q) ate`s que
aleshores tindr´ıem p = q i, per tant, v = 1):
Φ(p) > Φ(q): Apliquem la transformacio´ elemental de Nielsen u 7→ uv = u′q−1 i la base resultant,
W (1), satisfa`
P(W ) > P(W (1)).
Φ(p) < Φ(q): Apliquem la transformacio´ elemental de Nielsen w 7→ vw = pw′ i la base resultant,
W (1), satisfa`
P(W ) > P(W (1)).
Ate`s que la longitud i el pes no poden decreixer indefinidament, el procediment acaba.
Corol·lari 6. Els automorfismes de Nielsen (de rang n) generen el grup d’automorfismes del grup
lliure de rang n.
Demostracio´. Sigui ϕ un automorfisme de Fn. Pel teorema anterior sabem que existeixenNψ1 , . . . , Nψk
transformacions elementals de Nielsen tals que
(ϕ)Nψ1 . . . Nψk = ψk+1, (3.9)
on ψk+1 e´s un automorfisme de Nielsen de tipus 1. Notem que podem reescriure (3.9) de la manera
segu¨ent:
(ϕ)Nψ1 . . . NψkNψk+1 = idFn . (3.10)
Ara apliquem el lema 12 a (3.10) i obtenim
(ϕ)Nψk+1...ψ1 = idFn . (3.11)
E´s a dir,
ϕ = (idFn)N
−1
ψk+1...ψ1
= (ψk+1 . . . ψ1)
−1 = ψ−11 . . . ψ
−1
k+1, (3.12)
on ψi e´s l’automorfisme de Nielsen associat a la transformacio´ elemental de Nielsen Nψi .
Finalment, definim ϕi = ψ
−1
i i obtenim
ϕ = ϕ1 . . . ϕk+1, (3.13)
com vol´ıem.
3.2 Automorfismes de Whitehead
En aquesta seccio´ definirem els automorfismes de Whitehead i presentarem la seva propietat me´s
important: la reduccio´ de pics. Com ja hem dit, els automorfismes de Whitehead so´n una com-
pletacio´ dels automorfismes de Nielsen, definits per Whitehead en [22] l’any 1936, que permeten
definir un algorisme estrictament decreixent en la longitud tal que, donat un automorfisme del
grup lliure, do´na una descomposicio´ seva en producte d’automorfismes de Whitehead.
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3.2.1 Automorfismes de Whitehead
Definicio´ 44. Sigui τ un automorfisme del grup lliure de rang n, Fn = 〈x1, . . . , xn〉. Diem que τ
e´s un automorfisme de Whitehead si e´s d’una de les formes segu¨ents:
1. τ permuta els elements de X±, i diem que e´s de tipus 1, o be´
2. tot x ∈ X± te´ per imatge una de les quatre opcions segu¨ents: x, xa, a−1x o a−1xa, per cert
a ∈ X±, i diem que τ e´s de tipus 2.
Observem que:
1. Els automorfismes de Whitehead de tipus 1 so´n exactament els automorfismes de Nielsen de
tipus 1.
2. Sigui τ un automorfisme de Whitehead de tipus 2 i considerem el conjunt
A = {x ∈ X± : (x)τ = xa} ∪ {x ∈ X± : (x)τ = a−1xa}.
Aleshores podem identificar τ amb (A, a) ate`s que
(x)τ =

x si x, x−1 6∈ A
xa si x ∈ A i x−1 6∈ A
a−1x si x 6∈ A i x−1 ∈ A
a−1xa si x, x−1 ∈ A
Definim tambe´ el conjunt A¯ = A
⋃{a}. En la majoria de la bibliografia se sol trobar
τ = (A¯, a).
3. Els automorfismes de Whitehead de tipus 2 donats per un conjunt A de cardinal 1 so´n
exactament els automorfismes de Nielsen de tipus 2 i 3.
Proposicio´ 13. Els automorfismes de Whitehead so´n un conjunt de generadors del grup d’auto-
morfismes del grup lliure de rang n.
Demostracio´. Per les observacions 1 i 3 anteriors sabem que els automorfismes de Whitehead
contenen els automorfismes de Nielsen, i ja hem vist que els automorfismes de Nielsen generen
Aut(Fn) (corol·lari 6).
Relacions de McCool: aquestes so´n les relacions que do´na McCool en la seva presentacio´ del grup
d’automorfismes del grup lliure en [11]. Aqu´ı nome´s posarem les relacions entre els automorfismes
de Whiteheads de tipus 1 i 2 o entre els automorfismes de Whiteheads de tipus 2. Les relacions
entre els automorfismes de Whiteheads de tipus 1 consisteixen en posar la taula de multiplicacio´
del grup sime`tric este`s, i aixo` ja e´s prou conegut.
(R1) (A, a)−1 = (A, a−1).
(R2) (A, a)(B, a) = (A ∪B, a) si A ∩B = ∅.
(R3) (B, b)−1(A, a)(B, b) = (A, a) si A ∩B = ∅, a, a−1 6∈ B i b, b−1 6∈ A.
(R4) (B, b)−1(A, a)(B, b) = (A ∪B, a) si A ∩B = ∅, a, a−1 6∈ B, b 6∈ A i b−1 ∈ A.
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(R5) (A, a)(A+ {a−1}− {b}, b) = (a, b−1, a−1, b)(A−{b}+ {b−1}, a) si b ∈ A, b−1 6∈ A i a 6= b, on
(a, b−1, a−1, b) e´s l’element del grup sime`tric este`s definit per a 7→ b−1 i b 7→ a, escrit com a
element del grup de permutacions de 2n elements.
(R6) σ−1(A, a)σ = ((A)σ, (a)σ), on σ e´s un automorfisme de Whitehead de tipus 1.
Altres relacions importants:
(R7)
(A, a) = (X± − {a} − {a−1}, a)(X± − A− {a} − {a−1}, a−1)
= (X± − A− {a} − {a−1}, a−1)(X± − {a} − {a−1}, a) .
(R8) (X± − {b} − {b−1}, b−1)(A, a)(X± − {b} − {b−1}, b) = (A, a), on b 6= a−1 i b, b−1 6∈ A.
(R9) (X±−{b}−{b−1}, b−1)(A, a)(X±−{b}−{b−1}, b) = (X±−A−{a}−{a−1}, a−1), on b 6= a,
b ∈ A i b−1 6∈ A.
Notem que el nombre d’automorfismes de Whitehead de tipus 2 e´s exponencial en el rang de Fn,
ja que e´s essencialment parts de n, mentre que el nombre d’automorfismes elementals de Nielsen
de tipus 2 i 3 e´s polinomial en n. Malgrat que la presentacio´ de Whitehead i McCool conte´ me´s
generadors que la presentacio´ de Nielsen, el seu u´s preval gra`cies a una propietat que satisfan els
automorfismes de Whitehead i no els de Nielsen. Aquesta propietat e´s la segu¨ent: donada una
paraula del grup lliure de rang n, w, (o donat un automorfisme del grup lliure de rang n, ja veurem
me´s endavant com passar d’automorfismes a paraules) si existeix un automorfisme que disminueix la
longitud de w aleshores hi ha un automorfisme de Whitehead de tipus 2 que disminueix la longitud.
Per tant, a partir dels automorfismes de Whitehead podem trobar un algorisme estrictament
descendent en la longitud que ens permet descomposar qualsevol automorfisme com a producte de
Whiteheads. Tot aixo` es basa en la reduccio´ de pics.
3.2.2 Reduccio´ de pics
Sigui [w] una paraula c´ıclica de Fn = 〈x1, . . . , xn〉 c´ıclicament redu¨ıda, w = a1 . . . am. Ate`s que
(X± − A− {a−1} − {a}, a−1)(A, a)−1 = (X± − {a} − {a−}, a−1) = γa−1 ,
on γa−1 e´s l’automorfisme conjugacio´ per a
−1, tenim
[w](X± − A− {a−1} − {a}, a−1) = [w](A, a). (3.14)
Definicio´ 45. Podem associar a [w] una funcio´
Φ[w] : X
± ×X± −→ Z
(x, y) 7−→ Φ[w](x, y),
on Φ[w](x, y) e´s el nombre de vegades que apareix xy
−1 o yx−1 com a subparaula de [w].
Notem que Φ[w](x, y) = Φ[w−1](x, y).
A me´s, podem estendre la funcio´ per a parelles de subconjunts de X± de la manera segu¨ent: siguin
A,B ⊆ X±. Aleshores, definim Φ[w](A, b) com
Φ[w](A,B) =
∑
a∈A, b∈B
Φ[w](a, b).
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Propietats de Φ[w]:
1. Φ[w](A,B) ≥ 0.
2. Φ[w](A,B) = Φ[w](B,A).
3. Φ[w](A ∪B,C) = Φ[w](A,C) + Φ[w](B,C), on A ∩B = ∅.
4. Φ[w](a, a) = 0, ja que w e´s c´ıclicament redu¨ıda.
5. Φ[w](a,X±) e´s el nombre de a i a−1 que apareixen en w.
Definicio´ 46. Sigui [w] una paraula c´ıclica de Fn c´ıclicament redu¨ıda. Aleshores el graf de
Whitehead de [w] e´s un graf Γ[w] que te´ per ve`rtexs el conjunt X
± i entre els ve`rtexs u i v hi ha
exactament Φ[w](u, v) arestes.
Definicio´ 47. Siguin [w] una paraula c´ıclica de Fn c´ıclicament redu¨ıda i τ = (A, a) un automor-
fisme de Whitehead de tipus 2. Posarem D(τ, w) per denotar l’increment de longitud de w en
aplicar-li τ . E´s a dir,
D(τ, w) = |τ(w)| − |w|.
Proposicio´ 14. Siguin [w] una paraula c´ıclica de Fn c´ıclicament redu¨ıda i τ = (A, a) un auto-
morfisme de Whitehead de tipus 2. Aleshores,
D(τ, w) = Φ[w](A¯,X
± − A¯)− Φ[w](a,X±).
Demostracio´. Notem que D(τ, w) depe`n u´nicament de la variacio´ en el nombre d’a i a−1, per
definicio´ de (A, a). Aix´ı doncs,
D(τ, w) = D1 −D2,
on
D1 e´s el nombre d’a
± que afegim i no es cancel·len en el proce´s de reduccio´ i
D2 e´s el nombre d’a
± que ja teniem en w pero` que es cancel·len en aplicar τ i reduir.
Sabem, per la definicio´ de τ , que:
1.- En (w)τ sempre que apareix una a nova va precedida d’algun x ∈ A.
2.- En (w)τ sempre que apareix una a−1 nova precedeix algun x tal que x−1 ∈ A.
A me´s, les a± no es cancel·len nome´s en els casos segu¨ents:
1.- Si en la subparaula xy de w es do´na y−1 6∈ A¯.
2.- Si en la subparaula yx es do´na y 6∈ A¯.
Per tant, si apareix una a± que no es cancel·la prove´ d’un dels dos casos segu¨ents:
1.- x(y−1)−1 e´s subparaula de w amb x ∈ A i y−1 6∈ A¯.
2.- (y−1)(x)−1 e´s subparaula de w amb x ∈ A i y−1 6∈ A¯.
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E´s a dir,
D1 = Φ[w](A,X
± − A¯).
D’altra banda,
3.- a ∈ w es cancel·la si i nome´s si ay e´s subparaula de w tal que y−1 ∈ A.
4.- a−1 ∈ w es cancel·la si i nome´s si xa−1 amb x ∈ A.
Aix´ı doncs, les cancel·lacions de a± ∈ w provenen d’un dels dos casos segu¨ents:
3.- az−1 e´s subparaula de w amb z ∈ A.
4.- za−1 e´s subparaula de w amb z ∈ A.
E´s a dir,
D2 = Φ[w](a,A).
Finalment,
D(τ, w) = D1 −D2
= Φ[w](A,X
± − A¯)− Φ[w](a,A)
= Φ[w](A¯− a,X± − A¯)− Φ[w](a, A¯− a)
= Φ[w](A¯,X
± − A¯)− Φ[w](a,X± − A¯)− Φ[w](a, A¯) + Φ[w](a, a)
= Φ[w](A¯,X
± − A¯)− Φ[w](a,X±).
Interpretacio´ geome`trica d’aquest resultat:
Tenim una particio´ de X± en dos subconjunts: A¯ i X± − A¯. Aix´ı,
1. Φ[w](A¯,X
± − A¯) e´s el nombre d’arestes que creuen la particio´, e´s a dir, e´s el cardinal del
conjunt de tall, que s’anomena capacitat del conjunt de tall, i
2. Φ[w](a,X
±) e´s el nombre d’arestes que arriben o surten del ve`rtex a, que e´s el grau del
ve`rtex a,
tal i com mostra el dibuix segu¨ent:
X
A
a
capacitat del conjunt de tall: nombre d'arestes verdes i blaves.
grau del vèrtex distingit: nombre d'arestes vermelles i blaves.
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Proposicio´ 15. (Reduccio´ de pics.) Siguin σ i τ dos automorfismes de Whitehead i sigui w una
paraula c´ıclica de Fn c´ıclicament redu¨ıda. Siguin u = wσ i v = wτ , amb |u| ≤ |w|, |v| ≤ |w| i
|u|+ |v| < 2|w|. Aleshores existeixen ρ1, . . . , ρr automorfismes de Whitehead tals que:
1. σ−1τ = ρ1 . . . ρr,
2. |wρ1 . . . ρi| < |w| per tot i ∈ {1, . . . , r − 1} i
3. si x, x−1 ∈ X± so´n invariants per σ i τ , aleshores tambe´ ho so´n per ρi amb 1 ≤ i ≤ r.
Tenim, doncs, la situacio´ del diagrama segu¨ent:
w
σ
~~ ~
~~
~~
~~
~~
~~
~~
~~
τ
ÃÃ@
@@
@@
@@
@@
@@
@@
@@
@
u
ρ1...ρr // v
Demostracio´. La demostracio´ original es pot trobar en [8]. Aqu´ı nome´s donarem una idea de com
va la demostracio´, basada en la versio´ de [1], que e´s me´s recent i entenedora.
Primerament cal mencionar que σ i τ so´n intercanviables.
Si σ e´s una automorfisme de Whitehead de tipus 1, aleshores nome´s cal usar (R6). Per tant, podem
suposar que σ = (A, a) i τ = (B, b). La casu´ıstica prove´ de la situacio´ relativa dels conjunts A¯ i
B¯. Tenim, doncs, tres possibilitats:
1. A¯ ∩ B¯ = ∅. Tenim 5 subcasos diferents:
(a) b = a−1. Aleshores, r = 1 i σ−1τ = (A+B, a−1).
(b) a−1 ∈ X± − B¯ i b−1 ∈ X± − A¯. Aleshores, r = 2, ρ1 = τ i ρ2 = σ−1.
(c) a−1 ∈ X± − B¯ i b−1 ∈ A¯. Aleshores, r = 2, ρ1 = τ i ρ2 = (A+B, a−1).
(d) a−1 ∈ B¯ i b−1 ∈ X± − A¯. Aleshores, r = 2, ρ1 = (A+B, b) i ρ2 = σ−1.
(e) a−1 ∈ X± − B¯ i b−1 ∈ X± − A¯. Definim σ′ = (A, b−1) i τ ′ = (B, a−1). Aleshores, pot
provar-se que es do´na una de les dues situacions segu¨ents:
i. |wσ′| < |w|. Llavors, r = 3, ρ1 = (A − {b−1} + {a−1}), ρ2 = (a, b−1, a−1, b) i
ρ3 = (A+B − {b, b−1}, b).
ii. |wτ ′| < |w|. Llavors, r = 3, ρ1 = (A + B¯ − {a−1}, a−1), ρ2 = (a, b−1, a−1, B) i
ρ3 = (B + {b−1} − {a−1}, a).
2. A¯ ⊆ B¯ (engloba el cas B¯ ⊆ A¯ permutant τ per σ). Aquests casos s’obtenen aplicant els casos
anteriors a σ i τ−1 i usant la relacio´ (R7), d’on tenim τ = τ−1(X± − {b, b−1}, b).
3. A¯ ∩ B¯ 6= ∅, A¯ * B¯, B¯ * A¯. Aquest cas consisteix en trobar θ = (C, c) tal que σ−1τ =
σ−1θθ−1τ , amb ρ1 = σ−1θ i θ−1τ satisfent les hipo`tesis del teorema i un dels dos casos
anteriors. Tenim, doncs, la situacio´ del diagrama segu¨ent:
w
σ
§§°°
°°
°°
°°
°°
°°
°
θ
²²
τ
ÂÂ?
??
??
??
??
??
??
??
?
u
ρ1 // u′
ρ2...ρr // v
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A me´s, pot provar-se que c ∈ C¯ ∩ {a, a−1, b, b−1} i
C¯ ∈ {A¯ ∩ B¯, A¯ ∩ (X± − B¯) , (X± − A¯) ∩ A¯, (X± − A¯) ∩ (X± − B¯)}.
Teorema 17. (Teorema de Whitehead.) Siguin [w] i [w′] paraules c´ıcliques de Fn c´ıclicament
redu¨ıdes tals que:
1. w′ = wα, per cert α ∈ Aut(Fn) i
2. |w′| < |w|.
Aleshores existeixen τ1, . . . , τs automorfismes de Whitehead tals que:
1. α = τ1 . . . τs i
2. |w| > |wτ1| > . . . > |wτ1 . . . τi| > |wτ1 . . . τiτi+1| > . . . > |wτ1 . . . τs| = |w′|.
Demostracio´. Ate`s que els automorfismes de Whitehead generen Aut(Fn) e´s clar que existeixen
σ1, . . . , σk automorfismes de Whitehead tals que α = σ1 . . . σk. Definim
m = max{|wσ1 . . . σi| : 1 ≤ i < k}.
Si m < |w| o si m = |w| = |w′| ja hem acabat (τi = σi per i ∈ {1, . . . , k}, i s = k).
Altrament tenim k ≥ 2. Siguin j1, . . . , jt ∈ {1, . . . , k − 1} tals que |wσ1 . . . σjl| = m, per tot
l ∈ {1, . . . , t}. Definim j = max{j1, . . . , jt}. Per tant,
|wσ1 . . . σj−1| ≤ |wσ1 . . . σj| > |wσ1 . . . σj+1|.
Aix´ı doncs, u¯ = wσ1 . . . σj−1, w¯ = wσ1 . . . σj i v¯ = wσ1 . . . σj+1 satisfan les hipo`tesis de la proposicio´
anterior, amb σ = σ−1j i τ = σj+1, de manera que existeixen ρ1, . . . , ρr automorfismes de Whitehead
tals que σjσj+1 = ρ1 . . . ρr amb |w¯ρ1 . . . ρi| < m. Canviem, doncs, σjσj+1 per ρ1 . . . ρr.
Reiterant aquest procediment tantes vegades com sigui necessari (e´s un nombre finit de passos)
aconseguim el que vol´ıem.
Les tres figures segu¨ents exemplifiquen un pas de l’anomenada reduccio´ de pics i mostren clarament
d’on prove´ el seu nom:
m
m
′
σ1 σ2 σ3 σ4 σ5
. . .
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mm
′
σ1 σ2 σ3 σ4
. . .σ5
m
m
′
σ1 σ2 σ5ρ1ρ2ρ3ρ4 . . .
Corol·lari 7. Si ϕ e´s un automorfisme del grup lliure de rang n de longitud major que n, existeixen
ρ1, . . . , ρk automorfismes de Whitehead tals que:
1. ϕρ1 . . . ρk = σ, on σ e´s un automorfisme de Whitehead de tipus 1 o la identitat, i
2. L(ϕ) > L(ϕρ1) > . . . > L(ϕρ1 . . . ρi) > L(ϕρ1 . . . ρiρi+1) > . . . > L(ϕρ1 . . . ρk) = n.
Demostracio´. Sabem que existeixen τ0, . . . , τs automorfismes de Whitehead tals que ϕ = τ0 . . . τs.
La relacio´ (R6) ens permet acumular a la dreta tots els automorfismes de Whitehead de tipus 1
i, per tant, podem suposar, ϕ = στ1 . . . τs, on τi e´s un automorfisme de Whitehead de tipus 2 per
tot 1 ≤ i ≤ s i σ e´s un automorfisme de Whitehead de tipus 1. Considerem, ara, el grup lliure de
rang n + 1, Fn+1 = 〈x1, . . . , xn, t〉. Definim la paraula w = (x1)ϕt(x2)ϕt . . . (xn)ϕt. E´s clar que w
e´s c´ıclicament redu¨ıda. D’altra banda sigui ϕ¯ l’automorfisme de Fn+1 definit per
(xi)ϕ¯ = (x1)ϕ per 1 ≤ i ≤ n,
(t)ϕ¯ = t.
Posem w′ = (w)τ¯−1s . . . τ¯
−1
1 . E´s clar que w
′ = (x1)σt(x2)σt . . . (xn)σt tambe´ e´s c´ıclicament redu¨ıda
i, a me´s, |w′| < |w|, ja que |w′| = 2n < n+L(ϕ) = |w|. Per tant, podem aplicar el teorema anterior
i obtenim ρ¯1 . . . ρ¯k automorfismes de Whitehead de Fn+1 tals que:
1. τ¯−1s . . . τ¯
−1
1 = ρ¯1 . . . ρ¯k i
2. |w| > |wρ¯1| > . . . > |wρ¯1 . . . ρ¯i| > |wρ¯1 . . . ρ¯iρ¯i+1| > . . . > |wρ¯1 . . . ρ¯k| = |w′|.
Ara be´, aquests ρ¯1, . . . , ρ¯k s’obtenen a partir del proce´s de reduccio´ de pics de τ1 . . . τs i t, t
−1 so´n
invariants per τ1, . . . , τk de manera que, pel tercer apartat de la proposicio´ 15, ρ¯1, . . . , ρ¯k deixen
invariants t i t−1.
Finalment, podem considerar ρi com l’automorfisme de Whitehead de Fn provinent d’eliminar la
t en ρ¯i per 1 ≤ i ≤ s i obtenim el que vol´ıem.
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Cap´ıtol 4
Dos algorismes descendents
En aquest cap´ıtol descriurem els algorismes descendents de Whitehead i Nielsen per a descomposar
un automorfisme del grup lliure, fent e`mfasi en algunes de les seves caracter´ıstiques. Finalment,
plantejarem una breu comparativa d’aquests dos algorismes i en citarem una aplicacio´.
4.1 Algorisme de Whitehead
Pel corol·lari 7 del cap´ıtol anterior sabem que, donat un automorfisme del grup lliure amb longitud
superior a n, α, existeix com a mı´nim un automorfisme de Whitehead de tipus 2, ϕ, que disminueix
la longitud. E´s a dir, L(αϕ) < L(α). Aquesta propietat ens permet definir un algorisme senzill per
trobar una descomposicio´ de α en producte d’automorfismes de Whitehead. L’algorisme s’anome-
na algorisme de Whitehead i e´s el segu¨ent:
Input:
1. n el rang del grup lliure on treballem.
2. Un automorfisme α de Fn o, el que e´s el mateix, una base lliure de Fn, W = {w1, . . . , wn}.
Output: una sequ¨e`ncia ordenada d’automorfismes de Whitehead, ϕ1, . . . , ϕr, tal que α = ϕ1 . . . ϕr.
Notem que l’enter r dependra` de l’automorfisme α d’entrada.
Procediment:
1. Llistem els automorfismes de Whitehead de tipus 2.
2. Inicialitzem i = 1.
3. Mentre L(α) > n:
(a) Definim ψi com l’automorfisme de Whitehead de tipus 2 que disminueixi me´s la longitud.
(b) Redefinim α com ψiα.
(c) Augmentem i en una unitat.
4. ψi = α
−1.
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5. Tenim
αψ1 . . . ψr = id
i, per tant,
α = ψ−1r . . . ψ
−1
1 .
6. Per j = 1, . . . , r fem
ϕj = ψ
−1
r−j.
Observacio´ 15. Per tal de guardar tots els automorfismes de Whitehead de tipus 2 podem crear
una matriu on cada columna correspongui a un automorfisme de Whitehead diferent. La primera
fila guardara` la lletra distingida de cada automorfisme i la resta d’entrades tindran un 1 o un 0 en
funcio´ de si la lletra corresponent a la fila i-e`ssima pertany al conjunt on actua la lletra distingida
o no hi pertany. Aix´ı, l’automorfisme definit per ({a, a−1}, b) es representa mitjanc¸ant el vector
(b, 1, 1, 0, 0) transposat.
Observacio´ 16. Per trobar en cada pas l’automorfisme de Whitehead que disminueix me´s la
longitud inicialment es feia servir cerca exhaustiva. D’aquesta manera l’algorisme no era efectiu,
ja que el temps d’execucio´ era exponencial. L’any 2007 va apare`ixer en [19] una via alternativa
amb temps polinomial. Aquesta opcio´ consisteix en dibuixar el graf de Whitehead de la paraula
w = w1tw2t . . . twnt i usar una variant del teorema del flux ma`xim i el conjunt de tall mı´nim. Cal
imposar:
1. que els ve`rtexs corresponents a t i t−1 estiguin dins del conjunt de la particio´ corresponent a
X± − A¯ i
2. que l’invers de la lletra distingida de l’automorfisme de Whitehead (A¯, a) no pertanyi al
conjunt A.
Aquest me`tode es basa en la interpretacio´ del graf de Whitehead d’una paraula i el fet que la variacio´
de la seva longitud en aplicar-li un automorfisme de Whitehead es pot computar com la difere`ncia
entre la capacitat del conjunt de tall i el grau del ve`rtex base. En aquest treball aquest fet esta`
explicat al corol·lari 14.
Els exemples 1 i 2 del cap´ıtol segu¨ent il·lustren degudament aquest procediment.
4.2 Algorisme de Nielsen
El teorema 16 i el corol·lari 6 del cap´ıtol anterior ens permeten establir un algorisme que, donat
un automorfisme del grup lliure de rang n, α, ens torna una descomposicio´ de α com a producte
d’automorfismes de Nielsen de rang n. Aquest algorisme s’obte´ de la demostracio´ del teorema de
Nielsen que do´na O. Bogopolski en [2] i consisteix en:
Input:
1. n el rang del grup lliure on treballem.
2. Un ordre en X±. Tambe´ podem prendre per defecte l’ordre que hem proposat abans,
x1 < x
−1
1 < x2 < . . . < x
−1
n−1 < xn < x
−1
n .
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3. Un automorfisme α de Fn o, el que e´s el mateix, una base lliure de Fn, W = {w1, . . . , wn}.
Denotarem per |W | a la suma de les longituds dels wi, per i = 1, . . . , n.
Output: una sequ¨e`ncia ordenada d’automorfismes de Nielsen, ϕ1, . . . , ϕr tal que α = ϕ1 . . . ϕr.
Notem que l’enter r dependra` de l’automorfisme α d’entrada.
Procediment:
1.- Inicialitzem r = 1.
2.- Si |W | 6= n llistem els segments inicials majors de W±. (Notem que no cal fer el mateix amb
els terminals majors ja que considerem tot W±). De fet, omplim la taula segu¨ent:
|w1| . . . |wi| . . . |wn|
w1 . . . wi . . . wn
Sw1 . . . Swi . . . Swn
Sw−11 . . . Sw
−1
i
. . . Sw−1n
3.- Mentre |W | > n:
3.1.- Busquem u, v en la taula anterior tal que |u| ≥ |v| i u = vu′, on u′ ∈ Fn. Notem que
pot donar-se u′ = 1.
3.2.- Si existeixen u, v satisfent el punt anterior, aleshores:
A.- Si u e´s segment inicial major de wi i v e´s segment inicial major de wj, amb j 6= i,
llavors:
a.- Apliquem la TEN wi 7→ w−1j wi, a W . E´s a dir, wi = w−1j wi.
b.- Definim ψr com l’automorfisme de Nielsen donat per xi 7→ x−1j xi.
B.- Si u e´s segment inicial major de wi i v e´s segment inicial major de w
−1
j , llavors:
a.- Apliquem la TEN wi 7→ wjwi, a W . E´s a dir, wi = wjwi.
b.- Definim ψr com l’automorfisme de Nielsen donat per xi 7→ xjxi.
C.- Si u e´s segment inicial major de w−1i i v e´s segment inicial major de wj, llavors:
a.- Apliquem la TEN wi 7→ wiwj, a W . E´s a dir, wi = wiwj.
b.- Definim ψr com l’automorfisme de Nielsen donat per xi 7→ xixj.
D.- Si u e´s segment inicial major de w−1i i v e´s segment inicial major de w
−1
j , llavors:
a.- Apliquem la TEN wi 7→ wiw−1j , a W . E´s a dir, wi = wiw−1j .
b.- Definim ψr com l’automorfisme de Nielsen donat per xi 7→ xix−1j .
E.- Redefinim |wi|, Swi i Sw−1i .
3.3.- Altrament existeixen v ∈ W de longitud parell, v = pq−1 amb |p| = |q|, i u,w ∈ W±
tals que u = u′p−1 i w = qw′.
I.- Si p ≺ q, aleshores:
A.- Si w = wk i v = wj:
a.- Apliquem la transformacio´ elemental de Nielsen wk 7→ wjwk, a W . E´s a
dir, wk = wjwk.
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b.- Definim ψr com l’automorfisme de Nielsen donat per xk 7→ xjxk.
B.- Si w = wk i v = w
−1
j :
a.- Apliquem la transformacio´ elemental de Nielsen wk 7→ w−1j wk, a W . E´s a
dir, wk = w
−1
j wk.
b.- Definim ψr com l’automorfisme de Nielsen donat per xk 7→ x−1j xk.
C.- Si w = w−1k i v = wj:
a.- Fem wk = wjw
−1
k , que equival a les dues transformacions elementals de
Nielsen wk 7→ w−1k i wk 7→ wjwk.
b.- Definim ψr com l’automorfisme de Nielsen tal que xk 7→ x−1k i ψr+1 com
l’automorfisme de Nielsen donat per xk 7→ xjxk.
c.- r = r + 1.
D.- Si w = w−1k i v = w
−1
j :
a.- Fem wk = w
−1
j w
−1
k , que equival a les dues transformacions elementals de
Nielsen wk 7→ w−1k i wk 7→ w−1j wk.
b.- Definim ψr com l’automorfisme de Nielsen tal que xk 7→ x−1k i ψk+1 com
l’automorfisme de Nielsen donat per xk 7→ x−1j xk.
c.- r = r + 1.
E.- Redefinim Swk i Sw−1k
.
II.- Si q ≺ p:
A.- Si u = wi i v = wj:
a.- Apliquem la transformacio´ elemental de Nielsen wi 7→ wiwj, a W . E´s a dir,
wi = wiwj.
b.- Definim ψr com l’automorfisme de Nielsen donat per xi 7→ xixj.
B.- Si u = wi i v = w
−1
j :
a.- Apliquem la transformacio´ elemental de Nielsen wi 7→ wiw−1j , a W . E´s a
dir, wi = wiw
−1
j .
b.- Definim ψr com l’automorfisme de Nielsen donat per xi 7→ xix−1j .
C.- Si u = w−1i i v = wj:
a.- Fem wi = w
−1
i wj, que equival a les dues transformacions elementals de
Nielsen wi 7→ w−1i i wk 7→ wiwj.
b.- Definim ψr com l’automorfisme de Nielsen donat per xi 7→ x−1i i ψr+1 com
l’automorfisme de Nielsen tal que xi 7→ xixj.
D.- Si u = w−1i i v = w
−1
j :
a.- Fem wi = w
−1
i w
−1
j , que equival a les dues transformacions elementals de
Nielsen wi 7→ w−1i i wi 7→ wiw−1j .
b.- Definim ψr com l’automorfisme de Nielsen donat per xi 7→ x−1i i ψr+1 com
l’automorfisme de Nielsen tal que xi 7→ xix−1j .
E.- Redefinim Swi i Sw−1i .
3.4.- r = r + 1.
4.- Definim ψr com l’invers de l’automorfisme de Nielsen de tipus 1 que correspon a W . Notem
que hem anat canviant W al llarg del proce´s i que ara tenim |W | = n.
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5.- Tenim
α = ψ−11 . . . ψ
−1
r ,
d’on obtenim ϕi = ψ
−1
i per tot i ∈ {1, . . . , r}.
Nota: en cada pas podem tenir nombroses coincide`ncies entre segments inicials i, ate`s que no es
coneix cap manera de prendre la sequ¨e`ncia descendent me´s curta, sembla adequat escollir la TEN
que ens redueix me´s la longitud en cada pas. E´s clar que als passos en que` la longitud es mante´
aquesta consideracio´ no s’ha de tenir en compte. L’algorisme que escull en cada pas la major
reduccio´ l’anomenarem algorisme de Nielsen avar.
Observacio´ 17.
1. L’algorisme e´s decereixent en la longitud de W per cada transformacio´ elemental de Nielsen,
pero` no estrictament.
2. Si la longitud no decreix, aleshores decreix el pes.
3. En canvi, si fem el gra`fic de les longituds de W usant els automorfismes de Nielsen, poden
apare`ixer pics. E´s a dir, no e´s un camı´ creixent (veure l’exemple 1 del cap´ıtol segu¨ent).
Observacio´ 18. Hem vist que e´s necessari imposar un ordre arbitrari per tal de resoldre els casos
en els quals no podem aplicar cap TEN que ens permeti rebaixar la longitud. Aquest fet pot provocar
que el camı´ obtingut dins del graf de Cayley de Aut(Fn) no sigui l’o`ptim ni tan sols entre els camins
descendents (veure l’exemple 2 del cap´ıtol segu¨ent).
Una interpretacio´ gra`fica
Notem que l’algorisme de Nielsen es basa en coincide`ncies entre els segments inicials i terminals de
w1, w
−1
1 , . . . , wn, w
−1
n . Si considerem el graf d’Stallings de w1, . . . , wn, Γ, e´s fa`cil pensar que cada
transformacio´ elemental de Nielsen e´s, de fet, una concatenacio´ de plecs d’Stallings. Cal anar en
compte, pero`, ja que no qualsevol concatenacio´ de plecs d’Stallings en Γ pot entendre’s com una
transformacio´ elemental de Nielsen en w1, . . . , wn. Aix´ı doncs, en aquest apartat pretenem trobar
una interpretacio´ gra`fica de l’algorisme de Nielsen o, me´s generalment, de les transformacions ele-
mentals de Nielsen en w1, . . . , wn, provinent d’una reformulacio´ dels plecs d’Stallings.
E´s evident que aquesta reformulacio´, en cas d’existir, necessita usar nome´s un tipus concret de
plecs de Stallings, ja que altrament cada plec de Stallings fa desapare`ixer exactament una aresta
del graf, de manera que per moltes maneres diferents que tinguem de plegar, i donat que hem
d’arribar a la rosa de n fulles, totes elles tenen exactament el mateix nombre de passos.
E´s forc¸a senzill donar una primera interpretacio´ gra`fica si nome´s considerem una sola transformacio´
elemental de Nielsen provinent de l’algorisme de Nielsen. Aix´ı doncs, si el primer pas de l’algorisme
usa la TEN w1 7→ w1w2 el que fem, gra`ficament, e´s plegar totes les arestes coincidents entre w−11 i
w2, tal i com mostra la figura segu¨ent:
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Aix´ı doncs, si a cada pas redibuixem el graf de Stallings de la nova base lliure ja tenim un proce´s
gra`fic paral·lel a l’algorisme de Nielsen. D’aquesta manera introdu¨ım uns nous plecs que anom-
enarem plecs de Stallings-Nielsen. Cada un d’aquests plecs consisteix en una successio´ finita
de plecs de Stallings que comencen en arestes adjacents al ve`rtex base. La successio´ plega arestes
consecutives i en plega un nombre superior o igual a la meitat de la longitud del camı´ me´s curt
dels dos que considerem.
Si provem de generalitzar aquest procediment gra`fic sense haver de redibuixar el graf a cada pas
ens trobem amb un problema important: en concatenar plecs de Stallings-Nielsen, podem arribar
a un graf on una paraula de la nostra base es llegeixi com a frontera de dues o me´s cel·les del
nostre graf. L’exemple 2 del cap´ıtol segu¨ent e´s un cas particular d’aquesta problema`tica.
4.3 Comparativa dels dos algorismes i una aplicacio´
Els dos algorismes descendents que hem estudiat tenen un esquema general molt similar. Cal
enumerar, pero`, tres difere`ncies importants:
1. La primera i me´s important e´s el fet que l’algorisme de Whitehead e´s estrictament decreixent
en les longituds mentre que l’algorisme de Nielsen e´s decreixent pero` no ho e´s estrictament.
Veure exemple 2 del cap´ıtol segu¨ent.
2. La segona difere`ncia e´s que, manualment, e´s me´s viable aplicar l’algorisme de Nielsen que no
pas l’algorisme de Whitehead, ja que e´s me´s senzill trobar a simple vista segments inicials
coincidents que no pas conjunts de tall en un graf. Veure exemple 6 del cap´ıtol segu¨ent.
3. La tercera difere`ncia consisteix en el fet que l’algorisme de Nielsen necessita una estructura
auxiliar, les transformacions elementals de Nielsen, mentre que l’algorisme de Whitehead
aplica directament automorfismes del conjunt de generadors. Aix´ı, mentre l’algorisme de
Whitehead disminueix la longitud de l’automorfisme a cada pas, l’algorisme de Nielsen dis-
minueix la longitud de la base lliure en aplicar-li transformacions elementals, que e´s diferent
de la longitud de l’automorfisme. Ja hem dit que el diagrama de longituds de l’automorfisme
en aplicar-li els automorfismes de Nielsen pot tenir pics. Veure exemple 2 del cap´ıtol segu¨ent.
D’altra banda, un altre punt que val la pena analitzar e´s la complexitat de cada un dels algorismes.
Farem un ca`lcul aproximat sense entrar gaire en detalls. Posarem n per denotar el rang del grup
lliure i l per denotar la longitud d’un automorfisme.
Algorisme de Whitehead per forc¸a bruta.
Ate`s que el nombre d’automorfismes de Whitehead de tipus 2 e´s de l’ordre de 2n i que a cada pas
com a mı´nim redu¨ım la longitud en una unitat, tenim que la complexitat e´s de l’ordre de
(2n)(l−n) = 2n(l−n).
Algorisme de Whitehead millorat.
Ens referim a la millora en la tria de l’automorfisme de Whitehead que disminueix me´s la longitud
que hem mencionat el l’observacio´ 16. Aix´ı doncs, per [19] sabem que existeix un enter k de manera
que escollir automorfisme de Whitehead costa de l’ordre de nk. Tenim, doncs, que la complexitat
e´s de l’ordre de (
nk
)(l−n)
= nk(l−n).
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Algorisme de Nielsen per forc¸a bruta.
Sigui M el nombre ma`xim de transformacions elementals de Nielsen que podem haver d’encadenar
per tal de disminuir la longitud de la base lliure associada a l’automorfisme. E´s clar que aquesta
M admet com a cota ma`xima φ(W ), on W e´s la base lliure de Fn associada a l’automorfisme
inicial, ja que el pes s’ha de reduir com a mı´nim una unitat en cada pas. Ara, com que el nombre
d’automorfismes de Nielsen que no pertanyen al grup sime`tric este`s e´s de l’ordre de n2, e´s clar que
la complexitat de l’algorisme e´s de l’ordre de(
n2
)M(l−n)
= n2M(l−n).
Hem vist, doncs, que si e´s done´s el cas que M fos una constant, tindr´ıem automa`ticament una
demostracio´ del fet que l’algorisme de Whitehead pot aconseguir-se en temps polinomial. La
proposicio´ segu¨ent mostra que aquesta hipo`tesi no pot donar-se, ja que podem construir un algo-
risme que necessita un nombre d’igualtats lineal en el rang del grup lliure.
Proposicio´ 16. Sigui Fn = 〈x1, . . . , xn〉. L’automorfisme donat per
w1 = x2x1x
−1
2
w2 = x2x4
w3 = x
−1
4 x5
. . .
wi = x
−1
i+1xi+2
. . .
wn−2 = x−1n−1xn
wn−1 = x−1n x
−1
3
wn = x3x
−1
1 x2x1x
−1
3
necessita exactament n − 2 TEN consecutives mantenint la longitud abans de fer el primer pas
descendent.
Notem que aquest automorfisme e´s una generalitzacio´ de l’exemple que hem usat per demostrar
que amb els automorfismes de Nielsen no podem obtenir un algorisme estrictament descendent en
la longitud de les bases lliures.
Demostracio´. Primer de tot cal demostrar que 〈w1, . . . , wn〉 = Fn. Considerem el graf Γ associat
a w1, . . . , wn:
Si fem els n− 2 plecs d’Stallings marcats en la figura anterior obtenim el graf segu¨ent:
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I el plec n− 1 marcat e´s el primer que disminueix la longitud. En fer-lo obtenim el graf segu¨ent:
Finalment, si en fem els plecs marcats en el graf anterior obtenim la rosa de n fulles, e´s a dir,
〈w1, . . . , wn〉 = Fn.
Observem que la sequ¨e`ncia dels dos grafs anteriors tambe´ serveix per a justificar que es necessiten
exactament n− 1 TEN per redu¨ır la longitud.
Aplicacio´ dels algorismes descendents de Nielsen-Bogoploski i Whitehead: obtencio´
d’una cota superior de la longitud d’un automorfisme dins del graf de Cayley de
Aut(Fn).
E´s clar que un automorfisme, ϕ, del grup lliure de rang n i el seu invers, ϕ−1, tenen la mateixa
longitud dins del graf de Cayley del grup d’automorfismes del grup lliure de rang n, sigui quin sigui
el conjunt de generadors que considerem. Siguin kϕ i kϕ−1 el nombre d’automorfismes de Nielsen o
de Whitehead que s’obtenen aplicant l’algorisme de Nielsen o l’algorisme de Whitehead a ϕ i ϕ−1,
respectivament. Aleshores,
|ϕ|Aut(Fn) ≤ min{kϕ, kϕ−1}.
Ate`s que el nombre d’automorfismes de Whitehead e´s superior al nombre d’automorfismes de
Nielsen i que, de fet, els primers contenen els segons, la longitud dins del graf de Cayley associat
als automorfismes de Whitehead sempre sera` inferior o igual a la longitud dins del graf de Cayley
associat als automorfismes de Nielsen. I el mateix ens passara` a l’hora d’aplicar els dos algorismes
descendents.
D’altra banda, e´s probable que, en general, el camı´ mı´nim dins del graf de Cayley associat a la
presentacio´ de Nielsen o a la presentacio´ de Whitehead no es correspongui amb una sequ¨e`ncia
decreixent en la longitud. Ja hem dit que una possible causa e´s el fet d’haver d’imposar un ordre
arbitrari en els casos en els quals l’algorisme de Nielsen no disminueix estrictament la longitud
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(exemple 2). Pero` aquest fet tambe´ espot donar en casos en els quals la longitud el l’algorisme de
Nielsen disminueixi. De fet, pot donar-se tambe´ en l’algorisme de Whitehead, que e´s estrictament
decreixent. La dificultat per trobar-ne exemples consisteix en el fet que, per computar camins
mı´nims, no tenim alternativa a la cerca exhaustiva i, per tant, el temps d’execucio´ e´s exponencial.
Per buscar un exemple en el qual la longitud donada per l’algorisme de Nielsen no sigui mı´nima
i que no provingui de l’ordre triat hem computat el quadrat de l’automorfisme de l’exemple 2
(exemple 9) i hem usant la relacio´ (R6) de McCool. Aix´ı hem aconseguit trobar un camı´ de
longitud inferior al camı´ donat per l’algorisme de Nielsen que no es correspon a cap camı´ descen-
dent. Ara be´, en aplicar el mateix algorisme al seu invers obtenim un camı´ d’igual longitud que, a
me´s, e´s descendent. El fet que la longitud dels camins que volem mirar sigui d’onze automorfismes
impossibilita comprovar computacionalment si el camı´ trobat e´s o no mı´nim dins del graf de Cayley.
Cal dir, per acabar, que un control sobre quan difereixen, en general, la cota superior que obtenim
mitjanc¸ant els algorismes i la longitud del camı´ mı´nim dins del graf de Cayley ens permetria
abordar el problema de la distorsio´ de Aut(Fn) dins de Aut(Fn+1). Nome´s s’hauria de tenir en
compte que, si considerem la inclusio´
Aut(Fn) ↪→ Aut(Fn+1)
(w1, . . . , wn) 7→ (w1, . . . , wn, xn+1),
tots dos algorismes do´nen la mateixa descomposicio´ independentment del grup on els apliquem.
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Cap´ıtol 5
Exemples
En aquest cap´ıtol recopilem uns quants exemples que il·lustren les propietats i observacions del
algorismes de Nielsen i Whitehead que hem fet al cap´ıtol anterior. Tots els exemples so´n sobre α,
α−1, α2 o α−2, on α e´s l’automorfisme de F3 segu¨ent:
α : F3 −→ F3
a 7−→ bab−1
b 7−→ bc
c 7−→ c−1aba−1c.
Notem que aquest automorfisme ja ha sortit anteriorment i, per tant, no cal que tornem a de-
mostrar que e´s automorfisme.
A continuacio´ fem una taula dels fets que volem mostrar i els exemples corresponents.
Algorisme de Whitehead Exemples 1, 6.
Algorisme de Nielsen avar Exemples 2, 7.
Algorisme de Nielsen no estrictament decreixent Exemple 2.
Pics en les longituds reals de l’algorisme de Nielsen Exemple 2.
No optimalitat a causa de l’ordre en l’algorisme de Nielsen Exemples 2, 4.
Plecs de Stallings-Nielsen acumulats Exemples 3, 5.
Problema`tica en l’acumulacio´ de plecs de Stallings-Nielsen Exemple 8.
Dificultat per trobar l’automorfisme de Whitehead descendent Exemple 6.
Camins algor´ısmics no mı´nims dins del graf de Cayley Exemples 4, 9.
5.1 Exemple 1: algorisme de Whitehead aplicat a α
En aquest exemple els grafs de Whitehead mostren com en un cas suficientment petit e´s senzill
trobar a ull la particio´ que indueix un automorfisme de Whitehead amb major dismimucio´ de la
longitud.
Considerem la paraula c´ıclica w = bab−1tbctc−1aba−1ct i dibuixem el seu graf de Whitehead:
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Del graf dedu¨ım que l’automorfisme de Whitehead que disminueix me´s la longitud e´s
ψ1 =
({a, a−1, c−1}, b) .
Definim, doncs,
w1 = wψ1 = atctc
−1aba−1ct.
Ara dibuixem el graf de Whitehead de w1:
Del graf dedu¨ım que l’automorfisme de Whitehead que disminueix me´s la longitud e´s
ψ2 =
({b, b−1}, a) .
Definim, doncs,
w2 = w1ψ2 = atctc
−1bct.
Es veu a simple vista que ara hem d’aplicar
ψ3 =
({b, b−1}, c−1) ,
i obtenim w3 = atctbt.
Per tant, ψ4 = (b, c)(b
−1, c−1).
Hem obtingut, doncs,
αψ1ψ2ψ3ψ4 = id
i, per tant, la descomposicio´ de α donada per l’automorfisme de Whitehead e´s
α = (b, c)(b−1, c−1)({b, b−1}, c)({b, b−1}, a−1)({a, a−1, c−1}, b−1).
64
5.2 Exemple 2: algorisme de Nielsen aplicat a α
Aquest exemple ens mostra un cas en elqual l’algorisme de Nielsen no e´s estrictament decreixent.
A me´s, com que per resoldre el casos en que` la longitud es mante´ s’ha de fer servir un ordre escollit
pre`viament, aquest exemple juntament amb l’exemple 4 demostren que l’ordre establert pot ser
un impediment per a trobar el camı´ mı´nim entre els camins descendents. Finalment, en aquest
exemple tambe´ hi hem inclo`s la gra`fica de les longituds de les diferents bases lliures aplicant les
transformacions elementals de l’algorisme (gra`fica decreixent) i la gra`fica de les longituds de les
bases lliures aplicant-hi els automorfismes de Nielsen que s’obtenen de l’algorisme. Podem con-
statar, doncs, que en aquest cas la segona gra`fica te´ un pic.
Primer de tot cal que definimun ordre al conjunt {a, a−1, b, b−1, c, c−1}. Triem l’ordre segu¨ent:
a ≺ a−1 ≺ b ≺ b−1 ≺ c ≺ c−1.
Ara apliquem l’algorisme de Nielsen avar:
1. r = 1.
(a) Tenim |W | = 3 + 2 + 5 = 10 > 3.
(b) Constru¨ım la taula segu¨ent:
i 1 2 3
|wi| 3 2 5
wi bab
−1 bc c−1aba−1c
Swi ba bc c
−1ab
Sw−1i ba
−1 c−1b−1 c−1ab−1
(c) Els segments inicials majors de W± so´n a¨ıllats.
(d) w2 te´ longitud parell i cap de les dues meitats e´s a¨ıllada. Tenim, doncs,
v = w2 = pq
−1, amb p = b i q = c−1,
u = w1 i
w = w3.
Ate`s que p ≺ q fem:
i. w3 = w2w3 = bcc
−1aba−1c = baba−1c.
ii. Modifiquem l’u´ltima columna de la taula:
i 1 2 3
|wi| 3 2 5
wi bab
−1 bc baba−1c
Swi ba bc bab
Sw−1i ba
−1 c−1b−1 c−1ab−1
iii. Definim ψ1 com l’automorfisme de Nielsen donat per c 7→ bc.
2. r = 2.
(a) |W | = 3 + 2 + 5 = 10 > 3.
(b) Tenim Sw3 = Sw1b. Per tant fem:
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i. w3 = w
−1
1 w3 = ba
−1b−1baba−1c = bba−1c.
ii. Modifiquem l’u´ltima columna de la taula:
i 1 2 3
|wi| 3 2 4
wi bab
−1 bc bba−1c
Swi ba bc bba
−1
Sw−1i ba
−1 c−1b−1 c−1ab−1
iii. Definim ψ2 com l’automorfisme de Nielsen donat per c 7→ a−1c.
3. r = 3.
(a) |W | = 3 + 2 + 4 = 9 > 3.
(b) Els segments inicials majors de W± so´n a¨ıllats.
(c) w2 te´ longitud parell i cap de les dues meitats e´s a¨ıllada. Tenim, doncs,
v = w2 = pq
−1, amb p = b i q = c−1,
u = w1 i
w = w−13 .
Ate`s que p ≺ q fem:
i. w3 = w2w
−1
3 = bcc
−1ab−1b−1 = bab−1b−1.
ii. Modifiquem l’u´ltima columna de la taula:
i 1 2 3
|wi| 3 2 4
wi bab
−1 bc bab−1b−1
Swi ba bc bab
−1
Sw−1i ba
−1 c−1b−1 bba−1
iii. Definim ψ3 com l’automorfisme de Nielsen donat per c 7→ c−1.
iv. Definim ψ4 com l’automorfisme de Nielsen donat per c 7→ bc.
v. r = 4.
4. r = 5.
(a) |W | = 3 + 2 + 4 = 9 > 3.
(b) Tenim Sw3 = Sw1b
−1. Per tant fem:
i. w3 = w
−1
1 w3 = ba
−1b−1bab−1b−1 = b−1.
ii. Modifiquem l’u´ltima columna de la taula:
i 1 2 3
|wi| 3 2 1
wi bab
−1 bc b−1
Swi ba bc b
−1
Sw−1i ba
−1 c−1b−1 b
iii. Definim ψ5 com l’automorfisme de Nielsen donat per c 7→ a−1c.
5. r = 6.
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(a) |W | = 3 + 2 + 1 = 6 > 3.
(b) Tenim Sw1 = Sw−13 a. Per tant fem:
i. w1 = w3w1 = b
−1bab−1 = ab−1.
ii. Modifiquem la segona columna de la taula:
i 1 2 3
|wi| 2 2 1
wi ab
−1 bc b−1
Swi ab
−1 bc b−1
Sw−1i ba
−1 c−1b−1 b
iii. Definim ψ6 com l’automorfisme de Nielsen donat per a 7→ ca.
6. r = 7.
(a) |W | = 2 + 2 + 1 = 5 > 3.
(b) Tenim Sw−11 = Sw
−1
3
a−1. Per tant fem:
i. w1 = w1w
−1
3 = ab
−1b = a.
ii. Modifiquem la segona columna de la taula:
i 1 2 3
|wi| 1 2 1
wi a bc b
−1
Swi a bc b
−1
Sw−1i a
−1 c−1b−1 b
iii. Definim ψ7 com l’automorfisme de Nielsen donat per a 7→ ac−1.
7. r = 8.
(a) |W | = 1 + 2 + 1 = 4 > 3.
(b) Tenim Sw2 = Sw−13 c. Per tant fem:
i. w2 = w3w2 = b
−1bc = c.
ii. Modifiquem la segona columna de la taula:
i 1 2 3
|wi| 1 1 1
wi a c b
−1
Swi a c b
−1
Sw−1i a
−1 c−1 b
iii. Definim ψ8 com l’automorfisme de Nielsen donat per b 7→ cb.
8. r = 9.
(a) |W | = 1 + 1 + 1 = 3.
(b) Definim ψ9 com l’automorfisme de Nielsen de tipus 1 donat per la permutacio´
σ = (b, c−1, b−1, c).
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9. Finalment tenim ϕi = ψ
−1
i per i = 1, . . . , 9, i, per tant,
α = ϕ1 . . . ϕ9
= (c 7→ b−1c)(c 7→ ac)(c 7→ c−1)(c 7→ b−1c)(c 7→ ac)(a 7→ c−1a)(a 7→ ac)(b 7→ c−1b)σ.
Comprovem-ho:
F3
ϕ1−→ F3 ϕ2−→ F3 ϕ3−→ F3 ϕ4−→ F3 ϕ5−→ F3
a 7−→ a 7−→ a 7−→ a 7−→ a 7−→ a
b 7−→ b 7−→ b 7−→ b 7−→ b 7−→ b
c 7−→ b−1c 7−→ b−1ac 7−→ b−1ac−1 7−→ b−1ac−1b 7−→ b−1ac−1a−1b
ϕ6−→ F3 ϕ7−→ F3 ϕ8−→ F3 ϕ9−→ F3
7−→ c−1a 7−→ c−1ac 7−→ c−1ac 7−→ bab−1
7−→ b 7−→ b 7−→ c−1b 7−→ bc
7−→ b−1c−1ac−1a−1cb 7−→ b−1c−1ac−1a−1cb 7−→ b−1ac−1a−1b 7−→ c−1aba−1c.
Ara mostrem les gra`fiques de les longituds:
Longituds en TEN: Longituds en AN:
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5.3 Exemple 3: plecs de Stallings-Nielsen de α
En aquest exemple mostrem els plecs de Stallings-Nielsen acumulats en un mateix graf. Podem
veure que el nombre de plecs necessaris e´s inferior al nombre de transformacions elementals de
Nielsen. Notem que en la representacio´ gra`fica de l’algorisme no es te´mai en compte l’u´ltim auto-
morfisme, que pertany al grup sime`tric este`s.
Els plecs de Stallings-Nielsen de α segueixen l’esquema segu¨ent:
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5.4 Exemple 4: camı´ mı´nim dins del graf de Cayley de α
A continuacio´ trobarem un camı´ mı´nim dins del graf de Cayley per l’automorfisme α. Aquest camı´
mı´nim prove´ de la descomposicio´ de l’invers de l’automorfisme donada per l’algorisme de Nielsen.
A me´s, el camı´ que obtenim e´s descendent en la longitud de les transformacions de Nielsen elemen-
tals aplicades i, per tant, aquest cas exemplifica el fet que l’ordre escollit pot ser un impediment a
l’hora de trobar un camı´ descendent mı´nim.
Considerem l’automorfisme α−1, que ve donat per
w1 = a
−1bc−1b−1abcb−1a,
w2 = a
−1bcb−1a i
w3 = a
−1bc−1b−1ab.
Apliquem l’algorisme de Nielsen avar:
1. r = 1.
(a) Tenim |W | = 9 + 5 + 6 = 20 > 3.
(b) Constru¨ım la taula segu¨ent:
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i 1 2 3
|wi| 3 2 5
wi a
−1bc−1b−1abcb−1a a−1bcb−1a a−1bc−1b−1ab
w−1i a
−1bc−1b−1a−1bcb−1a a−1bc−1b−1a b−1a−1bcb−1a
(c) La coincide`ncia ma`xima e´s: w1 = w3cb
−1a.
(d) Fem w1 7→ w−13 w1, e´s a dir, w1 = cb−1a.
(e) Definim ψ1 com l’automorfisme de Nielsen donat per a 7→ c−1a.
(f) Modifiquem la primera columna de la taula:
i 1 2 3
|wi| 3 2 5
wi cb
−1a a−1bcb−1a a−1bc−1b−1ab
w−1i a
−1bc−1 a−1bc−1b−1a b−1a−1bcb−1a
2. r = 2.
(a) |W | = 3 + 5 + 6 = 14 > 3.
(b) La coincide`ncia ma`xima e´s: w3 = w
−1
2 b.
(c) Fem w3 7→ w2w3, e´s a dir, w3 = b.
(d) Definim ψ2 com l’automorfisme de Nielsen donat per c 7→ bc.
(e) Modifiquem la darrera columna de la taula:
i 1 2 3
|wi| 3 2 5
wi cb
−1a a−1bcb−1a b
w−1i a
−1bc−1 a−1bc−1b−1a b−1
3. r = 3.
(a) |W | = 3 + 5 + 1 = 9 > 3.
(b) La coincide`ncia ma`xima e´s: w−12 = w
−1
1 b
−1a.
(c) Fem w2 7→ w2w−11 , e´s a dir, w2 = a−1b.
(d) Definim ψ3 com l’automorfisme de Nielsen donat per b 7→ ba−1.
(e) Modifiquem la segona columna de la taula:
i 1 2 3
|wi| 3 2 5
wi cb
−1a a−1b b
w−1i a
−1bc−1 b−1a b−1
4. r = 4.
(a) |W | = 3 + 2 + 1 = 6 > 3.
(b) La coincide`ncia ma`xima e´s: w−11 = w2c.
(c) Fem w1 7→ w1w2, e´s a dir, w1 = c.
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(d) Definim ψ4 com l’automorfisme de Nielsen donat per a 7→ ab.
(e) Modifiquem la primera columna de la taula:
i 1 2 3
|wi| 3 2 5
wi c a
−1b b
w−1i c
−1 b−1a b−1
5. r = 5.
(a) |W | = 1 + 2 + 1 = 4 > 3.
(b) La coincide`ncia ma`xima e´s: w−12 = w
−1
3 a.
(c) Fem w2 7→ w2w−13 , e´s a dir, w2 = a−1.
(d) Definim ψ5 com l’automorfisme de Nielsen donat per b 7→ bc−1.
(e) Modifiquem la segona columna de la taula:
i 1 2 3
|wi| 3 2 5
wi c a
−1 b
w−1i c
−1 a b−1
6. r = 6.
(a) |W | = 1 + 1 + 1 = 3.
(b) Definim ψ6 com la permutacio´ (a, b
−, c−1, a−1, b, c).
Tenim, doncs,
α−1 = ψ−11 ψ
−1
2 ψ
−1
3 ψ
−1
4 ψ
−1
5 ψ
−1
6 .
Comprovem-ho:
F3
ψ−11−→ F3 ψ
−1
2−→ F3 ψ
−1
3−→ F3 ψ
−1
4−→ F3 ψ
−1
5−→ F3
a 7−→ ca 7−→ b−1ca 7−→ a−1b−1ca 7−→ ba−1b−1cab−1 7−→ bca−1c−1b−1cac−1b−1
b 7−→ b 7−→ b 7−→ ba 7−→ bab−1 7−→ bcac−1b−1
c 7−→ c 7−→ b−1c 7−→ a−1b−1c 7−→ ba−1b−1c 7−→ bca−1c−1b−1c.
Finalment, aplicant la permutacio´ ψ−16 = (a, c, b, a
−1, c−1, b−1) obtenim:
w1 = a
−1bc−1b−1abcb−1a,
w2 = a
−1bcb−1a i
w3 = a
−1bc−1b−1ab,
e´s a dir, α−1.
Tenim, doncs, |α|Aut(Fn) ≤ 6. A me´s, hem programat i executat l’algorisme de cerca exhaustiva i
no hi ha cap camı´ de 5 Nielsens o menys que ens doni α. Per tant, |α|Aut(Fn) = 6.
Ara cal fer l’invers d’aixo` per tal d’obtenir α i mirar si les transformacions elementals de Nielsen
associades als automorfismes de Nielsen corresponents do´nen un camı´ descendent o no.
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Obtenim:
α = (a, b−1, c−1, a−1, b, c)(b 7→ bc−1)(a 7→ ab)(b 7→ ba−1)(c 7→ bc)(a 7→ c−1a).
Ara be´, e´s clar que la permutacio´ podem moure-la fins a la dreta del tot usant la relacio´:
σ(xi 7→ xixj) = (σ−1(xi) 7→ σ−1(xi)σ−1(xj))σ.
Per tant,
α = (a 7→ ba)(c 7→ ca−1)(a 7→ ca)(b 7→ a−1b)(c 7→ b−1c)(a, b−1, c−1, a−1, b, c).
Finalment, cal aplicar la sequ¨e`ncia de transformacions elementals de Nielsen corresponents a aque-
sta descomposicio´ a α:
w1 = bab
−1
w2 = bc
w3 = c
−1aba−1c
 w1 7→w−12 w1−→

w1 = c
−1ab−1
w2 = bc
w3 = c
−1aba−1c
 w3 7→w3w1−→

w1 = c
−1ab−1
w2 = bc
w3 = c
−1a
 w1 7→w−13 w1−→
w1 = b
−1
w2 = bc
w3 = c
−1a
 w2 7→w1w2−→

w1 = b
−1
w2 = c
w3 = c
−1a
 w3 7→w2w3−→

w1 = b
−1
w2 = c
w3 = a
 σ−→

w1 = a
w2 = b
w3 = c,
on σ = (a, c, b, a−1, c−1, b−1).
5.5 Exemple 5: plecs de Stallings-Nielsen de α−1
Aquest exemple mostra que en certes ocasions el nombre de plecs de Stallings-Nielsen acumulats
al graf de Stallings de α−1 i el nombre de transformacions elementals de Nielsen necessa`ries poden
coincidir.
Els plecs de Stallings-Nielsen acumulats al graf de Stallings de α−1 segueixen l’esquema segu¨ent:
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5.6 Exemple 6: algorisme de Whitehead aplicat a α2
En aquest exemple veiem que, quan l’automorfisme comenc¸a a tenir certa longitud, e´s compli-
cat trobar el conjunt de tall que indueix un automorfisme de Whitehead amb major disminucio´
de la longitud. De totes maneres, com que pre`viament hem executat l’algorisme de Whitehead
i, per tant, hem obtingut una descomposicio´ de l’automorfisme en producte d’autmorfismes de
Whitehead, els grafs ja estan dibuixats per tal que el conjunt de tall i el grau del ve`rtex distingit
s’identifiquin.
Si calculem el quadrat de l’algorisme α veiem que α2 ve donat per:
F3 −→ F3
a 7−→ bcbab−1c−1b−1
b 7−→ baba−1c
c 7−→ c−1ab−1a−1cbacba−1b−1c−1aba−1c.
Considerem la paraula c´ıclica
w = bcbab−1c−1b−1tbcbab−1c−1b−1tc−1ab−1a−1cbacba−1b−1c−1aba−1ct,
i dibuixem el seu graf de Whitehead:
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Tenim, doncs, que l’automorfisme de Whitehead que disminueix me´s la longitud e´s
ψ1 =
({a, a−1, c−1}, b) .
Definim w1 = wψ. Aix´ı,
w1 = cac
−1taba−1ctc−1ab−1a−1caca−1c−1aba−1ct.
El graf de Whitehead associat a w1 e´s el segu¨ent:
Ara apliquem l’automorfisme de Whitehead ψ2 = ({b, b−1}, a) a w1 i obtenim
w2 = cac
−1tbctc−1b−1caca−1c−1bct.
El graf de Whitehead associat a w2 e´s el segu¨ent:
Apliquem l’automorfisme de Whitehead ψ3 = ({a, a−1}, c) a w2 i obtenim
w3 = atbctc
−1b−1aca−1bct.
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El graf de Whitehead associat a w3 e´s el segu¨ent:
Apliquem l’automorfisme de Whitehead ψ4 = ({b}, c−1) a w3 i obtenim
w4 = atbtb
−1aca−1bt.
I ara ja es veu a simple vista que ψ5 = ({c, c−1}, a) i ψ6 = ({c, c−1}, b−1) completen la descomposicio´.
Tenim, doncs,
α2ψ1 . . . ψ6 = id
i, per tant,
α2 = ψ−16 ψ
−1
5 ψ
−1
4 ψ
−1
3 ψ
−1
2 ψ
−1
1
= ({c, c−1}, b) ({c, c−1}, a−1) ({b}, c) ({a, a−1}, c−1) ({b, b−1}, a−1) ({a, a−1, c−1}, b−1) .
5.7 Exemple 7: algorisme de Nielsen aplicat a α2
Apliquem l’algorisme de Nielsen avar a α2.
1. r = 1. |W | = 7 + 5 + 16 = 28.
w1 = bcbab
−1c−1b−1 w−11 = bcba
−1b−1c−1b−1
w2 = baba
−1c w−12 = c
−1ab−1a−1b−1
w3 = c
−1ab−1a−1cbacba−1b−1c−1aba−1c w−13 = c
−1ab−1a−1cbab−1c−1a−1b−1c−1aba−1c
(a) w3 = w2w3 = bcbacba
−1b−1c−1aba−1c.
(b) ϕ1 : c 7→ bc.
w1 = bcbab
−1c−1b−1 w−11 = bcba
−1b−1c−1b−1
w2 = baba
−1c w−12 = c
−1ab−1a−1b−1
w3 = bcbacba
−1b−1c−1aba−1c w−13 = c
−1ab−1a−1cbab−1c−1a−1b−1c−1b−1
2. r = 2. |W | = 7 + 5 + 13 = 25.
(a) w3 = w3w
−1
2 = bcbacba
−1b−1c−1b−1.
(b) ϕ2 : c 7→ cb−1.
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w1 = bcbab
−1c−1b−1 w−11 = bcba
−1b−1c−1b−1
w2 = baba
−1c w−12 = c
−1ab−1a−1b−1
w3 = bcbacba
−1b−1c−1b−1 w−13 = bcbab
−1c−1a−1b−1c−1b−1
3. r = 3. |W | = 7 + 5 + 10 = 22.
(a) w3 = w3w1 = bcbab
−1.
(b) ϕ3 : c 7→ ca.
w1 = bcbab
−1c−1b−1 w−11 = bcba
−1b−1c−1b−1
w2 = baba
−1c w−12 = c
−1ab−1a−1b−1
w3 = bcbab
−1 w−13 = ba
−1b−1c−1b−1
4. r = 4. |W | = 7 + 5 + 5 = 17.
(a) w1 = w
−1
3 w1 = c
−1b−1.
(b) ϕ4 : a 7→ c−1a.
w1 = c
−1b−1 w−11 = bc
w2 = baba
−1c w−12 = c
−1ab−1a−1b−1
w3 = bcbab
−1 w−13 = ba
−1b−1c−1b−1
5. r = 5. |W | = 2 + 5 + 5 = 12.
(a) w3 = w1w3 = bab
−1.
(b) ϕ5 : c 7→ ac.
w1 = c
−1b−1 w−11 = bc
w2 = baba
−1c w−12 = c
−1ab−1a−1b−1
w3 = bab
−1 w−13 = ba
−1b−1
6. r = 6. |W | = 2 + 5 + 3 = 10.
(a) w2 = w
−1
3 w2 = bba
−1c.
(b) ϕ6 : b 7→ c−1b.
w1 = c
−1b−1 w−11 = bc
w2 = bba
−1c w−12 = c
−1ab−1b−1
w3 = bab
−1 w−13 = ba
−1b−1
7. r = 7. |W | = 2 + 4 + 3 = 9.
(a) w2 = w2w1 = bba
−1b−1.
(b) ϕ7 : b 7→ ba.
w1 = c
−1b−1 w−11 = bc
w2 = bba
−1b−1 w−12 = bab
−1b−1
w3 = bab
−1 w−13 = ba
−1b−1
8. r = 8. |W | = 2 + 4 + 3 = 9.
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(a) w2 = w2w3 = b.
(b) ϕ8 : b 7→ bc.
w1 = c
−1b−1 w−11 = bc
w2 = b w
−1
2 = b
−1
w3 = bab
−1 w−13 = ba
−1b−1
9. r = 9. |W | = 2 + 1 + 3 = 6.
(a) w1 = w1w2 = c
−1.
(b) ϕ9 : a 7→ ab.
w1 = c
−1 w−11 = c
w2 = b w
−1
2 = b
−1
w3 = bab
−1 w−13 = ba
−1b−1
10. r = 10. |W | = 1 + 1 + 3 = 5.
(a) w3 = w
−1
2 w3 = ab
−1.
(b) ϕ10 : c 7→ b−1c.
w1 = c
−1 w−11 = c
w2 = b w
−1
2 = b
−1
w3 = ab
−1 w−13 = ba
−1
11. r = 11. |W | = 1 + 1 + 2 = 4.
(a) w3 = w3w2 = a.
(b) ϕ11 : c 7→ cb.
w1 = c
−1 w−11 = c
w2 = b w
−1
2 = b
−1
w3 = a w
−1
3 = a
−1
12. r = 12. |W | = 1 + 1 + 1 = 3.
(a) ϕ12 = (a, c, a
−1, c−1).
Per tant, tenim:
α2 = (c 7→ b−1c)(c 7→ cb)(c 7→ ca−1)(a 7→ ca)(c 7→ a−1c)(b 7→ cb)
(b 7→ ba−1)(b 7→ bc−1)(a 7→ ab−1)(c 7→ bc)(c 7→ cb−1)(a, c−1, a−1, c).
Comprovem-ho:
F3 −→ F3 −→ F3 −→ F3 −→ F3 −→ F3
a 7−→ a 7−→ a 7−→ a 7−→ ca 7−→ a−1ca
b 7−→ b 7−→ b 7−→ b 7−→ b 7−→ b
c 7−→ b−1c 7−→ b−1cb 7−→ b−1ca−1b 7−→ b−1ca−1c−1b 7−→ b−1a−1ca−1c−1ab
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−→ F3 −→ F3 −→ F3
7−→ a−1ca 7−→ a−1ca 7−→ a−1ca
7−→ cb 7−→ cba−1 7−→ cbc−1a−1
7−→ b−1c−1a−1ca−1c−1acb 7−→ ab−1c−1a−1ca−1c−1acba−1 7−→ acb−1c−1a−1ca−1c−1acbc−1a−1
−→ F3 −→ F3
7−→ a−1ca 7−→ ba−1bcab−1
7−→ cbc−1a−1 7−→ bcbc−1a−1
7−→ ab−1cb−1c−1ba−1cba−1c−1abcbc−1ba−1 7−→ acb−1c−1a−1bcba−1c−1b−1acbc−1a−1
F3 −→ F3
ba−1bcab−1 7−→ ba−1bcb−1ab−1
bcbc−1a−1 7−→ bcbc−1a−1
acb−1c−1a−1bcba−1c−1b−1acbc−1a−1 7−→ acb−1c−1a−1bca−1bc−1b−1acbc−1a−1.
Finalment, si apliquem la permutacio´ (a, c−1, a−1, c) obtenim
w1 = bcbab
−1c−1b−1
w2 = baba
−1c
w3 = c
−1ab−1a−1cbacba−1b−1c−1aba−1c,
e´s a dir, α2.
5.8 Exemple 8: plecs de Stallings-Nielsen de α2
Aquest cas mostra la problema`tica en acumular els plecs de Stallings-Nielsen al graf inicial, ja que
passem per un graf que representa un element de la base lliure com a frontera de me´s d’una cel·la.
Els plecs de Stallings-Nielsen acumulats de α2 segueixen l’esquema segu¨ent:
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5.9 Exemple 9: un camı´ me´s curt de α2 dins del graf de
Cayley
En aquest exemple mostrem que l’algorisme de Nielsen avar no sempre ens do´na un camı´ mı´nim
dins del graf de Cayley. De fet, veiem un exemple on podem trobar un camı´ me´s curt pagant el
preu de perdre la propietat que les longituds siguins descendents. Per trobar aquest camı´ hem
usat el quadrat d’un automorfisme i larelacio´ (R6) de McCool. La curiositat d’aquest cas e´s que si
apliquem l’algorisme de Nielsen a l’invers de l’automorfisme estudiat, obtenim un camı´ descendent
de la mateixa longitud.
Hem vist que aplicant l’algorisme de Nielsen a α2 obten´ıem un camı´ de longitud 12. D’altra banda,
pero`, tenim la descomposicio´ de α i podem passar els elements del grup sime`tric exte`s a la dreta del
tot usant la relacio´ (R6) de McCool. D’aquesta manera obtenim un camı´ de longitud 11. Vegem-ho:
Recordem que tenim:
α = (a 7→ ba)(c 7→ ca−1)(a 7→ ca)(b 7→ a−1b)(c 7→ b−1c)(a, b−1, c−1, a−1, b, c).
Per tant,
α2 = [(a 7→ ba)(c 7→ ca−1)(a 7→ ca)(b 7→ a−1b)(c 7→ b−1c)(a, b−1, c−1, a−1, b, c)]2,
e´s a dir,
α2 = (a 7→ ba)(c 7→ ca−1)(a 7→ ca)(b 7→ a−1b)(c 7→ b−1c)(a, b−1, c−1, a−1, b, c)
(a 7→ ba)(c 7→ ca−1)(a 7→ ca)(b 7→ a−1b)(c 7→ b−1c)(a, b−1, c−1, a−1, b, c).
Ara be´, e´s clar que la permutacio´ que ens ha quedat al mig podem moure-la fins a la dreta del tot
usant la relacio´:
σ(xi 7→ xixj) = (σ−1(xi) 7→ σ−1(xi)σ−1(xj))σ.
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Finalment obtenim:
α2 = (a 7→ ba)(c 7→ ca−1)(a 7→ ca)(b 7→ a−1b)(c 7→ b−1c)
(c 7→ a−1c)(b 7→ bc−1)(c 7→ bc)(a 7→ ac)(b 7→ ab)σ2,
on σ = (a, b−1, c−1, a−1, b, c) i, per tant, σ2 = (a, c−1, b)(a−1, c, b−1).
Comprovem-ho:
a
b
c
a 7→ba7−→
ba
b
c
c 7→ca−17−→
ba
b
ca−1
a 7→ca7−→
bca
b
ca−1c−1
b7→a−1b7−→
a−1bca
a−1b
ca−1c−1
c 7→b−1c7−→
a−1ca
a−1b
b−1ca−1c−1b
c 7→a−1c7−→
a−1a−1ca
a−1b
b−1a−1ca−1c−1ab
b7→bc−17−→
a−1a−1ca
a−1bc−1
cb−1a−1ca−1c−1abc−1
c7→bc7−→
a−1a−1bca
a−1bc−1b−1
bcb−1a−1bca−1c−1b−1abc−1b−1
a7→ac7−→
c−1a−1c−1a−1bcac
c−1a−1bc−1b−1
bcb−1c−1a−1ba−1c−1b−1acbc−1b−1
b 7→ab7−→
c−1a−1c−1bcac
c−1bc−1b−1a−1
abcb−1a−1c−1ba−1c−1b−1cabc−1b−1a−1
Finalment, aplicant σ2 obtenim
bcbab−1c−1b−1
baba−1c
c−1ab−1a−1cbacba−1b−1c−1aba−1c,
e´s a dir, α2.
Vegem ara com actuen les transformacions elementals de Nielsen associades a aquest camı´, i les
seves longituds:
w1 = bcbab
−1c−1b−1
w2 = baba
−1c
w3 = c
−1ab−1a−1cbacba−1b−1c−1aba−1c
|W | = 28
w1=w
−1
2 w17−→
w1 = c
−1ab−1a−1cbab−1c−1b−1
w2 = baba
−1c
w3 = c
−1ab−1a−1cbacba−1b−1c−1aba−1c
|W | = 31
w3=w3w17−→
w1 = c
−1ab−1a−1cbab−1c−1b−1
w2 = baba
−1c
w3 = c
−1ab−1a−1cbab−1
|W | = 23
w1=w
−1
3 w17−→
w1 = c
−1b−1
w2 = baba
−1c
w3 = c
−1ab−1a−1cbab−1
|W | = 15
w2=w1w27−→
w1 = c
−1b−1
w2 = c
−1aba−1c
w3 = c
−1ab−1a−1cbab−1
|W | = 15
w3=w2w37−→
w1 = c
−1b−1
w2 = c
−1aba−1c
w3 = bab
−1
|W | = 10
w3=w1w37−→
w1 = c
−1b−1
w2 = c
−1aba−1c
w3 = c
−1ab−1
|W | = 10
w2=w2w37−→
w1 = c
−1b−1
w2 = c
−1a
w3 = c
−1ab−1
|W | = 7
w3=w
−1
2 w37−→
w1 = c
−1b−1
w2 = c
−1a
w3 = b
−1
|W | = 5
w1=w1w
−1
37−→
w1 = c
−1
w2 = c
−1a
w3 = b
−1
|W | = 4
w2=w
−1
1 w27−→
w1 = c
−1
w2 = a
w3 = b
−1
|W | = 3.
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Finalment, aplicant σ−2 obtenim:
w1 = a
w2 = b
w3 = c
Notem que les longituds no formen una cadena descendent, ja que al primer pas augmenten.
Curiosament, pero`, si invertim el camı´ mı´nim que coneixem per α2 i apliquem les TEN que se’n
deriven a α−2 s´ı que obtenim un camı´ descendent en les longituds. Vegem-ho:
α−2 = σ−2(b 7→ a−1b)(a 7→ ac−1)(c 7→ b−1c)(b 7→ bc)(c 7→ ac)
(c 7→ bc)(b 7→ ab)(a 7→ c−1a)(c 7→ ca)(a 7→ b−1a).
Ara be´, usant la relacio´
σ(xi 7→ xixj) = (σ−1(xi) 7→ σ−1(xi)σ−1(xj))σ,
podem passar σ−2 a la dreta i obtenim:
α−2 = (a 7→ ca)(c 7→ b−1c)(b 7→ ba)(a 7→ ab−1)(b 7→ bc)
(b 7→ ba−1)(a 7→ c−1a)(c 7→ cb−1)(b 7→ cb)(c 7→ ca)σ2.
Obtenim, doncs, les TEN segu¨ents:
1. α−2 ve donat per
w1 a
−1bc−1b−1a−1bccb−1ab−1a−1bc−1b−1abcb−1aba−1bc−1c−1b−1abcb−1a
w2 a
−1bc−1b−1a−1bcb−1aba−1bc−1c−1b−1abcb−1a
w3 a
−1bc−1b−1a−1bccb−1ab−1a−1bc−1b−1abccb−1a
i te´ longitud 72.
2. Apliquem la TEN w1 = w
−1
3 w1 i obtenim
w1 a
−1bc−1b−1aba−1bc−1c−1b−1abcb−1a
w2 a
−1bc−1b−1a−1bcb−1aba−1bc−1c−1b−1abcb−1a
w3 a
−1bc−1b−1a−1bccb−1ab−1a−1bc−1b−1abccb−1a
de longitud 57.
3. Apliquem la TEN w3 = w2w3 i obtenim
w1 a
−1bc−1b−1aba−1bc−1c−1b−1abcb−1a
w2 a
−1bc−1b−1a−1bcb−1aba−1bc−1c−1b−1abcb−1a
w3 a
−1bcb−1a
de longitud 41.
4. Apliquem la TEN w2 = w2w
−1
1 i obtenim
w1 a
−1bc−1b−1aba−1bc−1c−1b−1abcb−1a
w2 a
−1bc−1b−1a−1bccb−1a
w3 a
−1bcb−1a
de longitud 31.
5. Apliquem la TEN w1 = w1w2 i obtenim
w1 a
−1bc−1b−1ab
w2 a
−1bc−1b−1a−1bccb−1a
w3 a
−1bcb−1a
de longitud 21.
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6. Apliquem la TEN w2 = w2w
−1
3 i obtenim
w1 a
−1bc−1b−1ab
w2 a
−1bc−1b−1a−1bcb−1a
w3 a
−1bcb−1a
de longitud 20.
7. Apliquem la TEN w2 = w2w1 i obtenim
w1 a
−1bc−1b−1ab
w2 a
−1bc−1
w3 a
−1bcb−1a
de longitud 14.
8. Apliquem la TEN w1 = w3w1 i obtenim
w1 b
w2 a
−1bc−1
w3 a
−1bcb−1a
de longitud 9.
9. Apliquem la TEN w3 = w3w2 i obtenim
w1 b
w2 a
−1bc−1
w3 a
−1b
de longitud 6.
10. Apliquem la TEN w2 = w
−1
3 w2 i obtenim
w1 b
w2 c
−1
w3 a
−1b
de longitud 4.
11. Apliquem la TEN w3 = w3w1 i obtenim
w1 b
w2 c
−1
w3 a
−1
de longitud 3.
12. Finalment aplicant σ2 obtenim el que vol´ıem:
w1 a
w2 b
w3 c
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