Subset problems (set partitioning, packing, and covering) are formal models for many practical optimization problems. A set partitioning problem determines how the items in one set (S) can be partitioned into smaller subsets. All items in S must be contained in one and only one partition. Related problems are set packing (all items must be contained in zero or one partitions) and set covering (all items must be contained in at least one partition). Here, we present a hybrid solver based on ant colony optimization (ACO) combined with arc consistency for solving this kind of problems. ACO is a swarm intelligence metaheuristic inspired on ants behavior when they search for food. It allows to solve complex combinatorial problems for which traditional mathematical techniques may fail. By other side, in constraint programming, the solving process of Constraint Satisfaction Problems can dramatically reduce the search space by means of arc consistency enforcing constraint consistencies either prior to or during search. Our hybrid approach was tested with set covering and set partitioning dataset benchmarks. It was observed that the performance of ACO had been improved embedding this filtering technique in its constructive phase.
Introduction
Set covering problem (SCP) and set partitioning problem (SPP) have many applications, including those involving routing, scheduling, stock cutting, electoral redistricting, and other important real-life situations [1, 2] . Although the best known application of the SPP is airline crew scheduling [3, 4] , several other applications exist, including vehicle routing problems (VRP) [5, 6] and query processing [7] . The main disadvantage of SPP-based models is the need to explicitly generate a large set of possibilities to obtain good solutions. Additionally, in many cases, a prohibitive time is needed to find the exact solution.
Furthermore, Set Partitioning Problems occur as subproblems in various combinatorial optimization problems [8] . In airline scheduling, a subtask called crew scheduling takes as input data a set of crew pairings, where the selection of crew pairings which cause minimal costs and ensure that each flight is covered exactly once can be modeled as a set partitioning problem [1, 9] . In [10, 11] , solving a particular case of VRP, the dial-a-ride problem (DARP), also uses an SPP decomposition approach.
Because the SPP formulation has demonstrated to be useful modeling important industrial problems (or their phases), it is our interest to solve it with novel techniques. In this work, we solve some test instances of SPP and SCP (SCP is considered a relaxation of SPP) with ant colony optimization (ACO) algorithms and some hybridizations of ACO with a constraint programming (CP) technique: constraint propagation [12] .
ACO is a swarm intelligence metaheuristic which is inspired from the foraging behavior of real ant colonies. The 2 Mathematical Problems in Engineering ants deposit pheromone on the ground marking the path for identification by other members of the colony of the routes from the nest to food [13] . From the early nineties, ACO attracted the attention of researchers, and many successful applications solving optimization problems are done [14] .
There exist already some good approaches applying ACO to subset problems [15] . In [16] , ACO is applied on the set packing problem using two solution construction strategies based on exploration and exploitation. In general, the same occurs in relation with SCP, applying ACO only as a construction algorithm and testing the approach only on some small SCP instances. More recent works apply ant computing to the SCP and related problems using techniques to remove redundant columns and local search to improve solutions [17] [18] [19] [20] [21] [22] .
The best performing metaheuristics for SPP are genetic algorithms [23, 24] . Taking into account these results, it seems that the incomplete approach of ant computing could be considered as a good alternative to solve these problems when complete techniques are not able to get the optimal solution in a reasonable time.
ACO is of limited effectiveness solving very strongly constrained problems. They are problems for which neighborhoods contain few solutions, or none at all, and local search is of very limited use. Probably, the most significant of such problems is the SPP. A direct implementation of the basic ACO framework is incapable of obtaining feasible solutions for many standard tested instances of SPP [25] [26] [27] .
Trying to solve larger instances of SPP with the original ant system (AS) [28] or ant colony system (ACS) [29] implementation derives in a lot of unfeasible labeling of variables, and the ants cannot obtain complete solutions using the classic transition rule when they move in their neighborhood. The root of the problem is that simply following the random proportional transition rule; that is, learning/reforcing good paths is no longer enough, as this does not check for constraint consistency.
In order to improve this aspect of ACO, we are working in the addition of a constraint programming mechanism in the construction phase of ACO; thus, only feasible partial solutions are generated. The CP mechanism allows the incorporation of information about the instantiation of variables after the current decision. In general, ACO algorithms are competitive with other optimization techniques when applied to problems that are not overly constrained. However, when solving highly constrained problems the performance of ACO algorithms degrades. When a problem is highly constrained, the difficulty is in finding feasible solutions. This is where CP comes into play, because these problems are the target problems for CP solvers. CP is a programming paradigm in which a combinatorial optimization problem is modeled as a discrete optimization problem, specifying the constraints that a feasible solution must meet. The CP approach to search for a feasible solution often works by the iteration of constraint propagation and the addition of additional constraints, and it transforms the problem without changing its solutions. Constraint propagation is the mechanism that reduces the domains of the decision variables with respect to the given set of constraints [30] .
Although the idea of obtaining sinergy from hybridization of ACO with CP is not novel [31] [32] [33] [34] [35] [36] , our proposal is a bit different. We explore the addition to the ACO algorithm of a mechanism to check constraint consistency usually used in complete techniques: arc consistency. Other kinds of cooperation between ACO and CP are shown in [37] , where combinatorial optimization problems are solved in a generic way by a two-phase algorithm. The first phase aims to create a hot start for the second: it samples the solution space and applies reinforcement learning techniques as implemented in ACO to create pheromone trails. During the second phase, a CP optimizer performs a complete tree search guided by the pheromone trails previously accumulated.
Here, we propose the addition of a lookahead mechanism in the construction phase of ACO in order that only feasible solutions are generated. The lookahead mechanism allows the incorporation of information about the instantiation of variables after the current decision. The idea differs from that proposed by [31, 32] , and these authors proposed a lookahead function evaluating the pheromone in the shortest common supersequence problem and estimating the quality of a partial solution of an industrial scheduling problem, respectively. This paper is organized as follows. In Section 2, we explain the problem. In Section 3, we describe the ACO framework. In Section 4, we present the definitions considered in constraint propagation. Our hybrid proposal is described in Section 5. In Section 6, we present the experimental results obtained. Finally, in Section 7, we conclude the paper and give some perspectives for future research.
Problem Description
SPP is the problem of partitioning a given set into manually independent subsets while minimizing a cost function defined as the sum of the costs associated with each of the eligible subsets.
In the SPP matrix formulation, we are given a × matrix = ( ) in which all the matrix elements are either zero or one. Additionally, each column is given a nonnegative cost . Let = 1, . . . , and = 1, . . . , be the row set and column set, respectively.
We say that a column covers a row if = 1. Let be a binary variable which is one if column is chosen and zero otherwise. The SPP can be defined formally as minimize (1) subject to (2) . These constraints enforce that each row is covered by exactly one column. The SCP is an SPP relaxation. The goal in the SCP is to choose a subset of the columns of minimal weight formally using constraints to enforce that each row is covered by at least one column as (3):
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∈ {0, 1} ; ∀ = 1, . . . , .
The notations in (5) are often used to complete the description of the problem:
= { ∈ | = 1} : subset of columns covering row , = { ∈ | = 1} : subset of rows covered by column ,
the ratio of non-zero entries in .
Ant Colony Optimization for Set Partitioning Problems
In this section, we briefly present ACO algorithms and give a description of their use to solve SPP. More details about ACO algorithms can be found in [13] . The basic idea of ACO algorithms comes from the capability of real ants to find the shortest paths between the nest and food source. From a combinatorial optimization point of view, the ants are looking for good solutions. Real ants cooperate in their search for food by depositing pheromone on the ground. An artificial ant colony simulates this behavior implementing artificial ants as parallel processes whose role is to build solutions using a randomized constructive search driven by pheromone trails and heuristic information of the problem.
An important topic in ACO is the adaptation of the pheromone trails during algorithm execution to take into account the cumulated search experience: reinforcing the pheromone associated with good solutions and considering the evaporation of the pheromone on the components over time in order to avoid premature convergence. ACO can be applied in a very straightforward way to SPP. The columns are chosen as the solution components and have associated a cost and a pheromone trail [13] . Each column can be visited by an ant only once, and then a final solution has to cover all rows. A walk of an ant over the graph representation corresponds to the iterative addition of columns to the partial solution obtained so far. Each ant starts with an empty solution and adds columns until a cover is completed. A pheromone trail and a heuristic information are associated with each eligible column . A column to be added is chosen with a probability that depends on pheromone trail and the heuristic information. The most common form of the ACO decision policy (Transition Rule Probability) when ants work with components is
where is the partial solution of the ant . and are two parameters which determine the relative influence of the pheromone trail and the heuristic information in the probabilistic decision [13, 18] .
Pheromone Trail .
One of the most crucial design decisions to be made in ACO algorithms is the modeling of the set of pheromones. In the original ACO implementation for TSP, the choice was to put a pheromone value on every link between a pair of cities, but for other combinatorial problems pheromone values can be often assigned to the decision variables (first-order pheromone values) [13] . In this work, the pheromone trail is put on the problem's component (each eligible column ) instead of the problems connections. And setting a good pheromone quantity is not a trivial task either. The quantity of pheromone trail laid on columns is based on the idea that the more pheromone trail on a particular item, the more profitable the item is [15] . Then, the pheromone deposited in each component will be in relation to its frequency in the ants solutions (In this work, we divided this frequency by number of ants.).
Heuristic Information .
In this paper, we use a dynamic heuristic information that depends on the partial solution of an ant. It can be defined as = / , where is the so-called cover value, that is, the number of additional rows covered when adding column to the current partial solution, and is the cost of column . In other words, the heuristic information measures the unit cost of covering one additional row. An ant ends the solution construction when all rows are covered.
AS and ACS.
In this work, we hybridize with CP two instances of ACO: ant system (AS) [28] and ant colony system (ACS) [29] algorithms, the original and the most famous algorithms in the ACO family.
ACS differs from AS in the following aspects. First, it exploits the search experience accumulated by the ants more strongly than AS does through the use of a more aggressive action choice rule. Second, pheromone evaporation and pheromone deposit take place only on the columns belonging to the best so far solution. Third, each time an ant chooses a column , it removes some pheromone from the component increasing the exploration. ACS has demonstrated better performance than AS in a wide range of problems.
ACS exploits a pseudorandom transition rule in the solution construction; ant chooses the next column with criteria
following the Transition Rule Probability (6) or otherwise, where is a random number uniformly distributed in [0, 1] and 0 is a parameter that controls how strongly the ants exploit deterministically the pheromone trail and the heuristic information. It should be mentioned that ACS uses a candidate list to restrict the number of available choices to be considered at each construction step. The candidate list
While solution is not completed and ( <> ) do (6) Choose next column with Transition Rule Probability (7) AddColumnToTabuList( ) (8) End While (9) End Foreach (10) UpdateOptimum() (11) UpdatePheromone() (12) End While (13) Return ( contains a number of the best rated columns according to the heuristic criterion.
Trying to solve larger instances of SPP with the original AS or ACS implementation derives in a lot of unfeasible labeling of variables, and the ants cannot obtain complete solutions. In this paper we explore, the addition of an arc consistency mechanism in the construction phase of ACO; thus, only feasible solutions are generated. A direct implementation of the basic ACO framework is incapable of obtaining feasible solution for many SPP instances.
The ACO Framework.
Each ant starts with an empty solution and adds column until a cover is completed. But to determine if a column actually belongs or not to the partial solution ( ̸ = ) is not good enough. The traditional ACO decision policy (4) does not work for SPP because the ants, in this traditional selection process of the next columns, ignore the information of the problem constraint when a variable is instantiated. And in the worst case, in the iterative steps, it is possible to assign values to some variables that will make it impossible to obtain complete solution (see Algorithm 1).
Constraint Propagation
Constraint propagation is crucial in CP, and it appears under different names: constraint relaxation, filtering algorithms, narrowing algorithms, constraint inference, simplification algorithms, label inference, local consistency enforcing, rules iteration, and chaotic iteration [38] .
Constraint propagation embeds any reasoning which consists in explicitly forbidding values or combinations of values for some variables of a problem because a given subset of its constraints cannot be satisfied otherwise. Arc consistency is the most well-known way of propagating constraints.
Arc Consistency.
Arc-consistency is one of the most used filtering techniques in constraint satisfaction for reducing the combinatorial space of problems. Arc-consistency is formally defined as a local consistency within the constraint programming field [39] . A local consistency defines properties that the constraint problem must satisfy after constraint propagation. Constraint propagation is simply the process when the given local consistency is enforced to the problem. In the following, some necessary definitions are stated [38] . 
Definition 1 (constraint). A constraint is a relation defined on a sequence of variables ( ) = (

Definition 3 (projection). A projection of on is denoted as
( ) , which defines the relation with scheme that contains the tuples that can be extended to a tuple on ( ) satisfying .
As previously mentioned, arc-consistency is one of the most used ways of propagating constraints. Arc-consistency was initially defined for binary constraint [40, 41] , that is, constraints involving two variables. We here give the more general definition for nonarbitrary constraints named generalized arc-consistency (GAC). Input: , Output: As an example, let us consider the non-arc-consistent network depicted on left side of Figure 1 . It considers three variables 1 , 2 , and 3 ; domains ( 1 ) = ( 2 ) = ( 3 ) = {0, 1, 2}; and constraints 12 : ( 1 < 2 ) and 23 : ( 2 = 3 ). Enforcing arc-consistency allows one to eliminate some inconsistent values. For instance, when constraint 12 is verified, the value 2 from ( 1 ) is removed since there is no value greater than it in ( 2 ). The value 0 from ( 2 ) is also removed since no support for it exists in ( 1 ). Removing 0 from ( 2 ) leads to the removal of 0 from ( 3 ) when 23 is checked. The resulting arc-consistent network is depicted on the right side of Figure 1 .
Such a filtering process can be carried out by using Algorithms 2 and 3.
As previously illustrated, the main idea of this process is the revision of arcs, that is, to eliminate every value in ( ) that is inconsistent with a given constraint . This notion is encapsulated in the function Revise3. This function takes each value V in ( ) (line 2) and analyses the space ∈ ∩ ( ) ( ), searching for a support on constraint (line 3). If support does not exist, the value V is eliminated from ( ).
Finally, the function informs if ( ) has been changed by returning true or false otherwise (line 8).
Algorithm 3 is responsible for ensuring that every domain is consistent with the set of constraints. This is done by using a loop that verifies arcs until no change happens. The function begins by filling a list with pairs ( , ) such that ∈ ( ). The idea is to keep the pairs for which ( ) is not ensured to be arc-consistent with respect to . This allows to avoid useless calls to Revise3 as done in more basic algorithms such as AC1 and AC2. Then, a loop that takes the pairs ( , ) from (line 2) and Revise3 is called (line 4). If Revise3 returns true, ( ) is checked whether it is an empty set. If so, the algorithm returns false. Otherwise, normally, a value for another variable has lost its support on . Thus, all pairs ( , ) such that ∈ ( ) must be reinserted in the list . The algorithm ends once is empty, and it returns true when all arcs have been verified and remaining values of domains are arc-consistency with respect to all constraints.
Hybridization of Ants and Constraint Programming
Hybrid algorithms provide appropriate compromises between exact (or complete) search methods and approximate (or incomplete) methods, some efforts have been done in order to integrate constraint programming (exact methods) to ants algorithms (stochastic local search methods) [31] [32] [33] [34] [35] [36] . A hybridization of ACO and CP can be approached from two directions: we can either take ACO or CP as the base algorithm and try to embed the respective other method into it. A form to integrate CP into ACO is to let it reduce the possible candidates among the not yet instantiated variables participating in the same constraints that current variable. A different approach would be to embed ACO within CP. The point at which ACO can interact with CP is during the labeling phase using ACO to learn a value ordering that is more likely to produce good solutions.
In this work, ACO uses CP in the variable selection (when ACO adds a column to partial solution). The CP algorithm used in this paper is the AC3 filtering procedure [42] . It performs consistency between pairs of a not yet instantiated variable and an instantiated variable; that is, when a value is assigned to the current variable, any value in the domain of a future variable which conflicts with this assignment is removed from the domain.
The AC3 filtering procedure, taking into account the constraints network topology (i.e., which sets of variables are linked by a constraint and which are not), guaranties that at each step of the search, all constraints between ready assigned variables and not yet assigned variables are consistent; it means that columns are chosen if they do not generate any conflicts with the next column to be chosen. Then, a new transition rule is developed embedding AC3 in the ACO framework (see Algorithm 4, lines 7 to 12). Figure 2 , we present an explanation of how ACO + CP works solving SCP. Here, represents the Input: , , Output:
ACO + CP to SCP. In
End If (10) End If (11) End While (12) Return true Algorithm 3: AC3/GAC3.
While solution is not completed and ( <> ) do (6) Choose next column with Transition Rule Probability (7) feasible
End While (15) End Foreach (16) UpdateOptimum() (17) UpdatePheromone() (18) End While 
(1)
(1) (1) Constraint Propagation Assigning Value 0 in Future Variables. When instantiating a column for each row that can cover that column, the other columns that can also cover it can be put to 0, as long as all rows that can cover each of these columns are already covered (i.e., the search space is reduced and also favoring the optimization).
(2) Constraint Propagation Assigning Value 1 in Future
Variables. If there is a column, which is the only one that can cover a row, this column can be put to 1. 
0 0 0
(1) Figure 3 : ACO + CP to SPP.
ACO + CP to SPP.
In Figure 3 , we present an explanation of how ACO + CP works solving SPP. Here, represents the current variable, −1 is a variable already instantiated, and +1 and +2
are not yet instantiated variables.
(1) Backtracking in Current Variable. If any of the rows that can cover a column is already been covered, the current column cannot be instantiated because it violates a constraint, and then it should be done by using backtracking.
(2) Constraint Propagation Assigning Value 0 in Future Variables. When instantiating a column for each uncovered row that can cover that column, the other columns that can also cover (i.e., by constraint propagation it reduces the search space should be put to 0, and in practice, for the uninstantiated variable, the value 1 of its domain was eliminated).
(3) Backtracking in Current Variable and Constraint Propagation Assigning Value 1 in Future Variables.
If any of these columns (which were assigned the value 0) is the only column that can cover another row, the current column cannot be instantiated because it does not lead to a solution, and then it should be done a backtracking.
Experimental Evaluation
We have implemented AS and ACS and the proposed AS + CP and ACS + CP algorithms. The effectiveness of the proposed algorithms was evaluated experimentally using SCP and SPP test instances from Beasley's OR-library [43] . Each instance was solved (else it is indicated with . .) 12 times, and the algorithms have been run with 100 ants and a maximum number of 200 iterations. Table 1 shows the value considered for each standard ACO parameter: is the relative influence of the pheromone trail, is the relative influence of the the heuristic information, is the pheromone evaporation rate, 0 is used in ACS pseudorandom proportional action choice rule, is used in ACS local pheromone trail update, and the ACS list size was 300. For each instance, the initial pheromone 0 was calculated as follows:
Algorithms were implemented using ANSI C, GCC 3.3.6, under a 2.0 GHz Intel Core2 Duo T5870 with 1 Gb RAM running Microsoft Windows XP Professional.
Tables 2(a) and 2(b) describe problem instances, and they show the problem code, the number of rows (constraints), the number of columns (decision variables), the (i.e., the percentage of nonzero entries in the problem matrix), and the best known cost value for each instance Opt (IP optimal) of the SCP and SPP instances used in the experimental evaluation.
Computational results (best cost obtained) are shown in Tables 3(a), [19] . The RPD value quantifies the deviation of the objective value from opt which in our case is the best known cost value for each instance (see the third column), and the RPI value quantifies the improvement of from an initial solution (see the fourth column).
These measures are computed as follows:
For all the implemented algorithms, the solution quality and computational effort (Secs) are related using the marginal relative improvement (MIC) measure (see the fifth column). This measure quantifies the improvement achieved per unit of CPU time (RPI/Secs). The solution time is measured in CPU seconds, and it is the time that each algorithm takes to first reach the final best solution.
The results expressed in terms of the average RPD, average RPI, and average MIC show the effectiveness of AS + CP and ACS + CP over AS and ACS to solve SCP (see Tables 3(a) , 3(b), 4(a), and 4(b)). Our hybrid solver provides high quality near optimal solutions, and it has the ability to generate them for a variety of instances.
From Tables 5(a), Problem  Density  Opt  scp410  200  1000  2  514  scpa1  300  3000  2  253  scpa2  300  3000  2  252  scpa3  300  3000  2  232  scpa4  300  3000  2  234  scpa5  300  3000  2  236  scpb1  300  3000  5  69  scpb2  300  3000  5  76  scpb3  300  3000  5  80  scpc1  400  4000  2  227  scpc2  400  4000  2  219  scpc3  400  4000  2  243  scpc4  400  4000  2  219  scpcyc07  672  448  2  144  scpcyc08  1792  1024  2  344  scpcyc09  4608  2304  2  780  scpcyc10  11520  5120  2  1792  scpd1  400  4000  5  60  scpd2  400  4000  5  66  scpd3  400  4000  5 RPI), but they are a bit worse in the average MIC. It indicates that the computational effort is slightly higher using the hybridization, but our approach can obtain optimal solutions in some instances where AS or ACS failed. Our hybrid approach shows an excellent tradeoff between the quality of the solutions obtained and the computational effort required.
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Conclusion
Highly constrained combinatorial optimization problems have proved to be a challenge for constructive metaheuristic. In this paper, ACO framework has been modified so that it may be applied to any constraint satisfaction problem in general and hard constrained instances in particular. A direct implementation of the basic ACO framework is incapable of obtaining feasible solutions for many strongly constrained problems. In order to improve this aspect of ACO, we integrated a constraint programming mechanism scp410  scpa1  scpa2  scpa3  scpa4  scpa5  scpb1  scpb2  scpb3  scpc1  scpc2  scpc3  scpc4  scpcyc07  scpcyc08  scpcyc09  scpcyc10  scpd1 scpd2 scpd3 in the construction phase of ACO; thus, only feasible partial solutions are generated. The effectiveness of the proposed rule was tested on benchmark problems, and we solved SCP and SPP with ACO using constraint propagation in its transition rule, and results were compared with pure ACO algorithms. About efficiency, the computational effort required is almost the same.
An interesting extension of this work would be related to hybridization of AC3 with other metaheuristics [44] . The use of autonomous search (AS) [45] in conjunction with constraint programming would be also a promising direction to follow. AS represents a new research field, and it provides practitioners with systems that are able to autonomously selftune their performance while effectively solving problems. Its major strength and originality consist in the fact that problem solvers can now perform self-improvement operations based on analysis of the performances of the solving process. In [46, 47] , the order in which the variables are selected for instantiation is determined by a choice function that dynamically selects from a set of variable ordering heuristics the one that best matches the current problem state, and this combination can accelerate the resolution process, especially in harder instances. In [48] , the results show that some phases of reactive propagation are beneficial to the main hybrid algorithm, and the hybridization strategies are thus crucial in order to decide when to perform, or not, constraint propagation.
Furthermore, we are considering to use different preprocessing steps from the OR literature, which allow to reduce the problem size [49, 50] .
