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ABSTRACT
The extratropical circulation response to cooling of the polar-winter stratosphere in a simple AGCM is in-
vestigated. The AGCM is a dry hydrostatic primitive equation model with zonally symmetric boundary conditions
and analytically specified physics. It is found that, as the polar-winter stratosphere is cooled, the tropospheric
jet shifts poleward. This response projects almost entirely and positively (by convention) onto the AGCM’s
annular mode. At the same time, the vertical flux of wave activity from the troposphere to the stratosphere is
reduced and the meridional flux of wave activity from high to low latitudes is increased. Thus, as the stratosphere
is cooled, the stratospheric wave drag is reduced.
In order to understand this response, the transient adjustment of the stratosphere–troposphere system is in-
vestigated using an ensemble of ‘‘switch on’’ stratospheric cooling runs of the AGCM. The response to the
switch-on stratospheric cooling descends from the upper stratosphere into the troposphere on a time scale that
matches simple downward-control theory estimates.
The downward-control analysis is pursued with a zonally symmetric model that uses as input the thermal and
eddy-driving terms from the eddying AGCM. With this model, the contributions to the response from the thermal
and eddy-driving perturbations can be investigated separately, in the absence of eddy feedbacks. It is found that
the stratospheric thermal perturbation, in the absence of such feedbacks, induces a response that is confined to
the stratosphere. The stratospheric eddy-driving perturbation, on the other hand, induces a response that penetrates
into the midtroposphere but does not account, in the zonally symmetric model, for the tropospheric jet shift.
Furthermore, the tropospheric eddy-driving perturbation, in the zonally symmetric model, induces a strong
upward response in the stratospheric winds. From these experiments and from additional experiments with the
eddying AGCM, it is concluded that the stratospheric eddy-driving response induces a tropospheric response,
but that the full circulation response results from a two-way coupling between the stratosphere and the tropo-
sphere.
1. Introduction
There is growing interest in the possibility that the
extratropical stratosphere and troposphere might strong-
ly influence each other. On time scales of years to de-
cades, it is well known that the stratospheric and tro-
pospheric geopotential fields are well correlated (e.g.,
Baldwin et al. 1994; Perlwitz and Graf 1995). More
recent work has uncovered the existence of vertically
deep annular modes that extend from the troposphere
into the stratosphere. The annular modes have circula-
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tion and surface-temperature spatial patterns that cor-
relate well with extratropical trends in both hemispheres
that have been observed since the 1960s (Thompson
and Wallace 1998, 2000; Thompson et al. 2000; Thomp-
son and Solomon 2002). The cited studies, most con-
vincingly the Thompson and Solomon study, suggest
that at least some of these trends are stratospherically
forced, implying that stratosphere–troposphere inter-
action may be important in the climate system.
On time scales of weeks to months, anomalously
strong or weak stratospheric polar-vortex events have
been shown to set off annular-mode signals that prop-
agate downward from the stratosphere to the tropo-
sphere (Baldwin and Dunkerton 1999, 2001). These sig-
nals can be linked to anomalies in the sea level pressure,
surface temperatures, and storm tracks as much as 60
days after the initial stratospheric signal (Baldwin and
Dunkerton 2001). Taken at their face value, these results
suggests that the stratosphere–troposphere interaction
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may exert a significant control on tropospheric weather
and weather predictability. But the dynamical mecha-
nisms for such control remain unclear and controversial
(e.g., Plumb and Semeniuk 2003).
There is also controversy on this issue in the general
circulation model literature, starting with the studies of
Shindell et al. (1999, 2001), who show that the only
way that recent annular mode trends can be realistically
simulated in their particular coupled GCM is by in-
cluding an enhanced stratosphere. This result, however,
does not appear to be robust. In particular, two studies
(Fyfe et al. 1999; Gillett et al. 2002) have shown that
positive annular mode responses can be forced by green-
house warming in other GCMs, independently of having
a highly resolved stratosphere.
This controversy and lack of robustness has prompted
us (Polvani and Kushner 2002, hereafter PK) to set up
a very simple GCM that is able to simulate the main
elements of the extratropical stratosphere–troposphere
system, and then to cool the model’s stratosphere to see
whether the tropospheric circulation can be changed in
any significant way. Our aims in this pursuit are to create
a model that other investigators can easily reproduce,
to be able to demonstrate that our results are robust,
and, ultimately, to explain the dynamics of any strato-
spheric influence on the troposphere seen in such a mod-
el.
Using a simple model, similar to those used by Scin-
occa and Haynes (1998) and Taguchi et al. (2001) and
briefly reviewed in section 2, we (PK) have found a
novel and robust result that demonstrates one way in
which the stratosphere might influence the tropospheric
circulation. From a sequence of experiments in which
the winter polar stratosphere is successively cooled from
a reference value, we have found that, for sufficiently
strong stratospheric cooling, a remarkable poleward
shift of the tropospheric circulation occurs. The tro-
pospheric response projects almost completely and pos-
itively onto the model’s annular mode. We also find that
the response is insensitive to vertical and horizontal res-
olution beyond a minimum threshold. This result lends
support, within a relatively simple model, to the idea
that stratospheric diabatic heating perturbations can in-
duce strong tropospheric responses (Shindell et al. 1999,
2001; Thompson and Solomon 2002).
In PK then, we have been able to create a reproducible
and robust example of stratosphere–troposphere cou-
pling. The aim of this study is, now, to explain the
dynamics of this coupling. In section 2, we review the
model. In section 3, we describe the characteristics of
the response of the mean flow and of the eddy driving
to stratospheric thermal perturbations. In section 4, we
examine the transient adjustment of the stratosphere–
troposphere system to the stratospheric cooling pertur-
bation using an ensemble of transient switch-on inte-
grations. In section 5, we pursue a ‘‘downward control’’
analysis in which we analyze the response using a zon-
ally symmetric model and additional integrations of the
eddying model. We provide a brief conclusion in section
6. The appendix outlines the setup of the zonally sym-
metric model.
2. Description and characteristics of the model
Our model is a dry, hydrostatic, primitive equations
model, with parameter settings, forcing, and dissipation
that are similar to those in the ‘‘Held–Suarez bench-
mark’’ (Held and Suarez 1994, hereafter HS). It uses
the spectral transforms method in the horizontal and
Simmons and Burridge (1981) finite differencing in the
vertical. Diabatic heating is represented by Newtonian
relaxation of the temperature toward a prescribed, zon-
ally symmetric, equilibrium temperature field. Planetary
boundary layer drag is represented by Rayleigh damp-
ing. The model has a flat lower boundary; since the
diabatic heating is also zonally symmetric, the model is
statistically zonally homogeneous and has no stationary
planetary-scale eddies. Details about the numerics can
be found in PK.
Unlike the HS benchmark, whose stratospheric equi-
librium temperature profile is isothermal, our model’s
stratospheric equilibrium temperature profile roughly rep-
resents the observed solsticial stratospheric radiative–
convective equilibrium temperature profile as shown, for
example, in Fig. 1.2 of Andrews et al. (1987). The equi-
librium temperature, Teq, is defined as follows:
stratT (p, f), p , peq TT (f, p) 5 (1)eq trop5T (p, f), p $ p ,eq T
where p is pressure, f is latitude, and pT 5 100 mb is
a nominal tropopause height. The tropospheric relaxa-
tion temperature, , is nearly identical to that of HStropT eq
and is given in PK. The stratospheric relaxation tem-
perature is given by
stratT (p, f) 5 [1 2 W(f)]T (p)eq US
1 W(f)T (p; g), (2)PV
where TUS(p) is from the U.S. Standard Atmosphere
1976 [United States Committee on Extension to the
Standard Atmosphere (COESA), 1976],
Rg/gT (p; g) 5 T (p )(p/p )PV US T T (3)
is the temperature of a hydrostatic atmosphere with ther-
mal lapse rate g, and W(f) is a weight function used
to confine the cooling over the winter pole,
1 (f 2 f )0W(f) 5 1 2 tanh , (4)5 6[ ]2 Df
with f0 5 2508 latitude (i.e., 508S latitude) and Df 5
108 latitude. The stratospheric equilibrium temperature
makes a smooth transition in latitude from the U.S. Stan-
dard Atmosphere in the summer (northern) hemisphere
to a ‘‘cold-polar vortex’’ profile in the winter (southern)
hemisphere extratropics.
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Since Teq is time invariant, the model has no seasonal
cycle. This, together with the fact that the model has
no stationary planetary eddies, makes the model a sim-
pler starting point for analyzing stratosphere–tropo-
sphere interactions than the dry AGCM simulations of
Taguchi and Yoden (2002a,b), which include topograph-
ic forcing in addition to baroclinic-eddy forcing, and
which include a stratospheric seasonal cycle.
The winter-hemisphere lapse rate, g, is the parameter
that we vary to impose the thermal perturbation in the
stratosphere. The equilibrium temperature, Teq, for the
cases where g 5 2 K km21 and g 5 4 K km21 in (3),
are shown in Figs. 1a,b. By design, the value of g de-
termines the strength of the equator-to-winter-pole equi-
librium temperature gradient and, as a result, the
strength of the spunup polar vortex in the model. These
two cases are the focus of this study. The difference in
equilibrium temperature between the g 5 2 K km21 and
g 5 4 K km21 cases is shown in Fig. 1c.
The resolution of the integrations analyzed here is
T42 horizontal resolution and 40-level vertical resolu-
tion. As shown in PK, all key results are largely insen-
sitive to resolution, beyond a minimum threshold. We
note that a sponge that damps the winds toward zero
occupies the top six layers of the 40-level model, start-
ing at 0.5 mb, just above the nominal summer strato-
pause seen in the equilibrium-temperature profile in Fig.
1. Thus, for all subsequent figures, fields are plotted
below 1 mb only. Another point regarding the sponge
is worth mentioning: we have repeated our standard
calculations with the value of sponge damping reduced
by a factor of 2 over the standard PK case, and have
found that our results in the lower stratosphere and tro-
posphere are insensitive to this change.
3. Equilibrium response to stratospheric cooling
The key result of PK, whose dynamics we wish to
explore in this study, is that although the equilibrium
temperature difference between the g 5 2 and g 5 4
cases, illustrated in Fig. 1c, is confined to the winter-
hemisphere stratosphere, the mean circulation responds
significantly in the troposphere. This is illustrated in
Figs. 2a,b, which shows the zonal- and time-mean zonal
winds for g 5 2 K km21 and g 5 4 K km21, respec-
tively. The time means are averages over the last 9000
days of a 10 000-day integration. Figure 2c shows the
difference between the two cases. In the figure, only the
winter (southern) hemisphere is shown, since the sum-
mer hemisphere does not respond significantly. Not sur-
prisingly, the stratospheric polar vortex strengthens and
broadens as g goes from 2 to 4 K km21. The polar-
vortex strengthening is expected because | ]( )/]f |stratT eq
increases and the polar-vortex broadening is expected
because the region of nonzero gradients of expandsstratT eq
equatorward (not shown).
More surprising is the change in the tropospheric cir-
culation, where the main jet shifts poleward by 108–158
latitude (PK). (For clarity, the 308S latitude is marked
by a vertical line in Figs. 2a and 2b). This response is
strong even at the surface (PK, Fig. 2) and projects
strongly onto the model’s annular mode pattern (PK,
Fig. 4), which also represents the meridional migration
of the tropospheric jet. We recall, finally, that this re-
sponse is found to be largely independent of the model’s
horizontal and vertical resolution (PK, Fig. 3).
As a first step toward a dynamical understanding of
this response, we perform standard Eliassen–Palm (EP)
flux diagnostics. These reveal that accompanying the
changes to the mean circulation are substantial changes
to the eddy driving of the mean flow. Following Fusco
and Salby (1999), Newman et al. (2001), and Hu and
Tung (2002), we calculate an EP flux budget over se-
lected stratospheric regions. We use the hydrostatic
primitive equation zonal-mean EP flux in pressure co-
ordinates, which is defined, using pressure as the vertical
coordinate, and standard notation, by
F 5 [F , F ],(f ) (p)
]u ]u
F 5 a cosf 2u9y9 1 y9u9 ,(f ) 1 2 @1 2[ ]]p ]p
]u
F 5 a cosf ( f 1 z )y9u9 2 u9v9 . (5)(p) @1 2[ ]]p
The zonal-mean angular momentum equation can be
written
]M
5 · · · 1 = · F, (6)
]t
where M 5 a cosf is the zonal-mean angular mo-u
mentum per unit mass and the ellipsis represents the
residual circulation and dissipation terms. For the bud-
get, we use the divergence theorem to break up the
integral of = ·F into four terms. These terms represent
the flux through each side of a rectangle defined by the
intervals p1 # p # p2 and f1 # f # f2 in the f-p
plane:
p f2 2
= · F cosf df dpE E
p f1 1
p p2 2
21 215 a cosf F dp| 2 a cosf F dp|E (f ) f E (f ) f2 1
p p1 1
f f2 2
1 cosfF df | 2 cosfF df | . (7)E (p) p E (p) p2 1
f f1 1
The integral and the four terms have dimensions of
mass-length per time to the fourth power.
We construct this budget for two boxes: a ‘‘high lat-
itude’’ box that extends from f1 5 908S to f2 5 408S
and a ‘‘low latitude’’ box that extends from f1 5 408S
to f2 5 218S. Both boxes are bounded in pressure at
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FIG. 1. (a) Plot of Teq for g 5 2 K km21. The contour interval is 20 K. (b) As in (a) but for g 5 4
K km21. (c) The difference in Teq between g 5 4 K km21 and g 5 2 K km21, that is, (b) minus (a).
The contour interval is 10 K, dashed contours denote negative values, and the zero contour is not plotted.
FIG. 2. (a) The time- and zonal-mean zonal winds for g 5 2 K km21. The contour interval is 10 m
s21 and the zero contour is not plotted. The latitude 308S is marked with a heavy vertical line. (b) As
in (a) but for g 5 4 K km21. (c) The difference in the time- and zonal-mean zonal wind between g 5
4 K km21 and g 5 2 K km21, that is, (b) minus (a). The contour interval is 5 m s21 and the zero
contour is not plotted.
p1 5 97 mb and p2 5 1 mb.1 The boundary of the high-
latitude box is chosen to capture the changes to the wave
activity in the vicinity of the polar vortex, and the low-
latitude box to capture changes in the vicinity of the
tropospheric jet. Figure 3 depicts, for g 5 2 (red) and
g 5 4 (blue), the budget for the high- and low-latitude
boxes (see caption for details).
In the high-latitude box, we see a substantial reduc-
tion—using the units of the figure, (3.6 2 6.0)/6.0 5
240%—in the amount of wave activity absorbed, from
g 5 2 to g 5 4. This reduction arises from a modest
decrease in vertical flux from the troposphere [(8.9 2
10.2)/10.2 5 213%] into the stratosphere and a sub-
stantial increase of meridional flux out of the high-lat-
itude box and into the low-latitude box [(4.6 2 3.5)/3.5
5 130%].
1 The pressure interpolation levels were chosen to correspond close-
ly to the model’s sigma-coordinate surfaces.
In the low-latitude box, the absorbed wave activity
also decreases, by (9.3 2 6.5)/9.3 5 30% from g 5 2
to g 5 4, despite the increased meridional flux into this
box from higher latitudes. The main cause for this de-
crease in absorbed wave activity at lower latitudes is a
dramatic reduction [(3.7 2 8.5)/8.5 5 256%] in the
vertical flux from the troposphere into this box.
The large reduction in vertical flux from the tropo-
sphere to the stratosphere at low latitudes box is illus-
trated in Fig. 4, which shows the vertical component of
the EP flux across the 97-mb pressure surface, as a
function of zonal wavenumber and latitude, for g 5 2
and for g 5 4. This figure represents the latitude/Fou-
rier-wavenumber decomposition of the arrows pointing
up into the bottom of the boxes in Fig. 3. The most
pronounced change in the upward flux is at the synoptic
wave scale (wavenumber 5–7): for g 5 2 (Fig. 4a) there
is an EP flux source at this scale that is greatly reduced
for g 5 4 (Fig. 4b).
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FIG. 3. The EP flux budget for g 5 2 (red) and for g 5 4 (blue). Numbers are in units of 104 kg m s24.
Arrows pointing into the bottom of the boxes denote the upward EP flux from below 97 mb; arrows pointing
out the top, the upward flux from below 1 mb; arrows pointing out the right at 408S, the meridional flux
from the high-latitude into the low-latitude box; and arrows pointing out the right at 218S, the meridional
flux out of the low-latitude box. The numbers in the center of the circles denote the integrated EP flux
convergence within the box. The integrated EP flux convergence is positive in all regions, indicating, as
expected, that there is a net convergence of EP wave activity, that is, a net eddy-driven drag. The arrows
and circles are approximately scaled to provide an idea of the relative size of the contributions.
FIG. 4. Plot of 2F( p ) at 97 mb for (a) g 5 2 and (b) g 5 4. The minus sign is included
so that positive contours correspond to an upward flux. The contour interval is 2.5 3 10 4
kg m s 24 .
To summarize, we have found that as the polar winter
stratosphere is cooled,
• the stratospheric polar vortex strengthens and broad-
ens,
• the tropospheric jet shifts poleward and this response
projects strongly onto the model’s annular mode,
• the planetary wave drag in the stratosphere is reduced,
• wave activity is deflected more from high latitudes to
low latitudes, and
• the upward flux of synoptic-scale wave activity into
the stratosphere is greatly reduced.
However useful, the EP flux analysis does not, un-
fortunately, answer the important question of cause and
effect. For example, does the strengthening of the polar
vortex reduce the eddy driving or does the reduction in
eddy driving strengthen the polar vortex? Or, what caus-
es the change to the eddy driving at the synoptic scale?
Such questions are difficult to answer through the di-
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FIG. 5. Departure, in zonal-mean zonal wind, of individual ensemble members from the long-term mean of g 5 2, at 6 mb (labeled
STRAT) and 520 mb (labeled TROP) model levels. The contour interval in the STRAT panels is 20 m s21; in the TROP panels, 10 m s21.
The zero contour is not plotted. Blue contours indicate positive values and red contours indicate negative values. Vertical dashed lines indicate
selected events where a reduction in the stratospheric response is followed by a reduction in the tropospheric response.
agnosis of the equilibrated eddy and mean response. As
an alternative, in the next section, we analyze the tran-
sient response to stratospheric thermal perturbations
with the idea that directly tracking the adjustment of the
system to the perturbation will provide insight into the
equilibrium response’s dynamics.
4. Transient response to stratospheric cooling
Starting from an equilibrated g 5 2 integration, we
perform a set of ‘‘switch-on forcing’’ integrations, in
which the value of g is changed from 2 to 4 K km21
instantaneously. We first extend the original g 5 2 in-
tegration from 10 000 to 12 000 days and then perform
an ensemble of ten 2000-day switch-on forcing inte-
grations starting from day 1001, 2001, . . . , 10 001 of
the g 5 2 integration. We choose the thousand-day sep-
aration interval to ensure independence of the atmo-
spheric state for each of the initial conditions.
The departure from the time mean of the g 5 2 zonal-
mean zonal wind for each of these integrations as a
function of latitude and time is shown for representative
stratospheric and tropospheric levels in Fig. 5. Consid-
ering the upper panels in each frame, it is clear that the
stratospheric response begins immediately and is for the
most part equilibrated within 50 days. This is not sur-
prising, given the thermal damping time scale of 40 days
in the model stratosphere.2 Considering the lower pan-
els, the tropospheric response is, on average, established
within 200–300 days, but is highly variable for each of
2 This value is taken from Held and Suarez (1994).
the members. For example, for the case beginning at
day 8001, the response is not established until day 8700.
It is also useful to draw attention to the intermittency
of the tropospheric response. In some cases, the tro-
pospheric response disappears for a period of a few
hundred days and then reappears. This can be seen, for
example, near day 7300 of the integration that starts on
day 6001 (ensemble member 6 in Fig. 5); we have in-
dicated several of these events with thin dashed vertical
lines in the figure. Such tropospheric events are almost
always connected to stratospheric warmings, during
which the stratospheric jet weakens substantially. Note
how the stratospheric disruption precedes the tropo-
spheric one, in these cases, with a time scale much
shorter that the adjustment time of several hundred days
mentioned above. These disruption events are, we be-
lieve, similar to those recently discussed by Baldwin
and Dunkerton (1999, 2001).
To estimate the average time scales of the response
to thermal perturbations, we calculate a scaled measure
of the ensemble-mean response. We denote the ensem-
ble- and zonal-mean zonal wind in the transient per-
turbation experiments upert(k, t) for each model level k.
Consider the departure of the ensemble mean of this
quantity from u(g 5 2, k), which denotes the time- and
zonal-mean wind in g 5 2 at each level k. We compare
this departure to the difference between the mean wind
in g 5 4 and g 5 2, u(g 5 4, k) 2 u(g 5 2, k), since
these switch-on experiments should reach the g 5 4
state given enough time. This leads to the following
measure of the response at each height:
\u (k, t) 2 u(g 5 2, k)\pert
D(k, t) [ , (8)
\u(g 5 4, k) 2 u(g 5 2, k)\
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FIG. 6. Plot of D(k, t), defined in (8). The contour and shading
interval is 0.1. A 20-day running mean has been applied to the data.
where t 5 0 at the time the cooling is switched on, and
\A\ is the 208–908S meridional average of the square
of the quantity A. From this definition, D(k, t 5 0) 5
0 and the low-pass filtered average of D approaches
unity as t → `, that is, as the perturbation integration
equilibrates to the g 5 4 state. This quantity is plotted,
for the first 700 days of the experiments, smoothed with
a 20-day running mean, in Fig. 6.
The figure shows that the response descends down-
ward from the upper to the lower stratosphere and into
the troposphere. The adjustment occurs in two phases:
a linear phase prior to about day 200, and a nonlinear
phase after day 200. In the first phase, prior to about
day 200, the signal propagates downward to the surface
coherently and reaches about 20%–30% of its equilib-
rium value of unity. During this phase, the phase speed
of descent of the signal can be estimated theoretically
from the classic work of Dickinson (1968), which is
developed further in Haynes et al. (1991). The dynam-
ical problem is that of a transient linear response to
switch-on forcing of a thermally damped, zonal-mean
flow in a compressible, hydrostatic, rotating, stratified
atmosphere. The response to switch-on forcing propa-
gates vertically with phase speed of CkTH, where kT is
the thermal damping coefficient with value 1/40 day21
in the stratosphere, H is the scale height, and C is an
order 1 coefficient. The quantity kTH is equal to 0.19
km day21 for a scale height of 7.5 km. From the figure,
we can estimate that the signal propagates from 10 to
1000 mb in the range of 100–200 days, which yields
an estimated phase speed in the range of 0.17–0.34 km
day21, assuming that the height can be expressed in log
pressure coordinates with the same scale height. Thus,
the simulated descent of the signal agrees with the the-
oretical scaling. We have not pursued this analysis to,
for example, see if there is a quantitative agreement of
the other fields with the transient solutions of Dickinson
(1968) and Haynes et al. (1991). However, this analysis
suggests that the troposphere is adjusting to a stratos-
pherically induced signal via a ‘‘downward control’’
response, at least in this initial phase, and that aspects
of this response may be understood from a linear-the-
oretic analysis.3
In the second phase, subsequent to day 200, the evo-
lution of D(k, t) is noisier, indicating more of a spread
between the different ensemble members and a nonlin-
ear (that is, a state-dependent) evolution of the response.
During this phase, there is evidence of occasional de-
creases of D(k, t), for example at day 250 in the strato-
sphere, that represent reversions of the flow back to the
g 5 2 state, but we do not necessarily expect such
reversals to be robust to an increase in the number of
realizations. This phase of the adjustment occurs more
slowly, so that the tropospheric response cannot be said
to have equilibrated before day 500.
The long tropospheric adjustment time scales to ex-
ternal perturbations seen in this simple model are not
necessarily surprising, given that internally generated
‘‘ultralow-frequency variability’’ on biennial and even
decadal time scales in this kind of simple perpetual-
solstice AGCM have been previously reported (James
and James 1989; Garric et al. 2003). We are currently
investigating whether this aspect of the response is ro-
bust to the introduction of a seasonal cycle and to other
parameter variations.
5. Downward-control experiments
To further explore the idea that the troposphere ad-
justs to the stratospheric perturbation in a manner con-
sistent with downward-control theory, we present an
analysis of a zonally symmetric version of the model.
First, consider the b-plane quasigeostrophic (QG) trans-
formed Eulerian mean (TEM) zonal momentum and
thermodynamic equations in log pressure coordinates
(Andrews et al. 1987):
3 Alternatively, the rate of descent of the phase of the response
could be controlled by eddy mean-flow interaction, in which both the
eddy driving and the mean flow are modified (R. A. Plumb 2002,
personal communication). We know of no simple way of estimating
the phase speed of descent of the response in this case.
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FIG. 7. (a) The quantity u[E(g 5 2), Teq(g 5 4)] 2 u[E (g 5 2), Teq(g 5 2)] described in the text,
from the zonally symmetric model. The contour interval is 5 m s21 and the zero contour is not plotted.
(b) As in (a) but for u[E (g 5 4), Teq(g 5 2)] 2 u[E (g 5 2), Teq(g 5 2)]. (c) As in (b) but for the
eddy forcing perturbation confined to the stratosphere, E strat [Eq. (11)].
]u 1
*2 f y 5 = · F, (9)0]t r 0
]u
*1 u w 5 2k (u 2 u ). (10)0z T eq]t
In these equations, kT is the thermal damping coefficient,
ueq is the equilibrium potential temperature, and the re-
maining notation is that of Andrews et al. (1987). From
g 5 2 to g 5 4, the eddy forcing (= ·F) and the diabatic
heating [2kT(u 2 ueq)] change simultaneously. But is
it the change to the eddy forcing or to the thermal forc-
ing that is responsible for the tropospheric response?
Although standard downward-control arguments sug-
gest that only the change in eddy forcing can yield a
downward equilibrium response, one would like to
know how deep this response is and what shape it takes.
Instead of solving the TEM equations (9)–(10), or
their primitive equations generalization (Andrews et al.
1987), we set up a zonally symmetric version of our
AGCM. This is a straightforward procedure that is di-
rectly related to our model numerics. The output of this
model are zonally symmetric winds and temperatures
that are equivalent to those obtained from a TEM cal-
culation. The procedure and the validation of the model
are outlined in the appendix.
The zonally symmetric model is forced by Teq given
in (1)–(3) and by time- and zonal-mean eddy tendency
terms, which we denote E and which are extracted from
the eddying AGCM (see the appendix). The zonally
symmetric model framework allows us to vary Teq and
E independently, and so to determine the zonally sym-
metric state of the model that results from these forcings,
in the absence of eddy feedbacks. Two inputs control
the solutions of the zonally symmetric model: the eddy
forcing, which we denote E, and the equilibrium tem-
perature Teq. We use the notation u(E, Teq) to indicate
the solution in the winds (u) that results from a particular
eddy forcing E and equilibrium temperature profile Teq.
Thus u[E(g 5 2), Teq(g 5 2)] is the zonal-mean solution
when the eddy forcing and the equilibrium temperature
are both taken from the g 5 2 case; the zonally sym-
metric model solution for this case is very nearly iden-
tical to the zonal-mean zonal wind shown in Fig. 2a
(see appendix).
Figure 7a shows the difference u[E(g 5 2), Teq(g 5
4)] 2 u[E(g 5 2), Teq(g 5 2)], that is, the change in
zonal-mean winds associated with the change in the
equilibrium temperature in the absence of eddy feed-
backs, with fixed E(g 5 2). Notice that an eddy-driven
circulation is still represented in this solution, but that
it is held fixed at the g 5 2 value. The response is
confined to the stratosphere. This is expected from stan-
dard downward-control arguments, which state that
without a change in eddy forcing [for the QG-scaled
TEM equations, a change in = ·F in (9)] there can be
no induced residual circulation response [a change in
( *, *)], and hence the temperature response must bey w
entirely local.
Figure 7b shows the difference u[E(g 5 4), Teq(g 5
2)] 2 u[E(g 5 2), Teq(g 5 2)], that is, the change in
zonal-mean winds associated with the change in the
eddy forcing from g 5 2 to g 5 4, with fixed Teq (g
5 2). The response extends into the troposphere and in
that region strongly resembles the difference between
the two cases for the eddying AGCM (Fig. 2c). This
result is also expected: because the equilibrium tem-
perature change is zero in any case in the troposphere
(Fig. 1c) and because the impact of the equilibrium
temperature change in the stratosphere is confined there
(Fig. 7a), the tropospheric eddy forcing locally controls
the zonal-mean zonal winds in this experiment.
A more interesting experiment would consist in lim-
iting the eddy forcing to the stratosphere alone, and
computing the resulting response to determine if and
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FIG. 8. (a) The zonal-mean zonal wind response from the eddying
experiment, with eddy forcing E* [Eq. (13)]. (b) As in (a) but for the
zonal-momentum eddy forcing only. The contouring is as in Fig. 7.
how it affects the troposphere below. This is presented
in Fig. 7c. To generate this figure, we use Teq(g 5 2),
as in Fig. 7b, but instead of using E(g 5 4) everywhere,
as in Fig. 7, we transition from E(g 5 2) in the tro-
posphere ( p $ pT 5 100 mb) to E(g 5 4) in the strato-
sphere ( p , pT 5 100 mb). The eddy forcing profile
used is
stratE 5 g( p)E(g 5 2) 1 [1 2 g(p)]E(g 5 4), (11)
where
g( p) 5 {1 1 tanh[log (p/p )/B]}/210 c (12)
is a weighting function. The parameter pc represents the
transition level from g 5 2 below to g 5 4 above, and
B determines the sharpness of the transition; in Fig. 7c,
we use pc 5 100 mb and B 5 0.6. We note in passing
that the sharpness of the transition across pc has a some-
what counterintuitive effect on the solution: for smaller
B, that is, for the E(g 5 4) forcing more confined to
the stratosphere, the wind response penetrates more
deeply into the troposphere and the thermal response is
strongly localized at pc (not shown). We have chosen a
value of B that smooths out this behavior.4
Figure 7c shows that the change to the eddy forcing
in the stratosphere does in fact yield a wind response
that penetrates well into the troposphere. However, this
response only hints at the original tropospheric response
pattern in Fig. 2c; in particular, the tropospheric jet does
not shift. From this we conclude that, while the change
to the eddy forcing in the stratosphere initiates a re-
sponse in the troposphere, it is insufficient and, without
the eddy feedbacks present in the eddying AGCM, can-
not yield the full response of the tropospheric circula-
tion.
In order to test this idea, we present the results of
two more equilibrated integrations of the eddying
AGCM (Fig. 8). In these experiments, we integrate the
AGCM with Teq (g 5 2) and with an eddy tendency
perturbation that is confined to the stratosphere in a
manner consistent with the perturbation represented by
Fig. 7. That is, we add to the instantaneous tendencies
calculated in the model a time-invariant and zonally
symmetric tendency perturbation of the form [see (11)–
(12)]
stratE* 5 E 2 E(g 5 2)
5 [1 2 g(p)][E(g 5 4) 2 E(g 5 2)], (13)
which is the difference between the g 5 2 and g 5 4
eddy forcing confined to the stratosphere with the
4 The behavior for small B can be understood in terms of the QG
residual circulation equations (9), for which the vertical component
of the QG EP flux is proportional of the meridional heat flux. As B
becomes smaller, this quantity will become more discontinuous at pc.
Thus, the vertical derivative of this component, which appears as the
vertical contribution to = ·F in (9), will be a delta function, which
in turn yields a localized residual circulation and temperature re-
sponse at pc.
weighting function g(p) defined in (12). In the first ex-
periment (Fig. 8a), the eddy forcing perturbation E* is
applied to all prognostic-variable tendencies. In the sec-
ond experiment (Fig. 8b), only the zonal momentum
tendency component of E* is used.5 The idea of the
second experiment is that the vertically integrated eddy
momentum flux controls the surface stress, and hence
the lower-tropospheric winds, by a vertically integrated
momentum balance (W. Robinson and I. Held, 2002,
personal communication). The other eddy forcing terms,
which, by QG scaling, are dominated by the meridional
flux of heat by the eddies and appear as a vertical de-
rivative of a vertical flux, would exert less control.
In Fig. 8, the stratospheric responses are quite distinct
from each other and from the original response (Fig.
2c); this reflects the strong differences in the strato-
spheric perturbations. The important point, however, is
that the tropospheric, nonlocal, responses in Figs. 2c,
8a, and 8b are very similar. Thus, the stratospheric eddy
forcing changes and, in particular, the eddy momentum
flux changes, diagnosed from the g 5 2 and g 5 4
integrations, are crucial ingredients of the response. The
differences in the tropospheric responses between Figs.
7c and 8a confirm that the tropospheric eddy feedbacks
are also crucial.
We have thus isolated the cause of the tropospheric
response to a certain extent, but have not closed the
problem because we have not explained what brings
about the stratospheric eddy flux change E* itself. Such
a closure is difficult because the stratospheric response
is highly coupled to the tropospheric response. We il-
lustrate this coupling with a final integration of the zon-
ally symmetric model, which is meant to answer the
following question: how does the stratosphere respond
(in the absence of eddy feedbacks) to the change in eddy
5 In the spectral model, this is accomplished by determining the
vorticity and divergence tendencies that are consistent with a mo-
mentum tendency with zero meridional component.
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FIG. 9. Zonally symmetric model response to eddy forcing E trop
[Eq. (14)]. The contouring is the same as in Fig. 7.
forcing in the troposphere? One may think of this cal-
culation as the complement of the one present in Fig.
7c. To perform this integration, we use Teq(g 5 2) and
the following eddy forcing:
tropE 5 g(p)E(g 5 4) 1 [1 2 g(p)]E(g 5 2), (14)
where g(p) is the previous weighting function (12).
Thus, we here isolate the eddy forcing perturbation to
the troposphere instead of to the stratosphere.
As shown in Fig. 9, the tropospheric response, where
the eddy forcing perturbation is applied, is predictably
similar to that seen in Figs. 2c and 7b. The fact that this
response is weaker is expected from Fig. 7c. What is
surprising in Fig. 9, however, is the stratospheric wind
response, which is quite barotropic and extends well
into the model stratosphere.6 This stratospheric response
is comparable to, and anticorrelated with, the strato-
spheric response to the stratospheric eddy forcing in Fig.
7c. This implies that the tropospheric eddy response
exerts a great deal of control upon the barotropic wind
shear and, presumably, the planetary-wave propagation
properties of the stratosphere. This demonstrates that,
beyond the prediction that the stratospheric winds will
strengthen with increasing g, it is difficult to predict the
important details of the stratospheric response sepa-
rately from the tropospheric response.
6. Conclusions
In PK, we have shown how our simple model captures
key aspects of observed trends in the annular modes in
6 We note that a barotropic wind response above the level of eddy
forcing is to be expected from downward-control theory (e.g., Haynes
et al. 1991, their Fig. 5). The weak vertical shears in the stratosphere
reflects the nonzero value of g(p) above pc 5 pT and the influence
of the sponge in our zonally symmetric model.
a robust and reproducible framework. In this study, we
have attempted to explain the dynamics of this response.
We have found that the equilibrium response in the eddy
driving involves a complex combination of changes to
the planetary- and synoptic-scale eddy driving; this find-
ing, however, does not constitute an explanation. The
transient and zonally symmetric model integrations in
sections 4 and 5 provide more insight. Figures 6 and 7c
show that downward control is a crucial ingredient of
the response: the stratospheric eddy driving responds in
such a way as to ‘‘tickle’’ the troposphere; the tropo-
sphere then responds in a more complicated way in-
volving eddy feedbacks. The remaining portion of the
response, involving eddy feedbacks, cannot be predicted
without a closure theory for the baroclinic eddies. Fur-
thermore, Fig. 9 demonstrates that the stratospheric
mean state is itself highly influenced by the change in
tropospheric eddy driving that accompanies the pole-
ward shift of the jet. In conclusion, then, from this sim-
ple modeling framework the suggestion emerges that
stratosphere and troposphere could be coupled in ways
that might be rather difficult to untangle.
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APPENDIX
Zonally Symmetric Model
We illustrate the setup of the zonally symmetric mod-
el with an advection equation with a damping term
]S
5 2u · =S 2 k(S 2 S ) [ F(u, S), (A1)eq]t
where S is a tracer; k is a damping rate; and Seq is a
prescribed, time-independent, and longitude-indepen-
dent equilibrium profile of the tracer. The nonlinear op-
erator F(u, S) is the instantaneous local tendency of S
associated with advection and damping. In our model,
analogous operators to F exist for each of the prognostic
variables. Consider, now, the time- and zonal mean of
(A1), using standard bar and prime notation:
]S
5 0 ⇒ u9 · =S9 5 2u · =S 2 k(S 2 S )eq]t
5 F(u, S). (A2)
Thus, if we input the time and zonal-mean state of the
model into its tendency operators, we can extract, in a
single step, zonal- and time-mean eddy flux tendencies
that are exactly consistent with the model numerics.
The zonally symmetric model is integrated with this
extracted eddy forcing tendency, 2u9 · =S9 5 2F( , ),u S
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added to the tendencies solved by the model. For ex-
ample, illustrating with the tracer equation, we can solve
the following:
˜]S
˜5 F(u˜ S) 2 F(u, S)
]t
˜5 F(u˜, S) 2 u · =S9
˜ ˜5 2u˜ · =S 2 k(S 2 S ) 2 u · =S9, (A3)eq
where u˜ and S˜ are zonal fields that are integrated in
time by the model and F(u˜, S˜) is the instantaneous zon-
ally symmetric tendency that is calculated by the model.
Example (A3) suggests a simple validation test of the
model: given the eddy forcing tendency 2F( , ), ifu S
we timestep Eq. (A3) with the zonally symmetric model,
we should be able to reproduce the original zonal-mean
state of the eddying model. That is, we should obtain
u˜ 5 and S˜ 5 at equilibrium. This will occur pro-u S
vided that the nonlinear zonally symmetric primitive
equations are stable and that there exist steady and
unique solutions.
We integrate the model for 3000 days and plot fields
for a snapshot taken on the last day. According to our
testing so far, in the extratropics, the model marches
steadily to a unique solution that is independent of initial
conditions. We have verified that the zonally symmetric
model exactly reproduces the zonal- and time-mean
state of the g 5 2 and g 5 4 integrations away from
the deep Tropics (not shown). The zonal-mean circu-
lation in the deep Tropics is highly transient and does
not settle into an easily sampled equilibrium solution.
The perturbation integrations in section 5 in which
the equilibrium temperature is varied correspond, in
this example, to keeping the eddy forcing tendency
2 5 2F( , ) fixed while changing the ad-u9 · =S9 u S
vection/tendency operator F(u˜, S˜) to a new operator,
F*(u˜, S˜). In the tracer equation (A1), this could be ac-
complished by, for example, varying the equilibrium
profile Seq. Conversely, the perturbation integrations in
which the eddy forcing is varied while keeping the equi-
librium temperature fixed correspond to changing the eddy
forcing tendency while keeping the operator F fixed.
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