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Abstract
Axial algebras are commutative nonassociative algebras generated by a set of special
idempotents called axes whose adjoint maps are semisimple. The algebra product
is controlled by a fusion law. Jordan algebras, the Griess algebra for the Monster
group are some of the examples for axial algebras. This thesis is about study of
axial algebras satisfying the Monster like fusion law where non unit elements α, β
of the fusion law satisfy the condition α = 2β. This was an exceptional case in the
literature. We show that axes satisfying the above fusion law arise as the sum of two
orthogonal axes of Jordan type. These are called the axes of Monster typeM(2η, η)
or the double axes. Then we present the classification of 2-generated subalgebras
of the Matsuo algebras generated by double axes. Further we construct two infinite
classes of axial algebras for the symmetric group of Sn and for symplectic group
Sp(2n, 2) which satisfy fusion law M(2η, η).
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This is a study of commutative, non associative algebras in which the product of
the subspaces are controlled by what is known as a fusion law and the algebras are
called the axial algebras. First we give the historical background which describes the
motivation for the origin of these algebras.
1.1 Historical context
In 1973, Fischer and Griess independently produced evidence for the existence of
the largest sporadic simple group, the Monster. Conway and Norton conjectured
that the Monster had a representation of degree 196883 [6]. In particular, Norton
noted that such a module would have commutative, non associative algebra struc-
ture. Based on Norton’s observation, Griess constructed the Monster group in 1982
[13]. He defined a unital commutative, non associative algebra structure on a mod-
ule B of dimension 196884 for a particular group C, which admitted a symmetric,
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nondegenerate, associative bilinear form. Then he showed that the Monster group
M = 〈C, σ〉 for some σ ∈ Aut(B). The module B is called the Griess algebra.
In 1984, Conway constructed the Monster, using Parker’s Moufang loop [5], as
the automorphism group of 196884-dimensional algebra B\ which is a deformation of
the Griess algebra B. In particular, Conway showed the existence of special vectors
called axial vectors in B\.
From the character table of the Monster, it has two classes of involutions, namely,
2A and 2B. Call the involutions of 2A the transpositions. The product of any two
transpositions belongs to exactly one of the following nine classes the Monster.
1A, 2A, 3A, 4A, 5A, 6A, 2B, 4B, or 3C. (1.1)
The symbol nA represents the class of elements of order n with the largest centraliser
order. The next largest centraliser is nB and so on.
The axial vector of an element m ∈M is the vector v ∈ B\ which is fixed by the
centraliser, CM(m) of m. For each transposition a, let ta be the axial vector. Conway
showed that the subalgebra generated by two axial vectors ta, tb of transpositions a, b,
is spanned by various axial vectors vg, where g belongs to the dihedral group 〈a, b〉.
This shows that, for transpositions a and b, the class of two generated subalgebras
〈〈ta, tb〉〉 is in one to one correspondence with the class of the conjugacy classes given
in (1.1). Therefore, it is meaningful to denote the two generated subalgebra 〈〈ta, tb〉〉
by the same symbol as that of the conjugacy class of ab.
In 1984, Frenkel, Lepowsky and Meurman announced the construction a com-
mutative, non associative algebra V , which is a slight variant of the Griess algebra,
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using vertex operators [9]. The character of V is given by the modular function
J(q) = q−1 + 0 + 196884q + . . . . Further, they obtained the action of the Monster
group on V which was similar to the action of the Monster on the Griess algebra.
Borcherds, in1986, introduced vertex algebras by defining a product, which was con-
structed using a generalisation of vertex operators, on the Fock spaces [3]. Building
on this work, Frenkel et al. constructed the Griess algebra from vertex operator
algebras (VOAs) in [10]. A VOA over the complex field is a non negatively graded
vector space V =
⊕∞
n=0 Vn satisfying certain properties like existence of the identity
element, the translation, the locality identity. Here Vn is the weight n subspace of V .
The authors showed that the Monster can be realised as the automorphism group





n . The subspace
V \2 has the structure of commutative, non associative algebra that coincides with the
Griess algebra B. Note that, in the Moonshine VOA, V \0 = 0 and dimV
\
1 = 1.
The algebra V \ belongs to a larger class of VOA, V =
⊕∞
n=0 Vn satisfying V0 = 0
and dimV1 = 1. In this class the weight 2 subspace V2 always admits structure of
commutative algebra similar to the Griess algebra. Therefore, V2 is called a Griess
algebra. Similar to Conway’s axial vectors in B\, Miyamoto identified the special
vectors called Ising vectors in V2 [23]. First, he defined a special element e, called
a rational conformal vector, in V2 of the VOA, V =
⊕∞
n=0 Vn, which defines a rep-
resentation of the Virasoro algebra with the central charge 1/2. Then, he showed
that, when dimV0 = 0 and V1 = 0, the element e is a conformal vector with the
central charge 1/2 if and only if e/2 is an idempotent of Griess algebra V2. The
idempotent e/2 is called an Ising vector. Therefore, the axial vectors are in one to
3
one correspondence with the Ising vectors. Consequently, a subalgebra generated by
two Ising vectors is completely determined by the conjugacy classes listed in (1.1).
Furthermore, associated to every Ising vector, there exists an automorphism τe of V2
of order at most 2. Call these involutions τ -involutions. Note that τ -involutions are
precisely the 2A involutions of the Monster, the transpositions. Thus, Miyamoto’s
construction of τe is reverse construction of Conway’s axial vector.
Sakuma studied all the 2-generated groups by Miyamoto involutions. In particu-
lar, he showed that the τ -involutions of V2 satisfy 6-transposition property, that is,
for any two Ising vectors e and f , |τeτf | ≤ 6. Further, he classified all two generated
subalgebras 〈〈τe, τf〉〉. This classification theorem is known as the Sakuma’s theorem.
From now on the two generated subalgebras of the Griess algebras will be called as
dihedral algebras.
1.2 Majorana algebras
As an attempt to generalise the Griess algebra for the Monster, Ivanov axiomatised
the properties of the Griess algebra, and defined Majorana algebras [20]. A Majorana
algebra V is a vector space over reals equipped with a positive definite bilinear form
( , ) and a commutative, non associative algebra product such that the form asso-
ciates and satisfies the Norton inequality. He defined Majorana axes and Majorana
involutions which are counterparts of Ising vectors and τ -involutions respectively.
For instance, the Griess algebra, B, is a Majorana algebra generated by a set of Ma-































































































































































































































































































λ is the λ-eigenspace of the adjoint action. The products of the eigenspaces
satisfy the fusion law given in Table 1.2.






























Table 1.2: Fusion law satisfied by the Griess algebra








(a) ⊆ B 1
25
(a),
and so on. Further, Ivanov et. al. proved the Sakuma’s classification theorem in the
context of Majorana algebras [19]. That is, a two generated subalgebra by Majorana
axes is completely determined by the Conjugacy classes given in (1.1).
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1.3 Axial algebras
The class of axial algebras was introduced by Hall, Rehren, and Shpectorov in [16] as
a generalisation of the Majorana algebras. These are defined over an arbitrary field
F with char F 6= 2, existence of a bilinear form is not assumed (hence, the conditions
like positive definite, Norton’s inequality will not arise), fusion law is not restricted
to Table 1.2.
We state a few definitions which are essential for the discussion of axial algebras.
Let A be a commutative, non associative algebra over a field F and char F 6= 2.
An adjoint map ada of an element a ∈ A is an endomorphism of the algebra which
takes x to ax. For λ ∈ F,
Aλ(a) = {x ∈ A, | ax = λx}
is the corresponding eigenspace. Note that Aλ(a) = 0 if λ is not an eigenvalue of the
adjoint map ada. A fusion law is a pair (F , ∗), where F ⊆ F and ∗ is a symmetric
map,
∗ : F × F → 2F ,
which assigns to a pair (λ, µ) a subset of F . A single instance (λ, µ) 7→ S of the
map ∗ is called a fusion rule. Fusion laws are described using tables whose cells are
the fusion rules. Some of the fusions laws that appeared in the recent study of axial
algebras are given in Table 1.3.
An axial algebra A is a commutative, non associative algebra over the field F





∗ 1 0 η
1 1 η
0 0 η
η η η 1, 0
∗ 1 0 α β
1 1 α β
0 0 α β
α α α 1, 0 β
β β β β 1, 0, α
Table 1.3: {0, 1}-, M(η)-, M(α, β)-fusion laws.
the algebra A is the direct sum of the eigenspaces of ada such that the product of the
eigenspaces is controlled by a fusion law F . For example, the Griess algebra is an
axial algebra generated by the set of 2A-axes, and the product of the eigenspaces is




); a Jordan algebra is an axial algebra generated




1.4 About this thesis
Hall, Rehren, and Shpectorov proved the Sakuma’s theorem in the context of prim-
itive axial algebras of Jordan type η which have a Frobenius form. In [26], Rehren
attempted to prove the Sakuma’s theorem for an arbitrary fusion lawM(α, β) with-
out assuming the existence of a Frobenius form. He showed that for α 6= 2β, α 6= 4β,
the dimension of the two generated subalgebra is at most 8 which is the highest
dimension of a dihedral algebra. Further, he constructed two generated subalgebras,
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involving parameters α, β with α 6= 2β, α 6= 4β, which are covers of the dihedral
algebras.
Description Basis Relations
3A′α,β b0, b1, b2, s
4Aβ b−1, b0, b1, b2, s 〈bi, bi+2〉 ∼= 2B
4Bα b−1, b0, b1, b2, s 〈bi, bi+2〉 ∼= 2A
5Aα b−2, b−1, b0, b1, b2, s
6Aα b−2, b−1, b0, b1, b2, s, s̄ 〈bi, bi+3〉 ∼= 3Cα, 〈bi, bi+2〉 ∼= 3Aα,β
Table 1.4: The covers of dihedral algebras defined by Rehren.
In this thesis, we study axial algebras satisfying the fusion law M(α, β) with
the condition α = 2β 1. We establish that an axis satisfying the above mentioned
condition arises as the sum of two orthogonal axes satisfying the fusion law M(β).
In particular, we prove the following theorem.
Theorem 1.4.1. Let A be an axial algebra of Jordan type η. Suppose a and b are
two axes with ab = 0. Then A has the decomposition







with respect to a+ b, which satisfies M(2η, η)-fusion law.
1In an ongoing project, Franchi, Mainardis, and Shpectorov have found an algebra of infinite
dimension satisfying the fusion law M(4η, η) (specifically, for η = 12 ). Note that, when α 6= 4β, we
suspect that the maximum dimension of a 2-generated algebra is 8.
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We call an axis satisfying the fusion lawM(η) a single axis, and an axis satisfying
the fusion law M(2η, η) a double axis.
A double axis is not primitive in the algebra A, however, it can be primitive in
a proper subalgebra of A. We study all the 2-generated subalgebras of A satisfying
M(2η, η). There are two cases to consider. In the first case, the generating set con-
sists of a single axis and a double axis, in the second case, the generating set consists
two double axes. We have found two subalgebras which are different from Rehren’s
two generated subalgebras. This shows that Rehren’s theorem can be generalised for
all α, β.
We define a fixed subalgebra of a Matsuo algebra M relative to H ⊆ Aut(M), and
show that it is a primitive axial algebra satisfying the fusion law M(2η, η). Then
we construct fixed subalgebras for symmetric group S2n and fixed subalgebras for
symplectic group Sp(2n, 2).
A flip is an automorphism of the diagram defined on the axes set which fixes all
the single axes and interchanges the summands of each double axis. Clearly flip has
order at most 2. Let h be a flip, then the action of 〈h〉 on the basis D produces
orbits of length at most 2. Note that the double axes come from the orbits of length
2. Thus the algebra generated by all the single axes and double axes in this way is
the fixed subalgebra relative to the group 〈h〉. We have the following theorems.
Theorem 1.4.2. Let M be the Matsuo algebra for the symmetric group S2k and let
h = (1, 2)(3, 4) . . . (2k − 1, 2k).
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Then the fixed subalgebara W relative 〈h〉 is generated by set containing k single axes
and k(k − 1) double axes. Moreover, the above set of axes span W , therefore, it has
dimension k2.
Call the above fixed subalgebra the k2-algebra relative to 〈h〉.
Theorem 1.4.3. The k2-algebra for S2k, k 6= 1, 2, is not simple for η = − 12(k−1) and
η = − 1
k−2 .
Theorem 1.4.4. Let V be a symplectic space over the field F2 and dim(V ) = 2n.
Let t ∈ Sp(2n, 2) be an inolution of rank l. The dimension of the axial part of the




(22n−l + 2dimV (t) − 2),
where, V (t) = {u ∈ V : (u, ut) = 0}.
This thesis is organised as follows.
In the first three chapters we review some of the results on axial algebras required
for this work.
In Chapter 2, we recall the definitions of fusion laws, grading, and axial algebras.
We give some examples of axial algebras of Jordan type.
In Chapter 3, we discuss the structural properties of axial algebras. In partic-
ular, we define, the radicals, Frobenius forms, and Gram matrices, and prove some
fundamental results which will be used in later stage.
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In Chapter 4, we discuss the relevant topics of group theory like Coxeter groups,
groups of 3-transpositions, groups of symplectic type. Then we define Fischer spaces
and Matsuo algebras.
In Chapter 5, we show how the axes of Monster type (2η, η) arise from the axes
of Jordan type η. Then we present a general construction of subalgebras of Matsuo
algebras which are always primitive axial algebras of Monster type (2η, η). In this
chapter, we also study all the 2-generated subalgebras by a single axis and a double
axis, by two double axes.
In Chapter 6, we construct the fixed subalgebra for the symmetric group Sn, and
discuss the radical of it.




Let F be a field with char F 6= 2 and A be a commutative F-algebra. We do not
assume the associative law and existence of the identity element in A.
For an element s ∈ A, define the adjoint endomorphism ads of A to be the map
ads :A→ A
x 7→ sx.
For a scalar µ ∈ F, denote the µ-eigenspace of ads by Aµ(s). That is,
Aµ(s) = {x ∈ A| sx = µx}.
Note that Aµ(s) = 0 whenever µ is not an eigenvalue of ads.
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2.1 Fusion laws
Definition 2.1.1. A fusion law is a pair (F , ∗), where F is a set and ∗ : F×F → 2F
is a symmetric map assigning subset of F to a pair (λ, µ).
Throughout this work F is a finite subset of the field F.
Definition 2.1.2. Let A =
⊕
F Ai. The decomposition is said to satisfy a fusion
law F if AiAj ⊆
⊕
k∈i∗j Ak for all i, j ∈ F .
Note that any decomposition of A satisfies the trivial fusion law where i ∗ j = F
for all i, j ∈ F . However, we are interested in those fusion laws where the cardinality
of i ∗ j is minimal but not always the empty set. It is convenient to describe fusion
laws using tables whose whose rows and columns correspond to the elements of F .
Some of the important examples of fusion laws which are widely used in this work
are given in Table 1.3. Here the set F is {0, 1}, {0, 1, η} and {1, 0, α, β} respectively,
where, η, α, β ∈ F. Note that blank entry in a fusion law represents the empty set.
The last entry in the second table means η ∗ η = {1, 0}.
Suppose A satisfies a fusion law F . Then for any two subsets M and N of F ,
define AM :=
⊕
i∈M Ai and M ∗N :=
⋃
i∈M,j∈N i ∗ j.
Definition 2.1.3. Let A be a commutative, non-associative algebra over F and (F , ∗)
be a fusion law. An idempotent a ∈ A is said to be an F-axis if ada is semisimple
with all its eigenvalues belong to F , that is, using the above notation A = AF(a) and
the decomposition of A into the direct sum of eigenspaces of A satisfies the fusion
law (F , ∗).
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Since a is an idempotent, a ∈ A1(a), therefore, from now on we assume 1 ∈ F .
Definition 2.1.4. An axis a ∈ A is said to be primitive if A1(a) = Fa.
Definition 2.1.5. A commutative, non-associative algebra A is said to be a primitive
F-axial algebra if it is generated by a set of primitive axes.
In general, when we consider axes in a primitive axial algebra, we assume that
these axes are primitive, unless other otherwise is specified.
Let A be a primitive F -axial algebra and a be an axis. Suppose the elements b
and c of A are such that b ∈ A1(a) and c ∈ Aλ(a) for λ 6= 0. Then b = µa for some
scalar µ ∈ F. The product
bc = (µa)c = µ(ac) = µ(λc) = λ(µc) ⊆ Aλ(a).
That is, A1(a)Aλ(a) = Aλ(a) for λ 6= 0. In view of this calculations, all fusion
laws we consider will satisfy 1 ∗ λ = {λ} for all λ 6= 0. Note that if λ = 0 then
A1(a)A0(a) = 0, so we can assume that 1 ∗ 0 = ∅ if 0 ∈ F .
Definition 2.1.6. Let T be a finite abelian group and (F , ∗) be a fusion law. Then
F is said to be T -graded if it has a partition
⋃
Fs with s ∈ T such that Fs ∗Ft ⊆ Fst
for all s, t ∈ T .
Let A be an F -axial algebra and a be an axis. Suppose F is T -graded. Then for
t ∈ T , define





Using the above notation A can be written as A =
⊕
t∈T At(a) with At(a)As(a) ⊆
Ats(a). In general, an F -axial algebra A which has T -graded fusion law is a T -graded
algebra. We use the convention At = 0 whenever Ft is empty.
Let T ∗ be the group of all homomorphisms from T to the multiplicative group of
F. Such a homomorphism is called a linear character of T over F.
Consider a T -graded algebra A. For an element a ∈ A and κ ∈ T ∗, define a map
τκa by x 7→ κ(t)x for all x ∈ At(a). This map is extended to A by linearity.
Proposition 2.1.7. Let A be a T -graded axial algebra. For an element a ∈ A and
a linear character κ, the map τκa is an automorphism of A. Furthermore, the map
sending κ to τκa is a homomorphism from T
∗ to Aut(A).
Proof. To see that τak is an automorphism of A, we just need to see that it preserves
products. Since eigenvectors of ada span A, it suffices to check our claim for products
of eigenvectors. Suppose that u ∈ At(a) and v ∈ As(a). Then from the grading we
have uv ∈ Ats(a). Therefore,





Clearly, the map τκa is onto as for every u ∈ At(a) there exists an element κ−1(t)u
whose image under the action of κ is u. It is obvious that τκa is one-one since none
of the values of κ(t) is zero. This proves the first part of the claim.
16
Define θ : T ∗ → Aut(A) by κ 7→ τκa . Now suppose u ∈ At(a) then
θ(κ1κ2) = κ1κ2(t)(u)






a (u) = θ(κ1)θ(κ2).
Therefore, the map θ is a homomorphism.
All the axial algebras considered later in this work are C2-graded. That is, if we
write, C2 = {+,−} then A admits the decomposition A = A+(a)
⊕
A−(a) relative
to an axis a, where, A+(a) =
⊕
k∈Λ+ Ak(a) and A−(a) =
⊕
k∈Λ− Ak(a), for disjoint
subsets Λ+ and Λ− of F satisfying Λ+Λ+ ⊆ Λ+, Λ−Λ− ⊆ Λ+, and Λ−Λ+ ⊆ Λ−. Since
char F 6= 2, we have T ∗ = {κ1, κ−1}, where κ1 is the identity. Note that the map
τκ−1a fixes the A+(a) part of each element of A and negates the A−(a) part. In this
case τκ−1a is nontrivial automorphism if A−(a) is nonzero and more importantly this
involution is known as the Miyamoto involution, which will be discussed in detail in
the next chapter.
We prove one more result related to the automorphisms τκa .
Proposition 2.1.8. ([21], 3.10) Let A be an F-axial algebra generated by the set of
axes A. Suppose a is an axis and W ≤ A is ada-invariant then it is invariant under
τκa for κ ∈ T ∗.
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Proof. Since W is ada invariant, it can be written as W = ⊕µ∈FWµ(a). But Wµ(a) ≤
Aµ(a) and τ
κ
a acts as scalar transformation on Aµ(a). Consequently, every subspace
of Aµ(a) is τ
κ
a -invariant. Therefore, W
τκa = ⊕µ∈FWµ(a)τ
κ
a = ⊕µ∈FWµ(a) = W .
2.2 Axial algebras of Jordan type η
Definition 2.2.1. A primitive axial algebra is said to be of Jordan type η ∈ F,
η 6= 1, 0, if it is generated by a set of M(η)-axes.
In a fusion law F , an element u ∈ F is said to be a unit if u ∗ λ = {λ} for all
λ 6= 0.
Note that the M(η) fusion law contains two units, namely, 1 and 0. Such fusion
laws are called Seress fusion laws. Moreover, the fusion law M(η) is Z2-graded and
hence the algebras with this fusion law inherit Miyamoto involutions.
We conclude this chapter with some examples of axial algebras of Jordan type.
Recall that a commutative algebra J over a field F is said to be Jordan if
(xy)x2 = x(yx2),
for all x, y ∈ J . The above expression is known as the Jordan identity. Naturally,
any associative algebra (A, ·,+) becomes a Jordan algebra under the new product
x • y = 1
2
(x · y + y · x),
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for all x, y ∈ A. Usually, the algebra (A,+, •) is denoted by A+. Here we show that
a Clifford algebra is a primitive axial algebra of Jordan type η = 1
2
.
Let V be an n-dimensional vector space over a field F, char F 6= 2, with a
quadratic form q on it. Let B be the corresponding bilinear form associated with q.
Note that B is symmetric. Now define the Clifford algebra Cl(V, q) as
Cl(V, q) = T (V )/〈u⊗ u− q(u)〉,
where, T (V ) = F ⊕ V ⊕ (V ⊗ V ) ⊕ (V ⊗ V ⊗ V ) ⊕ . . . is the tensor algebra of V
and u ∈ V . Note that the Clifford algebra is the largest unital associative algebra
generated by V such that uu = q(u) for all u ∈ V . Since Cl(V, q) is associative, it is
a Jordan algebra under the new product •. Let Cl+ = (Cl(V, q),+, •).
Now consider a subspace JCl := F1⊕ V of Cl(V, q); Then the sum and product
on it are as follows.
(α1 + u) + (β1 + v) = (α + β)1 + (u+ v),
(α1 + u) · (β1 + v) = (αβ +B(u, v))1 + (αv + βu)
for any α1+u, β1+v ∈ JCl. The subspace is closed for addition and multiplication.
Therefore (JCl,+, ·) is a subalgebra of Cl(V, q) and moreover, JCl+ is also a Jordan
algebra as Cl+ is a Jordan algebra.




Proof. First of all, we claim that for any u ∈ V and α ∈ F, the vector a = α1 + u is
an idempotent iff either a ∈ {0, 1} or α = 1
2
and q(u) = 1
4
. To see this consider
a2 = (α1 + u)(α1 + u)
= (α2 +B(u, u))1 + 2αu
= (α2 + q(u))1 + 2αu.
Thus a2 = a if and only if 2αu = u and α2 + q(u) = α. Now suppose a /∈ {0, 1}, then
clearly the above equations imply α = 1
2
and q(u) = 1
4
.





. Let J = JCl+ and Jλ(a) be the λ-eigenspace of ada, where, a ∈ J is an
idempotent. Clearly a ∈ J1(a). For a non trivial idempotent a = 12 + u of J , define
ā = 1
2















− q(u) = 0.














which implies u⊥ ⊆ J 1
2




Since dim(J) = dim(V ) + 1 and dim(u⊥) = dim(V )− 1, we have
J1(a) = 〈a〉 = J0(ā),
J0(a) = 〈ā〉 = J1(ā),
J 1
2
(a) = J 1
2
(ā).
In other words, ada is semisimple.
Let τa be the map which act as the identity on J1(a)⊕J0(a) and negative identity
on J 1
2








is C2-graded satisfying J (12)-fusion law.
Let A be a commutative, non-associative F-algebra over a field of characteristic
not equal to 2. Let a0 ∈ A be an idempotent and B = 〈a0〉. Clearly a0 is the only
idempotent in B. Indeed if there exists another nonzero idempotent a in B then
a = βa0 for some β( 6= 0) ∈ F. We have βa0 = a = a2 = β2a0, which implies β = 1.
Further, note that a0 = 1. In other words, B = F1 and it is a primitive axial algebra
of Jordan type η where B0(1) = Bη(1) = 0. We denote this algebra by 1A.
For an η ∈ F, η 6= 1, 0, let 3C(η) be an F-algebra having S = {s0, s1, s2} as a





(si + sj − sk)
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for distinct i, j, k ∈ {0, 1, 2}. Clearly 3C(η) is 3-dimensional algebra over F. For
simplicity, let A = 3C(η). For λ ∈ F, Aλ(si) denotes the λ-eigenspace of adsi for
i ∈ {0, 1, 2}.
Since si ∈ S is an idempotent, A1(si) = Fsi.
In order to determine the 0-eigenspace of adsi , note that
si(ηsi − sj − sk) = ηsi −
η
2
(si + sj − sk)−
η
2
(si + sk − sj)
= ηsi − ηsi −
η
2
(sj − sk + sk − sj) = 0,
therefore, 〈ηsi − sj − sk〉 ⊆ A0(si).
Similarly, note that
si(sj − sk) =
η
2
(si + sj − sk)−
η
2




(si − si + sj + sj − sk − sk)
= η(sj − sk),
and thus 〈sj − sk〉 ⊆ Aη(si).
From the dimensions of the eigenspaces, and dimension of 3C(η), we can con-




Aη(si). In other words, adsi is
semisimple.
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Next we verify that the eigenspace A0(si) is indeed a subalgebra of 3C(η).
(ηsi − sj − sk)(ηsi − sj − sk) = ηsi(ηsi − sj − sk) + (−sj − sk)(ηsi − sj − sk)
= 0− ηsjsi + sj + sjsk − ηsksi + sksj + sk




(sj + si − sk)−
η2
2
(sk + si − sj)
+ η(sj + sk − si) + sj + sk
= −(η2 + η)si + (η + 1)sj + (η + 1)sk
= −(η + 1)(ηsi − sj − sk) ∈ A0(si).
With respect to si, an element x ∈ 3C(η) can be written as
x = αsi + β(ηsi − sj − sk) + γ(sj − sk),
for some scalars α, β, γ ∈ F. Now define a map τsi : 3C(η) → 3C(η) which when
acted on x, fixes si but switches sj and sk in the above expression for x. That is,
xτsi = αsi + β(ηsi − sk − sj) + γ(sk − sj)
= αsi + β(ηsi − sj − sk)− γ(sj − sk).
Clearly, τsi is an automorphism of order 2 which fixes 3C(η)+ := A1(si)
⊕
A0(si)
and negates 3C(η)− := Aη(si) under its action. Thus 3C(η) is Z2-graded and more-
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over has J (η)-fusion law. Hence, the algebra 3C(η) is a primitive axial algebra of
Jordan type η.
Note that the group generated by {si, sj} under the above mentioned product is
isomorphic to the group S3. In such case, we say that S = {si, sj, sk}, where sk = s
sj
i ,
forms a Sakuma algebra.
Let 2B be a 2-dimensional associative F-algebra spanned by {a, b}, where a and
b are idempotents and ab = 0. The only eigenvalues of ada(or adb) are 0 and 1.
Thus 2Bη(a) = 0 for all η(6= 0, 1). The algebra 2B has a decomposition 2B =
2B1(a)
⊕
2B0(a) with 2B1(a) = Fa and 2B0(a) = Fb. Thus, 2B is a primitive axial
algebra of Jordan type η for all η.
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Chapter 3
Structural properties of axial
algebras
We study some of the useful structural properties of axial algebras in this chapter.
All the definitions and results of this chapter come from [21].
3.1 Miyamoto groups and closed sets of axes
Let T be an abelian group and A an F -axial algebra where the fusion law is T -graded.
Recall that T ? is the group of all the homomorphisms from T to the multiplicative
group of F. If a is an F -axis and and κ ∈ T ∗, then there exists an automorphism τκa
of A associated with a and moreover the image Ta of the the map sending κ to τ
κ
a is
a subgroup of Aut(A). We call the above subgroup the axis subgroup corresponding
to a.
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Definition 3.1.1. Let A be an F-axial algebra generated by a set of axes A. Then
the Miyamoto group G(A) of the algebra A with respect to the set A is the group
generated by the axis subgroups Ta, a ∈ A.
Clearly the Miyamoto group is a subgroup of Aut(A).




)-axial algebra generated by 2A-
axes. Since 2A involutions generate the Monster group, the Miyamoto group of the
Griess algebra with respect to the 2A axes is the Monster group.
Proposition 3.1.2. [21] Suppose A is an F-axial algebra and f ∈ Aut(A). Let a be
axis. Then af is also an axis.
Proof. Since a ∈ A is an idempotent and f ∈ Aut(A), af is also an idempotent. Let
Aλ(a) be the λ-eigenspace of ada. Suppose x ∈ Aλ(a) then
afxf = (ax)f = (λx)f = λxf .
So xf ∈ Aλ(af ), that is, (Aλ(a))f ⊆ Aλ(af ). On the other hand, if y ∈ Aλ(af ) then




. That is, yf
−1 ∈ Aλ(a) and hence Aλ(af ) ⊆
(Aλ(a))
f . Therefore, Aλ(a
f ) = (Aλ(a))




f ⊆ Aλ?µ(a)f = Aλ?µ(af ). In other words, the products
of the eigenspaces Aλ(a
f ) and Aµ(a
f ) are controlled by F -fusion law. Hence af is an
F -axis.
Definition 3.1.3. Let A be an axial algebra and A a generating set of axes. Then
the set A is said to be closed if AG(A) = A, where G(A) is the Miyamoto group with
respect to A.
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Clearly, A is closed if and only if Aκ = A for all κ ∈ Ta with a ∈ A. Further, if







for κ ∈ Ta. That is, intersection of closed sets is again closed. Thus we define closure
of A as the unique smallest closed set containing A. And it is denoted by Ā.
Proposition 3.1.4. ([21], 3.5) Let A be an axial algebra generated by a set of axes
A and G(A) the Miyamoto group with respect to A. Then Ā = AG(A), consequently,
G(A) = G(Ā).
Proof. We prove the result by exhibiting AG(A) ⊆ Ā and Ā ⊆ AG(A).
Note that G(A) ≤ G(Ā) as the closure ofA contains all the points ofA. Therefore,
AG(A) ⊆ AG(Ā) ⊆ Ā.
To prove the reverse inclusion, first of all we claim that AG(A) is closed. For that
consider an element x ∈ AG(A). Now x = af for some axis a and f ∈ G(A). Recall
that τκa is an automorphism of A associated with axis a and the linear character κ.
So we have τκ
af
= τκa
f . This implies that the axis subgroup
Tx = Taf = 〈τκaf | κ ∈ T
∗〉 = 〈τκa | κ ∈ T ∗〉
f = T fa .




f = G(A). Thus G(AG(A)) = G(A). However, AG(A) is invariant
under G(A), hence, it is invariant under G(AG(A)). This shows that AG(A) is closed
and from the definition of closure, it follows Ā ⊆ AG(A).
Further, we have G(Ā) = G(AG(A)) = G(A).
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Definition 3.1.5. Let A be an axial algebra. Suppose A and B are two generating
sets of axes. They are said to be equivalent if Ā = B̄.
We use the notion A ∼ B to denote that the sets A and B are equivalent.
Proposition 3.1.6. ([21], 3.9) Let A and B be two generating sets of axes. Then
A and B are equivalent if and only if the Miyamoto groups with respect to A and B
are equal, so G(A) = G(B) = G, and every element a ∈ A is G-conjugate to some
element b ∈ B and vice versa.
Proof. Suppose A and B are equivalent. Then G(A) = G(Ā) = G(B̄) = G(B). In
view of the above proposition, for any a ∈ A, we have a ∈ Ā = B̄ = BG(B). Thus a
is G-conjugate to some element b ∈ B. Similar argument shows that for any b ∈ B is
G-conjugate to some element a ∈ A. This proves the first part of the proposition.
Conversely, suppose ā ∈ Ā, which implies, ā = af = (bg)f ∈ B̄ for some a ∈ A,
b ∈ B, f, g ∈ G. Thus Ā ⊆ B̄. By symmetry, reverse inclusion follows. This
completes the proof.
Theorem 3.1.7. ([21], 3.12) If A and B are two equivalent sets of axes then the
axial algebra generated by A and the axial algebra generated by B are one and the
same.
Proof. Let A be an axial algebra generated by A and B an axial algebra generated by
B. For every axis a ∈ A, A is ada-invariant. Therefore, from Proposition 3.1.6, A is
g-invariant for any g ∈ G(A). Since closure of A is the smallest set with this property,
we have Ā = AG(A) ⊆ A. On the other hand, B is generated by B ⊆ B̄ = Ā ⊆ A.
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That is to say B ⊆ A. Using similar argument, it can be shown A ⊆ B. Hence
A = B.
3.2 Radicals and Frobenius form
Definition 3.2.1. Let A be an F-axial algebra generated by a set of primitive axes
A. Then the radical R(A,A) of the algebra A with respect to A is the unique largest
ideal of A containing no axes from A.
It is shown in [21] that indeed such maximal ideals exist.
Theorem 3.2.2. ([21], 4.3) Let A be an axial algebra and A, B be two equivalent
sets of primitive axes. Then R(A,A) = R(A,B).
Proof. Since A and B are equivalent, Ā = B̄. By proving R(A,A) = R(A, Ā), we
will have proved the theorem.
Note that the ideal R(A, Ā) does not contain any axis from A. Since R(A,A)
maximal with this property, we have R(A, Ā) ⊆ R(A,A). To see the reverse in-
clusion, note that every ideal of A is ada-invariant and hence G(A)-invariant. Thus
R(A,A) contains no axis from AG(A) = Ā as R(A,A) contains no axis from A, which
implies R(A,A) ⊆ R(A, Ā). Hence we have
R(A,A) = R(A, Ā) = R(A, B̄) = R(A,B).
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Definition 3.2.3. A Frobenius form on an F-axial algebra A is a nonzero bilinear
form
( , ) : A× A→ F
such that (a, bc) = (ab, c) for all a, b, c ∈ A.
In the following propositions, we assume that A is a primitive F -axial algebra
generated by a set of axes A with a Frobenius form ( , ).
Proposition 3.2.4. [21] For an axis a, eigenspaces Aλ(a) and Aµ(a), λ 6= µ, are
orthogonal with respect to the Frobenius form ( , ).
Proof. For x ∈ Aλ(a) and y ∈ Aµ(a),
λ(x, y) = (λx, y) = (ax, y) = (x, ay) = (x, µy) = µ(x, y).
As λ 6= µ, (x, y) must be zero. Thus Aλ(a) and Aµ(a) are orthogonal with respect
to the Frobenius form.
Let a be a primitive F -axis. For any u ∈ A, we have, u =
∑
λ∈F uλ, where
uλ ∈ Aλ(a). Since a is primitive, u1 = µa. The vector u1 is called the projection of
u on A1(a) and is denoted by φa(u)a.
Proposition 3.2.5. ([21], 4.5) For an axis a and u ∈ A,
(a, u) = φa(u)(a, a),
where φa(u)a is the projection of u on A1(a).
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Proof. Since A = ⊕λ∈FAλ, for any u ∈ A can be written as u =
∑
λ∈F uλ, where
uλ ∈ Aλ(a). Consider
(a, u) = (a,
∑
λ∈F
uλ) = (a, u1).
Note that the last equality follows from Proposition 3.2.4. If φa(u) is the projection
of u on a then (a, u1) = (a, φa(u)a) = φa(u)(a, a).
Proposition 3.2.6. ([21], 4.6) The Frobenius form is uniquely determined by the
values (a, a) on the axes a ∈ A.
Proof. Note that every element of A can be expressed as product of axes. Therefore,
it is enough to prove that for any x, y ∈ A that can be chosen to be the product of
axes, (x, y) is uniquely determined using that product.
We use induction on the length of x (i.e. the number of axes present when x is
written as product of the axes). Suppose x is of length one. Then from 3.2.5, (x, y)
is determined by (x, x). Now assume that x has length greater than one. Then x can
be written as x = x1x2 for some x1, x2 ∈ A with lengths of x1 and x2 less than that
of x. Thus, (x, y) = (x1x2, y) = (x1, x2y). As the length of x1 is less than that of x,
by induction hypothesis the claim is true for (x1, x2y). This shows that the form is
uniquely determined by (a, a).
Proposition 3.2.7. [21] The form ( , ) is invariant under the action of the
Miyamoto group G(A) if and only if (a, a) = (af , af ) for all a ∈ A and f ∈ G(A).
Proof. Suppose that the form is G(A)-invariant. Then (af , af ) = (a, a) for all a ∈ A,
f ∈ G(A).
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Assume that (a, a) = (af , af ) for all a ∈ A, f ∈ G(A). To show that the form is
G-invariant it is enough to prove G-invariance on products of axes. Note that for any
x, y ∈ A we have (x, y) = (a, z) for some a ∈ A and z ∈ A. This is because x, y can
be written as product of axes: x = aa1 . . . and y = bb1 . . . , where a, a1, . . . , b, b1, . . .
are axes. We have
(x, y) = (aa1 . . . , bb1 . . . ) = (a, a1 . . . bb1 . . . ) = (a, z)
for some z = a1 . . . bb1 . . . . The last equality comes from the associativity. Thus
(xf , yf ) = (af , zf ). It suffices to show that φaf (z
f ) = φa(z) as (a, z) = φa(z)(a, a).
Now note that z can be uniquely written as z =
∑
λ∈F zλ, where zλ ∈ Aλ(a).







λ . On the other hand, z
f can
be decomposed with respect to the axis af . Then we have zf =
∑
λ∈F wλ, where
wλ ∈ Aλ(af ). But we have proved earlier that Aλ(af ) = Aλ(a)f . In particular, when
λ = 1; it follows that
φa(z)a
f = (z1)
f = w1 = φaf (z
f )af .
Thus we have φaf (z
f ) = φa(z).
Definition 3.2.8. Let ( , ) be a Frobenius form on an F-axial algebra A. Then the
radical of the form, denoted by A⊥, is
A⊥ = {x ∈ A : (x, y) = 0 for all y ∈ A}.
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Suppose x is an element of A⊥ and y, z are elements of A. Then
(xy, z) = (x, yz) = 0.
That is, xy belongs to A⊥, hence, A⊥ is an ideal of A.
Lemma 3.2.9. ([21], 4.8) Suppose A is an axial algebra with the Frobenius form
( , ) and A⊥ be the radical. A primitive axis a lies in A⊥ if and only if (a, a) = 0.





with respect to a. For any x ∈ A, x = µa +
∑
λ 6=1 xλ for some scalar µ ∈ F and
xλ ∈ Aλ(a). From the Proposition 3.2.4, A1(a) is orthogonal to all of
⊕
16=λ∈F Aλ(a).
Therefore, (a, x) = µ(a, a). Hence a ∈ A⊥ if and only if (a, a) = 0.
Recall that radical of A with respect to an axis set A is the unique largest ideal
R(A,A) that contains no axis of A. The following theorem gives the necessary
and sufficient condition for the radical R(A,A) to coincide with the radical of the
Frobenius form.
Theorem 3.2.10. ([21], 4.8) Let A be a primitive F-axial algebra generated by a
set of axes A and ( , ) be a Frobenius form on A. Then, the radical A⊥ = R(A,A)
if and only if (a, a) 6= 0 for all a ∈ A.
Proof. Let R = R(A,A). Suppose A⊥ = R, which implies A⊥ does not contain any
axis. Therefore, in view of previous lemma, (a, a) 6= 0 for all a ∈ A.
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Now assume that (a, a) 6= 0 for all a ∈ A. This means A⊥ does not contain any
axis. Since R the unique largest ideal not containing any axis from A, A⊥ ⊆ R. To
show R ⊆ A⊥, it suffices to show that (x,R) = 0 for all x ∈ A. Again by linearity
we can restrict to x being a product of axes. Let m(x) be the length of x, that is,
the number of axes in the product-expression for x.
We use induction on m(x) to prove the claim. Assume that m(x) = 1. This
implies x is an axis of A. Since R does not contain any axis, from the Lemma 3.2.9,
(x,R) = 0. Now assume that the claim is true for all y ∈ A satisfying m(y) < m(x).
We have x = x1x2 for some x1, x2 ∈ A with m(x1),m(x2) < m(x). Consider (x,R) =
(x1x2,R) = (x1, x2R). Since R is an ideal, x2R = R. Therefore, (x,R) = (x1,R) = 0,
from the induction hypothesis. It follows that R ⊆ A⊥. Hence R = A⊥.
Definition 3.2.11. Let A be a primitive axial algebra and A be a set of axes. The
projection graph Ω is a directed graph on A such that there is a directed edge from x
to y if the projection φy(x)y of x onto A1(y) is nonzero.
Since the Miyamoto group G(A) is a subgroup of Aut(Ω), we can form a quotient
graph Ω̄ = Ω/G(A). In that case, the vertices are the orbits of axes, xG(A) for x ∈ A.
The graph Ω̄ is called orbit projection graph.
Proposition 3.2.12. [21] If A is a primitive axial algebra with a strongly connected
orbit projection graph then all the proper ideals are contained in the radical.
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Chapter 4
Fischer spaces and Matsuo
algebras
In the first section we recall the basic definitions and some of the results on Coxeter
groups and groups of 3-transpositions. Then we define Fischer spaces and related
Matsuo algebras.
4.1 Coxeter groups and classification
The notations, definitions and results of this section come from [5].
Definition 4.1.1. Let C = (cij) be an n×n symmetric matrix with each entry being
a natural number such that cii = 1 and cij > 1 for i 6= j. Then the Coxeter group
of type C is a quotient of the free group F (n) = {r1, r2, . . . , rn} with n generators.
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That is, the Coxeter group W (C) is
W (C) = 〈{r1, r2, . . . , rn : (rirj)cij = 1, i, j ∈ {1, 2, . . . , n}}〉.
The Coxeter diagram associated with W (C) is a graph Γ(C) where the vertex
set is {r1, r2, . . . rn}, and there exists an edge between ri and rj if cij > 2. An edge
is labelled by cij. Often the label between ri, rj is omitted whenever cij = 3. And a
double bond is drawn if cij = 4. Note that there is no bond when cij = 2.
Example 4.1.2. If C =
 1 k
k 1
 then the Coxeter group W (C) is
W (C) = 〈r1, r2 | r12 = r22 = (r1r2)k = 1〉,
which is isomorphic to the dihedral group D2k. The matrix 1 k
k 1

is denoted by I2(k). Note that the Coxeter diagram of W (C) is as follows.
k
In particular the Coxeter group of I2(2);
W (I2(2)) = 〈r1, r2 | r12 = r22 = (r1r2)2 = 1〉
is isomorphic to Klein-four group.
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Example 4.1.3. The Coxeter group of the matrix
C =

1 3 2 2 . . . 2
3 1 3 2 . . . 2
...
. . . . . . . . . . . .
...
2 . . . 2 3 1 3
2 . . . 2 2 3 1

n×n
is W (C) = 〈r1, r2, . . . , rn〉, with generators satisfying
(rirj)
3 = 1 when |i− j| = 1,
(rirj)
2 = 1 otherwise.
This group is isomorphic to Sn+1.
A Coxeter group W (C) is called irreducible if the associated Coxeter diagram is
connected.
At this point we state two important results which will be used later.
Theorem 4.1.4. Let W (C) be a Coxeter group and Γ(M1),Γ(M2), . . . ,Γ(Mk) be the
connected components of Γ(C). Then W (C) ∼= W (M1)×W (M2)× · · · ×W (Mk).
Theorem 4.1.5. A finte irreducible Coxeter group is isomorphic to exactly one of
the following:
1. An, n ≥ 1:
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1 2 n− 1 n
2. Bn = Cn, n ≥ 3:
4
1 2 3 n− 2 n− 1 n
3. Dn, n ≥ 4:














3 4 5 6 7 8
7. F4:
4









1 2 3 4
11. I
(n)
2 , n ≥ 5:
n
An important class of infinite Coxeter groups are the affine Coxeter groups. These
























Table 4.1: Some of the infinite Coxeter groups.
4.2 3-transposition groups
Definition 4.2.1. Let G be a group and D be a normal subset of involutions. El-
ements of D are said to be 3-transpositions if the order of ab is at most 3 for all
a,b ∈ D. If D generates G then (G,D) is called a 3-transposition group.
Theorem 4.2.2. ([7], 1.1) Let (G,D) be a 3-transposition group. Assume further
that it is irreducible. Then, up to a center, we may identify D with one of:
1. The transposition class of a symmetric group;
2. The transvection class of the isometry group of a nondegenerate orthogonal
space over GF (2);
3. The transvection class of the isometry group of a nondegenerate symplectic
space over GF (2);
4. A reflection class of the isometry group of a nondegenerate orthogonal space
over GF (3);
5. The transvection class of the isometry group of a nondegenerate unitary space
over GF (4);
6. A unique class of involutions in one of the five groups PΩ+(2) : S3, PΩ
+(3) :
S3, Fi22, Fi23, or Fi24.
Definition 4.2.3. Let (G,D) be a 3-transposition group. The generating set D is
said to be of symplectic type if for every a, b, c ∈ D with 〈b, c〉 ∼= S3, the transposition
a commutes with at least one of {b, c, bc = cb} = D ∩ 〈b, c〉.
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The symmetric group, orthogonal groups over F2, and symplectic groups Sp(2n, 2)
are of symplectic type.
Suppose (G,D) is a 3-transposition group with D being of symplectic type. Then
the generating set D is said to be of ADE-type if there is no subgroup H = 〈D∩H〉
isomorphic to the central quotient of W2(D̃4), where, D̃4 is the diagram which is the
complete bipartite graph K1,4 and W2(D̃4) ∼= 24 : W (D4).
Now we state two important results on groups of 3-transpositions.
Theorem 4.2.4. ([18], 4.4) Let (G,D) be a 3-transposition group and X be a subset
of D. Suppose H = 〈X〉.
1. If the diagram on X is An, then H is isomorphic to the Coxeter group W (An) ∼=
Sn+1.
2. If the diagram on X is Dn, then H is isomorphic to a central quotient of the
Coxeter group W (Dn). In other words, there are two possibilities for H: It is
either isomorphic to 2n−1 : Sn or isomorphic to W (D2k)/Z(W (D2k)) ∼= 22k−2 :
S2k.
3. If the diagram on X is E6, then H is isomorphic to the group W (E6) ∼= O−6 (2).
4. If the diagram on X is E7, then H is either isomorphic to W (E7) ∼= 2×Sp6(2)
or isomorphic to the group W (E7)/Z(W (E7)) ∼= Sp6(2).
5. If the diagram on X is E8, then H is either isomorphic to W (E8) ∼= 2 ·O+8 (2)
or isomorphic to the group W (E8)/Z(W (E8)) ∼= O+8 (2), where, · denotes the
non split extension.
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Theorem 4.2.5. ([18], 4.7) Let (G,D) be a 3-transposition group where the gener-
ating set D is of symplectic type. Then there exists a normal subgroup N of G such
that the factor group G/N is isomorphic to one of the groups Sn, O
ε
2m(2) or Sp2m(2),
where, n ≥ 2, n 6= 4 and m ≥ 3 with (m, ε) 6= (3,+).
Let a and b be 3-transpositions with |ab| = 3. Then the group generated by {a, b}
is isomorphic to S3. Naturally, a 3-dimensional group algebra can be constructed
on 〈〈a, b〉〉 as follows (note that the symbol 〈〈 , 〉〉 means algebra generation). Let
S = {a, b, c}, where c = ab = ba, and 3C(η) denotes an F-algebra, where the product
is defined as
i · j = η
2
(i+ j − k),
for distinct i, j, k ∈ {a, b, c} for some η ∈ F. We have shown, in Chapter 1, that
3C(η) is an axial algebra of Jordan type η generated by the set of axes {a, b, c}.
Definition 4.2.6. A partial triple system is an ordered pair Γ = (P ,L) of a set P
of points and a collection L of lines, which are subsets of P, such that every line
contains exactly three points and two distinct points belong to at most one line.
Define a relation ∼ on P as follows. The relation p ∼ q holds if there exists a
line l ∈ L such that l{p, q} ⊆ L. Use p  q to indicate that the points p, q are
noncollinear. Let p∼ be the set containing all the points which are collinear to p(this
includes p itself), and p be the set containing all the points which are noncollinear
to p. Each p∼ is a connected component of Γ.
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In a partial triple system if a line l ∈ L contains two points a and b then, by
definition, it must contain a third point, say, c. Sometimes we use ab to denote the
third point.
Let P ′ ⊆ P , L′ ⊆ L. Then the ordered pair (P ′,L′) is a subspace of (P ,L) if
x, y ∈ P ′ are on a line l then l ∈ L′.
Definition 4.2.7. For two intersecting lines l1, l2, the subspace generated by l1 ∪ l2
is called a plane.
Definition 4.2.8. A morphism θ : (P ,L) → (P ′,L′) is a map θ : P → P ′ with the
property θL ⊆ L′.
Two important partial triple systems used in this work are the following:
The dual affine plane of order two DA(2, 2) is the projective plane of order two
with a point such that all the lines through it are removed. Thus DA(2, 2) has six
points and four lines.
Figure 4.1: Dual affine plane of order 2
The affine plane of order three AG(2, 3) has nine points and twelve lines. Each











Figure 4.2: The affine plane of order 3
Definition 4.2.9. A Fischer space is a partial triple system in which every plane is
isomorphic to either the dual affine plane of order two, DA(2, 2) or the affine plane
of order three, AG(2, 3).
The following theorems due to Buekenhout show that Fischer spaces arise from
the the group of 3-transpositions.
Theorem 4.2.10 ([1], [4]). Let (G,D) be a 3-transposition group. Let Γ(G,D) be
the partial triple system with point set D, and line set {(a, b, ab) | a, b ∈ D, |ab| = 3}.
Then Γ(G,D) is a Fischer space and G acts on it by conjugation on the point set.
Theorem 4.2.11 ([1], [4]). Let Γ = Γ(P ,L) be a Fischer space. For each point
p ∈ P, define τp be the permutation of Γ fixing p∪p and interchanging the two points
different from p on any line through p. Let F = {τp | p ∈ Γ}. Then F ⊆ Aut(Γ), and
(〈F 〉, F ) is a group of 3-transpositions with trivial centre. Moreover, Γ(〈F 〉, F ) ∼= Γ.
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4.3 The Matsuo Algebras
Definition 4.3.1. Let Γ(P ,L) be a partial triple system, F be a feild with char F 6= 2,
and η ∈ F, η 6= 0, 1. Then the associated Matsuo algebra is the F-space
⊕
p∈P Fap
with the product of the basis elements as follows:
apaq =

ap if p = q,
0 if p  q,
η
2
(ap + aq − ar) if {p, q, r} is a line,
For each line {p, r, s} ∈ Γ, let aprs = ηap − ar − as and bprs = ar − as.
Now we show that the Matsuo algebras are axial algebras of Jordan type η.
Lemma 4.3.2. ([16], 6.2) Let Γ(P ,L) be a Fischer space, and M = M(Γ, η) be the
associated Matsuo algebra. Then the endomorphism adap is semisimple.
Proof. Let Mλ(ap) be the λ-eigenspace of adap . Clearly, from the definition of the
Matsuo product, for each p ∈ P , ap is an idempotent, consequently, 1 is an eigenvalue,
and ap ∈M1(ap). Furthermore, aq /∈M1(ap) for either q ∈ p or {p, q, r} in L. Hence,
M1(ap) ⊇ Fap.
In order to determine M0(ap), we consider two possibilities, namely, q  p or q ∼
p. Suppose that q  p. Then by the definition of the algebra product, aq ∈ M0(ap).
Now assume that q ∼ p. From the definition of partial triple system, there exists a
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third point r such that {p, q, r} is a line. Observe that




(ap + aq − ar)−
η
2
(ap + ar − aq)
= ηap − ηap −
η
2
(aq − aq + ar − ar) = 0.
Therefore, apqr ∈M0(ap).
To see the elements of Mη(ap), consider




(ap + aq − ar)−
η
2
(ap + ar − aq)
= η(aq − ar) = ηbpqr.
That is, bpqr ∈Mη(ap).
















For each p ∈ P and for each line {p, q, r} ∈ L, the set {ap, apqr, bpqr} is linearly
independent and spans 〈ap, aq, ar〉. Therefore the pair {aq, ar} in A can be replaced
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by {apqr, bpqr}. Hence adap is semisimple, that is















We state a few results related to the Matsuo algebras. Proofs of the following
results can be found in [16].
Theorem 4.3.3. Let Γ(P ,L) be a Fischer space, and M = M(Γ, η) be the associated
Matsuo algebra. Then M is a primitive axial algebra of Jordan type η generated by
the set of axes A = {ap | p ∈ P}. Furthermore, for every p ∈ P, there exists a
unique Miyamoto involution τ(ap).
Theorem 4.3.4. Let Γ(P ,L) be a partial triple system. Then the associated Matsuo
algebra M = M(Γ, η) is an axial algebra of Jordan type η if and only if Γ(P ,L) is a
Fischer space.
Remark 4.3.5. The Matsuo algebra M = M(Γ, η) admits a Frobenius form: For




0 if q  p,
η
2
if q ∈ p∼.
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Therefore, the Gram matrix of the form with respect to the basis {ap | p ∈ P} is




where I is the identity matrix and M[,] is the adjacency matrix of the non-commuting
graph on the basis.
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Chapter 5
Axes of Monster type
Recall that an axial algebra of Monster type (α, β) is generated by a set of primitive
M(α, β)-axes. Here we show that an axis of Monster type (2η, η) arises as the sum
of two orthogonal axes of Jordan type η. Call an axis of Jordan type a single axis
and an axis of Monster type (2η, η) a double axis. Then we study subalgebras in
Matsuo algebras generated by one single axis, one double axis; and two double axes.
∗ 1 0 α β
1 1 α β
0 0 α β
α α α 1, 0 β
β β β β 1, 0, α
Table 5.1: Fusion law M(α, β)
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5.1 Fusion laws for double axes
Let A be an axial algebra satisfying a Seress fusion law F . That is, F has two units,
1 and 0. In this section we first analyse the decomposition of A induced by a pair of
orthogonal axes. As a particular case, we compute the fusion law arising from sum
of two orthogonal axes of Jordan type η.
Proposition 5.1.1. Let A be an axial algebra. If W is ada-invariant subspace of A
for some axis a then ada is semisimple on W .
Proof. Let p(x) ∈ F[x] be the minimum polynomial of ada. Consider the endomor-
phism T := ada
∣∣
W
on W . Clearly T satisfies p(x), and so if q(x) is the minimum
polynomial of T then p(x) divides q(x). In particular, if λ is an eigenvalue of ada
then (x − λ) divides q(x) and moreover, the multiplicity of (x − λ) is 1. Hence, W
can be written as direct sum of λ-eigenspaces of ada.
For orthogonal axes a and b of an axial algebra A, denote
Aµ,λ(a, b) := Aµ(a) ∩ Aλ(b),
where Aµ(a), Aλ(b) are the µ-, λ-eigenspaces respectively. Similarly, for two sets
M,N ⊂ F ,
AM,N(a, b) := AM(a) ∩ AN(b).
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Lemma 5.1.2. Let A be an axial algebra satisfying a Seress fusion law F . Suppose





Proof. Since adb is semisimple on A and also on all adb-invariant subspaces of A, it
suffices to show that Aλ(a) is adb-invariant for all λ ∈ F .
The axes a and b are orthogonal, i.e., ab = 0, which implies b ∈ A0(a). Conse-
quently,
Aλ(a)b ⊆ Aλ(a)A0(a) ⊆ Aλ(a).
The last inclusion is due to the fact that F is Seress with 0 being one of the units.
Hence Aλ(a) is adb-invariant.
Corollary 5.1.3. If a and b are two orthogonal axes of an axial algebra A which





Lemma 5.1.4. If A is an axial algebra of Jordan type η, and a, b are orthogonal
axes then the subspaces A1,1(a, b), A1,η(a, b) and Aη,1(a, b) are zero.
Proof. Since a and b are primitive, A11(a, b) = Fa ∩ Fb = 0.
Let y ∈ A1(a) ∩ Aη(b), y 6= 0. Then ay = y and by = ηy for some η 6= 0,1.
Substituting for y in the second equation and applying ab = 0 gives η = 0 which is
a contradiction. Therefore A1,η(a, b) = 0. Similarly Aη,1(a, b) = 0.
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Lemma 5.1.5. Let A be an axial algebra satisfying a fusion law F and a, b be
orthogonal axes. Then the endomorphism ada+b acts on Aλ,µ(a, b) as scalar λ+ µ.
Proof. Let x = a+ b. Then for u ∈ Aλ,µ(a, b), we have,
xu = (a+ b)u = au+ bu = λu+ µu = (λ+ µ)u
as u ∈ Aλ(a) and u ∈ Aµ(b).
Lemma 5.1.6. Let A be an axial algebra satisfying a fusion law F . Suppose a and
b are orthogonal axes. Then Aα,β(a, b)Aλ,µ(a, b) ⊆ Aα∗λ,β∗µ(a, b) for α, β, λ, µ ∈ F .
Proof. We just apply the fusion law term wise to get the result. Consider
Aα,β(a, b)Aλ,µ(a, b) = (Aα(a) ∩ Aβ(b))(Aλ(a) ∩ Aµ(b))
⊆ Aα(a)Aλ(a) ∩ Aβ(b)Aµ(b)
= Aα∗λ(a) ∩ Aβ∗µ(a, b) = Aα∗λ,β∗µ(a, b).
We now assume that a and b are orthogonal axes of Jordan type η. Note that
a+ b is an idempotent. The following theorem shows that a+ b is an axis of Monster
type (2η, η).
Theorem 5.1.7. Let A be an axial algebra of Jordan type η. Suppose a and b are
two axes with ab = 0. Then A has the decomposition








with respect to a+ b, which satisfies the M(2η, η)-fusion law.
Proof. From Proposition 5.1.1, Lemma 5.1.2, 5.1.4, we have,
A = A1,0(a, b)⊕ A0,1(a, b)⊕ A0,0(a, b)⊕ Aη,η(a, b)⊕ A0,η(a, b)⊕ Aη,0(a, b).
From Lemma 5.1.5,
A1(a+ b) ⊇ A10(a, b)⊕ A0,1(a, b),
A0(a+ b) ⊇ A00(a, b),
A2η(a+ b) ⊇ Aηη(a, b),
Aη(a+ b) ⊇ A0η(a, b)⊕ Aη0(a, b).
That is, A = A1(a+b)⊕A0(a+b)⊕A2η(a+b)⊕Aη(a+b). Thus ada+b is semisimple.
And all the above inclusions are equal.
The subset A0(a + b) = A00(a, b) = A0(a) ∩ A0(b), being intersection of two
subalgebras of A, is a subalgebra of A.
Now it remains to prove that the above mentioned decomposition of A satisfies
M(2η, η)-fusion law. For that we compute λ ∗ µ for all λ, µ ∈ {1, 0, 2η, η}. The
algebra A is commutative, therefore, λ ∗ µ = µ ∗ λ.
For simplicity, set Aλµ = Aλ,µ(a, b).
We use Lemma 5.1.6 several times without explicitly quoting.
Note that A∅λ = ∅ for all λ ∈M(2η, η).
We see that
54
1 ∗ 1 = {1}:
A1(a+ b)A1(a+ b) = (A10 + A01)(A10 + A01)
⊆ A10 + A01
= A1(a+ b).
1 ∗ 0 = ∅:
A1(a+ b)A0(a+ b) = (A10 + A01)A00
⊆ A1∗0 0∗0 + A0∗0 1∗0
= ∅.
1 ∗ 2η = 2η:
A1(a+ b)A2η(a+ b) = (A10 + A01)Aηη
⊆ A1∗η 0∗η + A0∗η 1∗η
⊆ Aηη = A2η(a+ b).
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1 ∗ η = η:
A1(a+ b)Aη(a+ b) = (A10 + A01)(Aη0 + A0η)
⊆ Aη0 + A∅ η(a, b)Aη ∅ + A0η
= Aη0 + A0η = Aη(a+ b).
0 ∗ 0 = 0:
A0(a+ b)A0(a+ b) = A00A00 ⊆ A00 = A0(a+ b).
0 ∗ 2η = 2η:
A0(a+ b)A2η(a+ b) = A00Aηη ⊆ Aηη = A2η(a+ b).
0 ∗ η = η:
A0(a+ b)Aη(a+ b) = A00(Aη0 + A0η) = A00Aη0 + A00A0η
⊆ A0∗η 0∗0 + A0∗0 0∗η
= Aη0 + A0η = Aη(a+ b).
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2η ∗ 2η = {1, 0}:
A2η(a+ b)A2η(a+ b) = AηηAηη ⊆ Aη∗η η∗η = Aη∗η(a) ∩ Aη∗η(b)
= (A1(a) + A0(a)) ∩ (A1(b) + A0(b))
= A11 + A10 + A01 + A00
= A1(a+ b) + A0(a+ b).
2η ∗ η = η:
A2η(a+ b)Aη(a+ b) = Aηη(Aη0 + A0η); (5.1)
We compute each summand separately and substitute in the above expression.
AηηAη0 ⊆ Aη∗η η∗0 = A{1,0} η
= (A1(a) + A0(a)) ∩ Aη(b)
= A1η + A0η = ∅+ A0η,
AηηA0η ⊆ Aη∗0 η∗η = A0 {1,0}
= Aη(a) ∩ (A1(b) + A0(b))
= Aη1 + Aη0 = ∅+ Aη0.
Substituting these results back in equation 5.1, we get the claimed result.
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η ∗ η = {1, 0, 2η}:
Aη(a+ b)Aη(a+ b) = (Aη0 + A0η)(Aη0 + A0η)
⊆ Aη0Aη0 + Aη0A0η + A0ηA0η.
But
Aη0Aη0 ⊆ Aη∗η 0∗0 = A{1,0} 0
= A{1,0}(a) ∩ A0(b) = (A1(a) + A0(a)) ∩ A0(b)
= A10 + A00;
similarly, A0ηA0η ⊆ A0(a) ∩ A{1,0}(b) = A01 + A00;
Aη0A0η ⊆ Aη∗0 0∗η = Aηη.
On substituting back, we get
Aη(a+ b)Aη(a+ b) ⊆ A10 + A00 + A01 + A00 + Aηη
= A1(a+ b) + A0(a+ b) + A2η(a+ b).
From the above computation we see that the axis a + b satisfy the fusion law given
by Table 5.2.
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∗ 1 0 2η η
1 1 2η η
0 0 2η η
2η 2η 2η 1, 0 η
η η η η 1, 0, 2η
Table 5.2: Fusion law satisfied by a+ b.
Remark 5.1.8. The decomposition
A = A1(a+ b)⊕ A0(a+ b)⊕ A2η(a+ b)⊕ Aη(a+ b)
is C2-graded. Let
A+(a+ b) = A0(a+ b)⊕ A1(a+ b)⊕ A2η(a+ b),
A−(a+ b) = Aη(a+ b).
Then, from Table 5.2, we have Aε(a + b)Aδ(a + b) ⊆ Aεδ(a + b) for ε, δ ∈ {+,−}.
Therefore, naturally A inherits the Miyamoto involution.
Definition 5.1.9. An axis of Jordan type η is called a single axis. The sum of two
orthogonal single axes is called a double axis.
Note that a single axis satisfies the Monster fusion law M(2η, η) where the 2η-
eigenspace is zero. Therefore, an algebra generated by a set of single and double axes
satisfies the fusion law M(2η, η).
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Lemma 5.1.10. Suppose a+ b is a double axis in A. Then τa+b = τaτb.
Proof. Consider an element x ∈ A. Since a + b in an M(2η, η)-axis, x can be
expressed as x = x1 + x0 + x2η + xη, where, xi ∈ Ai(a + b) for i ∈ {1, 0, 2η, η}. The
Miyamoto involution τa+b when acted on x, it fixes x1, x0 and x2η and negates xη.
As x1 and x0 belong to different combinations of intersections of the subspaces
A1(a), A0(a), A1(b) and A0(b) which are fixed by τa and τb, they are fixed by τaτb.
Next consider x2η ∈ Aηη(a, b) = Aη(a) ∩ Aη(b). Clearly x2η is negated under the
action of τa and τb, consequently, it is fixed under the action of τaτb.
To see the action of τaτb on xη ∈ Aη0(a, b) + A0η(a, b), let xη = y + z, where
y ∈ A0(a) ∩ Aη(b) and z ∈ Aη(a) ∩ A0(b). Therefore, xτaη = y − z and
(xτaη )
τb = −y − z = −xη.
That is, τaτb negates xη.
5.2 Fixed subalgebras
A double axis a + b may not be primitive in the algebra A. However, it can be
primitive in a proper subalgebra of A. In what follows, we study a subalgebra of A
in which double axes of the generating set are primitive.
Let A be an axial algebra of Jordan type η and H be a subgroup of Aut(A).
Consider a subset W of A which contains all those elements u such that uh = u, for
all h ∈ H. Suppose u, v are in W then (uv)h = uhvh = uv. That is, W is closed for
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multiplication. And also, (u+ v)h = uh + vh, closed for addition. In this section we
study some of the properties of these subalgebras.
Definition 5.2.1. Let A be an axial algebra of Jordan type η. Suppose H ≤ Aut(A)
is a subgroup. Then a subalgebra W of A satisfying wh = w for all w ∈ W and
h ∈ H is called the fixed subalgebra with respect to H.
In order to understand the dimension and structure of the fixed subalgebra rela-
tive to H, H has to permute all the axes of a generating set A of the axial algebra A.
This happens in the case of Matsuo algebras. Therefore, from this point onwards,
we assume A to be a Matsuo algebra.
Let M = Mη(G,D) be the Matsuo algebra associated with the Fischer space ΓG
of a 3-transposition group (G,D). Here, for simplicity, we abuse the notation and
use D to denote the basis of M . Thus, the elements of D are vectors as well.
Proposition 5.2.2. Let W ≤M be a fixed subalgebra with respect to H ≤ Aut(M).
Then the dimension of W is equal to the number of H-obits on W .
Proof. Let H act on D and suppose that O1, O2, . . . , Ok are the orbits of the action.
Then the condition, wh = w for all w ∈ W and h ∈ H, implies that all coefficients





for all i ∈ {1, 2 . . . , k}. The set {e1, e2, . . . , ek} spans W , and moreover, it is linearly
independent. Thus the set {e1, e2, . . . , ek} forms a basis for W .
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where k is the number of H-orbits of the action.
Corollary 5.2.4. Let h ∈ Aut(M) be an involution. Assume that there exists a ∈ D
such that a, ah are orthogonal. Then the double axis a+ ah is primitive in the fixed
subalgebra W relative to H = 〈h〉.
Proof. It is given that a and ah are orthogonal, therefore, h does not fix a, conse-
quently, a + ah is a double axis of the fixed subalgebra W . Further, as {a, ah} is a
single orbit, a and ah do not belong to W seperately. Hence, 1-eigenspace of ada+ah
of W is,
W1(a+ a
h) = M1(a+ a
h) ∩W = 〈a, ah〉 ∩W = 〈a+ ah〉.
This shows that a+ ah is primitive in W .
Remark 5.2.5. For an involution h ∈ Aut(M), the action of 〈h〉 on D has three
types of orbits: The first type orbits are of length one. In this case ah = a. Each
such orbit gives a single axis of W . Second type orbits are of length two satisfying
the condition aah = 0, for a ∈ D. From each such orbit, we have a primitive double
axis a+ ah of W . The third type orbits are also of length two, however, aah 6= 0 for
a ∈ D. Axes arising from these orbits are called extras.
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5.3 Diagrams
Definition 5.3.1. Let M be the Matsuo algebra for the group (G,D). Suppose x is
an axis of M . Then the support of x is the corresponding set {a} ⊆ D whenever
x = a is a single axis and the support of x is the set {a, b} ⊆ D whenever x = a+ b
is a double axis. Then the support of a set X of axes is the union of supports of all
the axes present in X.
Definition 5.3.2. The axes x and y are said to be independent if their supports are
disjoint. A set of axes is said to be independent if every pair of axes in the set is
independent.
From now on B represents an independent set of axes.
Definition 5.3.3. For an independent set of axes B, the diagram ΛB is a graph
whose vertex set is the support of B and two vertices a, b have an edge in ΛB if a and
b are collinear in the Fischer space ΓG.
Definition 5.3.4. Let ΛB be the diagram of the independent set B. Let θ be the per-
mutation of B which fixes all the points corresponding single axes and interchanges
the points of each support set that correspond to a double axis. If θ is an automor-
phism of ΛB then it is called the flip of the diagram.
We say that the diagram ΛB has the flip whenever the flip θ exists. On the other
hand, if θ is not a flip then, we say, ΛB has no flip.
In the following theorem we prove the relation between a diagram having the flip
and the primitivity of the axes.
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Lemma 5.3.5. Let A be an axial algebra satisfying the fusion law F . Let x be an
axis and W be an adx-invariant subspace of A. Assume that an element y ∈ W has





where yλ ∈ Aλ(x) for all λ ∈ F . Then each component yλ belongs to W .
Proof. Since W is adx-invariant, any polynomial in adx when acted on W leaves it










As the left hand side of the above expression belongs to W so is yλ.
Now we return to considering single and double axes in a Matsuo algebra M .
Theorem 5.3.6. Let B be an independent set of axes in M and ΛB be the corre-
sponding diagram. Then the subalgebra W generated by B is primitive only if ΛB has
the flip.
Proof. Clearly W is adx-invariant for all x ∈ B. If B contains only single axes
then the diagram ΛB admits the flip, namely, the identity map. In this case, W is
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primitive. Now assume that there exists at least one double axis, say x = a + b in
B. For any other axis y ∈ B, its decomposition with respect to x is
y = y1 + y0 + y2η + yη,
where yλ ∈ Aλ(x) for λ ∈ {1, 0, 2η, η}. Using Lemma 5.3.5, the component y1 can
be expressed in terms of x and y using the polynomial f(t) = t(t − 2η)(t − η). In
particular,
f1(adx)y = (1− 2η)(1− η)y1
= (1− 2η)(1− η)(αa+ βb).
The last equality follows from y1 ∈ A1(x) = Fa+ Fb. Note that the scalars α and β
are the projections of y on the axes a and b respectively. Therefore, α = (y, a) and
β = (y, b), where ( , ) denotes the Frobenius form on M . The term αa+ βb belongs
to W as f1(adx)y belongs to W . For the primitivity of the axis x in W , we must
have
W1(x) = W ∩ 〈a, b〉 = 〈x〉.
Hence, x is imprimitive unless α = β or equivalently (y, a) = (y, b). That is, the
points a and b should have same number of neighbours within the support of any
other axis y ∈ B. If y is a single axis, say y = c, then the condition (y, a) = (y, b)
implies that either there exist edges between a, c and b, c or no edge between a, c
and b, c. If y is a double axis, say y = c + d, then repeating the above process for
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y, we see that, for the primitivity of y, the axes c and d must have same number
of neighbours within the support of x ∈ B. That is, the nonsymmetric subdiagrams
shown in Figure 5.1 will not lead to primitivity of the axes. Hence, the subalgebra
Figure 5.1: Diagrams not having the flip.
W is primitive only if the diagram ΛB has the flip.
We give a partial converse of Theorem 5.3.6.
Theorem 5.3.7. Let the diagram ΛB have the flip θ which extends to an automor-
phism of the algebra M . Then the algebra 〈〈B〉〉 is primitive.
Proof. Note that θ is an automorphism of order two which fixes 〈〈B〉〉. That is, 〈〈B〉〉
is the fixed subalgebra relative to 〈θ〉. Hence, it is primitive.
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5.4 2-generated subalgebras
Recall that M is the Matsuo algebra associated with the Fischer space Γ(G,D) of
3-transposition group (G,D). Let x, y be axes of M and B = {x, y}. Clearly, B is
independent, and the diagram ΛB is a subgraph induced on the support set of B by
the diagram on D. The subgroup F := 〈ΛB〉 is a quotient of the Coxeter group with
diagram ΛB. The elements of D in F form a conjugacy class of F . If T denote the
conjugacy class then (F, T ) is a 3-transposition group. Let ΓF be the Fischer space
of (F, T ).
In the following section we study two-generated subalgebras 〈〈x, y〉〉 of M . The
subalgebras generated by {x, y} where x is a single axis and y is a double axis will
be called MA-type. The subalgebras generated by {x, y} where both x and y are
double axes will be called MB-type.
Let x = a and y = b+ c. All possible diagrams on B = {x, y} that have flips are
given in Figure 5.2.
Figure 5.2: Diagram A1 and diagram A2.
Lemma 5.4.1. The algebra arising from the diagram A1 is isomorphic to 2B.
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Proof. The Coxeter group Ĝ of the diagram A1 is an elementary abelian 2-group of
rank 3. Therefore, (F, T ) can be Ĝ or a factor group of it. In either case 〈〈x, y〉〉
satisfies the relations
x2 = x, y2 = y, xy = 0
as ab = ac = bc = 0. Therefore, it is isomorphic to 2B. This is an associative algebra
whose only idempotents are x, y. And the identity element is x+ y.
Lemma 5.4.2. The algebra arising from diagram A2 is primitive, and has two single
axes and two double axes.
Proof. The Coxeter group Ĝ of the diagram A2 is S4. Since (F, T ) can not be
isomorphic to the factor groups S3 and Z2 of Ĝ, we conclude F = Ĝ. The Fischer
space of S4 is given in Figure 5.3.
Figure 5.3: Fischer space ΓF of S4.
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(xy) = a(b+ c)
= a+ b− d+ a+ c− e
= 2a+ (b+ c)− (d+ e).
If τx and τy are the Miyamoto involutions with respect to x and y. Then
xτy = aτbτc = f := s,
yτx = (b+ c)τa = d+ e := t.
Thus we have
w − x+ xτy = 2a+ (b+ c)− (d+ e)− a+ f
= x+ y − yτx + xτy .




(2x+ y − t).
Therefore, y is primitive in 〈〈x, y〉〉A2 . Furthermore, the set {x, y, s, t} is linearly
independent in 〈〈x, y〉〉A2 as they are linearly independent in M . Next we show that
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the above set is closed for the algebra product by computing all possible products of
the basis elements. From the diagram we observe the following.
xs = 0.






(2a+d+e− (c+b)) = η
2
(2x+ t−y).
Product of y and s:




(b+ f − e) + η
2








(2s+ y − t).
Product of y and t:




(b+ d− a+ b+ e− f + c+ d− f + c+ e− a)
= η(b+ c+ d+ e− a− f)
= η(y + t− x− s).
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Product of s and t:









Thus 〈〈x, y〉〉A2 is a 4-dimensional algebra generated by the set of axes {x, y, s, t},
and the product of the axes is given by Table 5.3.
x (single) y (double) s (single) t (double)
x x η
2





(2x+ y − t) y η
2
(2s+ y − t) η
2
(y + t− s− x)
s 0 η
2





(2x+ t− y) η
2
(y + t− s− x) η
2
(2s+ t− y) t
Table 5.3: Multiplication table for 〈〈x, y〉〉A2 .
Remark 5.4.3. To identify this algebra with the 2-generated family of algebras ap-
peared in Rehren’s work [26], we need to compute n = |xF ∪yF |. Clearly, xF = {x, s}
and yF = {y, t}. Therefore n = 4. The only covers with coefficient 4 are 4A(η) and
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4B(η), and both are 5-dimensional. Hence, 〈〈x, y〉〉A2 does not belong to the family of
covers.
Proposition 5.4.4. The algebra 〈〈x, y〉〉A2 has the following decomposition with re-
spect to y:
〈〈x, y〉〉A2 = Fy ⊕ F(x− 2ηy + s+ 2t)⊕ F(x− ηy + s+ 2t)⊕ F(x+ s+ 2t).
In particular, y is primitive.
Proof. We just determine 0-, 2η- and η-eigenspaces of ady. Note that




(2x− 2t+ 2s+ 2t− 2s)− 2ηy + 2η = 0,




(2x− t+ 2s− t+ 2t− 2s− 2x) + 2ηy = 2ηy,




(2x− t+ 2s− t+ 2t− 2s− 2x) + 2ηy − ηy = ηy.
Comparing the dimension of 〈〈x, y〉〉A2 with the dimensions of the eigenspaces, the
claim follows.
Proposition 5.4.5. The algebra 〈〈x, y〉〉A2 has a nontrivial radical only for η = −12 .
The dimension of the radical is 1.
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First we change the basis {x, s, y, t} to a suitable basis with respect to which the
Gram matrix is easy to analyse. Note that change of basis alter the value of the
determinant, however, we are looking for those values of η for which the determinant
becomes zero. and this will not change under change of basis.
Let {x, s, y, t} change to {x, s, z, w}, where z = y + t and w = y − t. Then
transform {x, s, z, w} to {x, s, z̃, w}, where, z̃ = z − 2ηx − 2ηs. It is clear that
{x, s, z̃, w} is linearly independent.
Note that z̃ is perpendicular to 〈x, s, w〉:
(x, z̃) = (x, y + t− 2ηx− 2ηs) = η + η − 2η + 0 = 0,
(s, z̃) = (s, y + t− 2ηx− 2ηs) = η + η + 0− 2η = 0,
(w, z̃) = (y − t, y + t− 2ηx− 2ηs)
= (y + t, y − t)− 2η(x+ s, y − t) = 0− 2η(η − η + η − η) = 0.
Further note that
(z̃, z̃) = 2(2 + 2η − 4η2) = 4(1 + η − 2η2),
(w,w) = 4− 2(y, t) = 4(1− η),
(x,w) = (s, w) = η − η = 0.
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Therefore, the Gram matrix of 〈〈x, y〉〉A2 with respect to {x, s, z̃, w} is
Gr =

1 0 0 0
0 1 0 0
0 0 4(1 + η − 2η2) 0
0 0 0 4(1− η)

.
Now detGr = 0 implies 16(1 + η − 2η2)(1 − η) = 16(2η + 1)(1 − η)2 = 0. Since
η 6= 1, it follows that η = −1
2
. Note that the rank of the Gram matrix is 2. Hence
the dimension of the radical is 1.
Now we consider MB-type algebras,1 that is, B = {x, y}, where x = a + b and
y = c+ d. All possible diagrams on B are given by Figure 5.4.
Figure 5.4: Diagram B1, diagram B2 and digram B3.
1A. Staroletov independently constructed all MB-type algebras for η = 3 using GAP.
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Lemma 5.4.6. The algebra 〈〈x, y〉〉B1 is isomorphic to 2B.
Lemma 5.4.7. The algebra 〈〈x, y〉〉B2 is isomorphic to 3C(η).
Proof. The Coxeter group of B2 is Ĝ = S3 × S3. In this case also, we see, F = Ĝ.
For simplicity we embed F into S6. Therefore, we may assume x = (1, 2) + (3, 4)








(x+ y − (1, 5)− (3, 6)).
Set z = (1, 5) + (3, 6). Thus we have xy = η
2
(x + y − z). That is, {x, y, z} is a line








(y + z − x).
The parameter n = |xF ∪ yF | = 3. Hence, the algebra 〈〈x, y〉〉B2 ∼= 3C(η).
The Coxeter group Ĝ of B3 is an infinite group. Therefore, F is a quotient of Ĝ.
From [17], we have F = Wp(Ã3) ∼= p3 : S4 where p = |adbc|, and p ∈ {1, 2, 3}. Let





where the orders of p are 2 and 3 respectively.
Lemma 5.4.8. The algebra 〈〈x, y〉〉B13 is isomorphic to 3C(2η).
Proof. In this case F ∼= S4. The Fischer space ΓF is given in Figure 5.5.
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Figure 5.5: Fischer space associated with B16
From ΓF , we have




(a+ c− e+ a+ d− f + b+ c− f + b+ d− e)
= η(x+ y − z),
where, z := e+ f . Since e and f are not collinear in ΓF , they are orthogonal in MF .
Therefore, z is a double axis. We compute the products xz, yz, and determine the
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dimension of the algebra.




(a+ e− c+ a+ f − d+ b+ e− d+ b+ f − c)
= η(x+ z − y),




(c+ e− a+ c+ f − b+ d+ e− b+ d+ f − a)
= η(y + z − x).
Therefore, {x, y, z} is a line in the Fischer space. Therefore, 〈〈x, y〉〉B13
∼= 3C(2η).
In the next case, we obtain an algebra that belongs to the class of 2-generated
algebras introduced by Rehren in [26].
Lemma 5.4.9. The algebra 〈〈x, y〉〉B23
∼= 4A(η).
Proof. The group F is isomorphic to 23 : S4. Let T = {a, b, c, d, e, f, a′, b′, c′, d′, e′, f ′}
be the generating set of F . The Fischer space ΓF is a geometry on 12 points. Some
of the planes of the Fischer space are shown in Figure 5.7. For simplicity, we change
the notations. Let x = a + f ′ and y = c + d, so that acdf ′ = bdf ′ = ff ′ = 0. Thus
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Figure 5.6: Fischer space ΓF
Figure 5.7: The planes of Fischer space used in the construction of 〈〈x, y〉〉B23 .
acdf ′ = 2. Products of the axes are as follows.




(a+ c− b+ a+ d− e+ f ′ + c− e′ + f ′ + d− b′)
= η(x+ y)− η
2
(b+ e+ b′ + e′)
= η(x+ y) + σ,
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where σ = −η
2
(b+ e+ b′ + e′) = xy − η(x+ y).
Note that
xτy = (a+ f ′)τcτd = (b+ e′)τd = f + a′ := s,
yτx = (c+ d)τaτ
′
f = (b+ e)τ
′
f = d′ + c′ := t.
Consider
xs = (a+ f ′)(a′ + f) = aa′ + af + f ′a′ + ff ′ = 0
yt = (c+ d)(c′ + d′) = cc′ + cd′ + dc′ + dd′ = 0,




(a+ c′ − b′ + a+ d′ − e′ + f ′ + c′ − e+ f ′ + d′ − b)
= η(a+ f ′ + c′ + d′)− η
2
(b+ e+ b′ + e′)
= η(x+ t) + σ,
xσ = −η
2
































(4(c+ d)− 2(a+ f ′ + a′ + f) + 2(b+ e+ b′ + e′)
= −η2y + η
2
2
(x+ s) + ησ,
sσ = −η
2
















(y + t) + ησ,
tσ = −η
2
















(x+ s) + ησ,
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(c+ a′ − b′ + c+ f − e+ d+ a′ − e′ + d+ f − b)
= η(c+ d+ a′ + f)− η
2
(b+ e+ b′ + e′)
= η(y + s) + σ,




(c′ + a′ − b+ c′ + f − e′ + d′ + a′ − e+ d′ + f − b′)
= η(c′ + d′ + a′ + f)− η
2
(b+ e+ b′ + e′)












The multiplication table for 〈〈x, y〉〉B23 is given in Table 5.4. It remains to deter-
mine the parameter n. From the Fischer space, we have
xτy = s, sτy = x,
yτy = t, tτx = y.
Thus n = |xF ∪ yF | = |{x, s, y, t}| = 4. We identify that the algebra 〈〈x, y〉〉B23 is


























































































































Now we consider the last case, that is, p = |adbc| = 3. Note that in this case the
group F is isomorphic to 33 : S4. We realise F as follows.
2 Let V be a 4-dimensional
vector space over field GF (3) with a basis {e1, e2, e3, e4} as the permutation module
for S4. Let W = 〈e1 + e2 + e3 + e4〉⊥. Clearly W is invariant under the action of S4.
Take F to be the semi direct product of W and S4. Thus, F ∼= 33 : S4. Denote by
rij = ((i, j), 0),
r′ij = ((i, j), ei − ej),
r′′ij = ((i, j), ej − ei),
for i, j ∈ {1, 2, 3, 4} and i < j. From now on till the end of this section, all the
subscripts belong to {1, 2, 3, 4} unless otherwise is stated. From the definition of rij,
the lines {rij, rik, rkj} and {rij, ril, rlj} generate a 6-point plane in the Fischer space
ΓF .
Lemma 5.4.10. For i < j, {rij, r′ij, r′′ij} is a line.
Proof. Consider
(r′ij)
rij = rij r
′
ij rij
= ((i, j), 0)((i, j), ei − ej)((i, j), 0)
= ((i, j), (ei − ej)(i,j))
= ((i, j), ej − ei) = r′′ij.
2I am grateful to A. Galt, A. Mamontov, A. Staroletov for suggesting me this realisation of F .
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Similarly, (rij)
r′ij = r′′ij. Hence, {rij, r′ij, r′′ij} is a line in the Fischer space ΓF .




Proof. In this case, the semidirect product reduces to the direct product. Therefore,
the claim follows.
Now we construct the multiplication table for 〈〈x, y〉〉B33 . Let a1 = r13 + r24 and








bc = rr1224 = r14,
and |adbc| = |r′14r14| = |(1, e4−e1)| = 3. Therefore, the algebra generated by {a1, a2}
is isomorphic to B33 . Consider
a3 := a
τa2
1 = (r13 + r24)





2 = (r12 + r
′
34)
τr13τr24 = r34 + r
′
12.
Clearly, a3 and a4 are axes.








34. Then 〈〈a1, a3, a5〉〉 and
〈〈a2, a4, a6〉〉 are isomorphic to 3C(η).
Proof. From the definitions of a1, a3, a2, and a4, the diagrams on {a1, a3} and {a2, a4}
are given in Figure 5.8.
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Figure 5.8: Diagrams on {a1, a3} and {a2, a4}.
Therefore, we have














(a1 + a3 − a5),














(a2 + a4 − a6).
Hence, from Lemma 5.4.7, 〈〈a1, a3, a5〉〉 and 〈〈a2, a4, a6〉〉 are isomorphic to 3C(η).




23, then 〈〈a1, a6, a7〉〉, 〈〈a2, a5, a7〉〉, and
〈〈a3, a4, a7〉〉 are isomorphic to 3C(2η).
Proof. Again consider the diagrams on {a1, a6}, {a2, a5} and {a3, a4} which are given
in Figure 5.9. In each case we observe that the condition |adbc| = 1 holds for axes
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r′13| = |r′′14r′′14| = 1,
|(r′′13)r34 (r′24)r
′
12| = |r′′14r′′14| = 1.
From Lemma 5.4.8, each algebra 〈〈a1, a6〉〉, 〈〈a2, a5〉〉, and, 〈〈a3, a4〉〉 is isomorphic to
〈〈x, y〉〉B13 . Hence, the assertion follows.
Figure 5.9: Diagrams on {a1, a6}, {a2, a5}, and {a3, a4}.
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Lemma 5.4.14. For two double axes u and v of a primitive axial algebra of Monster
type (2η, η), set
σ(u, v) = uv − η(u+ v).
Then σ(uτv , v) = σ(u, v) = σ(u, vτu).
Proof. Consider the decomposition of u with respect to v,
u = αv + v0 + v2η + vη,
where, vλ ∈ Aλ(v) for all λ ∈ {0, 2η, η}. Substituting for u in the expression of
σ(u, v),
σ(u, v) = (αv + v0 + v2η + vη)v − η(αv + v0 + v2η + vη + v)
= αv + 2ηv2η + ηvη − (ηα + η)v − ηv0 − ηv2η − ηvη
= (α− ηα− η)v − ηv0 + ηv2η.




A2η(v) = A+(v). Since τv is an automorphism
which fixes A+(v) and negates A−(v) = Aη(v), we have,
σ(u, v) = σ(u, v)τv = σ(uτv , v).
Similarly, by decomposing v with respect to u, we see that σ(u, v) = σ(u, vτu).
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Lemma 5.4.15. For (u, v) ∈ {(a1, a2), (a1, a4), (a2, a3), (a3, a6), (a4, a5), (a5, a6)},
σ(u, v) = −η
2






σ(u, v)u = −η2u+ η
2
2
(v + vτu) + ησ,
σ(u, v)v = −η2v + η
2
2
(u+ uτv) + ησ.
Proof. We compute σ = σ(a1, a2) then repeated application of Lemma 5.4.14 on σ
yields the remaining cases. Consider






(2(r13 + r24) + 2(r12 + r
′
34)− (r14 + r23 + r′14 + r′′23))
= η(a1 + a2)−
η
2





By the definition of σ, we have σ = −η
2




23). We have already seen
that a3 = a
τa2
1 and a4 = a
τa1
2 . From the definitions of ai for i ∈ {1, 2, 3, 4, 5, 6}, we
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Figure 5.10: Actions of Miyamoto involutions on σ(ai, aj).
have
a2





24 = (r′′23 + r14)












34 = (r23 + r14)












24 = (r′′23 + r14)










τr′12+r34 = (r23 + r14)
τr34 = r24 + r13 = a1.
Thus σ(a1, a2) = σ(a1, a
τa1
2 ) = σ(a1, a4), which implies, σ(a1, a4) = σ(a
τa4
1 , a4) =
σ(a5, a4). Similarly, other cases follow. Images of σ(ai, aj) under the actions of the
various Miyamoto involutions are shown in Figure 5.10.
89
We prove the second part of the claim for a1 and a2, remaining cases follow from












































23) + 4(r12 + r
′










1 ) + ησ.
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23 are double axes and moreover 〈〈s, t, a7〉
































(s+ t)a7 = −
η2
4




Theorem 5.4.16. The two-generated algebra 〈〈x, y〉〉B36 is an 8-dimensional primitive
axial algebra of Monster type (2η, η), and product of the basis elements is given by
Table 5.5.






































































































































































































































































































































































































Fixed subalgebras for Sn
6.1 Algebra of dimension k2
Let (G,D) be a 3-transposition group and Γ be the Fischer space on (G,D). Let
M = M(Γ, η) be the associated Matsuo algebra. Recall that for an involution h ∈
Aut(M) fixing D, the fixed subalgebra W ≤ M relative to 〈h〉 is a primitive axial
algebra of Monster type (2η, η). Earlier we showed that W arises from the 〈h〉-orbits
on D. Note that an orbit {a, ah} of length two is the support of a double axis if
aah = 0. Any other vector arising from an orbit of length two is called an extra.
The elements of D denote the basis elements of M , in order to distinguish between
the algebra product with the group product, we use · to denote the algebra product.
In this chapter, we study the fixed subalgebra for the symmetric group S2k and
its radical.
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Definition 6.1.1. Let h ∈ S2k be an involution. Then the rank of h is the number
of 2-cycles in it.
Theorem 6.1.2. Let M be the Matsuo algebra for the symmetric group S2k and
h = (1, 2)(3, 4) . . . (2k − 1, 2k) be an involution in S2k. Then the fixed subalgebra
relative to 〈h〉 is generated by the set containing k single axes and k(k − 1) double
axes. Furthermore, these set of axes form a basis for the fixed subalgebra, therefore,
the dimension is k2.
Proof. Since D denotes the set of 3-transpositions and is a basis for M , we use
a · b to denote the algebra product of two elements a, b ∈ D. Let 〈h〉 act on D by
conjugation. Then the union of all 〈h〉-orbits of length 1 is the centraliser of h in D
which is
Ch(D) = {(1, 2), (3, 4) . . . , (2k − 1, 2k)}.
Clearly, each element of Ch(D) is a single axis of the fixed subalgebra. Therefore,
there are k single axes.
To see the 〈h〉-orbits of length 2, first we consider the action of rs for some
r = (i, j), s = (m,n) present in the expression of h. The action of rs on 2-cycles
(i,m) and (i, n) belong to D are respectively,
(i,m)rs = (j, n),
(i, n)rs = (j,m).
Since rs is an involution, (j, n)rs = (i,m) and (j,m)rs = (i, n). Furthermore, the
algebra product, (i,m) · (i,m)rs = 0 = (i, n) · (i, n)rs as the pairs (i,m), (i,m)rs
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and (i, n), (i, n)rs commute. Note that rs fixes all the remaining 2-cycles in D.
Therefore, for every disjoint pair r, s there exist two orbits of length 2 such that
each orbit corresponds to a double axis. In the above case, the double axes are
(i,m) + (j, n) and (i, n) + (j,m). Since there are k(k − 1)/2 such pairs in h, we
see that, the action of 〈h〉 on D has k(k − 1) orbits of length 2, and each such
orbit constitute a double axis. Hence, the total number of double axes is k(k − 1).
Consequently, the dimension of the fixed subalgebra for S2k is k
2.
Call the above algebra the k2-algebra for S2k
1.
Corollary 6.1.3. A 2-generated subalgebra of the k2-algebra is isomorphic to exactly
one of the following.
2B, 3C(η), or 3C(2η).
Proof. All possible diagrams on the support set of B = {x, y}, where x and y are axes
of k2-algebra, is given in Figure 6.1. From the diagrams the assertion follows.
Definition 6.1.4. Let W be the fixed subalgebra of a Matsuo algebra M relative
to 〈h〉, for an involution h ∈ Aut(M). Then the axial part of W is the subalgebra
containing no extras. That is, the axial part is generated by a set containing only
single axes and double axes.
Theorem 6.1.5. Let Mn be the Matsuo algebra for the symmetric group Sn, n =
2k + 1. Then the axial part of the fixed subalgebra relative to 〈h〉, where
h = (1, 2)(3, 4) . . . (2k − 1, 2k),
1A. Galt, A. Mamontov, A. Staroletov constructed this algebra independently.
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Figure 6.1: Diagrams on support set containing two axes of k2-algebra.
for Sn is the k
2-algebra.
Proof. Note that the action of h, (i, 2k + 1)h = (j, 2k + 1) for any i ≤ 2k. Clearly,
(i, 2k + 1)h(̇j, 2k + 1) 6= 0. Hence, we do not have any new axis from the above
mentioned 2-cycles. In other words, the action of h on (i, 2k + 1) yields only extras.
6.2 Radical of the k2-algebra
Let W be the fixed subalgebra for S2k relative to 〈h〉 for a rank k involution h ∈ S2k.
Let S and D be the sets of single axes and double axes respectively. In order to
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determine the radical of W , we compute the determinant of the Gram matrix with
respect to a suitable basis. So first, we change the basis S ∪D.
Note that each element of S is a 2-cycle ai := (2i− 1, 2i) for i = 1, 2, . . . , k. For
each pair ai, aj, i < j, let
dij = (2i− 1, 2j − 1) + (2i, 2j),
d̄ij = (2i− 1, 2j) + (2j − 1, 2i)
be the corresponding double axes. For i, j, let
Cij = dij + d̄ij,
Dij = dij − d̄ij.
Clearly, from the definitions of ai, Cij, and Dij, the set
B = {ai, Cij, Dij | i, j ∈ {1, 2, . . . , k}, i < j}
is a basis for W . Moreover, the basis elements have the following properties which
are presented as lemmas.
Lemma 6.2.1. The subspace 〈Dij | i, j ∈ {1, 2, . . . k}〉 is orthogonal to the subspace
〈ai, Cmn | i,m, n ∈ {1, 2, . . . k}〉 with respect to the Frobenius form ( , ) on M .
Proof. If i, j, l, m and n all are distinct then the claim holds as the 2-cycles of Dij,
al, and Cmn are disjoint and their inner product is zero. Now we compute the inner
products of the basis elements which have some of the common indices. From the
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diagrams on the corresponding support sets, we have
(ai, Dij) = (ai, di,j − d̄ij) = (ai, dij)− (ai, d̄ij) = η − η = 0,
(Cij, Dij) = (dij + d̄ij, dij − d̄ij) = 2− 2η + 2η − 2 = 0,
(Cij, Dix) = (dij + d̄ij, dix − d̄ix) = η − η + η − η = 0.
Figure 6.2: Diagrams on single and double axes of B
Hence, the subspaces mentioned in the statement are orthogonal.
Lemma 6.2.2. For i < j, x, (Dij, Dij) = 4(1− η) and (Dij, Di,x) = 0.
Proof. Again from Figure 6.2,
(Dij, Dij) = (di,j − d̄ij, di,j − d̄ij) = 2− 2η − 2η + 2 = 4(1− η),
(Dij, Dix) = (di,j − d̄ij, di,x − d̄ix) = η − η − η + η = 0.
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For i, j ∈ {1, 2, . . . , k}, define
C̃ij = Cij − 2ηai − 2ηaj.
Clearly, the set containing ai, Djl and C̃mn for all i, j, l,m, n ∈ {1, 2, . . . , k} is a basis
for W . And moreover, Dkl is orthogonal to C̃ij.
Lemma 6.2.3. For distinct i, j, x ∈ {1, 2, . . . , k},
(ai, C̃ij) = (aj, C̃ij) = 0
(C̃ij, C̃ij) = 4(1 + η − 2η2),
(C̃ij, C̃ix) = 4η(1− η).
Proof. From the diagrams, we have
(ai, Cij) = (aj, Cij) = η + η = 2η,
(Cij, Cij) = (dij + d̄ij, dij + d̄ij) = 2 + 2η + 2η + 2 = 4(1 + η),
(Cij, Cix) = (dij + d̄ij, dix + d̄ix) = η + η + η + η = 4η.
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Now consider,
(ai, C̃ij) = (aj, C̃ij) = 2η − 2η = 0,
(C̃ij, C̃ij) = (Cij − 2ηai − 2ηaj, Cij − 2ηai − 2ηaj)
= (Cij, Cij)− 4η(ai, Cij)− 4η(aj, Cij) + 8η2
= 4(1 + η − 2η2),
(C̃ij, C̃ix) = (Cij − 2ηai − 2ηaj, Cix − 2ηai − 2ηax)
= (Cij, Cix)− 2η(ai, Cij)− 2η(ai, Cix) + 4η2
= 4η − 4η2 − 4η2 + 4η2 = 4η(1− η).
Let X = {ai, | i ∈ {1, 2, . . . , k}}, Y = {Dij, | i, j ∈ {1, 2, . . . , k}, i < j}, and
Z = {C̃ij, | i, j ∈ {1, 2, . . . , k}, i < j}. Then the set B′ := X ∪ Y ∪ Z is a basis for
the k2-algebra. We compute the determinant of the Gram matrix with respect to B′.
Note that change of basis may alter the eigenvalues of the Gram matrix, however,
we are interested in those values of η for which the determinant of the Gram matrix
is zero.








where I is the identity matrix, GrZ is the Gram matrix with respect to Z.
Since η 6= 1, to determine the radical of the k2-algebra, it is enough to find the
radical of the subspace generated by Z. For that we define a graph ΩZ on Z and
notice that it is distance regular. Then we can find the eigenvalues of the adjacency
matrix of ΩZ using known results.
Let ΩZ be a graph on Z whose vertex set is Z and two distinct vertices C̃ij and
C̃lm connected by an edge if |{i, j} ∩ {l,m}| = 1.
We have referred [12] for the results related to distance regular graphs.
Definition 6.2.5. Let Ω be a regular graph that is neither complete nor empty. Then
Ω is said to be strongly regular with parameters (µ,K, a, c) if it is K-regular, every
pair of adjacent vertices has a common neighbours, and every pair of nonadjacent
vertices has c common neighbours.
Clearly the graph ΩZ is a strongly regular graph with parameters
(µ,K, a, c) = (k(k − 1)/2, 2k − 4, k − 2, 4). (6.1)
Remark 6.2.6. From Lemma 6.2.1, Lemma 6.2.3, the Gram matrix GZ is
GrZ = 4(1 + η − 2η2)I + 4η(1− η)MΩZ ,
where, I is the identity matrix and MΩZ is the adjacency matrix of a graph on Z.
Furthermore, for θ = 4(1 + η − 2η2) and τ = 4η(1 − η), θ + Ψτ is an eigenvalue of
GrZ, where Ψ is an eigenvalue of MΩZ .
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We use the following result to find the eigenvalues of MΩZ .
Theorem 6.2.7. Let Γ be a strongly regular graph with parameters (µ,K, a, c). Then














where, ∆ = (a− c)2 + 4(K − c).
From the above theorem, one of the eigenvalues ofMΩZ is X0 = K = 2n− 4. To
see the remaining two eigenvalues are we first compute ∆:
∆ = (a− c)2 + 4(K − c)
= (k − 6)2 + 4(2k − 4− 4)
= k2 − 4k + 4 = (k − 2)2.
Therefore, the remaining eigenvalues are
X1 =
(k − 6) + (k − 2)
2
= k − 4,
X2 =




Recall that we are looking for those values of η for which 0 is the eigenvalue of
GrB′ . However, the eigenvalues of GrZ are of the form θ + Ψτ , where,
θ = 4(1 + η − 2η2),
τ = 4η(1− η),
Ψ ∈ {X0, X1, X2}.
Therefore, we find the values of η for which θ + Ψτ = 0, Ψ ∈ {X0, X1, X2}.
Lemma 6.2.8. The equation θ +X0τ = 0 has the root for η = − 12(k−1) .
Proof. The expression θ+X0τ = 0 implies 4(1+η−2η2)+4η(1−η)2(k−2) = 0. On
rearranging the terms, we get (−2k+ 2)η2 + (2k− 3)η+ 1 = 0, a quadratic equation
in η. The discriminant of the above quadratic equation is
B2 − 4AC = (2k − 3)2 + 4(2k − 2) = 4k2 − 4k + 1 = (2k − 1)2.
Clearly, the roots of the quadratic equation are 1 and − 1
2(k−1) . However, η 6= 1.
Hence, η = − 1
2(k−1) is the only root.
Lemma 6.2.9. The root of the expression θ +X1τ = 0 is − 1k−2 .
Proof. Consider θ + X1τ = 0, which implies 4(1 + η − 2η2) + 4η(1 − η)(k − 4) = 0.
On rearranging the terms,
− (k − 2)η2 + (k − 3)η + 1 = 0, (6.2)
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which has the discriminant
B2 − 4AC = (k − 3)3 + 4(k − 2) = k2 − 2k + 1 = (k − 1).
Therefore, the roots are η = − 1
k−2 , k 6= 2 and η = 1. Again, as η 6= 1, η = −
1
k−2 is
the only root of the quadratic equation.
Lemma 6.2.10. The expression θ +X2τ = 0 has no roots.
Proof. Note that the expression
θ +X2τ = 4(1 + η − 2η2) + 4η(1− η)(−2) = 0,
implies 4(1− η) = 0. Since η 6= 1, the claim follows.
Recall that the projection graph Ω of a primitive axial algebra A with a set of
axes A is a directed graph on A such that there is a directed edge from x to y if
the projection φy(x)y of x onto A1(y) is nonzero. Orbit projection graph is obtained
from factor of Ω by the Miyamoto group.
In view of Proposition 3.2.12, ΩZ is strongly connected orbit projection graph and
therefore, all the proper ideals are contained in the radical. Thus, we have following
theorem on the radical of the k2-algebra.
Theorem 6.2.11. The k2-algebra for S2k, k 6= 1, 2, is not simple for η = − 12(k−1)
and η = − 1
k−2 .
Proof. Lemma 6.2.8, Lemma 6.2.9 and Lemma 6.2.10.
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Chapter 7
Fixed subalgebras for Sp(2n, 2)
Let V be a nondegenerate symplectic space over field F2. Let ( , ) denote the sym-
plectic bilinear form on V . Recall that Sp(2n, 2) is the group of all isometries of the
above bilinear form. Furthermore, the group Sp(2n, 2) is a group of 3-transpositions
generated by set of all transvections. In this chapter we mainly describe the fixed
subalgebra of the Matsuo algebra M for Sp(2n, 2) relative to 〈t〉, where t is an invo-
lution of Sp(2n, 2).
7.1 Transvections
Recall that, a subspace W ≤ V of codimension 1 is called a hyperplane of V .
Definition 7.1.1. A linear transformation 1 6= r ∈ Sp(2n, 2) is said to be a transvec-
tion if there exists a hyperplane W which is fixed by r and for any v ∈ V \ W ,
vr − v ∈ W . In this case W is called the fixed hyperplane of r.
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Theorem 7.1.2. For 0 6= u ∈ V there exists a transvection ru such that
vru = v + (v, u)u,
for all v ∈ V . Moreover, ru fixes u⊥.
From now on V is a nondegenerate symplectic space over F2 of dimension 2n
unless otherwise is stated.
We show that every transvection is an involution and further the set of all
transvections is closed for conjugation.
Lemma 7.1.3. For 0 6= u ∈ V , ru is an involution.
Proof. For any vector x ∈ V , consider
xr
2
u = (x+ (x, u)u)ru = x+ (x, u)u+ (x+ (x, u)u, u)u
= x+ (x, u)u+ (x, u)u+ (x, u)(u, u)u = x,
since the field is F2, 2(x, u)u = 0, and also (u, u) = 0, for all u ∈ V . Therefore,
r2u = 1, hence, it is an involution.
From now on when we use the notation ru, we always mean u 6= 0.
Lemma 7.1.4. For σ ∈ Sp(2n, 2), rσu = ruσ for all u ∈ V . In particular, the set of
all transvections is closed for conjugation.
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Proof. Note that rσu = σ












, u)uσ = x+ (x, uσ)uσ = xruσ .
Since, x is an arbitrary element, the maps rσu and ruσ are equal.
7.2 Classes of involutions
Our approach used in this section is motivated by the one used in [2]. However, we
slightly deviate from that eventually.
Definition 7.2.1. Consider an involution t ∈ Sp(2n, 2). The commutator space
[V, t] is
[V, t] = 〈vt − v | v ∈ V 〉.
Then the rank of t is the dimension of the commutator space [V, t].
Equivalently, the rank of t is the number of blocks of size 2 in the Jordan form of
the matrix of t. We define a new bilinear form, ( , )B on V from which a quadratic
form naturally arises.
Definition 7.2.2. Let ( , )B : V × V → F2 be the map defined as
(u, v)B := (u, [v, t]) = (u, v
t − v) = (u, v) + (u, vt),
for all u, v ∈ V.
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Clearly, ( , )B is a bilinear form on V .
Proposition 7.2.3. The form (u, v)B is symmetric on V .
Proof. Since t ∈ Sp(2n, 2) is an isometry and also an involution, we have
(ut, v) = ((ut)
t
, vt) = (u, vt).
Therefore,
(u, v)B = (u, v) + (u, v
t) = (v, u) + (ut, v) = (v, u) + (v, ut) = (v, u)B.
From Proposition 7.2.3, there exists a quadratic form q(u) = (u, u)B on V . For
an involution t ∈ Sp(2n, 2), define
V (t) = {u ∈ V | q(u) = 0} = {u ∈ V | (u, ut) = 0}.
That is, V (t) is the set of the singular points of quadratic form q.
Proposition 7.2.4. Suppose t ∈ Sp(2n, 2) is an involution. Then V (t) is a subspace
of codimension at most 1.
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Proof. Define a map φ : V → F2 via v 7→ (v, vt). Clearly the map φ is linear, since
for any α ∈ F2 and u, v ∈ V , we have, φ(αu) = α2(u, ut) = α(u, ut) = αφ(u) and
φ(u+ v) = (u+ v, ut + vt)
= (u, ut) + (u, vt) + (v, ut) + (v, vt)
= (u, ut) + (u, vt) + (vt, u) + (v, vt)
= (u, ut) + (v, vt) = φ(u) + φ(v).
Note that V (t) being the kernel of φ is a subspace of V . From rank-nullity, it follows
that codimension of V (t) is at most 1.
Recall that the centraliser of t in V is CV (t) = {v ∈ V : vt = v}.
Proposition 7.2.5. Suppose that t ∈ Sp(2n, 2) is an involution. Then
[V, t] ≤ CV (t) ≤ V (t).
Furthermore, CV (t) = [V, t]
⊥.
Proof. For u ∈ CV (t), (u, ut) = (u, u) = 0. Therefore, u ∈ V (t) which means
CV (t) ≤ V (t).
Let x ∈ [V, t], then x = ut − u for some u ∈ V . Then
xt = (ut − u)t = (ut + u)t = u+ ut = ut − u = x.
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Note that, since the field is F2, u
t−u = ut +u. Therefore, x ∈ CV (t). Consequently,
[V, t] ≤ CV (t).
To see that CV (t) = [V, t]
⊥, define a map ψ : CV (t)→ V via v 7→ [v, t]. Since
ψ(αu+ βv) = [αu+ βv, t]
= (αu+ βv)t − (αu+ βv) = α(ut − u) + β(vt − v)
= α[u, t] + β[v, t] = αψ(u) + βψ(v),
the map ψ is linear, further note that the Ker(ψ) = [V, t]. Therefore, by rank+nullity,
dim([V, t]) is equal to the codimension of CV (t). On the other hand, if x ∈ CV (t),
then for any u ∈ V ,
(x, ut − u) = (x, ut)− (x, u) = (xt, ut)− (x, u) = (x, u)− (x, u) = 0.
That is, CV (t) ≤ [V, t]⊥. On combining both the arguments, it follows that, CV (t) =
[V, t]⊥.
A subspace W ≤ V is said to be totally isotropic if (u, v) = 0 for all u, v ∈ W .
Corollary 7.2.6. Let t ∈ Sp(2n, 2) be an involution. Then rank (t) ≤ n.
Proof. Let U be a maximal totally isotropic subspace of V . Then dimU = n.
We show that [V, t] is totally isotropic, consequently, it follows that dim [V, t] ≤ n.
Consider x, y ∈ [V, t]. Then y ∈ [V, t] ≤ CV (t) = [V, t]⊥. Therefore, (x, y) = 0. Since,
x, y ∈ [V, t] are arbitrary, [V, t] is totally isotropic.
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In what follows, we prove some of the results related to hyperplanes and restric-
tions on the dimensions of totally isotropic subspaces of V . These will be used to
describe the classes of involutions.






The map τU = 1 if dimU ≥ 3. Furthermore, τU is an involution when dimU ≤ 2.
Proof. First we claim that for a hyperplane W of U ,
∑
u∈U\W u = 0 whenever
dimU ≥ 3. Indeed, the complement U \W is a disjoint union of cosets {u,w+u} of
〈w〉 = {0, w} for any fixed w ∈ W \ {0}. The sum of the two vectors in the coset is




Since U is defined over F2, 2k−2 = 0 unless k ≤ 2.
Now we prove the lemma. Consider an element x ∈ V . If x ∈ U⊥ then xτU = x,
therefore, the assertion is true in this case. Now assume that x ∈ V \ U⊥. Let








as the inner product (x, u) = 0 for all u ∈ T and (x, u) = 1 for all u ∈ U \ T .
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Suppose that dimU = k, then from the previous paragraph,
∑
u∈U\T u = 0
whenever k ≥ 3. In other words, whenever dimU ≥ 3, τU fixes all x ∈ V , hence, it
is the identity.
Let dimU = 1, say, U = 〈u〉. Then τU = ru, clearly an involution. Assume that
dimU = 2, say, U = 〈u, v〉. Then τU = rurvru+v. Then the action of τU on x is
xτU = x+ (x, u)v + (x, v)u := y
Consider
yτU = x+ (x, u)v + (x, v)u+ (x, u)v + (x, v)u = x.
Therefore, τU is an involution.
Note that the action of τU on x does not depend on the choice of the basis {u, v}.
If x ∈ U⊥ then x is fixed by τU . If x /∈ U⊥ then τU maps x to x+ u′ where u′ is the
only nonzero vector in U perpendicular to x.
Corollary 7.2.8. Let U and W be totally isotropic and orthogonal subspaces of V
with dimU = dimW = 2. Then τU and τW commute.
Proof. Since W ⊆ U⊥, τU fixes W . Hence, for any w ∈ W ,
rτUw = rwτU = rw.
Since w is an arbitrary element of W , it follows that τU and τW commute.
The classes of involutions of classical groups over the field of even characteristic
are discussed in [2]. In particular, the authors show the existence of the Suzuki
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symplectic basis using which the matrix of an involution t ∈ Sp(2n, 2) and the
respective bilinear form are described. From result (7.6) of [2] it follows that,
Theorem 7.2.9. Let tl ∈ Sp(2n, 2) be an involution with rank l. Then exactly one
of the following holds.
1. l is even and either V = V (tl) or the codimension of V (tl) is 1.
2. l is odd and the codimension of V (tl) is 1.
Now we claim the following results on the classes of involutions.
Theorem 7.2.10. Let U be a maximal totally isotropic subspace of V with a basis
{u1, u2, . . . un}. Define τk = ru1ru2 . . . ruk for k = 1, 2, . . . , n. Then V 6= V (τk), in
particular, V (τk) = (
∑k
i=1 ui)
⊥. Furthermore, the rank of τk is k.
Proof. We show V 6= V (τk) by proving V (τk) = (
∑k
i=1 ui)
⊥. Consider x ∈ V , then












That is, x ∈ V (τk) if and only if
∑k
i=1(x, ui) = 0, or, (x,
∑k








Note that [V, τk] ≤ 〈u1, u2, . . . , uk〉 from Corollary 7.2.6. To see the reverse inclu-
sion, consider u ∈ 〈u1, u2, . . . , uk〉, then u =
∑k
i=1 λiui for some scalars λi. Since the
set {u1, u2, . . . uk} is linearly independent in V and the form ( , ) is nondegenerate
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in V , there exists v ∈ V such that λi = (v, ui) for all i ∈ {1, 2, . . . , k}. It follows that







That is, u ∈ [V, τk]. Therefore, [V, τk] = 〈u1, u2, . . . , uk〉. Consequently, τk has the
rank k.
Theorem 7.2.11. Let U be a maximal totally isotropic subspace of V with a basis
{u1, u2, . . . un} and let Ui = 〈u2i−1, u2i〉 for i = 1, 2, . . . , bn2 c. Define
σs = τU1τU2 . . . τUs
for s = 1, 2, . . . , bn
2
c. Then V = V (σs) and the rank of σs is always even. In
particular, rank (σs) = 2s.
Proof. Let v ∈ V . Then for any s ∈ {1, 2, . . . , bn
2
c}, we have,
























(v, u2i−1)(v, u2i) = 0,
which implies V ⊆ V (σs) for all s ∈ {1, 2, . . . , bn2 c}. That is V = V (σs) for all s in
the above mentioned range.
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In order to determine the rank of σs, we first note that [V, σs] ≤ 〈u1, u2, . . . , u2s〉.
Now consider u ∈
⊕s
i=1 Ui. Let u =
∑2s
i=1 λiui for some scalars λi. As the set
{u1, u2, . . . , u2s} is linearly independent in V and the form is nondegenerate in
V , there exists v ∈ V such that λ2i = (v, u2i−1) and λ2i−1 = (v, u2i) for all i ∈
{1, 2, . . . , s}. Therefore,










Thus, u ∈ [V, σs] and the rank of σs is 2s. This completes the proof.
7.3 Fixed sublagebras
Two vectors u, v ∈ V are said to form a hyperbolic pair if (u, v) = 1. In this case,
the subspace 〈u, v〉 is called a hyperbolic line. Note that V can be expressed as the
orthogonal direct sum of n hyperbolic lines.
Let D be set of all transvections ru, u ∈ V . Define a geometry on ΓD with
points being transvections and two transvections ru, rv forming an edge if 〈u, v〉 is
a hyperbolic line. Equivalently, {ru, rv, ru+v} is a line in ΓD. Since, Sp(2n, 2) is
a group of 3-transpositions, ΓD is a Fischer space. Therefore, the Matsuo algebra
M = M(ΓD, η) for the group Sp(2n, 2), η ∈ F and η 6= 0, 1, is as follows.
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For any ru, rv ∈ D the algebra product is
rurv =

ru if 〈u〉 = 〈v〉,
0 if 〈u〉 6= 〈v〉, (u, v) = 0,
η
2
(ru + rv − ru+v) if 〈u, v〉 is a hyperbolic line,
for all u, v ∈ V .
Note that the underlying field F of the algebra M = M(ΓD, η) is different from the
underlying field F2 of the symplectic space V . In particular, it has odd characteristic.
Theorem 7.3.1. Let t ∈ Sp(2n, 2) be an inolution of rank l. The dimension of the




(22n−l + 2dimV (t) − 2),
where, V (t) = {u ∈ V : (u, ut) = 0}.
Proof. Consider the action of 〈t〉 on the set of all 1-spaces 〈u〉 of V . Since t in an
involution, length of any 〈t〉-orbit is at most 2.
An orbit O1 of size one consists of those 〈w〉’s such that wt = w. Therefore total
number of orbits of size one is |CV (t)|. Note that w ∈ V (t).
There are two types of orbits of size two: An orbit O2 of first type consists of
those 〈u〉t such that (u, ut) = 0 (in this case u ∈ V (t)). An orbit of second type
consists of those 〈v〉t with (v, vt) 6= 0 (which implies that v /∈ V (t)).
Thus, all single and double axes of fixed subalgebra essentially come from V (t).
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The number of single axes is |CV (t)|. From Corollary 7.2.6, dimCV (t) = 2n− l
Therefore, |CV (t)| = 22n−l− 1 which is the number of single axes. Consequently, the
number of double axes is
1
2
(2dimV (t) − 22n−l).




(22n−l + 2dimV (t) − 2).
Note that in the above theorem if t is a representative of a conjugacy class D,
the class of 3-transpositions that generates the group G = Sp(2n, 2), then the action
of 〈t〉 on the set of all 1-spaces of V will not yield any double axis. Hence, in this
case, the fixed subalgebra relative to 〈t〉 is the Matsuo algebra M for Sp(2n, 2).
We have the isomorphisms, Sp(2, 2) ∼= S3 and Sp(4, 2) ∼= S6. Therefore, the fixed
subalgebras for the above groups relative to 〈t〉, where t is an involution, are known




In this research work, we have studied axial algebras of Monster type (α, β) satisfying
the condition α = 2β which is an exceptional case in Rehren’s attempt of classifying
all the 2-generated subalgebras of Monster type (α, β). In particular, we have shown
that the covers of dihedral algebras of the Griess algebra can be defined without
imposing the conditions proposed by Rehren.
We also constructed new infinite series of axial algebras of Monster type (2η, η),
namely, the fixed subalgebra of Matsuo algebra for Sn, the axial part of the fixed
subalgebra for the symplectic group Sp(2n, 2). And both these algebras are 1-closed.
Based on our observations, we have the following meaningful questions in this
direction of research.
Is the maximum dimension of 2-generated subalgebra of an arbitrary axial algebra
A of Monster type (2η, η) is equal to 8? This is true for a Matsuo algebra.
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Can the underlying Fischer space of an axial algebra A of Monster type (2η, η)
be recovered. In other words, an axis of Monster typeM(2η, η) be split into sum of
two axes of Jordan type η. Can the simple case to start with in this direction would
be algebras which are 1-closed.
We also like to investigate the values of η for which the axial part of the fixed
subalgebra for Sp(2n, 2) is not simple. Further in this case, we conjecture that
the above subalgebra relative 〈t〉, where t is an involution and V 6= V (t), has 1-
dimensional radical.
The k2-algebra and the axial part of the fixed algebra for Sp(2n, 2) are constructed
for 3-transposition groups of symplectic type. Every plane of the Fischer space of a
group of symplectic type is isomorphic to dual affine plane of order two. Therefore,
describing a method of constructing the fixed subalgebra of Matsuo algebra for group
of symplectic type is an interseting task.
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