Abstract. An n-gon is defined as a sequence P = (V 0 , . . . , V n−1 ) of n points on the plane. An n-gon P is said to be convex if the boundary of the convex hull of the set {V 0 , . . . , V n−1 } of the vertices of P coincides with the union of the edges [V 0 , V 1 ], . . . , [V n−1 , V 0 ]; if at that no three vertices of P are collinear then P is called strictly convex. We prove that an n-gon P with n 3 is strictly convex if and only if a cyclic shift of the sequence (α 0 , . . . , α n−1 ) ∈ [0, 2π) n of the angles between the x-axis and the vectors
Definitions and results
A polygon is defined in this paper as any finite sequence of points (or, interchangeably, vectors) on the Euclidean plane R 2 ; the same definition was used in [5] [6] [7] [8] . Let here P := (V 0 , . . . , V n−1 ) be a polygon, which is sequence of n points; such a polygon is also called an n-gon. The points V 0 , . . . , V n−1 are called the vertices of P. The smallest value that one may allow for the integer n is 0, corresponding to a polygon with no vertices, that is, to the sequence () of length 0. The segments, or closed intervals, [V i , V i+1 ] := conv{V i , V i+1 } for i ∈ {0, . . . , n − 1} are called the edges of polygon P, where
The symbol conv denotes, as usual, the convex hull [9, Let us define the convex hull and dimension of polygon P as, respectively, the convex hull and dimension of the set of its vertices: conv P := conv{V 0 , . . . , V n−1 } and dim P := dim{V 0 , . . . , V n−1 } = dim conv P. In general, our terminology corresponds to that in [9] .
In the sequel, we also use the notation k, m := {i ∈ Z : k i m},
where Z is the set of all integers; in particular, k, m is empty if m < k.
Given the above notion of the polygon, a convex polygon can be defined as a polygon P such that the union of the edges of P coincides with the boundary ∂ conv P of the convex hull conv P of P; cf. e.g. [11, page 5] . Thus, one has Definition 1. 1 . A polygon P = (V 0 , . . . , V n−1 ) is convex if i∈0,n−1
Let us emphasize that a polygon in this paper is a sequence and therefore ordered. In particular, even if all the vertices V 0 , . . . , V n−1 of a polygon P = (V 0 , . . . , V n−1 ) are the extreme points of the convex hull of P, it does not necessarily follow that P is convex. For example, consider the points V 0 = (0, 0),
Definition 1.2. Let us say that a polygon
• locally-ordinary -if for any i in the set 0, n − 1 the vertices V i and V i+1 are distinct; • ordinary -if for any two distinct i and j in 0, n − 1 the vertices V i and V j are distinct; • locally-strict -if for any i in 0, n − 1 the vertices V i−1 , V i , and V i+1 are non-collinear, where V −1 := V n−1 ; • quasi-strict -if any two adjacent vertices of P are not collinear with any other vertex of P or, more formally, if for any i ∈ 0, n − 1 and any j ∈ 0, n − 1 \ {i, i ⊕ 1} the points V i , V i⊕1 , and V j are non-collinear, where
• strict -if for any three distinct i, j, and k in 0, n − 1 the vertices V i , V j , and V k are non-collinear;
where 
We shall make use of the following result given in [6] . If P = (V 0 , . . . , V n−1 ) is a polygon, let us refer to any subsequence (V i0 , . . . , V im−1 ) of P, with 0 i 0 < · · · < i m−1 n − 1, as a sub-polygon or, more specifically, as a sub-m-gon of P.
is an ordinarily convex polygon, then any sub-polygon of P is so; in particular, then the sub-(n − 1)-gons
For a polygon P = (V 0 , . . . , V n−1 ), let x i and y i denote the coordinates of its vertices V i , so that
Introduce the determinants
for α, i, and j in the set 0, n − 1. Let then
The following theorem is the main result of [7] , which provides an O(n) test of the strict convexity of a polygon. Theorem 1.5. [7] An n-gon P = (V 0 , . . . , V n−1 ) with n 4 is strictly convex if and only if conditions Thus, the test given by Theorem 1.5 is exactly minimal. Remark 1.7. [7] Adding to the 3(n−3) conditions (3) in Theorem 1.5 the equality b 2 = c 2 , which trivially holds for any polygon (convex or not), one can rewrite (3) as the following system of 3(n − 3) + 1 equations and one inequality:
These results were used in [8] . For any vector v = (x, y) ∈ R 2 with r := | v| := x 2 + y 2 = 0, define the (angle) argument of v as usual, by the formula
so that, for each nonzero vector v ∈ R 2 , the "angle" arg v is a uniquely defined number in the interval [0, 2π). Moreover,
where arccos is the branch of the inverse function cos −1 with values in the interval [0, π] and
For any locally-ordinary polygon P = (V 0 , . . . , V n−1 ), introduce also the sequence of the angle arguments the edge-vectors
For any two nonzero vectors u and v in R 2 , let us write
similarly defined is the relation > on R 2 \ { 0}.
, it is elementary but somewhat tedious to check that
where
Under the additional condition that u and v are non-collinear, it follows that either u < v or v < u:
Note also that
Definition 1.9. Let us say that a locally-ordinary polygon
• cyclically increasing or, briefly, c-increasing -if
for some k ∈ 0, n − 1; (if k = 0 then this chain of inequalities is supposed to read simply as α 0 < · · · < α n−1 , in which case polygon P will be increasing); • cyclically decreasing or, briefly, c-decreasing -similarly, if
for some k ∈ 0, n − 1; • cyclically strictly monotone or, briefly, c-strictly monotone -if P is either c-increasing or c-decreasing.
The notions of nondecreasing, nonincreasing, c-nondecreasing, c-nonincreasing, and c-monotone polygons are defined similarly, with signs and replacing < and >, respectively.
For any k ∈ 0, n − 1, define the cyclic shift (or, briefly, c-shift) θ k of the sequence (u 0 , . . . , u n−1 ) of any objects u 0 , . . . , u n−1 by the formula
It follows that P is c-increasing iff P is a c-shift of an increasing polygon iff a c-shift of P is increasing; similarly for "decreasing" vs. "cdecreasing" and for other such pairs of terms. Also, all c-shifts preserve the polygon convexity and all properties defined in Definition 1.2 as well as all the "cyclic"
properties defined in Definition 1.9 : being c-increasing, being c-increasing,. . . .
For any transformation T : R
2 → R 2 and any polygon P = (V 0 , . . . , V n−1 ), define the corresponding transformation of P as the polygon T P := (T V 0 , . . . , T V n−1 ). A rotation is any orthogonal (and hence linear) transformation with determinant 1; any rotation can be represented as the linear transformation R α with matrix [
The reflection is denoted here by R and defined by the formula R 2 ∋ (x, y) → R(x, y) := (x, −y). Any orthogonal transformation can be represented as R α R (as well as RR β ) for appropriate α and β. A homothetical transformation is understood here as one of the form R 2 ∋ v → λ v for some λ > 0. All the necessary proofs are deferred to Section 2.
The following theorem is one of the main results of this paper.
12. An n-gon with n 3 is strictly convex iff it is c-strictly monotone.
Remark 1.13. Any n-gon with n 1 is, trivially, both strictly convex and cstrictly monotone. Any 2-gon is, trivially, strictly convex; however, a 2-gon is c-strictly monotone only if it is locally-ordinary (and hence ordinary). It is easy
to see that any strict 3-gon is c-strictly monotone, so that Theorem 1.12 is trivial for n = 3. Note also that an n-gon is both c-increasing and c-decreasing iff it is locally-ordinary and n = 2. Theorem 1.12 is complemented by the following proposition, which will also be of use in the proof of Theorem 1.12. Proposition 1.14. For any n-gon P with n 3 the following statements are equivalent to one another:
(I) P is ordinary and locally-strictly convex; (II) P is quasi-strictly convex; (III) P is strictly convex.
Remark. The conditions in Proposition 1.14 that n 3 and P is ordinary cannot be dropped. Indeed, all 2-gons are strictly convex, but not all of them are ordinary. On the other hand, the polygon
but it is not ordinary and not strictly convex.
The following theorem is a "non-strict"' counterpart of Theorem 1.12. A suggestion to use c-strict monotonicity to test for polygon convexity was given in [3] , without a proof. A result, similar to Theorem 1.15 was presented in [2, Lemma 5 in Section 10.3] , with a very brief, heuristic proof.
Proofs
Proof of Proposition 1.11 . Suppose that an n-gon P with (α 0 , . . . , α n−1 ) := arg(P) is c-increasing, that is,
for some k ∈ 0, n − 1. Let (β 0 , . . . , β n−1 ) := arg(RP), the argument sequence of the reflected polygon RP. Thus, reflection R interchanges the properties of being c-increasing and c-decreasing. Let us now verify the preservation of the c-increasing property under any rotation R α . W.l.o.g., 0 α < 2π. Suppose again that an n-gon P with (α 0 , . . . , α n−1 ) := arg(P) satisfies condition (Incr k ). Then the c-shift Q := Pθ k := (V k , . . . , V n−1 , V 0 , . . . , V k−1 ) of polygon P with (β 0 , . . . , β n−1 ) := arg(Q) = (α k , . . . , α n−1 , α 0 , . . . , α k−1 ) is an increasing n-gon. Let (ψ 0 , . . . , ψ n−1 ) := arg(R α Q). Let J := {i ∈ 0, n − 1 : β i + α 2π}, and let j := min J if J = ∅ and j := n if J = ∅. Then ψ i := β i + α for i ∈ 0, j − 1 and ψ i := β i + α − 2π for i ∈ j, n − 1. Hence, the sequence arg(R α Qθ j ) =: (ϕ 0 , . . . , ϕ n−1 ) is increasing, where ϕ i := β i+j + α − 2π for i ∈ 0, n − j − 1, and ϕ i := β i+j−n + α for i ∈ n − j, n − 1. Thus, the cyclic permutation R α Pθ m = R α Pθ k+j = R α Qθ j of polygon R α P is increasing, where m := k + j if k + j < n and m := k + j − n if k + j n. Thus, R α P is c-increasing.
The preservation of the c-decreasing property under any rotation is verified quite similarly.
The other claims stated in Proposition 1.11 are only easier to check.
Proof of Theorem 1.12 . Let P = (V 0 , . . . , V n−1 ) be an n-gon with n 3, vertices V i =: (x i , y i ), and argument (α 0 , . . . , α n−1 ) := arg P. In view of Proposition 1.11, the rotation R 2π−α0 and any homothetical transformation will preserve both the convexity and c-monotonicity properties of P. Therefore, assume without loss of generality (w.l.o.g.) that α 0 = 0 and, moreover, V 0 = (0, 0) and V 1 = (1, 0). "If " When proving this part, assume w.l.o.g. that P is c-increasing, that is, α k < · · · < α n−1 < α 0 < · · · < α k−1 . Indeed, in view of Proposition 1.11, the reflection transformation R will preserve the convexity property of P and interchange the property of P being c-increasing with it being c-decreasing; also, R will preserve the property α 0 = 0. Then the conditions α 0 = 0 and α i ∈ [0, 2π) ∀i imply that k = 0 and α 0 = 0 < · · · < α n−1 ; that is, the sequence arg P is increasing.
Hence, inequality α 1 π would imply α i ∈ (π, 2π) for all i ∈ 2, n − 1. Hence and because n 3, one would have 0 = y 1 y 2 > y 3 > · · · > y n = y 0 = 0, and at least one inequality here is strict (since n 3), which is a contradiction.
The case α 1 < π is similar. In this case, y 2 > 0. To obtain a contradiction, suppose that the set L := {i ∈ 2, n − 1 : y i 0} is non-empty and then let ℓ := min L, so that ℓ ∈ 3, n − 1, y ℓ−1 > 0, and y ℓ 0. Then α ℓ−1 ∈ (π, 2π). Hence and because the sequence arg P is increasing, one has α i ∈ (π, 2π) for all i ∈ ℓ − 1, n − 1. Therefore, 0 y ℓ > · · · > y n = y 0 = 0, which is a contradiction. This contradiction means that L = ∅, so that y i > 0 for all i ∈ 2, n − 1; that is, according to [7, Definition 2.4 ], the polygon P = (V 0 , . . . , V n−1 ) is strictly to one side of its edge
Similarly it is proved that P is strictly to one side of any other one of its edges; that is, P is strictly to-one-side. To complete the proof of the "if" part of Theorem 1.12 , it remains to refer to [7, Lemmas 2.6 and 2.11].
"Only if " Here is assumed that polygon P is strictly convex. Again w.l.o.g. one has α 0 = 0. Also, by Remark 1.13, w.l.o.g. n 4. Again by the "reflection" part of Proposition 1.11, w.l.o.g. y 2 0. Moreover, because of the strictness of P and the assumptions V 0 = (0, 0) and V 1 = (1, 0), one actually has y 2 > 0, so that α 0 = 0 < α 1 < π and ∆ 0,1,2 = y 2 > 0. So, the strict convexity of P and Remark 1.7 yield ∆ 0,1,i = y i > 0 for all i ∈ 2, n − 1. The strictness of P also implies that all the values α 0 , . . . , α n−1 are distinct from one another.
Thus, it suffices to show that α i α i+1 for all i ∈ 1, n − 2. Suppose the contrary, that α i > α i+1 for some i ∈ 1, n − 2. Consider separately the following three cases.
Case 1: i = 1. Then α 1 > α 2 . By (7), this implies that ∆ 1,2,3 0 or y 2 − y 1 0 y 3 −y 2 ; but y 2 −y 1 = y 2 > 0, so that one must have ∆ 1,2,3 0; now inequalities ∆ 1,2,3 0 and ∆ 0,1,2 > 0 contradict Remark 1.7.
Case 2: i = n − 2. Then α n−2 > α n−1 . This case is quite similar to Case 1. Indeed, by (7), here one has ∆ 0,n−2,n−1 = ∆ n−2,n−1,0 0 or 0 y 0 − y n−1 ; but y 0 − y n−1 = −y n−1 < 0, so that ∆ 0,n−2,n−1 0; now inequalities ∆ 0,n−2,n−1 0 and ∆ 0,1,2 > 0 contradict Remark 1.7.
Case 3: i ∈ 2, n − 3 and
) is a sub-polygon of P, so that Q is strictly convex, by [6, Corollary 1.17 ]. On the other hand, arg Q = (α 0 , β, α i , α i+1 , γ), for some real numbers β and γ. Thus, w.l.o.g. P = Q, n = 5, and so, one has all of the following: P = (V 0 , V 1 , V 2 , V 3 , V 4 ); i = 2; α 2 > α 3 ; and ∆ 0,1,i = y i > 0 for all i ∈ 2, 4. By Remark 1.7, one now also sees that the determinants ∆ 2,3,4 , ∆ 0,2,3 , and ∆ 0,3,4 are all strictly positive as well. Therefore, the condition α 2 > α 3 and implication (7) 0, where ∆ α,i,j are given by (2) ; for an exact definition of "to one side", see [7, Definition 2.4 ].
Proof of Lemma 2. 1 . This proof can be done quite similarly to that of [7, Lemma 2.7] . Alternatively and more simply, Lemma 2.1 can be easily deduced from [7, Lemma 2.7] by observing that V α V i V j if and only if ∆ α,i,j = 0.
Proof of Proposition 1.14. W.l.o.g., n 4.
(I) =⇒ (II) Here it is assumed that a polygon P = (V 0 , . . . , V n−1 ) is ordinary and locally-strictly convex. By the c-shift invariance (Remark 1.10) , at this point it suffices to show that V 0 , V 1 , V i for each i ∈ 2, n − 1 or just only for each i ∈ 3, n − 1, because V 0 , V 1 , V 2 follows from P being locally-strict.
To obtain a contradiction, assume first that V 0 V 1 V 3 . Since P is locally-strictly convex, one has V 0 , V 1 , V 2 , so that, by the affine invariance (Proposition 1.11), w.l.o.g. V 0 = (0, 0), V 1 = (1, 0), and V 2 = (1, 1). Then V 0 V 1 V 3 implies that V 3 = (x 3 , 0) for some real x 3 . Since P is ordinary, one has x 3 / ∈ {0, 1}. Hence, there are only the following three cases to consider at this point: Case 1: x 3 > 1. Then ∆ 1,2,0 ∆ 1,2,3 = 1 − x 3 < 0. By Lemma 2.1, this means that V 0 and V 3 are not on one side of [V 1 , V 2 ]; by [6, Lemma 2.3] , this contradicts the convexity of polygon P. Case 2: 0 < x 3 < 1. Then ∆ 2,3,0 ∆ 2,3,1 = x 3 (x 3 − 1) < 0, so that V 0 and V 1 are not on one side of [V 2 , V 3 ], which contradicts the convexity of polygon P. Case 3: x 3 < 0. Then V n−1 = (x n−1 , y n−1 ) for some real x n−1 and y n−1 such that y n−1 = 0 -because P is locally strict and hence V n−1 , V 0 , V 1 . Hence, ∆ n−1,0,1 ∆ n−1,0,3 = y 2 n−1 x 3 < 0, so that V 0 and V 3 are not on one side of edge [V n−1 , V 0 ], which contradicts the convexity of polygon P.
Thus, in all cases the assumption V 0 V 1 V 3 leads to a contradiction, so that one has V 0 , V 1 , V 3 . Similarly one proves that V 1 , V 3 , V 4 (for n = 4 this has been already proved, for then V 4 = V 0 ). That is, the sub-polygon P (2) := (V 0 , V 1 , V 3 , . . . , V n−1 ) is locally strict. Also, by Theorem 1.4, P (2) inherits the property of P of being ordinarily convex. Now it follows by induction that P (2) is quasi-strict, so that Introduce the "direction" equivalence on R 2 \ { 0} defined by the formula
for any u and v in R 2 \ { 0}. Note that
Lemma 2.2. For any two vectors u and v in
R 2 \ { 0}, one has arg u = arg v iff u ↑↑ v.
Proof of Lemma 2.2. This folows immediately from (4).
Lemma 2. 3 . Suppose that a polygon P = (V 0 , . . . , V n−1 ) is locally-ordinary and for some j and k in 0, n − 1 such that j k one has α j = · · · = α k , where (α 0 , . . . , α n−1 ) := arg P. Then −−−−→ V j V k+1 = 0 and
Proof of Lemma 2. 3 . By Lemma 2.2, the condition α j = · · · = α k implies that for each i in 0, n − 2 one has
, which is equivalent to (I), again by Lemma 2.2.
In particular, these observations imply that the points V j , . . . , V k+1 lie on the same straight line, say ℓ. Let A be any non-singular affine mapping of ℓ onto R such that AV j < AV j+1 (such a mapping exists because P is locally-ordinary and hence V j = V j+1 ). Then the condition − −−−−− → V i+1 V i+2 ↑↑ − −−− → V i V i+1 implies V i+1 ∈ (V i , V i+2 ), whence AV i+1 ∈ (AV i , AV i+2 ), again for each i in 0, n − 2, so that AV j < · · · < for some m ∈ 0, n − 1 and integers j 0 , . . . , j m such that 0 = j 0 < · · · < j m = n, and, moreover, of the ordinarily convex polygon P is ordinarily convex as well. Note also that Q is locally-strict. To check this, in view of the c-shift invariance (Remark 1.10 ) it suffices to show that U 0 , U 1 , U 2 or, equivalently, V j0 , V j1 , V j2 . But this follows by the the ordinariness of P and construction of Q (whereby V j1−1 , V j1 , V j1+1 , V j0 V j1−1 V j1 , and V j1 V j1+1 V j2 ).
Hence, by Proposition 1.14, Q is strictly convex. Now, in view of Theorem 1.12, Q is c-strictly monotone. Applying (if necessary) the reflection transformation R and a cyclic shift θ k and referring to Proposition 1.11 and Remark 1.10, assume w.l.o.g. that polygon Q is increasing: (III) =⇒ (II) Here it is assumed that a polygon P = (V 0 , . . . , V n−1 ) with (α 0 , . . . , α n−1 ) := arg P is c-monotone. We have to prove that P is simply convex. Applying the reflection transformation R and a cyclic shift θ k , w.l.o.g. polygon P is non-decreasing: α 0 . . . α n−1 . That is, (13) α j0 = · · · = α j1−1 < · · · < α jm−1 = · · · = α jm−1 for some natural m and integer j 0 , . . . , j m such that (14) 0 = j 0 < · · · < j m = n.
