A wafer bin map (WBM), which is the result of an electrical die-sorting test, provides information on which bins failed what tests, and plays an important role in finding defective wafer patterns in semiconductor manufacturing. Current wafer inspection based on WBM has two problems: good/bad WBM classification is performed by engineers and the bin code coloring scheme does not reflect the relationship between bin codes. To solve these problems, we propose a neural network-based bin coloring method called Bin2Vec to make similar bin codes are represented by similar colors. We also build a convolutional neural network-based WBM classification model to reduce the variations in the decisions made by engineers with different expertise by learning the company-wide historical WBM classification results. Based on a real dataset with a total of 27,701 WBMs, our WBM classification model significantly outperformed benchmarked machine learning models. In addition, the visualization results of the proposed Bin2Vec method makes it easier to discover meaningful WBM patterns compared with the random RGB coloring scheme. We expect the proposed framework to improve both efficiencies by automating the bad wafer classification process and effectiveness by assigning similar bin codes and their corresponding colors on the WBM.
Introduction
The semiconductor market is growing at a rapid pace with the advent of the fourth industrial revolution, characterized by the widespread use of the Internet of Things and the use of artificial intelligence technologies in daily life [1, 2] . To connect not only traditional devices such as PCs and smartphones but also other electronic devices such as automobiles and home appliances to networks, and to store and process the huge amounts of data obtained by these devices, the demand for various types of ultra-compact and highly integrated semiconductor products has significantly increased [1] . To meet these requirements, ultrafine process in semiconductor production technology has consistently evolved and has reached the physical limit with the help of advanced manufacturing processes.
The semiconductor manufacturing process consists of three main steps: (1) wafer fabrication; (2) wafer test, i.e., circuit measurement for defective die/chip identification; and (3) packaging, i.e., cutting the finished chips to a specific size to assemble them and make the final product such as DRAMs or solid-state drives [3] . Since hundreds of individual equipment are involved in the semiconductor manufacturing process, more than three months of production time is required. The overall yield of th semiconductor manufacturing industry is relatively lower than that of other manufacturing industries [4] because of the highly complex manufacturing processes involved; hence, yield management is one of the key factors to gain a competitive advantage in the market. It is obvious that developing a new product faster than competitors is necessary for market leadership, but a company can also dominate the market when their mass production system is running with a high and stable yield. The company can take an advantage of price competitiveness through cost reduction, which results in increased market share and profits. Since the semiconductor manufacturing process has becoming more precise and highly integrated, it is increasingly difficult to secure high yields for various newly developed products [5] .
The electrical die sorting (EDS) test is conducted to check the electrical operation state of each die on a wafer to identify defective dies and determine whether the current wafer can move on to the packaging stage [2] . From the perspective of yield management, it is very important to find the cause of defects in the semiconductor production process by examining the EDS test result [6] . EDS tests are conducted based on predefined conditions, which vary with the characteristics of products. Once a set of EDS tests is completed, a single decimal bin code is assigned to each die on the wafer. This bin code indicates a certain combination of tests that the die passed or failed. Theoretically, if there are 10 different tests, the possible number of bin codes is 1024 (2 10 ), which is represented as a decimal number ranging from 0 (passed all tests) to 1023 (failed all tests).
A wafer bin map (WBM) is an image that shows the relative location of each die and its corresponding bin code. WBMs are commonly used to help engineers understand the overall state of a wafer based on the EDS test results, as shown in Figure 1 . The large circles in both images represent a single wafer while the small squares represent individual dies. The only difference between Figure 1a ,b is the coloring scheme used for bin codes. All bin codes, except the code indicating that all EDS tests were passed, are presented as the same gray color in Figure 1a , whereas different RGB values are assigned different bin codes in Figure 1b Once the fabrication step is completed, various EDS tests are conducted for each wafer and the results are visualized by a WBM, based on which experienced engineers with sufficient domain knowledge determine whether the wafer should be delivered to the packaging step (normal/good wafers) or discarded (bad wafers) [7] . Since this decision is made solely on the basis of the experienced engineers' knowledge, different engineers may make different conclusions because of their biased domain expertise. In other words, the same wafer that is considered "normal" by one engineer may be deemed "bad" by another. More specifically, when a WBM is inspected by an engineer, he/she makes a bad wafer decision by focusing only on the types of test failures that are familiar based on his/her experiences. In other words, he/she looks at only a few bin codes (WBM colors) to make a decision rather than considering all the bin codes. Consequently, depending on the WBM colors that the engineer focuses on, the same wafer can be identified as either "normal" or "bad." This problem is mainly caused by the limitations of the current WBM coloring scheme. When the gray WBM is used, significant information loss is inevitable since the engineer can only see the dies that failed at least one test; it is impossible to see which dies failed at what specific tests. With the random RGB coloring scheme, the role of color is to indicate unique bin codes; similar colors do not mean that the failed tests they represent are physically or electrically similar. Thus, existing WBM colors are not fully used since engineers use color information only to distinguish one bin code from another. If WBM colors can provide the relationship between two bin codes, i.e., two sets of failed tests, then engineers can better understand the WBM and identify significant patterns for improved decision-making.
To address the limitations of the abovementioned WBM coloring schemes, we propose a new, neural network-based WBM coloring scheme called bin-to-vector (Bin2Vec) that can preserve the relationship between different bin codes to help engineers better understand the WBM and help identify significant patterns on bad wafers. The Bin2Vec maps a scalar bin code onto a three-dimensional continuous vector in order to assign a unique set of RGB values to the bin code. The main idea behind Bin2Vec is that if two dies are physically close to each other, then it is highly likely that their EDS results are very similar; they might even pass and fail the same tests together. To realize this idea, Bin2Vec adopts the word-to-vector (Word2Vec) structure, which has been successfully used in various natural language processing tasks [8, 9] . We expect that once the Bin2Vec succeeds in learning the local structure of EDS test results of closely located dies, the resulting RGB codes can not only discriminate one bin code from another but the RGB code can also represent the EDS test result similarity between any pair of bin codes. Moreover, these similarities can be visualized in a two-dimensional space to help engineers better understand different WBM patterns. In addition to the Bin2Vec, we also propose a convolutional neural network (CNN)-based bad wafer classification model, which has been done manually by experienced engineers. CNNs have shown excellent performance in various areas such as audio processing and image processing tasks, including image classification [10] [11] [12] [13] [14] [15] . The bad wafer classification model takes the WBM as the input image, and determines whether it is normal or bad as the output of the network. To train the CNN model, historical data consisting of WBMs and their corresponding normal/bad labels determined by experienced engineers are used. If the CNN-based bad wafer classification model shows a certain level of accuracy, then WBMs can be automatically classified without the intervention of engineers.
The rest of this paper is organized as follows. In Section 2, we briefly review previous studies related to WBM-based bad wafer classification models. Section 3 discusses data collection and preprocessing, followed by a demonstration of the Word2Vec and proposed Bin2Vec methods. Section 4 describes the experimental design, including the proposed CNN model structure and benchmarked classification models. Experimental results are discussed in Section 5, and the limitations of the current study and future research directions are discussed in Section 6.
Literature Review
The mainstream research on WBM analysis has focused on the discovery of meaningful patterns or clusters from bad wafers. In this framework, bad wafers are manually filtered first, and then various analytical techniques are applied to find significant patterns or clusters based on their WBMs [16] [17] [18] [19] [20] . In the early 2000s, Huang et al. [16] found wafer clusters by applying a 3 × 3 median filter to the WBM to replace isolated chips with the median value of neighboring chips. Since median filtering has a blurring effect, it becomes difficult to discover defective wafer patterns with high precision. Instead of a median filter, Wang Wang [17] applied a mean filter to the WBM for the purpose of denoising, and found defective wafer clusters. As a clustering method, they employed spectral clustering based on fuzzy C-means (FCM) with kernel principal component analysis, given that FCM-based spectral clustering is known to be robust against outliers. Recently, a neural-network based method that replaces the previous kernel principal analysis has also emerged to extract the principal singular triplet (PST) of a cross-correlation data, such as wafer images [21] .
In the 2010s, Ooi et al. [18] proposed the segmentation with detection and small cluster removal (SDC) algorithm. The SDC algorithm automatically generated features for clustering WBMs by local yield conversion (LYC) method, which extracted the mean value of the "passed" and "failed" neighboring chips around the targeted chip. Through the cut-off filtering process, the LYC can extract the dominant wafer defect patterns. Taha et al. [19] proposed the Dominant Defective Patterns Finder (DDPFinder) algorithm that maintains the spatial dependence of defect patterns throughout the WBM, and considers the relative coverage of defect patterns during the clustering process. They randomly selected k sample dies for cluster centroid initialization, which resulted in k-Voronoi regions in k-means clustering (KMC). The dominant defective patterns were extracted by the centroids of the Voronoi region to which defective wafers were assigned. They compared the performance of DDPFinder and eight benchmarked models (i.e., simplified subspaced regression network, randomized general regression neural network, support vector machines, and four artificial neural networks (ANNs, i.e., general regression neural, radial basis function, probabilistic neural network, and multi-layer perceptron)). The experimental results showed that DDPfinder outperformed the benchmarked methods with an accuracy of 99.78% based on a predefined defect wafer dataset. Liu and Chien [20] proposed a framework that removed random noise to find robust defective WBM pattern clusters based on a cellular neural network. To do so, they first used a moment-invariant method, which is one of the shape recognition techniques widely used in the field of image processing, to extract rotation and size-invariant features. Based on the extracted features, they applied a neural network-based adaptive resonance theory (ART) to find WBM clusters. Their method showed 97% clustering purity even with high defective rate in the highly noisy environment. The experimental results also showed that the proposed method resulted in higher purity, diversity, specificity, and efficiency than the four existing clustering methods (Ward, KMC, self-organizing map (SOM), and spectral). However, the main disadvantage of this method is that it cannot find combined defective patterns.
In addition to the task of finding significant defective WBM patterns, some studies have attempted to automate the process of finding defective patterns and assigning the WBMs of newly processed wafers to one of these patterns, which is formulated as a multiclass classification problem. Wang et al. [5] proposed a hybrid clustering method to define the characteristics of WBM clusters and assign individual WBMs to one of these discovered patterns. They first applied a spatial filter to WBMs to extract relevant features for defective pattern identification. Then, they used hybrid clustering to define cluster types based on the extracted features. To classify individual WBMs into one of these identified clusters (e.g., linear type, elliptical type, and ring type), various classification methods such as classification module, estimation module, Gaussian EM algorithm, and spherical shell algorithm, were employed. Li and Huang [22] proposed a hybrid SOM-SVM method to recognize and classify WBM defect patterns. In their framework, SOM was trained to discover representative WBM defect patterns, whose clustering membership became the target class of the SVM classifier. Experimental results showed that the proposed method can correctly classify the discovered defect patterns with more than 90% accuracy. Cheng et al. [4] attempted to extract significant features using polar Fourier transform and rotational moment invariants, both of which are commonly used in signal processing. They trained classifiers to classify six predefined WBM defect patterns, i.e., bulls-eye, blob, hat, ring, line, and edge, based on the extracted features. A decision tree, Naive Baye's classifier, bagging decision tree, and boosted logistic regression were employed as classification algorithms. Although this method showed good performance for simulated WBM datasets (68.33% accuracy), its performance deteriorated when applied to a real WBM dataset (52.58% accuracy). Another notable limitation is that the WBM defect patterns were predefined and were not changed over time. Since currently non-existent defective patterns can be observed during the actual manufacturing process, this method is not flexible enough to adapt to unexpected changes in manufacturing environment.
Liao et al. [23] proposed a defect-type detection method based on similarity searching to address problems of not only inflexibility caused by predefined defect patterns but also the difficulty of capturing complex defect patterns when more than two defect patterns occur simultaneously. To do so, they first performed a morphological sample generation process to reproduce various pattern derivations (shift, erosion, dilation, opening, and closing) from the original defect patterns. Then, they used two types of training datasets: predefined defect patterns determined by experienced engineers and dissimilar samples determined by the 1-SVM. The SVM classifiers were trained to classify the five defect patterns. The experimental results showed that the proposed method achieved 95% catching rate with only 5% false-alarm rate. However, this model can only be applied to predefined defect patterns. Adly et al. [24] and Adly et al. [25] employed ANN-based classifiers called simplified sub-spaced regression network and randomized general regression network to improve the WBM defect pattern classification performance. Their first proposed model [24] yielded superior and robust performance, in addition to improved computational efficiency compared with the benchmarked six methods. In the following study [25] , they proposed a classification model with a bagging ensemble scheme that guaranteed relatively stable prediction accuracy and low variance. The proposed method achieved approximately 99.79% classification accuracy. Wu et al. [26] proposed a two-phase method that first discovered defect patterns and then classified WBMs into one of these patterns based on different image feature extraction methods. They employed random-based features, geometry-based features, and Hough transformation features for feature extraction. Then, the SVM classifier was used to classify the WBM. Their proposed model yielded 94.63% classification accuracy in nine-class (eight defect classes + no class) classification.
The aforementioned studies mainly focused on discovering representative defect patterns that appear on WBMs and classifying individual WBMs into one of these discovered classes. There are two common assumptions behind these studies: (1) defective WBMs can be easily classified with little effort, and (2) the classification result is highly accurate. However, these two assumptions might not be supported in actual semiconductor manufacturing processes. First, defective WBM classification is still manually conducted by experienced engineers, which is both time-consuming and labor-intensive. Second, some wafers determined as normal by one engineer are determined as defective by another engineer since engineers with different expertise investigate different bin codes to make their decisions. In other words, human judgment of defective WBM is not based on all the information embedded in the WBM but also on only a part of it. The information on WBM that is used solely depends on who investigates it. The second problem is closely related to the current WBM coloring scheme; RGB codes are randomly assigned to different bin codes. Hence, the colors in existing WBM are simply identifiers of bin codes and cannot preserve the physical or semantic relationship between them. If the relationship between bin codes can be understood through WBM colors, then contradictory decisions by engineers regarding defective WBMs can be reduced, making it possible to build an accurate autonomous WBM classification model that can classify every WBM in real time without any intervention by human experts.
Bin2Vec: A Convolutional Neural Network-Based WBM Coloring Scheme

Data Description
In this study, we used a total of 27,071 WBMs from nine product groups (DRAM, SSD, etc.) produced by a semiconductor manufacturing company in South Korea. The total number of bin codes available for each die is 10,002, as listed in Table 1 . If a die does not pass a certain set of EDS tests, then one code between 1 and 9999 is assigned. The values 0, −1, and −2 refer to passing all the EDS tests, untested dies, and non-wafer area, respectively. Figure 2 shows an example of a WBM with random RGB coloring scheme (a), and a simplified binarization scheme (b) in which bin codes from 1 to 9999 are represented by the same color (blue in this example). 
Word2Vec
Word2Vec is the most widely used neural network-based distributed representation method that represents a word by a numerical vector in a fixed dimension [27, 28] . Traditional one-hot encoding cannot preserve the semantic relationship because a word is represented by |V|-dimensional vector (|V| is the number of unique words in the dataset) with only one element with the value 1, and all other elements being 0. In contrast, Word2Vec can preserve the semantic relationship between words.
There are two Word2Vec structures: continuous bag-of-words (CBOW) and Skip-Gram that have the exactly reversed structures. CBOW takes the neighborhood words as the input of the network and is trained to correctly predict the targeted word, whereas Skip-Gram takes the targeted word as the input of the network and is trained to correctly predict the neighborhood words. We adopted the Skip-Gram structure, as shown in Figure 3 [27] , since it is known to be more effective in learning infrequent words. The bin codes in this study are equally important regardless of the frequency of their appearance. The Skip-Gram model consists of the input, projection, and output layers. Assume that we are attempting to find the d−dimensional word vectors for a total of |V| words in the dataset (d << |V|), and the window size (the number of neighborhood words to predict in either direction from the targeted word) is set to c. The input layer takes the one-hot encoding vector of the targeted word, whereas the output layer consists of the one-hot encoding vectors of the words surrounding the targeted words. The projection layer consists of d hidden nodes such that the hidden weight matrix W between the input layer and projection layer becomes |V| × d, and the hidden weight matrix W between the projection layer and output layer becomes d × |V|. After the training process is completed, either the row vector of W or the column vector of W can be used as word vectors. The purpose of the Skip-Gram model is to maximize the probability of generating the actual surrounding words for a given target word. More specifically, given a sequence of training words w 1 , w 2 , w 3 , · · · , w T , the objective function of the Skip-Gram model is to maximize the average log probability as shown in Equation (1):
The probability of generating the surrounding (output) words given the target (context) word is computed using the softmax function as shown in Equation (2):
where u is the column vector of the hidden weight matrix W , and v is the column vector of the hidden weight matrix W. The Skip-Gram model learns the weight matrices W and W by stochastic gradient descent optimization method. There are two practical drawbacks of Equation (2) . First, it is burdensome to compute the denominator because all the words must be used to compute the softmax function. Second, frequent words such as "the" or "it" are over-trained, whereas infrequent words cannot be trained sufficiently. To resolve these issues, the negative sampling technique [29] is commonly used.
In the negative sampling technique, only a few non-surrounding words are sampled to compute the denominator, and the sampling probability of each word is adjusted based on its frequency in the corpus: the probability of sampling frequently appearing words decreases, whereas the probability of sampling of rarely appearing words increases. Noise contrastive estimation [30] is an alternative to reduce the computational complexity of the Word2Vec model.
Bin2Vec
In this study, the original WBMs have the size 301 × 301 pixels. Each pixel in a WBM can have a value between −2 and 9999. Although the nine product groups have the same raw WBM size, the actual number of dies on the wafer along the horizontal and vertical axes are different. Table 2 lists the number of unique bin codes, the number of dies along the horizontal/vertical axis, as well as the number of total, good, and bad wafers and their proportions. Group 1 has the largest number of WBMs, containing 5464 WBMs with 23 × 27 dies. In contrast, Group 9 has the smallest number of WBMs, containing 1715 WBMs with 47 × 51 dies. For the current manufacturing process of the company, a total of 10,002 bin codes are possible for the dies, as explained with Table 1 . However, only a small portion of them actually appeared: Group 1 has the largest number of unique bin codes (401), whereas only eight bin codes appear for Group 6. Although the size of raw WBMs is 301 × 301 pixels, each die is represented by 3 × 3, 4 × 3, or 4 × 4 pixels according to the product type, and the same bin codes are assigned to the pixels for the same die. Hence, we resized the original WBM by aggregating the pixels for the same die so that a die is presented by a 1 × 1 pixel in the reduced WBM as shown in Figure 4 . Currently, WBMs are colorized by the random RGB scheme in which a randomly selected RGB code is assigned to each bin code so that different bin codes can be distinguished on the WBM to help engineers identify meaningful bin patterns. The main drawback of this coloring scheme is that the relationships between bin codes are not preserved. In practice, some bin codes are closely related while others are completely unrelated. This relationship information is completely ignored by the current WBM coloring scheme. Encouraged by process engineers' domain knowledge that nearby dies often fail the same test together, we propose a new WBM coloring scheme called Bin2Vec by considering the location information of dies on the wafer. The proposed Bin2Vec transforms a one-dimensional scalar bin code into a three-dimensional embedding vector by employing the learning mechanism of the Word2Vec embedding model. Once the bin code is converted into a three-dimensional vector, it can be used not only to assign an RGB code, which can also be considered a three-dimensional vector, but also to compute the similarity between any two pairs of bin codes. For engineers who actually investigate WBM patterns, Bin2Vec can also provide the following information compared with random RGB coloring, i.e., the more similar the color, the more frequently the bin codes appear together in a local area on the wafer.
To train the Bin2Vec model, a total of 25 bin codes with size 5 × 5 are taken to make a training instance, as shown in Figure 5a . This square matrix is then reshaped into a 25-dimensional vector: the first column becomes the first five elements and the last column becomes the last five elements, as shown in Figure 5b . This sampling and reshaping process for a single wafer is repeated by sliding the step size by one. For example, Group 1 products have 23 × 27 dies on a wafer, and we assign the index from top to bottom, and from left to right. The first training instance is made by taking 25 dies with index of 1-5 (horizontal) and 1-5 (vertical) . If horizontal sliding is done first, then the second training instance is made by taking 25 dies with index of 2-6 (horizontal) and 1-5 (vertical) . This process is repeated until the 25 dies with index 19-23 (horizontal) and 23-27 (vertical) are taken. With these vectorized bin codes, we employed the Skip-Gram structure [27] to learn the embedding vectors. The bin codes in the middle, i.e., the bin code in the third row and third column in the 5 × 5 bin matrix, or the 13th bin code in the 25-dimensional vector, were used as the input while the other 24 bin codes were used as the target of the Skip-Gram model, as shown in the first two steps in Figure 6 . During the Skip-Gram model training, we excluded the following two cases because they do not have any significant information: (1) instances when all elements have the same bin code, and (2) instances that contain only "-2" (non-wafer part) and "0" (the die passed all the EDS tests). 
MinMax Normalization
BIN2Vec Input
Color mapping for BIN test result BIN2Vec Embedding For the Bin2Vec model, the input vector dimension (|V|) is set to 401, which is the number of total bin codes that appeared at least once in the WBM dataset. The number of hidden nodes is set to 3 to assign the RGB code to the embedded bin codes. In an Natural language processing task, it is common to use a negative sampling technique or noise-contrastive estimation [30] for Word2Vec training to reduce the number of words used for the denominator of the softmax function, as shown in Equation (2) . Without these techniques, Word2Vec would consider more than 100,000 words to compute the softmax function, causing a heavy computational burden. On the other hand, in the Bin2Vec, we used all bins to compute the softmax function because there were only 401 distinctive bin codes. Once the Bin2Vec model training is completed, the range of three embedded dimensions can be different. To fully use the RGB code coverage, the embedded bin vectors are min-max scaled for all dimensions, as shown in Figure 6 . Accordingly, each bin code has a value between 0 and 1 in the R-, G-, and B-axis, respectively. Figure 7a is an example of a WBM with binary colorization scheme. The white color indicates that the dies in those areas passed all the EDS tests while the gray color indicates that the dies in those areas failed at least one of the EDS tests. The only information delivered to process engineers by the binary colorization scheme is whether each die passed all the tests or not. The failed tests cannot be distinguished because these are presented as the same gray color. To provide both types of information, the random RGB coloring scheme assigns different colors to different bin codes, as shown in Figure 7b . Although different bin codes are colored differently, it is not possible to determine which bins are semantically similar to others; the colors only serve as identifiers. Bin2Vec can provide all three types of information: (1) whether each die passed all the tests, (2) what die failed which tests, and (3) which bin codes are semantically related. Figure 7c shows the same WBM with the Bin2Vec coloring scheme. Compared with random RGB coloring, bin patterns are more noticeable with the Bin2Vec. The areas A, B, and C have similar green colors in Figure 8a , whereas black, purple, and brown are assigned to the dies in areas A, B, and C by the Bin2Vec, respectively (Figure 8b ). In addition, Figure 8b shows that the bin codes along the edge are semantically similar since they are represented in yellow. On the other hand, they could also be misinterpreted as being very different since purple and green were assigned to the same area by the random RGB coloring scheme. In Figure 9a ,b, the bins seem to be randomly distributed and no significant patterns are recognizable.
However, it can be observed that there is a clear cross bin pattern in dark blue when Bin2Vec is applied. Similarly, it is hard to find a circular bin pattern in Figure 9d ,e, but a circular bin pattern was discovered (color blue) by Bin2Vec. Figure 10 shows other examples where small but significant bin patterns were discovered by Bin2Vec. In Figure 10a , only two dies passed all the EDS tests. Based on the random RGB scheme, it seems that many different bin codes are randomly distributed on the wafer. However, these bin codes are actually very closely related to each other such that their colors resulted in similar RGB codes with the Bin2Vec, as shown in Figure 10c . In Figure 10d , all dies failed at least one of the EDS tests such that the all areas on the wafer are color gray. With the random RGB scheme, it appears that there are three primary bin codes which are very different from each other. However, two of them are actually closely related to each other semantically (green and gray), and the other bin code (dark blue) is significantly different, which was discovered by the Bin2Vec. 
Experiment
In the semiconductor manufacturing process, WBMs are used as a source in faulty wafer identification. If a WBM is deemed good, then the corresponding wafer is delivered to the packaging stage. If it is deemed bad, then it is either re-processed or discarded. To identify bad wafers, we constructed a binary classification model: the input is the WBM of each coloring scheme, and the target (class label) is the good/bad identification results determined by expert engineers. An independent classification model was trained for each of the nine product groups. Since WBM can be considered as image data, we propose a CNN-based faulty wafer classification model. As benchmark algorithms, multilayer perceptron (MLP) with one hidden layer and random forests (RF) were employed. The training and test datasets were randomly partitioned by 8:2 for each product group, and the experiment was repeated 30 times for performance comparison.
Convolution Neural Network
Convolution and Pooling Operation
In this study, CNNs extract useful features for classification from the image through the convolution operation. In image classification, 2d convolution is commonly used. Let the feature map of l-th layer be X l ∈ R W×H×C , in which W and H denote the width and height of WBM, respectively; and C denotes the channels (one for binarization, three for random RGB and Bin2Vec). The convolution operation is computed as shown in Equation (3):
where X l+1 is the output tensor of the convolution operation; w, h, and c denote the index of the width, height, and channel of the output tensor, respectively; and k c,m,n,c is the weight used to conduct the convolution with the width, height, and channel size of m, n, and c , respectively. Figure 11a shows an illustration of convolution operation. Once the convolution operation is completed, the pooling operation is conducted to reduce the width and height of features maps but preserve significant information, which helps improve the computational efficiency of CNN models. Max pooling and average pooling are the most commonly used pooling methods; we adopted max pooling since it focuses on the most important pixel in the receptive field. Figure 11b shows an example of max pooling operation with size of 2 × 2. 
Convolutional Neural Network Architecture
A CNN is a special case of ANNs, as shown in Figure 12 . CNN has been proven excellent performance in recent various image processing tasks [31, 32] . Some representative CNN architectures include AlexNet [10] , VGGNet [11] , Inception [12] , ResNet [13] , and DenseNet [14] .
The basic building blocks of a CNN are a convolution layer and pooling layer. Contrary to the basic ANN where the previous layer is fully connected to the next layer, a small region of the previous layer (m by n by c ), known as the receptive field, is connected to the next layer by the convolution operation in CNN. This convolution operation is repeated starting from the top-most left receptive field to the right-most bottom receptive field with the same convolution weights. Once the convolution operation is completed, another convolution operation with different weights is performed in the same manner. The number of different sets of convolution weights is known as the number of convolution filters between two layers. Since the same weights are used for a specified convolution filter, the number of weights to be learned is much smaller with the CNN than fully connected ANNs. In addition, a single convolution filter can find a significant local pattern over all regions in the previous layer using the same weights for the corresponding convolution filter.
Once the convolution step is completed, the size of the resulting tensor is reduced by pooling operation to improve the learning process efficiency. The pooling result depends on the size and method of pooling: the former decides how a large area is summarized while the latter decides how to represent the targeted area. Max pooling and average pooling are two common pooling methods: the former uses the largest value while the latter uses the average values of the targeted area.
After the set of convolution and pooling layers are processed, many commonly used CNN architectures place fully connected layers between the end of convolution building blocks and the output layer. For a classification task, the number of nodes in the output layer is set to the number of classes, and the output values of the CNN are computed using the softmax function to ensure that every output node value is between 0 and 1, and the sum of all output node values is 1. By doing so, the output node value can be interpreted as the probability of the input image belonging to the corresponding class. Because the number of weights to be learned is still quite large, some practical techniques are used to improve training efficiency [33] , such as adopting a rectified linear unit (ReLU) [10] as an activation function and batch normalization [34] during the weight learning by the gradient descent algorithm. The most commonly used input image size for CNN architecture is 224 × 224, which is the input size of the dataset provided by ImageNet [35] , one of the largest labeled datasets for image processing.
The maximum input image size in this study is 47 × 62. Hence, we used a simpler CNN architecture, i.e., the number of convolution and pooling layers is less than that of other well-known CNN architectures. Figure 12 shows the CNN architecture used in our study. Four convolution and pooling layers were used followed by two fully connected layers. For all convolution layers, 3 × 3 convolution operation with stride size of 1 was performed, followed by 2 × 2 max pooling with stride size of 2. The number of convolution filters are 64, 128, 256, and 256 for the first, second, third, and fourth convolution layers, respectively. The number of nodes used for the first and second fully connected layers are 1048 and 1024, respectively. The number of output nodes was set to two: good and bad.
We used ReLU and batch normalization after all of the convolution layers. The batchsize was set to 32. Given the imbalanced class distribution, i.e., the number of good wafers is generally much greater than that of the bad wafers, we constructed the mini-batch training set by sampling 16 good and 16 bad WBMs from the original training set. The learning rate started at 10 −3 , decayed by 10 −1 every 5000 iterations after first 10,000 iterations, and trained 30,000 iterations in total. The first 20,000 iterations were trained with Adam [36] optimization, followed by 10,000 with mini-batch gradient descent (MGD).
Multilayer Perceptron
A feedforward MLP with three hidden layers was employed in this study. As shown in Figure 13 , the number of hidden nodes was set to 1024, 1024, and 512 for the first, second, and third hidden layers, respectively. The ReLU activation function was used for the first and second hidden layer while the softmax function was used for the third hidden layer. Batch normalization is applied to each layer and the dropout rate of 0.5 was used [37] for the weights between the third hidden layer and output layer. The learning rate started at 10 −3 , decayed by 10 −1 every 5000 iterations, and trained 15,000 iterations in total. We used the Adam optimizer for the first 10,000 iterations and then changed it to MGD. Similar to CNN, the batch size was set to 32, consisting of 16 good and 16 bad WBMs. 
Random Forest
RF, which is a special case of the decision tree-based ensemble model, was first introduced by Breiman [38] and has consistently shown its excellence in both classification and regression tasks in various domains [39] . Two RF strategies to secure the diversity of individual models in the ensemble population are (1) bootstrapping aggregating (bagging) and (2) randomly chosen variables for each split during tree growth. Once a training dataset is provided, different training sets called bootstraps are constructed by sampling with replacement. The number of instances in the bootstrap is the same as that of the original training dataset. By allowing replacement, the data distribution of bootstrapped training datasets is slightly distorted. For each bootstrapped dataset, a full decision tree is constructed. The main idea of RF is that when growing the tree, only randomly chosen variables can be used as the split variable. This variable selection process is repeated until the full tree is constructed. The number of candidate split variables is usually set to the square root of the original variable, as recommended in the original paper [38] . Adopting this recommendation, we set the number of candidate split variables to the square root of the number of input variables, and the number of bootstrapped training datasets was set to 500. Because the class imbalance is significant in our dataset, i.e., the good WBMs outnumber the bad WBMs, we modified the bootstrapping process to ensure balanced class distribution; equal number of good and bad wafers were sampled with replacement for each bootstrap. With this process, bad wafers have higher chances of being sampled than good wafers.
Performance Evaluation Criteria
Since the purpose of the classification model is to identify faulty wafers correctly, the confusion matrix can be summarized as Table 3 . As performance measures, we used recall, precision, simple accuracy, balanced correction rate (BCR), and the F1-measure, all of which can be computed based on the confusion matrix. Recall is the ratio of the number of correctly classified bad wafers and the total number of bad wafers, whereas precision is the ratio of the number of correctly classified bad wafers and the total number of wafers classified as bad by the classification model, as shown in Equations (4) and (5), respectively:
A good classification model can achieve both high recall and precision. If recall is low, then many faulty wafers are missed by the model. If precision is low, then false alarms occur frequently. Simple accuracy is the ratio of correctly classified wafers regardless of the original class, as shown in Equation (6):
Accuracy is not an appropriate performance measure when the class imbalance is significant, as in our case, since it yields high accuracy if the model classifies all test examples to the majority class, which is practically useless. Hence, BCR and the F1-measure could be more appropriate for an imbalanced dataset. BCR is the geometric mean of class-wise accuracy and the F1-measure is the harmonic mean of recall and precision, as shown in Equations (7) and (8), respectively:
The five performance evaluation criteria described above depend on the cut-off values. To compare the intrinsic ability of classification models, cut-off independent performance evaluation criterion is needed. The receiver operating characteristic (ROC) curve shows the relationship between the false positive rate (x-axis) and true positive rate (y-axis) by varying the cut-off from tightest value to the loosest value. The ROC curve always starts from (0, 0) and ends with (1, 1). The area under the ROC curve (AUROC) is shown in Figure 14 , and is commonly adopted as a cut-off independent performance metric. The AUROC ranges between 0.5 (random model) and 1 (ideal model); the larger the AUROC, the better the classification model. 
Results
In this study, we randomly split the entire dataset into 80% for training and the remaining 20% for testing. This process was repeated 30 times to secure more reliable results than a single experiment. Table 4 shows the classification performance of each model for the nine product groups and Figure 15 shows the box plots of the AUROC of three classification models for each product group. Bold numbers in the table are the highest values among the three classification models for each group. Except for product Group 6, which will be discussed later, the proposed CNN model outperformed the MLP and RF with all WBM coloring schemes for all performance evaluation criteria. Not only did it yield the best performance for all product groups, it also resulted in the most stable performance; the standard deviations for 30 repetitions are much smaller than those of MLP and RF. The BCR of the CNN model improved by 8.13% on average (min: −0.44% for product Group 6 with binary, max: 22.6% for product Group 9 with random RGB), and the F1-measure of the CNN model improved by 15.14% on average (min: 0.98% for Group 6 with random RGB, max: 36.8% for product Group 6 with binary). In addition, the AUC of the CNN model improved by 0.04 on average (min: −0.029 for product Group 6 with binary, max: 0.12 for Group 8 with binary). These improvements are all statistically significant at significance level of 0.01. Between the MLP and RF, RF generally yielded better bad wafer classification performance than MLP. The average differences between BCR, F1-measure, and AUC are 3.24%, 0.72%, and 0.02, respectively.
With respect to the WBM coloring scheme, both random RGB and Bin2Vec generally worked well for bad wafer classification. Their AUROC values are greater than 0.99 for all product groups. There are no significant differences between the random RGB and Bin2Vec in terms of bad wafer classification performance. In other words, although the bin codes on the wafer are represented by randomly assigned colors, different bin codes are distinguishable such that the bad wafer classification model can learn the difference between bad and good wafers with high accuracy. This implies that although the relationship between bin codes was are not configured, the weights of convolution operations can be appropriately learned for the purpose of accurate bad wafer classification.
An interesting observation is that when binarization was used to represent the WBM color, its bad wafer classification performance significantly decreased for product Group 6 irrespective of classification models. Its AUROC is 0.292 although that of random RGB and Bin2Vec for the same product group is 0.979. It can be concluded that for a certain wafer group, it is not sufficient to know whether each die passes all EDS tests or not, but additional information, i.e., which combination of EDS tests fails, must be provided for an improved classification performance.
The experimental results show that both random RGB and Bin2Vec provided satisfactory performance in the bad wafer classification task. However, Bin2Vec has the advantage of more in-depth analysis for discovering significant patterns among bad WBMs. Figure 16 shows all bad WBMs in a two-dimensional space reduced by the t-SNE method [40] . The output values of the second fully connected layer in Figure 12 were used as the input of the t-SNE algorithm. Based on Figure 16 , we can identify some representative bad wafer patterns. For example, WBMs where most bins are beige are clustered at the top center area, next to where WBMs with green ring-shaped bins are located. WBMs with blue cross pattern are clustered at the bottom left area, and WBMs with green scattered bins are located near to the WBMs with blue cross pattern. Figure 17 shows the t-SNE results of the same wafers with the random RGB coloring scheme. In contrast to the Bin2Vec, it is difficult to discover semantic patterns from this figure. For example, not only the cross pattern in the bottom-right area but also various bad patterns are color green. In addition, some very different colors are mixed in single WBMs at the top-left area, which might be confusing for engineers investigating bad bin patterns. Based on these two figures, it is more advantageous to use the Bin2Vec coloring scheme than random RGB because its color similarity within WBMs is more consistent with human perception than that of the random RGB coloring scheme. 
Conclusions
In this paper, we proposed a new, neural network-based WBM coloring scheme called Bin2Vec to preserve the relationship between different bin codes to better understand WBMs and find significant bad wafer patterns. Bin2Vec maps a scalar bin code onto a three-dimensional continuous vector in order to assign a unique set of RGB values to the bin code. In addition, we also built a CNN-based WBM classification model to automate the bad wafer classification process, which is done manually by engineers. The experimental results showed that it is easier to discover significant WBM patterns with Bin2Vec than with the random RGB method. In addition, the proposed CNN model with Bin2Vec yielded high classification accuracy regardless of the product type.
Despite the favorable experimental results, there are some limitations in the current study, which lead us to future research directions. First, although it was confirmed that Bin2Vec helped identify meaningful bad wafer patterns, it can be more efficient that the significant bad WBM patterns are automatically detected and grouped. This, in turn, raises the following questions: (1) Is this WBM good or bad? (2) If it is bad, to what type of WBM pattern does it belong? It is possible for WBM patterns to change over time. Therefore, it can be more helpful if a continuous WBM monitoring system is constructed.
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