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Abstract—This paper considers the optimal decentralized con-
trol for networked control systems (NCSs) with asymmetric
partial information sharing between two controllers. In this NCSs
model, the controller 2 (C2) shares its observations and part of its
historical control inputs with the controller 1 (C1), whereas C2
cannot obtain the information of C1 due to network constraints.
We present the optimal estimators for C1 and C2 respectively
based on asymmetric observations. Since the information for C1
and C2 are asymmetric, the estimation error covariance (EEC)
is coupled with the controller which means that the classical
separation principle fails. By applying the Pontryagin’s maximum
principle, we obtain a solution to the forward and backward
stochastic difference equations. Based on this solution, we derive
the optimal controllers to minimize a quadratic cost function.
Combining the optimal controllers with the EEC, the controller
C1 is decoupled from the ECC. It should be emphasized that the
control gain is dependent on the estimation gain. What’s more,
the estimation gain satisfies the forward Riccati equation and the
control gain satisfies the backward Riccati equation which makes
the problem more challenging. We propose iterative solutions
to the Riccati equations and give a suboptimal solution to the
optimal decentralized control problem.
Index Terms—Optimal decentralized control, networked con-
trol systems, forward and backward stochastic difference equa-
tions, Riccati equation.
I. INTRODUCTION
Networked control systems (NCSs), where control loops
are closed via communication networks such that control
and measurement signals can be exchanged between system
constituents (sensors, estimators, controllers and actuators),
have received increasing interests [1], [2]. Compared with clas-
sical point-to-point feedback control systems, NCSs have huge
advantages, such as lower cost, easy maintenance and higher
flexibility [3], [4]. Centralized configuration and decentralized
configuration are two important configurations of NCSs.
Centralized configuration, in spite of the existence of mul-
tiple sensors and actuators, in some cases, can be regarded as
a single feedback loop configuration where all measurements
are delivered to the controller. The control decision is then sent
to the dedicated actuator. Since the controller can obtain all
measurements, the derived controller may be globally optimal.
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Many results have been given based on this configuration [5]–
[7]. By using the optimal encoder-decoder design, [5] presents
the optimal controller design for an arbitrary measurement
packet-dropout pattern. In virtue of the method of completing
square, [7] solves the linear quadratic regulation control for
NCSs with input delay and measurement packet-dropout.
Nevertheless, this configuration bears a few disadvantages: (i)
the system is prone to being shut down completely due to the
failure of the central processing unit (CPU); (ii) there is a high
cost for CPU to gather information from all sensors.
In view of the limitations of centralized configuration,
the other configuration of NCSs, decentralized configuration
has gain continuous attention in recent years [8], [9] and
references therein. For a large scale NCS, the control deci-
sion may not be made by a single controller, but multiple
controllers that access different information about the system
make decisions together. This configuration reduces the point
of failure risk caused by centralized control, alleviates the
computation burden of controllers, and decreases the imple-
mentation complexity of NCSs. Generally, in decentralized
configuration, non-linear control decisions may provide better
performance than linear control decisions [10], [11]. In other
words, linear control decisions are not globally optimal. It is
noted that under some special information structures, such as
partially nested information structure, pioneered by [12], linear
control decisions may be globally optimal [13]. Recently, [14]
proposes a novel general structure of partial historical sharing,
in which controllers share part of their historical information
(historical observations and controls). This structure comprises
a huge class of decentralized configuration where controllers
can exchange information. Based on this structure, under the
assumption that controllers/system satisfy some special forms,
[15], [23] gives the optimal linear control strategies by using
the common information approach. Inspired by this work, [16],
[17] investigate the control of NCSs with local and remote
controllers. In [16], [17], the optimal controllers are derived by
using maximum principle and dynamic programm respectively.
However, both the papers [16], [17] assume that the local
controller can access the exact state information of the system
which is generally not real in practice. The measured state is
inevitable to be corrupted by noises.
Inspired by [16], [17], this paper studies a general decen-
tralized configuration of NCSs as shown in Fig. 1. The state is
observed by sensor 1 and sensor 2 as standard observations y1k
and y2k respectively. The controller 2 (C2) shares its observa-
tions and historical control inputs {y20 , . . . , y
2
k, u
2
0, . . . , u
2
k−1}
with controller 1 (C1), but C1 does not share its information
with C2 due to network constraints. This results in information
2asymmetry between C1 and C2. Estimator 1 estimates the
state by using the observations of itself and C2, and delivers
its estimate to C1. The two controllers control the plant
simultaneously.
Fig. 1. Overview of NCSs.
In this paper, we consider the optimal decentralized control
for NCSs with asymmetric information and partial histori-
cal sharing. Firstly based on the asymmetric observations,
optimal estimators are derived for C1 and C2 respectively.
Due to the adaptability of the controllers, the estimation error
covariance (EEC) of estimator 2 is coupled with C1. By
applying the Pontryagin’s maximum principle, the solution
to the forward and backward stochastic difference equations
(FBSDEs) is presented. By making use of this solution, the
optimal controllers are given in terms of two coupled Riccati
equations. Combining the optimal controllers with the EEC,
the controllers are decoupled from the EEC. However, the
control gain is coupled with the estimator gain. Furthermore,
the control gain satisfies a backward Riccati equation while
the estimator gain is related to a forward Riccati equation. To
address this problem, we introduce a novel iterative method
to solve the coupled backward and forward Riccati equations
in the infinite horizon. Finally, numerical examples are given
to illustrate that estimators are stable, the regulated states are
bounded in the mean square sense, and the algorithm is valid.
The contributions of this paper are as follows:
(i) So far as we know, it is the first time to give the
explicit expressions of the optimal decentralized controllers for
NCSs with asymmetric information and partial history sharing
without the restriction on the form of controllers.
(ii) As is well-known that the classical separation principle
fails when the ECC is dependent on the control input [18].
In this paper, we break through this obstacle and succeed to
separate the control input from the ECC.
(iii) We propose a novel approach of solving the coupled
backward Riccati equation (associated with the control gain)
and the forward Riccati equation (associated with the estimator
gain).
Notation: Denote E as the mathematical expectation oper-
ator. Rm presents the m-dimensional real Euclidean space.
tr(X) stands for the trace of matrix X . Define F{Hk}
as the natural filtration generated by the random variable
hk, i.e., F{Hk} = σ{h0, . . . , hk}. X ≥ 0(> 0) denotes
that X is a positive semi-definite (positive definite) matrix.
xˆk|n = E[xk|F{Hk}] denotes the conditional expectation of
xk with respect to F{Hk}.
II. PROBLEM FORMULATION AND PRELIMINARIES
We shall consider the following discrete-time linear system
xk+1 = Axk +B
1u1k +B
2u2k + ωk, (1)
y1k = H
1xk + v
1
k, (2)
y2k = H
2xk + v
2
k, (3)
where xk ∈ R
m is the state, u1k ∈ R
l is the control input
generated by C1, u2k ∈ R
r is the control input generated by
C2, y1k ∈ R
p and y2k ∈ R
q are the observations of sensor 1
and sensor 2. A, B1, B2, H1 and H2 are constant matrices
with appropriate dimensions. ωk ∈ R
m, v1k ∈ R
p and v2k ∈ R
q
are system noise and observation noises with zero mean and
covariances Qω, Qv1 , Qv2 , respectively. The initial value of
state is x0 with mean µ and covariance Σ. x0, ωk, v
1
k and v
2
k
are Gaussian and independent of each other.
The associated cost function is given by:
JN =E
{ N∑
k=0
[x′kQxk + u
1
′
k R
1u1k + u
2
′
k R
2u2k]
+ x′N+1ΘxN+1
}
, (4)
where Q, R1, R2 and Θ are positive semi-definite matrices.
E is the mathematical expectation over the random processes
{ωk}, {v
1
k}, {v
2
k} and the random variable x0.
Remark 1. The weighting matrices and system matrices can
be time-varying which does not affect the derivations of the
results of this paper. For simplicity, we consider relevant
matrices to be time-invariant.
Observe from Fig.1 that C1 can obtain the observations of
sensor 1 and sensor 2, i.e., Y 1k = {y
1
0 , . . . , y
1
k} and Y
2
k =
{y20, . . . , y
2
k}. C2 has the access to the observations of sensor
2, i.e., Y 2k . We set Yk = {y0, . . . , yk} as observations of C1
where yk =
[
y1
′
k y
2
′
k
]′
. Then the observation equation for
C1 can be written as
yk = Hxk + vk, (5)
where H =
[
H1
′
H2
′
]′
and vk =
[
v1
′
k v
2
′
k
]′
. Note that the
observation for C2 is (3).
Then the problem of this paper is formulated as follows:
Problem 1. Find the F{Yk}-measurable u
1
k and the F{Y
2
k }-
measurable u2k such that cost function (4) is minimized subject
to system (1).
3Following a similar discussion in [19], we apply Pontrya-
gin’s maximum principle to system (1) with cost function (4)
and yield the following costate equations:
λk−1 = E[A
′λk +Qxk|F{Yk}], (6)
0 = E[B1
′
λk|F{Yk}] +R
1u1k, (7)
0 = E[B2
′
λk|F{Y
2
k }] +R
2u2k, (8)
λN = E[ΘxN+1|F{YN+1}], (9)
where λk is the costate variable and Θ is the terminal
weighting matrix given in (4).
Remark 2. Since C2 only shares its history control with C1,
i.e., the current input generated by C2 is not available to
C1, we cannot use the leader-follower approach [20] to deal
with the above control problem. In other words, the method
of calculating C2 firstly and then computing C1 based on the
results of C2, is not feasible in this structure.
Remark 3. Since the information for C1 and C2 are asym-
metric, the method of augmenting the two controllers as one
and then applying the traditional optimal control means [21],
is not applicable. Hence, we aim to develop a novel method
of calculating C1 and C2 simultaneously.
III. OPTIMAL CONTROL DESIGN
In this section, we shall present a solution to the optimal
control problem stated in Section II.
Firstly, noting the adaptability of u1, we introduce the
following definitions about u1k:
uˆ1k = E[u
1
k|F{Y
2
k }], (10)
u˜1k = u
1
k − uˆ
1
k. (11)
It is not hard to find that uˆ1k and u˜
1
k have the following
properties:
E[u˜1k] = 0,E[u˜
1
k|F{Y
2
k }] = 0, (12)
E[u˜1k|F{Yk}] = u˜
1
k,E[uˆ
1
k|F{Yk}] = uˆ
1
k. (13)
Through the above definitions, u1k is decomposed into two
parts, i.e., uˆ1k and u˜
1
k. Moreover, via the decomposition, uˆ
1
k
has the same adaptability with u2k. Then we rewrite system
(1) and cost function (4) as
xk+1 = Axk +Buk +B
1u˜1k + ωk, (14)
JN =E
{ N∑
k=0
[x′kQxk + u
′
kRuk + u˜
1
′
k R
1u˜1k]
+ x′N+1ΘxN+1
}
, (15)
where B =
[
B1 B2
]
, uk =
[
uˆ1k
u2k
]
and R =
[
R1 0
0 R2
]
.
Next we shall develop the optimal estimators for C1 and
C2 respectively in the following lemma.
Lemma 1. With observations {y0, . . . , yk} from system (1)
and (5), the optimal estimator in device 1 is presented as
xˆ1k|k = xˆ
1
k|k−1 +Gk|k−1(yk −Hxˆ
1
k|k−1), (16)
xˆ1k|k−1 = Axˆ
1
k−1|k−1 +Buk−1 +B
1u˜1k−1, (17)
where Gk|k−1 = Σ
1
k|k−1H
′
(HΣ1
k|k−1H
′
+Qv)
−1 and Σ1
k|k−1
is the estimation error covariance satisfying
Σ1k|k−1 = E[(xk − xˆ
1
k|k−1)(xk − xˆ
1
k|k−1)
′]
= AΣ1k−1|k−1A
′ +Qω, (18)
Σ1k|k = E[(xk − xˆ
1
k|k)(xk − xˆ
1
k|k)
′]
= (I −Gk|k−1H)Σ
1
k|k−1(I −Gk|k−1H)
′
+Gk|k−1QvG
′
k|k−1, (19)
with initial value x1
0|−1 = µ and Σ
1
0|−1 = Σ.
On the other hand, given observations {y20 , . . . , y
2
k} from
system (1) and (3), the optimal estimator for device 2 is given
by
xˆ2k|k = xˆ
2
k|k−1 +G
2
k|k−1(y
2
k −H
2xˆ2k|k−1), (20)
xˆ2k|k−1 = Axˆ
2
k−1|k−1 +Buk−1, (21)
where G2
k|k−1 = Σ
2
k|k−1H
2
′
(H2Σ2
k|k−1H
2
′
+ Qv2)
−1 and
Σ2
k|k−1 is the estimation error covariance satisfying
Σ2k+1|k = E[(xk+1 − xˆ
2
k+1|k)(xk+1 − xˆ
2
k+1|k)
′]
= AΣ2k|kA
′ + E[A(xk − xˆ
2
k|k)u˜
1
′
k B
1
′
]
+ E[B1u˜1k(xk − xˆ
2
k|k)
′A′]
+ E[B1u˜1ku˜
1
′
k B
1
′
] +Qω, (22)
Σ2k|k = E[(xk − xˆ
2
k|k)(xk − xˆ
2
k|k)
′]
= (I −G2k|k−1H
2)Σ2k|k−1(I −G
2
k|k−1H
2)′
+G2k|k−1Qv2G
2
′
k|k−1, (23)
with initial value x2
0|−1 = µ and Σ
2
0|−1 = Σ.
Proof. The above optimal estimators can be obtained directly
by using the standard Kalman filtering [22].
Remark 4. As can be seen from (22), the EEC Σ2
k+1|k is
coupled with the controller u˜1k which means that the well-
known separation principle fails, resulting in a long-standing
fundamental problem of coupled control-estimation. How to
decouple the controller from the estimation is a challenging
and unsolved problem [18].
It is noted that by making use of (1) and the costate
equations (6)-(9), the optimal u2k can be easily obtained.
However, to calculate u1k, we need the information of u
2
k which
is not available due to partial historical sharing. To calculate
the two controllers simultaneously, we firstly put forward the
following lemma.
Lemma 2. The costate equations (6)-(9) are equivalent to the
following equations:
λk−1 = E[A
′λk +Qxk|F{Yk}], (24)
0 = E[B′λk|F{Y
2
k }] +Ruk, (25)
0 = E[B1
′
λk|F{Yk}]− E[B
1
′
λk|F{Y
2
k }]
+R1u˜1k, (26)
λN = E[ΘxN+1|F{YN+1}]. (27)
4Proof. Taking the mathematical expectation over (7) with
F{Y 2k } and using (10), we have that
0 = E[B1
′
λk|F{Y
2
k }] + R
1uˆ1k, (28)
Augmenting (8) with (28), it is not hard to obtain equation
(25). Subtracting (28) from (7) and using (11), (26) is readily
obtained.
Next we define the following coupled Riccati equations:
Pk = A
′Pk+1A−M
′
kΥ
−1
k Mk +Q, (29)
Sk = A
′Φk+1A− L
0
′
k Λ
−1
k Lk +Q, (30)
where
Mk = B
′Pk+1A, (31)
Υk = B
′Pk+1B +R, (32)
Φk = (Pk − Sk)G
2
k|k−1H
2 + Sk, (33)
L0k = B
1
′
Φ′k+1A, (34)
Lk = B
1
′
Φk+1A, (35)
Λk = B
1
′
Φk+1B
1 +R1, (36)
with terminal values PN+1 = SN+1 = Θ and G
2
k|k−1 defined
in Lemma 1.
We now give the optimal controllers in the following
theorem.
Theorem 1. Assuming that Υk and Λk are invertible for k =
N, . . . , 0, the optimal controllers for Problem 1 are given by
uk = −Υ
−1
k Mkxˆ
2
k|k, (37)
u˜1k = −Λ
−1
k Lk(xˆ
1
k|k − xˆ
2
k|k), (38)
where xˆ2
k|k and xˆ
1
k|k are defined as in Lemma 1, and
Υk,Mk,Λk, Lk are as in (29)-(36). Accordingly, the optimal
u1k =
[
I 0
]
uk + u˜
1
k, and the optimal u
2
k =
[
0 I
]
uk. The
optimal cost function is as
J∗N = E[x
′
0P0xˆ
2
0|0 + x
′
0S0(xˆ
1
0|0 − xˆ
2
0|0)] + tr(Σ
1
N+1|N+1Θ)
+
N∑
k=0
tr{Σ1k|k[Q−A
′(Sk+1−Φk+1− Sk+1Gk+1|kH)
×A]+[Qω(Sk+1Gk+1|kH+Φk+1−Sk+1)]}. (39)
Moreover, the solution to the FBSDEs (14) and (24) is as
λk−1 = Pkxˆ
2
k|k + Sk(xˆ
1
k|k − xˆ
2
k|k). (40)
Proof. See Appendix A.
It should be emphasized that Σ2
k+1|k in (22) is coupled
with u˜1k. Noting the special form of (38), and the relationship
between (38) and (22), we succeed to decouple u˜1k from
Σ2
k+1|k in the following lemma.
Lemma 3. The estimation error covariance (22) can be
calculated as
Σ2k+1|k = (A−B
1Γk)
{
[(I−G2k|k−1H
2)Σ2k|k−1(I−G
2
k|k−1
×H2)′+G2k|k−1Qv2G
2
′
k|k−1]−Σ
1
k|k
}
(A−B1Γk)
′
+AΣ1k|kA
′ +Qω, (41)
where Γk = Λ
−1
k Lk, and Σ
1
k|k can be calculated as in Lemma
1 iteratively.
Proof. It can be seen from (22) that the coupled terms
are E[A(xk − xˆ
2
k|k)u˜
1
′
k B
1
′
], E[B1u˜1k(xk − xˆ
2
k|k)
′A′] and
E[B1u˜1ku˜
1
′
k B
1
′
]. Firstly, note that
E[(xˆ1k|k −xˆ
2
k|k)(xk − xˆ
2
k|k)
′]
= E{[(xk − xˆ
2
k|k)− (xk − xˆ
1
k|k)](xk − xˆ
2
k|k)
′}
= Σ2k|k − E[(xk − xˆ
1
k|k)(xk − xˆ
2
k|k)
′]
= Σ2k|k − E[(xk − xˆ
1
k|k)xk]
′
= Σ2k|k − E{(xk − xˆ
1
k|k)[(xk − xˆ
1
k|k) + xˆ
1
k|k]}
′
= Σ2k|k − Σ
1
k|k, (42)
and
E[(xˆ1k|k −xˆ
2
k|k)(xˆ
1
k|k −xˆ
2
k|k)
′]
= E{[(xk−xˆ
2
k|k)−(xk−xˆ
1
k|k)][(xk − xˆ
2
k|k)−(xk −xˆ
1
k|k)]
′}
= Σ2k|k − E[(xk − xˆ
2
k|k)(xk − xˆ
1
k|k)
′]
− E[(xk − xˆ
1
k|k)(xk − xˆ
2
k|k)
′] + Σ1k|k
= Σ2k|k − E[xk(xk − xˆ
1
k|k)
′]− E[(xk − xˆ
1
k|k)x
′
k] + Σ
1
k|k
= Σ2k|k − Σ
1
k|k. (43)
In virtue of (38), (42) and (43), (22) can be written as
Σ2k+1|k = (A−B
1Γk)(Σ
2
k|k − Σ
1
k|k)(A− B
1Γk)
′
+AΣ1k|kA
′ +Qω. (44)
Obviously, u˜1k is decoupled from Σ
2
k+1|k. Substituting (23)
into (44), it can be readily obtained that (41) holds.
Remark 5. Although u˜1k is decoupled from Σ
2
k+1|k via Lemma
3, it is noted that the estimation gain is coupled with the con-
trol gain and the control gain is dependent on the estimation
gain; see (41) and (33). Besides, Riccati equation (41) for the
estimation gain is forward and Riccati equation (30) for the
control gain is backward which implies that the forward and
backward Riccati equations (41) and (30) cannot be solved
simultaneously. In other words, the estimators and controllers
cannot be calculated.
To address this problem, we now consider steady-state
solutions for the Kalman filtering and control problem. To
this end, it is necessary to make the following assumption:
Assumption 1. The solutions of the coupled Riccati equations
(29) and (30) converge to P and S respectively and (41)
converges to Σ2 when k and N are large enough.
Under Assumption 1 and (A,H) is detectable, it is easy to
know that P and S satisfy the following two algebraic Riccati
equations:
P = A′PA−M ′Υ−1M +Q, (45)
S = A′ΦA− L0
′
Λ−1L+Q, (46)
5where
M = B′PA,
Υ = B′PB +R,
Φ = (P − S)G2H2 + S,
L0 = B1
′
Φ′A,
L = B1
′
ΦA,
Λ = B1
′
ΦB1 +R1,
with
G2 = Σ2H2
′
(H2Σ2H2
′
+Qv2)
−1,
Σ2=(A−B1Λ−1L)
{
[(I−G2H2)Σ2(I−G2H2)′+G2Qv2G
2
′
]
− Σ˜1
}
(A−B1Λ−1L)′ +AΣ˜1A′ +Qω, (47)
Σ˜1 = (I −GH)Σ1(I −GH)′ +GQvG
′
,
G = Σ1H
′
(HΣ1H
′
+Qv)
−1,
Σ1 = AΣ˜1A′ +Qω,
Now we shall calculate P and S in (45) and (46). By applying
(45) and (46), in order to save the number of symbols, we use
the same symbols as in (29) and (30) to define the two forward
iterations as:
Pk+1 = A
′PkA−M
′
kΥ
−1
k Mk +Q, (48)
Sk+1 = A
′ΦkA− L
0
′
k Λ
−1
k Lk +Q, (49)
where
Mk = B
′PkA,
Υk = B
′PkB +R,
Φk = (Pk − Sk)G
2
k|k−1H
2 + Sk,
L0k = B
1
′
Φ′kA,
Lk = B
1
′
ΦkA,
Λk = B
1
′
ΦkB
1 +R1,
with
G2k|k−1 = Σ
2
k|k−1H
2
′
(H2Σ2k|k−1H
2
′
+Qv2)
−1,
Σ2k+1|k = (A−B
1Λ−1k Lk)
{
[(I−G2k|k−1H
2)Σ2k|k−1(I
−G2k|k−1H
2)′+G2k|k−1Qv2G
2
′
k|k−1]−Σ
1
k|k
}
× (A−B1Λ−1k Lk)
′ +AΣ1k|kA
′ +Qω, (50)
Σ1k|k = (I −Gk|k−1H)Σ
1
k|k−1(I −Gk|k−1H)
′
+Gk|k−1QvG
′
k|k−1,
Gk|k−1 = Σ
1
k|k−1H
′
(HΣ1k|k−1H
′
+Qv)
−1,
Σ1k|k−1 = AΣ
1
k−1|k−1A
′ +Qω,
with initial values P0 = S0 = δI (δ > 0) and Σ
1
0|−1 =
Σ2
0|−1 = σ. It is clear that (48) and (49) are standard forward
iterations which are different from (29) and (30) where the
iterations are infeasible. Suppose (48), (49) and (50) are
convergent when k is large enough. Then the solutions would
be the same as those of (29), (30) and (41).
Now we are in the position to present the optimal controllers
in the following theorem.
Theorem 2. Suppose that (A,H) is detectable, (48), (49)
converge to P and S, and (50) converges to Σ2, where P ≥ 0,
S and Σ2 have the same values as in (45), (46) and (47), when
the iteration k is large enough. Then the optimal controllers
are given as
uk = −Υ
−1Mxˆ2k|k, (51)
u˜1k = −Λ
−1L(xˆ1k|k − xˆ
2
k|k). (52)
Furthermore, the above optimal controllers also make the
system (14) bounded in the mean-square sense.
Accordingly, the steady-state kalman filters are as
xˆ1k|k = xˆ
1
k|k−1 +G(yk −Hxˆ
1
k|k−1), (53)
xˆ1k|k−1 = Axˆ
1
k−1|k−1 +Buk−1 +B
Lu˜Lk−1, (54)
and
xˆ2k|k = xˆ
2
k|k−1 +G
2(y2k −H
2xˆ2k|k−1), (55)
xˆ2k|k−1 = Axˆ
2
k−1|k−1 +Buk−1. (56)
Proof. The proof of Theorem 2 is put into Appendix B.
Remark 6. Although (51) and (52) are suboptimal in finite
horizon , under the assumptions in Theorem 2, (51) and (52)
are optimal for the infinite-horizon case. In other words, when
the iteration k is large enough, (51) and (52) are optimal for
the finite-horizon case either.
IV. NUMERICAL EXAMPLES
Consider the system (3), (5), (14) and the cost function (15)
with
A = 2.7, B1 = 1.2, B =
[
1.2 1.1
]
,
H2 = 1.1, H =
[
1.2 1.1
]
, Q =R1 =1, R =
[
1 0
0 1
]
Qv2 = Qω = 1, Qv =
[
1 0
0 1
]
, µ = 0, σ = 1.
The initial values for forward Riccati equations (48), (49) and
(50) are given by
Σ1
0|−1 = Σ
2
0|−1 = 0.1, P0 = S0 = 3.
Direct calculation yields
P0 = 3,Υ0 =
[
5.3200 3.9600
3.9600 4.6300
]
,M0 =
[
4.6800
4.2900
]
,
P1 = 3.4436,Υ1 =
[
5.9587 4.5455
4.5455 5.1667
]
,M1 =
[
11.1572
10.2274
]
,
P2 = 3.4793,Υ2 =
[
6.0101 4.5926
4.5926 5.2099
]
,M2 =
[
11.2728
10.3334
]
,
P3 = 3.4818,Υ3 =
[
6.0138 4.5959
4.5959 5.2129
]
,M3 =
[
11.2809
10.3409
]
,
S0 = 3,Λ0 = 5.3200, L0 = 4.6800,Φ0 = 3,
S1 = 5.1109,Λ1 = 6.5855, L1 = 12.5673,Φ1 = 3.8788,
S2 = 5.2938,Λ2 = 6.5018, L2 = 12.3790,Φ2 = 3.8207,
S3 = 5.2839,Λ3 = 6.4046, L3 = 12.1603,Φ3 = 3.7532.
6By applying the obtained values to Theorem 2, the optimal
controllers can be calculated as
u0 =
[
−0.1443
−0.1323
]
, u1 =
[
−2.1685
−1.9878
]
, u2 =
[
−1.1871
−1.0882
]
,
u3 =
[
−9.7144
−8.9049
]
, u˜L0 = 1.5714, u˜
L
1 = 0.9316,
u˜L2 = 11.3050, u˜
L
3 = −10.1792.
Due to space limitation, we omit the rest values for k =
4, . . . , N . We draw the trajectories of Pk and Sk in Fig. 2. As
can be seen from Fig.2, Pk and Sk converge to fixed values.
Accordingly, the regulated states are drawn in Fig. 3. From
Fig.3, it can be seen that states under the control of (51) and
(52) are bounded in the mean square sense and have better
performance than the case without the control.
As can be seen from Fig. 4, the two estimators can be
asymptotically stable which means that the proposed algorithm
in Theorem 2 also makes estimators stable. Besides, estimator
1 has the better performance than estimator 2 and the estimator
1 converges faster than estimator 2. From Fig. 5, estimated
values of estimator 1 is closer to the true values than those of
estimator 2.
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V. CONCLUSION
This paper investigates the optimal decentralized control for
NCSs with asymmetric information and partial history sharing,
where C2 shares its observations and partial history control
with C1 and C1 does not share information with C2. Based
on this NCSs model, the optimal estimators for C1 and C2 are
presented by using asymmetric observations. It is noted that
the EEC is coupled with the controller. Through Pontryagin’s
maximum principle, the solution to the FBSDEs is given. By
making use of this solution, the optimal controllers are shown
in terms of two coupled Riccati equations. Combining the
optimal controllers with the EEC, the controller is decoupled
from the EEC. It should be stressed that the control gain is
dependent on the estimation gain. Furthermore, the control
gain satisfies the backward Riccati equation and the estimation
gain is related to the forward Riccati equation. We propose a
iterative method to compute solutions to the coupled forward
and backward Riccati equations. Numerical examples are
given to show the effectiveness of the proposed algorithm and
the stability of estimators.
7APPENDIX A
PROOF OF THEOREM 1
Proof. Suppose that Υk and Λk are invertible for k =
N, . . . , 0, We shall show by mathematical induction that the
optimal controllers are as (37), (38) and λk−1 has the form of
(40). From (27) and PN+1 = SN+1 = Θ, it is readily obtained
that (40) is valid for k = N + 1.
For k = N , using (14), (27) and (12), we have (25) as
0 = E[B′ΘxN+1|F{Y
2
N}] + RuN
= B′Θ(Axˆ2N |N +BuN ) +RuN .
Then with (31) and (32), the optimal uN is as
uN = −Υ
−1
N MN xˆ
2
N |N , (57)
which means that (37) holds for k = N . By making use of
(14), (27) and (13), (26) becomes
0 = E[B1
′
ΘxN+1|F{YN}]− E[B
1
′
ΘxN+1|F{Y
2
N}]
+R1u˜1N
= B1
′
ΘA(xˆ1N |N − xˆ
2
N |N ) + (B
1
′
ΘB1 +R1)u˜1N .
Thus, by virtue of (35) and (36), the optimal u˜1N is as
u˜1N = −Λ
−1
N LN (xˆ
1
N |N − xˆ
2
N |N ), (58)
which implies that (38) is valid for k = N . Using (14), (57),
(58) and (13), (24) becomes
λN = E[A
′ΘxN+1 +QxN |F{YN}]
= A′Θ(Axˆ1N |N +BuN +B
1u˜1N ) +Qxˆ
1
N |N
= (A′ΘA−M ′NΥ
−1
N MN +Q)xˆ
2
N |N
+ (A′ΘA− L′NΛ
−1
N LN +Q)(xˆ
1
N |N − xˆ
2
N |N )
With (29) and (30), it can be obtained that (40) holds for
k = N .
Next following the proof of the mathematical induction, we
choose any l for 0 ≤ l ≤ N . Suppose that λk−1, uk and u˜
1
k
take forms of (40), (37) and (38) respectively for all k ≥ l+1.
Now we will prove that (40), (37) and (38) are valid for k = l.
Firstly, we shall make the following preparatory work.
Noting (20), (12) and (14), we have that
xˆ2k+1|k+1 = Axˆ
2
k|k +Buk +G
2
k+1|k[H
2(Axk +B
1u˜1k
+ ωk −Axˆ
2
k|k) + v
2
k+1]. (59)
Using (16), (20), (12), (13), (14) and (59), it yields that
xˆ1k+1|k+1 − xˆ
2
k+1|k+1
= A(xˆ1k|k−xˆ
2
k|k)+B
1u˜1k+Gk+1|k[H(Axk+ωk−Axˆ
1
k|k)
+vk+1]−G
2
k+1|k[H
2(Axk+B
1u˜1k+ωk−Axˆ
2
k|k) + v
2
k+1].
(60)
Since (40) holds for k ≥ l + 1, for k = l + 1, we have
λl = Pl+1xˆ
2
l+1|l+1 + Sl+1(xˆ
1
l+1|l+1 − xˆ
2
l+1|l+1). (61)
Using (59), (60), (61) and (12), (25) becomes
0 = E{B′λl|F{Y
2
l }}+Rul
= B′Pl+1Axˆ
2
l|l + (B
′Pl+1B +R)ul.
With (31) and (32), the optimal ul is as
ul = −Υ
−1
l Mlxˆ
2
l|l. (62)
Thus, (37) is valid for k = l. In virtue of (59), (60), (61), (12)
and (13), (26) can be calculated as
0 = E[B1
′
λl|F{Yl}]− E[B
1
′
λl|F{Y
2
l }] +R
1u˜1l
= B1
′
Pl+1[Axˆ
2
l|l +Bul +G
2
l+1|lH
2(Axˆ1l|l +B
1u˜1l
−Axˆ2l|l)] +B
1
′
Sl+1{A(xˆ
1
l|l − xˆ
2
l|l) +B
1u˜1l
+Gl+1|lH(Axˆ
1
l|l −Axˆ
1
l|l)
−G2l+1|lH
2(Axˆ1l|l +B
1u˜1l −Axˆ
2
l|l)}−B
1
′
Pl+1{Axˆ
2
l|l
+Bul +G
2
l+1|lH
2(Axˆ2l|l −Axˆ
2
l|l)} +R
1u˜1l
= {B1
′
[(Pl+1 − Sl+1)G
2
l+1|lH
2 + Sl+1]B
1 +R1}u˜1l
+B1
′
[(Pl+1 − Sl+1)G
2
l+1|lH
2 + Sl+1]A(xˆ
1
l|l − xˆ
2
l|l).
With (33)-(36), the optimal u˜1l is as
u˜1l = −Λ
−1
l Ll(xˆ
1
l|l − xˆ
2
l|l), (63)
which means that (38) stands for k = l. Now we shall prove
that (40) holds for k = l. By making use of (59), (60), (61),
(13), (62) and (63), (24) becomes
λl−1 = E[A
′λl +Qxl|F{Yl}]
= A′Pl+1[Axˆ
2
l|l+Bul+G
2
l+1|lH
2(Axˆ1l|l+B
1u˜1l
−Axˆ2l|l)] +A
′Sl+1{[A(xˆ
1
l|l − xˆ
2
l|l) +B
1u˜1l
+Gl+1|lH(Axˆ
1
l|l −Axˆ
1
l|l)]−G
2
l+1|lH
2(Axˆ1l|l
+B1u˜1l −Axˆ
2
l|l)}+Qxˆ
1
l|l
= (A′Pl+1A−A
′Pl+1BΥ
−1
l Ml +Q)xˆ
2
l|l
+ {A′[(Pl+1 − Sl+1)G
2
l+1|lH
2 + Sl+1]A−A
′[(Pl+1
− Sl+1)G
2
l+1|lH
2 + Sl+1]B
1Λ−1l Ll +Q}(xˆ
1
l|l − xˆ
2
l|l).
In virtue of (29), (30), (31) and (33), it can be obtained that
(40) holds for k = l.
Next we shall show that the optimal cost is as (39). To this
end, by making use of the solution (40) to the FBSDEs, we
define the following value function
Vk = E[x
′
kPkxˆ
2
k|k + x
′
kSk(xˆ
1
k|k − xˆ
2
k|k)]. (64)
Before proceeding the following proof, by applying the or-
thogonality principle, we shall firstly give some preliminary
work:
E[(xk − xˆ
2
k|k)
′Π(xk − xˆk|k)]
= E{[(xk − xˆ
1
k|k) + (xˆ
1
k|k − xˆ
2
k|k)]
′Π[(xk − xˆ
1
k|k) + (xˆ
1
k|k
− xˆ2k|k)]}
= tr[Σ1k|kΠ] + E[(xˆ
1
k|k − xˆ
2
k|k)
′Π(xˆ1k|k − xˆ
2
k|k)], (65)
where Π is a known matrix with appropriate dimension.
E[x′kΠ(xˆ
1
k|k − xˆ
2
k|k)]
= E{[(xk − xˆ
1
k|k) + (xˆ
1
k|k − xˆ
2
k|k) + xˆ
2
k|k]
′Π(xˆ1k|k − xˆ
2
k|k)
= E[(xk − xˆ
1
k|k)
′Π(xˆ1k|k − xˆ
2
k|k)]
+ E[(xˆ1k|k − xˆ
2
k|k)
′Π(xˆ1k|k − xˆ
2
k|k)]
= E[(xˆ1k|k − xˆ
2
k|k)
′Π(xˆ1k|k − xˆ
2
k|k)]. (66)
8In virtue of (65), we have
E(x′kΠxˆ
2
k|k)
= E{x′kΠ[(xˆ
2
k|k − xk) + xk]}
= E{[(xk − xˆ
2
k|k) + xˆ
2
k|k]
′Π(x2k|k − xk)}+ E(x
′
kΠxk)
= E(x′kΠxk)−tr[Σ
1
k|kΠ]−E[(xˆ
1
k|k−xˆ
2
k|k)
′Π(xˆ1k|k − xˆ
2
k|k)].
(67)
Now we shall show that the optimal cost is as (39). Using
(14), (59), (60), (65)-(67) and (29)-(36), we get
Vk − Vk+1
= E[x′kPkxk + (xˆ
1
k|k − xˆ
2
k|k)
′(Sk − Pk)(xˆ
1
k|k − xˆ
2
k|k)
− tr(Σ1k|kPk)]− E[x
′
k+1Pk+1xˆ
2
k+1|k+1
+ x′k+1Sk+1(xˆ
1
k+1|k+1 − xˆ
2
k+1|k+1)]
= E[x′kPkxk + (xˆ
1
k|k − xˆ
2
k|k)
′(Sk − Pk)(xˆ
1
k|k − xˆ
2
k|k)
− tr(Σ1k|kPk)]−E{x
′
kA
′Pk+1Axˆ
2
k|k+x
′
kA
′Pk+1Buk
+ x′kA
′Pk+1G
2
k+1|kH
2A(xk − xˆ
2
k|k) + x
′
kA
′Pk+1G
2
k+1|k
×H2B1u˜1k+x
′
kA
′Sk+1A(xˆ
1
k|k−xˆ
2
k|k)+x
′
kA
′Sk+1B
1u˜1k
+ x′kA
′Sk+1Gk+1|kHA(xk−xˆ
1
k|k)−x
′
kA
′Sk+1G
2
k+1|kH
2
×A(xk−xˆ
2
k|k)−x
′
kA
′Sk+1G
2
k+1|kH
2B1u˜1k + u
′
kB
′Pk+1
×Axˆ2k|k + u
′
kB
′Pk+1Buk+u˜
1
′
k B
1
′
Pk+1G
2
k+1|kH
2B1u˜1k
+ u˜1
′
k B
1
′
Pk+1G
2
k+1|kH
2A(xk − xˆ
2
k|k) + u˜
1
′
k B
1
′
Sk+1A
× (xˆ1k|k−xˆ
2
k|k)+u˜
1
′
k B
1
′
Sk+1B
1u˜1k−u˜
1
′
k B
1
′
Sk+1G
2
k+1|k
×H2A(xk − xˆ
2
k|k)− u˜
1
′
k B
1
′
Sk+1G
2
k+1|kH
2B1u˜1k
+ ω′k[(Pk+1 − Sk+1)G
2
k+1|kH
2 + Sk+1Gk+1H ]ωk}
= E[x′kPkxk + (xˆ
1
k|k − xˆ
2
k|k)
′(Sk − Pk)(xˆ
1
k|k − xˆ
2
k|k)
− tr(Σ1k|kΠ)]− E{x
′
kA
′Pk+1Axk − (xk − xˆ
2
k|k)
′A′
× Pk+1A(xk − xˆ
2
k|k) +xˆ
2
k|kA
′Pk+1Buk+ (xk −xˆ
2
k|k)
′A′
× Pk+1G
2
k+1|kH
2A(xk − xˆ
2
k|k) + (xˆ
1
k|k − xˆ
2
k|k)
′A′Pk+1
×G2k+1|kH
2B1u˜1k + (xˆ
1
k|k −xˆ
2
k|k)
′A′Sk+1A(xˆ
1
k|k −xˆ
2
k|k)
+ (xˆ1k|k−xˆ
2
k|k)
′A′Sk+1B
1u˜1k+(xk−xˆ
1
k|k)
′A′Sk+1Gk+1|k
×HA(xk − xˆ
1
k|k)− (xk − xˆ
2
k|k)
′A′Sk+1G
2
k+1|kH
2A
× (xk − xˆ
2
k|k)− (xˆ
1
k|k −xˆ
2
k|k)
′A′Sk+1G
2
k+1|kH
2B1u˜1k
+ u′kB
′Pk+1Axˆ
2
k|k+u
′
kB
′Pk+1Buk+u˜
1
′
k B
1
′
Pk+1G
2
k+1|k
×H2B1u˜1k + u˜
1
′
k B
1
′
Pk+1G
2
k+1|kH
2A(xˆ1k|k −xˆ
2
k|k)
+ u˜1
′
k B
1
′
Sk+1A(xˆ
1
k|k −xˆ
2
k|k) + u˜
1
′
k B
1
′
Sk+1B
1u˜1k
− u˜1
′
k B
1
′
Sk+1G
2
k+1|kH
2A(xˆ1k|k −xˆ
2
k|k)− u˜
1
′
k B
1
′
Sk+1
×G2k+1|kH
2B1u˜1k + ω
′
k[(Pk+1 − Sk+1)G
2
k+1|kH
2
+ Sk+1Gk+1H ]ωk}
= E
{
x′k(Pk −A
′Pk+1A+M
′
kΥ
−1
k Mk)xk − [2u
′
kB
′
× Pk+1Axˆ
2
k|k + u
′
k(Υk −R)uk + xˆ
2
′
k|kM
′
kΥ
−1
k Mkxˆ
2
k|k]
− u˜1
′
k B
1
′
[(Pk+1 − Sk+1)G
2
k+1|kH
2 + Sk+1]A(xˆ
1
k|k
− xˆ2k|k)− (xˆ
1
k|k − xˆ
2
k|k)
′A′[(Pk+1 − Sk+1)G
2
k+1|kH
2
+Sk+1]B
1u˜1k−u˜
1
′
k B
1
′
(Λk−R
1)B1u˜1k−(xˆ
1
k|k−xˆ
2
k|k)
′{Pk
−A′Pk+1A+A[(Pk+1 − Sk+1)G
2
k+1|kH
2 + Sk+1]A
− Sk +M
′
kΥ
−1
k Mk}(xˆ
1
k|k −xˆ
2
k|k)− (xk − xˆ
1
k|k)
′[Q−A′
×(Sk+1G
2
k+1|kH
2−Pk+1G
2
k+1|kH
2−Sk+1Gk+1|kH)A]
× (xk − xˆ
1
k|k)− ω
′
k[(Pk+1 − Sk+1)G
2
k+1|kH
2
+ Sk+1Gk+1H ]ωk
}
= E{x′kQxk + u
′
kRuk + u˜
1
′
k R
1u˜1k − (uk +Υ
−1
k Mkxˆ
2
k|k)
′
×Υk(uk +Υ
−1
k Mkxˆ
2
k|k)− [u˜
1
k + (Λ
−1
k )
′L0k(xˆ
1
k|k −xˆ
2
k|k)]
′
× Λk[u˜
1
k +Λ
−1
k Lk(xˆ
1
k|k −xˆ
2
k|k)]}− tr{Σ
1
k|k[Q−A
′(Sk+1
− Φk+1 − Sk+1Gk+1|kH)A]} − tr[Qω(Sk+1Gk+1H
+Φk+1 − Sk+1)].
Adding from k = 0 to k = N on both sides of the above
equation, the cost function (15) can be calculated as
JN = E[x
′
0P0xˆ
2
0|0 + x
′
0S0(xˆ
1
0|0 − xˆ
2
0|0)] + tr(Σ
1
N+1|N+1Q)
+
N∑
k=0
{(uk +Υ
−1
k Mkxˆ
2
k|k)
′Υk(uk +Υ
−1
k Mkxˆ
2
k|k)
+ [u˜1k + (Λ
−1
k )
′L0k(xˆ
1
k|k −xˆ
2
k|k)]
′Λk[u˜
1
k +Λ
−1
k Lk(xˆ
1
k|k
−xˆ2k|k)]}+
N∑
k=0
{tr{Σ1k|k[Q−A
′(Sk+1 − Φk+1 − Sk+1
×Gk+1|kH)A]}+tr[Qω(Sk+1Gk+1H+Φk+1−Sk+1)]}
Substituting the optimal controllers (37) and (38) into the
above equation, we have the optimal cost as (39). This ends
the proof of Theorem 1.
APPENDIX B
PROOF OF THEOREM 2
Proof. Assuming that (A,H) is detectable, (48), (49) converge
to P , S and (50) converges to Σ2 when the iteration k is large
enough, the optimal controllers (51) and (52) can be obtained
by the similar procedure in Theorem 1. Under the assumption
that (A,H) is detectable, the stead-state kalman filter (53) can
be derived [22].
Now we shall show that (51) and (52) make the system (14)
bounded in the mean-square sense. Substituting (51) and (52)
into the system (14), we have
xk+1 = Axk −BΥ
−1Mxˆ2k|k −B
1Λ−1L(xˆ1k|k − xˆ
2
k|k) + ωk
= Axk +BΥ
−1M [(xk − xˆ
2
k|k)− xk]
−B1Λ−1L(xˆ1k|k − xˆ
2
k|k) + ωk
= (A−BΥ−1M)xk +BΥ
−1M(xk − xˆ
2
k|k)
−B1Λ−1L(xˆ1k|k − xˆ
2
k|k) + ωk. (68)
9Next we give the following property:
E[x′k(xˆ
1
k|k − xˆ
2
k|k)]
= E{[(xk − xˆ
1
k|k) + (xˆ
1
k|k − xˆ
2
k|k) + xˆ
2
k|k]
′(xˆ1k|k − xˆ
2
k|k)}
= tr(Σ1k|k +Σ
2
k|k − Σ
1
k|k)
= tr(Σ2k|k). (69)
By making use of (42), (43), (69) and (68), we get
E(x′k+1xk+1)
= E[x′k(A−BΥ
−1M)′(A−BΥ−1M)xk] +2tr[Σ
2
k|k(A−B
×Υ−1M)BΥ−1M − 2Σ2k|k(A−BΥ
−1M)′B1Λ−1L
− 2(Σ2k|k − Σ
1
k|k)M
′Υ−1B′B1Λ−1L+Σ2k|kM
′Υ−1B′
×BΥ−1M + (Σ2k|k − Σ
1
k|k)L
′Λ−1B1
′
B1Λ−1L+Qω].
(70)
Since Σ1
k|k and Σ
2
k|k are convergent, the second term is
convergent. Thus, the system (14) is bounded in the mean
square sense if and only if the linear system
αk+1 = (A−BΓ
−1M)αk, (71)
is stable in the mean square sense, with initial value α0 = x0.
Now we shall show that the system (71) is stable in the
mean square sense. To this end, we rewrite (45) as
P =M ′Υ−1RΥ−1M +Q
+ (A−BΥ−1M)′P (A−BΥ−1M). (72)
Define the Lyapunov function as
V˜k = E(α
′
kPαk).
In virtue of (72), we have
V˜k+1 − V˜k
= E{α′k[(A−BΥ
−1M)′P (A−BΥ−1M)− P ]αk}
= −E[α′k(M
′Υ−1RΥ−1M +Q)αk], (73)
which means that V˜k decreases with respect to k. Due to the
semi-definite positiveness of P , it can be known that V˜k is
bounded below. Thus, V˜k is convergent.
Taking summation from k = 0 to k = n on both sides of
(73) yields
V˜n+1 − V˜0 = −
n∑
k=0
E[α′k(M
′Υ−1RΥ−1M +Q)αk].
Letting n→∞ on both sides of the above equation, we have
lim
n→∞
E(α′n+1Pαn+1)
= E(α′0Pα0)− lim
n→∞
n∑
k=0
E[α′k(M
′Υ−1RΥ−1M +Q)αk].
Since V˜k is convergent, we have that
limn→∞ E[α
′
n(M
′Υ−1RΥ−1M + Q)αn] = 0. Thus,
limn→∞ E[α
′
nαn] = 0, i.e., the system (71) is stable in the
mean square sense. Hence, the system (14) is bounded in the
mean square sense.
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