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Abstract 
Segmentation has gained in popularity to regularize depth estimation for tex-
tureless and occluded pixels in stereo matching. It is an important topic in 
computer vision. However, it is not easy to be incorporated into the dense op-
tical flow estimation, due to its inherent motion model limitation when dealing 
with non-rigid motion. 
In this thesis, we present a new optical flow estimation framework integrat-
ing segmentation information into a variational model where each segment is 
constrained by an affine motion. A novel two-step flow refinement is then used 
to measure the errors brought by segmentation and encode this information 
into a confidence map. The final flow estimation is achieved by a global op-
timization softly releasing the limitation of segmentation using the confidence 
map. Our flow estimation results from extensive experiments not only contain 
small estimation errors for both rigid and non-rigid motion, but also preserve 
sharp motion boundary, which makes it usable in a number of computer vision 
applications, such as image/video segmentation and editing. 
We also propose a simple framework, as an application, to animate single 
image using optical flow. The system transfers the inotioii pattern, in the form 
of optical flow, from a source video footage to the target still image. Instead 
of specifying physical models to the regions of interest, the system “borrows” 
the motion pattern from the source video footage and seamlessly applies them 
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Estimating motion information from an image sequence is one of the most 
fundamental problems in computer vision. As a matter of fact, the problem of 
extracting motion information from images acquired by a single camera comes 
down to computing a projection of the actual motion on the image plan. This 
2-D displacement describing the correspondence of each pixel in the image 
sequence/pair called optical flow. Fig. 1.1 illustrates this definition. 
Figure 1.1: Demonstration of optical flow, (a) Two consecutive frames of the 
Rubik cube sequence, (b) The calculated motion field (optical flow). 
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Many applications, such as moving object segmentation and high qual-
ity video editing, require accurate motion estimation in order to obtain vi-
sually reasonable results. However, high-quality motion estimation for oc-
cluded regions, discontinuous motion boundaries, and textureless pixels re-
mains a challenging problem which cannot be completely solved by imposing 
the discontinuity-preserving smoothness constraints [9, 11, 57]. 
In stereo matching or depth recovery [48, 62, 59]’ color segmentation based 
approaches have demonstrated strong capability in handling textureless or oc-
clusion. These segmentation based methods usually assume a specific (such as 
planar) model for each segment. The regularizatioii is achieved by fitting the 
model parameters. It has been noticed that introduction of segmentation into 
modern optical flow estimation frameworks is not easy, primarily owing to the 
incapability of the restrictive motion model enforced in each segment to con-
strain non-rigid motion. In research of motion segmentation [26, 52’ 32], color 
and motion information are combined where segmentation helps extracting 
moving objects. However, these methods aim to extract objects, and cannot 
be directly used to estimate high quality dense flow field. 
In [61], Zitnick et al. proposed a consistent over-segmentation based ap-
proach for flow estimation, enforcing a translational motion within each seg-
ment. To handle non-rigid motion, the size of segments has to be set very 
small. This easily results in poor estimation of local motion parameters due 
to the local aperture problem. 
In this thesis, we address two important issues of incorporating segmen-
tation into the flow estimation - that is, 1) handling the nonrigid motion, 
and 2)determining the motion model and parameters that are appropriate. 
A three-step flow estimation framework is proposed to incorporate segmenta-
tion in regularized flow estimation. Our basic thought is to use segmentation 
to improve noise and occlusion handling in textureless regions. At the same 
time, we attempt to suppress the problem brought by segmentation in motion 
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parameterization for non-rigid motion pixels. 
In particular, our segmentation is computed based on both color and ini-
tial motion information. It is then incorporated into a variational model to 
estimate motion parameters combining regularization terms. Compared to 
the general plane fitting technique used in stereo matching or depth estima-
tion [48, 59], our method can produce sharper-boundary motion segments and 
reduco tho fitting error caused by incorrect flow initialization. Afterwards, 
to alleviate the possible segmentation error caused by inappropriate motion 
pararnetrization for non-rigid object, we compute a confidence map to rep-
resent the likelihood, which measures whether the parametric flow estimation 
result for a specific pixel is trustable or not. Then this confidence map is taken 
into a final global optimization step to selectively maintain high confidence flow 
results and locally improve the incorrect estimate. 
Our experimental results show that the proposed method yields accurate 
motion flow, and meanwhile preserving high quality motion boundary. Ex-
tensive evaluation on a newly established database [4] also confirms that the 
proposed method is capable of handling both rigid and non-rigid motion. 
1.2 Related Work 
Optical flow estimation is a long studied problem [35, 28, 9]. Following the 
framework of Horn and Schunck [28], efforts have been recently put in improv-
ing the estimation accuracy and efficiency using a variational model [11，14’ 
12, 57, 47, 34]. The main issue yet to be addressed in motion estimation is the 
recovery of high quality motion boundary in the presence of large occlusion. 
There exist ways to alleviate the boundary effect, including the robust 
function to handle outliers, the edge-preserving diffusion to preserve disconti-
nuity, and the segmentation based method to enforce hard constraints. Black 
and Anandan [9] first introduced the technique of robustification in motion 
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estimation, where a robust function is designed to handle possible outliers 
and to preserve the motion discontinuity. This model is employed in other 
work [11, 12] and is usually solved by a modified L-1 norm minimization. 
Anisotropic diffusion is a method using gradient information to reduce over-
smoothing in the processed region and is also employed in flow estimation. 
Tschurnperle et al. [51] proposed a matrix-valued scheme for nonlinear diffu-
sion in estimating the matrix-form motion tensor. The adaptive diffusion func-
tion returns small values at object boundaries, which controls the smoothness 
over motion discontinuity. Xiao et al. [57] extended the work by substituting 
the diffusing tensor with an adaptive bilateral filter and controlled the diffu-
sion process according to the occlusion detection. Although these methods can 
sharpen the motion boundary, but they may fail around large occlusion, mak-
ing the recovered motion boundary typically over-smoothed or distorted near 
occlusion boundary. Motion segmentation uses color and motion information 
to extract moving objects [8, 52’ 32’ 33’ 60]. This methods cannot be directly 
used to solve flow estimation problem since extracting a moving object with 
clear boundary does not need to accurately estimate motion flow for each and 
every pixel. 
Segmentation or layer based approaches assume a parametric motion model 
such as affine and translational motion for each segment. Zitnick et al. [61] gen-
erated consistent segments between frames and enforced a translation model 
within each segment. For the segmentation-based methods, the underlying 
difficulties are the handling of non-rigid motion and the robust estimation of 
parameters with the presence of occlusion. These difficulties hinders the widely 
studied segmentation from being trivially employed in recent flow estimation 
work. 
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1.3 Thesis Organization 
This thesis is organized as follows: Chapter 2 gives a brief review on the vari-
ational optical flow and the motion discontinuity preserving techniques. In 
Chapter 3, we discribe the segmentation based optical flow algorithm. Experi-
ments results are given in Chapter 4, and one application is shown in Chapter 
5. We conclude the thesis in Chapter 6. 
Chapter 2 
Review on Optical Flow 
Estimation 
For completeness, we give a brief review on the basic ideas of optical flow 
algorithms before discussing the details of the proposed approach. We mainly 
focus on the variational methods that can yield the best results in literature, 
and the techniques used to preserve the motion discontinuity. 
2.1 Variational Model 
With the approach first proposed by Horn and Schunck [28] in 1981, variational 
methods become one of the most popular and effective techniques for optical 
flow estimation. Such a class of methods model the motion field (pixel corre-
spondence) as the minimize!： of an energy functional, which generally consists 
of two terms: a data term and a smoothness term. Both of them are derived 
from certain assumptions, discussed below. 
2.1.1 Basic Assumptions and Constraints 
The most common and basic assumption is the temporal constancy on some 
image features, such as the color of the moving object, or the so-called color 
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Figure 2.1: Aperture problem illustration, (a) A 
The true motion, (c) The calculated optical flow, 
is normal to the edges on the pole. 
(c) 
rotating Barber's pole, (b) 
Note that the motion field 
constancy. Mathematically, the brightness constancy assumption can be ex-
pressed as 
l2{x + u,y-\-v) - Ii{x,y) = 0’ (2.1) 
where w = (u, v) is the desired motion field. However, the nonlinearity of 
the constraints are inconvenient for optimization. By further assuming that 
the displacement is small, this equation can be reasonably approximated by 
performing a first-order Taylor expansion and discarding the high-order terms. 
Thus, the linearized constraint is given by 
IxU + lyV + lt = 0, (2.2) 
where subscripts denote partial derivative w.r.t to spatial and temporal do-
main respectively. This constraint contributes part of the data term in most 
of the optical flow energy functionals. Besides this brightness constancy, con-
stancy assumption on image derivative e.g. gradient and hessian were also 
proposed [40]. These assumptions help make the model illumination invariant. 
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However, this single local constraint is not sufficient to uniquely determine 
the motion (u, v) with two unknowns. It is only possible to determine the flow 
component parallel to • / = (/^；, ly)^, i.e. perpendicular to image edges. This 
problem is known as the aperture problem. One illustration is shown in Fig.2.1. 
Additional constraints are required to solve this ill-posed problem, which 
incorporate the smoothness term into the energy functional [55]. One possible 
way is to assume the resulting flow field to be globally smooth, just as what 
Horn and Schunck did. In other words, large spatial flow gradients Vu and 
V f will be penalized. 
Coinbiiiing the color constancy and flow sinootliness assmnptions in a single 
variational framework, we get the variational functional of Horn and Schunck: 
E(u) = (I,u + lyv + + a(|Vw|2 + I•叫2)cbc， （2.3) 
where a is called regularization parameter, which controls the degree of smooth-
ness of the solution. The larger the a value is, the smoother the computed 
flow field. And we can rewrite this equation in a simplified form 
E(U) = J! u T j ( V , ) u + + (2.4) 
where u = [w, t;，l]T is the vector-form of the motion field and J (VI)= 
[Ix, ly, ItVlIx, ly, h] is called the motion tensor or structure tensor [7, 19, 46, 
13]. This symmetric positive scmidefinite 3 x 3 matrix contains all necessary 
information to describe the constraint on the local solution. 
Another solution to the ill-posedness is to integrate the information in 
a window by applying simple statistic methods such as least square regres-
sion [35，14]. Typically, a Gaussian weighted least square fit is performed to 
integrate the neighborhood information. This reflects that closer pixels are 
more reliable than the far away ones. Thus, we have the new data term: 
Edata(u) = u ^ K a ^ J { V I ) u , (2.5) 
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where K^ is a Gaussian kernel with standard deviation a, which is also called 
the integration scale. With non-zero integration scale, this data term can be 
used alone as a local differential optical flow method [7, 35]. This integration 
strategy can be applied to all other data terms. The Gaussian weighted least 
square fit, for example, can help to improve robustness under noise. 
2.1.2 More General Energy Functional 
Horn and Schunck's approach demonstrates an integrated way to model the 
optical flow problem by a single framework, which is easy to extend and im-
prove. In fact, other assumptions or ingredients can be modeled into both the 
data and smoothness terms. Therefore, we can rewrite the energy functional 
as 
E(w) = w) + Vw))dx, (2.6) 
where w) stands for a data term consisting of one or more constancy 
constraints based on the k — th derivative of the image I with possible error 
norm strategy 屯 .S { V I , V w ) denotes a smoothness term, which constrains the 
motion field to be smooth or piece-wise smooth (We consider spatial smooth-
ness in this thesis). VI serves as a guidance of the regularization to preserve 
the motion discontinuity. 
2.2 Discontinuity Preserving Techniques 
After getting a brief review on the variational model, we discuss more details 
about how data and smoothness terms are designed in literature to preserve 
the motion discontinuity. 
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Figure 2.2: Different penalization functions, (a) The quadratic form, (b) Li 
norm (total variation), (c) Regularized Li norm. Note that the regularized Li 
norm inherits tho robustness and is convex and ciifFerentiable. 
2.2.1 Data Term Robustification 
The Gaussian least square fit integration strategy in data term increases the ro-
bustness, but it becomes problematic when multiple motion are present within 
the size of integration scale, since the deviation is penalized in a quadratic 
way. From a statistical viewpoint, a less severe outlier penalty function should 
be adopted rather than the quadratic one. In particular, with regards to pre-
serving discontinuity in the data term, this concept of robust statistics [24, 29 
proves to be useful [9, 36, 3, 27 . 
It's common, in Computer Vision, to use a truncated quadratic form as 
the error norm. Errors are weighed quadratically within a fixed threshold. A 
regularized version of total variation (TV) [16, 39] is more advantageous due 
to its convexity. This regularized L � n o r m is given by 
(2.7) 
where e.jj is & small constant. Fig. 2.2 shows different penalization functions. 
Although Li norm is more robust from the statistical viewpoint, it results 
in functional with multiple minima and makes the minimization a non-trivial 
task. While the regularized Li norm inherits the robustness and is still convex 
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(d) 
Figure 2.3: Experiment result with robust function, (a) One frame of the 
Army dataset. (b) Ground truth of the optical flow, (c) Result without robus-
tificaiton. (d) Result using robustification. 
and difFerentiable. One illustration is given in Fig. 2.3 
Generally, the robust function can also be applied on the smoothness term 
to increase the performance with respect to the outliers. 
2.2.2 Diffusion Based Regularization 
Data term alone may not be sufficient to compute an unique motion field 
locally, and a smoothness term helps solve this problem. However, over-
smoothness on motion boundaries becomes another issue due to inappropriate 
design of the smoothness term. In this section we discuss which smoothness 
assumptions are commonly used in literature and how these help preserve the 
motion discontinuity. 
As discribed in [56], the smoothness term results in a diffusion process 
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which propagate the information of neighborhood to regions where no unique 
motion can be computed. This relationship between regularization and dif-
fusion filter becomes evident, when iniiiiniizing the energy functional by its 
steepest descent equations. The steady-state of the evolution equations also 
fulfill the Euler-Lagrange equations. Considering minimizing the functional 
in (2.6), the diffusion-reaction equations are 
如 二 I f + 妄 f - i a u D , (2.8) 
Ox OUx Oy OUy a 
= + (2.9) 
Ox OVx Oy OVy a 
which become the Euler-Lagrange equations when dtu = 0 and dtv = 0. A 
diffusion based taxonomy was set up using this implicit relationship [56], and 
difference smoothness constraints were thereby classified according to the dif-
fusion process [54 . 
Typically, for some multi channel image f = (/i(a:),..., a suitable 
scheme for a diffusion filter is described in the following evolution 
dtWi = div(T{Wi,Vw)Vwi) 
with initial condition 
0) 二/i(a:) ( i = l ’ . . . ’ m ) 
(2.10) 
(2.11) 
r ( V f , V w ) is the diffusion tensor, which steers the direction and intensity of 
the diffusion process locally. There are five different diffusion types can be 
identified according to the form of the diffusion tensor. They are homogeneous 
diffusion, linear isotropic and linear anisotropic diffusion, as well as nonlin-
ear isotropic and nonlinear anisotropic diffusion. In following paragraphs, we 
classify different optical flow regularizers according to the underlying diffusion 
tensor. 
The simplest form is the homogeneous diffusion, whose diffusion tensor 
degraded to the identify matrix. It diffuses the field in all directions equally 
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and does neither adapt to discontinuities in the initial nor evolving image. As 
we have seen, the corresponding regularize! is the homogeneous regularizer of 
Horn and Schunck. It penalizes all deviations from the smoothness of the flow 
field. Thus, the flow field may over-smoothed in a homogeneous way and the 
motion discontinuity loses sharpness. 
A more advanced diffusion process is linear isotropic diffusion. The dif-
fusion tensor is only adapted to the initial image (which doesn't change over 
time) [20]. Intuitively, the diffusion tensor detects the discontinuities (gradient) 
in initial image and inhibits the diffusion intensity when the image gradient is 
large. This can be archived by introducing a stop function gis"^) that decreases 
to zero for 0. Formally, the diffusion tensor is given by 
r (Vf , Vw) 二 i^VfTVf)/. (2.12) 
And the corresponding regularizer is written in the form of p(|V/p)(|Vup + 
[51]. It avoids smoothing at image edges. We refer to this optical flow 
regularizer as image-driven isotropic, since only the image gradient magnitude 
matters and no gradient direction is taken into account. 
Anisotropic diffusion treat the directions across and along the edges dif-
ferently. The smoothing across the edges is not desired, while the smoothing 
along the edges may even improve the filtering result. This anisotropic be-
havior can be achieved by extracting the structural information from the joint 




where Vi and V2 represent the directions parallel and perpendicular to the 
image gradient direction respectively, and 入i and 入2 indicate the magnitude 
in the corresponding directions. Given these directions and corresponding 
magnitudes, we can easily apply the stop function to the magnitudes to control 
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It reduce the smoothing across edges, while keep smoothing along edges [38 . 
Both linear isotropic and linear anisotropic diffusion only involve the initial 
image information, so we call the corresponding optical flow regularizers as 
image-driven. 
For the nonlinear diffusion cases, the diffusion tensors are adapted to the 
evolution image (motion field). In the isotropic case, the tensor can be obtained 
by replacing the joint gradient of the initial image V F V f by the joint gradient 
of the motion Vw'^Vw in Eqn. (2.12). The formulation of the corresponding 
regularizer can be found in [44]. This feedback strategy can also be applied to 
the anisotropic case by replacing the joint image tensor V / j ^ / t by its 
evolution dependent counterpart ^WjVw^. Corresponding regularizer 
is given in [31]. Nonlinear diffusions are related to the flow-driven regularizers. 
Nonlinear diffusion preserves the discontinuity in evolution flow. 
One experiment result is shown in Fig. 2.5. We can see from the result that 
both image driven and flow driven regularization preserves motion discontinu-
ity. And flow driven ones do not adapt to the image texture information and 
produce better results. 
More recently, anisotropic diffusion based methods are further expolored 
by substituting the diffusion tensor by bilateral filter with explicit occlusion 
detection [57]. 
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Figure 2.4: Over segmentation result.(a) One from of the YoSemite dataset. 
(b) The ground truth of the optical flow, (c) Result by over segmentation 
algorithm. 
2.2.3 Segmentation 
Segmentation based methods partition the image into regions and assume a 
parametric model for the motion inside each region. Color discontinuities are 
used to delineate object boundaries and the motion discontinuities [53, 25, 
37]. However the statically determined color segments are unable to describe 
the complex motion and recover the segmentation error. One possible way 
is to generate consistent over seginentation, however it may suffer from local 
aperture problem. One illustration result by the algorithm of [61]is given 
in Fig 2.4. In our approach, an initial motion flow by traditional optical 
flow method is adopted to construct a confidence map, which helps to correct 
potential errors introduced by segmentation [58]. Details will be given in next 
chapter. 
2.3 Chapter Summary 
In this chapter, we have a brief review on the assumptions and constraints of 
variational optical flow estimation methods. We discuss the techniques to pre-
serve motion discontinuity in motion estimation: Robustificatioii from statis-
tics, five different smoothness regularizers by the connection of the smoothness 
term and the diffusion process, as well as segmentation. 
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Figure 2.5: Experiment result of using different diffusion based regularizer. (a) 
One frame of the input image pair, (b) Ground truth of the optical flow in 
arrow vector representation, (c) Ground truth in color coding representation, 
(d) Result by homogeneous regularization. (e) and (f) Result by image driven 
isotropic and anisotropic regularization respectively, (g) and (h) Result by 






Segmentation Based Optical 
Flow Estimation 
Given an image pair ( / i ’ /2 ) ’ containing objects undergoing small spatially-
variant, and possibly non-rigid motion, our objective is to estimate the motion 
flow w(x) = (ii(x), f (x))'^ for each pixel x = {x, yY in image h. Our approach 
consists of three main steps. We illustrate the diagram in Fig. 3.1. Briefly 
speaking, we first estimate an initial motion field based on a simple variational 
model. The initialized flow is then combined with color information and is used 
to generate segmentation. The flow field is refined by segmentation using a 
robust parameter estimation process. In order to handle the non-rigid motion, 
a confidence map is constructed measuring the confidence of using the motion 
parameterization in each segment. The final flow is obtained by releasing the 
motion parameterization constraint in a global optimization step using the 
coiifidciice map information. 
3.1 Initial Flow 
In this stage, we enforce the color constancy constraint and use the variational 
model similar to [11, 12] to initialize a flow field. In this step, the data term 
17 
Chapter 3 Segmentation Based Optical Flow Estimation 18 
Input Image: 
Final Flow w 








�nilial Flow Estimation \ : ： 么 2 tolor-Motion Segmentation 
•v sieein*. V k -> \ 
Figure 3.1: Overview of our algorithm. 
is expressed as 
EData{u,v)= f ^ ^{{U^ + W, c) - /i(x, 6z))dx, (3.1) 
力 1 c = l 
where ^(x , e) is a robust function defined as 屯(x’e) = \/x + e ,^ and / ( x , c) 
denotes the color of pixel x in the cth channel of image I. The smoothness 
term is given by 
Esmooth(u,v) = / 屯(|\H2+|V”|2,es)dx， 
Jh 
(3.2) 
where V ia the first-order derivative operator. In the rest of this paper, we 
denote 屯 = cd) and 屯s(:r) = ^(x-, ts) for simplicity's sake. The 
initial flow is estimated by minimizing the combined energy function 
Eq{u, v) = E D a t a [ U , v) + aEsmooth{u, v), (3.3) 
where a is a weight balancing the two terms. Eq�u,v) is minimized by solv-
ing the corresponding Euler-Lagrange equations using the nonlinear multigrad 
scheme [11, 12]. In this step, we compute the flow bidirectionally, i.e. a flow 
pair (wj, W2), indicating mapping from /i to I2 and from I2 to Ii respectively. 
This initial flow estimation produces erroneous results in occlusion and 
textureless regions. One example is shown in Fig. 3.2 in which the color 
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Figure 3.2: Example of the initial flow, (a) and (b) show image pair of "Teddy" 
example from Middlebury dataset [4). (c) The dense flow result obtained in 
initialization. It looks like being severely smoothed and contains errors around 
object boundary and for textureless pixels. 
of pixel represents the motion direction and the intensity corresponds to the 
motion magnitude. The same color coding is used in all of this paper to 
visualize dense flow fields. The flow result in Fig. 3.2 obviously does not 
preserve clear edges and the whole map looks like diffused. We thus proposed 
to incorporate effective segmentation to improve the quality. 
3.2 Color-Motion Segmentation 
Segmentation and plane fitting techniques have shown their combinatory power 
of handling textureless region in stereo matching due to their ability to estimate 
locally planar disparity information for pixels with similar colors. However, in 
motion or optical flow estimation, the employment of these techniques faces 
extra challenges because any segmentation and motion parameterization in 
each segment may not capture the inherent property of irregular non-rigid 
motion. 
In our novel flow estimation framework, the segments are produced count-
ing ill both color and initial flow information, which reduces the possibility 
of pixel mis-classification when only using the insufficient color similarly con-
straint. Moreover, since, in general, the initial flow estimation is problematic 
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、 Segment B Segment A Figure 3.3: Two-pass segmentation demonstration. Note that the segments by color information are further divided into small ones according to the initial flow iiifonnatioii along discontinuous motion boundaries, we do not completely trust the seg-mentation only using the flow information. Instead, the color discontinuity, i.e., 
edges in images, should be favored. Our method uses a two-pass segmentation 
proccss to first partition the input images with regard to color information, 
which usually preserves salient edges, and then further "split" each segment 
into more motion-distinctive patches to model possibly different motion in 
color-difference-insensitive area. The two-pass segmentation is performed, in 
our approach, by the Mean Shift method [17] using 3-D color and 2-D flow in-
formation respectively. The segmentation parameters all have fixed values in 
experiments (7 for spatial bandwidth, 6.5/0.02 for range bandwidth for color 
and motion, respectively, 200 for minimum region size). Figure 3.3 gives one 
illustration where segments A and B are first estimated using color segmenta-
tion, then they are split into more motion patches. A simple operation is also 
applied to remove the small patches near discontinuous color edges, as they 
are typically caused by occlusions and should not be treated as an independent 
segment. 
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(a) Robust Regression (b) RANSAC Fitting (c) Our Variational Model 
Figure 3.4: Comparison of the estimated optical flow by three methods incorpo-
rating the same segmentation information. Our result not only preserves high-
quality boundary, but also produces accurate motion within small patches. 
3.3 Parametric Flow Estimating Incorporat-
ing Segmentation 
Regional information is used in stereo or motion estimation by mostly assum-
ing a parametric model [1，9, 61] - that is, within each segment, all pixels are 
in comply with a single translation or affine motion model where the model 
parameters are either estimated by a regression method [9], or are plane fitted 
as those used in stereo matching [48, 59]. However, these methods have inher-
ent drawbacks when applied to dense flow estimation. The regression method 
is known as possibly suffering from local aperture problem. When the size of 
segment is not large enough, this approach may lead to unpredictable param-
eter estimation. The robust fitting technique relies too much on the general 
correctness of the initial values within each segment, which is difficult to be 
satisfied in our initial flow estimation. In addition, both of the above methods 
did not enforce the intra-segment constrains, which are found quite useful to 
reduce region-wise motion errors in our experiments. 
Our method refines dense flow in each segment by an affine model. We 
denote by a^ = (aso, CLsi,as2, ^ 53，as5 ) the vector of all affine parameters for 
segment s. Then the motion field w(as ’x ) = (u(as,x),i)(as,x))^ in segment 
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s is given by 
u(as, x) = asox + CLsiy + 
v(3is, X) 二 as3;r + as^y + ^ss. 
With the above parametric flow form in each segment, we write the energy 
function w.r.t. all a's for image Ii as 
= f f Y^ >I'd(|/2(x + w ( a „ x), c) - / i (x , c)\^)dxds + 
JseS Jy.es 
a / + (3.4) 
Jh 
where 5 is a set of all segments for image Ji. (3.4) is minimized in a coarse-
to-fine manner by constructing a Gaussian pyramid. The affine parameters 
a � in level k + 1 are computed by adding increments to the estimated result 
in level k�i.e., a奸 1 = + A a I n each pyramid level, we using Taylor 
expansion to simulate those increments by dropping high-order terms. This 
derives new increment data term 
E z ^ ' ( z W ^ + i ， x ) = 亡 如 产 X ) + (/yC产”(Aa�+i,x) + (7？)〒)(3.5) 
C = 1 
where ( / f广=<9i/2(x + w(a : ’ x) ’ c), i = {x, y}, denotes the spatial derivatives, 
a j is the affine parameters for segment s estimated in level k. = /2(x + 
x), c ) - / i ( x , c), represents the temporal difference. The sinootliness term 
is written as 
丑s'(Aa…，X) = 4�(|V^z(a� ’ + - + (3.6) 
where Vu and Vv are approximated by forward difference. The smoothness 
term can be further separated into two types, i.e., the inter-segment and the 
intra-segment smoothness w.r.t. the locations of neighboring pixels in com-
puting Vu and Vv. The intra-segment smoothness is enforced within each 
segment and is represented in a form of (仅，^ "〒 + ((^ +”之 + (a，广丄尸 + 
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when we use the forward difference to approximate the first derivatives. It is a 
regularization on the affine parameters, which is helpful to constrain the mo-
tion model to a transJational one especially in ubiquitous small-size textureless 
regions when the data term is not trustful. 
The final energy to be minimized in pyramid level k + 1 combining Es' and 
Ed' is expressed as 
^•(Aa“i) = 糾’X) + a^^'CAa^""', x)} (3.7) 
Since (3.7) is continuous, differentiable, and convex with respect to Aa左+i， 
we can obtain an optimal solution by a simple deepest descendent method. 
In experiments, our flow estimation in each pyramid level only takes 7 - 1 0 
iterations to converge. Moreover, the total number of variables (i.e., the affine 
parameters) to be updated in this step is only 6Ns (Ns is the number of 
segments), which is much smaller than the number of dense flow vectors. So 
the optimization in this step is efficient and robust. 
To demonstrate the effectiveness of the segmentation-combined variational 
model in this step, we show in Fig. 3.4 a comparison of results generated by 
robust regression, robust fitting, and our method based on the same initial 
flow and segmentation. The robust regression [9] is achieved by removing the 
I'egularization term in (3.4) and using the same deepest descendent optimiza-
tion solver. Its result is shown in (a). The plane fitting result is obtained by 
performing the RANSAC on the initial flow to fit the affine parameters for all 
segments. We take 1000 iterations to produce the result (b). (c) shows our 
results. Comparably, the two other methods have difficulties to estimate flow 
for small segments in textureless or occluded regions. Our method, on the 
contrary, takes the advantages of segmentation as well as the intra-segment 
and inter-segment smoothness, thus can significantly reduce the errors. 
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3.4 Confidence Map Construction 
The dense flow field estimation in previous step incorporates segmentation in-
formation to improve flow estimation in textureless regions. However, segmen-
tation also induces problems for pixels undergoing ubiquitous non-parametric 
motion where the affine model in each segment could be over-restrictive and 
does not indeed match complex motion. In order to alleviate the fitting prob-
lem, meanwhile preserve the benefit of segmentation in ameliorating the flow 
estimation in textureless regions, we propose to construct an confidence map 
indicating how likely the estimated flow field in our second step is correct, 
respectively based on pixel-wise motion coherence and segment-wise model 
confidence. In the beginning, we detect occlusions in image using motion in-
formation. 
3.4.1 Occlusion detection 
To compute the occlusion region in / i , we simply warp I2 to / i based on the 
motion vcctors computed in the flow field of h. If any pixel x in Ij does not 
receive projection from I2, we set the occlusion value 0 ( x ) to 1; otherwise, 
0 ( x ) is set to 0. We do not apply a global optimization to enforce smoothness 
on the occlusion since, in experiments, it is found that the detected map is 
already sufficiently usable in our computation. 
3.4.2 Pixel-wise motion coherence 
In the following discussion, we denote by (wj, w®) the flow pair estimated in 
the initial step and (wf’w今）the flow pair computed in the second step for 
images Ii and I2 respectively. We define function Ep{w\,x) for each point x 
Figure 3.5: Cross check for occlusion detection. 
in flow field w^ to measure the motion coherence pixel-wisely: 
E L l l ^ 2 ( x + w i ( x ) , c ) - / i ( x , c ) l 2 
五p(wi’x) = e x p ( -
e x p ( J w i ( x ) + w # + wi(x))||2 (3.8) 
where the superscript i = s, denoting the confidence computation for the flow 
field in the 2nd step. J?p(wf，x) is composed of two terms. |/2(x + w5(x)，c)-
/ i ( x , c)|2 models the color constancy constraint between two matched pixels by 
motion vector whereas ||w办)+w办+w办)）||2 models the motion coherence 
with respect to both images, similar to the cross check error defined in [59] for 
stereo matching. In all our experiments, J2(x + w � ( x ) ’ c ) and w 办 + w办)） 
arc obtained using bilinear interpolation. The pixel-wise confidence for the 
flow computed in the second step is then defined as: 
f ^ if 0 ( x ) = 1 
(3.9) 
I £'p(wf,x) otherwise 
where 0 ( x ) is the occlusion value, c is a constant value to penalize the occlu-
sion pixels, as we have insufficient knowledge about an occluded pixel. 
The pixel-wise confidence is not sufficient for segments in textureless regions 
with complex motion. In these regions, affine motion may not correctly models 
the flow field, which results in incorrect flow vectors. These errors, however, 
cannot be measured by pixel-wise confidence Cp because both color constancy 
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and motion coherence measure could output small values. Therefore, the local 
statistical information about segments is needed to be considered. 
3.4.3 Segment-wise model confidence 
We measure segment-wise confidence Cg for each segment, i.e. the confidence 
of the motion in a segment being affine, by incorporating the initial flow in-
formation: 
"^(Wi，s) = E x � ( l - 0 ( X ) ) ，(3.10) 
where s denotes a segment. (1 - 0 ( x ) ) is to exclude occluded pixels in com-
puting the confidence of a segment since the initial flow is usually erroneous 
for occluded pixels. x) is defined in (3.8) by setting i = 0, modeling the 
pixel-wise flow confidence for the initial estimation. A small value of £'p(wj, x) 
basically means we should not trust the initial flow. ||wf(x) 一 wj(x)|p mea-
sures how the flow in the second step is modified over that in initialization. 
If the initial flow is trustable, i.e., with large Ep(wJ,x), a large difference be-
tween wf (X) and w j (x ) indicates that the affine model in a segment does not 
fit the actual pixel motion. So we should re-estimate the flow vectors in these 
pixels. 
In (3.10), Cs returns a small value only if many pixels in the segments 
have high initial flow confidence meanwhile the initial flow (in step 1) is quite 
different from the recomputed one by segmentation (in step 2). So we can 
basically interpret it as the parametric affine motion estimation degrading the 
flow estimation in this segment. This further implies that the flow in the 
segment can be improved. The final confidence for w^ is a combination of the 
above two measures: 
con / (wJ,x ) = Cp(wJ,x)-C3(w?,5). (3.11) 
Two examples of con/( - ) are shown in Fig. 3.6 where dark pixels indicate the 
⑴ 
Figure 3.6: Confidence maps constructed for examples "Schefflera" (a-d) and 
"Teddy" (f-i). (a) and (f): an input image, (b) and (g): initial optical flow 
(from step 1), (c) and (h): optical flow by segmentation (from step 2), (d) and 
(i) the constructed confidence map. Note that most pixels in confidence map 
of "Teddy" is with high confidence whereas 'Schefflera" containing non-rigid 
motion where more flow vectors are problematic. 
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possible flow errors caused in the segmentation step (step 2). In these maps, 
the low confidence pixels are mostly on a non-rigid body. 
3.5 Final Combined Variational Model 
With the estimated confidence map, we integrate it into a final flow refinement 
process to correct the possible flow error caused by the segmentation with affine 
model constraints. The final energy function is given by 
r 3 
E2{u,v) = / (1 - 0 ( x ) ) + w, c) - / i (x , c ) ^ + 
力 1 c = l 
{3conf{x)\\w - wj||2 + + |•叫2)dx. (3.12) 
There are three energy terms defined in E2{u,v). (1 - 0 ( x ) ) is to make color 
distance be not computed on occluded pixels. ^con/(x)||w - wf imposes a 
soft constraint. When weight con/ (x ) has a large value, the flow computed 
by the segmentation (step 2) will be trustable. Otherwise, other energy terms 
will be more influential in estimating the flow vector. 
E2(u,v) selectively refines the problematic flow vectors computed in the 
segmentation step, where the confidence map provides an essential clue whether 
the flow estimated by this step is correct or not. It makes the optimization be 
able to regionally and locally refine the flow estimate and improve the resulting 
field quality. We minimize (3.12) by solving a corresponding Euler-Lagrange 
equations, same as how we minimize (3.3). 
3.6 Chapter Summary 
In this chapter, we propose a three-step optical flow estimation framework 
to incorporate segmentation in regularized motion estimation. We segment 
the image based not only on the color information, but the initial motion 
information as well, which may relieve the possible motion error of objects with 
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similar color. Then affine motion model is adopted to define the optical flow in 
each segment. Both inter-segment and intra-segment smoothness are imposed 
in the estimation. However, the segment motion could be over-restrictive and 
does not indeed match the undergoing complex motion. To solve this problem, 
a confidence map, including pixel-wise confidence and segment-wise confidence, 
is constructed to encode the potential errors brought by segmentation. The 
final optical flow is obtained by a global optimization by softly and selectively 
releasing the segmentation constraints using the confidence map. 
Chapter 4 
Experiment Results 
Experiments on both synthesized and real images are conducted to verify the 
cffectivcneas of the proposed method. Parameters in all experiments are con-
figured with constant values as shown in table 4.1. 
To visualize the dense flow, we adopt the flow color coding method in [4 . 
Figure 4.1 shows the reference color wheel of flow coding and our Yosemite 
result in form of both traditional flow arrow and color coding. In color coding, 
the motion direction is represented by different colors in the color wheel and 
the motion magnitude corresponds to color intensity. 
4.1 Quantitative Evaluation 
Quantitative comparison to state-of-the-art optical flow algorithms is con-
ducted using the new optical flow data set [4]. Our approach achieved overall 
rank 1 amongst all recorded optical flow algorithms on Middlebury website 
based on the average angular error (AAE). We show in the second column 
(a) stage 1,2 (b) stage 3 
a ei ) es a (3 e^ D ^S 
50 0, .1 0.01 20 100 0, .1 0.01 2 1 X 104 0.02 20 0.2 
Table 4.1: Parameters used in experiments 
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Figure 4.1: Color coding representation, (a) A color wheel, (b) One of the in-
put YoSemite images, (c) Estimated flow field representation using traditional 
arrows, (d) Flow field representation by color coding. 
of table 4.2 the average rank of the top eight algorithms. Other columns on 
right only show the AAE in regions of motion discontinuity. The full version 
of the ranking table is available at the Middlebury website. Statistics shows 
that our method has a clear advantage in faithfully preserving sharp motion 
boundaries. The final result set is shown in Fig. 4.2. 
In regard to computation speed, although segmentation adds extra compu-
tation cost on flow estimation in our approach, by using the multigrid scheme 
in the first and the third steps, the total running time to process one image 
does not largely increase. Typically, for an image with size of 400 x 300, the 
running time of our algorithms is around 15 seconds on a PC with an Intel 
Core2Due 2.4G CPU. 
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Figure 4.2: Our optical flow estimation results on a set of challenging exam-
ples possibly containing rigid and non-rigid motion. It can be noticed that 
incorporating segmentation and assuming motion models do not degrade flow 
estimation in our method due to tlie final reconstruction process. 
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Algorithm 
Avg. 
Rank Army Mequon Schefflera Wooden Grove Urban Yosemite Teddy 
‘ Our M e t h o d 
j 
3.1 13.52 14.94 17.32 I8.I1 4.I61 21.45 3.494 9.23i 
1 Fusion [34] 3.3 13.73 8.9I1 9.681 19.82 4.825 17.3i 5.78io 13.65 
SO prior [50] 4.7 11.2i I3.I2 17.73 20.93 5.277 22.O7 6.8811 13.44 
1 Dyn. MRF [23] 4.8 I5.O4 15.35 17.84 23.74 4.684 I9.I4 5.297 17.89 
LP Reg. [22] 5.8 16.85 13.83 17.84 24.55 4.563 21.45 5.489 17.9io 
B. & A. [9] 6.4 18.77 21.99 23.76 3O.O7 5.236 18.22 4.445 14.37 
2D-CLG [14] 6.6 22.612 16.96 28.2ii 3I.I10 4.252 22.28 3.14i 12.93 
H. k S. [28] 7.8 19.98 23.2I2 25.98 30.69 5.277 25.810 5.418 17.58 
Table 4.2: Average angular error (AAE) comparison (as of pa-
per submission, the most updated comparison list can be found at 
littp://vision.middlebury.edu/flow/eval/resiilts/resiilts-al.html). The second 
columns shows our average rank and other columns on right show AAEs in re-
gions of motion discontinuity. Our method consistently produces small errors 
among all flow estimation algorithms. 
4.2 Warping Results 
Wc also conduct experiments on image sequences and estimate flow field for 
every two consecutive frames. By warping the last frame back to the first one 
using the flow computed in all intermediate frames, we calculate the accumu-
lated motion errors by the flow estimation algorithms. 
We compare our method with the one proposed by Black and Anandan [9 
using this warping method, the later of which is one of the most robust and ef-
fective algorithms used in solving many computer vision problems. We capture 
three different sequences, estimate dense flow for all of them, and calculate the 
average intensity difference between the warped frame and the original one. 
We show these sequences in the supplementary video. Table 4.3 illustrates the 
average error of warping frame 10 and frame 20 to frame 0 by the two methods 
respectively. 
One warping example is given in Fig. 4.3 where we warp frame 15 back to 
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Avg. Intensity Diff. Our results Results by [9] 
frame 10 3.25 4.58 
frame20 6.77 8.35 
Table 4.3: Average intensity difference by warping frame 10 and frame20. 
(a) (b) 
Figure 4.3: One example of warping, (a) Our result by warping frame 15 to 
frame 0. (b) Result by Black and Anandan [9]. 
frame 0. (a) and (b) shows the warping result by our method and the method 
by Black and Anandan [9] respectively. In producing (b), we use the code from 
the authors by hand tuning parameters. The close ups in the bottom row show 
that our method faithfully preserves motion discontinuities and produces sharp 
warping boundaries. 
4.3 Chapter Summary 
In this chapter, we conduct experiments on both synthesized and real images 
to verify the effectiveness of the proposed approach. Our method achieved 
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overall rank 1 amongst all recorded optical flow algorithms on Middlebury 
website based on the average angular error, and the warping example shows 
that the motion discontinuities are faithfully preserved and produced sharp 
boundaries. 
Chapter 5 
Application - Single Image 
Animation 
High quality optical flow is very useful in video editing and image animation. 
In this chapter, we describe one application of image animation using the 
motion field (optical flow) estimated by our segmentation based approach. 
5.1 Introduction 
Animating an art work is always an intriguing topic in enhancing human per-
ception, as the moving elements enrich the viewers' interpretation. Although 
many methods have been proposed to animate still images in the past decades, 
the problem is still challenging as the motion in real scenes could be arbitrarily 
complex and is difficult to synthesize. 
In literature, physical model based methods [49, 15] achieved great succuss 
in animating passive motion caused by natural forces. These methods usually 
assume a parametric model for the motion to be animated. User specified 
or learned parameters are then used to drive the motion of the target. The 
limitation is that restrictive prior knowledge of the motion of the target is 
required and moreover, it could not, inherently, handle most active motions 
where no physical rules govern the motion. 
37 
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Shape deformation based approaches [5, 30, 43] could also be applied to 
animating still images by editing the target object frame by frame. However, 
such a system usually need an experienced artist to specify the motion of the 
objects and in nature, we could not guarantee that, for example, the "as-rigid-
as possible deformation [30]" could faithfully reveal the motion of the real 
objects. 
Other work such as the video texture [45] aims at producing infinite video 
by copying or rearranging patches or frames. These methods could only be 
applied to the so-called rep eatable stationary dynamic motions. 
In this application, we propose a simple framework to animate artificial art 
work with the auxiliary of a source video containing similar motion pattern. 
With simple user input to specify the regions to animate and the correspon-
dences between the source and the target, the system automatically synthesizes 
new frames. The key to our approach is to ‘‘borrow” the motion from video 
footage instead of generating motion. Compare to the existing approaches, 
our system has several advantages: First, our approach can synthesize a wide 
range of motion given the source video containing similar patterns. Second, 
the motion is from the real objects and thus the movement is realistic. Third, 
our system only requires simple user interaction which could be achieved by a 
beginner. In the experiment section, we demonstrate our system by animating 
images with different motion patterns. 
5.2 Approach 
Our system consists of three main stages to fulfill a motion transfer task: pre-
process stage, coordinates transform and motion transfer stage and motion 
editing and apply stage. The flowchart of our framework is illustrated in Fig. 
5.1. In what follows, we describe the stages included in our system. 









Figure 5.1: Flowchart of the system. The only user interaction is to specify 
the sparse object correspondence. 
5.2.1 Pre-Process Stage 
In this stage, our system deals with the initial input and prepares for the 
following stages. Since various approaches have been proposed recently, we 
adopt the optical flow as the motion field to be transferred. We compute the 
motion fields form the source video sequence using the proposed method, which 
not only enforces the brightness similarity constraint between corresponding 
pixels in coherent frames, invariant to the basic illuminance variation in natural 
scenes, but also preserves sharp motion boundaries. 
For the target still image, we have to specify the region of interest (Rol) to 
be animated in the target painting and meanwhile indicate the corresponding 
reference object in the source video sequence. It is done by using the Grabcut 
method [42] and we provide an interface to allow the user to draw the strokes 
to specify the object and background pixels in the input painting. The output 
from this step is a source mask with all values in [0,1], as shown in Fig. 5.1 
where the black pixels are in the background and the white ones are on the 
Rol. 
5.2.2 Coordinate Transform 
To this end, we have the region masks together with the motion pattern esti-
mated from the source video footage. To obtain the motion field for the target 
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image, we need to specify the correspondences between the source and target. 
In general, we need to specify the correspondences for each frame pairs in 
the source video footage and the animated frames, and then generate new frame 
by applying the motion from the source. However, frame-by-frame procedure 
is intractable. For one thing, before applying the motion to the target frame, 
the new frame is not available. For another, the user specified control points 
are not necessarily consistent between frames. 
To avoid the tedious input, our system only requires the users to input 
corresponding points between the target image and one frame in the source 
video, other corresponding information is approximated using the motion field 
information. Detailed strategies varies from applications to applications and 
would be discussed in Section 5.3.1. 
We denote by {xi.yi) and the specified control points on the target 
and source image, respectively. Total number of point pair is denoted by P. 
The 2D coordinate transform T ( x ) for transferring a pixel in target image 
X = (a:, y) in to the coordinate in the source is defined using the Thin Plate 
Spline (TPS) [10]: 
p \ aiy + «2 + - (1,2/)II)� 
(5.1) 
‘  � 
aox + a i y + a2 + E y'i) - ( x , y ) | | ) 
i=l 
P 
a^x + a4y + as + —(工’2/)11) 
where U(r) = r^ log r. The coordinate transform from target to source consists 
of an affine part and a local non-rigid part controlled by the anchor points. 
The parameters for the spline (6 affine parameters and 2P local parameters ) 
are estimated by minimizing the regularized bending energy [21 . 
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5.2.3 Motion Field Transfer 
We denote by D(x, t) the motion field of frame t in the source video, 7I(x) 
the coordinate transform for frame t. The objective is to compute the motion 
pattern for target objects T>'{x,t), within the region of interest M(x). Note 
that the mask extracted in 5.2.1 takes continuous value between (0,1) and 
here M(x) is a binary mask containing all the non-zero pixels in the extracted 
ROI. 
The motion field V'{x, t) is then computed by minimizing the MRF energy 
E(V') = Y. { C ^ + cv Y^ Csh (5.2) 
M(x)>0 X 'GAA(X)AM(X')>0 
where AA(x) is the neighbor of the pixel x. a is the balancing weight. The 
evidence from the corresponding motion is 
Cm = p{\\v'{^) - v { r t ( ^ ) M \ ( : d ) . (5.3) 
The cost of smoothness is defined by 
Cs = p(||D'(x)—P'(x')||’C丄 （5.4) 
where p(:c’（）= min(:r, ( ) for robustness. The energy function is directly 
minimized using the Levenberg-Marquardt approach. 
Estimating the motion by minimizing the MRF Energy is necessary as 
the smoothness in motion field preserves the coherence of the object to be 
animated. It to some extend models the rigidity of the object motion. 
5.2.4 Motion Editing and Apply 
With the specified correspondences, we fit an affine transform between the 
source and target and apply it to the motion field, (i.e., we replace the motion 
vector D(x , t) in (5.3) with the motion vector after applying affine transform). 
We also allow the user to specify affine transform such as rotation or scaling 
and substitute the modified motion into (5.3). 
Chapter 5 Application - Single Image Animation 42 
We consider both the forward and backward warping. The forward warping 
supposes that current state is the starting state whereas the backward warping 
requires the current state is the end. For repeatable motion such as water sur-
face, the backward warping is preferred as it produces less artifacts. Moreover, 
the forward warping could only be applied to images with same sampling den-
sities, which implies that the object using forward mapping could not undergo 
area changes such as abrupt dilation. So for objects undergo area changes, we 
use the backward warping. 
The backward warping is straightforward, here we give our forward warping 
operator. First, we warp the Rol using the transferred motion field. Then we 
warp mask M(x) using the same motion field. The final warped pixel value 
is obtained by dividing the warped image by the warped mask. The above 
forward warping strategy enables slow change in area. 
To further remove artifacts (usually the hole effects), the following opti-
mization is performed 
E { I ) = { l l / W - U x W + Ex'eA^(x) - / ( x ' ) I U ) } , (5.5) 
X 
where £(.7；, a) = log(l + 尸）is the Lorentzian function to approximate the 
intensity gradient distribution from natural image statistics. The function is 
used to prevent over-smoothness. 
5.2.5 Gradient-domain composition 
To embed the animated objects into new background (or the original back-
ground with image completion) with similar illumination or brightness con-
dition, we use the gradient-domain composition by solving the Poisson equa-
tion [41]. We composite the animated objects with the background in the 
gradient domain using the fractional mask extracted in section 5.2.1. Then we 
further take derivatives and solve the Poisson equation with Dirichilet bound-
ary conditions. 
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Figure 5.2: (a) Accumulated Motion Computation. The accumulated motion 
r>a(x, t) is computed by summing up the motion along the flow trajectory, (b) 
One frame of the animated Aquarium image. 
5.3 Experiments 
5.3.1 Active Motion Transfer 
We first transfer the fish motion from a video footage to a still image (Aquar-
ium). The motion field estimation and the ROI selection for target image is 
done according to 5.2.1. 
To avoid tedious interaction for specifying correspondences between frames, 
only the corresponding points in the first frame pair are specified. Thus, we 
obtain the coordinate transform To{x) for the first frame in source video and 
the target object. 
For each frame t in the source video, we compute the accumulated mo-
tion field by summing up all motion along the flow trajectory up to frame t. 
Fig. 5.2 gives an illustration where the orange line represents one trajectory 
computed by linking the correspondences within frames. The accumulated 
motion t) for frame t is computed by adding up all the motion along 
the trajectory. By substituting the motion field V in equation (5.3) with the 
accumulated motion T>a(x,t), the accumulated motion for the target object is 
then estimated by minimizing (5.3). After accumulating the source motion, we 
Chapter 5 Application - Single Image Animation 44 
decompose the motion into local motion and main motion, where local motion 
describes the swimming style of the fish in source video, while main motion 
indicates its swimming path. Only the local motion is transferred to the tar-
get. Our system benefits from transferring the accumulated motion field and 
the motion decomposition, thus the warping process needs only to be applied 
once, which avoids the warping error accumulation and makes the target mo-
tion path free to edit the motion style of the source object. The results is also 
kept in Fig. 5.2 (b). 
5.3.2 Animate Stationary Temporal Dynamics 
In literature, several types of natural phenomena have been widely studied and 
animated. These phenomena usually exhibit common properties and known 
as the stationary temporal dynamics [18]. For instance, the passive motion 
caused by tlie wind source such as water surface [49, 15], and the flow-based 
motion such as waterfall and smoke [6]. 
In this subsection, we show that our system could also be applied to animate 
these phenomena by transferring similar motion. 
One frame of our source video is shown in Fig. 5.3(a) and (b). The motion 
can be typically regarded as stationary dynamics, whose motion is bounded in 
a stationary region. Thus the ROI and the correspondences are only required 
to be specified once. 
The target image, a Chinese painting shown in Fig. 5.3(c), contains water 
surface, stream and several waterfalls. 
To animate the waterfalls, new textures need to be synthesized. A patch se-
lection process [45, 2] is applied for the purpose. Spatial-temporal smoothness 
is imposed on the selection of patches. In our experiment,20 x 20 exemplar 
patches are fed into the animated waterfalls. The patches are combined in 
gradient domain and random noise is added to make the appearance different. 
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For the stream where transparency exists, we first decompose the intensity 
into the reflectance and the illumination part using random-work process. The 
rcflectancc part corresponds to the stones under the stream and the illumina-
tion part represents the stream flow. We than flow the illumination part and 
re-composite the moved stream with the stationary stones. 
(c) 
Figure 5.3: Examples of stationary temporal dynamics, (a) and (b) One frame 
of source video, (c) and (d) One frame of the animated result of waterfall and 
flag 
5.4 Chapter Summary 
In this chapter, we present a simple framework to animate still image using op-
tical flow. For a given video footage and a target image to animate, the optical 
flow of the source video is estimated which represents the motion pattern to 
be transferred. With the guidance specified by the user indicated correspon-
dences between the source and target regions, we get the coordinate transform 
between two images and thus, the motion field for the target region is computed 
by iiiiiiimiziiig a MRF Energy. Tlie motion field transferred could be edited to 
produce new motion patterns. Finally, by incorporating image/texture priors 
from the target image, the motion is applied and new frames are synthesized. 
Chapter 6 
Conclusion 
In this thesis, we have introduced a segmentation-embedded optical flow com-
putation frainework which is able to compute accurate flow field as well as 
high quality motion boundary. There are few approaches in previous work 
using the segmentation to help improve flow estimation due to the inherent 
limitation of imposing a specific motion model in handling non-rigid motion. 
Our method integrates the parametric and segmented motion estimate in a 
regularizatioii framework. Then a confidence map is constructed to measure 
the confidence whether the segmentation and the corresponding motion model 
are suited in the flow estimation or not. This map enables the recognition of 
non-rigid motion and detection of the error caused by segmentation. Evalua-
tion on the newly built Middelbury data set validated the effectiveness of our 
method. In addition, our segmentation based method produces sharp motion 
boundary, having a clear advantage in applications such as video editing. 
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