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ABSTRACT
In this study, we investigate the use of global information to speed up the learning process and
increase the cumulative rewards of multi-agent reinforcement learning (MARL) tasks. Within the
actor-critic MARL, we introduce multiple cooperative critics from two levels of the hierarchy and
propose a hierarchical critic-based MARL algorithm. In our approach, the agent is allowed to receive
the value information from local and global critics in a competition task, indicating that each agent
not only receives low-level details but also considers coordination from high levels to obtain global
information for improving the training performance. Here, we define multiple cooperative critics
in a top-down hierarchy, called the Hierarchical Critic Assignment (HCA) framework. Our three
experiments from tennis and soccer competition tasks performed in the Unity environment used to
test the HCA framework in the benchmark algorithm, Proximal Policy Optimization (PPO). The
results showed that the HCA framework outperforms the benchmark algorithm on three MARL tasks.
Keywords MARL; Multiple Critics; Hierarchy; PPO; HCA
1 Introduction
The investigation of the multi-agent learning process is an emerging topic in the field of autonomous agents, as it set
diverse agents to share a common environment and interact with this environment on the basis of reinforcement learning
(RL), game theory, neural networks, evolutionary computation, and optimisation theory [1]. A significant portion of
studies on multi-agent learning concerns RL techniques, namely multi-agent reinforcement learning (MARL), which
can provide learning policies for achieving target tasks by maximising rewards by interacting with the environment
[2]. Here, each agent learns policies by interacting with its dynamic environment to solve a cooperative or competitive
task [3] [4]. At each training step, the agent perceives the state of the environment and takes action, which causes the
environment to transit into a new state.
In a competitive game of multiple players, such as a zero-sum game for two agents, the minimax principle can be
applied traditionally: maximise one’s benefit under the worst-case assumption that the opponent will always endeavour
to minimise that benefit. This principle suggests using opponent-independent algorithms. The minimax-Q algorithm [5]
employs the minimax principle to compute strategies and values for the stage games, and a temporal-difference rule
similar to Q-learning is used to propagate the values across state transitions. In a more complex competition environment,
such as StarCraft II micro-management tasks, [6] proposed a joint value-based method, QMIX, coordinate between the
centralised and decentralised policies. If considering policy gradient methods, each agent can use model-based policy
optimisation to learn optimal policies via back-propagation such as the Monte-Carlo policy gradient and Deterministic
Policy Gradient (DPG) [7]. Unfortunately, traditional Q value and policy gradient approaches may be poorly suited to
multi-agent environments. Thus, [8] presented an adaptation of actor-critic methods, a combination of value-based
methods in the critic and policy gradient methods in the actor, which considers the action policies of other agents and
can successfully learn policies that require complex multi-agent coordination. Followed this up, a recent study [9]
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proposed a new multi-agent actor-critic method called counterfactual multi-agent (COMA) policy gradients, which
uses a centralised critic to estimate the Q value and decentralised actors to optimise the agents’ policies. Another
category is representing a multiple value function by combining different pieces of information, under factored Markov
Decision Process (MDP) [10] to achieve multi-agent planning[11] and reinforced learning [12]. Still, it did not touch an
actor-critic structure in MARL.
One hint at enabling MARL algorithms to overcome these challenges may lie in the way in which multiple agents are
hierarchically structured [13]. Inspired by feudal reinforcement learning [14], the DeepMind group proposed Feudal
Networks (FuNs) [15], which employ a manager module and a worker module for hierarchical reinforcement learning.
The manager sets abstract goals, which are conveyed to and enacted by the worker, who generates primitive actions at
every tick of the environment. Furthermore, the FuNs structure has been extended to cooperative reinforcement learning
[16], whereby the manager learns to communicate sub-goals to multiple workers. Indeed, these properties of extracting
sub-goals from the manager allow FuN to outperform a strong baseline agent on tasks dramatically.
However, almost all the above MARL methods ignore this critical fact that an agent might have access to the multiple
cooperative critics to speed up the learning process and increase the rewards on competition tasks. In particular, it
is frequently the case that high-level agents agree to be assigned different observations that co-work with low-level
agents for the benefit of hierarchical cooperation. For example, military personnel typically have different roles and
responsibilities. The commander is required to monitor multiple information sources, assess changing operational
conditions and recommend courses of action to soldiers. The advanced hierarchical MARL technologies can evaluate
the relative importance of new and changing data and make recommendations that will both improve decision-making
capabilities and empower commanders to make practical judgements as quickly as possible.
Our proposed framework in this paper differs from existing approaches, namely, the use of global information to
speed up and increase the cumulative rewards of MARL tasks. Within the actor-critic MARL, we introduce multiple
cooperative critics from two levels of the hierarchy and propose a hierarchical critic-based multi-agent reinforcement
learning algorithm. The main contributions of our proposed approach are the following: (1) The agent is allowed to
receive the information from local and global critics in a competition task. (2) The agent not only receives low-level
details but also considers coordination from high levels receiving global information to increase operational performance.
(3) We define multiple cooperative critics in the top-bottom hierarchy, called the Hierarchical Critic Assignment (HCA)
framework. We assume that HCA is a generalised RL framework and thus more applicable to speed up the training
and improve the learning for multiple agents. These benefits can potentially be obtained when using other types of
hierarchical MARL algorithm.
The remainder of this paper is organised as follows. In Section 2, we introduce the RL background for developing the
multiple cooperative critic framework in multi-agent domains. Section 3 describes the baseline and proposes the HCA
framework for hierarchical MARL. Section 4 presents three experimental design in Unity-based tennis and soccer tasks
with various types of observation settings. Section 5 demonstrates the training performance results of the benchmark
algorithm and the proposed HCA framework. Finally, we summarise the paper and discuss some directions for future
work in Section 6.
2 Preliminaries
2.1 Revisit Reinforcement Learning
In a standard RL framework [17], an agent interacts with the external environment over a number of time steps. Here, s
is the set of all possible states, and a is all possible actions. At each time step t, the agent in-state st, by perceiving
the observation information Ot from the environment, receives feedback from the reward source, say, Rt, by taking
action at. Then, the agent moves to a new state st+1, and the reward Rt+1 associated with the transition (st, at, st+1)
is determined. The agent can choose an action from the last state visited, and the goal of a reinforcement learning agent
is to collect as much reward as possible with minimal delay.
Here, we revisit the primary components in the learning process, including MDP and Policy Gradient.
In MDP, a state St is Markov if and only if
P[St+1|St] = P[St+1|S1, ..., St] (1)
The future state is independent, not related to the past states. The state transition matrix P is defined to present transition
probabilities from all states s to all subsequent states s′
Pss′ = P[St+1 = s′|St = s] (2)
A Markov Reward Process is a tuple < S,A, P,R, γ >, where S is a finite set of state, A is a finite set of actions, and γ
is a discount factor, γ ∈ [0, 1],
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• P is a state transition probability matrix replaced from Equation (2),
P ass′ = P[St+1 = s′|St = s,At = a] (3)
• r is a reward function representing the expected reward after transition from P ,
ras = E[rt+1|St = s,At = a] (4)
Return Rt, defined as the sum of future discounted rewards,
Rt =
∞∑
k=0
γkrt+k+1 (5)
To estimate "how good" it is to be in a given state, the state value function of the reward Vpi(s) is defined as the expected
return starting with state s under policy pi
Vpi(s) = E[Rt|St = s, pi] (6)
where policy pi
pi(a|s) = P[At = a|St = s]
Although state value function suffices to define optimality, it is useful to define as the action value of the reward function
Qpi(s, a)
Qpi(s, a) = E[Rt|St = s,At = a, pi] (7)
Followed-up the introduction of value function, we can generate a gradient ascent-based RL, called Policy Gradient. In
gradient ascent strategy, it targets at modeling and optimizing the policy directly. The policy is usually modeled with a
parameterized function respect to θ, piθ(s, a). The value of the reward function depends on this policy and then various
algorithms, such as REINFORCE (Monte-Carlo Policy Gradient) [18], Deep Deterministic Policy Gradient (DDPG)
[19], Asynchronous Advantage Actor-Critic (A3C) [20], and Proximal Policy Optimization (PPO) [21] can be applied
to optimize θ for the best reward.
The fundamental reward function is defined as
J(θ) = Epiθ[piθ(s, a)Qpiθ (s, a)] (8)
and then compute the gradient,
5θJ(θ) = Epiθ[5θlogpiθ(s, a)Qpiθ (s, a)] (9)
2.2 Actor-Critic
Actor-Critic aims to take advantage of all the good stuff from both value-based and policy-based while eliminating
all their drawbacks, which is the base behind the recent modern RL methods from A3C to PPO. As introduced, the
two main components of a policy gradient are the policy model and the value function. To understanding learning
strategies, the value function can help with policy updates, such as by reducing gradient changes in the original strategy
gradient, which is what the Actor-Critic method does. In specific, actor-critic methods consist of two models, which
could optionally share parameters: a. critic updates the value function parameters w and depending on the algorithm it
could be action-value function Qw(s, a) or state value function Vw(s); b. actor updates the policy parameters θ for
piθ(s, a), in the direction suggested by the critic.
2.2.1 Asynchronous Advantage Actor-Critic (A3C)
The A3C structure [20] can master a variety of continuous motor control tasks as well as learned general strategies for
exploring games purely from the sensor and visual inputs. A3C maintains a policy piθ(st, at) and an estimate of the
value function V (st; θw). Synchronize thread-specific parameters with global ones: θ′ = θ and w′ = w. This variant
of actor-critic can operate in the forward view and uses the same mix of n-step returns to update both the policy and
the value function. The policy and the value function are updated after every tmax actions or when a terminal state is
reached.
The update reward function can be written as
5θ′J(θ′) = 5θ′ logpiθ′(st, at)Aˆ(st, at; θ, θw) (10)
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where Aˆ is an estimate of the advantage function given by,
Aˆ(st, at; θ, θw) =
k−1∑
i=0
γirt+i + γkV (st+k; θ)− V (st; θw) (11)
where k can vary from state to state and is upper bounded by tmax.
As with value-based methods, this method relies on actor-learners and accumulate updates for improving training
stability. The parameters of θ of the policy and θw of the value function are shared, even if they are shown to be separate
for generality. For example, a convolutional neural network has one softmax output for the policy piθ(st, at) and one
linear output for the value function V (st; θw), with all non-output layers shared.
2.2.2 Proximal Policy Optimization (PPO)
PPO [21] is a new family of policy gradient methods for reinforcement learning, which alternate between sampling
data through interactions with the environment and optimising a surrogate objective function using stochastic gradient
ascent. Inspired by avoiding parameter updates that change the policy too much at one step, PPO, explored from Trust
Region Policy Optimization (TRPO), settles this limitation by enforcing a KL divergence constraint on the size of
policy update at each iteration to improves the training stability. Whereas standard policy gradient methods perform one
gradient update per data sample, the objective function enables multiple epochs of minibatch updates, which is simpler
to implement, more general, and has better sample complexity.
The policy of PPO simplifies from TRPO by using a clipped surrogate objective while retaining similar performance.
PPO imposes the constraint by forcing r(θ′) to stay within a small interval around 1, precisely [1− ε, 1 + ε], where ε is
a hyperparameter. The function clip(r(θ′), 1− ε, 1 + ε) clips the ratio within [1− ε, 1 + ε].
The objective function measures the total advantage over the state visitation distribution and actions,
J(θ′) = E[r(θ′)Aˆθ(s, a)] (12)
where r(θ′) = piθ′(s, a)/piθ(s, a), representing the probability ratio between new and old policies.
To approximately maximise each iteration, the “surrogate” objective function is as follows:
J(θ′) = E[min(r(θ′))Aˆθ(s, a), clip(r(θ), 1− ε, 1 + ε)Aˆθ(s, a)] (13)
PPO has been tested on a set of game scenarios and proved to produce awesome results with much greater simplicity
[21].
2.3 Hierarchies
Hierarchical reinforcement learning (HRL) is a promising approach to extend traditional RL methods to solve more
complex tasks [22]. In its most straightforward setting, the hierarchy corresponds to a rooted directed tree, with the
highest-level manager as the root node and each worker reporting to only a single manager. Popular schemes include
meta-learning shared hierarchies [23], option-critic architecture [24] and basic-compound skills [25], which learn a
hierarchical policy whereby a master policy switches between a set of sub-policies. The master selects an action every
n time steps, and a sub-policy executed for n time steps constitutes a high-level action. Another scheme [26] is learning
goal-directed behaviours in environments, where lower-level controllers are supervised with goals that are learned and
proposed automatically by the higher-level controllers.
3 Methods
Toward the propagation of the critics in the hierarchies, we propose HCA, a framework for MARL that considers
multiple cooperative critics from two levels of the hierarchy. To speed up the learning process and increase the
cumulative rewards, the agent is allowed to receive information from local and global critics in a competition task. This
propagation indicated one agent could receive multiple critics, including at least one high-level critic from the manager.
The novelty of this study proofs the concept that considering multiple critics from different levels is beneficial for
training in a hierarchical multi-agent reinforcement learning framework. The assumption is that the higher-level critic
would be beneficial for the agent who only uses the critic of the layer around itself. Thus, we address the modified
advantage function performed by the maximum function in a union set, based on the baseline, the benchmark algorithm
- Proximal Policy Optimization (PPO).
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3.1 Baseline: The Benchmark PPO
PPO-based RL algorithms have performed comparably to or better than state-of-the-art approaches while being much
simpler to implement and tune. In particular, PPO has become the benchmark reinforcement learning algorithm at
OpenAI 1 and Unity 2 because of its ease of use and good performance. Here, we use the PPO as the baseline to validate
experiment environments as well as starting points for the development of novel algorithms.
3.2 Multiple-Critics Assignment
To apply existing RL methods to the problem of agents with variable attention to more than one critic, we consider the
argument for resolving the multiple-critic learning problem. For each critic i, the corresponding advantage function is
Aθi(si, a) generated from the state value function V i(si, θ), depending on the different scale observations O (express
as the state s), and the network parameter θ. Consistent with existing work, the advantage function is extended from the
value function and measures how good the agent’s actions are.
For multiple critics (i = 2, 3...,m), we work with the argument of the minimum objective function, to find the minimum
advantage representing the benefit of choosing a specific action instead of following the current policy. The argument of
the minimum objective function can be written as,
argmin(5J(θ′)) = argmin(E[5r(θ′)Aˆθ(s, a)]) (14)
To achieve a minimized Aˆθ(s, a), we need to find maximize the current state value function V (s; θ) extracted from
Equation (11), which can be written as,
min[Aˆ(s, a)]→ max[V (s; θ)] (15)
That is to say, the set of Vˆi
θ
of the given argument of objective function J(θ′) for which the value of the given expression
attains its maximum value. Because the maximum Vˆ (s, θ) indicates that the action a is the best choice than the current
policy pi(θ), we measure the advantage function performed by collecting individual Vˆ i(s, θ) and choosing the maximum
Vˆ (s, θ), and the corresponding updated value function can be written as,
Vˆ (s, θ) = max
m⋃
i=2
Vˆ i(s, θ) (16)
where m is the total number of critics.
If we consider the n time step intervals of multiple critics, and the m in Equation (16) can be replaced to ht, where
ht = ht+kT , ht = m , k = 2, 3, 4, ... and T is a time period with n time steps; otherwise, ht = 2.
3.3 HCA-PPO
To propagate the critics in the hierarchies, we are the first to develop an HCA framework allowing a worker agent
i to receive multiple critics computed locally and globally. The manager agent is responsible for collecting broader
observations and estimating the corresponding global critic, which will send to the worker agent.
Furthermore, we demonstrate the HCA framework in Fig. 1, which is constructed by the two-level hierarchies with 1
manager agent and 2 worker agents. The local and global critics are implemented by the maximum function illustrated
in the ’multiple-critic assignment’. For simplicity, the experiments presented in this study, it is generally used two-level
hierarchies such as a multi-agent hierarchy with up to 2 manager agents and 4 worker agents for competition. To clarify
our proposed framework clearly, we also show the pseudo-code of our proposed HCA-PPO algorithm as follows.
1https://openai.com/blog/openai-baselines-ppo
2https://github.com/Unity-Technologies/ml-agents/blob/master/docs/Training-PPO.md
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Figure 1: The HCA framework. The multi-agent hierarchy with one manager agent and two worker agents. The worker
receives multiple critics computed locally and globally, and the manager provides the global critic.
Here, we applied the HCA framework in the PPO, called HCA-PPO, or simply HCA framework. The successfully
trained HCA-PPO model requires tuning of the trained hyper-parameters, which is beneficial to the output of the training
process containing the optimised policy. We also set different sizes of observation spaces to train different types of
manager. This investigation allows the involvement of the critic from the manager to improve the training performance.
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For the modified state value function we proposed, the manager and worker share the actors, but they provide the
different critics from the two layers (we consider it is hierarchical), which correspond to the arrows and maximum
function in Fig. 1. The manager receives the share action space from the worker, but the manager only provides a
high-level critic to the worker. This new framework allows us to estimate multiple critics from different levels, which
would further use weighted approaches to fuse critics from different layers and consider optimising the temporal scaling
of critics in separate layers.
4 Experiment
We apply our proposed HCA framework to two types of scenarios in which up to 4 agents compete with each other. We
empirically show the success of our framework compared to the existing method PPO in competitive scenarios, such as
tennis and toy soccer. We have released codes for both the model and the environments on GitHub, which allows being
replicable.
4.1 Unity Platform for MARL
Since many existing platforms, such as OpenAI Gym, lack the ability to configure the simulation for multiple agents
flexibly, the simulation environment becomes a black box from the perspective of the learning system. The Unity
platform, a new open-source toolkit, has been developed for creating and interacting with simulation environments.
Specifically, the Unity Machine Learning Agents Toolkit (ML-Agents Toolkit) [27] is an open-source Unity plugin that
enables games and simulations to serve as environments for training multiple intelligent agents. The Toolkit supports
dynamic multi-agent interaction, and agents can be trained using RL through a simple-to-use Python API.
4.2 Scenario 1: Tennis Competition
We set up a tennis competition scenario in Unity, including a 2-player and a 4-player game whereby agents control
rackets to bounce the ball over a net. The goal of this task is that the agents must bounce the ball between one another
while not dropping or sending the ball out of bounds.
Of note, the agent reward function is +0.1 when hitting the ball over the net and -0.1 when letting the ball hit the ground
or when the ball is hit out of bounds. The observation space includes 8-20 variable vectors corresponding to the position
and velocity of the ball and racket, as well as the distance between the ball and the racket in continuous time steps. The
7
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vector action space is continuous, with a size of 3, corresponding to the movement toward the net or away from the net,
and jumping.
4.2.1 Tennis Competition 1 vs. 1
Figure 2: Tennis competition 1 vs. 1 in Unity.
As shown in Fig. 2, we construct a new learning environment in Unity involving the two-layer hierarchy by introducing
a manager to look at broader observation spaces. The information that the low-level agents (racket workers) collected
includes the position of the target and the position of the agent itself, as well as the velocity of the agent. The start
observation of the manager contains additional variables, such as the distance between the ball and the racket and
information about the previous time steps. These observation state spaces are continuous, and we need them for
initialisation. Here, we provide four types of observation spaces of manager in Table 1 to test our proposed HCA
framework and benchmark algorithm PPO.
4.2.2 Tennis Competition 2 vs. 2
Figure 3: Tennis competition 2 vs. 2 in Unity.
As shown in Fig. 3, we extend the above learning environment in Unity under 4 workers and the single manager settings
(2 vs. 2 tennis scenario). Expecting the locally individual observation, the low-level agents (racket workers) also
access the distance and velocity information of teammates, to avoid the duplicated policies and actions. In terms of the
manager, it contains additional variables, such as the distance between the ball and the racket and information asset in
the previous competition. Here, we provide the original type of observation spaces of worker and manager, and add the
extended type of observation spaces of them, by considering the teammate information, as shown in Table 1.
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4.3 Scenario 2: Soccer Competition
The environment where multiple agents compete in a simplified soccer game in Unity. Agents have two types of
behaviour: striker and goalie. The goal of the striker agent is to push the ball into the opponent’s goal area, and the goal
of the goalie is to prevent the ball from entering its own goal area.
Of note, the reward functions are dependent between striker and goalie. In terms of striker, reward +1 when the ball
enters the opponent’s goal, and reward -0.1 when the ball enters own team’s goal. We set -0.001 as the existential
penalty of the striker. On the contrary, in terms of the goalie, reward -1 when the ball enters the opponent’s goal, and
reward +0.1 when the ball enters own team’s goal. Then we set +0.001 as the existential penalty of the goalie.
As shown in Table 1, the observation space of worker includes 112 variable vectors, corresponding to local 14 ray casts,
each detecting 7 possible object types, along with the object’s distance. In terms of the observation space of manager, it
includes98 variable vectors corresponding to local 14 ray casts, each detecting 6 possible object types, along with the
object’s distance. Perception is in a 180-degree view from the front of an agent. The striker has 6 actions corresponding
to forward, backward, sideways movement, as well as rotation, and the goalie has 4 actions corresponding to forward,
backward, sideways movement.
4.3.1 Soccer Competition 2 vs. 2
The environment where 4 agents compete in a 2 vs. 2 toy soccer game, as shown in Fig. 4. In this soccer game, it
has two types of workers, offence and defence, which need to be controlled differently. We used the "multi-brain
training" in Unity, as each team contains both 1 striker agent and 1 goalie agent, where each trained using separate
reward functions with its observation and action space.
Figure 4: Soccer competition 2 vs. 2 in Unity.
4.4 Training Settings and Metrics
4.4.1 Training Settings
The hyper-parameters for the RL used for training are specified in Table 2, which provides the initialisation settings
that we used to interact with the tennis or soccer competition environment. In specific, the batch size and buffer size
represent the number of experiences in each iteration of gradient descent and the number of experiences to collect before
updating the policy model, respectively. Beta controls the strength of entropy regularisation, and epsilon influences how
rapidly the policy can evolve during training. Gamma and lambda indicate the reward discount rate for the generalised
advantage estimator and the regularisation parameter, respectively.
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4.4.2 Training Metrics
We save statistics during learning session to view with a TensorFlow utility named, TensorBoard. Here, we measure
four metrics for assessment of training performance.
1. Environment metrics:
(a) Cumulative reward − The mean cumulative episode reward overall agents by interacting with the
environment. Should increase during a successful training session.
(b) Episode length − The mean length of each episode in the environment for all agents in the environment.
2. Policy metrics:
(a) Entropy − How random the decisions of the model are. Should slowly decrease during a successful
training process.
(b) Value estimate − The mean value estimate for all states visited by the agent. Should increase during a
successful training session.
5 Results
We provide the training performance of the HCA framework (HCA-PPO) and baseline benchmark algorithm (PPO).
The PPO uses an independently local critic for each agent, without information sharing, thus rendering the environment
non-stationary from a single-agent perspective. However, our HCA-PPO can present a semi-centralised critic by
hierarchically assigning a critic to estimate the updated value function, which can be beneficial for an independent
learner to be known to struggle in hierarchically cooperative settings.
In the following findings, it shows that the HCA-PPO is efficient and more general than the PPO; as such, we chose two
example scenarios for use with the 2-player or 4-player tennis and 4-player soccer competition. To study the training
process in more detail, we used TensorBoard (set smoothing = 0.8) to demonstrate the cumulative reward, episode
length, entropy, and value estimate for training metrics.
5.1 Tennis Competition 1 vs. 1
As shown in Table 1, we set 4 types of the observation spaces of the manager by adding broader information, such as
the distance between the ball and the racket, previous-time (memory-wise) position and velocity. Here, we compare the
metrics’ performance between our HCA-PPO with 4 types’ observations and benchmark (PPO).
As shown in Fig. 5, all HCA-PPO results showed higher cumulative reward and longer episode length with short
training steps, compared to the PPO. Similarly, the value estimate increased rapidly in our HCA-PPO compared to the
PPO. Both methods experience a successful training process, as they both presented a slowly decreased entropy.
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Figure 5: The training metrics for tennis competition 1 vs. 1.
5.2 Tennis Competition 2 vs. 2
For the extended tennis competition, the 2 vs. 2 scenario, we firstly use the original observation as demonstrated
in the 1 vs. 1 scenario. Still, we also consider the teammate relationship, such as the distance between teammates,
to be an extended observation as the team cooperation learning. As shown in Table 1, we set 2 categories of the
observation spaces of the worker and manager, original observations and extended observations, to identify if the
extended observation can benefit from achieving a higher reward. Similarly, we compare the metrics’ performance
between our HCA-PPO and benchmark PPO, in terms of original and extended observations.
Figure 6: The training metrics for tennis competition 2 vs. 2.
As shown in Fig. 6, if we only consider the original observations, our HCA-PPO outcomes still showed higher
cumulative reward and longer episode length with short training steps, compared to the PPO. Furthermore, if we
add the extended observations, the cumulative reward trained by the PPO has increased compared to the HCA-PPO
without extended observations, indicating that the extended observations by considering teammate relationship are
significant for the training process. Additionally, we include the extended observations in HCA-PPO and PPO to
compare their training performance. The metrics, cumulative reward and episode length, shows our HCA-PPO has a
better achievement compared to the PPO. Similarly, the value estimate increased rapidly in our HCA-PPO compared to
the PPO. Both methods experience a successful training process, as they both presented a slowly decreased entropy.
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5.3 Soccer Competition 2 vs. 2
For the soccer competition, we set the original observation spaces for the worker and the modified observation spaces
of the manager to assess a different view, as shown in Table 1. During the training stage, we trained both brains, one
brain with a negative reward for ball entering their goal and another brain with a positive reward for ball entering
opponents’ goal. As the mean reward will be inverse between striker and goalie and crisscrosses during training, so we
only demonstrate the training metrics for the striker agent, as shown in Fig. 7. The corresponding training metrics for
the goalie agent are inversed from the striker agent.
Figure 7: The striker’s training metrics for soccer competition 2 vs. 2.
In terms of the striker, our findings in Fig. 7 presented the cumulative reward in PPO increased around the starting
points and then decreased after 200K training steps, suggesting this trial without a reliable learning process. However,
our HCA-PPO can achieve a positive with higher cumulative rewards compared to the PPO. What is more, the episode
length in PPO is interesting, which keeps rising due to a possibly unstable learning process, but the episode length in
HCA-PPO is stable after 60K training steps. Additionally, the value estimate of our HCA-PPO could increase and
converge after 60K training steps.
6 Discussion and Conclusion
In this study, we developed the HCA framework (HCA-PPO) considering the global information to speed up the learning
process and increase the cumulative rewards. Within this framework, the agent is allowed to receive information from
local and global critics in a competition task. We tested the proposed framework in three tasks (2-player 1 vs. 1 tennis
competition, 4-player 2 vs. 2 tennis competition, and 4-player 2 vs. 2 soccer competition) in the Unity environment by
comparing with a benchmark algorithm: PPO. Of note, the PPO is good to approximate the ideal function that maps an
agent’s observations to the best action an agent can take in a given state, which has been selected to be superior to other
approaches in OpenAI and Unity for multi-agent reinforcement learning.
The results showed that our proposed HCA-PPO outperforms the non-hierarchical critic baseline PPO on MARL tasks.
The novelty of this study shows a proof-of-concept that considering multiple critics from different levels is beneficial
for training in a hierarchical multi-agent reinforcement learning framework, so we choose a simple scenario as a piece
of evidence. We set different sizes of observation spaces to train different types of manager, say different types of
high-level critics. All outcomes show the improved performance by considering the critic from the higher-level critic.
If the number of agents is large, we would further use weighted approaches to fuse critics from different layers and
consider optimising the temporal scaling in separate layers and investigate more existing approaches for comparisons in
the next stage. In future work, we will explore weighted approaches to fuse critics from different layers and consider
optimising the temporal scaling in different layers. Furthermore, we will extend the number of agents and the number
of layers, and even allow for more than one manager at the highest level of the hierarchy. We expect the possibility,
in more exotic circumstances, of considering more general multi-agent reinforcement loops in which each agent can
potentially achieve the maximum reward hierarchically.
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