Packet classification has become one of the most important application techniques in network security since the last decade. The technique involves a traffic descriptor or user-defined criteria to categorize packets to a specific forwarding class which will be accessible for future security handling. To achieve fast packet classification, we propose a new scheme, Hierarchical Cross-Producting. This approach simplifies the classification procedure and decreases the distinct combinations of fields by hierarchically decomposing the multi-dimensional space based on the concept of telescopic search. Analogous to the use of telescopes with different powers * * , a multiple-step process is used to search for targets. In our scheme, the multi-dimensional space is endowed with a hierarchical property which self-divides into several smaller subspaces, whereas the procedure of packet classification is translated into recursive searching for matching subspaces. The required storage of our scheme could be significantly reduced since the distinct field specifications of subspaces is manageable. The performance are evaluated based on both real and synthetic filter databases. The experimental results demonstrate the effectiveness and scalability of the proposed scheme.
Introduction
The expansion of IP traffic has been fast growing due to the fact that business on the Internet has moved from a convenience to a mission-critical platform. At the same time, network security service has become much more difficult, as broadband networking technologies substantially increased the capacity of networking and enabled a wide-range of feature-rich high-speed communication services. Since the firewalls and network intrusion detection systems (NIDSs) are the most commonly used network security systems, their capability to manage a large amount of incoming traffic is critical. A serious problem would arise if the search performance of network security systems cannot keep pace with the incoming traffic: attackers may overload the systems by injecting worst-case traffic. This problem has been recognized and approached by improving the search performance of packet classification [1] , [2] . The filters for packet classification consist of a set of fields and an associated action. Each field, in turn, corresponds to one field of packet headers. The value in each field could be a variable-length prefix, range, explicit value or wildcard. The five most common fields include source and destination IP address prefixes, source and destination port ranges of the transport protocol and a protocol type in a packet header [3] . Formally, we define a filter F with k fields as F = ( f 1 , f 2 , . . . , f k ). While performing packet classification, a packet header P is said to match a particular filter F if for all i, the i th field of the header satisfies f i . Each action has a cost that defines its priority among the actions of the matching filters, and only the least-cost action from the matching filters is applied [4] .
The problem of packet classification can be treated as a point location problem in a multidimensional space, i.e. finding the enclosing region of a point for a given set of regions. Unfortunately, even for non-overlapping regions, the bounds for N rules and k fields (k > 3) are O(log N) in time with O(N k ) space, or O(log k−1 N) time and O(N) space [5] . Consequently, scalability is one of the major issues in packet classification. Since the performance of packet classification might degrade severely as the filters increase in number, several heuristic proposals have been proposed to deal with a large number of filters; for instance, the hash-based schemes [6] and the decision-based schemes [7] , [8] . However, these algorithms do not perform well in either speed or space for certain filter databases and sometimes a tradeoff between time and storage is inevitable. By recognizing the limits of the previous schemes, we are motivated to develop a new scheme.
In this work, we adopt the concept of telescopic search to design our algorithm. Telescopic search refers to the use of a telescope to identify a target from distance, and it mainly consists of two steps. The first is the use of a low-power mode to identify a rough location of the target. This step provides a panorama that omits the details. Then, a more focused field of view under high-power is used to search for the target with more precision and clarity. On the basis of the telescopic search, we propose a new scheme, Hierarchical Cross-Producting (HCP), to improve the performance of five-dimensional packet classification. Our scheme improves storage efficiency by dividing a mul-tidimensional space into multiple subspaces. Each subspace could be divided into smaller subspaces whose number is controllable. Therefore, the cost of searching for a matching subspace is much lower than that for a matching filter. For every target, the procedure of packet classification is recursive until a matching filter has been found. Our scheme extends the scalability of cross-producting based schemes [5] , [9] and achieves fast lookup with minimum storage.
The rest of the paper is organized as follows. Section 2 presents related work. Section 3 explicates our new concept. The proposed scheme is presented in Sect. 4. Section 5 presents the experimental setup and results. Finally, Sect. 6 summarizes this work.
Related Work
Several algorithms for classifying packets have appeared in the literature [5] - [7] , [9] - [11] . These existing algorithms can be divided into four categories according to their approaches. The following subsections provide a brief description of the existing algorithms.
Hardware-Based Solutions
There are two subcategories of hardware-based solutions, ternary content addressable memory (TCAM) and bit vector. The TCAM cell stores an extra "Don't Care" state to support arbitrary bit mask matches, such as IP address lookup and packet classification. TCAMs are effective for single-match packet classification with a high degree of parallelism [4] .
Another scheme, Lucent Bit Vectors (LBV) [10] , performs k one-dimensional searches to derive k lists of filters with at least one matching field. The matching filters could be derived by intersecting these lists. Since each list is in the form of bit vector, LBV is suitable for hardware implementation; however, its space complexity is O(kN 2 ). Further work in [12] introducing aggregate bit-vectors demonstrated dramatic improvement in the speed performance of LBV.
Hash-Based Solutions
The hash-based idea [6] has given rise to multidimensional filters in a previous study [13] . The filters with identical prefix length combination are stored in a hash table, and the prefixes can be concatenated to create a hash key for hash table access. For example, the two-dimensional filters F = (10 * , 110 * ) and G = (11 * , 001 * ) both belong to the tuple T 2,3 . When searching for T 2,3 , a hash key is constructed by concatenating two bits of the source field with three bits of the destination field. The matching filters can be found by probing each tuple alternately. Rectangle Search and Pruned Tuple Space Search are designed to improve the performance of tuple space search. In [14] , [15] , the speed and storage performance of the rectangle search are improved by reducing the number of tuples. In [16] , Entry Pruned Tuple Search (EPTS) enhances the pruned tuple space search by storing pruning information in each filter in the form of a bitmap of tuples containing non-conflicting filters. However, inserting a new tuple might cause all tuple bitmaps in the filters getting updated. In addition, the required storage is related to the number of tuples, hence the EPTS scheme may not be scalable with respect to the size of tuple space.
Decision-Tree-Based Solutions
The algorithms based on decision tree include works presented in [11] and [7] . Both schemes use the data structure of decision tree to divide the filters into multiple groups. Each group corresponds to a leaf node of the decision tree, and a linear search is used to traverse the group. The number of filters in each group is limited by a pre-defined value. The cut rule at each node may either be a value [11] or a bit [7] of any field. An optimized set of cut rules would minimize the required storage and search time. HyperCuts presented in [8] further extends the single-dimensional cut rules into multi-dimensional ones.
Combination-Based Solutions
The combination-based algorithms use a general technique, Cross-producting, which involves lookups of best matching prefixes on individual fields and the use of a precomputed table to combine the results of individual prefix lookups [9] . However, this scheme suffers from an O(N k ) memory blowup for k-field filters. In [5] , Gupta et al. presented an algorithm, Recursive Flow Classification (RFC), that can be considered as a generalization of crossproducting by performing cross-producting recursively. In each iteration, only a subset of the inspected fields is used to generate a cross-product table and the unmatched entries are eliminated for storage saving. The algorithm improves the consumption of storage significantly, but its space complexity remains O(N k ). Likewise, in the case of two-field filters, this scheme is identical to the cross-producting scheme and has a memory requirement of O(N 2 ). In brief, storage requirement persists to be an issue for the cross-productingbased algorithms.
The time and storage complexity of the existing algorithms are listed in Table 1 . For comparison, the performance of our scheme is also listed. In this table, W is the [10] O
N: number of prefixes, W: maximum prefix length, k: number of inspected fields, B: memory bus width, α: a predefined constant.
maximum prefix length in a filter. For IPv4 packet classification, the longest prefixes are the 32-bit source and destination IP address prefixes. B is the memory bus width, which denotes the number of bits in one memory access. α is a predefined constant for our scheme, and α value could vary from 2 to 32. As regarding the scalability of the existing algorithms, they are limited by either dimensions (e.g., Rectangle Search [6] ), speed (e.g., Pruned Tuple Space Search [6] ) or storage (e.g., Cross-producting [9] , RFC [5] and HyperCuts [8] ) in the worst case. However, some of the previous work have shown advancement by manipulating data structure [5] , [8] , [11] . Our approach takes the idea further and intends to achieve better performance.
Telescopic Search
Before applying our telescopic search to cross-producting, let us briefly introduce the concept first. Assume that we have a target in a distant landscape ( Fig. 1 (a) ). The most effective way to find the target under the telescope would be first tuning to low-power to allow a quick scan of the entire landscape and to narrow down the search area. Then, we can switch to high-power to survey a small area with greater precision ( Fig. 1 (b) ). The essence behind the concept is its temporary omission of every piece of information in the first step. We believe that the search could grant us with efficiency and accuracy when fishing from massive amount of information. Now, let us apply telescopic search to packet classification. We use an example of two-field filters to show our design in Fig. 2 . Assume that there are five filters in the filter database ( Fig. 2 (a) ). For each field, there are six different ranges (including wildcards). The original cross-producting scheme would generate 36(= 6 × 6) different range combinations. Each combination will be associated with one or multiple blocks in Fig. 2 (b) . The blocks in the up-right (or bottom-left) corner are the cross-product of the vertical (or horizontal) ranges from the up-left corner and the horizontal (or vertical) ranges from the bottom-right corner. Since these blocks are not matched by any filter, a default action would be enacted for the matching packets. These blocks would lead to redundant entries and increase the memory consumption. Moreover, the condition gets worse as the (a) Viewing at low-power.
(b) Viewing at high-power.
Fig. 1
While viewing at low-power, it is difficult to search for an inconspicuous target. After focusing in a specific area, the inconspicuous target in Fig. 1 (a) can be viewed with enlarged size and increased clarity in Fig. 1 (b) .
number of fields increases. We note that the redundant entries can be minimized when telescopic search is used in packet classification. Initially, we inspect the ranges which are fully covered only by wildcards and ignore the other ranges. Thus, only the ranges created by F 0 and F 3 in the horizontal axis are inspected. The other ranges are ignored since they are blurred at the current level of power. Similarly, two ranges created by F 2 and F 4 in the vertical axis are inspected. With the wildcards of both axes, nine blocks are formed, and two of them (i.e., block 2 and 3 in Fig. 2 (c) ) are redundant. For any given packet matches to the redundant blocks, the default action will be activated. If the packet matches to the other two blocks, the combinations of the previously ignored ranges will be extracted and browsed for further detail, as shown in Fig. 2 (d) . Although one extra search step is required, the number of range combinations is reduced. In this example, the number of range combinations is reduced from 36 to 22(= 3 × 3 + 3 × 3 + 2 × 2). As a result, by ignoring the details early on, we can eliminate the storage requirement effectively.
We also note that the telescopic search could be treated as a specialized bottom-up version of subspace clustering [17] . The techniques of subspace clustering find the similarity among the objects, which are usually represented as a point in multidimensional space. However, in the problem of packet classification, the objects are represented as a hyperrectangle since each side could be a range. Moreover, the number of objects in each cluster in subspace clustering is not limited due to its purpose. In packet classification, we must limit the cluster size in order to avoid slow search performance. Therefore, the existing algorithms of subspace clustering cannot apply to the problem of packet classification in a straightforward manner. For this reason, we develop a new algorithm for the purpose of fast and efficient packet classification.
Hierarchical Cross-Producting
In this section, our scheme, HCP, based on the telescopic search is presented. In our scheme, the ranges in the filters are represented by a series of prefixes. 
Once a range is converted into more than one prefix, the corresponding filter is duplicated as well [9] . To ease our description, we assume that all the inspected fields have been transformed into prefixes. We note that our approach of range to prefix transformation could support incremental updates. Although there are other approaches of range to prefix transformation, these approaches may not be suitable for software implementation [18] - [20] . We use the concept of telescopic search to divide the multidimensional space into several subspaces. Each subspace may contain one or more filters. Also, each filter might exist in several different subspaces. In each subspace, if the number of prefix combinations is too large, the subspace can be further decomposed into smaller subspaces. The search procedure starts from performing the lookup for the best matching prefix (BMP) of each field. What comes along with the BMP searches is the fragments of prefixes for indexing subspaces. Next, we cross-product the first fragments of all fields to derive the best matching subspace by referring to the cross-product table. If the matching subspace contains only one filter, the search procedure would be complete. Otherwise, next fragments are further cross-producted to index the smaller subspaces. The cross-producting is repeatedly executed until the matching filter is retrieved.
Our scheme is different from the existing crossproducting-based schemes.
While the original crossproducting scheme generates all combinations at once and RFC selectively picks several fields for cross-producting, our scheme performs cross-producting for all dimensions simultaneously.
Our procedure of space decomposition starts from generating the sides of each subspace. Since each side is expressed as a prefix, the generation of sides is analogous to generate prefixes of the sides (sprefixes) from the original prefixes. We note that the generated sprefix might be an existing prefix or a new one. The procedure of space decomposition consists of three steps: 1) generation of sprefixes, 2) subspace processing and 3) construction of the subspace cross-product tables. We describe each of the steps in further details in the following subsections.
Side Prefix Generation
First of all, we generate sprefixes to replace the original prefixes in the filters. The number of the sprefixes is controllable through adjusting the number of the original prefixes within a sprefix. First, the original prefixes of each field are extracted from the filters to construct a binary trie. Then, the Side Prefix Generation Algorithm shown in Fig. 3 is executed upon the constructed binary tries. The algorithm marks the nodes corresponding to the sprefixes according to a pre-defined threshold value α which indicates the number of prefixes to be included. The algorithm recursively traverses the binary trie with the order of depth first search. Each recursive instance returns an integer indicating the number of prefixes or sprefixes successive or corresponding to the current node. For a recursive event of node i , the returned values from the instances of traversing the child nodes of node i are summed up. If the summed value is greater than or equal to α, a node of the sprefix is marked. Otherwise, the summed value is returned to the caller of the current instance. We use seven three-field filters † in Table 2 as an exam- † We use the three-field filters due to the difficulty of illustrating a five-dimensional space. Fig. 4 The generation of sprefixes for the filters in Table 2 .
ple to show the procedure of generating sprefixes. Assume that α (i.e., the number of included prefixes) is two. The prefixes extracted from the filters are used to construct three binary prefix tries, as shown in Fig. 4 , where the dark-gray circles represent the nodes with the original prefixes. After executing our algorithm upon the prefix tries, three sprefixes for f ield 1 , five for f ield 2 and three for f ield 3 are generated.
The nodes corresponding to sprefixes are marked with triangles, where the number aside each triangle denotes the number of its nested sprefixes. The numbers of the nested sprefixes will be used in the procedure of generating subspaces in Sect. 4.2. Intuitively, adjusting the value of α could change the number of sprefixes. The number of sprefixes is directly proportional to the number of subspaces. Therefore, a larger value of α would result in fewer sprefixes as well as subspaces, where each subspace is larger. In addition, the complexity of searching for the best matching subspaces would be decreased. However, a larger subspace would store more filters and increase the complexity of searching for the matching filters within a subspace. On the other hand, a smaller α would result in the increase of the number of smaller subspaces. Hence, the search for a matching subspace is complicated while the search procedure within a matching subspace could be simplified. Accordingly, we could achieve a better balance between the speed and storage performance by adjusting the value of α.
Subspace Processing
Next, we use the sprefixes to generate multidimensional subspaces in the following procedure.
Each sprefix is labeled with the number of its nested
sprefixes, i.e., the number of its shorter matching sprefixes. With the labels, the sprefixes are categorized into different nested levels. For example, the nested level of sprefix "110 * " of Field 2 is 2 since there are two shorter sprefixes, " * " and "1 * ", that match "110 * " in Fig. 4 . 2. We cross-product the first-and second-level sprefixes of every field to generate subspaces, where each subspace corresponds to a combination of sprefixes. The first-level sprefixes are included in the cross-product table since the search key may not match any secondlevel sprefixes. Therefore, the first-level sprefixes must be used to generate the cross-product table to avoid the case where there is no matching subspaces. Next, each filter is categorized into one subspace which can fully cover the filter. If there are several candidate subspaces, the smallest one is chosen to store the filter. We note that there is only one such subspace since each filter has only one longest matching sprefix for each field. We call this subspace the best-matching subspace of the processed filter. Furthermore, the other subspaces which are covered by the best-matching subspace are checked to determine whether they are partially overlapping † with the processed filter. If yes, the subspace keeps a copy of the processed filter to maintain the accuracy of the search procedure since this subspace might be matched by a search key which matches to the best-matching subspace. 3. After the step of filter categorization is accomplished, the previous two steps are repeated for each generated subspace to further categorize the stored filters based on the second-and third-level sprefixes. We also include the second-level sprefixes in the cross-product table for the same reason as described above. Some fields of the subspaces may not have longer sprefixes. For these fields, a wildcard is used. The procedure is repeated until one of the following criteria is met. The first is when the subspace stores only one filter, since generating a smaller subspace for the filter is not necessary. Second, there is no smaller subspaces that can be generated through cross-producting sprefixes.
We use the filters in Table 2 to demonstrate the procedure. First, the sprefix " * " is labeled as 0, "010 * " and "1100 * " are labeled as 1 in Fig. 4 (a) . We also tag the number of shorter sprefixes for each sprefix node in Fig. 4 (b) and 4 (c). Since three sprefixes of Field 1 , two of Field 2 and three of Field 3 are labeled with 0 and 1, 18(= 3 × 2 × 3) subspaces are resulted. Next, we examine the best-matching subspace for each filter in Table 3 . Only four distinct subspaces contain at least one filter. Each filter is stored in its best-matching subspace. We list these subspaces with their stored filters in Table 4 . The filter, F 6 , is stored in S 0 which corresponds to the original space. Since F 6 completely cov- † Two spaces are said to partially overlap with each other if they overlap with each other but have no superset-subset relationship, e.g., the spaces of F 0 and F 3 in Table 2 . (010 * , 1 * , 101 * ) F 4 (1100 * , 1 * , 0 * ) F 5 (1100 * , 1 * , 0 * ) F 6 ( * , * , * ) Table 4 The generated subspaces and the stored filters in the first iteration. Subspace sprefix combination Stored filters
(1100 * , 1 * , 0 * ) Table 5 . In the third iteration, F 0 and F 3 are further categorized by using their third-level sprefixes of Field 2 to generate S 6 . A three-dimensional view for the filters and subspaces in Table 5 is presented in Fig. 5. 
Cross-Product Table Construction
After generating the subspaces, we generate a cross-product table for each subspace by cross-producting the referred sprefixes and prefixes. We could assign a unique sequence number to each sprefix and prefix. We found that the array- Table 5. based cross-product table is not feasible here. Because there are different sprefixes and prefixes in each subspace, the sequence number used in each cross-product table may not be consecutive. Therefore, the cross-product table is implemented as a hash table whose hash keys could be generated by concatenating the sequence numbers. Each cross-product entry may represent a subspace or a filter. In the first case, the starting address of the hash table of the corresponding subspace is recorded. In the second case, we directly store the action of the corresponding filter.
In Table 5 , we generate seven cross-product tables. The number of the cross-product entries for S 0 is 18(= 3 × 2 × 3). The numbers of cross-product tables for subspaces S 1 ∼ S 6 are 3(= 1×3×1), 2(= 1×2×1), 2(= 1×2×1), 2(= 1×2×1), 18(= 3 × 2 × 3) and 8(= 2 × 2 × 2), respectively. While the original cross-producting requires 180 entries, the proposed scheme requires only 53 entries.
With the proposed scheme, each filter is contained in at least one subspace and each subspace can be stored in at most W subspaces. For those filters stored in more than one subspace, the extra storage are limited by the maximum size of the generated cross-product table, (2α) k . Therefore, the required storage is 2 k NWα k in the worst case.
Lookup Procedure
The lookup procedure consists of two parts. In the first part, we perform k BMP searches for the corresponding fields of the incoming packet to derive the sequence numbers of the matching sprefixes and BMP. For the fields of source and destination addresses, the existing BMP scheme can be easily accomplished within two to five memory accesses [13] .
The search of the BMP in the other fields can be resolved by maintaining direct access arrays with 2 16 entries (for source and destination ports) or 2 8 entries (for protocol field). Besides the algorithmic solutions, TCAM is also a feasible solution since the number of address prefixes in the classifiers are usually much less than that of routing tables.
Next, we cross-product the sequence numbers of the The geometrical representation of our search procedure for the filters in Table 2 .
second-level sprefixes of every field to access the crossproduct table corresponding to the original space (e.g., S 0 in Table 5 ). If there is no matching second-level sprefixes, the first-level sprefixes, " * ", is used. If the fetched entry is a pointer to the cross-product table of a subspace, we further access the cross-product table by using the sequence number of the next-level sprefixes. Similarly, for the field without longer sprefixes, the current sprefix is used. The procedure is repeated until there is no matching subspaces. Then, the sequence numbers of the BMPs for each field are used to retrieve the matching filter. We use the filters in Table 2 as an example to show the search procedure for a packet header, 11000, 11010, 00101 . The first sprefixes for accessing the cross-product table are "1100 * , "1 * " and "0 * ". By concatenating their sequence numbers to generate a hash key, the cross-product entry which stores the pointer of S 2 is fetched. Since a subspace is retrieved, the sprefixes of the next level are used. However, there is no third-level sprefixes for Field 1 and Field 3 for the incoming packet header, we still use the second-level sprefixes, "1100 * and "0 * ". The sequence numbers of the sprefix combination, "1100 * , 110 * , 0 * ", are used to fetch the pointer of S 5 . Since no smaller subspace is available in S 5 , the sequence numbers of k BMPs are then used to access S 5 and derive the matching filter, F 5 . The geometrical representation of the lookup procedure is illustrated in Fig. 6 . With our procedure, the complex packet classification is divided into several simple cross-producting operation. As a result, the overall complexity is significantly reduced.
The lookup procedure of HCP is essentially a multidimensional index algorithm, such as R-tree [21] and MVRtree [22] . However, both R-tree and MVR-tree may need to search more than one subtree for each node, and thus the worst-case search performance cannot be guaranteed. In contrast, HCP finds only one matching subspace in each step. The worst-case search performance is bounded by the maximum number of steps (i.e., W). Moreover, HCP finds the matching subspace with one memory access by constructing a cross-product table for each subspace, while the R-tree and the MVR-tree have to check each entry of a node.
Since the number of sprefixes for each field is W at most, the maximum steps of cross-producting is W. The time complexity is O(Wk) by taking the k BMP searches into account. We can further improve the throughput with two aspects in the hardware implementation. First, the BMP searches could be performed in parallel. Second, we could adopt pipeline implementation by allocating cross-product tables into different processing elements according to their levels. With these improvements, one packet classification for every memory access is achievable.
Update Procedure
The filter update can be categorized into three categories: change, deletion and insertion. To ease our explanation, we treat changing a filter as the equivalent deleting the original filter and inserting a new one.
To perform filter deletion, the duplicated entries in every subspace should be removed. In the worst case, W(2α) k cross-product tables are updated. However, our data structure consists of multiple cross-product tables which can be independently updated, and the use of hash-based crossproduct tables also avoids table reconstruction. Moreover, the existing literature has reported that filter overlapping is quite rare [5] , [12] ; thus, the update cost is moderate in practice.
For filter insertion, the cross-product table of the subspaces, which are stridden by the inserted filter, are updated. The cost is identical to the cost of filter deletion. However, the entries in the updated cross-product tables might be larger than (2α) k .
Similar to the existing combination-based schemes, the update performance of our scheme is not good due to the cost of updating cross-product tables. However, our scheme only updates partial tables for most cases while the existing schemes must reconstruct their data structures [5] , [9] . In addition, our scheme generates less cross-product entries than the existing schemes. Therefore, our scheme outperforms the existing combination-based schemes in the update performance.
Performance Evaluation
In this section, we use real and synthetic filter databases to investigate the performance of our scheme. The performance evaluation consists of two parts. In the first part, the performance of our scheme is evaluated based on real filter databases. We also relate our numerical results to other existing schemes in a performance study. The second part further tests the scalability of our scheme by using the synthetic databases. In both parts, the performance metrics include the required storage in kilobytes and the numbers of memory accesses in the worst case.
Real Filter Databases
We use three real filter databases that are publicly available in [23] . The numbers of filters vary from 283 to 1,702, and each filter has five fields. The numbers of the unique field values in the real databases are presented in Table 6 . We also show the numbers of the cross-product entries of the original cross-producting scheme. The numbers of filters would affect the generated cross-product entries. Also, a raised number of distinct prefixes in one field can significantly affect the storage performance.
We show the performance difference caused by different alpha values ranging between 2 and 32 in Table 7 , where the term "cross-product" is abbreviated as CP. For three real filter databases, we evaluate the numbers of subspace levels, cross-product tables, cross-product entries and the maximum sizes of the cross-product tables. The former three metrics show the effect of different α values, since a larger α would lead to fewer cross-product tables and vice versa. The last metric can present the geometrical properties of the filter databases by illustrating how close the filters are to each other. The probability is higher for storing filters close to each other in a subspace, which results in a large crossproduct table.
As shown in Table 7 , the total number of the required entries are largely reduced as compared to the original crossproduct scheme, while the number of memory accesses retains acceptable values. The results support our scheme of space decomposition that categorizes the filters into different cross-product tables. Since each cross-product table stores less filters, the required storage is reduced as well. Our scheme is particularly effective for the filters which are sparsely distributed since the number of filter overlaps is decreased. On the other hand, our scheme cannot improve the case with volume filter overlaps since the field combinations of these filters cannot be eliminated through space decomposition. However, such filters are relatively low in current filter databases [24] . According to the different values of α, we can summarize three trends: 1) the numbers of memory accesses are inversely proportional to the value of α; 2) the numbers of cross-product tables are inversely proportional to the value of α; 3) the maximum size of the cross-product table is proportional to the value of α k . However, the total crossproduct entries are not proportionate to the values of α. With the α values 4 and 8, our scheme generates the fewest CP entries as compared to the other α values. This is due to a leverage between the number of cross-product tables and the number of the entries in each cross-product table.
We further illustrate the trade-off between storage and speed in Fig. 7 . As described above, the α values 4 and 8 are the best configurations for our real databases. While α = 4 can achieve better storage performance, α = 8 leads to better speed performance. For other filter databases, a suitable α value can be determined by examining the filters for the best balance between speed and storage performance.
Next, we compare our scheme with several notable algorithms, including ABV [12] , HyperCuts [8] and RFC [5] . The source codes for the existing algorithms are publicly available in [23] . For ABV, the aggregate size is 32 bits, and the memory width is 256 bits. Hypercuts adopts the setting in which the space factor is 1 and bucket size is 32. The comparisons of storage and speed performance are listed in Tables 8 and 9 , respectively. For the storage performance, our scheme outperforms ABV and HyperCuts in most cases. Tables  Table  Entries   2 However, our scheme has better search performance than these two algorithms. Contrarily, our scheme is slower than RFC, but has much better storage efficiency. Therefore, our scheme could achieve better search performance while maintaining storage performance.
Synthetic Databases
To further evaluate the scalability of our scheme, we use ClassBench [25] to generate five-dimensional synthetic databases for further evaluation. Each database is initialized with 16,000 filters. After removing the redundant filters, the actual number of filters in each database is usually less than 16,000. The storage and speed performance are listed in Tables 10 and 11, respectively. The experimental results of RFC are not included since it takes up too much storage. As compared to the existing schemes, our scheme features relatively stable storage requirements, except for the case of FW1. We observed that the filters in FW1 massively overlap with each other. Therefore, these filters cannot be categorized by using the technique of space decomposition, which also causes HyperCuts to have poor storage performance. In addition, our scheme yields better search performance than the existing algorithms, as shown in Table 11 . From the results, we believe that our scheme achieves a better balance between storage and speed performance than the existing schemes.
Conclusion
Packet classification plays a crucial role in the applications of network security. Previous approaches tend to rely on hardware support to achieve fast classification. However, such prerequisite may not be always feasible for network applications; an example would be firewalls with large rule sets. To improve the feasibility of packet classification, we developed a new algorithm, Hierarchical Cross-Producting, to hierarchically decomposes the multidimensional space into smaller subspaces. For each subspace, a cross-product table, which is implemented by a hash table, is generated. Through controlling the number of distinct fields in each subspace, the required storage can be greatly reduced, especially for the sparse filters. We also demonstrated the speed and storage efficiency as compared with previously proposed algorithms. Our algorithm not only supports incremental updates but also improves the scalability of crossproducting by promoting space efficiency. Therefore, we believe that the applications of network security can benefit from our algorithm by the consolidation of data protection.
