The Cell processor offers substantial computational power which can be effectively utilized only if application design and implementation are tuned to the Cell architecture. In this paper; we examine application characteristics whichfacilitate efficient use of the Cell processor; and those which present obstacles to it. Moreover; we consider possible solutions designed to mitigate inefficiencies. The target application in our study is the GROMACS molecular dynamics package. We have accelerated the most-often used compute-intensive kernel while maintaining the constraints imposed by the structure of the surrounding program. The significant contribution of this paper is the consideration of the kernel in the context of a complex end-to-end application, with irregular data and code patterns, rather than an isolated kernel code. For this challenging scenario, our results show a 2X speedup versus hand-tuned VMX/SSE code running on high-end PowerPC and x86 uniprocessor machines.
Introduction
Sony, IBM, and Toshiba (STI) collaborated to develop the Cell Architecture based on IBM's PowerPC technology. Parallelism and high-speed communication are key features of this technology which can accelerate many applications to high levels of performance. Although it was designed with gaming and multimedia processing in mind, other uses have been considered, including scientific computing. Williams et al. investigated the performance of Cell on several benchmark kernels for dense matrix multiplication, sparse matrix vector multiplication, stencil computations, and Fast Fourier Transforms (FFT) [13] . Molecular Dynamics (MD) belongs to the class of nbody scientific problems, which track the evolution of a system of particles based on the interactions between them. Classical MD is based on Newtonian mechanics of atoms in a system of molecules and is accurate enough for many uses of MD. In this study, we report on the porting to the Cell processor of a widely-used classical MD program, the GROningen MAchine for Chemical Simulation (GRO-MACS) [12, 9, 1] .
Like many scientific codes, the evolution of GROMACS has been influenced by advances in both computing and the application domain, computational chemistry. The functionality enabled by its many lines of code is dependent on a mathematical model and an underlying representation that is used extensively throughout the software. Substantial change is undesirable, both because it will require extensive and complex modifications, and because it may interfere with the subsequent integration of scientific improvements into the code. In this study, we have maintained the constraints that arise from the structure of the program and its data. The integrity of the program is preserved, and in this respect, we offer a more complete investigation of the issues that arise when porting an entire real-world application to the Cell processor.
The Cell Processor
In its first incarnation, the Cell processor [7] features nine cores. One core, the Power Processor Element (PPE) consists of a 64-bit Power Processing Unit (PPU) with LI and L2 caches. The other eight cores are Synergistic Processing Elements (SPE), each consisting of a Synergistic Processing Unit (SPU) designed for high performance compuation on 128-bit vectors and a Local Store (LS). An SPU has 128 128-bit registers and is capable of dual issue. The LS is a high-speed 256KB memory for both code and data used by an SPU; the SPU may execute loads and stores only upon the contents of the LS. DMA is used to transfer data Generate neighbor lists (every N time steps)
Integrate to update positions Figure 1 . Tasks performed in a single time step of a GROMACS simulation. The kernel we optimized calculates forces due to short-range nonbonded interactions between water molecules. between memory and the LS, between two SPEs, or between the PPE and an SPE. The Element Interconnect Bus (EIB) provides fast on-chip communication among the PPE, SPEs, and memory controller via four high speed rings.
There are some features of the chip which are of particular importance to programmers. The SPUs are quite adept at single-precision (SP) floating point, but significantly slower at double-precision (DP). The SPUs lack hardware branch prediction, so branches should be avoided or hinted well. Since the SPU operates on vectors, they should be used wherever possible. Since an SPE's DMA unit operates independent of the SPU, data transfers can occur simultaneously with computation. Signal notification and mailbox registers, and their accompanying access commands allow for passing of short messages among the PPE and SPEs; these are especially useful for synchronization.
The Cell processor offers significant potential speedup compared to a conventional scalar single-core processor running at the same clock speed. SPE vector operations offer a 4X speedup for single precision floating point operations. Using all eight SPEs yields an 8X speedup on top of that, for a total of 32X speedup versus a typical scalar single-core processor. Additional time may be saved by overlapping computation and data tranfers, using the EIB for SPE-to-SPE data transfer, and making good use of the low latency LS. However, contention for memory and other resources, thread coordination overheads, and load imbalance are just a few reasons peak performance may not be reached.
GROMACS
GROMACS is highly optimized for uniprocessor execution, with hand-tuned code, assembly loops, and manual loop unrolling. Commonly used and compute-intensive portions of the program have been optimized for SSE on Intel PCs and AltivecNVMX on PowerPCs. While it supports a DP floating point mode, it is often used in SP mode. The program reads in the initial configuration of the system from disk, then calculates the interactions between atoms and updates their coordinates over a series of time steps, periodically recording the results to disk.
Within each simulation step, several computational tasks must be completed. Bond forces must be calculated between bonded atoms. Electrostatic and van der Waals forces between nonbonded atoms must be calculated based on their positions and charges. Atom velocities and positions, as well as the enegry, pressure, and temperature of the system, must be updated based on the forces. Figure 1 represents a simplified view of the tasks performed in each simulation step, including a break-down of the different force calculations.
Nonbonded force calculations often dominate the running time, since each atom is only bonded to at most a few others. Calculating pair-wise forces between all nonbonded pairs of atoms in the system would take O(n2) time. Instead, GROMACS computes forces upon each atom from other atoms within a certain cut-off radius. Long-range forces are calculated using particle-mesh methods.
Code Targeted for Optimization
GROMACS employs several dozen kernels for the shortrange nonbonded interactions, each offering a different combination of methods for electrostatic and van der Waals forces. Many are optimized for interactions between water molecules. A common technique of MD is to simulate a protein in a box of water, resulting in many nonbonded interactions between water molecules. In the benchmark simulation configuration for the Villin headpiece [6] , over 90% of the system is water. Eighty-three percent of the time in that simulation is spent in nonbonded kernel 112, which is optimized for calculating interactions between water molecules. Other simulations also spend the majority of their run time in that kernel. We chose it as the target of our enhancements for execution on the Cell processor.
We use the Villin headpiece benchmark as a the primary sample input for development and testing, including the tests for performance results presented in Section 5. This simulation spans 5000 time steps. The system consists of the Villin protein and 3,000 water molecules (9000 atoms), for a total of about 10,000 atoms.
Constraints Imposed by the Code
As explained in Section 1, we leave in place the constraints imposed by the code and data structures of the GROMACS program as a whole. A key constraint is the neighbor list generation. The composition of the neighbor lists determines which groups of atoms will interact in the simulation, in which kernels, and in which order. We refrain from redistributing or reordering the neighbor lists for several reasons: to avoid disturbing the kernels which we are not accelerating, to keep program complexity to a minimum, and to avoid the added cost of reorganizing the data in memory. The following segment of pseudocode demonstrates how the contents of the neighbor lists drive the inner loops at the heart of our computational kernel: Note that the trip count of the inner loop is variable, and dependent on the number of j molecules with which each i molecule interacts. This irregularity presents difficulties for code vectorization.
The neighbor lists also reflect the fact that GROMACS employs the Newton's Third Law of Motion, calculating the force between two atoms only once. While this cuts the running time in half, it also limits the possibility of spatial decomposition and introduces the possibility of concurrent writes. The latter is the subject of Section 4.2, considering a multi-SPE version in which forces are evaluated in parallel.
Also complicating the vectorization of the code is the inherent three-dimensional nature of the MD problem, which must be mapped to four-element vector registers in the Cell SPU. This issue is addressed in Section 4.1.2.
Porting GROMACS to Cell
We chose an iterative approach to port the code to the Cell processor. We first compiled GROMACS for the PPE, which required no changes to the code, and confirmed that it runs successfully. After that, we extracted the portion of the code targeted for enhancement, kernel 112. GROMACS provides optimized VMX, SSE, and scalar versions of this kernel. We created a test environment for the kernel based on its interface to the rest of the GROMACS program and the data structures it uses. We ported the kernel to the SPE, made some improvements, and then parallelized across the SPEs. We made improvements on the code through testing on the Cell system simulator and a 2.4 Ghz Cell blade.
PPE to Single SPE
When moving code from the PPE to the SPE, some key distinctions between them must be kept in mind. One is that the instruction sets, and low-level intrisics in code which depend upon them, are not the same. The VMX vector permute intrinsic, for example, does not map directly to an SPU intrinsic. Another is that all data and code needed for processing on the SPE must reside in the SPE LS, and DMA calls must be used to move data into and out of the LS. These issues must be addressed for code to run at all on the SPE.
We had two kernel implementations from which to choose as a starting point for our SPE port. The VMX code, hand tuned for exactly 32 Once the data is transferred, it is extracted from the surrounding data and moved into vectors. These also are 16B long, another mismatch with our data and a source of extra work. Unless we change the memory layout of the complete GROMACS program to pad the arrays, we must perform this extra work. The SPU's shuffle operation is used to correctly position the 36B needed into the vector registers of the SPE. An example shuffle is shown in Figure 3. 
Vectorization
There are two options to vectorize the data and the code that processes it. The first is to vectorize using the Structure of Arrays (SoA) form. A basic SoA arrangement is illustrated in Figure 4 We are encouraged by the results, although the gains are more modest over other machines with vector units, most notably the PowerPC 970. There is no competitive advantage from vector processing in the SPU in those comparisons, so all speedups must be accomplished by parallelizing across SPEs and using the LS and communication features of Cell effectively. Also, the need for PPE processing for other tasks in GROMACS necessitates the reloading and write-back of atom data to and from LS each step, whereas machines with large L2 caches may see all or most data accesses hit in L2 cache. The cost of dealing with misaligned vector loading is a major contributor to less-than-optimal Cell performance: Of the 326 cycles per inner loop iteration in the last multi-SPE version, only 157 cycles are spent on floating point operations. As shown in Figure 6 , the remainder of the cycles are spent manipulating data, including shuffling vector elements and reading the inner lists for the neighbor groups.
Related Work
Ab-initio (first principles) simulations study MD at quantum-level precision. Car-Parrinello Molecular Dynamics (CPMD), a high performance ab initio MD program, has been experimentally ported to Cell [3] .
Folding@Home is a large-scale distributed computing project devoted to protein folding, a major application of molecular dynamics [8] . A modified version of GROMACS is at the core of the x86 and PowerPC software client implementations. In partnership with Sony, Folding@Home will be offering a client for the PlayStation 3, although it is unclear whether that client is based on GROMACS code [10] .
There is also an ongoing effort toward compiler optimizations and tools to simplify programming on Cell. Researchers at IBM are refining compiler techniques for automatic workload partitioning and local store buffer allocation and management on the Cell BE [5, 4] . 7 Conclusions and Future Work GROMACS is representative of many scientific applications in that it has been highly optimized for sequential execution and exhibits irregular data access patterns and code structure. This makes it difficult to implement efficiently on Cell. We have achieved speedup on the water interaction kernel 112, the most-often used in GROMACS using vectorization, parallelization across SPEs, the quick access LS, and the high speed EIB rings. There is a significant potential for improvement by more efficiently handling the data manipulation (particularly shuffle operations) in the LS. We are investigating better use of shuffle patterns and code ordering for software pipelining, especially since the SPU is a dual-issue processor.
In terms of Cell developer enablement, several tools would be helpful for carrying out a similar porting task in future. Ensure that all code and libraries are branchless if possible. Provide library functions for double buffering and for efficient collective operations across SPEs such as gather, scatter, and sum reduction. Difficulty handling misaligned data and irregular data accesses could be helped by utilities for efficient index array usage and indirection. Writing back to memory and reloading LS is costly but inevitable if the parts of the application run in the PPE or coherency is needed between SPEs. This should be considered when examining an application's suitablility for Cell.
GROMACS as a whole consists of dozens of kernels and several thousand lines of code. Optimizing the entire program for the SPEs could potentially take several man-years. Since we have optimized only one kernel, the application as a whole would not see as large a speedup. Overhauling the whole application could also help to create code and data layout better suited to the Cell processor, but we feel that the effort required would be prohibitive. Optimizing a handful of the frequently used kernels would be reasonable. Optimization for Cell can be time-consuming, but incremental improvements do lead to better and better performance and are well positioned to take advantage of future increases in the number of SPEs.
