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1. 序 
生態系システムは、多種多様な代謝反応やプロセスを持ち、分子レベルの相互作用
を有する。メタボロミクスは、この複雑な生体系システムを評価するにあたり重要な
アプローチとなる。核磁気共鳴（NMR）を用いたメタボロミクスは、代謝変動など
の複雑系を網羅的に評価可能なアプローチであり、さらに NMR はスループット性、
再現性、機関間互換性が高く、得られた分光データの比較・共有が可能であり、ビッ
クデータの取得・解析に適正がある 1。当研究室では NMR メタボロミクス技術を応
用し、天然環境に生息する魚類の組織や地域間の代謝変動（参考論文 4）、魚類組織、
底泥（参考論文 1）、生息水との有機・無機栄養成分の相関関係（参考論文 3）、さら
に魚類における非侵襲的な飼料評価が可能な技術開発（参考論文 2）を報告してきた。
NMR メタボロミクスの多くは試料収集および調製、測定、スペクトル処理、代謝産
物同定、データマイニングの手順に従って行われる。データマイニングとしては主成
分分析（PCA）および部分最小二乗（PLS）などの教師無し・教師有りによる解析が
一般的であるが、さらに高精度で重要な因子を抽出可能なデータマイニング手法の開
発が重要と考えられる。近年では深層ニューラルネットワーク（DNN）*1、サポート
ベクターマシン(SVM)、ランダムフォレスト（RF）などの機械学習のアプローチは
メタボロミクスの分野 2に導入されており、メタボロミクスに DNN を適用した研究
では、乳癌組織を正確に判別する報告がされている 3。本研究では日本沿岸および河
口環境で採取した魚類代謝プロファイルに DNN を適応した回帰分析を行った。さら
にアンサンブル学習*2のアルゴリズムを DNN に組み合わせ、魚類筋組織の代謝プロ
ファイルから体長を予測する EDNN(Ensemble DNN )を開発し、DNN 等の従来の機
械学習と比較し妥当性の評価を行い、また魚類における成長に関与する重要因子(代
謝物)の抽出を試みた。 
 
2. 実験方法 
2.1 試料調製 
本研究で使用した魚類の筋組織代謝物データは、日本沿岸で採取した 20 科 24 種の
502 試料を用いて測定した。解剖ののち筋組織は、凍結乾燥した後、粉砕機（Tokken、
Inc.、Chiba、Japan）によって微粉化を行った。粉末化した筋組織試料に重水素化
メタノール（99.8％）を加え、50℃で振盪し可溶成分を抽出し、遠心分離による上清
を NMR 試料管に挿入し NMR 測定を行った。 
 
2.2 NMR 測定 
700 MHz の NMR 装置（Bruker AVANCE II 700 spectrometer; Bruker BioSpin 
GmbH, Rheinstetten, Germany）を用いて NMR 測定を行った。代謝物を帰属する
ために、24 種の魚類筋組織を混合した高濃度の試料を調製し、1H-13C Heteronuclear 
Multiple Quantum Correlation （ HSQC ） お よ び HSQC-Total Correlation 
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図 1 1H-NMR による魚類筋組織代謝プロファイル PCA 
（A）第一主成分（PC1）と魚類体長によるスコアプロッ
ト（n = 502、k = 106）。 記号形と色は生息域を示す。 （B）
第一主成分の因子負荷量と化学シフトを示し、それぞれ
赤:アミノ酸、ピンク：核酸、緑：脂質のピークを表す。 
Spectroscopy（TOCSY）による測定を行った。 得られた 2 次元 NMR スペクトルか
ら、データベース（SpinAssign, HMDB）および文献による代謝物の帰属を行った。
さらに、帰属の正確性を高めるために Statistical Total Correaltion Spectroscopy
（STOCSY）および Statistical Heterospectroscopy（SHY）*3を用いた。各個体の
筋組織は 1H-NMR により得られたスペクトルを数値化した後、代謝プロファイルの
特徴抽出に用い、一部は EDNN アルゴリズムの性能評価に用いた。 
2.3 データ分析 
1H-NMR スペクトルで検出された各ピークの位置情報と強度を数値化するために
rNMR ソフトウェアによるピーク
ピックを行った。得られた 106 ピ
ークの強度は総和強度で正規化を
行い、R ソフトウェアによって
PCA を行った。機械学習には R パ
ッケージの「randomForest」によ
る RF、「e1071」による SVM を行
い、DNN・EDNN は「mxnet」及
び以前の研究で開発されたアルゴ
リズム 4 の一部を使用して行った。
それぞれの機械学習による回帰モ
デルは k-fold による交差検証を行
った。 
 
3. 研究結果 
3.1 魚類代謝物の特徴抽出 
24 種の魚類筋組織を混合した試
料の HSQC および HSQC-TOCSY 
NMR スペクトル及び、STOCSY と
SHYによる強化の結果102ピークの31
代謝物の帰属を可能にした。1H-NMR
測定により得られたスペクトルを数値化した後、教師なし学習の PCA による特徴抽
出を行った結果、PCA の第一主成分が体長に影響していることが明らかになった（図
1A）。さらに PCA の因子負荷量から、魚の体長の増加に伴うヒスチジンおよび脂肪
酸の増加、およびロイシン、グリシン、アラニン、およびフェニルアラニンなどのア
ミノ酸が減少していることがわかった。また魚類筋組織中の代謝物ピーク強度と魚類
の体長との相関解析を種ごとに行った。その結果、ヒスチジンと体長の相関が底生魚
種と比較して、アジ科やサバ科の回遊性魚類において高いことが分かった。 
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3.2 EDNN アルゴリズムの開発 
本研究では、DNN の回帰性能向上のため、アンサンブル型 DNN アルゴリズムの
開発を行った。EDNN アルゴリズムは、ブートストラップ法*3 に基づく DNN 分類
器数（number of classifiers: nc）の生成、その分類器に使用される変数のランダムサ
ンプリングの割合（ratio of random variables: rrv）、及び統合に用いる分類器の割合
（ratio of weighted classifiers、rwc）の 3 つのハイパーパラメータを DNN に追加
して作成した（図 2）。交差検証のため分けられた訓練データは、ブートストラップ
法に基づき、「nc」の値の数だけ分類器（小分類器とする）が生成される。その際、
それぞれの小分類器は「rrv」に基づいた数の変数を訓練データから引き出し回帰モ
デル生成を行う。小分類器内では、ブートストラップ法によって訓練データと分けら
れた試験データから、二乗平均平方根誤差（RMSE）による回帰モデル性能の評価と
RMSE に基づく変数の重要指数の算出を行った。全ての小分類器は RMSE によって
順位付けされ、「rwc」の値に基づき結果の統合に用いる小分類器を決定した（図 2B）。 
 
3.3 回帰性能の評価 
まず EDNN 法のハイパーパラメータ（nc, rrv, rwc）の最適化のため、24 種のうち
生態が大きく異なるマハゼとマアジ、マコガレイの魚種を選択し検討を行った（図 3）。
小分類器の数である nc 値は、150 と 300 で回帰性能に大きな差は現れなかったが、
わずかに 300 で改善した。rrv 値の変化は魚種ごとに異なる挙動を示したが、0.1 か
ら 0.2 付近で最も高い回帰性能を示し、rwc 値はより低い値にすることで高い性能を
示した。しかし rrv と rwc 値はともに 0.2 以下にするとモデル構築に使用されない変
図 2 アンサンブル型 DNN の構造図 
（A）アルゴリズムの全体図。（B）DNN 分類器の内部構造。 
図 3 EDNNパラメータ検討 
rwc 値(A)及び rrc 値(B)
の変化と●RMSE 及び
〇変数量の変動 
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数が現れたため、nc 及び rrv、rwc
の値はそれぞれ 300 及び 0.2、0.2
を魚類代謝プロファイルによる回
帰モデル生成の最適値とした。 
これらのハイパーパラメータを
用いた EDNN と、通常の DNN 及
び RF、SVM との性能比較を 24 種
のうち 8 種を選択して行った（表
1）。EDNN アルゴリズムの回帰モ
デルによる交差検証の結果を実測値と予測値によるプロットで示した（図 4）。EDNN
法の RMSE による回帰精度は 8 種全ての魚種について通常の DNN 法よりも優れた
値を示し、RF および SVM と比較して半分以上の魚種でより優れた回帰性能を示し
た。さらに、EDNN 法によってモデルの構築に寄与した変数の重要指数を算出する
こと可能であった。これらの変数は成長に対して応答した代謝物を識別した。 
 
4. 討論 
24 魚種による PCA の第一主成分と体長と散布図は、タラ科 2 種を除き帯状に繋が
った。PCA による因子負荷量から、この 2 種の代謝プロファイルが同サイズの他魚
種に比較して脂肪分が少ないことを明らかにした。これらのタラ科 2 種は脂肪が少な
表 1 8 魚種による各機械学習の回帰性能結果 
赤字は 4 手法で最小の RMSE を示す。 
図 4 8 魚種による EDNN の回帰分析結果 
プロットは実測値及びモデルによる予測値を表し、魚類ラベルに隣接
する数字は RMSE を示す。赤線は実測値と予測値が完全に一致する直
線であり、青線は RMSE による予測誤差を示す。 
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い魚種であることが一般的に知られており、その性質が代謝プロファイルに現れたこ
とが示唆された。タラ科を除くほとんど魚種では体長の増加に相関して脂肪酸を増加
させた。魚類が体長の増加により、持続的なエネルギー源として脂肪酸を増加させる
ことが考えられた。また、魚種ごとに個々の代謝物と体長の相関解析を行うことで、
ヒスチジンなどの特定の物質で種や生態によって成長による応答が異なることを明
らかにした。回遊性が強く所謂赤身と呼ばれる魚種は、白身と呼ばれる魚種と比較し
ヒスチジンが豊富であり、体長との相関性を持った。ヒスチジンは長時間・長距離的
な活動を維持するための赤筋と関連するという報告があり、生態によってはヒスチジ
ンをより増加させることがこれらの解析から示唆された。 
EDNN アルゴリズムの回帰モデル生成の結果、回帰性能が魚種ごとに大きく異なる
ことが示された（図 4）。いくつかの魚種は高い回帰性能を示したが、試料のサイズ
分布小さい試料では充分な性能が得られなかった。しかし、類似した試料数やサイズ
分布を持つ種に回帰性能の差が現れたことから、魚種によって成長に対しの代謝物の
変動に差があると推測する。これらの魚種による差は DNN、RF、SVM アルゴリズ
ムによる回帰分析においても同様の結果が得られた。また、EDNN によって体長に
応じて増加・減少する物質の重要指数が、魚種によって大きく異なることを明らかに
した。これは魚種の生態やサイズに影響されると考えられ、異なる種の成長性の評価
への応用が期待できる。これらの結果は、本研究で開発した EDNN によるアプロー
チが、様々な魚類の筋組織の代謝プロファイルと体長の回帰関係を分析するための有
用なツールであることを示した。 
 
5. まとめ 
1)  多様な魚類の成長と筋組織代謝プロファイルにおける関係性を見出た。 
2)  成長と筋組織代謝プロファイルの関係性は種や生態によって異なる応答を示すこ
とを明らかにした。 
3)  魚類の筋組織代謝プロファイルから体長の予測を可能にし、その代謝物の重要指
数を導き出す EDNN アルゴリズムを開発した。 
4)  EDNN は従来の DNN に比べ検討に使用した全ての魚種で優れ、その他方法の機
械学習に比べ半数以上の魚種で優れた回帰性能を示した。 
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8. 用語リスト 
*1深層ニューラルネットワーク（DNN） 
ニューラルネットワークとは人間の脳神経を模したアルゴリズムであり、深層ニュー
ラルネットワークはニューラルネットワークが層に重なったものである。教師有り学
習では誤差逆伝播法によって、教師データをもとに神経に重み付けを繰り返すことで、
正解を導き出す分類器を作成する。 
 
*2アンサンブル学習 
アンサンブル学習は、ランダムフォレストなどで用いられる機械学習法における構造
の 1 つであり、複数の分類器を作成し融合された統合分類器を用いて、分類または回
帰性能を改善する手法である。 
 
*3 STOCSY および SHY 
STOCSYおよびSHYは、同一の代謝産物のシグナルが同一に増減することを利用し、
STOCSY は単一の原子核による測定の、SHY は異種の原子核を対象に測定したスペ
クトルから個々のサンプル間の変動を基に疑似的な 2 次元相関を占めす。 
 
*3ブートストラップ法 
ブートストラップ法は標本集団から、その標本集団と同じ数だけランダムに重複を許
し抽出し（復元抽出）、標本としてモデルの誤差などを分析する方法である。EDNN
では復元抽出された標本を訓練用データとして小分類器を作成し、復元抽出からあぶ
れた標本を小分類器の試験データとして用いている。 
 
 
