We prove that the maximal dimension of a p-central subspace of the generic symbol p-algebra of prime degree p is p + 1. We do it by proving the following number theoretic fact: let {s 1 , . . . , s p+1 } be p + 1 distinct nonzero elements in the additive group G = (Z/pZ) × (Z/pZ); then every nonzero element g ∈ G can be expressed
Introduction
Let p be a prime integer and let F be a field. We study symbol p-algebras of degree p, i.e. central simple algebras of degree p over F with char(F) = p. Such a symbol algebra is of the form A = F x, y : x p − x = α, y p = β, yxy −1 = x + 1 for some α ∈ F and β ∈ F × . We denote this algebra by the symbol [α, β) p,F . It is a division algebra if and only if F[x : x p − x = α] is a field extension of F and β is not a norm in this field extension. Otherwise it is isomorphic to the p × p matrix algebra M p (F) over F. The p-torsion of Br(F) is generated by such algebras (proven originally by Teichmüller, see [GS06, Theorem 9.1.4] and [Alb61, Chapter 7, Theorem 30]). The fact that the p-torsion of Br(F) is generated by symbol algebras in the case of char(F) p and F containing primitive pth roots of unity was proven only a few decades later in [MS82] . An element z ∈ A is called p-central if z p ∈ F. If z is p-central and not central then one can write A as [α, z p ) p,F for some α ∈ F. These elements are therefore vital for understanding the structure of A and the different symbol presentations it can take.
Definition 1.1. An F-vector subspace of A = [α, β) p,F consisting only of p-central elements is called a p-central subspace of A.
A . This symbol modification explains why β must not be a norm in order for the algebra to be a division algebra: if β is the norm of some
which contains a nilpotent element and thus is clearly not a division algebra. This treatment of p-central spaces was extended in [Cha17] to tensor products of symbol algebras in order to bound the symbol length of algebras of exponent p over fields with a prescribed upper bound on the dimension of anisotropic polynomial forms of degree p, following the example of [Mat16] that treated such spaces in the case of char(F) p and F containing primitive pth roots of unity. We are interested in the p-central subspaces of A and above all in their maximal dimension. We conjecture that the maximal dimension is p + 1, noting that one can extend the key example mentioned above to the (p + 1)-dimensional p-central space F[x]y + F. This is known to be true when p = 2 or 3: for p = 2 it is enough to notice that the subspace of elements of trace zero is 3-dimensional; for p = 3 see [MV14, Theorem 6 .1].
In this paper, we prove the conjecture in the "generic case", i.e. for a symbol algebra [α, β) p,F where F is either the function field K(α, β) in two algebraically independent variables α and β or the field K((α −1 ))((β −1 )) of iterated Laurent series over some field K with char(K) = p. An equivalent statement was proven in the case of char(F) p and F containing primitive pth roots of unity in [CGM + 16]. We prove the main statement by reducing the problem into a number theoretic question and answering this question independently.
Preliminaries

The trace and norm forms
Let p be a prime integer and let F be a field with char(
There is therefore a natural embedding of Φ : A ֒→ M p (E). The trace and determinant of any element in Φ(A) are in F (see [GS06, Section 2.6]). We can therefore consider the trace form Tr : A → F mapping each λ ∈ A to Tr(Φ(λ)), and the norm form N : A → F mapping each λ to det(Φ(λ)). In particular, the identity element 1 in F is mapped to the identity matrix in M p (E) whose trace is p, i.e. 0. Note that N(zt) = N(z)N(t), Tr(z + t) = Tr(z) + Tr(t) and Tr(cz) = cTr(z) for any z, t ∈ A and c ∈ F. Another way to understand the trace form is the following: every noncentral element λ in [α, β) p,F generates a field extension of degree p over F. Therefore it satisfies some minimal polynomial equation 
Remark 2.1. For each ℓ in {0, . . . , i} we have
This fact is well-known and follows directly from Newton's identities and the characteristic polynomial of x. We present here an alternative proof:
Proof. Note that
For ℓ = 0 we have
Suppose ℓ 0. Note that the multiplicative group (Z/pZ) × is cyclic of order p − 1. Let g be its generator. Then
From the equality
, and so Tr(x p−1 ) = Tr(1) + αTr(x −1 ) = −1. We can also derive this fact as a corollary of Remark 2.1 in the following way:
and by Fermat's little theorem,
We outline these computations in the following remark:
Remark 2.2. The trace form Tr : A → F maps every element [MRSV, Theorem 36] ). Note that although in this condition we are using a specific basis of V, the property of being p-central is independent of the choice of basis. 
Trace condition for being p-central
The rest of the paper is dedicated to proving this theorem. By Remark 2.3, 1 ) ) of the same dimension. Therefore it is enough to prove the theorem for K((α −1 ))((β −1 )). Moreover, in §1 we gave an example of a p-central subspace of dimension p + 1. Hence, it is enough to show that every (p
and v be the right-to-left (α −1 , β −1 )-adic Henselian valuation on F. Recall that the value group Γ F of F is Z × Z. For general introduction to valuation theory on division algebras see [TW15] .
Remark 3.2. The algebra A is a division algebra.
Proof. We use the necessary and sufficient condition for a symbol algebra to be a division algebra mendtioned in §1. Consider the equation λ p − λ = α over F. Suppose it has a root z. Then z + k is also a root for any k ∈ Z/pZ. 
Since
we have π = α r β s x p−1 where
is the number of terms in Σ.
p − 1 and p is prime, n is not a multiple of p. Therefore Σ is nα r β s x p−1 , and by Remark 2.2 the trace of Σ is a Laurent series whose leading term is −nα r β s , and thus it is nonzero.
In the following section we prove that the conditions of Proposition 3.3 are satisfied. 
The Number Theoretic Problem
The set { (i 1 , j 1 ) , ..., (i p+2 , j p+2 )} from Proposition 3.3 consists of p + 2 distinct elements in G. Thus there are at least p + 1 nonzero elements in this set. If we take g to be (p − 1, 0) and S to be p + 1 nonzero elements from { (i 1 , j 1 ) , ..., (i p+2 , j p+2 )}, then the conditions of Proposition 3.3 are satisfied. Thus by proving Theorem 4.1, we complete the proof of Theorem 3.1.
Proposition 4.2.
Suppose p is an odd prime and n a positive integer. Let a 1 , . . . , a n be integers prime to p with a 1 + · · · + a n 1 (mod p). Then for any integers
Remark 4.3. For any integers a and b with gcd(a, p) = 1, the function σ : {0, 1, . . . , p − 1} → {0, 1, . . . , p − 1} mapping each t to the representative of the (mod p)-congruence class of b − at is injective, and so σ is a permutation.
Proof of Proposition 4.2.
Since a 1 , . . . , a n are prime to p, Remark 4.3 implies that there are permutations σ 1 , . . . , σ n : {0, . . . , p − 1} → {0, . . . , p − 1} satisfying σ k (t) + ta k ≡ b k (mod p) for any k ∈ {1, . . . , n} and t ∈ {0, . . . , p − 1}. Let ϕ : {0, . . . , p − 1} → Z be the function defined by ϕ(t) = t + σ 1 (t) + · · · + σ n (t). Since
the integers ϕ(0), . . . , ϕ(p − 1) belong to different (mod p)-congruence classes, and so they are different in pairs as integers. Now
+ 1 for each t ∈ {0, . . . , p − 1}, then since ϕ(0), ..., ϕ(p − 1) are distinct integers we have
Consequently there exists some t ∈ {0, . . . , p − 1} for which ϕ(t) ≤
2 . Take then d n+1 = t and d k = σ k (t) for any k ∈ {1, . . . , n}. 
Proof.
(1) Since s 1 , s 2 are linearly independent, G = s 1 , s 2 and we can present g as e 1 s 1 + e 2 s 2 . Taking in Proposition 4.2
we get non-negative integers
(2) Since s 1 ∩ s 3 = {(0, 0)} we have G = s 1 , s 3 and can present g as e 1 s 1 + e 3 s 3 for some e 1 , e 3 ∈ {0, ..., p − 1}. Moreover s 2 = as 1 and s 4 = bs 3 for some a, b 0, 1 (mod p). If e 1 = 0 or e 3 = 0, then we can present g as e 3 s 3 or e 1 s 1 and clearly e 1 , e 3 ≤ p − 1. Otherwise we use Proposition 4.2 twice: once with n = 1, a 1 = a, b 1 = e 1 , and the second time with n = 1, a 1 = b, b 1 = e 3 . Thus we
.
We are now ready to prove the main theorem of this section.
Proof of Theorem 4.1. If p = 2, then since G has exactly 3 nonzero elements, S = G \ {(0, 0)} and g ∈ S .
Let p be an odd prime. The number of proper nonzero subgroups of G is p + 1, and each one contains p − 1 nonzero elements. Thus, by the pigeonhole principle, there are two cases to deal with:
(1) The set S intersect only two of the proper nonzero subgroups of G. 
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