In this paper we introduce a novel two-dimensional Tree-Grid method for solving stochastic control problems with two space dimensions and one time dimension or equivalently, the corresponding Hamilton-Jacobi-Bellman equation.
Introduction
Stochastic control problems (SCP) arise in many application where the stochastic (Itô) process is controlled with respect to time and state in order to optimize the expectation of some utility or cost function. The problem of searching for an optimal control strategy can be often treated by solving the 5 underlying partial differential equation (PDE), the so-called Hamilton-JacobiBellman (HJB) equation, cf. [1] .
Overview of the numerical methods
Either way, solving the SCP directly or solving the HJB equation, numerical methods are often needed as closed form solution are rarely known. For the one-10 dimensional SCP (with one controlled stochastic process for one state variable) various numerical methods were developed. Based on the approximation of the time-continuous stochastic process with a discrete chain, Markov chain approximation methods are presented in [1] . Implicit finite difference methods (FDM) for solving HJB equations were presented for example in [2] . The advantage 15 of these methods in contrast to the explicit FDMs is their unconditional stability and monotonicity. In [3] , a method based on a transformation of the HJB equation was developed. The advantage of using this approach is that we don't need to solve the optimization problem in each time-layer.
Recently a new explicit but still unconditionally stable and monotone scheme, 20 the so-called Tree-Grid method, was developed by the authors [4] . This method combines the tree structure of the trinomial tree methods for option pricing, with the grid used typically in FDMs and can be regarded as some special explicit FDM or a Markov chain approximation. A useful modification of this method was presented in [5] . As the explicitness and great flexibility of the method 25 (unconditional stability with any grid spacing) exhibit clear advantages of this method, we are interested here in generalizing this method to two state-space dimensions (two controlled stochastic processes).
In two space dimensions, a generalization of the implicit unconditionally stable method of Wang and Forsyth [6] was presented in [7] and later used in 30 [8] . The main idea of this method is combining the wide and the fixed stencil depending on the correlation in the particular time-space node. Alternatively, explicit methods based on the ideas of Kushner and Dupuis [1] presented in the papers [9, 10, 11] can be used. These are wide stencil schemes stable under some CFL condition. Moreover, in these methods a linear interpolation of the grid values is needed. Our generalization of the Tree-Grid method presented in this paper also falls into this class of wide stencil schemes, however it overcomes two shortcomings: it is unconditionally stable for any grid and no interpolation of the grid values is needed. Furthermore, as this two-dimensional (2D) Tree-Grid method is explicit, it is also suitable for parallelization. 40 
Problem formulation
We are concerned with searching for the value function V (x, y, t) of the following 2-dimensional general stochastic control problem (SCP):
V (x, y, t) = max θ(x,y,t)∈Θ
dX t =µ x ( * t )dt + σ x ( * t )dW
dY t =µ y ( * t )dt + σ y ( * t )dW 
with * t =(X t , Y t , t, θ(X t , Y t , t)), 0 < t < T, x, y ∈ R, where x, y are the state variables and t is time. Here,Θ denotes the space of all suitable control functions (see e.g. [1, 12] ) from R 2 × [0, T ] to a set Θ. For our purpose, we will assume Θ to be discrete. If this is not the case, we can easily achieve this property by its discretization. Now following the Bellman's principle, the dynamic programming equation holds:
where 0 ≤ t j < t j+1 ≤ T are some time-points andΘ tj is a set of control functions fromΘ restricted to the R 2 × [t j , t j+1 ) domain. Using the dynamic programming equation (5), it can be shown [12] , that solving the SCP (1)- (4) is equivalent to solving the two-dimensional Hamilton-Jacobi-Bellman (HJB) equation:
where σ(·), µ(·), r(·), f (·) are functions of x, y, t, θ. We should note that the maximum operator in (1) and (6) can be replaced by a minimum operator and the whole following analysis will hold analogously. A possible generalization of the SCP with corresponding HJB equation is a stochastic differential game
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with the corresponding Hamilton-Jacobi-Bellman-Isaac equation [13] . Further generalizations can be found in [14] .
Construction of the 2D Tree-Grid algorithm
In this section we will derive the two-dimensional Tree-Grid algorithm for solving the problem (1)-(4). We will use the ideas that were widely explained 50 in [4] , [5] and we refer interested readers to these papers. We will work on a three-dimensional rectangular domain with two space dimensions and one time dimension. For a fixed control θ, the candidate for a value in each node V (x i , y j , t k ) will be computed from seven values from the next time layer t k+1 . Figure 1 illustrates this approach. We will denote these seven values in this 55 context simply as stencil located at (x i , y j , t k ). The weights of these seven values can be interpreted as probabilities and therefore we demand, that the moments of such discrete random variable are matching with the moments of the increment of the two-dimensional stochastic process (2)-(4) with the fixed control θ at least asymptotically. Then, the actual value V (x i , y j , t k ) will be 60 computed as a maximum of the candidates. For handling nodes close to the boundary we suppose that we know, how the solution behaves in the outer neighbourhood of the boundaries, and that we can describe this behaviour with a boundary function BC(x, y, t). The terminal condition in the time-layer t M = T reads V (x, y, t M ) = V T (x, y). The stencil size in each direction is roughly proportional to the square root of the variance coefficient in that direction multiplied by the discretization parameter h.
Notation
At first, before discussing how to choose the stencil nodes around node (x i , y j , t k ), and the proper weights, we present here the notation used in the sequel:
• x 1 , x 2 , . . . , x Nx -space discretization in the first space dimension.
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y 1 , y 2 , . . . , y Ny -space discretization in the second space dimension.
• ∆ k t = t k+1 − t k -(current) time-step. We will use equidistant time stepping, ∆ k t = ∆t for all k = 1, 2, . . . , M − 1. A generalization to nonequidistant time stepping is straightforward.
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• ∆ i x = x i+1 − x i , ∆ j y = y j+1 − y j space-steps in the first and second dimension (possibly non-equidistant).
• ∆x = max i ∆ i x, ∆y = max i ∆ i y.
• h = max(K max(∆x, ∆y), ∆t), where K > 0 is a parameter used for regulating the stencil size. In the non-equidistant case, ∆t should be 80 replaced by ∆ k t.
• b = h/∆t. In the non-equidistant case, this should be replaced by b = h/∆ k t in the following algorithm.
• (x i , y j , t k ) -the node for which the stencil is constructed.
• E * = µ * (x i , y j , t k , θ)∆t for * = x, y.
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• V ar * = σ 2 * (x i , y j , t k , θ) + O(h) ∆t for * = x, y, will be determined later.
•
h , will be determined later.
• Cov = σ xy (x i , y j , t k , θ) + O √ h ∆t, will be determined later.
• W * = V ar * + E 2 * for * = x, y.
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• W xy = Cov + E x E y .
Choosing the stencil nodes
Next, we describe how to choose the stencil nodes around an arbitrary node (x i , y j , t k ) for a fixed control θ. The values in these nodes will impact the value 95 in the node (x i , y j , t k ).
If E x > 0,
else if E x < 0,
else (E x = 0),
where ⌈⌉ x resp. ⌊⌋ x denotes rounding to the nearest greater resp. smaller element from x 1 , x 2 , . . . , x Nx . If such element does not exist, ⌈z⌉ x resp. ⌊z⌋ x will return just z.
If E y > 0,
else if E y < 0,
else (E y = 0),
where ⌈⌉ y , ⌊⌋ y are defined analogously.
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The following nodes with the respective weights (probabilities) will be used in the stencil located at (x i , y j , t k ):
• node (x i , y j , t k+1 ) with the probability p o ,
• nodes (x + , y j , t k+1 ) and (x − , y j , t k+1 ) with the probabilities p x+ and p x− ,
• nodes (x i , y + , t k+1 ) and (x i , y − , t k+1 ) with the probabilities p y+ and p y− ,
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• nodes (x + , y + , t k+1 ) and (x − , y − , t k+1 ), both with the probability p xy if W xy is non-negative, and nodes (x + , y − , t k+1 ) and (x − , y + , t k+1 ) both with the probability p xy if W xy is negative. In the following algorithm we will focus on the case of non-negative W xy , the case of a negative W xy is treated analogously.
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Moreover, we define the difference operators
Choosing the stencil weights (probabilities)
To match the first two moments of the approximative increment of the stochastic process and of the increment of the discrete process defined by the "stencil nodes" and their probabilities and to ensure that the probabilities are positive and sum up to 1, we demand:
For negative W xy , only the condition (22) changes to
The solution of the six equations (17)- (22) reads
where
and
Following the construction of x + , x − , y + , y − , it is easy to check that p o is always non-negative. The same holds for p xy . To ensure also the non-negativity 115 of p x+ , p x− , p y+ and p y− we have to properly choose the variables V ar x , V ar y , and Cov to get non-negative weights, while still remaining consistent with the original problem as h → 0. This is done in the next Section 2.4.
Artificial diffusion and covariance adjustment
Let us assume E x ≥ 0. Now, the first fraction of p x+ is positive, however the first fraction of p x− may be negative. We will set V ar x (and hence W x ) in such way, that it will be also positive. It holds
The right-hand side of the inequality (31) is 0 for V ar x = A x and greater than 0 for V ar x > A x with
We replaced here E x with |E x | to cover also the analogous case E x < 0 and possibly negative p x+ . Now, if we set
where A y is defined analogously, the first fraction in p x+ , p x− , p y+ and p y− will be non-negative. The possible difference between V ar x resp. V ar y and the variances from the original problem σ 2 x ∆t resp. σ 2 y ∆t is called artificial diffusion. Now, taking into account the correlation coefficient in the current node, following these definitions of variances V ar x , V ar y we introduce also the new covarianceσ
Now, we define Cov as
This covariance Cov is consistent with the variances V ar x , V ar y defined by
and forσ xy (x i , y j , t k , θ)∆t + E x E y < 0 it holds
Now it also holds |W xy | = C xy , which implies that p x+ , p x− , p y+ and p y− are all positive. It is easy to check that it holds
y (x i , y j , t k , θ) = 0 and h small enough. It holds
It follows that
and the same holds also for the second, third and fourth maximum candidate in (36). Moreover,
Therefore,
and it is easy to check that
for σ For each control in each node:
1. set l = 1 and use K = K 0 , K 0 ≥ 0 to compute x * , y * , p * 2. compute the correlation of the numerical model:ρ = Cov/ V ar x V ar y 140 3. ifρ = ρ: recompute x * , y * , p * with K = K l , K l > K l−1 and set l := l + 1 else break.
4. if l < l max : go to step 2, else break.
Using this modification, we will use a smaller stencil size as much as possible.
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This approach can be seen as some analogy to the approach of Ma and Forsyth [7] , where a fixed (and thus small) stencil is used as much as possible. However, here we will not increase the convergence rate, but possibly reduce the error.
Another approach, the non-constant K modification, is to use a non-constant Both modifications can be also combined and it is easy to check, that they do not harm the consistency. In our numerical simulation these modifications didn't lead to a significant improvement and therefore we used simply a constant 155 K = 1/400. However, a non-constant K modification may be useful for other stochastic control problems.
The 2D Tree-Grid Algorithm
Finally, we can use the stencil nodes and weights to construct the 2D TreeGrid algorithm.
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We define the function v k+1 :
If (x, y) ∈ {x 1 , x 2 , . . . , x Nx } × {y 1 , y 2 , . . . , y Ny } :
else: v k+1 (x, y) = BC(x, y, t k+1 ).
For a given space-node (x i , y j ) and a given control θ we define
If
Now, the discretized version of the dynamic programming equation for
For the boundary nodes (x i , y j ) (i ∈ {1, N x } or j ∈ {1, N y }) we employ the boundary condition:
The terminal condition is defined as
Finally we can summarize the whole algorithm of the 2D Tree-Grid Method: 
Compute v k i,j according to (57); for θ ∈ Θ do 9:
Determine E x , E y according to Section 2.1;
10:
Compute A x , A y according to (32);
11:
Compute V ar x , V ar y according to (33), (34);
12:
Determine W x , W y according to Section 2.1;
13:
Determine x + , x − , y + , y − according to (9)- (14);
14:
Determine ∆ + x, ∆ − x, ∆ + y, ∆ − y according to (15) - (16);
15:
Computeσ xy according to (35);
16:
Compute C xy according to (36);
17:
Compute Cov according to (37);
18:
Determine W xy according to Section 2.1;
19:
Compute p o , p x+ , p x− , p y+ , p y− , p xy according to (25) In this section we will prove the convergence of the 2D Tree-Grid method.
First we will quickly summarize the classical convergence theory of Barles and Souganidis [15] and in the second part of this section we will use this theory 165 to prove the convergence of our scheme. Let us note that the algorithm was derived by discretizing the dynamics in the original SCP (1)- (4), but we will prove that the scheme is consistent with the HJB equation (6)- (8).
The convergence theory
Let U denote some suitable function space. Let us define some nonlinear differential operator F
We suppose there exists a viscosity solution (see [16] ) of the equation F V (s) = 0, and denote this solution simply by V (s). To find some approximation of the viscosity solution we define a discrete approximation scheme
where v(s), s ∈ R K is defined as a (possibly) multidimensional function, b i ∈ 170 R K , i = 1, 2, . . . , n and h ∈ R + .
Let us consider the system of sets called discretized domains
defined for different values of h, which is often referred as step size.
Definition 1 (Numerical scheme).
The system of equations Gv(s) = 0 with s ∈ S h depending on a parameter h ∈ R + is called a numerical scheme.
The numerical scheme is well-defined, if it possess an unique solution. We 175 will assume that this condition is met for any feasible h. By v(s), we will denote an approximation of the solution of F V (s) = 0, computed by solving the system of equations Gv(s) = 0, s ∈ S h . In order to distinguish between approximations with different h, we will sometimes denote v(s) as v h (s). 
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A scheme is consistent on a numerical domain, if it is consistent in all points of this numerical domain. In such case we will call the scheme consistent. In literature, often C 2 -smooth test functions are used. However, as shown for example in [17] , this leads to an equivalent definition.
Definition 4 (Stability).
The numerical scheme defined by the system of equa- The above mentioned strong uniqueness property [15] is a property of the 200 problem and not of the numerical scheme. Therefore, we will simply assume that our problem possess this property without actually proving it.
Convergence of the 2D Tree-Grid method
In this section, we will prove the convergence of the 2D Tree-Grid method.
For the purpose of this convergence analysis we will rewrite equations (55), (56) as
Using the theory of the previous Section 4.1, our goal is to show that equation (60) is a monotone, consistent, and stable approximation of the nonlinear differential operator F V defined by the PDE (6):
Let us define the difference operators
for z ∈ {x, y}. At first, we will show the consistency of the scheme in an arbitrary point (x i , y j , t k ):
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Lemma 1 (Consistency). The discrete scheme (60) is consistent with the PDE operator (61). Let us suppose that W xy ≥ 0 in (x i , y j , t k ). The case of negative W xy can be treated analogously. For * ∈ {+, −}, let us define the operators:
B xy * φ = 1 6
C xy * φ = 1 24
Now we can expand φ k+1 xy * around φ k i,j as follows:
for some ǫ xy * , δ xy * , γ xy * ∈ [0, 1]. We expand φ k+1 x * , φ k+1 y * , * ∈ {+, −} in the same manner: for φ k+1 x * we only need to substitute ∆ o * y with 0 and for φ k+1 y * we only need to substitute ∆ o * x with 0 in the Taylor expansion (66) and change the index xy * to x * resp. y * in all expressions (63)-(67). Now, by substituting the Taylor expansions into the scheme Gφ k i,j defined by (60) we get:
where λ = 1/2 if |ρ| = 1 or σ x = 0 or σ y = 0 and λ = 1 else. In the first equation
of (68) 
3. For the linear combinations of the terms included in B α φ k i,j we used the following estimates:
Here we used that
. We used analogous estimates also for the terms where x and y are switched symmetrically.
As (∆
For the linear combinations of the terms included in C α R α we constructed the estimate in the following way: Let us define
Then, it holds:
which are all O(h), we get that the linear combinations of the first three Using the estimates above, we proved (68) which is the first order consistency of our scheme if |ρ| < 1, σ x > 0, σ y > 0 and consistency of order 1/2 else. Now the lemma establishing monotonicity of the scheme follows: Proof. In this case, monotonicity is a direct implication of the non-negativity of p o , p x+ , p x− , p y+ , p y− , p xy+ , p xy− . for some i, j, k, θ, we can obtain a monotone scheme if we substitute 1 + r k i,j (θ)∆t by 1/(1 − r k i,j (θ)∆t) in (60) for these parameters i, j, k, θ. Note that this change does not harm the consistency, nor the stability of the scheme.
The stability analysis of the 2D Tree-Grid method is basically identical to the 245 stability analysis of the one-dimensional Tree-Grid method done in [4] . Therefore we state here just the stability condition and the Lemma about stability of the scheme.
Property 1 (Stability condition of the problem). We suppose that:
1. There exist constants C f , C r such that for all x, y, t, θ
2. There exist a constant C BC such that |BC(x, y, t)| < C BC holds for all t ∈ [t 1 , t M ] and for all possible outer-domain values (x, y) of the variables (x + , y j ), (x − , y j ), (x i , y + ), (x i , y − ), (x + , y + ), (x + , y − ), (x − , y + ), (x − , y − ) for any grid.
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The lemma about stability of the scheme follows:
Lemma 3 (Stability). If the problem satisfies the stability conditions defined in Property 1, then the scheme (60) is stable.
Proof. The proof of this lemma can be found in [4] .
Finally, the convergence theorem follows: (4) and the corresponding HJB equation (6)- (8) satisfying the strong uniqueness property (see [15] ) and the stability conditions defined in Property 1 converges to the viscosity solution of this SCP (and the HJB equation).
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Proof. The proof follows from the Theorem 1 and Lemmas 1, 2, 3.
Application to option pricing models

Two-factor uncertain volatility model
Here we will use the 2D Tree-Grid method for pricing options on two different risky assets under uncertain volatility. In this setting, the volatilities and the correlation of the assets are only known to lie in certain bounds. In this case the maximal option price can be computed as the solution of the HJB equation
0 < t < T, x, y ∈ R.
the risk-free interest rate, T is the maturity time, the terminal condition V T (x, y)
is the payoff function and for the control variable holds θ = (σ x , σ y , ρ), where σ x , σ y , ρ are uncertain volatilities of the first and the second asset, and their correlation. For the set of possible controls holds:
To obtain the minimal option price, we have to replace 'max' by 'min' in the HJB equation (71). This model was discussed for example in [18] and later solved with a hybrid (combining fixed and wide stencils) implicit method in [7] .
As explained in [7] , the optimal control lies in a subset of Θ,
Therefore, we will search for the control inΘ, a discretized version ofΘ. To verify the implementation, we will also solve a problem with an one-element set
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= {(σ x , σ y , ρ)}. In this case, the equation (71) is simply the 2-dimensional Black-Scholes equation [19] for which the analytical solution is known.
Terminal condition: As a terminal condition, we use the payoff function in the form of a butterfly spread on the maximum of two assets:
Boundary conditions: We will use Dirichlet boundary conditions. On the upper and the right boundary, we will set the value to 0:
BC(x > x max , y, t) = 0, BC(x, y > y max , t) = 0, x max = y max = 144.
To verify that our computational domain is large enough, we solved the HJB equation and the Black-Scholes equation also for x max = y max = 400 and obtained in node (x, y, t) = (40, 40, 0) the same values as for x max = y max = 144.
On the lower (y = 0) and left (x = 0) boundary, the equation (71) degenerates to a HJB equation for the one-dimensional uncertain volatility model from [2] . We solve it with the one-dimensional Tree-Grid method, as in paper [4] . BC(x < 0, y) = BC(0, y), BC(x, y < 0) = BC(x, 0), BC(x < 0, y < 0) = 0.
Numerical results
Here we present the experimental convergence results of the 2D Tree-Grid method applied to the Black-Scholes model and the uncertain volatility model.
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We implemented our method in Python 1 and tested on an Intel Core i7-4770 CPU 3.40GHz computer with 16 GB RAM. We performed the simulations on four different sets of parameters:
• Black-Scholes model with moderate volatility and correlation: σ x = 0.3, σ y = 0.5, ρ = 0.4. Results of the simulation are in Table 1 .
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• Black-Scholes model with extreme parameters: σ x = 0.05, σ y = 0.05, ρ = −0.95. Results of the simulation are in Table 2 .
• Uncertain volatility model, maximal option price (worst case scenario) with parameters σ x,min = σ y,min = ρ min = 0.3, σ x,max = σ y,max = ρ max = 0.5. Results of the simulation are in Table 3 .
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• Uncertain volatility model, minimal option price (best case scenario). The max operator is replaced by min in equation (71), all other parameters are the same as in the worst case scenario. Results of the simulation are in Table 4 .
In all models we used the parameters T = 0.25, r = 0.05. For each model we 1. the L 1 error -the error was computed using the formula:
2. the error in (x = 40, y = 40), was computed using the formula
We use this error and the value in (x = 40, y = 40) to compare our results with results from the paper [7] , where the same parameters are used for the uncertain volatility model.
To compute the experimental order of convergence (EOC) we used the following formula:
In all refinement levels we used a (rectangular) grid with equidistant timestepping and non-equidistant space-stepping with more nodes near to the non-300 smooth regions of the terminal conditions. The refinements were done uniformly.
From Table 2 we can deduce, that the numerical solution converges also in the case of very small volatility and large correlation, although the convergence is not as smooth as in the case of moderate parameters ( Table 1) . As we can see in Tables 1, 3 , the point-wise convergence may be quite non-smooth, even 305 if the approximation is converging relatively smoothly in L 1 . In the uncertain volatility model, the values in (x = 40, y = 40) are similar to the values of Ma and Forsyth [7] , what verifies our method. The experimental order of convergence in the Tables 1, 3 , 4 seems to be slightly better than the theoretical order 1, the experimental order of convergence in Table 2 is quite non-smooth.
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The increase of the experimental order of convergence in the last refinement level in the uncertain volatility model results from using a solution computed on 
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In Figure 2 , we see the final time layer (t = 0) of the approximation of option prices under the uncertain volatility model for both best and worst case scenario. 
Conclusion
In this paper we generalized the one-dimensional Tree-Grid method to 2 320 space dimensions. Although the ideas behind this two-dimensional method are similar to the one-dimensional case, the algorithm construction is more challenging, mainly because of the correlation between the two spatial variables.
Our 2D Tree-Grid method is explicit and hence suitable for parallelization, but still unconditionally stable and monotone in contrast to other explicit methods
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[1, 9, 10]. Moreover, unlike other wide-stencil methods [7, 9, 10] , it doesn't use any interpolation. These properties make the method very flexible and, by simply following of the Algorithm 1, also easy to implement.
We proved the convergence of the 2D Tree-Grid method using the theory of Barles and Souganidis [15] . We tested the method on the two-factor uncertain 330 volatility model and on the Black-Scholes model for option pricing and verified the convergence also experimentally.
