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Abstract—It is a crucial step to achieve effective semantic
segmentation of lane marking during the construction of the lane
level high-precision map. In recent years, many image seman-
tic segmentation methods have been proposed. These methods
mainly focus on the image from camera, due to the limitation of
the sensor itself, the accurate three-dimensional spatial position of
the lane marking cannot be obtained, so the demand for the lane
level high-precision map construction cannot be met. This paper
proposes a lane marking semantic segmentation method based on
LIDAR and camera fusion deep neural network. Different from
other methods, in order to obtain accurate position information
of the segmentation results, the semantic segmentation object
of this paper is a bird’s eye view converted from a LIDAR
points cloud instead of an image captured by a camera. This
method first uses the deeplabv3+ [1] network to segment the
image captured by the camera, and the segmentation result
is merged with the point clouds collected by the LIDAR as
the input of the proposed network. In this neural network,
we also add a long short-term memory (LSTM) structure to
assist the network for semantic segmentation of lane markings
by using the the time series information. The experiments on
more than 14,000 image datasets which we have manually labeled
and expanded have shown the proposed method has better
performance on the semantic segmentation of the points cloud
bird’s eye view. Therefore, the automation of high-precision map
construction can be significantly improved. Our code is available
at https : //github.com/rolandying/FusionLane.
Index Terms—lane marking, semantic segmentation, LIDAR-
camera fusion, Convolutional neural network, LSTM
I. INTRODUCTION
AS an important resource in the field of autonomousdriving, high-precision map plays a central role. It can
not only provide high-precision positioning function based on
map matching, but also transmit some complex information of
pavement as a priori knowledge to unmanned vehicles, such as
lane, slope, curvature, heading, etc. High-precision maps can
be seen as an additional complement to the perception module
of unmanned vehicles, it helps unmanned vehicles focus on
other perceived tasks such as moving obstacles detection and
tracking. Therefore, the lane level high-precision map must
contain accurate lane marking information.
With the great success of convolutional neural networks
(CNN) achieved in the image processing field, a number of
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CNN-based image semantic segmentation methods have been
proposed. Different from the form of the bounding box, pixel-
wise prediction result is more in line with the requirements of
high-precision map construction. But limited by the camera
itself, these methods can not get the accurate spatial position
information of the lane marking.
Fig. 1. These are two consecutive frames of data collected by LIDAR and
camera in KITTI datasets. The first row are bird’s eye views converted from
the front views of the camera. Even if the images are calibrated with the
given internal and external parameters of the camera, we can clearly see that
the camera bird’s eye views are distorted due to the bumpy road surface.
Meanwhile, the corresponding LIDAR points cloud bird’s eye views in the
second row are much more stable. At the same time, the actual physical space
corresponding to each pixel becomes larger as the distance extends. On the
corresponding bird’s eye views, the target details at the top of the image
become increasingly blurred. But the LIDAR points cloud bird’s eye views
do not have this shortcoming.
Some researchers also use the aerial photography for lane
marking semantic segmentation [2]. The method performs the
semantic segmentation of the lane marking by taking the aerial
image of the unmanned aerial vehicle (UAV). The advantages
are mainly low cost and high efficiency, but the disadvantages
are also obvious. First, the classification accuracy of some
structural similar elements is not high. Second, the segmen-
tation edge of different types of predictions is not accurate
enough. these are mainly because of the aerial photographs
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2Fig. 2. The network structure diagram, this diagram mainly shows the general structure of the proposed network, the details will be described below.
contain a lot of irrelevant background information. At the same
time, the real space scale corresponding to each pixel in the
aerial picture is much larger than the picture collected by the
ground platform, which undoubtedly further enlarges the above
shortcomings. Therefore, it is difficult to construct a lane-level
high-precision map by this method.
In order to solve these problems, the semantic segmentation
object for the proposed method is the bird’s eye view of the
road converted from the LIDAR points cloud (hereinafter re-
ferred to as LBEV) instead of a image captured by camera. We
propose an encoder-decoder network model which can learn
from the visual image and LIDAR points cloud features, and
add the LSTM structure to the network to assist the semantic
segmentation of the lane marking through timing information.
The network basic structure is shown in Fig. 2: First, the front
view image acquired by the camera is converted into a bird’s
eye view, which is semantically segmented by a DeeplabV3+
trained on the corresponding dataset. Then, the obtained result
is put into an input branch of the network. After convolution
operation, the output feature map of the convolution layer with
convolution stride = 2 will be fused with the LBEV. Then
the feature map obtained after multiple convolutions is input
to the LSTM module as timing information and transmitted
to the next moment. Finally, we designed a decoder module
which restored the feature map output by the LSTM module to
the same size as the original image by two times of bilinear
upsampling. And during the the process of upsampling, we
fuse the low level feature from the encoder which makes the
decoder better to recover the details of the image.
The main contributions of this paper lie in three-fold.
First, to the best of our knowledge, this is the first method
for the LBEV semantic segmentation, the advantage is
that the three-dimensional spatial position of each pixel
in LBEV can be accurately obtained, that is to say,
the accurate position information of each prediction in
the semantic segmentation result can be easily obtained
which meet the requirements of high-precision map con-
struction.
Second, based on the KITTI [3] datasets, we created a
dataset contains more than 14,000 LBEV and camera
bird’s eye view images(hereinafter referred to as CBEV)
each with manual labeling and extension methods.
Third, in practical situations, even after calibration, the
pixels in LBEV and CBEV could not be perfectly aligned,
so we design an encoder module with two input branches
instead of a single input with multiple channels. This
allows the network to be independent of the assumption
of perfect alignment. In this way, we can fuse the result of
CBEV semantic segmentation (hereinafter referred to as
C-Region) with LBEV and that makes the segmentation
result of the proposed network has both advantages of
accurate classification from camera and precise position
information from LIDAR. And the LSTM structure can
help the network to achieve better prediction results
through timing information.
The remainder of this paper is organized as follows. Section
II mainly reviews the related works. Section III details the
proposed method and network. Section IV compares the
proposed method with other methods and analyzes the results.
Section V summarizes the advantages of this method and the
future work. And Section VI is the acknowledgement.
3II. RELATED WORKS
In autonomous driving, high-precision map has become an
indispensable part. However, building a high-precision map is
a difficult and complicated task. Improving the automaticity of
the high-precision map construction process and reducing the
proportion of human participation have always been the goal
of the researchers. This requires the algorithm not only to infer
semantic information from the input image (the need for scene
understanding: process from specific to abstraction) but also
be able to make pixel-wise segmentation for each category of
target (the need for map construction accuracy: process from
abstraction to specific), and semantic segmentation meets these
requirements.
Before deep learning was applied to the field of com-
puter vision, researchers generally used Texton Forest or
Random Forest method to construct classifiers for semantic
segmentation. These methods solved the problem to some
extent. But deep learning has revolutionized the field, many
computer vision problems, including semantic segmentation,
have begun to using the methods based on deep learning
frameworks (basically convolutional neural networks), and the
effect achieved far exceeds the traditional method. Therefore,
only the research status of semantic segmentation based on
deep learning framework is introduced below.
A. Semantic segmentation
At present, all neural networks successfully used for se-
mantic segmentation come from the same work which is the
fully-convolutional neural network (FCN) [4]. The authors
converted some well-known network frameworks such as
AlexNet [5], VGG-16 [6], GoogLeNet [7], and ResNet [8]
into a fully-convolutional structure, replacing the original fully
connected layer in these network frames with the some small
scale upsampling layers. Semantic segmentation tasks require
the network to have the following two capabilities: first, being
able to learn multiple scales of feature in the image, second,
accurately restoring the details of the original image, especially
the edge of the segmentation. To meet these two requirements,
researchers have mainly improved their network in following
aspects on the basis of FCN.
1) Encoder Variants: In order to solve the first problem,
some models[9][10] resize the input for several scales and fuse
the features from all the scales. [11] who transform the input
image through a Laplacian pyramid, feed each scale input to
a deep convolutional neural network (DCNN) and merge the
feature maps from all the scales. [12][13] employs spatial pyra-
mid pooling to capture context at several ranges. DeeplabV2
[14] proposes atrous spatial pyramid pooling (ASPP), where
parallel atrous convolution layers with different rates capture
multi-scale information.
2) Decoder Variants: Some researchers take different up-
sampling methods in the decoder module, the purpose is
mainly to improve the ability of the decoder to restore the de-
tails of the original picture. [4][15] employ deconvolution [16]
to learn the upsampling of low resolution feature responses.
SegNet [17] reuses the pooling indices from the encoder and
Fig. 3. The semantic segmentation result of CBEV (C-Region) acquisition
process.
learn extra convolutional layers to densify the feature re-
sponses. FCN and deeplabV3+ use the bilinear upsampling in
the decoder module and connect the upsampling outputs with
the low-level feature from the encoder module. DeeplabV2
[11] use Conditional Random Field (CRF) to improve the
segmentation effect.
B. Semantic segmentation for lane marking
Azimi S. M.[2] use the aerial photography for lane mark-
ing semantic segmentation. This method can efficiently and
quickly complete large-area lane marking semantic segmen-
tation tasks. But there are two shortcomings, this method is
easily interfered by the surrounding scenes in the picture and
less robustness in areas where the illumination changes signifi-
cantly. [18] combine the ConvLSTM with an encoder-decoder
structure DCNN and using the time context information in the
lane marking semantic segmentation task. This method has a
certain improvement in the segmentation effect, but there are
only two classification results, road and lane marking.
The semantic segmentation inputs of the above methods are
all images come from cameras, and the segmentation results
are difficult to meet the requirements of high-precision map
construction as described above.
III. THE PROPOSED METHOD
In this section, we will first introduce the preprocessing of
data, then we will introduce the proposed multi-sensor fusion
deep neural network.
A. data preprocessing
Since the network contains two input branches, we will refer
the input of the C-Region as the Branch C, and the input of the
LBEV data as the Branch L. So we need to preprocess the data
from the camera and LIDAR to meet the input requirements
of the proposed network.
4Fig. 4. The specific structure of the encoder module, the convolutional layers of different colors in the figure correspond to the different structures in Fig. 2.
Limited by the size of the GPU memory, the images will be randomly cut to a size of 321 321 during the training.
1) Acquisition of C-Region: First, we transform the front
view of the camera into an bird’s eye view through inverse
perspective mapping. The CBEV is a 400 by 400 pixel image
used to indicate the area of 26 meters to 6 meters in front
and 10 meters from each side. That is to say, each pixel
represents an area of 5 cm by 5 cm in real space. Then, we
use the deeplabv3+ network trained on our labeled dataset to
semantically segment it. So that we can get the input data for
branch C, as show in Fig. 3. It should be noted that, C-Region
is a single-channel grayscale image which is colored into an
RGB image for convenience of observation in this paper.
2) LBEV design and generation: We intercepted the same
region of interest according to the CBEV for the original points
cloud acquired by three-dimensional LIADR. According to the
height information of the points cloud, the height threshold
of the region of interest is between -2 meters and -1 meters
(the installation height of the LIDAR is about 1.73 meters
from the ground). In this paper, we are not simply projecting
the points cloud into a two-dimensional grayscale image but
transforming it into a three-channel bird’s eye view, as shown
in the second row of Fig. 1. The same as CBEV, each pixel of
LBEV corresponds to a 5cm by 5cm real space. The value of
the LBEV’s first channel is corresponding to the intensity of
the points spot falling within the grid. The specific calculation
formula is as follows:
F (x, y) =
∑n
1 i
n
× 255 (1)
where F (x, y) is the value of the first channel,
i1, i2, ..., in, i ∈ [0, 1] is the reflection intensity value of each
point falling within the grid which corresponding to the pixel,
n is the number. The value of the second channel corresponds
to the average height information of the points. The specific
calculation formula is as follows:
S(x, y) =
∑n
1 (h+ 2)
n
× 255 (2)
where S(x, y) is the value of the second channel,
h1, h2, ..., hn, h ∈ [−2,−1] is the height value of each laser
spot falling within the grid, n is the number. The value of
the third channel corresponds to the standard deviation of the
height value of the points which falling within the grid and
its eight neighborhoods. The specific calculation formula is as
follows:
T (x, y) = 255× 2
pi
× arctan
√∑n
1 (h−
∑n
1
h
n )
2
n
(3)
At the beginning, like the previous two channels, we set the
statistical range of the standard deviation to a single pixel. But
during the experiment, we found that a single pixel in LBEV
often only corresponds to one or two LIDAR points, which
makes the standard deviation meaningless. So we extend the
statistical range to each pixel and its own eight neighborhoods.
In formula (3), we use arctan as the normalization function.
Through the above steps, we can get the input data for the
Branch L.
B. the proposed network
Given the excellent performance1 of deeplabv3+ network
on the PASCAL VOC 2012 semantic segmentation bench-
mark[21], the Xeception network shows greater performance
than the ResNet. So in the proposed network, we chose the
modified Xeception network as the backbone network. Here,
we denote outputstride as the ratio of input image spatial
resolution to the final output resolution.
1http://host.robots.ox.ac.uk:8080/leaderboard/displaylb.php?challengeid=11
&compid=6
51) encoder module: As shown in Fig. 4, in the encoder
module, we use two branches to perform convolution opera-
tions on LBEV and C-Region respectively. In the convolving
process of C-Region, the output feature map will be transmit-
ted to the corresponding position of the branch L when its size
is compressed to half of the input. At the very beginning, it
wasn’t clear to us how large the feature map should be when
we taking the fusion operation. But in the end we decided
to give the choice to the network itself, so there is a fusion
operation each time when the feature map is compressed, and
then the network can learn the best fusion strategy through
the data. In this way, the network can learn the classification
information from the Branch C.
It can be seen that the ratio of the number of the feature
maps channels from two branches is 1: 3 in each fusion. This
is to match the ratio between the original input C-Region and
LBEV. In the Xception network, the ordinary convolutional
layers are replaced by the depthwise separable convolutional
layers which can greatly reduces the computational complexity
of the network and improve performance to some extent[19].
Through this module, the size of the output feature map is 21
21 1024.
In the proposed method, we made the following two im-
provements: first, replace the maxpooling by a convolutional
layer with a step size equal to two, second, perform batch
normalization operations after each convolutional layer.
2) ASPP module: The full name of ASPP is Atrous Spatial
Pyramid Pooling[14]. By paralleling multiple atrous convolu-
tional layers with different atrous rates, ASPP module can
help the network effectively captures multi-scale information.
Just the same with DeeplabV3+, ASPP module in our network
consists of one 1 1 convolution and three 3 3 convolutions
with atrous rates = (6, 12, 18), and the image-level features.
Each of them contains 256 channels, after connecting them
in series, we will compress the thickness to 64 using a 1 1
convolutional layer, then the feather map will be entered into
the LSTM module.
Fig. 5. The LSTM module, we also tuning the number of layers that should be
included in the LSTM module, which was finally determined to be a one-layer
structure.
3) LSTM module: In a real driving scenario, the acquired
data of the sensor is continuous in time. It is easy to inspire
us to input these continuous data into the RNN to help the
network better perform the classification task. Specifically, an
LSTM module is employed, which generally outperforms the
traditional RNN model with its ability in forgetting unim-
portant information and remembering essential features. This
module can also reduce the negative impact of errors in
the C-Region to the network. The traditional full-connection
LSTM is not only time- and computation- consuming but
also cannot describe local features in the image, so a three-
layer convolutional LSTM (ConvLSTM)[20] is applied in the
proposed network instead of a full-connection LSTM structure,
as shown in Fig. 5.
The calculation process in a ConvLSTM cell can be formu-
lated as:
it = σ(Wxi ∗ Xt +Whi ∗ Ht−1 +Wci ◦ Ct−1 + bi)
ft = σ(Wxf ∗ Xt +Whf ∗ Ht−1 +Wcf ◦ Ct−1 + bf )
ot = σ(Wxo ∗ Xt +Who ∗ Ht−1 +Wco ◦ Ct−1 + bo) (4)
Ct = ft ◦ Ct−1 + it ◦ tanh(Wxc ∗ Xt +Whc ∗ Ht−1 + bc)
Ht = ot ◦ Ct
In ConvLSTM, the full-connection between each gate is
replaced by a convolution operation. In the above formulas, ‘*’
and ‘◦’ denote the convolution operation and the Hadamard
product, respectively. Ct, it, ft and ot represent the cell, input,
forget and output gates. Ct, Ht, Ct−1 and Ht−1 represent the
memory and output activations at time t and t−1, respectively.
Wxi is the weight matrix of the input Xt to the input gate,
bi is the bias of the input gate. The meaning of other W
and b can be inferred from the above rule. σ represents the
sigmoid operation and tanh represents the hyperbolic tangent
non-linearities.
4) decoder module: In the decoder module, the feature
image output by the LSTM module will will be restored to the
same size as the original image after two times of bilinear up-
sampling. In the beginning, we only fuse the low-level feature
from the encoder module during the first upsampling process.
But the results show that the network cannot accurately recover
the details of the original image. So we directly merge the
original input image into the second upsampling process after
a 1x1 convolution operation, and the result shows that it greatly
improves the detail recovery effect of the image, as shown in
Fig. 6. It should be noted that all low-level feature comes from
the Branch L instead of the Branch C. In our decoder module,
Fig. 6. The Comparison of different decoder structures. Left: the ground-
truth. Middle: the decoder with two times of low-level feature fusion. Right:
the decoder with only one low-level feature fusion.
5) Training strategy: In the proposed method, we use Mo-
mentum[22] optimizer first, however it is not suitable for the
6lack of reliable initialization parameters. And the Momentum
optimizer is insufficiently convergent on our dataset from
the performance during the training. So we use Adam[23]
optimizer instead. In the tuning process, we mainly consider
the following aspects.
In the aspect of network structure, we tried the encoder
module with different number of ResBlocks and the
LSTM module with different number of ConvLSTM
layers.
We tuning the time step in the LSTM module and the
batch size of the input data and the learning rate and its
decay during the training.
To overcome the imbalance among the classes, we chose
a weighted cross entropy as the loss function and tuning
the weights of the different samples.
IV. EXPERIMENT AND RESULTS
In this section, the datasets used in this paper will be
firstly introduced. Then the experiments are conducted to
verify the validity and accuracy of the proposed method. The
performances of the proposed method which evaluated in the
datasets are compared with the state of the art methods in the
field of semantic segmentation.
Fig. 7. The labeled images. The first row is labeled CBEV, black area is
the Background, red area is the Solid Line, green area is the Dotted Line,
purple area is the Stop Line, yellow area is the Arrow and the blue area is
the Prohibited Area. The second row is labeled LBEV, added a white area
representing the Other Point.
A. Datasets
We construct our own datasets based on KITTI darasets
because it contains synchronous and continuous images and
point cloud data of the road. We manual labeled 436 images
of the LBEV and CBEV each.
It should be noted that we take the 81th to 148th images
as the testing set. Then we rotate the picture 20 times both
clockwise and counterclockwise, one degree each time. So we
get a datasets with 14720 labeled LBEV and CBEV each.
It ensures that the objectivity of the testing set. We use the
rotated images as the training set which has a number of
362×40 = 14480, then we use the original 362 images as the
validation set. During training, we will test the model on the
validation set when each epoch is finished. With Tensorboardła
tool provided by Tensorflow[24]łwe can track the performance
of the model on the training and validation sets in real time,
so as to adjust the training strategy in time.
In our datasets, we divide the CBEV into six different labels
which are Background, Solid Line, Dotted Line, Stop Line,
Arrow and Prohibited Area, and for the LBEV, We added an
additional category called Other Point, as shown in Fig. 7.
We use the labeled CBEV to train DeeplabV3+ based on the
cityscapes pretrained model2.
Then we use the labeled LBEV and the C-Region predicted
by DeeplabV3+ to train our own network.
B. Experimental platform
The experiments are implemented on a computer with an
Intel Core i7-8700@3.2GHz, 32GB RAM and one NVIDIA
TITAN-X (Pscal) GPU.
TABLE I
MIOUS OF OF THE TWO OPTIMIZERS ON THE TESTING SET
Optimizer Momentum ADAM
MIOU(%) 43.58 67.43
Fig. 8. The losses of two optimizers during training.
C. Transfer learning for DeeplabV3+
As mentioned above, we train DeeplabV3+ on our CBEV
training set based on the pretrained model. During the train-
ing process, we found that the Momentum optimizer in
DeeplabV3+ could not converge well on the training set, so we
used the ADAM optimizer instead. Fig. 8 and Table I shows
2http://download.tensorflow.org/models/deeplabv3 cityscapes train 2018
02 06.tar.gz
7the final losses on our CBEV training set and the MIOU on
the testing set of these two different models, respectively. It
can be seen that the DeeplabV3+ model with Adam optimizer
can achieve better semantic segmentation results of CBEV. So
the C-region we need comes from the prediction results of the
improved DeeplabV3+ model.
D. Performance and comparison on LBEV semantic segmen-
tation
This section mainly contains two types of comparative on
the experiment results. First, we compare the segmentation
results of each model intuitively and visually. Second, we
will quantitatively analyze and compare each model. In these
experiments, we mainly compare our proposed model with
the DeeplabV3+ model which achieved excellent results on
the PASCAL VOC 2012 semantic segmentation benchmark.
Specifically, in the experiment we compare the following
models.
DeeplabV3+: Developed by Google, it is one of the
most advanced model of image semantic segmentation.
We perform LBEV and CBEV semantic segmentation
experiments on it respectively.
Modified DeeplabV3+: Considering the particularity
of this task, we made two improvements based on
DeeplabV3+. First, we apply a 1 1 convolution on the
original input LBEV, then concatenate it with the output
of the second upsampling. Second, replace the Momen-
tum optimizer with the Adam optimizer.
FusionLane Without LSTM: This model does not con-
tain LSTM module but all other structures are the same
as the description in Section III.
FusionLane FcLSTM: We deploy a traditional full-
connection LSTM after the ASPP module.
FusionLane: It is exactly the model proposed in this paper
which contains a ConvLSTM structure.
1) Visually intuitive evaluation: The segmentation results
on the testing set obtained by the above models after training
are shown in Fig. 9.
In Fig. 9, for the visually intuitive comparison we have
selected a set of segmentation results that contain seven
consecutive scenes. The first four rows are CBEV, C-Region,
LBEV and ground-truth of LBEV, respectively. The fifth row
is the prediction results of the DeeplabV3+, we can see that
the decoder is difficult to restore the LBEV perfectly because
the original input image is not merged during the upsampling
process and lost a lot of details, resulting in a very low MIOU.
From the sixth line, we can see that through our improve-
ments, the Modified DeeplabV3+ can recover the details of
the original image quite well but not perfect, meanwhile, due
to the lack of classification information from the C-Region,
the network can only rely on the features in the LBEV and is
likely to produce incorrect classification results. For example,
in this row, the model struggles with predictions of solid and
dotted lines in the left half of the images because there is a
quite large distance between the two laser lines and it is in an
intersection scene where the solid line and the dotted line are
very close. At the same time, the model’s prediction of the
stop line is also bad.
The seventh line is the segmentation result of Fusion-
Lane Without LSTM, this model can be seen as combining
the classification information of C-Region on the basis of the
above model. It performs well in most cases, but mistake
happens when there are serious classification error or blind
spot in the C-Region. There happens to be no serious errors
in C-Region from the enumerated scene but it happens quite
often. We can still find some errors in the predictions of the
dotted line and stop line.
We hope to overcome the above problems by using the
timing information between the frames before and after. So
we deploy a traditional full-connection LSTM in the model
which been called as FusionLane FcLSTM. However, from
the segmentation results in the eighth row, the negative impact
of the FcLSTM structure is greater than the positive impact. In
this row, we found that the model produces many outrageous
errors, such as confusing arrows with dotted lines and so on.
This is mainly because the feature map is transformed into a
one-dimensional tensor when input to the FcLSTM module,
which destroys the local features that existed.
From the above analysis, in order to complete the LBEV
semantic segmentation task well, Our model improvement
ideas are divided into the following three steps:
First, it is difficult for the network to obtain excellent
semantic segmentation results based on the information
provided by LBEV only. We need to introduce the C-
Region.
Second, error messages and blind spots in the C-Region
can have a negative impact on the semantic segmentation
results. We can overcome this problem through timing
information.
Third, the FcLSTM module destroys local features in the
feature maps, resulting in new errors. So we replace the
FCLSTM module with a ConvLSTM module.
From the last row we can see that the FusionLane model
completed the task very well and got a nearly perfect semantic
segmentation result.
2) Quantitative evaluation: In the quantitative evaluation,
we mainly compare the accuracy, Intersection over Union
on each category (IOU), the Mean-IOU (MIOU) and Pixel
Accuracy of different models on the testing set. As shown in
Table II.
Pixel Accuracy and MIOU are very common evaluation
indicators in the field of semantic segmentation, they can be
calculated as:
PixelAccuracy =
∑
i nii∑
i ti
(5)
MIOU =
1
nc
∑
i
nii
(ti +
∑
j nji − nii)
(6)
where nc is the number of classes included in ground truth
segmentation, nij denotes the number of pixels of class i
predicted to belong to class j and ti is the total number of
pixels of class i in ground truth segmentation.
8Fig. 9. Raw data and segmentation results of different models in seven consecutive scenarios. First row, the CBEV. Second row, the C-Region obtained
from DeeplabV3+. Third row, the LBEV. Fourth row, the ground-truth. Fifth row, DeeplabV3+. Sixth row, the Modified DeeplabV3+. Seventh row, the
FusionLane Without LSTM. Eighth row, the FusionLane FcLSTM. Ninth row, the FusionLane. (For the last four columns of images, we reduce the brightness
of the correctly classified pixels and highlight the incorrectly classified pixels. Zoom in to see it more clearly. The original images are available at here.)
9TABLE II
IOU ON EACH CATEGORY, MIOU AND THE PIXEL ACCURACY OF DIFFERENT MODELS
Methods Background Solid Line Dotted Line Arrow Prohibited Area Stop Line Other Point MIOU Pixel Accuracy(%)
DeeplabV3+ (LBEV) 0.9419 0.2587 0.2648 0.2793 0.1915 0.3586 0.2770 0.3674 91.31
DeeplabV3+ (CBEV) 0.9106 0.6287 0.7012 0.5821 0.6935 0.5294 - 0.6743 85.76
Modified DeeplabV3+ 0.9989 0.6480 0.6230 0.7106 0.5788 0.3024 0.9654 0.6896 99.59
FusionLane Without LSTM 1.0000 0.7285 0.7752 0.7653 0.7426 0.6574 0.9864 0.8079 99.87
FusionLane FcLSTM 0.9999 0.7004 0.6192 0.5491 0.6830 0.5629 0.9838 0.7283 99.81
FusionLane 1.0000 0.7477 0.7838 0.7526 0.7979 0.9053 0.9867 0.8535 99.92
From Table II we can find out DeeplabV3+ is totally
unsuitable for LBEV semantic segmentation task. The IOU
of all classes except Background are very low. But this is
not because of inadequate training. Because when we made
some modifications to the structure, the Modified DeeplabV3+
make a breakthrough under the same training strategy. For
CBEV semantic segmentation task, DeeplabV3+ achieved
much better result than the LBEV task, the MIOU is 67.43%,
but still not good enough. These three lines of data show that
the single-sensor-based approaches do not perform well in this
task.
Because in this paper, we are focus on the LBEV semantic
segmentation task, we use the the Modified DeeplabV3+ to
replace the original DeeplabV3+ for comparison.
After merging the classification information of the C-
Region, the performance of FusionLane Without LSTM is
much better than the Modified DeeplabV3+ even if the net-
work is smaller, the MIOU increased almost 12% compared
to Modified DeeplabV3+ and even achieved the best score on
the IOU of Arrow class.
Compared to the previous model, the performance of Fu-
sionLane FcLSTM is the overall decline, this is the conse-
quence of destroying local features.
From the last row in the table, we can see that the Fu-
sionLane model has achieved the best results in all indicators
except for the IOU of Arrow, the MIOU is 16.39% higher
than the Modified DeeplabV3+ and also increased by 4.56%
compared with FusionLane Without LSTM.
From the above data, it is not difficult to see that if we
rely on a single kind of sensor, whether camera or LIDAR,
we cannot obtain sufficiently accurate semantic segmentation
results. Effective fusion of data from different sensors is the
key to solving the problem.
We found an interesting and confusing phenomena from
the data in the table. In the first row, the IOU are very low
in almost all categories except for the Background class but
the Pixel Accuracy is relatively high which is 91.31%. This is
because, in addition to the Background class the nii of all the
other classes are very small which leads to two consequences.
First, for these classes with a small percentage, a few misclas-
sifications will cause the IOU to drop dramatically. Also means
that it is difficult to improve the IOU when reaching a certain
height. Second, for the Background class which occupies most
of the LBEV, the performance of the models in this class
largely determines the value of Pixel Accuracy. This not only
eliminates our previous confusion but also can explains why
DeeplabV3+ (LBEV) is lower in MIOU and higher in Pixel
TABLE III
MIOU WITH DIFFERENT TIME STEP VALUES
Time Step 2 3 4 5 6
MIOU(%) 81.73 83.52 85.35 81.86 82.14
Accuracy compare with DeeplabV3+ (CBEV).
3) Important parameter analysis: Among all the hyperpa-
rameters, time step is one of the parameters that have the
greatest influence on the network performance. It represents
how many frames of historical data the network can use to
help predict the current frame.
When the time step is large, the network can review
more historical frames which means there are more historical
information. But this does not mean that the larger the time
step , the better the prediction of the network. Because when
the time step is too large, some data in the history frame
is likely to be significantly different from the current data,
which will have a negative effect on the network prediction
results. Therefore, we conducted a comparative experiment on
the network performance with different time step values, as
shown in Table III.
At the beginning, MIOU increased with the increase of time
step, which proves that historical information has a positive
impact on the final result. The MIOU reached its peak when
time step is 4, but after that, further increase of the time
step will decrease MIOU, this phenomenon is completely
consistent with the previous analysis.
V. CONCLUSION
In this paper, we propose a semantic segmentation network
for the LIDAR points cloud bird’s eye views (LBEV) for the
first time. Thanks to the accuracy of LBEV, the semantic
segmentation results can be directly used to construct high-
precision map.
For the task of lane marking semantic segmentation, the
proposed method is not simply to turn it into a binary
classification task but to further subdivide it into a multi-
classification task.
From the network structure, we propose a network with
a dual-input branch structure to fuse LEBV and C-Region.
For the possible misclassification information in C-Region, we
reduce the negative impact on network prediction results by
adding LSTM structure to the network. Experiments show that
the proposed method can effectively fuse information from
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LIDAR and camera, and achieve excellent results on LBEV
semantic segmentation task.
In the future, we will work to transform the Branch C
input from C-Region to CBEV to build an end-to-end semantic
segmentation network and focus on getting more training data.
And based on this, we will start the construction of high-
precision maps.
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