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ADSTr- "I
The theory and methodology of urban air pollution dispersion 
models are reviewed to provide the background for a critical approach 
to modelling atmospheric pollution in South African conditions. It 
is shown that there is no evidence to suggest the existence of a 
universally applicable modelling technique. Three models of various 
degrees of complexity, the Gaussian plume model for multiple sour­
ces, the ATDL-grid model and the Gifford-Hanna simple model, are 
applied to predict long-term concentrations of atmospheric sulphur 
dioxide in the Pretoria urban area and evaluated against observations. 
Whereas the ATDL-grid model does not adequately simulate air pollution 
levels during the main pollution season in Pretoria, more realistic 
results are obtained by the Gaussian plume model for multiple sources 
and the Gifferd-H;nna simple model.
The refinements introduced into the two models to further improve 
their performance are presented. A closer association between predicted 
and observed SOg co-'entrations is consistently obtained when an in­
creasing number of Ini and stability observations are used in the 
Gaussian plume model for multiple sources to simulate spatial varia­
tions in the dispersion conditions over Pretoria. The Gifford-Hanna 
simple model is refined uy including estimates of hourly, monthly and 
seasonal air pollution concentrations. An objective weighting scheme 
is used in conjunction with experimental cvide"'"'* to determine varia­
tions of the stability factor in the model. The methodology of future 
applications is discussed and it is shown that the refined Gifford- 
Hanna simple model provides a fast and inexpensive basis for predicting 
concentration levels of spheric pollutants from multiple sources
with a degree of succe t ci parable to the performance of the Gaussian 
plume model.
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PREFACE
The advancement of technology and a rapid urbanization in the re­
cent decades have brought a new factor into the lives of many city 
dwell<cs - the polluted atmosphere. Air pollution meteorology, which 
deals with the capacity of the atmosphere to disperse man-made pollution, 
is receiving increasing attention from not only atmospheric scientists 
but also fron the medical profession, environmentalists, industrialists, 
town r'anner- and decision makers at all levels. A new field of scien­
tific research, that of air pollution dispersion modelling, has been 
developed to describe the interaction between the emissions and the 
atmosphere in mathematical terms. Several problems, both theoretical 
and practical, have been encountered in attempts to design generally 
applicable dispersion models, thus bringing a degree of uncertainty into 
the utility of the mathematical description.
Two differing schools of thought exist at present with regard to 
modelling atmospheric dispersion. One approach deals with fundamental 
planetary boundary layer (PEL) modelling. The initial and boundary atmo­
spheric conditions are established and continuously upgraded for use in 
a dispersion submodel to yie1d the concentration field of a given pollutant. 
PEL models arc in an early stage of theoretical development and as such, 
at present, are unsuitable for routine applications. The same cannot be said 
of a variety of simplified air pollution dispersion models which have been 
developed in the USA and Europe and which form the basis of air pollution 
control programmes in many parts of the world. However, before these can 
be used in such programmes they need to be tested, validated and often modi­
fied for use in local conditions.
In South Africa, the problem of air pollution is compounded by the 
country's geographic position, climatological conditions and its coal-based 
econ'-T.>. .'bout 75 percent v£ South Africa's surface area is situated on 
a plateau at the altitude of above 1000 metres in the subtropical high pres­
sure belt. The anticyclonic ci culation, prevalent particularly in winter, 
results in a high frequency of strong atmospheric stability associated with
low wind speeds and generally low ventilation. The major part of the count­
ry's industries are located on the plateau where the necessary energy reqni- 
rements are a l m . t  entirely derived from coal imposing a significant burden 
on the atmospheric resources. Immediately applicable dispersion mode’s are 
required for the formulation of positive control policies in order to prevent 
a serious dcLcrioration of the situation.
Despite the growing awareness among the scientific and industrial 
cotrmuni*-; , the operational use of mathematical models to relate the pro­
duction of pollutant concentrations at points of social concern with emis­
sions and specific atmospheric conditions in South Africa has been minimal.
It is not even known at this stage whether the available dispersion models 
which had been developed and applied predominantly in mid-latitude industrial 
countries of America and Europe ray be used with safety to describe disper­
sion in South African plateau conditions. Satisfactory answers must also be 
found to questions of exactly how the models must be applied, how accurate 
are their predictions and what can be done to improve their performance and 
accuracy. In order to meet the current need and for a meaningful application 
01 r°U'lnc Prcdictivc models, it is necessary for research to be carried 
out into the mathematical foundations, methodology and particularly *hc 
applicability of urban air pollution dispersion models.
In this thesis an attempt is made to determine the utility of mathemati­
cal modelling of atmospheric pollution in an urban area, that of Pretoria, 
and to provide the methodological basis for current dispersion modelling in 
South African conditions. More specifically the aims of the thesis are:
(i) to review existing models emphasising physical aspects and 
computer implementation of the models,
(ii) to apply certain models to the Pretoria urban area, and 
thereafter
(iii) to evaluate the models using specifically designed experimen­
tal programme,
(iv) to reconcile the differences in the performance of models of 
varying degrees of complexity, and finally
(v) to refine the best-pcrformance models for use in the Pretoria 
urban area.
The thesis is devoted, on the one hand, to the analysis of the gene­
ral aspects of urban air pollution dispersion modelling, and on the 
other, to the application to specific South African conditions using
Pri toria as a modi' 1 city. In presenting thn work, it is divided i ito 
four parts. Part 1 gives an introduction, historical perspectives 
and presents the model elements. Part II considers the application of 
the Gaussian plume model, the ATDL-grid model and the Gifford-Hanna 
simple model to Pretoria data; the results of the application are pre­
sented and evaluated against observations of culphur dioxide concentra­
tions. Based upon the evaluation, refinements to the Gaussian plume 
model and the Gifford-Hanna simple model arc proposed and implemented 
in Part III. The thesis is concluded and a summary of the findings is
presented in Part IV.
In the course of the research much of the work has been published. 
Chapter 2 has been presented as a critical review paper in Environmental 
Studies (1977); a substantive portion of Chapter 4 has been published 
in the South African Journal of Science (1978); part of Chapter 4 
appeared in the Journal of Applied Meteorology (1973) and a substantive 
portion of Chapter 5 has been presented in Proceedings: International 
Conference on Ai: Pollution (1979). Finally, papers based on parts of
Chapter 6 have accepted for publication in the South African Journal of
Science (1980) and in the Journal of Air Pollution Control Association 
(1980).
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Univer-’* y of the Witwatersrand, Johannesburg for his constructive 
criticism and his guidance in the preparation of the final draft, and 
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first stimulated my interest in dispersion modelling and offered 
encouragement and general interest throughout the research.
Without the subtle support of my wife, Jana, and my daughter,
Martina, the study would not have been possible and I wish to dedicate 
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PART I MODEL ELEMENTS
CHAPTER I
INTRODUCTION AN’P BACKGROUND
I. I The proll lew
In an urban area a variety of pollutants are released from a large 
number of sources into the lower layer of the atmosphere. The sources 
vary in the emission rate, the height of release and the pattern of release 
according to the nature of the pollutani-generating operations. Besides 
a relatively small number of large sources such as power-generating 
plants and major industrial complexes, a large number of activities 
that result in increasingly polluted city air are to be found in urban 
areas. Light industrial and commercial activities, space heating in 
business and residential areas as well as the transportation of goods 
and people are among the most frequent contributors to the air pollution 
problem.
The pollutants advected downwind from emission sources by the pre­
vailing wind are dispersed vertically and horizontally by the turbulent 
action of the atmosphere. The degree of adve.ction and dispersion is 
determined by the physical properties of the planetary boundary layer 
present over the urban area at any given time. The assessment of the 
state of the planetary boundary layer particularly wind speed, wind direc­
tion ind atmospheric stability, and of the change*, that continuously 
take place in the layer constitutes an important part rf air pollution 
studies.
As the iural air passes over the urban area its physical properties 
arc modified by the city itself. Two of the main factors causing the 
modification are an increase in surface roughness and a change in the 
heat budget. The increase in surface roughness due to buildings, tall 
constructions, etc. often results in a decrease of the wind speed and 
alto affects the direction of the air flow and its turbulence characteris­
tics (Zib and tlalliday, 1978). The change in the heat balance is caused 
not only by direct releases of anthropogenic heat, but also by the changed
characteristics of the surface. lu the presence of large vertical 
surfaces and materials such as concrete, bricks and tarmac, more solar 
energy is absorbed and stored in a city than in a rural area during the 
day. This heat is released back into the atmosphere when the radiation 
flux is reversed at sunset. As a result, the temperature in a city is 
e..pected to exceed the temperature outside the complex (Bornstein, 1968, 
Tyson et ai.. 1973, Gutman and Torrance, 1975). Both the atmospheric 
instability and mixing height also experience a positive change.
In addition to advection and dispersion, the density and distribu­
tion of airborne pollutants is controlled by a number of removal and 
transformation processes. These processes act towards a decrease in the 
actual concentration of the pollutant species by removing it from the 
polluted atmospheric layer or by transforming it into a different chemical 
substance. Depending on the chemical nature of the pollutant, the trans­
formation may take place in the atmosphere or on the ground where the 
pollutant has been deposited.
I.2 The structure of a model
The logical structure of an air pollution dispersion model is shown 
in Figure l.l. A mathematical expression which describes the effects of 
the atmosphere on the behaviour of pollutants is the central element of 
the model. Several working theories of pollutant dispersion may be used 
to derive the mathematical expression.
Several boundary conditions have to be specified concerning the emis­
sions, meteorology and atmospheric chemistry in the urban area to which the 
model is to be applied. The main input parameters which are normally 
required by a dispersion mod., ere listed in Figure l.l.
The result of the mathematical simulation is a predicted concentration 
field of the required temporal and spatial resolution. The resulting 
information on the distribution of a specific tir pollutant can be used 
for both practical and research purposes. Predictions of long-term 
concentration levels often serve as a guide for town planning schemes, 
development and siting of new industries, etc. Predictions of short-term 
concentration levels may form a part of a warning system in cases of
3CONCENTRATION
FIELD
MODEL INPUT PARAMETERS
. EMISSION INVENTORY 
. METEOROLOGICAL PARAMETERS 
. GEOGRAPHICAL PARAMETERS 
. REMOVAL PROCESSES
WORKING THEORIES OF POLLUTANT DISPERSION
. STATISTICAL (GAUSSIAN) THEORY 
. GRADIENT TRANSPORT THEORY 
. SIMILARITY t h e o r y
. SIMPLE DETERMINISTIC AND EMPIRICAL MODELS
AREAS OF APPLICATION
. TOWN PLANNING SCHEMES 
. SITING OF INDUSTRIES 
. WARNING SYSTEM FOR POLLUTION EPISODE: 
VALIDATION OF MODELS 
. FURTHER RESEARCH AND DEVELOPMENT
Figure 1,1 1 he logical structure of an air pollution dispersion model
severe pollution episodes. Generally, all regulations and policies 
with regard to dir pollution may be tested on a model before they are 
applied in practice. In research applications models which have been 
evaluated using an analysis of the observed and predicted concentrations 
may be refined or re-developed. Ir the course of the evaluation a better 
understanding of the physical and chemical aspects of urban air pollution 
is often gained.
1.3 Some historical perspectives
The process of dispersion of pollutants emitted from individual ele­
vated sources such as the tall stacks of fossil fuel-burning, power-gene­
rating plants has long been subjected to investigation. An account of the 
early work is given by Sutton (1953). While the problem of dispersion 
from individual sources was receiving continuous attention, the survey 
ol atmospheric pollution in the city of Leicester, U.K. (DSIR, 1945) 
remained an isolated attempt to study the concentration distribution 
of pollutants from multiple urban sources. The ti..-st urban air pollution 
dispersion models were described in tie late 1950's by Frenkiel (1956), 
Lucas (1958) and Leavitt (I960). A more consolidated approach to the 
air pollution problem in urban areas was initiated at the s>mposiu;u 
'Air over Cities in 1961. In his opening address to that symposium, 
Stern (U.S. Departmen of Health, Education and Welfare, 1961) predicted 
the development jf urt n air pollution modelling as follows:
'The electronic cow; rer will develop local forecasts of air 
quality and the maximum source strength distribution that 
will keep pollutant emissions within air quality standard limits ... 
By 1985 ... we will be giving quotas to the highway entrance 
control points as to the number of vehicles permitted to pass 
each hour, and to industrial sources for their hourly emission 
quotas. Also we will determine which portion of energy used 
in household and commercial enterprises is to b Irawn hourly 
from one ;y storage reserves maintained for that purpose and 
which portion may come from new energy conversion processes.
Thus on bad days we will balance the ability of ti.e atmosphere 
to handle the pollution with the amount that we throw into the 
atmosphere.
About at this point the computer will be hooked up to the 
telemetered local air quality monitoring network to make hourly 
comparisons between the predicted and the actual concentrations 
and to prepare hour'v amendments to the soiree strength quotas.'
5Following this initial period in the development of simulation 
techniques for urban air pollution, the decade from i960 to 19 70 has 
keen characterized by the increasing use of the Gaussian dispersion 
model for multiple sources. Its applications may be found m  papers by 
Pooler (1961), Clarke (1964), Turner (1964), Koogler et_a]_.(,967), and 
Miller and Holzworth (1967). In summing up a symposium on multiple- 
.ource urban dispersion models nine years later. Stern (1970) looked 
back at the development of mathematical modelling by saying:
to fully exploit these capabilities ...
Apart from stressing the importance of physical understanding of 
the problem, the syu?o.ium on multiple-.ource urban dispersion models 
in 1970 has also marked the beginning of polarization between models or 
practical use and models for research applications. After 1970 the 
Gaussian plum, model in its original form remained the most frequent y 
employed approach to practical problems and in addition many simp e mo- 
del. have also been developed. The box model (Lett.u, 1970), the A DL 
model (Gifforc and Hanna, 1970, Hanna, 1971, Gifford and Hanna, 
non-oeterministic models based upon the regression analysis between 
the pollutant concentration and selected parameters (Barth, 1970,
Smith and Jeffrey, 1972, De Havers and Morris, 1975, Me Collister and 
Wilson, 1975) are the best known examples of the simple techniques.
The necessity to incorporate the simulation of kinetic reactions of 
chemically reactive pollutants on the other hand resulted in a marked 
trend towards the development of another category of models ba l
the gradient transport theory of turbulent flows in the early 1970 s 
Attempts to solve the diffusion equation numerically and so evade the 
constraints placed on the analytical solutions have been facilitate y 
the concurrent development of new techniques for numerical integration 
nf nartial differential equations using large computer installations.
6Most recently, increasing attention is being given to the complete 
set of equations derived from the principle of conservation of mass, 
momentum and energy in the planetary boundary layer. Analytically 
intractable because of the closure problem, this set of equations in the 
form of the Boussinesq approximation provides a working basis for attempts 
to overcome the closure problem Vy modelling higher-ordar terms empiri- 
ca.ly and solving the equations numerically.
Generally, all models represent approximate solutions in which a 
certain degree of idealization of the dispersion process has been intro­
duced in order to obtain working estimates of atmospheric pollution levels. 
The applicability of existing models is restricted by the ability of the 
theoretical approach adopted in a particular model to represent the true 
physical processes in the atmosphere. The reliability of existing models 
is further influenced by the accuracy and representativeness of a wide 
range of meteorological, geographical and emission parameters used as 
input informal.' jn for the calculational schemes.
CHAPTER 2
THEORY OF URBAN AIR POLLUTION DISPERSION MODELS
2.I General considerations
A [till description of pollutant dispersion in the planetary 
boundary layer can only follow from an understanding of the physical 
processes governing turbulent flow in the atmosphere. Generally, a set 
of equations is derived for turbulent flows (Landau and Lifschitz, 1959)
from the principles of:
(i) conservation of mass (the continuity equation),
(ii) conservation of momentum (the Navier—Stokes equations), and
(iii) conservation of energy (the entropy equation and the equation
of state).
This set of equations is intractable in its general form due to 
the non-linearity of the Navier-Stokcs equations. In numerous investi­
gations of turbulent flows a set of approximate equations, the so-called 
Boussinesq approximation (Chandrasekhar, 1961), has been used instead. 
The approximation involves the assumptions that:
(i) the variations of temperature do; znc it Jt fity only become 
significant in gravity terms,
(ii) the dynam.f viscosity and the molecular heat conductivity 
remain constant,
(iii) the convection is shallow, and
(iv) the temperature of the fluid is changed by the flux of heat
only, no heat is generated by viscous stresses.
The Boussinesq equations consist of six equations (Busch, 19 73)in
which the symbols p,T.p denote the vr.riable static pressure, tempera­
ture and density of the atmosphere, whereas the same symbols with the 
subscript 0 refer to a reference state. The physical propert cs of 
the flow are further described by the dynamic viscosity v, specific 
heat at constant pressure Cp and mo1ecular heat conductivity K^. The 
velocity components (i-I,2,3) ot the flow are expressed in a 
Cartes'.an coordinate system rotating with the earth, where the x — 
axis is orientated in the direction of the mean surface flew. The 
Coriolis acceleration is expressed in terms of the angular frequ^ncy 
of the rotation of the earth £1 and the unit vector n , hich is 
parallel to the axis of rotation. Follov-.ng the Einstein summation 
convention the principle of conservation of mass is expressed by 
the continuity equation
3^ i  « o (2 . D
3x.
The conservation of momentum is decribed by the three-component 
momentum equation
>2.
P
du. 3(P-P0) (T-T0)
+ pog — —  «3i + " i 7 : i r  " 2poficijknjuk
o dt 3X. - ‘o - j j
(2.2)
which states that the rate of increase of the momentum must be in 
balance with the forces acting upon the fluid. The forces as repre­
sented by the right-hand side of Equation (2.2) are the pressure force, 
the buoyancy and viscous force and the Coriolis force.
Tli. conservation of energy is expressed by the thermodynan 
energy equation and the equation of state. In the entropy equation
d(T-T„) 32 (T-To) 3R.
. 3x.
J J
V o  “ i r 2- ‘ V o  k t a^rirr- * n 1 (2,3)
the rate of increase of the fluid temperature is due to changes in 
the molecular heat conductivity and the radiant heat transfer res­
pectively. The equation of state
which expresses tie two variables that define the state of the fluid 
completes the set.
Equations (2.1 - 2.4) repr^s'-t an open '.ystem in which there ire 
more unknown than equations a m  .ereiore more equa'-'ons are needed 
to close the system. The set of equations can be clo^ d and a so’uticn 
obtained when the higher-order terms are expressed empirically. Al­
though obtainable in principle, the solutions of Equations (2.1 - 2.4) 
depend cu the selection of adequate empirical expressions for the 
higher-order terms. In many instances, interim results have to be 
evaluated against experimental data in ordoi to contain tle deviations 
within acceptable limits vr to determin. the numerical values of 
empirical parameters. Initial applications of the second-order 
closure technique to probities in the atmospheric boundary layer have 
been reported by Donaldson and Hilst (1972), Deardorff (1972),
Zeman and Lumley (1976,1978) and Lumley (1978). In the second-order 
closure, the second-order terms are retained and the third-order 
terms are modelled. While demonstrating the potential of the empi­
rical clos> e of the equations for the atmosphere, the results have 
indicated chat a general -.se of the technique if. not possible at 
this stage of the development. Several aspects of the empirical 
closure will have to be studied and clarified before it can be applied 
to routine dispersion studies of air pollution.
In order to overcome the problem of mathematical formulation and 
to obtain practical solutions in the form of a model, sever.-1 working 
theories have been proposed in whi eh a varying degree of idealization 
is introduced to solve or to approximate the basic atmospheric 
equations. The dispersion models of urban air pollution are usually 
bas.d upon one of the working theories that can be recognized as:
(i) the similarity theory,
(ii) the statistical theory, and
(iii) the gradient transport theory.
In addition to the basic theoretical treatment of dispersion, indivi­
dual types of models are characterized by a number of other ractors
which can be listeu as follows:
• the theoretical basis for the treatmer of dispersion ,
• the physical assumptions made in the ,
• the applicability of the model to a specific area and the 
limitation; of use ,
• the input data requirements,
• the computational effort involved, and
• the degree of spatial and temporal resolution of the results.
In order to facilitate the selection of the best applicable 
modelling approach and to ensure realistic application of the model 
in a new area, the main features of the models as listed above have 
to be examined for each category of models.
2•2 Simple deterministic and empirical models
In simple models attempts are always made to ensure that calcu­
lations can be performed without the use of large computers. The
simple models may be derived using either detcrminist or empirical 
techniques.
2.2.1 Regression models
The regression models are based on a statistical analysis of 
observations obtained from onr or a number of monitoring stations in 
the urban area. The relationship between concentrations of pollu­
tants and significant emission and meteorological parameters is 
used for estimates of concentration levels at the specific 
locality.
2 . 2 .  I . I r r o p o r t i o n . i l  models
Proportional models are the simplest type of models (Barth, 
1970, Dc Nevors, and Morris, 1975) and express the pollution 
concentration at a receptor in an area as proportional to total 
emissions in that area, viz.
where (X is the coefficient of proportionality for each recep­
tor and E is the total emission rate for a given area. The effect 
of pollutants released from sources outside the receptor area 
may be included in the form of background concentration, that 
is, the concentration at the receptor prior to the introduction 
of local sources. Then the final concentration is calculated 
as the sum of the background concentration and the concentration 
due to emissions in the receptor area
*i ^background * • E (2.6)
The basic physical assumption of the proportional model 
that the concentration _t a certain point is a function of the 
total emission rate only, excludes any further physical considera­
tions. Thus the effect of the height at which the pollutant 
is released and the state of the atmosphere (degree of stability, 
wind speed, wind direction, etc.) arc not considered. Also, the 
concept of background concentration as the contribution to 
the receptor from distant sources is difficult to apply in 
piacticc. It is not realistic to assume that the concentration 
measured at the receptor at any time will be the background 
concentration only, without any contribution from the local 
sources.
The proportional model giver a quick and approximate answer 
to practical problems where changes in the emission rate arc 
the main consideration. If any meteorological parameter 
must be co idcred to be a variable, this model cannot be used.
2.2.I.2 Empirical models
Empirical models are based on the relationship between 
observed meteorological parameters and pollutant concentrations 
at a specific locality. The meteorological parameters chosen for 
correlation with observed values '' pollutant concentration 
are those assumed to have a significant effect on the concentra­
tion pattern. "f a significant relationship between one or ^ore 
variables and observed values of concentration can be established, 
this may be used for further predictions. Only variations of 
parameters that were included in the original analysis can be 
considered for the predictions. Smith and Jeffrey (1972) 
estimated the daily average SO, concentrations in London by 
using the equation
X - 0,085 . (I ♦ 5 s  ) <1 - ) (5x + 4 X p ) +  0,157 (2.7)
where T is the minimum daily temperature in degrees Celsius, 
t is the number of hours per day during which the mean wind speed 
was below 6 kilometres per hour, and Y  and denote the mean 
and the previous levels of SO; concentrations. The parameter 
relates the concentration to the depth of the mixing layer. No 
value is assigned to 6^ for good vertical mixing. With a decrease 
in the mixing depth, the parameter 6^ increases to a maximum 
value of unity for very stable conditions.
Another model of this type was used by Bruntz et al. (1974) 
for estimates of maximum ozone concentrations in New York City. 
Solar radia ion S in langleys, mean wind speed u in miles per 
hour and a maximum daily temperature T in degrees Fahrenheit 
were the parameters in the regression analysis and for the sub­
sequent predictions of daily concentrations. The following equation 
was used:
log (03 + 5) * - 3,29 + 0,2 og S - 0,61 log u + 2,65 log T (2.8)
Similar developments have uecn reported by Peterson i1970) 
and McCollister and Wilson (1975). The analysis of observations
from a specific locality only reveals the relationship between 
variables and the concentration levels at this specific locality.
A general application of the empirical model to other urban 
areas is not possiale, since variables other than those consiuer- 
ed originally may become significant. For example, Equation (2.7) 
does not consider changes in S0 2 emissions and so it is obvious 
that at a locality where the variations of emissions are 
pronounced. Equation (2.7) cannot be applied with success.
For these reasons empirical models are best suitable for solving 
local pollution problems and also, where such a model has been 
developed, for testing other models applied to the same area.
2 .2.2 Simple deterministic models
In contrast to empirical models deterministic models represent 
an attempt to describe the process of dispersion of pollutants in the 
urban atmosphere mathematically rather than statistically. The models 
are based on a greatly simplified approach to the physical aspect of 
the urban air pollution problem and aim at an analytical solution 
that can be obtained without the need to use a high-speed computer.
2.2.2.1 The box model
If c = u -I v + w is the wind vector, Q is the source 
strength of pollutant release and x * X (*»y»z »t) denotes the 
concentration of the pollutant, then the conservation principle 
yields
+ yc • x ** v * V^x * Q (2.9)
Tie physical meaning of Equation (2.9) is that a change in the 
.oncent,'tlon distribution is caused by one or a combination of 
the foll:nng procesres:
(i) transport,
(it) molecular diffusion,
Introducing mean and instant values X " X ♦ X* (Reynolds de­
composition) and time averaging transforms Equation (2.9) into
Ax. ♦ v«2 ♦ x V c V  - vV‘ x “ Q (2. JO)
vhere x is the local concentration at a point in the a m .
The second and third terms on the left describe the transport by 
the mean motion and eddy fluxes respectively and the fourth term 
accounts for the molecular diffusion. In Lettau’s model (Lettau, 
1970) the mean transport in the vertical^is considered ..egligible 
in relation to the vertical eddy flux (tax «  w 'x')* In lhc 
horizontal the transport by the mean wind is considered dominant 
and both the horizontal eddy flux and the molecular diffusion are 
neglected. Since
+ 'vrxT + W 2 x «  JX + vx
Equation (2.10) consequently reduces to
3X . X> + 3(VX) + Hy.'-Xll = Q (2.II)
3t 3x 3y 3z
Subsequent assumptions made by Lettau (1970) concern the area 
source distributi he thickness of the layer through which the
pollutants are f  vibuted over a city and the kind of distributi.
Temporal variations of area source intensity are assumed and the 
uniform area source s t r e n g t h q ( t )  over the whole urban area is de­
fined as
q(t) ■ Q ‘ h* ♦ (w'x')g . o ^
If a bulk wind speed U (t) is defined as
« <o - -ir,
and a frequency f * as
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where D is the city diameter ar<? x*(t) is pollutant concentration 
uniformly distributed in the city air volume. Equation (2. It) becomes
+ f. x.(t) - <=.")
In the box model Equation (2.15) is applied to a one-dimensional 
problem under steady-state conditions, viz.
_qD (2.16)
h* i *  h* u
The first assumption that must be satisfied before Equation (2 6 )
can be used is the even distribution and uniformity of the sources 
in the area of application. The distance downwind at which a uniform 
vertical distribution of concentration will be reached under given 
meteorological conditions may be estimated by the method suggested 
by Turner (1969). When the concentration at the base of the stable 
layer that is situated at height h* above the centreline of the 
plume reaches one-tenth of the plume centreline concentration at 
the same distance downwind, the Gaussian vertical distribution begins 
to be affected by the restrictive layer. The distance x^ is calcu­
lated from
, , (2.17)
h* - 2,15 oz (x1 )
where »,(x) is the standard deviation of the Gaussian concentration 
distribution in the vertical. For a slightly unstable atmosphere 
and a constant mixing height of 5 0 ' m, both typical for an urban 
area (Holzworth. 1967), x^ is 4 t. Turner further allows a
transition period of the same length for the concentration to become 
uniformly distributed throughout the height of the mixing layer. 
Thus, the basic assumption of Lettau's model will be met at the dis­
tance of 9 km from the upwind edge and further downwind for slightly 
unstable conditions. Recent studies of the urban atmosphere 
(Tyson et al., 1973. Gutmai. and Torrance, 1975) indicate a rise in
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mixing heights over large cities due to increased surface roughness 
and release of heat. With increasing mixing height, the distance 
downwind from which a uniform vertical distribution of concentration 
may be assumed will also increase.
2.2.2.2 The ATDL model
Gifford and Hanna (1970, 1973, 1975), Gifford (1972, 1973,
1974), Hanna (1971, 1973, 1977) at the Atmospheric Turbulence 
and Diffusion Laboratory (ATDL), National Oceanic and Atmospheric 
Administration (NOAA), developed an analytical model of the disper­
sion processes in an urban area. All large individual sources with­
in the area (such as power plants, large industries with tall stacks 
etc.) are considered separately and their contribution is calculated 
using the standard Gaussian plume formula
~ 1 ~  ' * --- f " h r  " exp I -
rulii) 2o«2 I
A constant wind speed u end a wind direction frequency distri­
bution f for 16 sectors are used. The pollution L, emitted at 
strength Q at the effective height H and the distance r from the 
receptor. The effective height of release H is calculated as a sum 
of the physical stack height h and the rise of hot plume due to 
buoyancy forces Ah.
A multitude of lesser industrial, commercial and residential 
sources are combined and define., on a grid system as area sources. 
The mathematical basis is the simplified steady-state diffusion 
equation for two-dimensions
“u> % ■ if K<z) If (2.19)
with the mean wind u(z) blowing along the x-axis. Gifford (1959) 
has shown that concentration at a point is affected only by sources 
in a narrow upwind sector of approximately 20° and thus justifies 
the neglect of the cross-wind component in Equation (2.19) and also 
in Equation (2.18). In order to solve Equation (2.19) analytically,
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another physical assumption regarding the restriction oi the 
vertical mixing was made. Whereas in Lettau's model a restrictive 
layer of air is assumed to be always present over the urban area 
causing an accumulation of pol utauts, in the ATDL model such a 
restrictive layer is assumed to be high enough to have no effect on 
the surface concentration in the area. The height of the mixing 
layer at any distance downwind is assumed to be
where parameters a and b are functio' i  atmospheric stability.
The differing ass mptlons made in the two models are expressed 
graphically in Figure Z.l. In the concept of a box model the 
restrictive layer is situated at a constant height h*(x) 
over a city causing uniform vertical distribution of pollutants 
x(z) below. However, in the ATDL model it is assumed that the 
height at which the restrictive layer h*(x) is situated, grows 
steadily with the vertical spread of the urban plume downwind.
The vertical distribution of pollutants x(z) is Gaussian.
If the urban area is divided into a regular pattern of grid 
squares of unit size Ax with N grid squares in the direction of 
the mean wind, then the concentration in the centre of grid block 
0 is the summation over all grid squares upwind of the receptor 
square and may be expressed as
grid square the source strength is assumed to be constant. Equation
h*(x) » 3 oz(x) - 3 axb (2.20)
(2 i + I)1'8- (2 i - I)1™ 8
(2.21)
The source strength in the receptor square is qQ and the 
source sere th in the i-th grid square upwind is q^. Within each
(2 - ’ 1' has been derived for changing wind speed and eddy diffusivity 
with ncight following the simple power laws
m
u(z) - u \2.22)
(OX HOUEL
Hein Wind
C
Source
ATOl MODEL
Figure 2.1 Simulated effect of a restrictive elevated layer 
on the concentration distribution in the box and 
ATDL models
Parameters m and n arc determined experimentally and depend on 
the stability of the atmosphere, on the surface roughness and 
also on the choice of the reference height Further, parame­
ters s and Cj in Equation (2.21) may be defined as
s _  m + _1  (2.24)
6 2 + m  - n
and
c, - 3 a (2.25)
The value of parameter B depends on the form of the vertical con­
centration distribution.
It is a simplified version c the ATDL model that finds most 
frequent application. The first physical assumption made in the 
simplification of Equation (2.21) is the assumption of a wind 
speed u constant with height. The parameter m in Equation (2.22) 
becomes zero and it ma, further be shown that, for the condition 
stated in Equation (2.20), parameter s « b. If vertical concen­
tration distribution of Gaussian form is assumed, the parameter 
B reads
-id)'B - 4  7  (2.26)
and Equation (2.21) becomes
I /2\* /Ax] J _ v V - f(2i + |)l"b-(2i - I)1'
u a (I - b) (I!1 (4)'' {-j, ’i [«
(2.27)
For area sources of constant emission strength q . = Equation
(2.27) reduces to
(2.28)
and for a given stability and grid size
(2.29>
where
a (I - b) (2.30)
The parameter C is a function of the atmospheric stability and city 
size. The dependence of C on city size is rather weak, since the 
exponent (l-b) in the last term of Equation (2.30) is smaller than 
0,3 for any stability conditions.
Mien the parameter C is calculated for various combinations of 
stability parameters .'o and city diameters D, values close to 
50,200 and 600 are obtained for unstable, neutral and stable con­
ditions and the city size of 10 kilometres. However, when obser­
vations in 44 North American cities have been used to determine 
the annual value of C, an average of 50 has been found to correlate 
beat with the observed levels of atmospheric sulphur dioxide 
(Gifford and Hanna,1973).
2.3 Similari ty t heory
The similarity theory originated f.om the work of Obukhov (1941) and 
was further developed by Batchelor (19',0, 1964), Monin (1959), Gifford (1962) 
and others. The starting point of the theory is the hypothesis that the 
Lagrangian (i.e. particles-attached) characteristics of the flow in the 
surface stress layer depend on the same flow p.-rameters that describe the 
Eulerian (i.e. relative to a fixed co-ordinate system) characteristics.
The parameters are the friction elocity u for neutral flow and the 
Monin-Obukhov length 1. for ' *i under diabatic conditions. Dimensional 
analysis is the basic technique used. It follows from it that the mean 
vertical displacement Z is given by
where b i" a universal constant and $ is a universal function. 
Correspondingly, the horizontal displacement X is given by
= u (cZ) (2.32)
where u (cZ) is the mean wind speed at the height (cZ) and c is a
universal constant.
In order to determine X and 7. the constants b,c and the <j) function 
must be specified (Pasquill, 1S74). Then the mean concentration distribution 
of particles is calculated using values of X and Z. For a receptor point 
located at (x, y, z) and an instantaneous point source of the strength 
Q, the relationship is given by Gifford (1975) as
Equation (2.33) is valid in the surface stress layer. Attempts to 
extend the validity of the theory above the surface stress layer 
considering additional flow parameters such as the geos trophic wind 
and Coriolis deflection result in greatly increasing the complexity of 
the dimensional analysis. An application of the similarity theory to 
estimates of pollutant dispersion in urban areas has been reported by Fried- 
1andcr and Seinfeld (1959).
2.4 Statistical theory
The statistical theory follows the mathematical analysis of properties 
of a continuously varying entity first suggested by Taylor (1921).
When applied to particle velocity components u 1, v', the displacement
of a particle after travel time T may b. vit ten as
X (2.33)
/ dXtt) - / v'(t', dt
0  0
(2.34)
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T T
J dY(t) » f v'(t) dt (2.35)
0 0
T T
/ dZ(t) » / w'(t) dt (2.36''
0  0
For the special cast of homogeneous and stationary turbulence, i.e. if 
u1 7 . v '7 . w '7 are constant in space and time and representative of the 
total turbulent field, the variances of the displacement of a parti, i 
at time t are expressed as
T t
- 2u '2 / / Rx (C) d£ dt (2.37)
0 0
T t .
>CMM
/ / R y (C) d£ dt (2.38)
0 0 y
f t
- 2w '2 / / R (() d£ dt (2.39)
0 0 z
where R (C) is the Lagrangian correlation coefficient between particle
velocities at times and Tj and
T2 ‘ T | (2.40)
As most of the practical problems of atmospheric diffusion are solved 
in tha Eulerian system of coordinates with the pollutants tring trans­
ported from a fixed-point source past the fixed-point receptor by the 
mean wind it is necessary to relate the Lagrangian motion a ; expressed 
by Equations (2.34) to .40) to the Eulerian system. In tie following 
treatment the proposal of linear proportionality between Lagrangian and 
Eulerian times £ and t where
C - Pt (2.41)
is adopted following Hay and Pasquill (Pa?quill, 1974). The ratio between 
the Lagrangian and Eulerian time scales 6 was measured extensively and Is 
know;, to vary with the thermal state of the atmosphere (Slade, 1968).
The next assumption in the development of a practical model is 
considered with the distribution of dispersing pollutants. In the Gaus­
sian models discussed here it is assumed that the hapc of the concen­
tration distribution is Gaussian along all three coordinate directions. 
Then, the Gaussian model for calculating the dispersion of airborne 
pollutants released from an instantaneous point source can be written as
(21,)*
exp
°x °y °z
-ut)2 + + z L (2.42)
where t is the time durinj which the puff travelled along the mean wind 
trajectory with the speed G. In Equation (2.42) the Lagrangian variances 
of displacement X ' d ) ,  Y?(T), Z 2 (T) have been replaced by Eulerian varian­
ces o 2(x), Oy(x), o 2(x) in ;ccordance with the conversion from a Lagran­
gian to an Eulerian system.
Assuming the turbulent dispersion in the x- direction as expressed 
by the variance oj to be very small in respect to the t: anspn-t by the 
mean wind, terms containing rj may be neglected and the equation for 
a continuous point source is obtained by integration with respect to 
time as
X (*,y.*> - 2, u o y ~Gz ~ CXp
1  L x L  + - Z L j l  (2.43)
2 l v  -'-I
The variances o2 (x) and o 2 (x) represent the crosswind and vertical 
dispersion and are dete.mined experimentally as functions of the distance 
of the plume from the source. Discrete stability classes are of- n 
introduced in the process of determining oy (x) and o^fx) in order to 
approximate the changing capacity of the atmosphere to disperse tie 
pollutants. When the source is elevated above the ground at height tl, 
the reflection of the plume from the ground must be included in the model 
and Equation (2.43) becomes
2k
The Gauss'an model as represented b> Equations (2.42) to (2.44) 
has been utilized in many instances to model pollution from multiple 
sources. In such applications, large isolated sources, such as power 
generating plants, are usually considered separately and tneir effects 
are added to the concentration fields resulting from the multitude of 
small sources in an urban area. Typically, the urban area is divided 
into a number of smaller areas, for each of which a uniform source strength 
may be defined. The area source is represented by a point or line source 
of equivalent strength. The solution of the basic equations for a set 
of measured or predicted parameters is obtained at a great number of 
:eptor points for each of the sou, -’s and the results are finally
superimposed, yielding the total con>. -i.' tion of pollutants at each 
receptor point. All require the use of a computer for a period of time 
proportional to the degree of detail attempted in the respective models.
2.4.1 The Gaussian plume model for multiple sources
The first models using the Gaussian plume approach to simulate 
pollution distribution from multiple sources have been developed by 
Frenkiel (1956), Pooler (1961), Clarke (1964), Turner (1964), Koogler 
et al . (196 7) and Miller and Holzworth (1967). They differ only in de­
tail, one of the most elaborate being the model by Turner (1964). In 
this model, the area sources are approximated by finite crosswind line 
sources passing through the centres of the emission squares. The ground 
concentration at a receptor point (x,y,0 ) is calculated using the 
Gaussian plume formula
x (x*y ’0) " s~ o~ o~  eXp
y z
(2.45)
In ordet to be able to consider a finite crosswind line source 
while still using ,e simple equation for a point source (Equation 
2.45), Turner assumes the length of the line source to equal one 
quarter of the square size. The length of the crosswind source 
is then added to the crosswind diffusion parameter o^ for the point 
source. The height H at which the pollutants are released is adjusted 
to 20 m for all sources in order to reduce the number of computations 
required. The source strength Q i.i taken as equivalent to the total
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emission rate in the square. The wind speed u and wind direction are 
considered constant over each interval of two hours. To account for 
diurnal changes, all meteorological and emission input parameters are 
re-evaluated for each interval of two hours. The standard deviations 
of concentration distributions in the plume o , a are evaluated
y z
for differing stability classes according to the scheme introduced 
by Pasquill (Gifford, 1968, Turner, 1969).
The model has been applied to estimate SO^ concentration levels 
in an urban area where measurements from 32 monitoring stations were 
available. It has been found that the calculated concentrations 
exceeded observed concentrations. The overestimation is especially 
marked downwind of strong sources (source strengths differed in each 
source square), while upwind of strong sources the observed values 
occasionally exceeded calculated concentrations (Turner, 1964).
The overestimation downwind and the underestimation upwind 
of major sources in particular is due to the approximation of the area 
source by a single source placed in the centre of the respective area. 
Sources situated between the upwind edge and the centre of the square 
are not considered to contribute to the ground concentrations upwind 
of the centre, and by the time the pollutants pass the centre their 
actual contribution will be less than calculated. Tie general over­
estimation, except for receptors situated immediately upwind of major 
sources, may be attributed to he assumption of a unique source height 
of 20 metres. Pollutants released at higher levels will reach the 
ground much later than calculated or even pass the urban area further 
downwind.
A more accurate approximation to the area source has been attempted 
in the model described by TRW Systems Group (1969) and known as the 
Air Quality model. The area source is approximated by a pun urce 
i  equivalent strength at such a distance upwind that the 22,5° wind 
sector subtends the width of the source area (Figure 2.2).
Equation (2.45) remains the governing equation of the model which 
has been developed for estimates of mean annual concentration levels. 
Frequency distributions of major meteorological parameters are required 
for input that includes a combination of 16 discrete wind directions
Af«# source
Mean wind Pc..ito eoufj
Figure 2.2 Area source approxination by a virtual point "our v
■Bit
average ground concentration is calculated as
X -  S- - - - - - - - exp - 1  X L
(27,)’ o„ h*u \  1  a 2 (2.46)
" " "  ,he *V“ *6e h =‘«"‘ »' “  » « « «  or ,Esld.„ „  b„ildi„g .
Ihe approximation of a .oltiple ,ooroo by a point nr a
obvious that then the approximation of a .uoh 
fin* t Par,meters, non-constan. wind protiie and
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The critical part of the puff model is the determination of the 
dispersion coefficient. «,<c>. .y Ct), 0 ,(0 . Roberts = U L .  U970)
Assume that o <t) - o (t) - % ( t )  o-d derive oy (t) and 0 ,(1 ) from 
dioperaion parameters d (.). o , U >  for plumes where t IS the travel 
time t - i. Gifford ('568) and P..,uill (19)6) have pointed out that the 
di.per.ion rate of a ...11 growing nuff differs from that of a plume.
The plume i. regarded „  a sum of averaged puffs transported h, the 
mean wind along the .-axis of a fixed co-ordinate system, while the 
individual puff has its co-ordinate system locot-d along the trajec­
t o r y  and therefore moving .11 the time. Consequently a distiet number 
and sir. of eddic, will act upon the puff a. it travels. An first onlv 
few eddies of comparable size to the size of the puff contribute to the 
spread, whereas the whole spectrum of turbulence diffuses the plume. Later 
the action of larger and larger eddies on the growing puff increases 
the dispersion rate to a higher value. Thu, the use ot oy (t) and 
o (t) derived fro. experiments with plume, may bring a substantial 
asror into the calculation. I.litzer and Slade (1968) and more 
recently P.squill (19)6) summarize the result, of experiments with 
instantaneous release., m e  data are still incomplete mainly ow.ng 
to the practical difficulties associated with simultaneous measurements 
of instantaneous concentration at a large lumber of receptors.
The fact that the puff equation (Equation 2.6)) does no. become 
inf.nitc but assumes an x" 2 concentration distribution in calm con­
ditions is often seen as a possible basis for simulation ol the 
dispersion of pollutant, under nearly stagnant conditions which cannot 
be provided by the plume model. However, it should he pointed out 
the specification of the dispersion coefficient o, in the direction 
of the mean wind is required in order to solve Equation (2.6)). In 
calm conditions the transport by the can wind ceases to dominate the 
process .no the specification of o, becomes increasingly important.
Gradient transport _thcor% 
= = = = = =
which arry mass, momentum and heat and behave like true molecules. 
Diffusion at a point is related to the gradient of concentration at the 
same point by assuming that the partic’e (molecule) is transported down 
the gradient of concentration at a rate that is proportional to the mag­
nitude of the gradient. This assumption is expresse as
(2.49)
where F is the rate of t ansport across the surface, K is the coefficient 
of proportionality and Ox/3n) is the gradient. It can be shown 
(Donaldson, 1973) that for the conditions of parallel shear flow the 
Equation (2.49) represents a first-order closure model of the second- 
order terms in Equations (2.1 - 2.4). In the application to the atmos­
phere the diffusion equation may be written (Sutton, 1953, Pasquill, 1974) 
M
- & " ,  ' & « ,  & >  * 1> <2-m >
where Q represents all souices of a specific pollufant and R is 
the sum of all processes active in removing the pollutant from the at­
mosphere . If a number of chemically active pollutants are to be modelled 
simultaneously. Equation (2.50) may be developed for each pollutant 
species individually expressing the rate of chemical production or 
reduction in the last two terms on the right-hand side.
By using Equation (2.50) the effect of turbulent action of the atmos­
phere on the concentration levels h .s been reduced to determining the 
spatial components of the eddy diffusivity K. Analytical expressions
for K , K , K are only available for the shallow surface layer from 
x y z
applications of the similarity theor>. As the surface layer represents 
only a small portion of the polluted atmospheric layer, the eddy dif- 
fusivities must be determined experimentally or by using
alternative approaches. A general analytical solution of Equation (2.50) 
for arbitrary forms of the eddy diffusivity and wind profile is not avail­
able. Equation (2.50) has been solved analytically fcr greatly simpli­
fied forms of eddy diffusi vity and wind profile (for a summary see 
Appendix A). In order to obtain general s o l u t • of Equations (2.50) 
numerical techniques must be applied.
2.5.1 Analytical models
The most convenient way tv obtain an analytical solution of
Equation (2.50) is to assume isotropic diffusion and to disregard
spatial variations of eddy diffusivities by writing
Kx " Ky ■ K z - K - constant (2.5
The solution of the resulting Fickian equation
it ■ K <,zx> (2.5:
for an instantaneous point source of emission strength Q is of 
Gaussian form (Roberts, 1923)
X (x.y.z.t) - --- 9— —  exp [ -  J ji?  + V2 + *2>.
(4it Kt)’ L 4 Kt
( •>')
Solutions for other source configurations may b . obtained by inte­
gration of Equaf vn (2.53) with respect to tirj and space.
Most cf the experimental data have been obtained for the vertical 
eddy diffisivity and its variation with height. The experimental 
evidence of variations of the vertical eddy diffusivity and the wind 
profi.e with height has le ’ to further attempts to solve Equation (2.50 
analytically. For this purpose Equation (2.50) has been reduced to 
its two-dimensional form
U(Z) ft * fi Kz ft) (2.54,
Tnt pnysical assumptions preceding the reduction are those of steady 
state conditions |*) - 0 , the neglect of diffusion in the x-direction
in favour of transport by the mean wind along the x-axis and the 
removal of the y-component in the presence of an infinite line source. 
Equation (2.54) has been solved for variations of eddy diffusivity 
and wind profile, following :he simple power law (Equations 2.22 and 
2.23). Following Sutton (15 j) the solution may be written as
In pcncral little use has been made of analytical solutions of 
the diffusion equation for the urban air pollution problem. This 
may mainly be attributed to the difficulties in deriving simple forms 
for K(z) and u(z) that would be representative for a large urban 
area, but still simple enough to allow an analytical solution of 
Equation (2.54).
2.5.2 Numerical models
The development of numerical techniques has made the solution 
of the diffusion equation (Equation 2.50) possible for arbitrary 
forms of the eddy di ffusivity and wind profile and provides a basis 
for the inclusion of kinetic chemical reactions that ar. typical for 
the Los Angeles type of photochemical pollution. Both Eulerian and 
Lagraugian co-ordinate systems have been utilized in the numerical 
models.
In the Eulerian model an imaginary, three-dimensional grid sys­
tem is used to divide the urban area into blocks or cells. Equation
(2.50) isdivided into discrete intervals and solved numerically. The 
concentration in each cell is calculated as the sum of pollutants 
transported into it from the neighbouring cells by the advective wind and 
by diffusion and of pollutants released in the cell during the same 
period of time. The distribution of concentration in the cell is 
assumed to be uniform. The amount of pollutants that leave the cell 
for other cells is determined by the wind components at the boundaries 
and by the gradient of average concentration between the two cells.
The process of dividing the diffusion equation into discrete 
intervals may be illustrated using the scheme in Figure 2.3. For a 
uniform size .f the grid volume AV - Ax •Ay •Az, the diffusion 
equation is approximated for the central grid square (i,j,k) by a
I—
Figure 2.3 A section of the grid system used for dividing 
the diffusion equation in the numerical model. 
The x-coordinate of the grid system ft parallel 
to the direction of the advective wind. The 
source strength and the removal rate in the 
central volume AV are represented by Qj and 
R k respectively
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second-order, central finite - difference scheme where the concentra­
tion after the (n+1) time step is expressed following Shir and Shieh 
(1974) as
r.+l n
A -jk ' *ijk * * F,<Xljkl ‘ F,(.<ljk) * V > x " jk) ♦ 0,(Xijk) ♦
AfQ.
(2.56)
- — t r v... —_ .
c a
Th^ terms a and b on the right-hand side represent the advection and 
the diffusion process respectively with a source term c and a removal 
term d completing the equation.
The size of the grid volume is of necessity determined by the 
available computer capacity and running costs, which will limit the 
maximum number of grid steps in standard applications. Consequently, 
a compromise must be reached between the requirements of accuracy 
and the time of computation, resulting in typical horizontal dimen­
sions of an individual cell of several kilometres. Early finite - 
difference schemes suffered from the effect of producing artificial 
diffusion in the advective terms which became significant when the 
scheme was applied to relatively ’arge grid sizes (Randerson, 1970).
A simple demonstration ot how the ar i'icial dilfusion terms develop 
illustrates the problem.
If Equation (2.56) is re-written for the x-direction only, it 
becomes
Xi + 1 " + Fx (X?> + Dxy(x?) + ^  - AfR(xJ) (2.57)
where Ix (x^) is the advective term. If only the advective term is 
retained on the i ght-hand side and is allowed to assume the simplest 
form of
V #  - IGT - x^-i) at (2.58)
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Equation (2.57) bcc s
» i r  ‘x" - x ^ v  - o u.5»)
where Ax is the grid length in the x-direction and xi _1 denotes •"he 
concentration in the upwind square at a time interval n. Applying 
the Taylor's theorem (Pcktorys, 1969)
« V  H . V  X, - « x o .y0> .
+ V l  (2.60)
to x" +1 and x\_1 and rearranging. Equation (2.59) hi ames
+ u — —  - u / ^  -  — — — • + a. — + higher-ordcr terms
at 3x I 2 2 ; ax 3x
(2.61)
The first term on the right-hand side of Equation (2.61) will increase 
with increasing grid size Ax for given wind speed u and time interval 
At, res iting in a pseudo-diffusion effect caused by introducing t ° 
discrete i n f  'Is. Many alternative schemes such as the higher-oracr 
finite-difference schemes and the introduction of finite-eloment 
schemes have beon developed to minimize the error. The main domain 
of application )f the majority of numerical models has been the model­
ling of automobile emissions and reactive pollutants in the atmosphere 
(Mahoney and Egin, 'T70, Sklarew et al . , 197!, Reynolds et al.,1973, 
1974, Pandolfo an,. Jacobs, 1973, Roth et el., 1974, Shir and Shich,1974, 
Ragland and Pierce, 1975, Bankoff and Hanzevack, 1975, MacCracken and 
SautPT, 1975).
In the Lagrangian ( t r a j m , rv) - o d d  (Eschcnrocder and Martinez, 
1973, Wayne et .-il . ; 1973) an air parcel of constant volume and shape
is followed by attaching the co-ordinate system to the parcel as it 
moves along the trajectory of the advtctive wl.. The governing 
equation of the trajectory model miy be obtained ay introducing the 
following transformation of variables into Equation (2.50):
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C ** C (x.y.t) 
n " n (x.y.t)
(2.61)
win re „ (x,y,t) and n (x,y,t) are determined from the constructed 
trajectories of the advective wind. The resulting equation is again 
solved numerically. As the air parcel is moving along the trajectory 
of the wind no Zlux of pollutants takes pla^e through the parcel's 
vertical boundary either by adjection or by diffusion. Allowance is 
made for intake of pollutants through the horizontal boundary as the 
parcel passes over a pollutant source. Mixing and ch mical reactions 
take place inside the parcel. Though this treatment evades the 
occurence of artificial diffusion terms, th. applicability of th: 
Lagrangian model is severely restricted b) the initial assumption of 
a vertical air parcel of constant volume and shape. Thus, the varia­
tions of wind speed and direction which commonly occur in ur an areas 
are not considered in the treatment and represent an error source of 
considerable magnitude. The construction 01 the trajectories from 
ground-based data presents an additional problem in this type of model 
which has found fewer applications than the Eu'erlan model.
Apart from the numerical problems and the associated extensive 
computer running times, the main sources of uncertainties in appli­
cations of numerical K-thcory models are the determination of realis­
tic eddy diffusivity coefficients under a variety of atmospheric 
conditions and, to a lesser degree, the availability and representa­
tiveness of suitable wind flow data for the region of interest.
2.6 Pi scussion
In regression models no attempt Ir made to solve the problem of tur­
bulent transfer in the atmosro- re and he ic.< the process of dispersion 
of pollutants in an urban area. Instead of physical and mathematical 
formulation of underlying physical processes, a set of data observed 
at a specific local.ty are analysed ly statistical means. In the propor­
tional model only variations of ,e emission rates are considered
Variations of all other parameters describing the state of the atmosphere, 
the height of release,etc. are not Included. The number of variables 
which enter the equation in empirical models is generally higher, inclu­
ding variations of meteorological parameters, persistence of concentration 
levels,etc. However, all source data (emission rates, height of release) 
and their variations are disregarded. The regression models are only 
applicable to the locality at which the relationship among the variables 
has been observed. Extensions to other parts of the urban area or evsn 
to other areas are not possible. The models give a quick qualitative 
answer to problems where the possible effect of a change iu a major vari­
able such as the emission rate is the main consideration. In research 
applicetions they can be used to test the development of a more complex 
model.
The simple deterministic models are based on a physical approach 
to the urban diffusion problem. However, the complexity of the models 
is greatly reduced by the introduction of simplifying assumptions. In 
the box model a homogeneous source strength is assumed over the entire 
urban area. The height at which the pollutant is actually released does 
not enter the calculation and a11 the emissions are assumed to take ,'a- 
ce av the ground level. A mean wind speed and wind direction are defined 
over the whole area and the vertical mixing of pollutants is restricted 
b y the constant presence of a stable layer overhead. As a result a uni­
form vertical concentration distribution is assumed. The input parame­
ters include the emission rate, the wind speed, the depth of the mixing 
layer and the size of the urban area. The application of the box model 
is straightforward with very little computational effort being needed.
The model may best be applied to estimates of short-term concentrations 
in large areas with reasonably uniform emissions and not many major 
sources at considerable heights above the ground level.
The ATDL model makes use of a grid system to provide a basis for 
spatial variation of emission rates and the resulting concentrations. 
Meteorological conditions are not specified f nr each square separately 
ut are assumed to be uniform over the entire area. The w  lor input pa- 
i amctet s include the emissions, the wind speed and wind direction and 
the atmospheric stability. Large individual sources are treated by the 
Gaussian plume formula and their contribution to the ground concentra­
tion in the centre of each square is added to the contribution by area
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The .t.,1. dlffeston -kkM, .re model, with lifted o.e in 
Clepplicatlons e.peel.U, ,.r d..,g„ „ d „ „
■ — I- The, are be,, .el,able to, d„ „ rlbl„g
he ever.,, o£ .... „lth .......... ........
oa the concentration Uve,. dcn.ind. I. re.e.rch .ppUc.tion. the 
2 , " "  "  =h. development of .
m  the Bt.tl.tlc, theory of turbnlen-c it i, assumed that for a 
homogeneout f,o» the di.tribution of diffuaing poUutant, it.
n, .rthod, of dispersion e.tl-tte, b.e.d the C.u.,,a„ diatribe,...
, d° V e l° P’ d ' " S 'alavated source, and ,.,er a,so applied
° U;"an e°“ ii0"S “  "  ‘"d ground. Large Individual source, ,1-
uated in the urban are. are treated uepnr.t.l, ,„d ,he ,.rg.
....I source, near the ground are lumped into are. ..urc.a „„ . grid 
pattern. Gaussian models differ in the manner in uhlch this .ourcc are.
' " P7 'n" d t”  aaleulation, in the . 1.. of -be grid and
n the detail of input data. Spatial and temporal variations of more 
input parameter, can be considered than in the pr.viou. models.
The Gaussian plume model includes several ..sumptions. First, it
“  V°“ <‘ ! ° r  ’,cady-“ ‘t= “ ■edition, only. I„ reality these are never 
« t  and are usually approximated by dividing the period of interest 
nto shorter Interval, over uhlch the variation, of meteorological pa­
rameters and emission rate, are considered to be small. The averaging 
time, are of the order of several hour, or linger, while plume descript­
ion represents condition, averaged over a time of „ev.rll
nutes. Secondly, the effect of uind shear on horltcnta, diffusion i. „o, 
considers.- In the trr-men, of Gaussian plumes. The neglect of wind 
shear is ..all over .hurt distances fro. the source, but become, slgol.
39
ficant at greater distances typical for large urban areas. The assumpt­
ion of constant wind speed over the entire urban area of several tens 
of kilometres is not adequate, since the trajectories of plumes are 
much more complex. Thirdly, under nearly stagnant conditions associated 
with intensive atmospheric stability and low wind speeds, the dispersion 
of pollutants becomes irregular. The tran?port by the mean wind ceases 
to dominate the process and Equation (2.44) becomes infinite as the wind 
speed approaches zero.Fourthly, the standard deviations of concentration 
distribution in the Gaussian plume have been obtained from measurements 
over flat terrain. The values of and a., are not expected to he repre­
sentative for plumes travelling over complc : topography. Furthermore, 
the complex topography has a strong effect on the wind structure and 
often makes the concept of the mean wind unrealistic. Further assumptions 
made in the Gaussian plume model regard the chemical nature of pollutants. 
The pollutants are considered to be chemically stable or only slightly 
reactive, e.g. sulphur dioxide.
The Gaussian puff model provides a basis for a detailed spatial 
and temporal resolution of wind data by using the method of following 
the wind trajectory instead of defining mean wind over the entire area. 
However the wind data available on the average for an urban area are 
often incomplete. If a very detailed information on the wi structure 
is used in the model, the same degree of accuracy should be applied to 
the other input data at the same time. The lack of detailed input infor­
mation in large urban areas and uncertainties associated with the assess­
ment of the input, particule ' y  the emission estimates on the one hand 
and the need and cost of extensive computer use on the other, make the 
application of the Gaussian puff model less practical for urban air 
pollution problems that the application of the Gaussian plume model.
The application of similarity theory is restricted to the surface 
layer in which the variation of the shearing stress with height remains 
small. The depth of the surface stress layer reaches several tens of 
metres covering only a shallow portion of the total polluted atmospheric 
layer over an u'ban area. Attempts to extend the similarity theory above 
the surface stress layer by considering additional flow parameters great­
ly increase the complexity of the model.
In the gradient transport theory the transport of pollutants is
„„„u m d  to follow th« gradient of concentration of the entity at . rat. 
that 1. proportional to the ..gnltude of the gradient. The complete 
lutlon of the diffusion equation require, specification of the wind pro- 
file and eddy dtffusiytty coefficients. The diffusion equation may be 
solved analytically for .imple forms of u(r) and K(r> only while the 
horuont.l component, of turbulence are neglected. In the case of iso­
tropic diffusion and constant eddy diffusion, with height, the solution 
of the diffusion equation leads to a Gaussian concentration distribution 
with the variance, o2 - 2Kt. A, the assumption .1 constant eddy diffu. 
slvicy is not met in the atmosphere, variation, of eddy dlffu.ivlt, 
and wind speed with height have been Introduced following the simple 
power law. The parameter, for the power law are determined experimental- 
ly However, the simple power lew does not adequately represent the true 
atmosphere. As complex variation, of K(.) and -(.) cannot be Incorpora­
ted into an analytical solution, numerical me,had. have to be applied 
to solve the diffusion equation. Two concept, of coordinate systems are 
used In numerical models. In the Eulerlan approach the concentration 
equation is divided Into discrete lnterv.1, and solved numerically m  
each cell of the three-dimensional grid. In the process a truncation 
error often occurs In the simulation producing artlflcl.l diffusion in 
the advcctive term. When the number of grid cell. 1, substantially in­
creased in order to minimise the truncation error extensive computer 
ti.es are required for the execution of the model. In the L.gr.ngl.n 
anproach an air parcel of constant volume and shape 1. followed U  
moves along the trajectory of the adv.ctlve wind. This treatment evades 
the production of artificial diffusion during the simulation, but t « 
applicability of the L.gr.ngl.n model la restricted by the Initial 
assumption of a vertical air parcel of constant volume and shape to 
simulations involving constant wind profiles. The practical problem 
doe. not rest In excessive computer times, but In the dlffi f1'1** “ 
constructing adequate wind trajectories fro. predominantly ground-based 
experimental data. The main domain of numerical model, of gradient 
transport theory 1 , the simulation of the behaviour of chemically re- 
active pollutants in city atmospheres.
Attempt, have been .. .  to solve the Bous.lnes, equation, for the 
atmosphere which represent an open system with more unknowns than equ­
ations. To close the system hlgher-order term, are modelled empiric. - 
,y in spite of a considerable th.or.fc.l development several conceptual
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and numerical problems still remain to be solved before the model can 
routinely be applied to simulations of atmospheric pollution in a comp­
lex urban area. In additi. n to conceptual and nutm. i leal difficulties, 
the technique places extensive requirements on the computer size, speed 
and execution times.
The present state of knowledge concerning the turbulent processer 
in the atmosphere is reflected ir. physical aspects of urban air pollu­
tion dispersion models. A variety of models have been developed for a 
variety of applications and in all models idealized conditions are as­
sumed. In contrast to the treatment of isolated elevated sources in 
which the Gaussian plume model has widely been accepted as the best 
applicable scheme available, no such a clear distinction exists among 
the urban models. This necessitates a careful selection of the appro­
priate modelling technique in each individual application. The nature 
and density of low-level sources of air pollution and the effect of the 
city on the dispersive capacity of the atmosphere make the selection 
of a realistic model difficult. The theoretical difficulties are com­
pounded by the computational effort involved in the simulation and by 
the multitude of required input data. In order to obtain sufficient 
boundary conditions for the execution of the models a parameterization 
of the polluted atmospheric layer is introduced.
CHAPTER 'i
CHARACTERIZATION OF MODEL PARAMETERS
In the previous chapter the theoretical framework for the modelling 
of pollutant dispersal processes has been outlined and existing modelling 
techniques have been reviewed. A variety of model parameters are used 
together with the mathematical formulation in the dispersion model to 
specify the boundary conditions in the application to a specific urban 
area. The main model parameters can be recognized as
an inventory of pollutant emissions,
. meteorological data,
geographical parameters, and 
• data on atmospheric chemistry of the pollutant species.
3.1 Emis!;on inventor!os
The fact that the concentration of a pollutant may, in the first 
instance, he linearly equated to the rate at which the pollutant is 
released, makes the emission inventory a necessary prerequisite to 
any dispersion modelling effort. An estimate of the amount and dis­
tribution of pollutant emissions as well as an estimate of their 
spatial and temporal variations form the basis of the emission inven­
tory. Given the necessary instrumentation and expertise, either a 
direct or an indirect method may be used. In the direct method the 
emission levels arc measured in situ using stack monitoring devices. 
This method gives accur ite information on each emission source examined 
but requires a considerable employment of man-;ower and instrumentation 
The indirect method is based upon estimates from a characteristic in­
formation sveh as the consumption figures and ronvr ,ion factors for 
combustion processes, a detailed knowledge of an i Justrial proces or 
traffic patterns for transportation related problems.
The proportionality between emission rates and concentration 
levels is closely approximated in a pollution study of a single,
n o n - m a c t i v e  o r  a r1 '"ly r e a c t i v .  p o l l u t a n t  such as the p a r t i c u ­
l a t e  m a t te r  o r  su lpav  d io x i d e .  However, the l i n e a r  r e l a t i o n s h i p  
w i l l  d r a m a t i c a l l y  change f o r  r e a c t iv e  p o l l u t a n t s ,  the b es t  known 
example b e in g  the fo rm a t io n  o f  photochem ica l smog. Hence the em ission  
e s t im a t e ,  f o r  c h e m ic a l ly  r e a c t i v e  p o l l u t a n t s  must a ls o  in c lu d e  the  
in f o r m a t io n  on i t s  chem ica l p redecessors and the r e a c t io n  r a t e s .
3 .2  M e te o ro lo r i c a l  p a ra mct,-rs
The c o n t r ib u t io n  o f  an urban source to  ihc c o n c e n t r a t io n  o f  an 
i n e r t  p o l l u t a n t  a t  a space and time p o in t  is  d e te rm in e d  by the  
t r a n s p o r t  and d is p e rs io n  o f  the p o l l u t a n t  cloud between t h i s  p o in t  
and th e  p o in t  o f  r e le a s e .  Thus, a r e a l i s t i c  assessment o f  the  
p aram eters  which r e f l e c t  the t r a n s p o r t  and d is p e r s iv e  p r o p e r t i e s  
of the p l a n t t a r y  boundary l a y e r  over the p e r io d  o f  i n t e r e s t  is  the  
most i m p o r t /nt p a r t  o f  a d is p e rs io n  model. A l l  m e t e o ro lo g ic a l  p a ra ­
m eters arc  s t r o n g ly  in f lu e n c e d  by the t im e -d ep en d en t  therm al s t r a t i ­
fication of the p la n e t a r y  boundary l a y e r .
3 . 2 .1  Atmospheric, s t a b i l i t y
The degree o f  therm al s t r a t i f i c a t i o n  in  the p la n e t a r y  boundary  
layer has a c o n t r o l l i n g  e f f e c t  on the c a p a c i ty  o f  the l a y e r  to  
disperse a i rb o rn e  p o l l u t a n t s .  Diaba t i c  processes in  the atmosphere  
give rise to  p o s i t i v e  o r  n e g a t iv e  buoyancy fo rc e s  which in  tu rn  
Snhance o r  damp t u r b u le n t  m otions. The c o n d i t io n s  o f  the boundary  
layer under which p o s i t i v e  buoyancy fo rc e s  a c t  on the p a rc e l  of  
air as i t  r i s e s  v e r t i c a l l y  arc r e f e r r e d  to as u n s ta b le .  N e g a t iv e  
buo I'icy fo rc e s  imply s t a b le  c o n d i t io n s .  N e u t r a l  c o n d i t io n s  r e f e r  
to  a l a y e r  in  which the processes are  a d i a b a t i c  and the buoyancy 
forces arc in a n e u t r a l  e q u i l i b r iu m .  In a d d i t io n  to  th e rm a l  s t -  t i t i -  
cation the deg ree  o f  atm ospheric  s t a b i l i t y  depends on shear e f f e c t : .
S e v e ra l  t h e o r e t i c a l  d e s c r ip t io n s  have been idvanccd to  parame­
t e r i z e  the e f f e c t  o f  atm ospheric  s t a b i l i t y .  Th b. ; t  known param eters  
arc  the  R ichardson number Ri and th e  Meain-Ob,.t hov le n g th  L. F o l lo w ­
in g  S u tton  ( 1 9 5 3 ) ,  the  Rich .rdaon n imber is  d e f in e d  as
and indicates the ratio between the rate at which f  rbulent energy 
is consumed by buoyant forces and the rate at which turbulent 
energy is produced by vertical wind shear. In the buoyant term, 
Iff) represents the vertical gradient of potential temperature 
0, T is the mean absolute temperature of the air and g is the gra­
vitational constant. Vertical wind shear in Equation (3.1) is 
expresser1 by the term (3u/3z). According to the definition of 
the Richardson number, a turbulent motion will remain turbulent 
if the rate of production of turbulent energy if. reater than 
its consumption by buoyancy, i.e. Ri < 1. The motion will subside 
into a laminar motion when the ratio is reversed (Ri > 1) and more 
turbulent energy is consumed than produced. The transition between 
the two regime' should take place when an equivalence between 
production and consumption (Ri - 1) is reached. However, the 
experimental evidence available (Pasquill, 1974) suggests a wider 
range of the value at which turbulence is suppressed (Ri » 0,4-1,0) 
and a much lower value (Ri< 0,25) for the initiation of turbulence 
in the original laminar motion.
The M nin-Obukhov length L is defined (Monin and Obukhov, 1954)
••
L - - — ^  (3.2)
kgllf
and expresses the relationship among the buoyancy parameter (g/T), 
the momentum flux represented by the friction velocity u., and the 
heat flux term ( l y y ) . For upward heat flux (Hf > 0) found under 
unstable conditions the length L a negative. Positive length L 
indicates a downward heat flux associated with stable conditions 
and for the heat flux approaching zero the length L becomes infinite.
Although the Ri cbardso*’. eumber can he measured more easi»y 
than the Moniu-Obukhov length, it is often advantageous to describe 
the turbulent state of the atmosphere in terms of the latter.
The reason is that the Mon.n Obukhov length remains constant with
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height above the ground, whereas the Richardson number is vari­
able. The magnitude of the Monin-Obukhov length may be inferred 
from the measured Richardson number following Colder (1972) as
• Hi I (3.3)
where * is a universal function (Appendix B).
Apart from the theoretical express .as the state of n thermally 
stratified atmosphere has been described in a number ol schemes 
for practical purposes. Pasquill (1961) has classified atmospheric 
conditions into six discrete stability classes using observations 
of surface wind velocity, daytime insolation and night-time cloud 
cover (.Table 3.1 . In the scheme developed by Singer and Smith 
(I960) the lity classes have been related to measurements of
horizontal wind fluctuations. An excellent revic mf the main 
atmospheric stability typing schemes with particular reference to 
the parameterization o' pollutant dispersion has been given by 
Gifford (1976).
3.2.2 Mixing height and temperature profilos
During favourable dispersion conditions the pollutants 
are carried vertically by turbulent edd.es and convection.
The depth of the layer in which the vertical mixing is unin­
hibited is often call:d the mixing heigl t (Duckworth and Sandberg,
, 34, De Marais. 196la,Holzworth. 1967 ). The top of the mixing layer is 
defined as the height at which the vertical fluxes become very small 
at.d virtually no pollutants are mixed into the overlying .crata 
(Slade, 1968). The magnitude of the mixing height experii .ces lurge 
diurnal and seasonal variations which are closely related to the 
daily and seasonal progression of stability regimes. A direct deter­
mination of the mixing height may be accomplished by measuring the 
vertical component of turbulence throughout the layer. In many a.r 
pollution studies, however, the mixing height is inferred from 
measurements of the vertical temperature structure.
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Table 3.1. Pasquill scheme for classification of atmospheric 
stability
Stability conditions Pasquill stability categories
Extremely unstable A
Moderately unstable B
Slightly unstable C
Neutral D
Slightly stable E
Moderately stable F
Key to stability categories
Surface wind 
speed (at 10m)
: -i.
(m sec )
< 2
2-3
3-5 
5-6
> 6
Day
Incoming solar radiation
Strong
A
A-B
B
C
C
Moderate
A-B
r
B-C
C-D
D
Slight
B
C
c
D
D
Night
Thinly overcast 
or
> 4/8 low cloud
E
D
D
D
< 3/8 
cloud
F
E
D
D
The neutral class, D, should be assumed for overcast conditions 
during day or night.   _
In the absence of stratification, the temperature decrea.as 
with increasing height throughout the planetary boundary layer at 
the dry-adiabatic lapse rate of 1°C per 100 metres. A sharper 
Mcre.se in the temperature chan the dry-a-H abatic tate results 
in the activation of positive buoyancy forces and the reinforcement 
of vertical motions. Similarly, negative buoyancy forces are acti­
vated and the vertical motions are impeded when the decrease is 
less than the dry-ndiabatV lapse rate. Atmospheric strata charade- 
n z e d  by a subadiabatic lapse rate are termed inversions (Sutton,
1953).
Hu k n o . l .u  ,■ of L e o p e ta tu re  lapse ra te s  may be used to  d e t e r -  
i Ut ipproximate e x t e n t  of v e r t i c a l  m ix in g .  I n  the presence o f  
an e ie v  cd s t a b l e  l a y e r  such as a s y n o p t ic a lb z - in a .c e d  subsidence  
i n v e r s io n  the boundary to  v e r t i c a l  m ix in g  is  s e t  by the base o f  the  
i n v e r s io n .  The base and the i n t e n s i t y  o f  an e le v a t e d  in v e r s io n  
may be determ ined by exam in ing  tem p e ra tu re  p r o f i l e s  o b ta in e d  from 
randand radiosonde sounding (H o lz w o rth ,  1967 , P res ton-W hytc  e t  a l . , 
19 7 7 ) .  Measurements o f  h ig h e r  r e s o l u t i o n  in  th e  f i r s t  few hundreds  
o f  m etres above the s u r fa c e  may be o b ta in ed  from  soundings using a 
te th e r e d  b a l l  u m  system (S la d e ,  19 68 ) .  When no e le v a te d  in v e rs io n  
i p rc ent to impose an obvious r e s t r i c t i o n  on the e x te n t  o f  v e r t i -  
1 1 iui.vwi.ng, a I t e m  t i v e  methods have to be adopt 1. Hoi /w o r th  ( I j‘> 7) 
li . es t im a te d  tin m ix in g  h e ig h t  a. the h e ig h t  a t  which th e  i. asured  
tem p e ra tu re  p r o f i l e  is  in t e r s e c t e d  by the a d i a b a t i c  e x te n s io n  o f  the  
: u r fac .  tempera t u t  i . When an in v e r s io n  occurs in  the atm ospher ic  
l.'.yu.r a d ja c e n t  to  the s u r fa c e  the v e r t i c a l  m ix in g  of p o l l u t a n t  
i leased i n t o  the in v e r s io n  is  i n h i b i t e d .  The occurence of s u r f a c e -  
bused in v e r s io n s  is  p a r t i c u l a r l y  h igh  a t  night during periods of 
i i a t  c c o o l in t  o f  the :■ i r fa c c  under low wind c o n d i t io n s .  The 
depth  and strong! 1= o f  the in v e r s io n  may be de term ined  from  standard  
rad iosonde soundings (H o lz w o r th ,  1967, Tyson c t  a l . , 19 76 )  or  
tc tb u re d  bal oon measure t in s  (Langenberg, 19 7 6 ) .
O ften  continuous in f o r m a t io n  on the fo rm a t io n  and development  
o f  in v e rs io n  s t r u c t u r e !  is  needed f o r  s h o r t - t im e  d is p e r s io n  e s t im a te s  
* f the o rd er o f  one hem. . A t y p i c a l  example i s  the  developm ent o f  
I l ig a t io n  c o n d it io n s  f o l lo w in g  Lh< gradual d i s s i p a t i o n  o f  a s u r -  
f . ' in -b a s e d  in v e r s io n  in  m id -m orn ing  (Hewson, 1945, Tyson, 1969)
A u is t ic  sounding of the atmosphere is  a remote c o n t ro l  techn ique  
vbie.h has s u c c e s s fu l ly  been used f o r  t h is  purpose ( M c A l l i r t e r ,  1968,
1 n e t  a l  1971 , Tyson and von Gogh, 1976 , von Gogh and Z l b ,  1978 ,  
Tyson e t  a l . , 1 9 8 0 ) .  The tec hn iqu e  is  based upon the c a p a c i t y  o f  
t lu  u i. i . jsphere t o  r e f l e c t  sound p u ls e .  The r e f l e c t i o n  o f  th e  sound 
i i f f e c l c d  by tem pera -ure  inh o m o gene it ies  a s s o c ia te d  w i t h  v a r i a t i o n s  
i n  t* tom pera tur i  p r o f i l . i  C T a i a r s k t i ,  19 6 1 ) .
The e x te n t  t:u u n i .  the m ix in g  h e igh t de term ined  e x c l u s i v e ly  
11 1  the eon I.dei t ion: v e r t i c a l  tem pera ture  s t r u c t u r e  r e f l e c t s
I ' l i '  ■ ' 1: l i m i t e d . In  a d d i t i o n  to  th e  v a r i a t i o n
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of temperature with height, the production of turbulent energy by 
v. .id shear ^tgniiicantly contributes to the total dispersive capa­
city of the atmosphere. In order to include the effect of the wind 
on the determination of the mixing height and to retain a relative 
simplicity of the scheme, Smith and Hunt (1978) have estimated the 
mixing height from the observations of surface wind and cloud amount 
in addition to the temperature profiles.
3.2.3 Dispersion parameters
The pr ices., cf dispersion by the turbulent action of the atmos­
phere is parameterized in air pollution models by the introduction 
of empirically-based dispersion parameters The dispersion para­
meters are determined experimentally taking into account the influence 
of the thermal structure of the atmospheric layer, the wind vector, 
the distance from the source and the type of terrain over which the 
experiment has been carried out. Two groups of dispersion parameters 
have been established over the years in compliance with the require­
ments of the two most frequently applied dispersion models - the 
Gaussian and the K-modcls. In tie following discussion, dispersion 
parameters pertaining to the Gaussian aodel are denoted by the symbol 
a and the symbol K is reserved for reference to the gradient transport
model.
o-values
An experimental determination of standard deviations and oy 
of the vertical and lateral distribution of pollutant concentration 
would prove too costly and impractical in all but a few applications. 
Therefore, several schemes have been proposed to link the available 
information on atmospheric dispersion to more easily obtainable 
measurements such as wind characteristics, radiation intensity and 
cloud cover (Pasquill, 1961, Gifford. 1961, Turner, 1964, Smith, 1968 
King, 1969, Carpenter et al., 1971, Briggs, 1974). In all the schemes 
the statu of the planetary boundary layer is expressed, with respect 
to its dispersion potential, in terms of stability categories and 
related to measurements of the standard deviations. The scheme
H9
originally developed by Pasquill is based on measurements of concen­
tration distribution in plumes released near the surface. Sets of 
curves representing standard deviations c z and oy of vertical and 
lateral spreading fot six Pasquill stability categories and a down­
wind distance x from the source art- shown in Figure 3.1. A similar 
scheme using measurements of plume dispersion from a tall stack 
and a different classification of atmospheric stability classes has 
been propound (Figure 3.2) by Singer and Smith (1966) and Smith (1968).
l-Lllllul I I 1 l l l l lL — 1 I .
K> ter O' o' 
DOWNWIND DISTANCE *(m)
E
DOWNWIND DISTANCE*(m)
Figure 3.1 Dispersion parameters oy (x) and crz (x) as a function 
of downwind distance x and Pasquill stability cate­
gories A - F
lliiinl i l innil i i inii;
DOWNWIND DISTANCE x (m)
7
,B2-
K
lilliliXuillll i iinm
DOWNWIND DISTANCE x (m)
Figure 3.2 Dispersion parameters Oy(x) and oz(x) for tall stacks 
as a function of downwind distance x and Singer and 
Smith stability categories B1 - D
■
HONWMND distance * (m)
j-s “M
flnd Pasquill stability categories A - 
(after Smith, 197’)
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Table 3.2. Interpolation formulae for determining the diaperion 
parameters oy(y) and ozfx) in r ire! and urban areas 
(after Briggs, 1974)
Pasquill (x) °z (*)
category (metres) (metres)
Rural areas
A
-1
0.22x(1 + O.OOOlx) ! 0 . 20x
B 0 . I6 x(l + O.OOOlx)"’ 0 .12x
C 0. 11x0 + O.OOOlx)"! 0.08x(l ♦ 0 .00 0 2x)- !
D 0.08x0 + O.OOOlx)'-1 0.06x(l + 0.00I5X)"!
E 0.06x(l + O.OOOlx)- ! 0.03x(1 ♦ 0.0003x)~1
F 0.04x0 + O.OOOlx)'! O.OI6 x(l + 0 .0003x)''
Urbar areas
A-B
-1
0.32x(l + 0.0004x) 3 0.24x0 + O.OOIx) *
C 0.22x(l + 0.0004x)"! 0 .20x
D O.I6x(l ♦ 0.0004x)"! 0 . 14x(l + 0.0003x)"!
e -f 0. 1 lx(l + 0.0004x)~! 0.08x0 * 0.0015x)~ '
and eddy diffusivity profiles used for this purpose are summarized 
in Appendix B.
Little experimental evidence is available concerning the ctoss- 
wind component of eddy diffusivity , A sensitivity analysis of 
implemented numerical models (Liu et al ■, 1976) has indicated a 
minimal effect of variations ia the magnitude of on the predicted 
concentration levels. The results appear to justify the current use 
of a constant dispersion parameter . As in the Gaussian models, the 
contribution of the dispersion term to the overall transport of the 
pollutant in the x-direction is considered too small in proportion 
to the action of the mean wind.
3.2.4 Transport parameters
The general parameter describing the atmospheric transport of 
pollutants is the wind vector constructed at each space and time 
point of interest. Two types of flow-field models are invoked to 
determine the wind information that is required by a dispersion 
model.
In prognostic models (Deardorff* 1973, Estoque, 1973) attempts 
are made to solve all pertinent equations for the planetary boundary 
layer by numerical techniques. The problems encountered in the 
process of determining an exact four-dimensional flow-field are 
numercus and often prohibitive. They include the formulation ot 
suitable assumptions to close the set of equations that describe 
the behaviour of the planetary boundary layer and the subsequent 
numerical integration of the equations. / detailed discussion of 
modelling the behaviour of the planetary bcundary layer is outside 
the scope of this study.
In diagnostic models (Dickerson, 1975) the complete set of 
equations is replaced by the continuity equation to ensure mass 
consistency within the modelled area. Local observations of wine 
data from a network of ground-based stations are employed to construct 
the wind flow pattern. Normally, measurements of the horizontal 
component of the wind are obtained at a height of approximately 
10 metres above the ground and extrapolated vertically by using 
theoretically or empirically derived wind profiles. Additional 
physical considerations may be incorporated in order to increase 
the generality of a diagnostic model.
The wind speed in the planetary boundary layer shows a general 
increase with height. The wind profile is compounded by the 
presence of thermally stratified layers such as inversions and by 
the changing roughness of the surface. Various analytical expressions 
have been advanced to describe the iri at ion of wind speed with 
height. A logarithmic profile is often used for conditions of neutral 
stability and modified for thermally stratified atmosphere by the 
addition of a linear term. The functional forms of wind profile are 
discussed in detail in Appendix B. Most of the expressions are too
54
complex to be used efficiently in dispersion studies. In order not 
to increase the complexity of an already complex simulation model, 
simple spproximation. based upon empirical results have been intro- 
duced instead. Calder (1949) has approximated the wind profile 
by a power law
z 6 (3.4)
u (c) - 4,4
where q and 8 are empirical constants. Instead of relating the wind 
profile to the friction velocity s  the surface roughness
it is often more convenient to express the velocit at the height z 
in terms of the ..can velocity u, available from measurements at a 
known height z,. Then the power law relationship has the form
(Sutton, 1953)
m
Ti (z) m  iZ (3.5;
u i 'z r
Table 3.3 shows empirical values of the parameter m obtained by Je 
M a r r a i s  (1959) for six Pasquill stability classes.
Table 3.3. Value, of the parameter m in the ^
i i A (after De Marrais, 19j9 )
Pasquill stability category
m
A o.i
B
0,15
C
0,20
D
0,25
E
0,25
F
0,30
Jones et al. (1971) have extended the concept of the simple power 
law to urban areas. In the first 160 metres above the ground they 
have found a good agreement with observations for
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m
m
m
0,2 for slicl'tly stable conditions ,
0,21 for neutral conditions, and
0,35 for sVghtly unstable conditions
3.2.5 Plume rise
The distance at which the pollutant plume reaches the surface 
and the magnitud, of the concentration thus prof ccd depend on a 
numher of va.iables. Turbulent dispersion and advection by the wind 
have been considered in previous sections. The height of the source 
from which the pollutant is emitted is another significant factor 
in the dispersion estimates. The initial momentum of the cjecod 
effluent causes the plume to rise vertically above the release level. 
This effect is often magnified by buoyant forces acting on the plume 
when its temperature exceeds that of the ambient atmosphere. n,e 
elevation of the plume centreline above the physical height of the 
source may be included in air pollution dispersion models by ad­
justing the source height. The effective source height H is defined 
as the sum of the physical source height h and the plume rise Ah
u 0.6)H » h * Ah
The plume ri e is determined by the plume characteristics particularly 
the exit velocity of the effluent and its temperature as well as 
by the ambient meteorological conditions. When the exit velocity 
of the effluent is high, the initial rate of rise is also high 
but the momentu,. diminishes appreciably with the distance. The 
buoyant forces, however, act continuously on the hot plume as it is 
atvected and dispersed. Under neutral and unstable conditions there 
is no limit to the plume rise. Under stable conditions, howcv r. the 
buoyant forces are counteracted by the stable atmosphere until a 
state of equilibrium is reached. The height at which the equilibrium 
is reached gives the final rise of the plume. Equations for c t  ma­
ting the plume rise have been derived by many investigators. The 
available expressions have been reviewed by Briggs (1969). Most of 
the plume rise equations are given in the form of a power law in 
which the exponents have been evaluated experimentally. The v a n  atles 
in the equations generally include the buoyancy term, the •
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and the downwind distance. Using Briggs’ notation the variation 
of the plume rise with downwind distance may be expressed as
Ah (x) = C F3 ub xC (3.7)
The buoyancy term in Equation (3.7) is defined following Briggs 
(1969) as
F _ 8 Ph—  (3.8)
irpc T 
P
where Qh is the heat emission rate, cp is the specific heat at 
constant pressure, p is the density and T is the temperature of 
the ambient atmosphere, and g is the gravitational constant. The 
non-dimensional constant C in Equation (3.7) is determined empiri­
cally. The value of C = 1,6 has been found to be in good agree­
ment with the experimental data for a variety of stability conditions. 
Hence, the most frequently applied form of Equation (3.7) for 
estimating the rise of a hot plume near thr source is (Briggs, 1974)
Ah (x) - 1,6 F 1/3 u" 1 x2/3 (3.9)
Carpenter et ..1. (1971) have determined the value of C in Equation (3.7) 
for a range of stability conditions in dependence on the potential 
temperature gradient.
In order to determine the final rise of the plume in stable 
conditions Briggs (1969) has modifieu the original equation by 
introducing a stability parameter
• (i! (f
(3.10)
in which 0 is the potential temperature in the stratified layer.
The final rise is then expressed as
Ah - 2 ,6 (~-j (3.11)
As mentioned ear'ier the plume rise in neutral or unstable conditions 
is not contained by the ambient atmosphere and increases with
1
downwind distance. "0 ,= pi""" however, continuously dispersed 
alone its trajectory. This effect is approximated for the purpose 
of dispersion estimates by terminating the calculation of the rise 
at a certain distance downwind as determined from considerations of 
the atmospheric turbulence, the buoyancy term and the height of
release.
3.3 Geographical parameters
The geographical .ocation and the topography of the region in
,h= model 1 ed I. " " T / '  ,
complexity into loci di.pct.ion ch.r.ct.ti.tic. .nd c.u.c x . g e . t e n  
departure, from the concentration field, predicted by .tanda.d tech 
niqucs applicable to ai.ple terrain. General clim.tologtcal parameter, 
.cch a. the mean dc.tion and inten.it, of aol.r radiation, the amount 
a n d  temporal variation, of tanual precipitation, the altitude and the 
mean temperature and humidity not only control the daily and ....anal 
pattern, of e.i.aie. level., bet, more . i g n t f i , t h e  proce.. by 
which the pollutant, are removed fro. the at.o.pher, or chem.ca , 
transformed.
The proximity of large water bodies and prominent topographical 
features is instrumental in the development of specific aiv flow 
patterns such a. sea and lake bree.es and reg' topographical y-
induced wind. (Jackaon. „54. Munn. 1966, Tyson and Prcston-Whyt,. ,97.. 
Pre.ton-Whyte, ,974). Where the urban area itself is situate in 
complex terrain local topographically-induced conditions prcvai .
An exampii of the local topographically-induced air flow is the develop­
ment of anabatic (upslope) and katabatic (downslope) winds cause y 
the radiative heating and cooling cycle on sloping surfaces (Munn ,966, 
Tys in, 1968). Other examples include air flows th.U arc channel 
through the troughs and opening, in the local topography and ,,ow 
aeparation effect, which occur in the wake of significant terrain 
feature. (Munn, ,966). A realistic as.e.sment of .11 these effect, 
is difficult to achieve. The significant phenomena are therefore 
considered individually in the process of formulating the wind i<
mode 1 .
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Modifications of other model parameters such as the dispersion 
parameters and the shape of plumes have a * so been observed in very 
rough, mountainous terrain (tgan, 1975, Start et al.. 1975). The obser­
vations have been ’ imited to plumes from single elevated rather than 
multiple low-level sources.
3.b Rcmo’-nl processes and the transformation of pollutants
The linal concentration of a given pollutant species at a point 
in space avd time is influenced by a number of processes other than 
the transport by advection and the dispersion by turbulence and con­
vection. These processes may be described as processes acting towards 
a decrease in the actual concentration levels by removing .he pollutant 
species from the dispersing plume cr transforming it into i different 
chemical substance. Alternatively, the concentration of a certain 
pollutant species may rise due to i!s formation from othei chemical 
substances present in the atmosphere.
If the pollutant is depleted at the rate X, its final concentration 
after the residence time At is given by Slade (1968) as
X <*. y. z, t) - x0 (*, y. t ,  t) e"U t  (3.12)
where xq denotes the concentration estimated in the absence of the 
removal mechanism. The total removal rate is composed of scvera 
individual rates which represent a wide spectrum of depletion processes. 
Chemically stable pollutants are deposited on the surface in their 
original form. In addi cion to deposition, reactive pollutant a arc 
undergoing chemical transformation during their residence in the 
atmosphere. The products of the conversion may either be stable or 
be subject to further chemical reactions.
The principal processes which control the deposition are precipi­
tation scavenging and dry ccpos11ion. In precipitation scavenging 
the pollutant is removed from the atmosphere by rain or snow as well 
as by other forms of precipitation. The removal may take place either 
inside the precipitating cloud or between the cloud base and the sur­
face. Ihe dry deposition is effected by the action of gravity, inertia
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and diffusion (Hales, 1975'. DSt of the information regarding the 
deposition rates is obtained experimentally.
The rate at which a reactive pollutant undergoes chemical trans­
formation depends on its chemical nature, atmospheric conditions and 
the presence of certain other chemical substances in the polluted air. 
According to the manner in which the chemical reaction is initiated 
two principal categories of reactions r.uy be identified. In thermal 
reactions the process is activated following an increase in the ambient 
temperature. An example of the tneimal reaction is the oxidation of 
sulphur dioxide in a hot plume. In photochemical reactions the acti­
vating energy is obtained by absorption of light. The conversion of 
atmospheric oxygen into ozone is an example of the primary photo- 
chemically-induced transformation. The primary reaction may be followed 
by a number of secondary reactions resulting in the formation of many 
new chemical substances. It is often impossible to account for all 
possible chemical reactions in a dispersion model. Generalized 
transformation rates have been published by several investigators 
(Demerjian et al., 19 74, doth et si ■, 1974, Eliassen and Saltbones,
1975).
MODEL APPLICATION
60
CHAPTER 4
APPLICATION OF URBAN AIR POLLUTION 
DISPERSION MODELS TO PRETORIA
The use of air pollution dispersion models in a new area cf appli­
cation involves the consideration of such specific aspects as the purpo­
se of the application, the nature of the tracer pollutant, the required 
resolution of model results, the selection of the mathematical description 
and the detail of available input data. The purpose of the application 
to Pretoria is to gain an insight into the methodology of dispersion model­
ling, to evaluate selected techniques and to identify critical model pa­
rameters . 3ased upon the application further rtiinement of the models will 
be undertaken.
The selection of Pretoria as the city whose pollutian is to be mo­
delled has been based upon its geographical location, climatic conditions 
and its record of being a city with a high air pollution potential.
Sulphur dioxide has been chosen as the tracer pollutant in the study.
The time scale to which the models are to be applied has been dictated 
by the nature of the problem and by the existing legislation related to 
air pollution. There is a need to simulate long-term concentration levels 
over the period of a month to a year and longer.
Three models of pollutant dispersion from multiple sources have been 
selected for application to 1976 and 1977 data for Pretoria. They are the 
Gaussian plume model for multiple sources, the ATDL-grid model and the 
Gifford-Hanna simple model. In selecting these models the emphasis has been 
placed on the varying degree of model complexity with regard to the treat­
ment of multiple sources, while retaining the Gaussian description.
Of the three models, the Gaussian plume model provides the most de­
tailed description of dispersion from the multiple sources. The production 
of the ground-level concentration is simulated Individually at a lar 
number of receptor points using the method of area sources. A uniform height 
of release is issigned to each area source and the removal of sulphur dioxide 
from the polluted atmosphere is also simulated.
In the ATDL-crld model the modelled area is dxvided into a regular 
array of receptor squares. A mean concentration is estimated in each square 
assuming ground-level area sources and no removal of the pollutant.
In the Giffc-d-Hanna simple model the concentration of pollutants 
from the multiple sources is estimated in proportion to the ratio ol the 
area source strength in the receptor, grid square to the mean wind speed.
The constant of proportionality is determined experimentally.
In all three models larg'- elevated sources (sources with emission 
strength greater than 1 g s e c ^  and minimum height of 30 metres) are treated 
separately using the Gaussian plume model for point sources. Tie contri­
bution from the point sources is added to the concentration, produced by 
the multiple sources yielding the total concentration value.
H.l The application of the Gaussian plume model for multiple souvtcs
When the long-term distribution of pollutant concentration is to 
be simulated, the continuous changes of the meteorological and dis­
persive conditions in the atmosphere may be approximated by dividing 
the period ol interest into shorter intervals over which the temporal 
vitiations can be conside ed to be small. The temporal variability 
of the characteristic parameters ,8 modelled through a sequence of 
steady-state conditions. The spatial variations of pollutant concen­
tration arc approximated by imposing a dense network of receptor points 
on the modelled area.
In order to obtain a working dispersion model the Gaussian for.ula 
for a continuous plume released from an elevated source (Equation ■./'.) 
is further developed. The concentration at a ground-level i' 
vz = 0) may be expressed as
' x  1
2V J-Xl ♦ -HL, I U.i)L?V
where the symbol H denotes the elevation of the source.
In a multiple source environment a fixed receptor point receives 
contribution? from a large number of sources. Invoking the narrow-plume
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hypothesis first introduced by Gifford (1959), only contributions 
from sources situated immediately in p narrow upwind sector are con­
sidered at the receptor point. Under this assumption it is possible to 
develop a frequency function of occurence for winds blowing towards the 
receptor from a particular direction and to relate the concentration 
at the receptor point to this frequency distribution.
4.1.1 Point sources
The narrow-plume hypothesis also implies that all pollutants re­
leased from the sources within a particular wind -cto’ and carried 
towards the receptoi by the wind only mix vertically with the ambient 
atmosphere. Hence a horizontally integrated contribution is received 
at the receptor. The integrated crosswind concentration at a ground- 
level receptor point is obtained by the integration of Equation (4.1) 
with respect to y from - «= to «• as
X (x, 0, 0, H) - d  exp - (4.2)
If a unique, spatially uniform wind direction can be defined for
each steady-state interv. 1 , the mean concentration is related to
the frequency function ' of the occurence of a particular wind 
direction as
x - ' l ! 1 —  exp (- a n  (*-3)
( n , z z
where r is the distance between the receptor and the source and n 
is the number of sectors of the width (2nr/n). In the derivation 
of Equations (4.2) and (4.3) the wind velocity u has been assumed 
to remain constant and spatially uniform. As large variations in 
the magnitude of the wind velocity are likely to occur, the error 
of defining a constant speed over the period of interest is mini­
mized by the introduction of wind speed classes. For each class the 
central wind speed is constant and the frequency of occurence of a 
particular class is incorporated into the composite frequency func­
tion. Similarly, the variations of atmospheric stability conditions 
arc approximated through the introduction of stability classes.
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The composite frequency function f(i, j , k) describes the frequency 
with which the pollutants are transported towards the receptor from 
the i-th sector with the velocity within the range of the j-th class 
under vertical dispersion conditions represented by the stability 
class k. The concentration at the receptor point resulting from the 
release at one location is obtained by summation of Equation (4.3) 
over J wind speed classes and K stability classes as 
, J K
(4.4)
For M sources the total concentration is expressed as
M J K Q .£(i, j, k)
J, &  J , - 2 o^ir , k)J
(4.5)
where the subscript m refers to individual sources and i^ indicates 
the wind sector in which the source m is located.
If the pollutants are removed from the atmosphere as they travel 
between the sources and the receptor, the resulting concentration at 
the receptor will decre.se. The decrease for each source-receptor 
pair depends on the time t needed by the pollutant to travel the 
distance and on the removal rate X assuming the simple exponential
relationship
The final concentration at the receptor point is obtained by com 
bining Equations (4.5) and (4.6) as
M J K Q_. f ( U  j. k >
-exp
i2" m-l j-1 k=l
u ( j ) k> k)
exp (• XAt)
The model equation for point sources (Equation 4.7) is addressed 
to situations in which the pollutants mix freely in the vertical as
they travel from the source towards the receptor. The extent of 
the vertical dispersion is described by the parameter o^. If, how­
ever, the vertical mixing is inhibited by the presence of a stably 
stratified elevated layer along the pollutants path, the effect of 
the mixing height on the ground-level concentration must be included 
in the. formulation. A detailed method using two parallel reflecting 
surfaces representing the ground and the top of the mixing layer 
respectively, has been described by Fortak (1970,. THo resulting 
equation is mathematically complicated even for a single source 
situation. A simple scheme described by Turner (1969) is used 
instead, in order to keep the execution time of the model within 
acceptable limits. Turner's scheme begins with the assumption that 
the ground-level concentration starts being influenced by a restric­
tive layer situated at the height h* above the ground when the 
concentration at the bate of the restrictive layer reaches one-tenth 
of the plume centreline concentration. The vertical distribution of 
concentration begins to change and is assumed to attain uniformity 
at twice the downwind distance at which the effect of the finite 
mixing depth started. In analogy to Equation (4.7) for unrestricted 
dispersion with Gaussian distribution, the ground concentrat1 on 
under conditions leading to uniform vertical distribution is expressed
4.1.2 Area sources
The density and the nature of emissions in certain parts of the 
urban area make an individual assessment of all sources unpractical 
and prohibitive in terms of computer time. A method of area sources 
is introduced instead. The area sources arc defined on a horizontal 
grid system of simple geometry as the total amount of pollutants 
emitted from that area at a constant height. An expression for 
calculating the contribution of area sources to the ground-level 
concentration is derived in a form similar to Equation (4..) using 
the scheme in Figure 4.1. The total emission rate Q(r,*) from the 
area element at the poi.it (r,$) within the area source of a source 
strength q(r,$) is
as
exp (-A6 t) (4.8)
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QCr.t) - q(r,*) r dr d*
vdiere (r dr d$) is the area of the element. Th? contribution of this 
frea element is expressed by Equation (4.4) in which Q has been sub­
stituted by q (r,(f>). the area source is confined within the
i-th wind sector, the contribution fiom a circular arc element at 
the distance r from the receptor is obtained by integrating Equation
(4 .4 ) over the width of the corresponding wind sector as
i-th sector
•he subsequent integration with respect to the radial distance r 
tives the concentration from an area source within the wind sector
I
: - U l ' r i i i i i  i'Jh i  - v  i<r,,>d‘ r ,r
i-th sector
(4.11)
Finally, the total concentration at the receptor is obtained by 
summation over I wind sectors and by including the removal term as 
80 *J K.
x -■ i ( i t /  I J . l v k ^ " ( j )  h r ^ r  l'x p  r r H F T k T
exp (-X4t) dr
i-th sector
(4.12)
Both integrals in Equation (4.12) are evaluated by numerical 
integration. The stepwise integration of q.(r,*)d, is carried 
out for finite increments of A* along the circular arc at a given 
radial distance r within the boundaries of a particular wind sec­
tor. The integral with respect to r is evaluated next and the 
integration is repeated for every increment of radial distance At 
until the contributions of all non-zero area elements have been 
Included in the calculation. The model has been programmed for the
CDC Cyber 174 computer o£ the CSIK
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Figure 4.2 The topu ijraphy and land use of central Prrtoria.
The contours are in feet (IGOO ft “ 304,8 m)
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