The correlation functions of the spin-1/2 XXZ chain in the ground state were expressed in the form of multiple integrals for −1 < ∆ ≤ 1 and 1 < ∆. In particular, adjacent four-point correlation functions were given as certain four-dimensional integrals. We show that these integrals can be reduced to polynomials with respect to specific one-dimensional integrals. The results give the polynomial representation of the third-neighbor correlation functions.
Introduction
The one-dimensional spin-1/2 XXZ model is a quantum integrable system and has been well studied in statistical physics. The Hamiltonian is given by (1.1)
where S α = σ α /2(α = x, y, z) with σ α being Pauli matrices. Here ∆ is the anisotropy parameter. The eigenvalues and the eigenfunctions of the system were obtained by Bethe ansatz [1, 2] , which allowed us to investigate many physical quantities [3] . However, as for the correlation functions, it is not fully understood yet except for the ∆ = 0 case, where the system reduces to the free-fermion model [4] [5] [6] [7] .
For general ∆ = 0 cases, nevertheless, there are also some recent progresses in the evaluation of the correlation functions, especially for the spin-spin correlation functions (SSCF) ) [8] . For example, via the field theoretical approach, we can now discuss the long-distance asymptotic behavior of the SSCF [9] [10] [11] [12] , which decays algebraicly in the critical region −1 < ∆ ≤ 1. The peculiar Gaussian decay of the EFP is also studied recently [13, 14] . However these works contain some assumptions or approximations. Hence we usually need some other means, such as numerical simulations, to appeal their validity. So it is more desirable if we can evaluate the correlations for an arbitrary m exactly first, and derive its asymptotic behavior thereafter.
1
In fact it has been known already that the analytical expressions for the SSCF and the EFP at arbitrary m as well as other correlations among adjacent m-sites are given by certain m-dimensional integrals [15] [16] [17] [18] [19] [20] [21] . Unfortunately there is a serious problem for these multiple integrals that it is hard to evaluate them, even numerically, because of the complicated structures of the integrand. For this reason, it has been an important and challenging problem to simplify these multiple integral expressions systematically. Actually, a few years ago, Boos et al succeeded in simplifying the multiple integrals for EFP at ∆ = 1. They could express the EFP up to m = 6 as polynomials with respect to the specific values of ζ function [22] [23] [24] [25] . The same method was applied to the third-neighbor correlations at 1 Note that such a program has been achieved for the asymptotic behavior of the EFP P (m) at ∆ = 1/2. ∆ = 1 [26] . Furthermore, we have recently succeeded in generalizing the method to the general anisotropy parameter ∆. Particularly we have reported in our previous papers, that the three-dimensional integrals relevant for the second neighbor correlations can be simplified to one-dimensional ones [27, 28] . The main purpose of this paper is to present a detailed account of our method. Further, applying our method, we evaluate all the adjacent four point correlations including the third-neighbor correlation functions for general ∆. Our significant finding is that these correlation functions are expressed as polynomials with respect to the following specific one-dimensional integrals, where the integration path is given by C − = (−∞ − πi/2, ∞ − πi/2) and the anisotropy parameter η ( ∆ = cos πη) is either a real number from 0 to 1 or a purely imaginary number.
Probably this property will be valid for any correlation functions for the XXZ chain (cf. [29] ).
We also remark the one-dimensional integrals (1.2) and (1.3) can be integrated analytically when η takes a real rational number. In such a case, we can obtain the complete analytic values for the correlation functions.
The outline of this paper is the following. In §2, we show a general strategy to evaluate the multiple integral at the massless case. In §3, we point out the similarity of the procedures in the massless case and the massive case. In §4, we evaluate, as an example, an adjacent two-point correlation function by the strategy explained in §2 and §3 . This derivation does not depend on ∆, i.e. it works both in the massive and the massless cases. In §5, we show the polynomial representation for the third-neighbor correlation functions and some of their analytical values at special points of ∆. The last section is devoted to the concluding remarks. The outline of the derivation for an adjacent four-point correlation function is presented in Appendix A. In Appendix B, we list the polynomial expressions of all the independent correlation functions among up to four adjacent points.
2 General discussion at the massless case
In the massless region −1 < ∆ ≤ 1 the correlation functions F ǫ ′ 1 ··· ǫ ′ n ǫ 1 ··· ǫn among adjacent nsites are given by the following multiple integrals [21] ,
Here ǫ and ǫ ′ take either + or −, and E ǫ ′ ǫ are the 2 × 2 matrix with 1 at the (ǫ ′ , ǫ)-element and 0 elsewhere.
ǫ ′ ǫ denote the operators acting as E ǫ ′ ǫ on the j-th spin site and as the identity on the other sites. Then the correlation function E
is defined by the expected value of the operator E
n ǫn with respect to the ground state of the XXZ Hamiltonian (1.1). For the description of the multiple integrals, we use the same notations as [21] . Let us note them briefly below. First the anisotropy parameter ν is defined by the relations ∆ = cos πν. As we are considering the massless region −1 < ∆ ≤ 1 here, the parameter takes 0 ≤ ν < 1. The contours C ± in each integral goes from ±πi/2 − ∞ to ±πi/2 + ∞. The bars, e.g.ā, denotes the mapping from {1, 2, · · · , n} to {1, 2, · · · , n} defined by the following condition. The +'s in the sequence −ǫ
where s is the number of − in the sequence ǫ
n . The sets A + and A − are defined as {j|ǫ ′ j = −} and {j|ǫj = +} respectively. Note that here we assume #A + + #A − = n, because otherwise the expected value F
Let us describe a strategy that may be used for the evaluation of general F
We first represent the integral formula (2.1) as follows:
where
3)
We can make a lot of simplification without evaluating integration but using only some simple observations and properties of the integrand of (2.2). For this purpose, let us first define a "weak" equality ∼. We call that two functions F (y 1 , · · · , y n ) and G(y 1 , · · · , y n ) are "weakly" equivalent
Let us also introduce a "canonical" form of the function by the following formula
where P (n) j are some polynomials with respect to y k such that
and the coefficients C i 2j+1 ,···,in i 1 ,···,i 2j−1 are rational functions of q 1/2 . Our hypothesis is that for any n and ǫ m one can reduce the function T defined by (2.4) to the canonical form, i.e. there exist polynomials in (2.8) such that
Unfortunately, for the moment we do not have a proof of this statement for any n but we demonstrate how it works for n = 2, 4 in the following sections.
In fact, the problem of the evaluation of F ǫ ′ 1 ··· ǫ ′ n ǫ 1 ··· ǫn given by the integral (2.2) can be reduced to two steps. The first step corresponds to the transformation into the "canonical" form. The second step is the integration by means of this "canonical" form. For these procedures, we need several relations as follows.
• Proposition 1
Since the function U (x 1 , · · · , x n ) is antisymmetric with respect to transposition of any pair of integration variables x j and x k , we have 11) if the function S is symmetric for at least one pair of x s . Therefore for an arbitrary function f (y 1 , · · · , y n ), we can transpose any pair of y s taking into consideration appearance of additional sign due to the antisymmetry of U(x 1 , · · · , x n ). For example, by transposing y j with y k , we get
Let the rational function f (y 1 , · · · , y n ) have poles of the terms only 1/(y j − q a y k ) and 1/y a j where a is an integer, i.e. the product U(
have poles of the terms 1/(e 2x j ν − q a e 2x k ν ). Then
where m is an integer and m ≥ n.
We can get four useful corollaries from the proposition 1 and 2.
• Corollary 1
where a > b and the function g (y 1 · · · ,ŷ k , · · · ,ŷ l , · · · , y n ) does not depend on y k and y l . The relation (2.14) also holds in the case y j is replaced with qy j or q −1 y j .
At the two weak equalities above, we have used the proposition 1.
• Corollary 2 
pend on y j , y k , y l and y m . The relation (2.16) is proved as follows.
Here we used the proposition 1 similarly at the weak equality.
• Corollary 3
where 19) p, l are integers and the function g (y 1 , · · · ,ŷ j , · · · , y n ) does not depend on y j and as above it is implied that m ≥ n. In our calculation, corollary 3 is used only in the case l = 0 or m.
proof
The relation (2.18) is derived easily from the relation ((
• Corollary 4 20) where
and y j . In our calculation, corollary 4 is used only in the case s = 0 or m.
We get
The proposition 1 was used at the last weak equality, and the proposition 2 was used at the other weak equalities. Therefore,
holds. Then, expanding both numerators according to the formulae:
we arrive at the formula (2.20).
The relations we wrote above are used to derive the "canonical" form of (2.10).
Next, we show two elementary integral formulas.
• The first integral formula is
where m is an integer and −m < ℜ(a) < m.
• The second integral formula is
where m is an integer, y is a real number and −m < ℜ(a) < m. Note that the l.h.s.
of (2.27) can be evaluated explicitly when m is given explicitly. For example, we have
in the case m = 2 and
in the case m = 3, etc.. Now let us consider the integrals of a special form, namely, the integral
is a polynomial of the form (2.9). Using the relations (2.26) and (2.27), we can integrate this expression (n − k)-times, namely with respect to (x 2j−1 + x 2j )/2 and x j ′ where j ≤ k, j ′ > 2k, while the variables x 2j−1 − x 2j are fixed. In this way, we can evaluate the
where U is defined in (2.3) and T c is a canonical form function (2.8). It results into a polynomial with respect to one-dimensional integrals where the coefficients are rational functions of sin πν and cos πν.
3 General discussion at the massive case
The correlation functions at massive case were obtained by Jimbo et al [18, 19] . Here we use the representation in [17] ,
where C ′ is the integral path from − π 2
and
The parameter φ is defined by the relations ∆ = cosh πφ with 0 ≤ φ.
As in the massless case, we define weak equality ∼. Let us say that two functions F (y 1 , · · · , y n ) and G(y 1 , · · · , y n ) are weakly equivalent:
Moreover, we use the term "canonical" in the same way as in the massless case (2.8).
Below we show the correlation function F ǫ ′ 1 ··· ǫ ′ n ǫ 1 ··· ǫn for the massive case can be evaluated in the same way as the massless case. That is to say, we first obtain the canonical form, and then, reduce the multiple integral into the one-dimensional ones using this canonical form.
In fact, all the equations in the massless case, i.e. (2.12)∼(2.25), also hold in the massive case. The reason is that the function W (x 1 , · · · , x n ) has the following properties:
is an elliptic function with periods πi and π/φ with respect to each variable
has zero points at x j = x k and a pole only at x j = 0, where j = m.
The order of the pole is n. Therefore, the canonical forms for the correlation function in the massive case are the same as those for the massless case.
Next, we remark the relation
holds. The proof is as follows. The both sides of (3.10) have following properties. First, they are elliptic functions with periods π/φ and 2πi with respect to each variable x j . Second, the functions have poles only at x j = kπ/φ + lπi and zeros at x j = kπ/φ + lπi + x m , where k and l are arbitrary integers and j = m. Third, the order of the pole is n and the order of any zero point is 1. Finally, both values lim
and lim
By the relation (3.10), we find
holds, where C j is the integral path from −∞ − (1/2 − jδ)πi to ∞ − (1/2 − jδ)πi and the both integrands have no pole on the integral paths respectively. Then, using the relation (2.26) and (2.27), one can conclude, the multiple-integral
where W is defined as (3.2) and T c is a canonical form, reduces to a polynomial with respect to one-dimensional integral. Note that here the coefficients of the polynomial are rational functions of cosh πφ and sinh πφ.
4 In the case of F [
We illustrate how the procedures in the previous sections work for the simplest case F ++ ++ , i.e.,
in the case −1 < ∆ ≤ 1, and 2) in the case 1 < ∆. Here U (x 1 , x 2 ) and W (x 1 , x 2 ) are defined in (2.3) and (3.2) respectively.
For F ++ ++ , it is very simple to perform the first step, namely, to get the "canonical" form (2.8) because we do not need to reduce a power of denominator. Indeed,
where we have used the relations (2.12) and (2.13). Then, using the relation (2.20) for m = 2, we have
and this is the "canonical" form for T , i.e. the polynomials P Let us consider an integral:
This integrand corresponds to U (x 1 , x 2 ) times the first term of (4.5). Here we used the formula (2.26) at the second equality. Next, we evaluate another integral:
This integrand corresponds to U (x 1 , x 2 ) times the second term of (4.5). At the second equality, we used the formula (2.28), and at the third equality we used the relation
where lim y→±∞−iπ/2 f (y)/ sinh y = 0.
As for the massive case, by exchanging U (x 1 , x 2 ) and C − with W (x 1 , x 2 ) and C ′ , we can calculate as
and −iφ
Actually, once we used the relation (3.13), we see the rest of the derivation is the same as the massless case. Therefore, the final results of these two cases are very similar. More precisely speaking, the results can be exchanged to each other with the exchange of φi and ν. This property always holds in the evaluation of the other correlation functions.
Gathering all the results, we get the following expression
where η is equal to ν in the case −1 < ∆ = cos πν ≤ 1 and is equal to φi in the case 1 ≤ ∆ = cos πφ.
The third-neighbor correlation functions and some other correlation functions
Using the method in the previous sections, we have analyzed the all correlation functions 
Here we used following notations to make the results short :
6) We remark that at ∆ = 1 our results reproduce the same values as in [23, 26] . It is immediate to see them from the following asymptotic expansions at η = 0: Table 1 : Exact values of the third-neighbor correlation functions at several points of ∆. For comparison, we also give the values for the second-neighbor correlations here. 
Conclusion
We have analyzed multiple integral representations of correlation functions for XXZ model.
In our results, we have given polynomial representations for all the adjacent points correlation functions under the restriction that the number of the points is one to four. The polynomial means polynomial with respect to specific integrals (1.2) and (1.3) where the coefficients are rational functions of sin πη and cos πη. Here, cos πη is equal to ∆, and η is either a real number (−1 < ∆ ≤ 1) or a purely imaginary number (1 < ∆). It is intriguing that the correlation functions are given by the common expressions both in the massless regime and the massive regime. Probably it will be possible to generalize our results to more general XY Z model.
On the other hand, we can, in principle, study the correlation functions even further for n ≥ 5 using our method. By surveying our results, we conjecture that there exists polynomial representations for all these correlation functions, where only the one-dimensional integrals (1.2) and (1.3) with odd integer j appear.
[ 
Here the second equality is due to an elementary relation
.
We named three terms in (A.1) as I (2) 1 , I
2 and I
3 order by order. The two terms I
1 and I (2) 3 are modified as At the two weak equalities above, we used the relation (2.14). We also used the elementary relation (A.2) at the two equalities above. The term I If a non-directed line connects y j and y k , it implies that the order of a pole at y j = y k is 1 at most. If y j and y k are connected by a directed line from y j to y k , the order of a pole at y j = qy k is 1 at most, and at the same time the function has a factor (y j −1)
Finally, we assume the rational functions do not have any other pole except for the one at y j = 0. In this way we can define a set of rational functions corresponding to each graph. For example, I
4 is in the set 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11
We shall show the outline of further evaluation by means of these graphs. In Fig. A.1 and A.2, some relations between the graphs are shown ;
indicates that any function in "graph1" can be modified into a sum of functions in "graph2" 00 00 00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11   00  00  00  11  11  11   00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   0000 1111   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11  00  00  00  11  11  11  00  00  00  11 00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  0000 1111   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11 00 00 00 11 11 11 00 00 11 11 00 00 11 11 00 00 00 11 11 11 0000 1111 00 00 11 11 00 00 00 11 11 11 00 00 11 11 00 00 11 11 0000 1111 00 00 00 11 11 11 00 00 00 11 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 0000  0000  0000  0000  0000   1111  1111  1111  1111  1111   00  00  00  11  11  11   00  00  00  11  11  11   00  00  00  11  11  11   00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11 00 00 00 11 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 00 11 11 11 00 00 00 11 0  1  1  1  00  00  00  11  11  11   00  00  00  11  11  11   000 111   000 111   00  00  00  11  11  11  00  00  00  11  11  11   00  00  00  11  11  11  00  00  00  11  11  11 0000 1111 000 111 0000 1111 indicates that any function in "graph1" can be modified into a sum of functions in "graph2"
and "graph3". We can modify functions along the arrows between graphs in Fig. A.1 and A.2. Below we prove it for some of the arrows. First, let us consider the upper left arrow in Fig. A.1 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11
This modification can be proved primitively as follows.
where F is a polynomial including negative powers. At the weak equality, we used the relation (2.12). Next, we prove the relation 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 , (A.11) which is one of arrows in Fig. A.1 .
Here at the weak equality, we used the relation (2.12) and (2. Now, let us go back to modification of (A.1). We note that any of functions I
1 ,I
2 ,· · ·,I T (y 1 , y 2 , y 3 , y 4 ) 
Appendix B Results
We use some notations defined in (5.6)∼(5.9).
(B.7)
(B.8)
(B.9) 
