ABSTRACT. We study graph C * -algebras equipped with generalised gauge actions, and characterise in terms of groupoids and groupoid cocycles when two graph C * -algebras are isomorphic by a diagonal-preserving isomorphism that intertwines the generalised gauge actions. We apply this characterisation to show that two Cuntz-Krieger algebras are isomorphic by a diagonal-preserving isomorphism that intertwines the gauge actions if and only if the corresponding one-sided subshifts are eventually conjugate, and that the stabilisation of two Cuntz-Krieger algebras are isomorphic by a diagonalpreserving isomorphism that intertwines the gauge actions if and only if the corresponding two-sided subshifts are conjugate.
INTRODUCTION
It is well-known that the properties of the Cuntz-Krieger algebra O A of a finite square {0, 1}-matrix A are closely connected to the properties of the one-and two-sided subshifts X A and X A of A. Cuntz and Krieger proved for example in [6, Proposition 2.17 ] that if A and B are finite square {0, 1}-matrices both satisfying condition (I), and X A and X B are conjugate, then there exists a diagonal-preserving * -isomorphism between O A and O B which intertwines the gauge actions of O A and O B (the result actually says a bit more than that); and Cuntz proved in [5, Theorem 2.3] that if A and B are finite square {0, 1}-matrices such that A and B and their transposes satisfy condition (I), and X A and X B are conjugate, then there exists a diagonal-preserving * -isomorphism between the stabilised Cuntz-Krieger algebras O A ⊗ K and O B ⊗ K which intertwines the gauge actions of O A ⊗ K and O B ⊗ K (this result was first proved under the additional assumption that A and B are irreducible and aperiodic by Cuntz and Krieger in [6, Theorem 3.8] ). Cuntz also proved in [5, Theorem 2.4 ] that if A and B are finite square {0, 1}-matrices such that A and B and their transposes satisfy condition (I), and X A and X B are flow equivalent, then there exists a diagonal-preserving * -isomorphism between the stabilised Cuntz-Krieger algebras O A ⊗ K and O B ⊗ K (this result was first proved under the additional assumption that A and B are irreducible and aperiodic by Cuntz and Krieger in [6, Theorem 4 
.1]).
The connection between the properties of O A and the properties of X A and X A was further highlighted in [12] when Matsumoto and Matui presented, among several other interesting results, a converse to [6, Theorem 4.1] by proving that if A and B are finite square {0, 1}-matrices that are irreducible and not permutation matrices, and there is a diagonal-preserving * -isomorphism between the stabilised Cuntz-Krieger algebras O A ⊗ K and O B ⊗ K , then X A and X B are flow equivalent [12, Corollary 3.8] . To prove this result, Matsumoto and Matui used that the C * -algebra O A can be constructed as the (reduced) C * -algebra of an étale groupoid and proved that if A and B are finite square {0, 1}-matrices that are irreducible and not permutation matrices then there is a diagonal-preserving * -isomorphism between O A and O B if and only if the corresponding étale groupoids are isomorphic, and if and only if the one-sided subshifts X A and X B are continuously orbit equivalent [12, Theorem 2.3] .
Matsumoto has since then used this aproach to study gauge-invariant isomorphisms of Cuntz-Krieger algebras [10, 11] , and has, among other results, proved a converse to [6 In [9] Kumjian, Pask, Raeburn, and Renault extended the definition of Cuntz-Krieger algebras when they used groupoids to construct C * -algebras from directed graphs that are not assumed to be finite. These graph C * -algebras have since attracted a lot of interest, and by using that graph C * -algebras can be constructed from groupoids, [12, Theorem 2.3] has recently been transfered to the setting of graph C * -algebras [1, 2] .
In this paper we use groupoids to study diagonal-preserving isomorphisms of graph C * -algebras that intertwine generalised gauge actions. Our main result is Theorem 3.1 which characterises when there is a diagonal-preserving * -isomorphism between two graph C * -algebras that intertwines two generalised gauge actions. The characterisation is given in terms of cocycle-preserving isomorphisms of the corresponding graph groupoids. We also present a "stabilised version" of this result in Theorem 3.3.
By specialising to ordinary gauge actions we show in Theorem 4.1 that there is a diagonal-preserving gauge-invariant * -isomorphism between two graph C * -algebras if and only if the two graphs are eventually conjugate, and in Theorem 5.1 that if we consider two finite graphs with no sinks or sources, then there is a diagonal-preserving gauge-invariant * -isomorphism between the stabilisation of the two graph C * -algebras if and only if the two-sided edge shifts of the two graphs are conjugate.
As corollaries, we prove in Corollary 4.2 a converse to [6, Proposition 2.17] by generalising [10, Theorem 1.2] to the non-irreducible case, and we prove in Corollary 5.2 a converse to [5, Theorem 2.3] .
As with [12, Theorem 2.3] , the results in this paper can be transfered to the setting of Leavitt path algebras. This will be done in [3] .
DEFINITIONS AND NOTATION
For the benefit of the reader, we recall in this section the definitions of directed graphs and their boundary path spaces, graph groupoids, and graph C * -algebras. Most of this is standard and can be found in many other papers.
2.1. Directed graphs and their boundary path spaces. A directed graph E is a quadruple E = (E 0 , E 1 , r, s) consisting of countable sets E 0 and E 1 , and range and source maps r, s : E 1 → E 0 . An element of v ∈ E 0 is called a vertex and an element of e ∈ E 1 is called an edge.
A path µ of length n in E is a sequence of edges µ = µ 1 . . . µ n such that r(µ i ) = s(µ i+1 ) for all 1 ≤ i ≤ n − 1. The set of paths of length n is denoted E n . We write |µ| for the length of µ. The range and source maps extend to paths: r(µ) := r(µ n ) and s(µ) := s(µ 1 ). We regard the vertices v ∈ E 0 as paths of length 0, and set r(v) := s(v) := v. For v ∈ E 0 and n ∈ N, we define vE n := {µ ∈ E n : s(µ) = v}. We define E * := n∈N E n to be the collection of all paths of finite length. We define E 0 reg := {v ∈ E 0 : vE 1 is finite and nonempty} and E 0 sing :
An edge e is an exit to the cycle µ if there exists i such that s(e) = s(µ i ) and e = µ i . A graph is said to satisfy condition (L) if every cycle has an exit.
An infinite path in E is an infinite sequence x 1 x 2 . . . of edges in E such that r(x i ) = s(x i+1 ) for all i. We let E ∞ be the set of all infinite paths in E. The source maps extends to E ∞ : s(x) := s(x 1 ). We let |x| = ∞ for x ∈ E ∞ . The boundary path space of E is the space
For µ ∈ E * , the cylinder set of µ is the set Z(µ) :
The boundary path space ∂ E is a locally compact Hausdorff space with the topology given by the basis {Z(µ\F) : µ ∈ E * , F is a finite subset of r(µ)∂ E}, and each such Z(µ\F) is compact and open (see [16, For
and σ E (e) = r(e) for e ∈ ∂ E E 1 . Let σ 0 E be the identity map on ∂ E, and for n ≥ 1, let σ n E be the n-fold composition of σ E with itself. Then σ n E is a local homeomorphism for all n ∈ N. When we write σ n E (x), we implicitly assume that x ∈ ∂ E ≥n .
Graph groupoids.
The graph groupoid of a directed graph E is the locally compact, Hausdorff, étale topological groupoid
with product (x, k, y)(w, l, z) := (x, k + l, z) if y = w and undefined otherwise, and inverse (x, k, y) −1 := (y, −k, x). The topology of G E is generated by subsets of the form
In this paper a cocycle of a groupoid G is a groupoid homomorphism c : G → Z, where we consider Z to be a groupoid with product and inverse given by the usual group operations. The function c E :
All isomorphisms between groupoids considered in this paper are, in addition to preserving the groupoid structure, homeomorphisms.
2.3.
Graph C * -algebras. The graph C * -algebra of a directed graph E is the universal C * -algebra C * (E) generated by mutually orthogonal projections {p v : v ∈ E 0 } and partial isometries {s e : e ∈ E 1 } satisfying (CK1) s * e s e = p r(e) for all e ∈ E 1 ; (CK2) s e s * e ≤ p s(e) for all e ∈ E 1 ;
= zs e for z ∈ T, v ∈ E 0 and e ∈ E 1 . We let s v := p v for v ∈ E 0 , and for n ≥ 2 and µ = µ 1 . . . µ n ∈ E n , we let
is an abelian subalgebra of C * (E), and is isomorphic to the C * -algebra C 0 (∂ E). Moreover, D(E) is a maximal abelian subalgebra of C * (E) if and only if E satisfies condition (L) (see [13, Example 3.3] ).
Theorem 3.7 of [16] shows that there is a unique homeomorphism h E from ∂ E to the spectrum of D(E) given by
There is a * -isomorphism from the C * -algebra of 
GAUGE-INVARIANT ISOMORPHISMS OF GRAPH C * -ALGEBRAS AND COCYCLE-PRESERVING ISOMORPHISMS OF GRAPH GROUPOIDS
In this section, we prove our two main results Theorem 3.1 and Theorem 3.3. Let E be a directed graph, and let k : E 1 → R be a function. Then k extends to a function k : E * → R given by k(v) = 0 for v ∈ E 0 and k(e 1 . . . e n ) = k(e 1 ) + · · · + k(e n ) for e 1 . . . e n ∈ E n , n ≥ 1. We then get a continuous cocycle c k :
e it for all t ∈ R, where λ E is the usual gauge action on C * (E). Theorem 3.1. Let E and F be directed graphs and k : E 1 → R and l : F 1 → R functions. The following are equivalent.
(1) There is an isomorphism Φ :
To prove the implication (2) =⇒ (1) of Theorem 3.1, we need a lemma. We recall the extended Weyl groupoid G (C * (E),D(E)) constructed in [2] from a graph C * -algebra and its diagonal subalgebra. As defined in [14] , the normaliser of D(E) is the set
The extended Weyl groupoid G (C * (E),D(E)) is the collection of equivalence classes for an equivalence relation on {(n, 
Proof of Theorem 3.1.
, where κ is a homeomorphism from ∂ E onto ∂ F (see [2, Proposition 4.11]), and γ
Next, we present and prove a "stabilised version" of Theorem 3.1. We denote by K the compact operators on ℓ 2 (N), and by C the maximal abelian subalgebra of K consisting of diagonal operators.
As in [4] , for a directed graph E, we denote by SE the graph obtained by attaching a head . . . e 3,v e 2,v e 1,v to every vertex v ∈ E 0 (see [15, Definition 4.2] ). For a function k : E 1 → R, we letk : SE 1 → R be the function given byk(e) = k(e) for e ∈ E 1 , and k(e i,v ) = 0 for v ∈ E 0 and i = 1, 2, . . .. 
(A) There is an isomorphism
Proof. By [15, Theorem 4.2], there is an isomorphism ρ : 
for e ∈ E 1 . Routine calculations
• ρ for t ∈ R. The equivalence (A) ⇐⇒ (B) now follows from the equivalence (1) ⇐⇒ (2) of Theorem 3.1 applied to the graphs SE and SF and the functionsk andl.
EVENTUAL CONJUGACY OF GRAPHS
Let E and F be directed graphs. Following [10] , we say that E and F are eventually conjugate if there exists a homeomorphism h : ∂ E → ∂ F and continuous maps
Notice that if h : ∂ E → ∂ F is a conjugacy in the sense that σ F (h(x)) = h(σ E (x)) for all x ∈ ∂ E ≥1 , then h is an eventual conjugacy (in this case we can take k and k ′ to be constantly equal to 0).
Theorem 4.1. Let E and F be directed graphs. The following are equivalent. (i) E and F are eventually conjugate. (ii) There is an isomorphism
Proof.
(ii) ⇐⇒ (iii): Let k : E 1 → R and l : F 1 → R both be constantly equal to 1. Then c k = c E , c l = c F , and γ
E,k t
= λ E e it and γ F,l t = λ F e it for all t ∈ R. It therefore follows from Theorem 3.1 that (ii) and (iii) are equivalent.
( 
. By doing this for each e ∈ E 1 , we get a continuous map k :
(h −1 (y)) for all y ∈ ∂ F ≥1 can be constructed in a similar way. Thus, h is an eventual conjugacy.
Let A be a finite square {0, 1}-matrix, and assume that every row and every column of A is nonzero. As in [6] , we denote by O A the Cuntz-Krieger algebra of A with gauge action λ A and canonical abelian subalgebra D A , and by (X A , σ A ) the one-sided subshift of A (if A does not satisfy condition (I), then we let O A denote the universal CuntzKrieger algebra A O A introduced in [8] ). As in [10] , we say that (X A , σ A ) and (X B , σ B ) are eventually one-sided conjugate if there is a homeomorphism h : X A → X B and continuous maps k :
We obtain from Theorem 4.1 the following corollary which was proved in the irreducible case by Kengo Matsumoto in [10, Theorem 1.2], and which can be seen as a kind of a converse to [6, Proposition 2.17]. Proof. Let E A be the graph of A, i.e., E 0 A is the index set of A, and r((i, j)) = j and s((i, j) 
and there is a homeomorphism from X A to E ∞ A that intertwines σ A and σ E A . It follows that (X A , σ A ) and (X B , σ B ) are eventually one-sided conjugate if and only if E A and E B are eventually one-sided conjugate.
It is well-known that there is a * -isomorphism
The corollary therefore follows from the equivalence of (i) and (iii) in Theorem 4.1. 
CONJUGACY OF TWO-SIDED SHIFTS OF FINITE TYPE
For a finite directed graph E with no sinks or sources, we define X E to be the twosided edge shift
equipped with the induced topology of the product topology of (E 1 ) Z (where each copy of E 1 is given the discrete topology), and let σ E : X E → X E be the homeomorphism given by
If E and F are finite directed graphs with no sinks or sources, then a conjugacy from
The shift spaces X E and X F are said to be conjugate if there is a conjugacy from X E to X F .
Recall that for a directed graph E, we denote by SE the graph obtained by attaching a head . . . e 3,v e 2,v e 1,v to every vertex v ∈ E 0 (see [15, Definition 4.2] ). Define a function k E : (SE) 1 → R by k E (e) = 1 for e ∈ E 1 and k E (e i,v ) = 0 for v ∈ E 0 and i = 1, 2, . . .. (I) There is an isomorphism Φ : Proof. An argument similar to the one used in the proof of Theorem 4.1 shows that the equivalence of (I) and (II) follows by applying Theorem 3.3 to the functions k : E 1 → R and l : F 1 → R that are constanly equal to 1. It remains to establish (I) ⇐⇒ (III). Suppose that E and F are finite graphs with no sinks or sources. Then ∂ E = E ∞ and ∂ F = F ∞ . As in the proof of Theorem 3.3, for v ∈ E 0 and i ∈ N, we denote by µ i,v the path e i,v e i−1,v . . . e 1,v in SE (if i = 0, then we let µ i,v = v). In the proof of [4, Lemma 4.1], it was shown that there is a homeomorphism
(III) =⇒ (I): Suppose X E and X F are conjugate. Then there is a conjugacy φ : X E → X F and an l ∈ N such that if x, x ′ ∈ X E with x n = x ′ n for all n ≥ 0, then (φ (x)) n = (φ (x ′ )) n for all n ≥ 0, and if y, y ′ ∈ X F with y n = y ′ n for all n ≥ 0, then (φ −1 (y)) n = (φ −1 (y ′ )) n for all n ≥ l. It follows that there is a continuous map π :
. For an infinite path x = (x n ) n∈N and k ∈ N, we write x [0,k) for the finite path x 0 x 1 . . . x k−1 of length k. It follows from the continuity of π and the compactness of E ∞ that we can
. Define an equivalence relation ∼ on E L by µ ∼ ν if there are x ∈ Z(µ) and x ′ ∈ Z(ν) such that π(x) = π(x ′ ) (that ∼ is transitive follows from the fact that if µ, ν, η ∈ E L , x, x ′ ∈ E ∞ , and π(µx) = π(νx) and π(νx ′ ) = π(ηx ′ ), then π(µx ′ ) = π(ηx ′ )). Then π(x) = π(x ′ ) if and only if
Since Φ is an isomorphism, we have Φ((x, 0), 0, (x, 0)) = ((y, m), 0, (y, m)) for some uniquely determined y ∈ F ∞ and m ∈ N. Define ψ : E ∞ → F ∞ by ψ(x) := y. Since Φ is continuous, the map (x, 0) → (y, m) is continuous, so ψ is also continuous.
We have
follows that ϕ is well-defined. It is routine to check that ϕ is continuous and that ϕ • σ E = σ F • ϕ. We will next show that ϕ is also bijective. It will then follow that ϕ is a conjugacy and thus that X E and X F are conjugate.
We first show that ϕ is injective. Suppose It follows that there is a k ∈ N such that σ k E (x) = σ k E (x ′ ). Let k((x, x ′ )) be the smallest such k. An argument similiar to the one used to prove that l : E ∞ → N is continuous, shows that k : {(x, x ′ ) ∈ E ∞ × E ∞ : ϕ(x) = ϕ(x ′ )} → N is continuous. Since {(x, x ′ ) ∈ E ∞ × E ∞ : ϕ(x) = ϕ(x ′ )} is closed in E ∞ × E ∞ and thus compact, it follows that there exists K ∈ N such that σ K E (x) = σ K E (x ′ ) for all x, x ′ ∈ E ∞ satisfying ϕ(x) = ϕ(x ′ ). The injectivity of ϕ easily follows.
Next, we show that ϕ is surjective. Suppose y ∈ F ∞ . Then Φ −1 ((y, 0), 0, (y, 0)) = ((x, n), 0, (x, n))
for some x ∈ E ∞ and some n ∈ N. Choose m ∈ N such that Φ((x, 0), 0, (x, 0)) = ((ψ(x), m), 0, (ψ(x), m)).
Since ((x, 0), −n, (x, n)) ∈ G SE and Φ((x, 0), −n, (x, n)) = ((ψ(x), m), m, (y, 0)), it follows that there is an h ∈ N such that σ h F (ψ(x)) = σ h F (y). An argument similar to the one used in the previous paragraph, then shows that there is an H ∈ N such that for each y ∈ F ∞ there is an x ∈ E ∞ such that σ H F (ψ(x)) = σ H F (y). The surjectivity of ϕ easily follows.
Let A be a finite square {0, 1}-matrix, and assume that every row and every column of A is nonzero. As in [6] , we denote by (X A , σ A ) the two-sided subshift of A. It follows from [5 The result then follows from the equivalence of (II) ⇐⇒ (VI) of Theorem 5.1 applied to the graphs E A and E B .
