Abstract By elementary matrix algebra we show that every real 2n × 2n matrix admits a dilation to an element of the real symplectic group Sp(2(n + m)) for some nonnegative integer m. Our methods do not yield the minimum value of m, for which such a dilation is possible. After listing some of the main properties of Gaussian states in L 2 (R n ), we analyse the implications of symplectic dilations in the study of quantum Gaussian channels which lead to some interesting open problems, particularly, in the context of the work of Heinosaari, Holevo and Wolf [3] .
where the right hand side is a block diagonal matrix with diagonal blocks J 2 and the nondiagonal entries are 2 × 2 zero matrices. Let
be the real symplectic Lie group of order 2n, where the index T stands for transpose. It is known that every element L in Sp(2n) has determinant unity and has the property that L T ∈ Sp(2n). Any element of Sp(2n) will be called a symplectic matrix of order 2n. The importance of Sp(2n) in quantum probability lies in the property that the linear transformation
of the canonical position and momentum observables in L 2 (R n ) preserves the
Heisenberg canonical commutation relations (CCR) if and only if L ∈ Sp(2n).
The main aim of this section is to establish a dilation theorem according to which any real linear transformation A of the canonical momentum and position observables {p r , q r , r = 1, 2, . . . , n} can be dilated to a symplectic linear transformation of a larger system {p r , q r , r = 1, 2, . . . , n + m} of such canonical observables obeying CCR. This is the essence of the following theorem in linear algebra whose proof will be accomplished by examining several special cases. 
Lemma 3. If
Proof. It is enough to prove for the case k = 2. Let
is symplectic. First, interchange rows 2 and 3 followed by an interchange of columns 2 and 3 in order to obtain the symplectic matrix    
. This is clearly a symplectic dilation of
A i of order 2k(n + m). Let ((s i j )) be a real orthogonal matrix with its first row equal to
where I r denotes identity matrix of order r, is a symplectic matrix of order 2(n+m)k. Thus SLS T is also symplectic. Considering this as a block matrix of the form (3) we
Lemma 5. Let A be a real strictly positive definite matrix of order 2n. Then A admits a symplectic dilation of order 4n.
Proof. By Williamson's theorem [1] , [10] there exists a symplectic matrix L of order 2n such that
where I 2 is the identity matrix of order 2 and Proof. Straightforward algebra.
⊓ ⊔ Proof of Theorem 1. By Lemma 2 it is enough to consider the case n > 1. Express the 2n × 2n matrix A as an n × n block matrix
where each A i j is of order 2 × 2. Then A can be written as
where 3 we follow a method of colouring complete graphs [8] as suggested by Ajit Iqbal Singh. First consider the case when n is even. View the suffix pairs i j of the matrices B i j as the edges of a complete graph G = (V, E) where the vertex set V is {1, 2, . . . , n} and the edge set E is {i j, 1 ≤ i < j ≤ n}. Suppose the vertices 2, 3, . . . , n are the (geometrical) vertices of a regular polygon of n − 1 sides and the vertex 1 is at the centre of the polygon. Denote by E r the set consisting of the edge 1 r + 1 and the 1 2 n − 1 edges perpendicular to the edge 1 r + 1. Then no two edges in E r have a common vertex and no two E r 's have common edge. Thus the set E can be expressed as a disjoint union:
It is clear that C r is a direct sum of n/2 matrices of order 4 × 4 :
By Lemma 3 and Lemma 7, each C r admits a symplectic dilation of order 8 × n/2 = 4n. By the same arguments each of the n + 2 matrices (n + 2)B 1 , −(n + 2)B 2 , (n + 2)A 2 , (n + 2)C 1 , . . . , (n + 2)C n−1 admits a symplectic dilation of order 4n. By Lemma 4 the matrix
admits a symplectic dilation of order 4n(n + 2). This completes the proof when n is even. Let now n be odd. Then add one more vertex n + 1 and form the edge sets E 1 , E 2 , . . . , E n as before. Then each E r has n+1 2 edges and exactly one of them meets the vertex n + 1. Delete it and call the remaining subset E ′ r which has n−1 2 edges. Now define
Now repeating the same arguments we get a symplectic dilation of A of order 4n(n + 3). Remark 1. Theorem 1 and its proof show that every real matrix of order 2n × 2n admits a symplectic dilation of order 4n(n + 2) if n is even and 4n(n + 3) if n is odd. The problem of finding the size of the minimal symplectic dilation of a matrix of order 2n × 2n remains open. It is to be noted that symplecticity of order 2k is with respect to the matrix J 2k as defined in (1).
The Symplectic Group, Weyl operators and Gaussian States
We shall present in this section a brief account of the role of the group Sp(2n) in describing Gaussian states in L 2 (R) and some of their properties which are important in the formulation of the notion of Gaussian channels in quantum information theory. For proofs of results stated here we refer to Holevo [4] and Parthasarathy [6] , [7] .
Consider the complex Hilbert space C n and L 2 (R n ), the space of complexvalued, absolutely square integrable functions with respect to the n-dimensional Lebesgue measure. We shall write all scalar products in the Dirac notation. For
and any finite number of exponential vectors are linearly independent. Furthermore,
In particular,
is a unit vector and the pure state determined by this vector is called the coherent state associated with u. For any u ∈ C n , there exists (an exponential like) unitary operator W (u) in L 2 (R n ), called Weyl operator associated with u, satisfying the relations
for all v ∈ C n . For a given u such a W (u) is uniquely defined. They obey the Weyl commutation relations
It is a multiplicative family of operators modulo a scalar multiplier. From (6) one gets
The correspondence u → W (u) is a strongly continuous, projective, unitary and irreducible representation of the additive group
. This is called the factorizability property of the Weyl representation u → W (u).
Suppose u → W ′ (u) is a strongly continuous map from C n into the unitary group of a complex separable Hilbert space H satisfying equation (6) 
Then such an action preserves the real bilinear form I m u|v and therefore
Hence by the discussion above there exists a unitary operator, say
Since the projective representation u → W (L · u) is also irreducible it follows that the choice of the unitary operator Γ (L) is unique upto a scalar multiple of modulus unity. Thus the map L → Γ (L) is a projective unitary representation of Sp(2n). If U is a unitary matrix of order n × n, U preserves the scalar product in C n and hence preserves I m u|v . In other words there exists a matrix
whenever L 1 and L 2 are symplectic and orthogonal but, in general,
is a scalar of modulus unity.
is a positive operator of unit trace and its quantum Fourier transform ρ(u) is the complex-valued function on C n defined by
The quantum Fourier transform of a state satisfies the following properties:
is positive definite, i.e., for any finite set {u r , 1 ≤ r ≤ m} ⊂ C n and scalars c r ,
where d 2n u is the 2n-dimensional Lebesgue measure when C n is considered as the real linear space R 2n . (iv) (Quantum Bochner's Theorem) let ϕ be any complex-valued continuous function on C n such that ϕ(0) = 1 and the kernel
where Tr 1 and Tr 2 are the relative traces of ρ over the factors L 2 (R n ) and L 2 (R m ) respectively. Then
is said to be Gaussian if its quantum Fourier transform has the form
n where x j = Re u j , y j = Im u j and P is a polynomial in 2n variables of degree at most 2.
is Gaussian if and only there exist vectors ℓ, m in R n and a real positive definite matrix S of order 2n satisfying the inequality
such that the quantum Fourier transform ρ(u) is given by
where x j = Re u j , y j = Im u j , 1 ≤ j ≤ n and J 2n is given by (1) .
Proof. See [6] .
Remark 2. We shall give now an interpretation of the parameters ℓ, m and S occuring in (10) and also the matrix inequality (9) in the language of the momentum and position observables obeying CCR. To this end we first observe that (6) implies that for any fixed u, {W (tu),t ∈ R} is a strongly continuous one parameter group of unitary operators admitting a self adjoint Stone generator p(u) so that
Writing e j = (0, . . . , 0, 1, 0, . . . , 0) T for 1 ≤ j ≤ n, where 1 occurs in the jth position and putting
we obtain selfadjoint operators obeying CCR on the linear manifold E generated by the exponential vectors. Then W (u) can be expressed as
with x j = Re u j , y j = I m u j for every j and ∑ n j=1 (x j p j − y j q j ) being the selfadjoint closure from E . From the definition of quantum Fourier transform and (10) it follows that each observable p(u) has a normal distribution in the Gaussian state ρ with characteristic function
and the covariance matrix of (p 1 , −q 1 , . . . , p n , −q n ) is S. When (10) holds we write
in order to indicate that ρ is a Gaussian state with mean momentum and position vectors ℓ, m respectively and covariance matrix S. If we write
is the rs-th entry of S. With this convention the inequality (9) encapsulates the uncertainty principle for all momentum -position pairs (P, Q) where
We now enumerate some of the basic properties of Gaussian states, parametrized as in (11). They are essentially corollaries of Theorem 2 and the basic properties of quantum Fourier transform mentioned earlier.
(i) Tensor products and marginals of Gaussian states are Gaussian.
(ii) (Tranformation property) For any u = s + it, s, t ∈ R n ,
and for any L ∈ Sp(2n),
for some complex scalar λ of mudulus unity, u ∈ C n and L ∈ Sp(2n). In view of properties (ii) and (iii) any unitary operator Γ of the form (12) is called a Gaussian symmetry operator. All Gaussian symmetry operators in L 2 (R n ) constitute a group G n .
Suppose U is a unitary operator in L 2 (R n ) such that for every pure Gaussian state |ψ the pure state U |ψ is also Gaussian. Is U a Gaussian symmetry operator? We do not know the answer. (iv) The covariance matrix S in ρ g (ℓ, m, S) admits a representation
In such a representation L need not be unique but κ 1 , κ 2 , . . . , κ n are unique. The κ j 's are the Williamson parameters of S.
for some L, M in Sp(2n). Such a representation need not be unique. In the convex set K n of all Gaussian covariance matrices of order 2n, an element S is an extreme point if and 
Every coherent state is Gaussian with covariance matrix
and define the second quantization unitary operator
one gets a purification of ρ g (ℓ, m, S) as
where the pure state within Tr 2 is also Gaussian. (vii) (von Neumann entropy of ρ g (ℓ, m, S)) First write
using transformaton property (ii). Using property (iv) and the Williamson param-
where we assume
In L 2 (R) denote the momentum and position operators by p and q respectively and note that
where s is given by κ = Since the number operator 1 2 (p 2 + q 2 − 1) has eigenvalues 0, 1, 2, . . . with multiplicity 1 each, it follows from (13) that
where H is the Shannon entropy function given by
2 are the Williamson parameters of S.
Gaussian Channels
A quantum channel is a completely positive, trace preserving and linear map on the algebra B(H ) of all bounded operators on a complex Hilbert space H . If T is such a channel and ρ in = ρ is an input state the channel gives an output stateρ out = T (ρ). Such a channel is treated as a communication resource. If H = L 2 (R n ) we say that a channel T is Gaussian if, for every Gaussian state ρ, the output state T (ρ) is also Gaussian. The set of all channels in L 2 (R n ) is a semigroup under composition and also a convex set under mixture. The set of all Gaussian channels is a subsemigroup of the semigroup of all channels in L 2 (R n ). We shall present some examples of Gaussian channels and conclude with some open problems.
Example 1 (Reversible Gaussian Channels).
If U is a Gaussian symmetry operator as defined at the end of property (iii) of Gaussian states in Section 2, then T (ρ) = UρU −1 defines a Gaussian channel. T −1 (ρ) = U −1 ρU is the reverse of such a Gaussian channel with T −1 • T = identity. These are the only reversible Gaussian channels. [2] , [5] ). Let ξ j , η j , 1 ≤ j ≤ n be realvalued mean zero random variables with a joint normal distribution and let ζ j = ξ j + iη j . Write ζ T = (ζ 1 , ζ 2 , . . . , ζ n ) and put
Example 2 (Bosonic Gaussian channels
where E denotes expectation with respect to the probability distribution of ζ and (11), then (7) implies that the quantum Fourier transform of T (ρ) is given by
If u = s + it where s and t are in R n and the covariance matrix of the Gaussian random vector
Thus T is a Gaussian channel which changes the covariance matrix S of the input Gaussian state to the covariance matrix S +C of the output Gaussian state but leaves the mean momentum-position vector unchanged.
If P is the probability distribution of the Gaussian random vector ζ in (14) and {H k , k = (k 1 , k 2 , . . . , k 2n )} is the Hermite basis of orthonormal polynomials in L 2 (P), define the operators
Then the channel T in (14) can also be written as
in the Kraus or operator sum form.
Example 3 (Symplectic Gaussian channels).
Choose and fix a mean 0 Gaussian state ρ 0 inL 2 (R m ) and fix a symplectic matrix
where Γ (L) is the Gaussian symmetry operator associated with L and Tr 2 is the relative trace over the component
Since conjugation by a unitary operator and relative trace are completely positive and trace preseving, it follows that T as defined in (15) is a channel. If ρ is Gaussian it follows from Example 1 and property (i) of Gaussian states in Section 2 that T is Gaussian. We call T in (15) a symplectic Gaussian channel.
We shall now examine how a symplectic Gaussian channel changes the mean and covariance parameters of a Gaussian state. By the Gaussian purificaton property (vi) of a Gaussian state in Section 2,
and ρ 0 in (15) by a pure Gaussian state which is determined by a unit vector of the form Γ (M) |e(0) in L 2 (R 2m ) with M ∈ Sp(2m). Put k = 2m and note that T in (15) can as well be replaced by
By the transformation property of Gaussian states we have from (6)
where
and ℓ ′ , m ′ , a, b are obtained as follows. Define µ, µ ′ by µ T = (ℓ 1 , −m 1 , . . . , ℓ n , −m n , 0, 0, . . . , 0),
Writing
in block notation where 11 and 22 blocks are of order 2n × 2n and 2k × 2k respectively we see that, for T as in (16),
We summarize our algebra in the form of a theorem.
Theorem 3. The most general symplectic Gaussian channel T has the property that for all Gaussian states
for some M ∈ Sp(2(n + k)) for some k with
where the blocks with labels 11 and 22 are matrices of order 2n × 2n and 2k × 2k respectively and the vectors µ, µ ′ defined by
We shall denote by T M any symplectic Gaussian channel in L 2 (R n ) satisfying Theorem 3 for some k, some M ∈ Sp(2(n + k)) and equations (17)-(21) for all Gaussian states ρ g (ℓ, m, S).
where L 00 and M 00 are of order 2n × 2n, L 11 is of order 2ℓ × 2ℓ and M 22 is of order 2m × 2m. Define
Then M, L and N are all elements of Sp(2(n + ℓ + m)). Consider the symplectic Gaussian channel T N as described in Theorem 3. Then
which is also the covariance matrix of the Gaussian state 
where L ∈ Sp(2(n + k)). Consider the particle number basis {|r 1 , r 2 , . . . , r k , r j ∈ {0, 1, 2, . . ., }∀ j} in L 2 (R k ) when identified with the boson Fock space over C k . Define the operators U r,s in L 2 (R n ) by the identity
Example 4 (Quasifree channels [3] , [9] ). This example is from the construction given by Heinosaari, Holevo and Wolf [3] . To describe this we rewrite the Weyl op- The inequality (25) raises some questions concerning symplectic dilations. To any 2n × 2n real matrix A, associate the convex sets A. If A P Q R is a symplectic matrix does Q T Q ∈ F 0 n (A)? Finally, are there Gaussian channels not belonging to the semigroup generated by all reversible, bosonic, symplectic and quasifree Gaussian channels? It would be interesting to find answers to all the questions raised above. One would also like to have a description of the extreme points of F n (A) and F 0 n (A).
