Vertical walls are commonly used as berthing structures. However, conventional vertical quays may have serious technical and environmental problems, as they reflect almost all the energy of the incident waves, thus affecting operational conditions and structural strength. These drawbacks can be overcome by the use of low reflective structures, but for some instances no theoretical equations exist to determine the relationship between the reflection coefficient and parameters that affect the structural response. Therefore, this study tries to fill this gap by examining the wave reflection of an absorbing gravity wall by means of evolutionary polynomial regression, a hybrid evolutionary modelling paradigm that combines the best features of conventional numerical regression and genetic programming. The method implements a multi-modelling approach in which a multiobjective genetic algorithm is used to get optimal models in terms of parsimony of mathematical expressions and fitting to data. A database of physical laboratory observations is used to predict the reflection as a function of a set of variables that characterize wave conditions and structure features.
INTRODUCTION
Wave action on natural environment and engineering structures can cause different kinds of problems that need to be predicted to prevent possible unexpected effects. Analysing the response of coastal structures to wave action is a very challenging task for engineers; in particular, a detailed characterization of the effects of quays or breakwaters is a key point for design, involving technical, economic and environmental aspects. However, it is not easy to achieve a holistic representation of the involved hydrodynamic phenomena, and in particular of wave reflection. To this aim, prototype measurements and physical laboratory tests can provide information on coastal structures and their behaviour, but most of the time it is difficult to characterize the main aspects of such phenomena. Recently, the increasing availability of different kind of data and information allows the application of innovative data-mining techniques to study and predict wave action and its effects (Zhang et 
WAVE REFLECTION COEFFICIENT
A coastal structure reflects the incident waves and such reflection can be quantified by the bulk reflection coefficient, defined as:
where H r and H i are the wave height of reflected and incident wave, respectively, and E r and E i are the related energies. The reflection depends both on the sea state and the structural layout; in particular, sloping structures behave differently than vertical structures and the structural response changes if the structure is overtopped or not.
Miche () determined an empirical expression of the reflection coefficient for monochromatic waves on a smooth sloping structure as function of the slope angle, wave height and frequency. Ahrens & Seelig (), starting from Battjes (), improved the estimates of C r for nonovertopped sloping structures using the following equation:
where a and b are empirical coefficients and ξ is the Iribarren number (Battjes ), defined as:
where θ ¼ the slope angle of the structure and H/L ¼ the wave steepness, where L ¼ wave length. 
with
where d ¼ the water depth, θ ¼ slope angle of rubble mound, T ¼ wave period and g ¼ gravitational acceleration.
Equation (4) proposed a similar equation to Equation (4), using the dimensionless reflection number R instead of the Iribarren number:
where the wave length influence on the C r is similar to the formulation of Ahrens & Seelig () data, and the inability to exploit his/her physical insight about the phenomenon at stake into the learning process.
The EPR can overcome these problems by means of an explicit model expression for the system under observation.
One of the general model structures that EPR can manage is reported in the following:
where m is the number of additive terms, a j are numerical parameters to be estimated, X i are candidate explanatory variables, ES( j,z) (with z ¼ 1,…,2k) is the exponent of the zth input within the jth term in Equation (8), and f is a function selected by the user among a set of possible alternatives (including no function selection). The exponents ES( j,z) are selected from a user-defined set of candidate values (which should include 0). In brief, the search for model structure is performed by exploring the combinatorial space of exponents to be assigned to each candidate input of Equation (8 
MULTI-OBJECTIVE FRAMEWORK FOR EPR
In recent years, the EPR has been embedded in a multi- In this work the authors used the EPR-MOGA modelling paradigm to analyse the wave reflection of an innovative vertical low reflective quay as described in the following sentence. Starting from a series of experimental data measured on a reduced scale model of the quay, the modelling strategy adopted here simply assumes that the user can define a roughly wide set of hypotheses (explanatory variables), which can be considered as influent on the phenomenon at stake, and the main features of the EPR pseudo-polynomial structure, thus leaving to the evolutionary multi-objective optimization paradigm the burden of the combinatorial search of the optimal model for C r .
CASE STUDY
The vertical low reflective quay here studied is characterized by a particular geometrical configuration, firstly introduced by Matteotti (). The wave reflection process is here tackled by means of the EPR-MOGA modelling paradigm, aiming to obtain a feasible expression for the reflection coefficient, useful for maritime structure design, physical and numerical modelling, as a function of the main involved parameters. The experiments conducted for the present study considered only irregular waves. Each irregular wave set included 300 waves and was characterized by JONSWAP spectra with a peak enhancement factor of 3.3. Table 2 reports the ranges of the input (wave height, peak period, wave length and steepness, water depth and main structural features) and output variables used for the wave tests.
The Goda & Suzuki () and Mansard & Funke () methods were used and compared to calculate the reflection Table 3 reports all the experimental data as measured by means of the above described setup.
ANALYSIS OF THE EXPERIMENTAL RESULTS AND DATA SELECTION
The selection of the explanatory variables is an important issue in environmental modelling. Usually it is performed based on the general knowledge of the phenomenon, the physical insight of the analyst and it is influenced by the availability of measurements.
In this case, the laboratory experiments on the physical model in Figures 3 and 4 provided a number of data points for the input variables in Table 3 . A preliminary analysis was thus conducted in order to understand the existing relationships among the input and output variables. Therefore, bearing in mind that the analysed structure has never been investigated before (i.e. no formulations are available) the starting point was to consider that wave reflection generally increases with wave period, as well as with wave length.
This dependence can be expressed by different parameters, such as the Iribarren number (Battjes ), the Miche Figure 2) 
where T is the mean wave period, H is the wave height, l is the inner length of the chamber and L is the wave length.
Bearing in mind that wave energy dissipation is mainly due to the rubble mound in the upper chamber, the functional expression in Equation (9) and Davidson et al. () . In these studies, the variability Therefore, starting from this research, other dimensionless variables can be identified, and Equation (9) can be written as follows:
where
The dimensionless group I is the inverted Iribarren 
EPR MODELLING RESULTS
Starting from the functional expression in Equation (10), which is physically sound with the previous studies on similar quays, the modelling strategy adopted herein simply assumes the set of explanatory variables in Equation (10), to be considered for modelling construction, and the main features of the EPR pseudo-polynomial structure, thus leaving the burden of the combinatorial search to the EPR-MOGA multi-objective optimization paradigm.
From a modelling standpoint, EPR-MOGA models were selected to have the type of pseudo-polynomial structure in Equation (8) (Giustolisi et al. ) . In the specific case, the maximum assumed number of terms m ¼ 3, the range of exponents from which EPR will define the matrix ES( j,z)
is [-2-2] with an increment interval of 0.1, in order to find a trade-off between data fitting and generalization capacity of the model, and a 0 was neglected, because the reflection is equal to 0 with no waves.
The train set used by EPR-MOGA during the evolutionary model search was composed of the first 68 data points in Table 3 , while the test set, used for the evaluation of the returned models at the end of the run, and not used for model construction, is composed by the last 10 data points in Table 3 .
The multi-objective optimization paradigm embedded in EPR-MOGA is named OPTIMOGA. Each individual (C r formulation) is coded as a string of indices related to the model structure (i.e. the candidate exponents). OPTIMOGA employs a dynamical archive growing in size generation by generation. The archive is useful for storing the older non-dominated solutions, which were involved more times in the reproduction. The genetic operators used are multipoint crossover with a probability rate of 40% and mutation with a probability rate of 10%. The probability rates of cross- 
where N is the number of data; avg(y exp ) is the average value of observations; ŷis the value predicted by the model and It is worthy of note that the Pareto front has been obtained by the accuracy measures as evaluated on the training set, thus not considering the accuracy measures on the test set, which can be considered as measures of generalization ability of the candidate solutions (Table 4) .
During the exploration of the solution space, the search of model coefficients a j has been constrained to only positive values (a j > 0), as described in Giustolisi et al. () . This is useful for two general reasons: (i) positive constants are generally consistent with the physical meaning of the models; and (ii) the alternation of negative and positive constants, in models developed from data, is sometimes useful to fit errors and generates over-fitting to data (i.e. poor generalization performance).
DISCUSSION
The aim of this section is to discuss EPR-MOGA results from the modelling point of view, emphasizing its main features (for example, the ability to provide symbolic expressions, ranking of formulae according to their accuracy versus parsimony, etc.). As evidenced by Table 4 , the optimal solutions range from a very parsimonious model, the model in Equation (12), up to Equation (21) that conversely contains the higher number of explanatory variables.
Equation (12) is the simplest one, but presents a very low accuracy with respect to the others.
From models obtained, as listed in Table 4 , it is firstly possible to have an idea of the most used explanatory variables (i.e. dimensionless groups) for the phenomenon at stake. Therefore, it is possible to discuss the dimensionless group's importance:
with a positive exponent (i.e. direct dependence), except from Equation (19) where it appears also with negative exponent (at a second term).
• Eight equations (80%) show R* ¼ dL 0 2 /H s (0.5D 50 ) 2 with a positive exponent (i.e. direct dependence).
• Eight equations (80%) show s 0 ¼ H s /L 0 with a negative exponent (i.e. inverse dependence), with the exception of Equations (20) and (21) where it appears with a positive exponent (at a second term).
• Finally, I ¼ (d/gT p 2 ) 0.5 appears in seven equations (70%) with exponents both positive and negative.
Equation (12) is the simplest model, with only one constant and one dimensionless group, but it presents a very low accuracy. Equations (13) and (14) present only one constant, but with a combination of more than one variable. Both
Equations (13) and (14) and Equation (18) show a new group R*/s 0 . Equation (13) is a simple model but accurate, differently from Equation (14) where the presence of I
gives an inverse proportionality with the wave period, which is not physically consistent, resulting in a lower
CoD than Equation (13).
Models with more than one constant lead to a better accuracy than the simplest equations: generally one term is a function of the nominal diameter of the armour units D 50 , contained in R*, and the other term depends on the wave steepness and water depth.
A is present in several parsimonious models, showing an influence of the quantity (d-h c ) that represents the wet part of the chamber, thus responsible of wave energy dissipation due to the eddies among the armour units.
The exponents of R* are always positive: this result is physically sound because it implies a direct dependence of C r on the wave period and an inverse dependence on the nominal diameter. In fact a greater D 50 means higher porosity, and therefore higher dissipations leading to reduction in wave reflection.
The wide variation of the exponent for I suggests that this parameter is not significant, thus excluding models where it appears (as showed by the low accuracy of the Equation (12) It is necessary to try to make a choice among models in Table 4 , thus mimicking what could happen in real life.
When a researcher/operator is asked to define a good model to use in further applications, the selected model is Equation (13) as it represents a simple and accurate model, dependent on the main structural and hydraulic parameters.
Equation (13) In particular, the authors proposition is to use the model of Equation (13), which is a compact formula dependent on the main involved variables (i.e. water depth d, deepwater wave length L 0 , significant wave height H s , and nominal diameter of armour units D 50 ). However, the authors' advice is to employ this formulation inside the ranges for which it has been developed, considering the main dimensional variables summarized in Table 1 and carefully out of those ranges.
