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Al-Qur’an merupakan wahyu dari Allah SWT yang diturunkan kepada Nabi Besar 
Muhammad SAW pada usia 40 tahun. Al-Qur’an diturunkan untuk disampaikan 
kepada seluruh umat manusia. Al-Qur’an diturunkan untuk dijadikan sebagai 
pedoman bagi umat islam dalam menjalani kehidupan agar mencapai kebahagiaan 
di dunia dan akhirat. Klasifikasi pada ayat Al-Qur’an perlu dilakukan untuk dapat 
memudahkan seseorang dalam mencari suatu topik dalam Al-Qur’an. Pada 
penelitian ini dilakukan kalsifikasi terjemahan ayat pada Juz 30 menggunakan 
Algoritma C5.0. Topik pada penelitian ini terdiri dari 5 kelas yaitu Kiamat, Hisab, 
Surga, Neraka, dan Lainnya. Data yang sudah dikumpulkan akan dilakukan 
Preprocessing untuk mendapatkan data yang bersih, selanjutnya melakukan 
klasifikasi dengan Algoritma C5.0 dan melakukan evaluasi Confusion Matrix. 
Hasil dari klasifikasi diperoleh nilai akurasi 50%. 
Kata Kunci : Klasifikasi, Ayat Al-Qur’an, Algoritma C5.0. 
  
 




Al-Qur'an is a revelation from Allah SWT that was sent down to the Great 
Prophet Muhammad SAW at the age of 40 years. Al-Qur'an was revealed to be 
delivered to all mankind. Al-Quran was revealed to be used as a guide for 
Muslims in living life in order to achieve happiness in this world and the 
hereafter. Classification in the verses of the Al-Qur'an needs to be done to make it 
easier for someone to find a topic in the Al-Qur'an. In this study, the translation of 
the verse in Juz 30 was classified using the C5.0 Algorithm. The topics in this 
study consisted of 5 classes, namely Doomsday, Hisab, Heaven, Hell, and others. 
The data that has been collected will be preprocessed to get clean data, then 
classify with the C5.0 Algorithm and evaluate the Confusion Matrix. The results 
of the classification obtained an accuracy value of 50%. 
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