Abstract. In this paper, we propose a bottom-up greedy and purely discriminative syntactic parsing approach that relies only on a few simple features. The core of the architecture is a simple neural network architecture, trained with an objective function similar to that of a Conditional Random Field. This parser leverages continuous word vector representations to model the conditional distributions of context-aware syntactic rules. The learned distribution rules are naturally smoothed, thanks to the continuous nature of the input features and the model. Generalization accuracy compares favorably to existing generative or discriminative (non-reranking) parsers (despite the greedy nature of our approach), while the prediction speed is very fast.
Introduction
While discriminative methods are at the core of most state-of-the-art approaches in Natural Language Processing (NLP), historically the task of syntactic parsing has been mainly solved with generative approaches. A major contribution in the parsing field is certainly probabilistic context-free grammar (PCFGs)-based parsers [1] [2] [3] . These types of parsers model the syntactic grammar by computing statistics of simple grammar rules occurring in a training corpus. Inference is then achieved with a simple bottom-up chart parser. These methods face a classical learning dilemma: on one hand PCFG rules have to be refined enough to avoid any ambiguities in the prediction. On the other hand, too much refinement in these rules implies lower occurrences in the training set, and thus a possible generalization issue. PCFGs-based parsers are thus judiciously composing with carefully chosen PCFG rules and clever regularization tricks.
Given the success of discriminative methods for various NLP tasks, similar methods have been attempted for the syntactic parsing task. One of the first successful discriminative parsers [4] was based on MaxEnt classifiers (trained over a large number of different features) and a greedy shift-reduce strategy. However, it did not perform on par with the best generative parsers of the time. Costa et al. [5] introduced a left-to-right incremental parser which used a recursive neural network to re-rank possible phrase attachments. They showed that RNN was able to capture enough information to make correct parsing decisions. Their system was, however, only tested on a subset of 2000 sentences. One had to wait a few more years before discriminative parsers could match Collins' parser performance. To this extent , Taskar et al. [6] proposed an approach which discriminates the entire space of parse trees, with a max margin criterion applied to Context Free Grammars. Other discriminative approaches [7, 8] also outperformed standard PCFG-based generative parsers, but only by discriminatively re-ranking the K-best predicted trees coming from a generative parser.
Turian and Melamed [9] later proposed a bottom-up greedy algorithm to construct the parse tree, using a feature boosting approach. The parsing is performed following a left-to-right or a right-to left strategy. The greedy decisions regarding the tree construction are made using decision tree classifiers. However, both of these parsers were limited to sentences of less than 15 words, due to a training time growing exponentially with the size of the input.
McClosky et al. [10] successfully leveraged unlabeled data to train a parser using a self-training technique. In this approach, a re-ranker is trained over a generative model. The re-ranker is used to generate "labels" over a large unlabeled corpus. These "labels" are then used to retrain the original generative model. This work is currently considered the state-of-the-art in syntactic parsing.
Most recent discriminative parsers [11, 12] rely on Conditional Random Fields (CRFs) with PCFG-like features. Carreras et al. [13] used a global-linear model (instead of a CRF) with PCFGs and various new advanced features.
While PCFG-based parsers are widely used, other approaches do exist. In [14] , the proposed parser relies on continuous word vector representations, and a discriminative model to predict "levels" of the syntactic tree. Socher et al. [15] also relies on continuous word vector representations, which are "compressed" in a pairwise manner to form higher level chunk representations. Their approach is used as a re-ranker of the Stanford Parser [16] .
Finally, it is worth noting that generative parsers are still evolving. PCFGs with latent-variables [17] have been used in various ways to improve the performance of classical PCFG as in [18] .
In this paper, we propose a greedy and purely discriminative parsing approach. In contrast with most existing methods, it relies on a few simple features. The core of our architecture is a simple neural network which is fed with continuous word vector representations (as in [19, 15] ). It models the conditional distributions of context-aware syntactic rules. The learned distribution rules are naturally smoothed, thanks to the continuous nature of the input features. Section 2 introduces our algorithm and relates it to PCFG-based parsers. Section 3 describes the classification model at the core of our architecture. Section 4 reports experimental comparisons with existing approaches. We conclude in Section 5.
2 A greedy discriminative parser
Smoothed Context Rule Learning
PCFG-based parsers rely on the statistical modeling of rules of the form A → B, C, where A, B and C are tree nodes. The context-free grammar is always normalized in the Chomsky Normal Form (CNF) to make the global tree inference practical (with a dynamic programming like CYK or similar). In general a tree node is represented as several features, including for example its own parsing tags and head word (for non-terminal nodes) or word and Part Of Speech (POS) tag (for terminal nodes) [2] . State-of-the-art parsers rely on a judicious blending of carefully chosen features and regularization: adding features in PCFG rules might resolve some ambiguities, but at the cost of sparser occurrences of those rules. In that respect, the learned distributions must be carefully smoothed so that the model can generalize on unseen data. Some parsers also leverage other types of features (such as bigram or trigram dependencies between words [13] ) to capture additional regularities in the data.
In contrast, our system models non-CNF rules of the form A → B 1 , ..., B K . The score of each rule is determined by looking at a large context of tree nodes. More formally, we learn a classifier of the form:
where the B k are either terminal or non-terminal nodes, K is the size of the right part of the rule, C lef t and C right are context terminals or non-terminals and s t is the score for the parsing tag t ∈ T . Each possible rule A i → B 1 , ..., B K is thus assigned a score s i by the classifier (with A i ∈ T ). These scores can be interpreted as probabilities by performing a softmax operation. We used a Multi Layer Perceptron (MLP) as classifier. Formal details will be given in Section 3.2. The only tree node features considered in our system are parsing tags (or POS tags for terminals), as well as the headword (or words for terminals). We overcome the problem of data sparsity which occurs in most classical parsers by leveraging continuous vector representations for all features associated to each tree node. In particular, word (or headword) representations are derived from recent distributed representations computed on large unlabeled corpora (such as [19, 20] ). Thanks to this approach, our system can naturally generalize a rule like N P → a, clever, guy to a possibly unseen rule like N P → a, smart, guy, as the vector representation of smart and clever are close to each other, given that they are semantically and syntactically related.
Several works leveraging continuous vector representations have been previously proposed for syntactic parsing. [14] introduced a neural network-based approach, iteratively tagging "levels" of the parse tree where the full sentence was seen at each level. A complex pooling approach was introduced to capture long-range dependencies, and performance only matched early lexicalized parsers. [21] introduced a recursive approach, where representations are "compressed" two by two to form higher-level representations. However, the system was limited to bracketing, and did not produce parsing tags. The authors later proposed an improved version in [15] , where their approach was used to re-rank the output of the Stanford Parser, approximately reaching state-of-the-art performance. In contrast, our approach does not rely on CNF grammars and does not re-rank an external generative parser. . New tree heads become the ancestors at the next iteration. All other previously discovered tree nodes (shown in regular black here) will remain unchanged and ignored in subsequent iterations.
Greedy Recurrent Algorithm
Our parser follows a bottom-up iterative approach: the tree is constructed starting from the terminal nodes (sentence words). Assuming that a part of the tree has been already predicted (see Figure 1 ), the next iteration of our algorithm looks for all possible new tree nodes which combine ancestors (i.e., heads of the trees predicted so far). New nodes are found by maximizing the score of our context-rule classifier (1) , constrained in such a way so that two new nodes cannot overlap, thanks to a dynamic programming approach. The system is recurrent, in the sense that new predicted parsing labels are used in the next iteration of our algorithm.
For each iteration, assuming N ancestors
finding all possible new nodes with K ancestors would require to apply
over all possible windows of K ancestors in X. One would also have to vary K from 1 to N , to discover new nodes of all possible sizes. Obviously, this could quickly become time consuming for large sentence sizes. This problem of finding nodes with a various number of ancestors can be viewed as the classical NLP problem of finding "chunks" of various sizes. This problem is typically transformed into a tagging task: finding the chunk with label A in the rule A → X i , X i+1 , . . . , X j can simply be viewed as tagging the ancestors with B-A, I-A, . . . E-A, where we use the standard BIOES label prefixing (Begin, Intermediate, Other, End, Single). See Table 1 for a concrete example. The classifier outputs the "Other" tag, when the considered ancestors do not correspond to any possible rule.
In the end, our approach can be summarized as the following iterative algorithm:
1. Apply a sliding window over the current ancestors: the neural network classifier (1) is applied over all K consecutive ancestors X 1 , ..., X N , where K has to be carefully tuned. The tree construction ends when there is only one ancestor remaining, or when the classifier did not find any new possible rule (everything is tagged as O). Table 1 : A simple example of a grammar rule extracted from the sentence "It 's a real dog .", and its corresponding BIOES grammar. In both cases, we include a left and right context of size 1. The middle column shows the required classifier evaluations. The right column shows the type of scores produced by the classifier.
f ( REAL, DOG, .)
Architecture
In this section, we formally introduce the classification architecture used to find new tree nodes at each iteration of our greedy recurrent approach. A simple two-layer neural network is at the core of the system. It leverages continuous vector word representations. In this respect, the network is clearly inspired by the work of [22] in the context of language modeling, and later re-introduced in [23] for various NLP tagging tasks.
Given an input sequence of N tree node ancestors X 1 , ..., X N (as defined in Section 2.2), our model outputs a BIOES-prefixed parsing tag for each ancestor X i , by applying a sliding window approach. These scores are then fed as input to a properly constrained graph on which we apply the Viterbi algorithm to infer the best sequence of parsing tags. The whole architecture (including transition scores in the graph) is trained in an end-to-end manner by maximizing the graph likelihood. The end-to-end neural network training approach was first introduced in [24] . The system can be also viewed as a particular Graph Transformer Network [25] , or a particular non-linear Conditional Random Field (CRF) for sequences [26] . Each layer of the architecture is presented in detail in the following paragraphs. The objective function will be introduced in Section 3.4.
Words Embeddings
Our system relies on raw words, following the idea of [19] . Each word is mapped into a continuous vector space. For efficiency, words are fed into our architecture as indices taken from a finite dictionary W. Word vector representations, as other network parameters, are trained by back-propagation.
More formally, given a sentence of N words, w 1 , w 2 , ..., w N , each word w n ∈ W is first embedded in a D-dimensional vector space by applying a lookup-table operation:
where the matrix W ∈ R D×|W| represents the parameters to be trained in this lookup layer. Each column W n ∈ R D corresponds to the vector embedding of the n th word in our dictionary W. These types of architectures allow us to take advantage of word vector representations trained on large unlabeled corpora, by simply initializing the word lookup table with a pre-trained representation [19] . In this paper, we chose to use the representations from [27] , obtained by a simple PCA on a matrix of word co-occurrences. As shown in [14] for various NLP tasks, we will see that these representations can provide a great boost in parsing performance.
In practice, it is common to give several features (for each tree node) as input to the network. This can be easily done by adding a different lookup table for each discrete feature. The input becomes the concatenation of the outputs of all these lookup-tables:
...,
where |F| is the number of features. For simplicity, we consider only one lookup-table in the rest of the architecture description.
Sliding Window BIOES Tagger
The second module of our architecture is a simple neural network which applies a sliding window over the output of the lookup tables, as shown in Figure 2 . The n th window is defined as
where K is the size of window. The module outputs a vector of scores s(u n ) = [s 1 , ..., s |T | ] (where s t is the score of the BIOES-prefixed parsing tag t ∈ T for the ancestor X n ). The ancestors with indices exceeding the input boundaries (n − (K − 1)/2 < 1 or n + (K − 1)/2 > N ) are mapped to a special padding vector (which is also learned).
As any classical two-layer neural network, our architecture performs several matrixvector operations on its inputs, interleaved with some non-linear transfer function h(·),
where the matrices M 1 ∈ R H×K|D| and M 1 ∈ R |T |×H are the trained parameters of the network. The number of hidden units H is a hyper-parameter to be tuned.
As transfer function, we chose in our experiments a (fast) "hard" version of the hyperbolic tangent:
Aggregating BIOES Predictions
The scores obtained from the previous module of our architecture are in BIOES format. The next module in our system aggregates these tags and finds the new tree nodes at each iteration of our greedy recurrent approach. We introduce a graph G of scores as shown in Figure 3 : each node of the graph corresponds to a BIOES score produced for each ancestor by the neural network module. This graph is constrained in such a way that only feasible sequences of tags are possible (e.g. B-A tags can only be followed by I-A tags, for any parsing label A). Our graph also includes a duration model: on each edge, we add a transition score A tt for jumping from tag t ∈ T to t ∈ T . A score for a sequence of tags 
where θ represents all the trainable parameters of the complete architecture. The sequence of tags [t * ] N 1 for the input sequence of tree node ancestors X 1 , . . . , X N is then inferred by finding the path which leads to the maximal score:
The Viterbi algorithm is the natural choice for this inference. From this optimal BIOES tag sequence, we extract sub-sequences B-A, . . . , E-A and S-A as new nodes for the tree. O tags are simply ignored. See Section 2.2 for more details. 
Training Likelihood
Our architecture sees sequences of ancestor tree nodes, and outputs new possible syntactic tree nodes only from this history. Technically speaking, the training set can be prepared by iterating over each tree in the training corpus, removing all possible leaves in an iterative process so that all training rules are uncovered (see Figure 4) . The neural network is trained by maximizing a likelihood over the training data, using stochastic gradient ascent. The score for a path can be interpreted as a conditional probability over this path by exponentiating score (thus making it positive) and normalizing it with respect to all possible paths. We define P as the set of possible tag paths in the constrained graph G, as shown in Figure 3 . The log-probability of a sequence of tags 
− logadd
where we adopt the notation logadd zn = log ( i e zi ), as in [23] . Figure 2 . Edges of the graph are assigned a transition score which is learned similarly to other parameters in the architecture.
Computing the log-likelihood efficiently is not straightforward, as the number of terms in the logadd grows exponentially with the length of the sentence. Fortunately, it can be computed in linear time with the Forward algorithm, which derives a recursion similar to the Viterbi algorithm (see [28] ). The complete architecture is trained by simply backpropagating through this recursion, up to the lookup layers (for further details, see [14] ). Note that the likelihood (3) corresponds to a standard CRF model for sequences. The only difference here is that the underlying model is non-linear, while CRFs are often considered as linear models.
Experiments

Corpus
Experiments were performed using the standard English Penn Treebank data set (Marcus et al., 1993). We used the classical parsing setup, with sections 02-21 used to train our model, section 22 used as validation for choosing all our hyper-parameters, and section 23 used for testing. We applied only a small subset of the typical pre-processing set over the data: (1) functional labels, traces were removed, (2) the PRT label was replaced as ADVP [1] .
The Penn Treebank data set contains non-terminal tree nodes which only have one non-terminal child, as shown in Figure 5 . To avoid possible looping issues in our parsing algorithm (e.g. a node being repetitively tagged with two different tags in our iterative process), we transformed the training corpus so that non-terminal nodes having only one non-terminal child were merged together, and take as tag the concatenation of all merged node tags (see Figure 5 ). This way, the system learns that a node must contain at least two ancestors. The iterative process is thus guaranteed to converge. We kept only concatenated labels which occurred at least 30 times (corresponding to the lowest number of occurrences of the less common original parsing tag), leading to 11 additional parsing tags. Added to the original 26 parsing tags, this resulted in 161 tags produced by our parser. At test time, the inverse operation is performed: concatenated tag nodes are simply expanded into their original form.
Features
We consider the following features to train our architecture:
-Words and headwords:
• For terminal nodes, the word itself, in low caps 1 . As in [2] , words occurring 5 times or less were mapped to an "UNKNOWN" word.
• For non-terminal nodes: headwords, following the procedure described in [2] .
-POS tags (for terminals) or parsing tags of the node's ancestors (for non-terminals).
POS tags were produced with SENNA [23] . -POS tags of headwords.
Results
We train the network using stochastic gradient descent over the available training data, until convergence on the validation set. We chose the following hyper-parameters according to the validation. Lookup-table sizes for the words and tags (part-of-speech and parsing) are 100 and 20, respectively. The window size for the tagger is K = 7 (3 neighbors from each side). The size of the tagger's hidden layer is H = 500. We used the word embeddings obtained from [27] to initialize the word lookup-table. These embeddings were then fine-tuned during the training process. Finally, we fixed the learning rate to λ = 0.025 during the stochastic gradient procedure. The only "trick" used during training was to divide the learning rate by the input size of each linear layer [29] . Table 2 shows the importance of the different features we used. Even though the training procedure is non-convex, the variance of the F1 score over 20 different runs (for the architecture Word + POS + hw + wi) was only 0.01. Since our architecture performs the decoding very quickly, we additionally performed a voting procedure using several models learned from different random initializations. We averaged all neural network classifiers (ignoring their own respective CRF decoding part) and trained a new CRF on top of it (without fine-tuning any of the neural network classifiers). The scores obtained with 10 classifiers are shown in Table 3 .
Results in Table 3 are reported in terms of recall (R), precision (P) and F1 score. Scores were obtained using the Evalb implementation 2 . We compare our system with several other parsers. We chose to report the scores of the three main generative parsers, as well as those of known re-ranking parsers. We also considered two major purely discriminative parsers. Figure 6 shows the output of the classifier (applied on every possible window of size 7) for the sentence "When the little guy gets frightened, the big guys hurt badly.". For this sentence, the expected rule are the following:
Rule Prediction Analysis
WHADVP → When NP → the little guy ADJP → frightened NP → the big guys ADVP → badly It is interesting to see that the network alone is able to predict all the rules of the sentence. The CRF is however essential to produce a consistent output, by aggregating BIES prefixed chunks. 
Conclusion
We presented a very simple model that is able to learn syntactic grammar rules surprisingly well, considering the simple features employed. This parser achieves performance very close to state-of-the-art re-ranking systems and is almost the best among the purely generative parsers. Due to its simplicity, there are many possibilities for further improvement. In particular, the head-word procedure from Collins could be revisited, e.g. by learning a higher-level chunk representation in the same spirit as [15] . We could also investigate re-ranking approaches, as well as the use of unlabeled corpora.
