The heterogeneity and dynamics in terms of hardware and software configurations are steadily increasing in wireless sensor networks (WSNs). Therefore, software management is becoming one of the most prominent challenges in this domain. This applies especially for on-demand updates for improved redundancy or adaptive task allocation. Methodologies for efficient software management in WSN need to be investigated for operating and maintaining large-scale sensor networks. We developed a profile-based software management scheme that consists of a dynamic profile-matching algorithm to identify current hardware and software configurations, an on-demand code generation module, and mechanisms for dynamic network-centric reprogramming of sensor nodes. We exploit the advantages of robot-based reconfiguration and reprogramming methods for efficient and secure software management. The mobile robot system is employed for decision processes and to store the source code repository. The developed methods are depicted in detail. Additionally, we demonstrate the applicability and advantages based on a scenario that we implemented in our lab.
INTRODUCTION
In this paper, we demonstrate the need and feasibility of profile-matching methods for operation and management of wireless sensor networks (WSNs). We developed a scheme for on-demand software reconfiguration and node reprogramming for software updates and task allocation issues. In a lab scenario, we implemented and evaluated mechanisms for (1) profile matching using light-weight RPCs and dynamic addressing as a helper function, (2) dynamic ondemand code generation, and (3) network-centric reprogramming [1, 2] .
With the proliferation of WSN and sensor/actuator networks (SANET), new application domains appear that make efficient use of such networks [3] [4] [5] . Examples range from habitat monitoring to automation facilities. SANETs are exposed to many challenges that have been identified in this area [4, 6] , for example, as energy efficiency, security, and efficient self-organization. An overview of the issues in sensor nodes is provided by Culler et al. [7] . Recently, this list was extended to cover software management in WSNs as well. Due to the heterogeneity of employed hardware platforms and the low resources in terms of processing power, available memory, and networking capacities (sensor nodes are usually able to run a single task only) [8] , new approaches for efficient software engineering and software management are needed. An overview of software management techniques in WSNs is given by Han et al. [9] . They depict a model consisting of three fundamental components: the execution environment at the sensor node, the software distribution protocol in the network, and the optimization of transmitted updates. We concentrate on software management techniques for WSNs that are dynamic in terms of availability, mobility, and current application demands. Questions such as how to configure, reconfigure, program, and reprogram networked embedded systems such as sensor nodes are discussed by Handziski et al. [10] . Software management for networked embedded systems such as sensor networks has been intensively studied in the last few years [11, 12] . In this paper, we concentrate on the efficient selection and combination of software modules depending on the capabilities of the available sensor nodes and the global application demands.
In the context of the robot assisted sensor networks (ROSES) project, we study these aspects on a combination of mobile robots and stationary sensor networks. We call this combination a mobile sensor/actuator network. In this context, we distinguish between sensor assisted teams of mobile robots and robot assisted sensor networks. An example for the former scenario is sensor-based localization and navigation. We developed a robot control system named robrain 1 for general purpose applications in multirobot systems. Part of this work was an interface between the robot systems and our sensor nodes (see below). This allowed us to study the applicability of the ad hoc sensor network for localization assistance [13] . An example for the latter scenario is assistance for maintenance and deployment of sensor nodes as well as for task and resource allocation [14] . Currently, we are investigating methods for adaptive reconfiguration of sensor nodes using mobile robot systems. The major goal is to reprogram sensor nodes specific to their hardware constraints and according to changes in the environment. In order to address these issues, we apply profile matching mechanisms as formally described in [15] . Basically, profiles are used as fingerprints describing hardware and software installations of networked nodes. Based on adequate profile definitions and profile matching techniques, new samples of software can be generated. In this paper, we discuss the applicability of these mechanisms in the context of sensor networks.
The developed profile-matching techniques for ondemand software management can be used in different applications. We implemented a common interface for our robot control system robrain. In this paper, we use a scenario consisting of a WSN assisted by mobile robot systems to depict the method in more detail. These robots are used due to various reasons: the robots can store source code for many applications and dynamically generate binaries for the sensor nodes, single-hop reprogramming is more reliable, and security issues are limited to one-hop neighborhoods.
The rest of the paper is organized as follows. Section 2 outlines the related work concerning network-centric node reprogramming and software management for WSNs. Section 3 depicts the envisioned scenario including our lab setup and the basic concepts of profile-based sensor network reconfiguration. Section 4 provides an in-depth discussion of the developed profile matching techniques for on-demand software management. In Section 5, the developed communication protocol is outlined. Finally, Section 6 concludes the paper and outlines next steps of further work.
RELATED WORK
In general, two approaches for software updates in sensor networks have been discussed in the literature: (1) multihop network-centric node reprogramming and (2) robot-assisted software management. Work on the first technique was done mainly based on network-centric reprogramming. For example, the Deluge system [16] was developed for reprogramming Mica2 motes. Deluge propagates software update over the ad hoc network and can switch between several images to run on the sensor nodes. A role assignment system was developed at the ETH Zurich [17] to switch between multi-ple tasks depending on the current requirements. The flexible exchange of software components in TinyOS was investigated at the University of Stuttgart. The developed toolkit FlexCup [18] introduces software engineering methods for sensor node programming. Incremental network reprogramming was studied by Jeong and Culler [19] . The primary focus of this work was on the delivery of software images over an ad hoc network.
In general, there are many reasons why mobile robots are useful for sensor networks. This has been outlined for example in the context of SANETs [4] . If available, such robot systems can be used for operation and control of the WSN also as robots are quite powerful systems compared to sensor nodes. Additionally, we consider the use of mobile robots for reconfiguring single sensor nodes and, therefore, larger ad hoc sensor networks reasonable due to several advantages besides their purpose for other operations besides WSN maintenance. The robot systems usually have much more available resources and can store and maintain software modules needed by the sensor nodes. Additionally, there are multiple reasons for employing mobile robot systems for reprogramming the sensor nodes. First of all, the flooding-even if efficiently controlled-of code over a multihop sensor network not only consumes a lot of energy, it also disturbs the network in its intended operation, that is, congestion due to code transfer might prevent the transmission of sensor readings. The second reason is security. Achieving mutual trust between a sensor node and a server is much easier if less complex communication protocols are used. Therefore, sensors should deny any reconfiguration from distant systems. Finally, the localized reconfiguration using mobile robots can help to achieve higher level goals such as task allocation as no centralized server system need to be involved. In this context, the term localized refers to sensor nodes that are direct neighbors in the current robot location. The use of multiple robots can even improve the scheme.
The reconfiguration scheme as presented in this paper allows the dynamic adaptation of WSN to changing application demands and corresponding resources constraints. This strongly influences the lifetime and coverage of sensor networks [20] [21] [22] [23] .
PROFILE-MATCHING-BASED RECONFIGURATION
In this section, we depict the envisioned scenario including our lab setup and the basic concepts of profile-based sensor network reconfiguration.
Reconfiguration concept
The basic ideas of profile-based reconfiguration are summarized in the following. As previously described, we use mobile robot systems for the decision-making process, code generation, and node reprogramming. A global goal is assumed to describe the application requirements. Such a goal could state the need to have specific applications available in all parts of the sensor networks. This example refers to the often discussed coverage problem in sensor networks [20, 23] . Mobile systems are meant to handle this issue [22, 24] . Compared to these approaches, we support the need of multiple applications at once and include the issue of reprogramming. Nevertheless, we do not discuss details of the decision process that is adequately investigated by other groups [20, 25, 26] . Figure 1 shows the principal concept of reconfiguration. We distinguish the following actions.
(a) Depending on the global goal, the robot drives to the position in the sensor network, where reconfiguration might be necessary (we do not assume a particular navigation scheme, various mobility models can be applied). (b) The robot collects information about the environment, builds the context, and explores its neighborhood. In this step, additional actions can be initiated such as starting an algorithm for dynamic addressing schemes. (c) All sensor nodes, which have received the exploration message, send their current profiles that contain information about the hardware and software of the node. (d) The robot uses the information gathered in steps (b) and (c) to assign the roles of the sensor nodes, optimized for the current goal. As a result, it creates the new binaries of the sensor nodes. Eventually, additional processing or communication with other entities might be necessary unrelated to the reconfiguration itself. (e) The robot reprograms selected sensor nodes over the air.
Profile-matching algorithm
The activity diagram of the reconfiguration process of the mobile sensor network is shown in Figure 2 . In this section, we use the following notations: NP for node profile, AP for application profile, MP for module profile, and xP * means at least one profile of type x. Basically, we distinguish between strategic and technical actions. The strategic actions are responsible for the behavior of the whole system. They depend on a global goal (e.g., a task) and control the reconfiguration process of the sensor network. The technical actions are independent of the goal. They are always the same and provide the functional basics for reconfiguration. Without them, no autonomous reconfiguration is possible. The reconfiguration process is started with adequate preparation actions. In this step, the robot can perform some initial actions depending on the global goal, for example, moving to a particular position. Then, it determines the current context, that is, requests the profiles of neighboring sensor nodes. Based on this information, the robot works out the configuration and the list of applications that are needed in the current context. The results parameterize the technical actions profile matching and code generation. Finally, all sensors for which new binaries were created are reprogrammed.
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Description of the activities
(1) First, <explore> is started. As a result, the robot collected all the current configurations of the neighboring sensor nodes in form of a list of NPs. (2) <match profiles> determines all possible combinations of applications and modules, which can run on the nodes. For this, the MPs and APs on the robot and the NPs from the nodes are needed. The output is a list of matching profiles. Each entry has the form (NP, AP * , MP * ). (3) <assign> reduces the cardinality of the result. This is a strategic action and, therefore, depends on the global goal. The output is the final mapping for the reconfiguration of the sensor nodes. (4) In <make binary>, the binaries for the sensor nodes are generated. This action needs the list of matching profiles from the previous step, the code templates, the source code, and the configuration. The result is a list of (node address, binary)-mappings. (5) Finally, this is taken as the input for <reprogram>, which is the last step of the reconfiguration loop. The robot reprograms the sensor nodes over the air.
Lab scenario
In our lab, we use the Robertino robot platform developed at the Fraunhofer Institute AIS 2 running embedded Linux and Mica2 sensor motes developed at UCB running TinyOS. 3 We have connected an MIB510 programming and serial interface board with the Robertino and installed a Mica2 node as a base station. This enables our robot to communicate directly with the wireless sensor network. For node reprogramming, we prepared all sensor nodes with an initial binary that contains a module for profile matching concerns. The robot uses this module to query information about the hardware configuration and the currently installed software, for example, Mica2/Mica2dot, temperature measurement/localization. On the robot, we store nesC code and code templates that are described by profiles. This enables the robot to select and adapt the source code while concerning the current context and requirements and, finally, to create a new binary for the sensor node. The robot can install the image over the air. A typical setup of the application scenario in our lab is depicted in Figure 3 . Five Mica2 and Mica2dot sensor motes are used to demonstrate the profile matching and reprogramming approach.
ON-DEMAND WSN MAINTENANCE: DETAILS AND METHODS
In the following sections, some details on the realization of the profile matching concept for wireless sensor networks are discussed in more detail. We follow the diagram depicted in Figure 2 and outline the single steps. 
Preparation
Before the preparation can be initiated, the robot must stop at an adequate position in the area of interest. We do not intend to discuss appropriate mobility models at this place. Such investigations can be found in the literature [22, 27] . The preparation includes issues such as localization of the robot, preconfiguration of system parameters according to the current environmental conditions, and loading application profiles form a local database.
Neighborhood exploration
Neighborhood exploration covers two separate steps. The first one, which is optional depending on the configuration of the wireless sensor networks, is the setup of address information. In several scenarios, unique addresses are not necessary to operate a sensor network. Therefore, also the communication between the mobile robot and a given sensor node cannot be directed using address information. We propose to initiate a dynamic addressing algorithm first. Based on techniques described by Sun and Belding-Royer [28] , we developed a localized addressing scheme for this initial task [29] .
In the lab, we implemented this addressing scheme using the mobile robot as a local server initiating the round-based addressing scheme. The second step is to explore the neighborhood. Neighborhood refers to all sensors that are directly accessible without the need for multihop communication. All nearby sensor nodes, that is, all nodes that are alive, in the direct communication range, and available for reprogramming, must be identified and their profiles must be collected. A simple broadcast to the neighboring nodes is used to send a request to all these sensor nodes. Each node sends a reply including its current profile (containing HW/SW info). This profile is taken as input for the following profile-matching algorithm. 
Profile matching
The primary goal of profile matching is to create all possible combinations of executable source code. Again, we use a straightforward terminology for the definitions. (NP, AP * , MP * ) means that on the node described by NP the applications described by AP * with the modules described by MP * can be installed. Each module or application can be realized using different source files. For example, a module may consist of various submodules that can be found in multiple nesC files. For profile matching, the name of the description in the profile is important for its realization. In Figures 4 and 5, we present several examples for profiles of nodes, applications, and modules. These profiles are depicted in pseudocode that does not specify implementation details. Representations could be XML, bitmaps, or simple byte arrays (we used byte arrays for our implementation). Please note the importance of having unique names or identifiers for modules and applications. These profiles finally specify the composition of application programs including potential hardware requirements.
In our example (see Figure 4 ), NP1 is a typical Mica2 sensor mote that has installed additional sensor hardware. The node is used for light measurement. AP1 is an application that measures the temperature. It was developed for Mica2 motes. Similarly, module profiles are used to define the characteristics and prerequisites of single software modules (see Figure 5 ). MP1 is a hardware-independent module to calculate some statistics of measured data. Finally, MP2 and MP3 represent alternatives of a software module for different hardware systems.
Issues such as versioning and consistency can also be handled by the profile-matching algorithm. Each module description can be annotated with version information and according dependencies (see Figure 5 ). Questioning the interoperability of different software versions, it can obviously happen that different versions are installed on different nodes. This could lead to interoperability issues. Fortunately, we do not rely on multihop communication for reprogramming (where such issues have catastrophic consequences) but on a very able robot system that can easily provide backward compatibility to older versioned protocols. An application can be installed if AP matches NP (board property) and all MPs belonging to AP match NP (sensor property). Profiles can be extended at any time. Each module profile describes a code fragment. This is either a static nesC file or a configurable template. If the profiles match, the described code fragments for the APs and MPs can be compiled. The complete profile-matching procedure is depicted in Figure 6 .
First, <match appl> is initiated. In our example, the operation [<match appl>: NP1.board == AP1.board → match] is successful, that is, the application can be complied for the given sensor hardware. Afterwards, <analyze> is employed to generate a list of needed modules. In our case, TempSensorM and CalcM are involved and forwarded to the <match modules> procedure.
The second part of the profile-matching algorithm is the module match. In the provided example, the <match modules> operation performs the following checks: Finally, <match> perfoms a test of the APs and MPs. Using the example again, [<match> → (AP1, MP1, MP3)] produced a final list of matching profiles that build the basis for composing the matching profiles. If <match> produces no match, that is, the empty set, no modules to build the desired application are available and no corresponding binary can be generated. At <match>, (AP * , MP * ) is one entry of the list. Finally, [<compose> → (NP1, AP1, MP1, MP3)] is called to add the node profile to the profile list for further processing during the binary generation.
Assignment
A further strategic action is the assignment. Based on the list of matching profiles, the local server, that is, the robot, can use multiple strategies for assigning tasks to specific sensor nodes. We implemented a first match algorithm that might not always lead to optimal solutions. For example, if the battery of a particular node is already in a critical state, communication and computation intensive tasks should not be assigned to this node. Task allocation algorithms can improve this assignment step [30, 31] .
Dynamic code generation
To be flexible, the robot builds the binaries of the sensor nodes just in time. Therefore, it needs a dynamic source code selection and generation system. Figure 7 shows the activity diagram for making one binary. One static input pin belongs to the code templates for the generation of the wiring, the node profiles, and the configuration, another to the source code of the modules (nesC files). The dynamic inputs are the current configuration and the matching profiles. The goal is to create a binary that runs on the node described by NP and contains all applications and modules described by AP * and MP * . <split> extracts the information of the profiles and provides it for further processing. <select src> selects the source code, which is described by the APs and MPs (there is a unique mapping) and puts it into a temporary buffer. <generate wiring, node profile, and configurable modules> generates the dynamic nesC files, depending on the current configuration and the different combinations of APs and MPs, and puts them into another temporary buffer. Therefore, the code templates are used. <compile> compiles all the nesC files. <compose> maps the resulting binary with the corresponding node address.
An example is depicted in Figure 8 . Needed code fragments, that is, software modules that do not need further adaptation, are compiled to the final sensor application. A special fragment is the base system. Similar to a middleware solution, it provides necessary standard functionality such as the algorithms for profile exchange and network-based node reprogramming. Additionally, code templates can be used representing code that must be adapted according to the local needs, for example, depending on the very specific node hardware.
In our example, code fragments for TinyOS programs are written in nesC. Specific profiles as shown above are connected to these fragments in order to describe functionality and utilization. In order to generate a binary that runs on the nodes described by its node profile, corresponding nesC modules are extracted from the repository and provided to the compiler. The structure of TinyOS programs requires some additional handling in combination with the selection of source files. First, the wiring between the modules must be defined. Based on the available descriptions, templates can be used for an unambiguous wiring. Secondly, some parts of the nesC code have to be adapted to different hardware configurations. We also allow to generate nesC code on demand using code templates. Such templates are filled with variables and algorithms depending on the current context, that is, the environmental conditions. A template and a configuration defined by a profile will be substituted to a configurable software module that is adapted to a particular hardware configuration. In a final step, the node profile is transformed to a nesC file that can be compiled to a new binary. This binary reflects the application profile and corresponds to the actual hardware capabilities.
Network-based reprogramming
The last part of the node reconfiguration using profilematching techniques is the reprogramming of the nodes for which new binaries were generated in the last step. We use an extended version of Deluge [32] for this purpose. In the context of code generation, base system software modules will always be installed in any generated binary image. This includes a module that is responsible for network-centric reprogramming and modules for the profile-matching process itself. Figure 9 depicts the communication protocol used for robotsensor interactions. It consists of the following protocol messages and states.
COMMUNICATION PROTOCOL
(
1) HELLO exchange
The exchange of HELLO messages is performed in a first step in order to obtain information about the neighboring sensor nodes. This exchange can be initiated by any node. In our scenario, we assume that the robot system will perform this task. Obviously, the HELLO is a broadcast message to be received by all surrounding nodes. The robot maintains an address map with entries for all previously recognized neighboring nodes. Each HELLO exchange is used to update this map.
(2) Profile exchange
In order to perform maintenance functions such as software updates, the robot must collect the profiles that describe the current hardware and software configuration of each particular node. A light-weight RPC mechanism is used for this purpose. The local server, that is, the robot system, initiates the call by requesting the current profile from a specific node. Thus, a unique unicast communication is created for each node to be analyzed. The nodes send the requested profiles using a scenario depended encoding. For example, we used an array of 8 bytes to provide the necessary information in the Mica2/TinyOS environment.
(3) Profile analysis
After receiving all requested profiles and storing this information in a local map (profile map), the robot can analyze the configuration of all neighboring nodes and decide, whether any update is necessary. Such updates might consist of software updates only. Nevertheless, the more interesting application is to allow performing task allocation schemes by reprogramming adequate sensor nodes.
Step 
(4) RPC-done/program assemble
Finally, the RPC is terminated using an RPCDONE message to inform the node that the profile was successfully received by the robot. Depending on the results of the previous profile-matching step, new programs will be assembled and configured by the robot for subsequent node reprogramming.
CONCLUSION AND FURTHER WORK
We developed a dynamic software management system that can be applied in different application scenarios in wireless sensor networks. The proposed scheme is based on profilematching techniques that allow a direct matching of hardware/software capabilities to application requirements. We elaborated the profile-matching architecture and presented the necessary steps for node reconfiguration. The scenario is based on stationary sensor networks and mobile robots that perform management and configuration tasks. Based on the available resources at the robot systems, sophisticates software architectures can be maintained and applied for task allocation and general-purpose reconfiguration of surrounding sensor nodes. The presented profile matching techniques build the basis for the development of dynamic reconfiguration in largescale sensor networks. The adaptive exchange of software modules depending on the global goals and environmental factors has become possible. Additionally, the complexities of ad hoc communication as well as the security concerns in network-based node reprogramming are minimized. In future and related work, strategies for the robot-based reprogramming must be developed that are optimized for efficiency and coverage.
To demonstrate the functionality of the profile-based reconfiguration scheme, we implemented the following modules: dynamic node addressing, RPC-based profile matching, dynamic code generation, and network-centric reprogramming in our lab environment. Even though we created a common interface for our robot control system robrain, the developed systems can be flexibly used. Future work includes the integration of other types of sensor nodes, for example, BT nodes, the development of control schemes for optimized node selection depending on the node state (resources, energy), and the network state (at least in a given region).
