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Abst rac t - -The  critical point and related invariant points of a planar convex set are computed 
using an exhaustive search strategy based on a formulation due to Neumann. Algorithms to compute 
the critical point based on the Minkowski formulation and Euclidean duality is also presented. The 
functionals associated with the critical points are illustrated, and computational experience lends 
support to a conjecture due to Neumann in regard to the lower bound of a perimeter functional. 
Related symmetry measures based on cut areas and chords are also examined. 
Keywords - -A~ine  invariant points, Computational convex geometry, Critical point, Symmetry 
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1. INTRODUCTION 
Let K denote a convex figure (closed convex set) in the plane with interior K ° and boundary OK. 
Take a point x E K °, and let ~'~ be the chord through x, with v, z E OK (see Figure la). The 
points v and z are said to be antipodal with respect o the interior point z. Then 
x = Av + (1 -  A)z, 
for some 0 < A < I, and it is clear that the value of A depends on x and on the position of the 
chord i9"~. As the chord turns about x, A varies continuously and periodically as a function of the 
position of v on OK. The periodic dependence of the chord can be denoted by ~"~(0), where 8 
is the angle that v makes with the positive x-axis, or since (Ul,U2) = (cosS, sin8) describes a 
unit vector on the circle S 1 ---~ {(U l ,•2)  J '1/2 "~- '//2 ---~ 1}, we let u = (ul,u2) E S 1 denote the 
periodic dependence and write ~-~(u). Thus, A can be written A(x, u). Now a continuous function 
defined on a compact set attains its maximum and minimum values, so take the minimum value 
of A(z, u) for fixed z as u completes one revolution on S 1 and call it A*(x). This minimum A*(z) is 
a continuous positive function of x on the interior of K that approaches zero as z approaches OK. 
Therefore, A*(z) achieves a maximum # over K °, and the critical point functional is defined as 
p = max rain A(z,u). 
zEK o uES1 
(1) 
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(a) (Critical point formulation due 
to Neumann) Chord uz(u) through 
point z in the direction u. 
K 
v 
/~(u) 
~ L (u) 
(b) (Critical point formulation due to Minkowski) 
Line L(u) with support fines Ll(u) and L2(u). 
Figure 1. 
The maximum value of (1) is described as the critical value/z* and is achieved for a unique point 
called the critical point x* of K. 
The notion of a critical point is quite old, dating back at least to Minkowski, who formulated 
the problem in a different but equivalent manner [1]. For x E K ° and line L(u) in the direction u 
passing through x, consider the support lines Ll(u) and L2(u) parallel to L(u) (see Figure lb). 
Define ~/as the ratio of the distance between Ll(U) and L(u) and the distance between Ll(u) 
and L2(u). It is clear that 7 is a function of x and the direction of the line L(u), and so, as 
in the previous formulation, take the minimum of 7(x, u) for L(u) passing through z, and then 
maximize over all x in K °, i.e., 
/~ = max min 7(x,u). (1') 
zEK o uES  1 
The definition of # is invariant with respect to a~ne transformations, and in the plane, we 
have the following result due to Neumann [2]. 
THEOREM 1. For any planar convex reg/on K, the atone invariant # satisfies 
1 1 
where/~ = 1/3 on/y for triangles and # = 1/2 only for convex regions with central symmetry. 
The maximum value is assumed for at least hree different chords through the critical point x*. 
This problem has been investigated and generalized by a number of authors, including Birch, 
Danzer-Griinbaum-Klee, Hammer, Leichtweiss, Klee, R~on,  Sobczyk, Suss, and others. A full 
reference list can be found in [1]. 
A family of related invariant points readily follows from this development. Refer to Figure 2 
and denote by p(z,u) the ratio of the area of K lying in the half-plane L+(u) to the total area 
of K. In other words, if A(K) denotes the area of K and A(K n L+(u)) denotes the area of the 
region defined by the intersection of K with the half-plane L+(u), then 
p(z, u) = A(K n L+(u)) 
A(K) 
Using the same arguments as in the preceding paragraph, we can define the afline invariant 
v = max min p(z,  u), (2) 
zEK o uES1 
and the associated "critical" point y* of K for which the v* maximum is achieved. Neumann [3] 
has shown that 1/3 < v < 1/2 for a general region R and that for a convex figure, see Theorem 2. 
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LCu) 
K~(~ 8 l 
(} 
~ L-(u) 
Figure 2. (Related invariant point formulation) Line L(u) dividing K with half-planes 
L+(u) and L_(u). 
THEOREM 2. For a planar convex region K, the afline invariant v satisfies 
4 1 
where necessary and sutlicient conditions for u = 4/9 is that the region is a triangie, and u = 1/2 
only for centrally symmetric regions. 
We can also define the ratio of the perimeter (or "circumference") of the region lying in the 
half-plane L+(u) and bounded by L(u) (not including the length of the intersecting line L(u) 
and K, K ¢3 L(u)) to the total perimeter of K. We call this ratio r(x, u): 
r(z,u) = C(K n L+(u)) 
C(K) ' 
where C(.) denotes the perimeter. In this case, however, 
= max min r(x, u) (3) xEK o ttES 1 
is not an affine invariant. The point for which the maximum ~* is achieved will be denoted z*. 
There is a similar (but much weaker) theorem for the functional ~ [4]. 
THEOREM 3. For a planar convex region K, the functiona/~ satisfies 
1 1 
where ~ = 1/2 only for centra//y symmetric regions. 
The lower bound 1/4 is not the best possible, and Neumann [2] conjectured that the correct 
lower bound is at least V~ - 1 /~ + 1 ~ .381966 (which hold for thin isosceles triangles). Com- 
putational experience with a wide variety of figures lends support o Neumann's conjecture. A
formal proof of this assertion, however, escapes the author. 
In this note, a general search algorithm is described to solve for the critical point functionals, 
which will henceforth be referred to as Problems (1), (2), and (3). To determine the critical 
point x* of a planar convex set, Problem (1) is translated (literally) into a series of steps that 
are implemented onthe computer. With only a slight modification to this strategy, Problems (2) 
and (3) are also solved with a similar procedure. Computational experience is then described 
through typical examples, which provide support for Neumann's conjecture and allows us to 
develop further insight into the critical points of figures. Algorithms based on the Minkowaki 
formulation (1 ~) and Euclidean duality are then presented and provide an alternative solution 
strategy to Neumann's formulation. Finally, motivated by the development of critical points, 
related planar symmetry measures for a convex set are formulated and solved. 
A~ K 
A4 
A2 
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L~ 
Ls 
K 
Lt 
L2 
(a) Approximating K through a sequence of 
circumscribing polygons, ing polygons. 
Figure 3. 
L (u) 
( 
Figure 4. Reference polygon Ps. 
2. ALGORITHM TO DETERMINE 
THE CRIT ICAL POINT  
OF A POLYGON 
(b) Approximating K through asequence of circumscril~ 
Notat ion 
Convex polygons are the basic figures considered in this paper. A convex polygon is a con- 
vex compact set with the nonempty interior realized as the intersection of a finite number 
of closed half-planes. Convex polygons can be described in terms of their vertices as Pm -- 
{AI,A2,... ,Am}, where Ai = (x~,y~), i = 1, . . .  ,m, or in terms of lines L~ in the (dual) rep- 
resentation P~m = {LI,L~,...,Lm}, where L~ = aix + b~y + c~ = 0, i -- 1, . . .  ,m; m _> 3. The 
boundary of Pm will be denoted as aPm, and its interior will be denoted P~. The Euclidean 
distance from (x,y) to Ai = (xi, Yi) is defined as d((x,y),A~) = x / (x -  xi) 2 + (y -  y~)2. By 
selecting points A~ on the boundary of K, it is clear that a sequence of inscribed polygons will 
converge to K as the size of the point set Pm increases. See Figure 3a. A set of circumscrib- 
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ing polygons can also be used to approximate K as in Figure 3b using the dual representation 
P~. Regardless of the approximation technique used, however, the convex polygon remains the 
fundamental object of interest here, and not the more general region K. 
The definition of the critical point described as Problem (1) is readily formulated as a series of 
steps which can be transcribed to code. Refer to Figure 4 for reference. 
Formulat ion 
Step 1. With respect o an initial point Q = (x, y) E P~ and a line L(u) in the direction u 
passing through Q, determine the intersection points of L(u) and P,~. Call the inter- 
section points S and T. 
Step 2. Compute the ratio ~(Q, u) in which Q divides the chord ST, i.e., Q = AS + (1 - ~)T. 
Step 3. Determine A*(Q) = min~sl  A(Q, u). 
Step 4. Determine the critical value #* = maxQepo A*(Q) and the corresponding critical 
point Q* • po. 
With respect o Problems (2) and (3) and the invariants g and ~, this formulation allows the 
obvious modifications. For a given point Q • po, the intersection of L(u) with the boundary 
of P~n and the ratio A(Q, u) are straightforward to determine, if not slightly tedious; it is then an 
easy matter to minimize A(Q, u) for u • S 1. Since we are working in low-dimensional space with 
"reasonable" computational requirements, and since we are constructing the critical functional, 
an exhaustive search strategy is a logical first choice to solve this problem. Furthermore, the 
geometric nature of this class of problems uggests that this "naive" approach (at perhaps an 
increase in the computational complexity of the search) is the way to proceed. 
Implementat ion 
0. Select an interior point of Pro, c(Prn). 
A grid with variable resolution is developed over the polygonal region Pro, and at each of the 
grid points, the critical functional is computed. 
1. Determine the intersection points of Pm and the line L(u) passing through c(P~n). 
Here the basic problem is to distinguish between the intersection points for a general poly- 
gon Pm and any position of the line L(u). There is considerable flexibility in methods to deter- 
mine these points, and the "geometric" approach we describe can be simplified. The description 
is meant merely to indicate general aspects of one possible implementation, and certainly not the 
most elegant (see also Section 5, Direct Approach). 
1.1. Determine the intersection points of L(u) with each (extended) segment of the boundary 
of pro. 
Refer to Figure 5a. For a given orientation of L(u) (u is fixed and so we write L), intersect L
with the segment AiA~+I for i = 1,.. . ,  m (Am+l = At) where each boundary segment isextended 
until it intersects L. If L is parallel to the (extended) line segment ~ ,  then the intersection 
set LNA~Ai+I is empty and it need not be considered further. Otherwise, the point of intersection 
of L and AiAi+l will be called B~: 
L N A~A~+t = (B~}. 
For instance, from Figure 5a, LN~--~ = @, LN~'~3 = {B2}, LN 3:~1"~ = {B3}, LN~'A~5 = {B4}, 
and L N ~ = (Bs} as shown. 
1.2. Compute the distance from c(Pm) to Bi, d(c(Pm), Bi). 
The distance function is the standard Euclidean distance 
d(c(Pm), Bi) 2 = (x - c~) 2 + (y - d~) 2, 
where c(Pm) = (x, y) and B~ = (c~, di). 
84 M.J. KAISER 
L 
L ± B~ ~ L B5 
- $ A I  
t5  
A2 
AJ A2 
(a) Computing the intersection points 
of L with the edge set of Ps. 
~' .  A5 
A,, 
c(e ) 
B2 A,  
(b) Determining the intersection points of L 
and PS. 
Figure 5. 
1.3. Assign to each intersection point B~, a direction relative to c(Pm). 
Again refer to Figure 5a. Label the line perpendicular to L and passing through c(Pm) as L ±. 
The (implicit) equation of line L can be written as L : ax -{- by + c = O. The direction of L,/~ is 
defined as follows. The normal vector of L is g = (a, b). By convention, line L will point in the 
direction such that ~ x/~ points "out" of the plane. With this notion of direction, we can now 
describe a test to determine on which "side" of a line a point lies. Given point (Xo, yo), substitute 
(Xo,yo) into the equation for L: Lo = aXo -t-by° -t-c. If 
Lo > 0: The point is to the "right" of line L, 
Lo < 0: The point is to the "left" of line L. 
L ± divides the plane into half-spaces, and the direction of L ± coincides with the normal vector 
of L; or once the direction of L is defined, the direction of L ± follows. Briefly then, if point Bi 
is to the "right" ("left") of L ±, assign the symbol + ( - )  to Bi. With Step (1.2), we thus have 
the following unique correspondence: 
, (d (c ; +) .  
Finally we are able to proceed as follows. 
1.4. Determine the intersection points of L with pro. 
Since Pm is convex and c(Pm) E po, L will intersect Pm in exactly two points. 
(a) Search over the set 
o = {(d (c (Pro), ; ±) I i = l,..., m} 
for the minimal distance d(c(Pm), B~), i = I,..., m. This is clearly one of the intersection 
points of L with Pro. The sign associated with this distance is either + or -. 
Next, continue as follows. 
(b) Search over the set again and choose the (next) smallest distance value with the opposite 
sign from (a). This will be the intersection point on the opposite side of the polygon 
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P3 
,# g (P~)= (5.21, 3.93) 
x*= (5.3, 4) 
Y* = g (PO 
Z*= (5.2, 4.1) 
Figure 6.1. Polygonal region P5{(9, 0), (10, 3), (6, 9), (O, 6), (3, 0)}. 
Figure 6.2. The graph of the functional minuEsl )~(x, u) for P5. 
(relative to c(Pm) and LX). Notice that the assignment of signs to Bi is a necessary part 
of the procedure to avoid selecting a point on the same side of the polygon as the point 
in (a). For example, in Figure 5b, d(c(Ps), Bs) < d(c(Ps), B4) < d(c(Ps), B2), but rather 
than choose B4 (which is not an intersection point of L with Pro), the sign assignment 
forces selecting B2 as required. 
2. Compute the ratio A(Q, u). 
For a given Q e Pm ° , 
Q = AS + (1 - ),)T, 
for 0 < A < 1, and we can compute A(Q, u) from 
d(Q, T) 
= d(S, T-------y" 
After point Q = c(Pm) is selected (Step 0) and the location of the antipodal points S, T are deter- 
mined (Step 1), the distance calculations are easy to perform, and so A(Q, u) follows immediately 
for a given Q and L(u). 
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Figure 6.3. The graph of the functional minaEsl p(x, u) for Ps. 
Figure 6.4. The graph of the functional minues~ v(x, u) for Ps- 
3. Determine A*(Q) = minuesl A(Q, u). 
For fixed Q, A(Q, u) depends only on the position of L(u), and as the orientation of L(u) 
varies, it is clear that A(Q,u) will also vary. Now rotate L(u) about Q, say in one degree 
increments, perform Steps 1 and 2 and tabulate the values of A(Q, u). From the resulting list, the 
minimum value of )~(Q,u) is selected and stored. As Q ranges over the domain of the polygon 
Pm (determined through the grid in Step 0), the critical functional A*(Q) is then constructed. 
The critical value is the maximum of this functional. 
4. Determine ~* = maxQep &A*(Q). 
Since the critical point functional is not available as an analytic expression, standard gradient 
or other optimization techniques are not adopted. The functional is constructed "point-by-point" 
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g (P,O= (.35,-.06) 
x*= (.55, -.05) 
y* = g (P,o) 
z* = (.58, .Ol) 
Figure 7.1. Polygonal region P10 = {(-7.2,4.4),(-2.9,8.1),(3.5,9.2),(7.5,4.8), 
(8.9, -.96), (6.1, -7.7), (1.8, -9), (--3.8,--7.9), (-6.7, --4.8), (-8.8, -5.6)}. 
Figure 7.2. The graph of the functional minuEsZ A(x, u) for Plo. 
over the domain Pro, and thus, means to determine the maximum point of A*(Q) is of secondary 
importance in these considerations since the functional values over Pm are already at our disposal. 
As apparent from the following typical graphs, critical point functionals have a nice structure, 
and thus, may be amenable to more sophisticated procedures. 
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Figure 7.3. The graph of the functional minuEsl p(x,u) for P10. 
Figure 7.4. The graph of the functional minues~ r(x, u) for Plo. 
3. ILLUSTRATIVE EXAMPLES 
The results of the algorithm were first "validated" using triangles and other figures with central 
symmetry. The results of Theorems 1, 2, and 3, namely the correct bounds for the cases of 
equality, were obtained. Since the easiest way to demonstrate he algorithm is through example, 
we proceed accordingly. 
EXAMPLE 1. P5 = {(9, (}), (10, 3), (6, 9), (0, 6), (3, 0)}. 
Region P5 is shown in Figure 6.1. In Figures 6.2-6.4, the graph of the following functionals 
are depicted: minues~ A(x, u), minues~ p(x, u), minuesl r(x, u). In these plots, 1500 points were 
The Critical Point 89 
Figure 8.1. The graph of the functional min~es~ ),(x, u) for Pls. 
Figure 8.2. The graph of the functional minuesl p{x, u} for Pls. 
selected within Ps. A small grid resolution obviously increases the computation time of the 
calculations and determines the accuracy of the final solution. For reference, the center-of-gravity 
of Ps, g(Ps) = (5.205, 3.933), and the algorithm determined the critical point x* = (5.3, 4) with 
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Figure 8.3. The graph of the functional minuesl T(X, U) for PlS. 
#* = .443 (Problem 1), y* = g(Ps) with v* = .477 (Problem 2), and z* = (5.2,4.056) with 
~* = .484 (Problem 3). 
EXAMPLE 2. /)10 = ((--7.2, 4.44), (--2.86, 8.08), (3.48, 9.24), (7.48, 4.8), (8.88, --.96), 
(6.12, --7.68), (1.84, --9), (--3.8, --7.92), (--6.72, --4.84), (--8.8, .56)}. 
Region P10 is shown in Figure 7.1, and the functionals minuesl A(x, u), min~esl p(x, u), and 
minuesl r(x, u) are depicted in Figures 7.2-7.4, again with 1500 grid points utilized. The center- 
of-gravity g(Plo) = (.3499,-.0652), and the algorithm determined x* = (.553,-.045) with #* = 
.468 (Problem 1), y* = g(Plo) with v* = .478 (Problem 2), and z* = (.578, .01) with ~* = .488 
(Problem 3). 
EXAMPLE 3. PlS -- {(-7.44, 6.12), (-5.56, 7.24), (-2.8, 8.28), (1.24, 8.68), (4.2, 8.04), 
(7.24, 5.44), (9.O4, 2), (9.52,-.68), (9,-4.08), (7.4,-7.64), (4.68,-9.12), (-1,-9.s), (-4.84,-9), 
(-6.08, -8) ,  (-7.96, -5.68), (-9.08, -2.04), (-9.48, 1.24), ( -9,  3.64)}. 
P18 is roughly circular, and in this example, g(Pls) = (.00463,-.60693), and the functionals 
are depicted in Figures 8.1-8.3, respectively. As expected, since P18 is nearly circular, x* 
y* ~ z* = g(Pls). The values of the invariants were computed to be #* = .492, u* = .498, and 
~* = .491. 
4. ALGORITHM BASED ON 
THE MINKOWSKI  FORMULATION 
It is interesting to examine the formulation of the critical point due to Minkowski, and describe 
an alternative (and in a number of ways) more elegant algorithm. 
Input: 
Output: 
Pm= {AI, . . . ,Am}, Ai = (x~,y~), i = 1 , . . . ,m.  
/~ = max min "y(x, u). 
xEPO~ uEs1 
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L,(u) /._~(P,, u5 
Figure 9. Minkowski formulation of the critical point. 
Let the origin O = Q E po. Since u = (Ul,U2) denotes the orientation of L(u), the normal 
vectors to u will be denoted u± ± ± -u  ± = (u 1 , u 2) and as in Figure 9. In the directions defined by 
u ± and -u  ±, the distance from Q to the support lines Ll(u) and L2(u) can be computed through 
the support functions H(Pm, u ±) and H(P,n,-u±). Since the polygon is described through P,~, 
the support functions are computed as 
H (Pm,u ±) = max (u~x, + u~y,} 
and 
H (Pm,-u ±) = max ~-u~x, -  u~2y,} 
= min ~utJ-x, +u~y,}.  
In other words, to compute the support function from Q in the direction defined by u ± and -u  ±, 
evaluate {u~x~ +u~y~} for each vertex of the polygon and choose the maximum and minimum 
values from the resulting set. The distance between lines L(u) and Ll(u), and Ll(u) and L2(u) 
are then given by 
d (L(u), L1 (u)) = H (Pro, u±), 
d(Ll(u),L2(u)) = H (P,n,u ±) + H (P,n,-u±), 
and so 
d (L(u), Ll(u)) H (P,~, u ±) 
~f(Q,u) = d(Ll(u),L2(u)) = H (Pm,u ±) + H (Pm,-u±) " (4) 
For Q fixed, as u revolves about S 1, the support functions can be computed in a procedure 
remarkably easy to implement (no line intersections, distance computations, or relative position 
required). As Q varies throughout Pm ° , a basic property of support functions i  used to recompute 
its value [5, p. 27]. If the convex body K with support function H(K, u) is translated by the vector e, 
then the support function of the displaced body K ~ is 
H' (K', u) = H(K, u) + (e, u). 
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REMARK.  This formulation leads to a result known as Minkowski's theorem, which is based 
on (4) [6, p. 141]. If K is a convex body in R ~ with support function H(K, u) and width function 
W(K, u) = H(K, u) + H(K, -u), then 
H(K,u) n 
min max < 
OeK°~eS~-, W(K,u) - n+ 1' 
and this estimate is realized by the center-of-gravity of K. 
5. ALGORITHM BASED ON 
EUCLIDEAN DUALITY 
The treatment ofthe critical point due to Neumann can also be reformulated in a more precise 
manner using the notion of a gauge function, and through Euclidean duality this indirect method 
complements (and also avoids) the geometrical pproach described in Section 2. The distance 
(or gauge) function is defined by d(K, x) = inf{A > 0Ix E AK}, where AK represents he image 
of K under a homothetic transformation in the ratio A : 1. To perform calculations, we choose a 
specific metric, and since x = Ay, 
d(K, x) = A = d(O, x) 
d(O,y)' 
where d(O, x) = ~ and the geometry of K enters into the denominator term d(O, y), since 
yEOK.  
The gauge function acts as the support function of some other compact convex set in the plane. 
This convex set is denoted by (K*; x), the dual figure of K: 
(K*;x) = (x' e R21 (x ' -x ,y -x )  _< 1 for all y • K}.  
The polar of K with respect o the unit circle centered at the origin O is written as K*. For 
a convex body K that contains O in its interior, Euclidean duality is as follows [6, pp. 60-64]. 
"The support function H(K, *) of a convex body K is equal to the gauge function d(K*, .) of the 
polar body K*." 
And vice-versa we have the following. "The gauge function d(K, .) of a convex body K is equal 
to the support function H(K*, *) of the polar body K*." 
The radial function of K is defined by r(K, u) = max{A _> 0 I Ax • K} and is related to the 
gauge function as r(K, u) = 1/d(K, u). The radial function can be computed in two ways, and a 
direct method of computation was applied in the implementation discussed earlier in Section 2. 
Again, let the origin O = Q • P~. 
Direct Approach 
For a convex polygon Pm = {AI, . . . .  Am}, A~ = (xi,y~), i = 1, . . . ,m, compute P~m = 
{L1,...,Lm}, where L~ : a~x + biy + ci -- 0, i = 1, . . . ,m. The ray from Q in the direction 
defined by u, Q(u), intersects aP~m at point T. Now just apply the definition of the gauge to 
calculate the distance function 
d(Pm, u) = d(O, u) 
d(Q,T) ' 
and note that r(P,n, u) = (1/d(Pm, u)) = d(Q, T) in the direction defined by u, and since u E S 1, 
d(O, u) -- 1. We thus obtain our previous formulation 
A(Q, u) = d(Q,T) 
d(S,T) ' (5) 
where S and T are antipodal with respect to point Q. 
Application of Euclidean duality, however, offers an alternative and more elegant way to com- 
pute the radial function. 
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Dual ity Approach  
O * .  From point Q E P°  m, the dual polygon (P*,Q) is defined through the following algebraic 
correspondence. 
Input: 
Output: 
Pm= {AI ,  A2, . . . ,  Am}; Ai = (x~, y~), i = 1 , . . . ,  m; Q = (x, y). 
* .  * * * . * (P~,Q) = {A1,A2, . . . ,Am},  A~ = (x:,y~), i = 1 , . . . ,m.  
The input data are the vertices As = (x~, y~), i = 1,..., m of the convex polygon Pm and the 
point Q = (x, y). The procedure to construct (P*; Q) is a two-step rocess. 
Step 1. Determine P~ = {L1,... ,Lm}, where L~ : aix + b~y + c~ = O, i = 1,. . .  ,m. 
Step 2. Determine A~ = ((ai/a~x + biy + ci) + x, (b~/aix + b~y + c~) + y), i = 1, . . . ,  m. 
The edges of Pm are computed in Step 1 and the polar correspondence is determined in Step 2 
(after the duality point Q = (x, y) is selected) by simply reading off the coefficients ofthe lines Li 
and using the value of Q. This correspondence can be derived algebraically, orthe correspondence 
can be accepted as the definition of polarity [7, pp. 46-51]. The polar polygon (P~; Q) is the 
convex hull of the "polar" vertices A* = (x~, y*), i = 1,..., m. 
Using the Euclidean duality, the gauge function of Pro, d(Pm,u), is equal to the support 
function of the polar body (Pro; Q), H((P*; Q), u). Since (P,~; Q) is also a convex polygon, its 
support function is easy to compute: 
* U * d(Pm, u) = H ((P~; Q), u) = max {ulx[ + 2yi }, 
1SiSm 
where Ai = (x~, y*), i = 1,.. . ,  m. Since the radial functional r(Pm, u) = (1/d(Pm, u)), in terms 
of the Neumann formulation, we thus have 
1/H ((P~; Q), u) H ((P~; Q), -u)  
A(Q, u) = 1/H ((P~; Q), u) + 1/H ((P~; Q), -u)  = g ((P*; Q), u) + H ((P~,; Q), -u)" (6) 
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Figure 10. Area-based symmetry measure. 
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Figure 1 I. Chord-based symmetry measure. 
6. RELATED MEASURES OF  SYMMETRY 
Two other measures of symmetry described in [1, p. 253] can be considered from a similar 
functional-geometric point of view. The definitions of the measures lead immediately to a con- 
structive solution procedure which is outlined below. The analysis is carried out in the plane (see 
Figures 10 and 11). 
AREA-BASED SYMMETRY MEASURE. For Q E po  proceed as follows. 
1. Compute the distance of the support line//i (u) in the direction defined by u. 
2. Compute the line H2(u) parallel to Hl(U ) such that d(Q, H1) = d(Q, 112). 
3. Compute the area of the polygon ]Sm bounded by Hi(u) and H2(u), A(]Sm, u), and form 
the ratio 0(Q, u) = A(]Sm, u)/A(Pm), where A(Pm) is the area of the polygon. 
4. Compute O*(Q) = minues, O(Q, u). 
5. Compute ~ = maxQep& O*(Q). 
The area based symmetry functional can thus be written 
= max min O(Q,u). 
QEP,~ uES 1 
(z) 
CHORD-BASED SYMMETRY MEASURE.  For Q E Pm ° , proceed as follows. 
1. Compute the pair of parallel support lines Hi(u) and H~(u) in the direction defined by u 
and -u, respectively. 
2. Call the points of @Pro that touch the supporting lines Hl(U) and H2(u), XR and x2, and 
form the chord [zl, x2]. 
3. Form the chord C[zl,z2] parallel to [xl,z2] and passing through Q. 
4. Compute the length of the chord C[xI,x2], the length of [xl,z2], and form the ratio 
a(Q, u) = L(C)/L([Zl, z2]), where L(.) represents length. 
5. Compute a*(Q) = minues~ a(Q, u). 
6. Compute ¢ = maxQep~ ¢7"(Q). 
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Figure 12.1. The graph of the functional minuesl O(x,u) for P5 (Example 1), 
Figure 12.2. The graph of the functional minuEsl 0(x, u) for P1o (Example 2). 
The  chord based symmetry  functional can thus be written 
O = max rain (x(Q, u). (8) 
QEP;,5 uCzS 1 
Bounds for these measures have previously been investigated (see [1] for references and further 
details), and the characterization f the functionals (7), (8) is as follows. 
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Figure 123 The graph of the functional min~Es~ @(x u) for P~s (Example 3) 
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Figure 131 The graph of the functional minuEs1 a(x u) for P5 (Example 1) 
THEOREM 4 For a planar convex region K ~# and ¢ satis(v 
8 2 
where the lower bounds are satisfied for triangular egions and the upper bounds for circles, 
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Figure 13.2. The graph of the functional minu~s~ a(x, u) for Plo (Example 2). 
Figure 13.3. The graph of the functional minuesl a(a~, u) for P18 (Example 3). 
The implementation of these measures is slightly more cumbersome than the previous algo- 
rithms and requires more sophistication; the details of the implementation, however, are neither 
enlightening or rewarding. The functionals ~ and ~b for the previous Examples 1, 2, and 3 are 
illustrated below. 
CAJ41~ 3Z:9-0 
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EXAMPLE 4. The graphs of the area and chord-based functionals min~esl 8(z, u) and min~esl 
~(x, u) for the regions Ps, P10, Pls defined in Examples 1-3 are shown in Figures 12.1-12.3 and 
13.1-13.3, respectively. 
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