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Abstract
We present an adaptive arbitrary-order accurate time-stepping numerical scheme for the flow of vesicles
suspended in Stokesian fluids. Our scheme can be summarized as an approximate implicit spectral deferred
correction (SDC) method. Applying a textbook fully implicit SDC scheme to vesicle flows is prohibitively
expensive. For this reason we introduce several approximations. Our scheme is based on a semi-implicit
linearized low-order time stepping method. (Our discretization is spectrally accurate in space.) We also use
invariant properties of vesicle flows, constant area and boundary length in two dimensions, to reduce the
computational cost of error estimation for adaptive time stepping. We present results in two dimensions
for single-vesicle flows, constricted geometry flows, converging flows, and flows in a Couette apparatus.
We experimentally demonstrate that the proposed scheme enables automatic selection of the step size and
high-order accuracy.
Keywords: Vesicle suspensions, Adaptive time stepping, Spectral deferred correction, Error control,
Boundary integral equations, Integro-differential-algebraic equations, Fluid-structure interaction,
particulate flows, Stokesian flows, Moving boundary problems
1. Introduction
Vesicles are deformable capsules filled with a viscous fluid. Vesicle flows refer to flow of vesicles that
are suspended in a Stokesian fluid. Vesicles are differentiated from other capsules in the balance of forces in
their interface. In particular, their boundary is locally inextensible (in 3D is locally incompressible). Vesicle
flows find many applications many biological applications such as the simulation of biomembranes [36]
and red blood cells [15, 22, 27, 28, 30].
The dynamics of a vesicle is governed by bending, tension (enforces inextensibility), hydrodynamics
forces from other vesicles in the suspension, and possibly hydrodynamic forces from flow confinement
boundary walls. Vesicle suspensions are modeled using the Stokes equations, a jump in the stress across
each vesicle to match the interfacial forces on the membrane the vesicle, and a no-slip boundary condition
on the vesicles and the confinement walls.
A significant challenge in simulating vesicle flows is that their governing equations are stiff. One stiff-
ness source is associatedwith the interfacial forces, bending forces, and inextensibility related tension forces
(depends mainly on the curvature of the vesicle). Another stiffness source is the hydrodynamic interaction
between vesicles (depends on the minimum distance between vesicles). A third stiffness source is the hy-
drodynamic interaction between vesicles and external boundary walls (depends on the minimum distance
between the vesicles and the wall). Therefore, to resolve the dynamics of a vesicle, it may be necessary
to take a small time step when the vesicle has regions of large curvature, or when a vesicle approaches a
boundary wall, or approaches another vesicle. However, a large time step may be taken when a vesicle has
a smooth boundary and is separated from all other vesicles and the boundary walls. These considerations
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necessitate that we use an adaptive time-stepping scheme mostly for robustness of the code and to remove
the need to manually select a time step size.
Another challenge in simulating vesicle flows is that maintaining good accuracy for long horizons re-
quires a great number of time steps when using a low-order time-stepping method. Higher-order methods
in time can mitigate error accumulation over long simulation times. However, implicit higher-order meth-
ods are quite challenging to combine with adaptive schemes. The most common methods are implicit
multistep schemes, but those are problematic especially for dynamics that involve moving interfaces.
In summary, the design goals for a time-stepping scheme for vesicle flows is to address stiffness with
reasonable computational costs, allow for adaptivity, and enable high-order time marching (at least second-
order). In the past (in other groups as well as our group), methodologies have addressed parts of the design
goals above, but no method, to our knowledge, address all of them. In this paper, we propose a scheme
that provides this capability.
Summary of the method and contributions. To address stiffness, we use our recent work in which wall-vesicle,
vesicle-vesicle, and bending-tension self interactions are treated implicitly [31]. There we used backward
difference formulas (BDFs) with fixed time step sizes. As we discussed, it is possible to extend BDF with
adaptive time stepping, but, since BDFs require the solution from multiple previous time step sizes but
higher order methods become quite difficult to use in practice [14]. We develop a new high-order method
that uses spectral deferred correction to iteratively increase the order of a first-order time integrator. By
introducing SDC, we are able to iteratively construct high-order solutions that only require one previous
time step.
In addition, we propose a time-stepping error estimation specific to vesicle flows. The incompressibility
and inextensibility conditions require that the vesicle preserves both its enclosed area and total length.
Thus, errors in area enclosed by a vesicle and errors in its perimeter can be used estimate the local truncation
error. In this way we avoid forming multiple expensive solutions to estimate the local truncation error.
Our contributions are summarized below.
• We propose an SDC formulation to construct high-order solutions of an integro-differential-algebraic
equation that governs vesicle suspensions.
• We propose an adaptive time stepping method that uses conserved quantities to estimate the local
truncation error, therefore not requiring multiple numerical solutions to form this estimate.
• We conduct numerical experiments for several different flows involving multiple vesicles and con-
fined flows that demonstrate the behavior of our scheme.
Related work. There is a rich literature on numerical methods for Stokesian particulate flows. We only
discuss some representative time-stepping methods for vesicle flows and we omit details on the spatial
discretization. Most methods for vesicle flows are based on integral equation formulations [32, 33, 35, 38,
41–43, 45, 46], but other formulations based on stencil discretizations also exist [3, 12, 23, 24].
The time-stepping schemes used for vesicle flows can be grouped in three classes of methods. The
first class is fully explicit methods with a penalty formulation for the inextensibility constraint. These are
relatively easy to implement but inefficient due to bending stiffness. Another class of methods treats self-
interactions using linear semi-implicit time stepping. This addresses one main source of stiffness but they
are fragile. No adaptive or higher than second-order scheme have been reported for these schemes. Finally,
a third class of methods treat all the vesicle interactions using linearization and semi-implicit stepping. We
are aware of two papers in this direction. In [46] a first order backward Euler scheme is used (with no
adaptivity). As we mentioned in our own work [31, 34], we used a BDF scheme for vesicle flows that treats
all interactions implicitly, but again, it is not adaptive and is accurate only up to second-order.
Finally, we briefly review the literature on SDC methods. SDC was first introduced by Dutt et al. [13].
SDC has been applied to partial differential equations [21, 39], differential algebraic equations [7, 20], and
integro-differential equations [19], but not vesicle flows. In [26], Minion extended SDC to implicit-explicit
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(IMEX) methods by studying the problem x˙(t) = FE(x, t) + FI(x, t) where FE is non-stiff and FI is stiff.
Unfortunately, our governing equations do not exhibit an additive splitting as non-stiff and stiff terms.
Algorithmically, SDC has been accelerated using preconditioners [18, 20] and parallel algorithms [8,
10, 11, 29, 39]. In our work, the SDC iterations are formed with first-order time methods. Higher-order
methods can be used to form the iterations, and this is analyzed in [9]. However, such an analysis for
integro-differential-algebraic equations is not the focus of this work.
Limitations. The main limitations of our approach are the following.
• We cannot provide a proof on the convergence order of our scheme. We will see in Section 5 that each
SDC correction reduces the error significantly. However, when large numbers of SDC corrections are
used, the asymptotic convergence rates are unclear. Minion observes similar behavior for stiff prob-
lems in [26]. Understanding the asymptotic rates of convergence could be used to further optimize
the procedure for choosing optimal time step sizes.
• We have not explored the scheme for vesicle suspensions where the viscosity inside and outside each
vesicles differs (viscosity contrast). The difficulty arises because flows with a viscosity contrast in-
clude a double-layer potential of the fluid velocity.
• Currently, each vesicle must use the same time step size. Therefore, in flows with multiple vesicles,
the time step size is controlled by the vesicle requiring the smallest time step. This can result in the
actual global error being much less than the desired error (see Couette example). Simulations could be
accelerated if each vesicle could have its own time step size.
Let us remark that we do not use adaptivity in space.
Outline of the paper. In Section 2, we briefly discuss SDC for initial value problems (IVPs), and then discuss
how to extend SDC to vesicle suspensions. In Section 3, we discretize the differential and integral equa-
tions arising in the SDC framework, discuss preconditioning, and provide complexity estimates. Section 4
discusses our adaptive time stepping strategy, and numerical results are presented in Section 5. Finally,
we make concluding remarks in Section 6, and we reserve a more in depth formulation of our governing
equations in the SDC framework Appendix A.
Notation. In Table 1, we summarize the main notation used in this paper.
2. Formulation
In this section, we briefly summarize the SDC formulation for IVPs and then extend SDC to an integro-
differential equation that governs vesicle dynamics. We only discuss the theory of SDC and outline its
numerical implementation in Section 3.
2.1. Spectral Deferred Correction
In its original development [13], SDC iteratively constructed a high-order solution of the IVP
dx
dt
= f(x, t), t ∈ [0, T ], x(0) = x0. (1)
While classical deferred correction methods discretize the time derivative in (1), SDC uses a Picard integral
to avoid unstable numerical differentiation. Equation (1) is reformulated as
x(t) = x0 +
∫ t
0
f(x, τ)dτ, t ∈ [0, T ]. (2)
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Symbol Definition
γk Boundary of vesicle k
xk(s, t) Parameterization of γk at time t and parameterized in arclength s
σk(s, t) Tension of vesicle k at time t and parameterized in arclength s
Γ Boundary of the confined geometry
B(xk) Bending operator due to vesicle k
T (xk) Tension operator due to vesicle k
Div(xk) Surface divergence operator due to vesicle k
S(xj ,xk) Single-layer potential due to vesicle k and evaluated on vesicle j
D(xj ,Γ) Double-layer potential due to Γ and evaluated on vesicle j
v∞(xj) Background velocity due to a far-field condition
v(xj ;xk) Velocity of vesicle j due to hydrodynamic forces from vesicle k
r(t; x˜) Residual of equation (7) due to the provisional solution x˜
exj Error between the exact vesicle position and the provisional position x˜j
eσj Error between the exact vesicle tension and the provisional tension σ˜j
A(t), L(t) Area and length of the vesicles at time t
eA, eL Error in area and length
ǫ Desired final tolerance for the area and length of the vesicles
βup ≥ 1 Maximum amount the time step is allowed to be scaled up per time step
βdown ≤ 1 Minimum amount the time step is allowed to be scaled down per time step
α ≤ 1 Multiplicative safety factor for the new time step size
Table 1: Index of frequently used notation.
Any time stepping scheme can be used to generate a provisional solution x˜(t). Given this provisional
solution x˜(t) of (2), the residual is defined as
r(t; x˜) = x0 − x˜(t) +
∫ t
0
f(x˜, τ)dτ, t ∈ [0, T ]. (3)
The integral in (3) is approximated by a pth-order accurate quadrature rule. The error e = x− x˜ satisfies
e(t) = r(t; x˜) +
∫ t
0
(f(x˜ + e, τ)− f(x˜,τ))dτ, t ∈ [0, T ], (4)
and an approximation e˜ of e is computed, generally using the same numerical method used to compute x˜.
Finally, the provisional solution is updated to x˜+ e˜ and the procedure is repeated as many times as desired.
The process of forming the residual r, approximating the error e, and updating the provisional solution is
referred to as an SDC correction or iteration.
The accuracy of SDC depends on the discretization of (2) and (4) and the accuracy of the quadrature
rule required to evaluate r(t; x˜). An abstract error analysis for applying deferred correction methods to
the operator equation F (y) = 0 has been preformed in [4, 25, 37, 40]. In [17], this abstract framework was
applied to (1) by defining F (x) = (−x′(t)+ f(x, t),−x(0)+x0), and the main result is state in Theorem 4.2.
Here we only summarize the result to avoid introducing additional notation.
Theorem 2.1. Let f ∈ C∞ have bounded derivatives, and x be the unique solution of (1). Suppose that the time
integrator φ is stable. That is, there exists some S > 0 which only depends on f and T , such that for all y, z ∈ Rm,
‖y− z‖ ≤ S‖φm(y)− φm(z)‖.
Moreover, suppose that φm is of order kmeaning that φm(x) = O(∆tk), where∆t = T/m. Suppose that a numerical
solution x˜ of x satisfies
‖x˜(T )− x(T )‖ ≤ C∆tℓ,
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where C depends only on the derivatives of f and on T , but not onm. Assuming the residual r is computed exactly,
if e˜ is formed with the order p time integrator φ to approximate e, then
‖e˜(T ) + x˜(T )− x(T )‖ ≤ C∆tℓ+k.
However, since r is approximated with a pth-order quadrature, the asymptotic error is
‖e˜(T ) + x˜(T )− x(T )‖ = O(∆tmin(ℓ+k,p)).
Theorem 2.1 tells us that by estimating the error e with a first-order method, which is the only order
we consider in the SDC framework, the order of accuracy is increased by one, with the constraint that this
convergence is limited by the accuracy of the quadrature rule for approximating (3). However, the theorem
states nothing about the stability of SDC. In [13], the authors consider three discretizations of (2) and (4):
fully explicit, fully implicit, and linear combinations of the two. We do not consider explicit methods since
the governing equations are stiff. The other two methods could be used for vesicle suspensions, but both
would require solving non-linear equations.
We have successfully used a variant of IMEXmethods for vesicle suspensions [31, 33, 42], andwe couple
these methods with SDC in this work. IMEX methods [2] are a family of time integrators that treat some
terms (generally, linear) implicitly and other terms explicitly. IMEX methods for additive splittings x˙(t) =
FEXPLICIT(x, t) + FIMPLICIT(x, t) = FE(x, t) + FI(x, t) of (1) were first applied to SDC by Minion in [26].
We summarize the numerical results from [26] since their behaviour resembles results that we will observe.
First, the Van der Pol oscillator is considered in a non-stiff, mildly stiff, and stiff regime, and the number of
SDC iterations ranges from two to six. In the non-stiff regime, the error behaves according to Theorem 2.1.
In the mildly stiff case, the correct asymptotic result is observed, but not until∆t is much smaller. In the stiff
regime, the convergence behaviour differs considerably from the formal error. This behaviour is attributed
to order reduction which is further analyzed. The author proceeds to claim that “the correct asymptotic
convergence rates would be observed given sufficiently small ∆t; however, this is not the relevant issue in
most applications”. Two other examples considered are a system of differential equations resulting from a
spatial discretization of an advection-diffusion equation, and Burgers equation. Convergence rates up to
fifth-order are achieved. As before, as the system becomes stiffer, smaller time steps are required before the
expected convergence behaviour is observed.
2.2. SDC for Vesicle Suspensions
Let {γj}Mj=1 be a collection of vesicles parameterized by xj and with tension σj (Figure 1). We use the
integro-differential equation from [42] to balance the bending and tension forces of the vesicle with the
stress jump of the fluid across the vesicle membrane, and an algebraic constraint to enforce the inextensi-
bility condition. We start by defining the velocity of vesicle j due to the hydrodynamic forces from vesicle
k
v(xj ;xk) = v∞(xj)δj,k + S(xj ,xk)(−B(xk)(xk) + T (xk)(σk)),
where δj,k is the Kronecker delta function,
s = ‖x′‖, ρ = ‖x− y‖,
S(xj ,xk)(f) = 1
4π
∫
γk
(
− log ρ+ (x − y)⊗ (x− y)
ρ2
)
f(y)dsy , x ∈ γj ,
B(x)(f) = d
4f
ds4
,
T (x)(σ) = d
ds
(
σ
dx
ds
)
,
and v∞ is the background velocity (unconfined flows) or the velocity due to solid walls (confined flows).
In the case of confined flows, we use the double-layer potential of an unknown density function η defined
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on the boundary of the solid walls. The extra equation comes from a non-slip boundary condition on
the solid walls and the details are presented in [33]. We point out that v is not symmetric, meaning that
v(xj ;xk) 6= v(xk ;xj) for all j 6= k, and S, B, T are all linear in their second argument.
The notationwe are using is chosen so that terms such asB(xN )(xN+1), which approximatesB(xN+1)(xN+1),
are understood to mean
B(xN)(xN+1) = d
4
ds4
xN+1, s = ‖x′N‖,
where x′ is the derivative of x with respect to its parameterization variable. The tension σj acts as a La-
grange multiplier to satisfy the inextensibility constraint
Div(xj)
(
M∑
k=1
v(xj ;xk)
)
= 0, (5)
where
Div(x)(f) =
dx
ds
· df
ds
, s = ‖x′‖,
which is also linear in its second argument. Equation (5) can be eliminated using the Schur complement of
the tension to write σj in terms of the positions xk , k = 1, . . . ,M . Then, v(xj ;xk) can be written entirely in
terms of xj and xk, and the no-slip boundary condition of vesicle j gives
dxj
dt
=
M∑
k=1
v(xj ;xk), j = 1, . . . ,M. (6)
The formulation (6) is easiest to present our numerical methods, but we in fact do not eliminate the tension
in our implementation. The resulting changes to the SDC formulation are presented in Appendix A.
γ1 γ2 · · ·γM
v∞ = (y, 0)
Γ
Γ Γ
γi
Figure 1: Two typical vesicle suspensions. Left: M vesicles are submerged in an unbounded shear flow. Right: 13 vesicles are in
a bounded domain. In the right configuration, the flow is driven by Dirichlet boundary conditions on Γ (The internal cylinders are
rotating.)
Following the SDC method we reformulate (6) as
xj(t) = xj(0) +
∫ t
0
M∑
k=1
v(xj ;xk)dτ, t ∈ [0, T ]. (7)
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We form a provisional solution x˜ at a set of quadrature nodes in [0,∆t] using a method that we describe in
the next section (Section 3.4), and then evaluate
rj(t; x˜) = xj(0)− x˜j(t) +
∫ t
0
M∑
k=1
v(x˜j ; x˜k)dτ, t ∈ [0, T ], (8)
with a quadrature rule that we also define in the next section (Section 3.3). Then, the error exj = xj − x˜j
satisfies
exj(t) = xj(0)− x˜j(t) +
∫ t
0
M∑
k=1
v(x˜j + exj ; x˜k + exk)dτ, t ∈ [0, T ],
which we write using the residual r as
exj(t) = rj(t; x˜) +
∫ t
0
M∑
k=1
(v(x˜j + exj ; x˜k + exk)− v(x˜j ; x˜k))dτ, t ∈ [0, T ]. (9)
We define the new provisional solution as x˜ + e˜x, where e˜x is an approximate solution of (9). Again, this
procedure of computing the residual (8), numerically solving (9) for the error, and updating the provisional
solution is what we call an SDC iteration. Assuming that we take nsdc first-order SDC iterations and p is
the quadrature error for computing the residual r, from Theorem 2.1, we expect that the asymptotic rate of
convergence is min(nsdc, p).
3. Numerical Scheme
In this section, we present our numerical scheme for solving (7), (8), and (9). Evaluating v involves layer
potentials and Fourier differentiation, and for concentrated suspensions, this can be costly. This cost will be
further amplified in three-dimensional simulations (which are not discussed in this work). Therefore, we
discretize (9) differently from standardmethods of discretizing (4). We also discuss how the block-diagonal
preconditioner outlined in [31] is applied. We conclude with estimates of the overall work per time step as
a function of the number of vesicles and the number of points per vesicle.
3.1. Spatial Discretization
Following our previous work [31, 33, 42], we use a Lagrangian formulation bymarking each vesicle with
N tracker points. Since vesicles aremodeled as smooth closed curves, all the derivatives are computed spec-
trally using the fast Fourier transform (FFT). Near-singular integrals are handled using the near-singular
integration scheme outlined in [31]. Finally, we use Alpert’s high-order Gauss-trapezoid quadrature rule [1]
with accuracy O(h8 log h) to evaluate the single-layer potential, and the trapezoid rule for the double-layer
potential which has spectral accuracy since its kernel is smooth.
3.2. Temporal Discretization
A fully explicit discretization of (6) results in a stiff system for multiple reasons. A stiffness analysis
in [42] reveals that the leading sources of stiffness, and the corresponding time step restrictions, are:
• S(xj ,xj)B(xj)(xj) (self-hydrodynamic bending force) –∆t ∼ ∆s3;
• S(xj ,xj)T (xj)(xj) (self-hydrodynamic tension force) –∆t ∼ ∆s;
• Div(xj)(xj) (self-inextensibility force) –∆t ∼ ∆s;
• S(xj ,xk)(B(xk)(xk) + T (xk)(σk)), j 6= k (inter-vesicle hydrodynamic forces) – depends on the inter-
vesicle distance.
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The leading sources of stiffness result from the intra-vesicle interactions; but, for concentrated suspensions,
inter-vesicle interactions become significant and introduce stiffness.
To address these multiple sources of stiffness, we use a variant of IMEX [2] time integrators. IMEX
methods were developed for the problem x˙(t) = FE(x) + FI(x), where FE is non-stiff and is treated ex-
plicitly, and FI is stiff and is treated implicitly. For problems with this additive splitting, the family of time
integrators is
βxn+1 − x0
∆t
= FE(x
e) + FI(x
n+1),
where x0 and xe are linear combinations of previous time steps and β > 0. Unfortunately, (6) does not have
an additive splitting between stiff and non-stiff terms. However, we have observed first- and second-order
convergence [31] for the time integrator
βxn+1j − x0j
∆t
=
M∑
k=1
v(xej ;x
n+1
k ), j = 1, . . . ,M,
where
v(xej ;x
n+1
k ) = S(xej ,xek)(−B(xek)(xn+1k ) + T (xek)(σn+1k )).
Note that in this formulation, it is the operators involved in v, such as the bending B(xk) and the single-
layer potential S(xj ,xk), that are discretized explicitly at xe. In line with our previous work, we use the
first-order method given by β = 1, x0 = xn, and xe = xn, and the second-order backward difference
formula (BDF) given by β = 3/2, x0 = 2xn − 1/2xn−1, and xe = 2xn − xn−1.
3.3. Quadrature Formula
SDC requires a quadrature formula to approximate (8), the residual of the Picard integral. The quadra-
ture rule effects the accuracy of SDC (Theorem 2.1). However, the stability of SDC is also effected by the
quadrature rule, and this has been investigated in depth in [5]. We do not use equi-spaced nodes since they
are vulnerable to the Runge phenomenon. In order to achieve the highest possible accuracy, we could use
Gaussian nodes; however, in order to avoid extrapolation, we would like both endpoints to be quadrature
nodes. Therefore, we use Gauss-Lobatto points, 0 = t1 < · · · < tp = ∆t, since they include both endpoints,
have maximal order 2p − 3, and have successfully been used by other groups [5, 6, 26]. Alternatively, we
could use Radau quadrature formula which include the left endpoint, but not the right.
For computational efficiency, the accuracy of the quadrature formula should not exceed the expected
rate of convergence. This is especially important in three dimensions, which is not considered in this work,
since multiple variables must be stored at each of the quadrature nodes for future SDC iterations.
3.4. Picard Integral Discretization
Equations (7) and (9) have similar structure, and we take advantage of this structure in their discretiza-
tions. For adaptivity, we want a scheme that easily allows for variable time step sizes. For this reason, we
use only first-order methods for (7) and (9). When desired, we use SDC iterations to increase the accuracy.
The first-order provisional solution is found by discretizing (7) as
xn+1j = x
n
j +∆tn
M∑
k=1
v(xnj ;x
n+1
k ), n = 0, . . . , p− 1, (10)
where∆tn = tn+1− tn. This is exactly the first-order time integrator we introduced in [31]. As we march in
time with (10), we save the variables required for near-singular integration for future SDC iterations. Then,
we evaluate the residual (8) using the Gauss-Lobatto quadrature rule.
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In line with [26], which considers semi-implicit SDC methods, we would like to discretize (9) as
en+1xj = e
n
xj
+ rn+1j − rnj +∆tn
M∑
k=1
(v(x˜nj + e
n
xj
; x˜n+1k + e
n+1
xk
)− v(x˜nj , x˜n+1k )).
The issue with this formulation is that it requires additional storage and computations to find the velocity
due to the vesicle parameterized by x˜nk + e
n
xk
. Again, in three dimensions this restriction is even more
prohibitive. We have experimented with other discretizations of (9). The simplest such one is
en+1xj = e
n
xj
+ rn+1j − rnj .
This discretization is consistent with the governing equations1, but, experimentally, SDC converges only
if a very small time step is used. To allow for larger time steps, we can include the implicit term in the
discretization
en+1xj = e
n
xj
+ rn+1j − rnj +∆tn
M∑
k=1
(v(x˜nj ; x˜
n+1
k + e
n+1
xk
)− v(x˜nj ; x˜n+1k )),
where we use a slight abuse of notation by defining
v(x˜nj ; x˜
n+1
k + e
n+1
xk
) = S(x˜nj , x˜nk )(−B(x˜nk )(x˜n+1k + en+1xk ) + T (x˜nk )(σn+1k )).
(Note how none of the operators depend on the error e.) Appendix refa:appendix1 presents this same
discretization without the abuse of notation. While this discretization allows larger time steps, it is incom-
patible with the inextensibility constraint (see Appendix A). A discretization that is is compatible with the
inextensibility constraint is
en+1xj = e
n
xj
+ rn+1j − rnj +∆tn
M∑
k=1
(v(x˜n+1j ; x˜
n+1
k + e
n+1
xk
)− v(x˜n+1j ; x˜n+1k )), (11)
where we are using the same abuse of notation. Note that (11) only requires evaluating the velocity field
due to the vesicle configuration given by x˜n+1k . Since these velocity fields are required to form residual r,
no additional velocity fields need to be formed. However, there is a loss in accuracy, but we have observed
experimentally that if only one or two SDC corrections are used, it does not reduce the rate of convergence.
To summarize, the main steps for using SDC to solve (7) are
1. Find a first-order provisional solution x˜ using (10).
2. Compute the residual r by approximating the integral in (8) with the Gauss-Lobatto quadrature rule.
3. Use (11) to approximate the error e˜.
4. Define the new provisional solution to be x˜ + e˜.
5. Go to step 2.
3.5. Preconditioning
Equations (10) and (11) are ill-conditioned and require a large number of GMRES iterations [42]. To
reduce the cost of the linear solves, we used a block-diagonal preconditioner in [31] which is formed and
factorized in matrix form at each time step. Using this preconditioner, the number of preconditioned GM-
RES iterations depends only on the magnitude of the inter-vesicle interactions, which in turn is a function
1If enxj converges to 0, then r
n+1
j
= r
n
j
, and by (8), we have solved (7) up to quadrature error.
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of the proximity of the vesicles. For further savings, we freeze and factorize the preconditioner at the first
Gauss-Lobatto point, and this preconditioner is used for all the subsequent Gauss-Lobatto points and SDC
iterates. By freezing the preconditioner, we significantly reduce the number of GMRES iterations, and we
only require one matrix factorization per time step, which is the number of factorizations required when
we precondition our time integrators introduced in [31].
3.6. Complexity Estimates
Here we summarize the cost of the most expensive algorithms required in our formulation.
• Matrix-vector multiplication: For unbounded flows, if M vesicles are each discretized with N points,
the bending and tension calculations require O(MN logN) operations using the FFT, and the single-
layer potential requiresO(MN) operations using the FMM. If the solid wall is discretized with Nwall
points, using the FMM, the matrix-vector multiplication requiresO(MN logN +Nwall) operations.
• Computing the residual: Given a provisional solution x˜, computing the residual r is equivalent to p
matrix-vector multiplications. Therefore, computing the residual requires O(p(MN logN + Nwall))
operations.
• Forming the provisional solution and SDC corrections: Equations (10) and (11) require solving the same
linear system (only the right-hand sides are different), and our preconditioner results in a mesh-
independent number of GMRES iterations. Therefore, if ngmres total iterations are required to find
the provisional solution, then nsdc SDC iterations requires O(ngmresp(nsdc + 1)(MN logN + Nwall))
operations.
• Forming the preconditioner: The preconditioner is computed and stored in matrix form and requires
O(MN2 logN) operations per time step by using Fourier differentiation and the FFT. The precondi-
tioner must be factorized which requires O(MN3) operations. This is computed only once per time
step and is reused at all the additional Gauss-Lobatto quadrature points. In two-dimensions, this
cost is acceptable since the number of unknowns on each vesicle is relatively small. However, in
three-dimensions, this cost is unacceptable and different preconditioners will need to be constructed.
4. Adaptive Time Stepping
During the course of a simulation, vesicles come close to each other and to confining walls. For instance,
as a vesicle passes through a constriction (see Figure 4), it can come very close to the solid wall and small
time steps should be taken. Resolving multiple time scales is an important step towards a robust solver for
vesicle suspensions for two reasons. First, the simulation is sped up since the largest possible time step is
always taken, and second, we eliminate a trial and error procedure for finding a time step size that results
in the desired tolerance.
A common strategy of an adaptive time step method is to control an estimate of the local truncation
error. One estimate is the difference of two numerical solutions x1 and x2. One choice for x1 and x2 is
the numerical solution formed from a single time step of size ∆t and one formed from two time steps of
size ∆t/2 (step-doubling). Another choice is to use solutions formed by two different numerical methods
whose orders differ by one. For vesicle suspensions, we can instead use two invariants to estimate the local
truncation error. We use the errors in area and length, which are invariant by the incompressibility and
inextensibility conditions, to estimate the local truncation error. This estimate does not require forming
multiple numerical solutions.
We now outline how this estimate is used to accept or reject a time step, and how it is used to select a
new time step size. Suppose we have a single vesicle2 at time t with area A(t), length L(t), and the desired
tolerance for the global error is ǫ at the time horizon T = 1. We compute the solution at time t+∆t using a
2If there are multiple vesicles, we choose the minimum requested time step size over all of the vesicles.
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kth-order time stepping scheme which results in a new areaA(t+∆t) and length L(t+∆t). First, we check
if the solution at time t+∆t satisfies
|A(t+∆t)−A(t)| ≤ A(t)∆tǫ, and |L(t+∆t)− L(t)| ≤ L(t)∆tǫ. (12)
If condition (12) is not satisfied, we reject this solution and we compute a new solution using a smaller time
step size. If condition (12) is satisfied, we accept this solution and we increase the time step size so that we
are taking the largest possible ∆t such that (12) is satisfied for future time steps. As an alternative to fixing
ǫ for the entire simulation, we experiment with increasing it as the simulation progresses in Section 5.4. The
strategy is to increase ǫ at each time step to account for the fact that the actual error committed will be less
than the predicted error. In this manner, the global error is much closer to the tolerance.
Regardless of the acceptance or rejection of the solution at time t + ∆t, a new time step size must be
chosen. We first require estimates of the asymptotic constants of proportionality for the errors in area and
length
CA =
|A(t+∆t)−A(t)|
A(t)∆tk+1
, and CL =
|L(t+∆t)− L(t)|
L(t)∆tk+1
.
We only consider the error in the area since the same argument can be applied to the error in length. The
optimal time step size∆topt satisfies
|A(t+∆topt)−A(t)| = A(t)∆toptǫ, (13)
and we also have the estimate
|A(t+∆topt)−A(t)| = CAA(t)∆tk+1opt . (14)
Equating (13) and (14),∆topt satisifies
CA∆t
k+1
opt = ∆toptǫ.
Finally, using our estimate for CA, we have
|A(t+∆t)− A(t)|
A(t)∆tk+1
∆tk+1opt = ∆toptǫ,
which implies that our next time step size should be
∆topt =
(
A(t)ǫ∆t
|A(t+∆t)−A(t)|
)1/k
∆t.
A similar optimal time step size is computed based on the length and the smaller of these two time steps is
selected for the next time step.
We place restrictions on the new time step size to increase the probability of the next time step being
accepted. Since our error estimates are local and asymptotic, it is dangerous to change the time step size too
rapidly. Therefore, we restrict the new time step size scaling to the interval [βdown, βup], where βdown < 1
and βup > 1. Next, we multiply the new time step size by a safety factor α
1/k < 1 to increase the likelihood
of the next time step size being accepted. Finally, we never increase the time step size if the previous time
step size is rejected [16]. In summary, if the previous time step is accepted, the new time step size is
∆tnew = α
1/kmin(βup∆t,max(∆topt, βdown∆t)),
and if the previous time step is rejected, the new time step size is
∆tnew = α
1/kmin(∆t,max(∆topt, βdown∆t)).
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The scaling factor α1/k is chosen so that
max
( |A(t+∆t)−A(t)|
A(t)
,
|L(t+∆t)− L(t)|
L(t)
)
≈ α∆tǫ,
regardless of the order k. That is, with this scaling of α, the method tries to commit the same amount of
error per time step, independent of the time stepping order.
The parametersα, βup, and βdown affect the overall efficiency of the method. For instance, ifα is too large,
then ∆tnew may be too large and the time steps will be rejected too often. However, if it is too small, the
bounds in (12) will not be tight which will increase the total number of time steps. We have experimented
with different values and have had success with α =
√
0.9, βup = 1.5 and βdown = 0.6. These values are
used for all the numerical examples. We point out that when a small tolerance ǫ is chosen, the estimate (14)
will be much more accurate, and βup and βdown will not play a role since only small changes to the time
step size will be made. However, when larger tolerances are requested, (14) is less accurate, and without
βup and βdown, unreasonable time step sizes may be chosen.
5. Results
We discuss the behaviour of SDC and adaptive time stepping for confined and unconfined flows. We are
interested in problemswhose dynamics exhibit multiple time scales, and problemswith long time horizons.
For such problems, it is beneficial that an adaptive time stepping takes the largest possible time steps and
does not require a trial and error procedure to achieve a desired tolerance. The main parameters are:
• N : The number of points per vesicle;
• Nwall: The number of points per solid wall;
• m: The number of time steps used in the non-adaptive scheme;
• T : The time horizon;
• nsdc: The number of SDC corrections;
• p: The number of Gauss-Lobatto quadrature points;
• βup, βdown, α: Safety factors for adaptive time stepping as described in Section 4.
The simulations are performed inMatlab on a six-core 2.67GHz Intel Xeon processor with 24GB of memory.
When appropriate, we also report the number of fast multiple method (FMM) calls which is the most ex-
pensive part of the simulations. We use four numerical examples of increasing complexity which we now
summarize.
• Relaxation (Tables 2–4): We consider stiffness due to self-interactions by simulating a single vesicle in
a Stokes fluid with no background velocity. Motivated by Theorem 2.1, we would like each additional
SDC iteration to result in an additional order of accuracy.
• Extensional (Tables 5–9 and Figures 2–3): We consider stiffness due to vesicle-vesicle interactions by
simulating two vesicles approaching each other in an extensional flow. We check the convergence of
different time integrators and compare constant time step sizes and adaptive time step sizes.
• Stenosis (Tables 10–14 and Figures 4–6): We consider stiffness due to vesicle-wall interactions by
simulating a single vesicle in a confined tube with a parabolic-profile flow at the intake and outtake.
The vesicle passes through a narrow region where a smaller time step should be taken.
• Couette (Tables 15–17 and Figures 7–9): We consider eight vesicles in a Couette apparatus with a
long time horizon. The solid walls are aligned so that there is a narrow region that the vesicles pass
through. This examples involves all the stiff terms in our model.
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Other details include:
• When using adaptive time stepping, no trial and error procedure to find a time step size that achieves
the desired error is required. This is especially beneficial for simulations that require large amounts
of CPU time due to long time horizons or concentrated suspensions.
• The area and length of the vesicles should be unchanged by the incompressibility and inextensibility
constraints. Therefore, we use the error in area, eA, and the error in length, eL, to measure the error of
the simulation, and to estimate the local truncation error required for adaptive time stepping.
• For the simulations we present, the interactions between the vesicles and solid walls are the most
expensive part of the calculation. Therefore, for all examples except the first (it has no vesicle-vesicle
or vesicle-boundary interactions), we report the total number of FMM calls (# fmm).
• For more concentrated suspensions, forming and factorizing the block-diagonal preconditioner is the
most expensive part of the caculation. However, it is computed only once per time step in order to gu-
rantee that the preconditioner is formed exactly once per time step for all the time integrators. When
SDC is used, the preconditioner formed at the first Gauss-Lobatto point is used for all subsequent
Gauss-Lobatto points and SDC corrections.
• For problems that use nsdc = 0 or BDF, we do not use Gauss-Lobatto substeps. However, when
nsdc > 0, there are m(p − 1) time steps since the solution is required at the quadrature points to
estimate r.
• We take larger values ofN than required in order to fully resolve the geometry, differential operators,
and the layer potentials. This way, the temporal error, which is the main focus of this work, dominates
the spatial error.
• All the linear systems are solved with GMRES without restarts (no GMRES solve requires more than
50 iterations) and with a tolerance of 1E−10. We have experimented with tighter tolerances, but this
has little or no effect on the reported errors and only increases the number of GMRES iterations. The
reason that the errors do not decrease is that the condition number of the linear system, which for the
report problems is on the order of 1E5, restricts the minimum achievable residual.
• For the adaptive time stepping results, the time step size is never upscaled by more than βup = 1.5,
downscaled by more than βdown = 0.6, and the safety scaling factor is α =
√
0.9. In addition, the time
step size is never increased immediately after a rejected time step as is recommended in [16].
5.1. Relaxation
We consider a single vesicle, initialized as a three-to-one ellipse, in a Stokes fluid with no background
velocity. We discretize the vesicle with N = 96 points and the time horizon is T = 2 which is large enough
that the vesicle comes within 10% of its steady state solution. We use p = 5 Gauss-Lobatto quadrature
points so that the quadrature’s order of accuracy (seven in this case) is a few orders larger than the order of
the time integrator (up to five). For this example, there are no calls to the FMM because the self-interactions
are evaluated directly. We report the errors and CPU timings in Tables 2–4. We observe that:
• Each SDC iteration significantly improves the accuracy of the solution. However, we are unable to
achieve third- and higher-order results. We expect that these convergence rates will be achieved for
smaller values of ∆t, but, at these required values for ∆t, other sources of error, such as the GMRES
tolerance or machine precision, will dominate. This behaviour is observed by Minion in [26].
• Comparing the left entires of Tables 2 and 3, we see that the CPU time increases by more than four-
fold. This is a result of SDC having to form the solution at the intermediate Gauss-Lobatto points.
• Comparing the two second-order solvers (BDF and nsdc = 1), we can not conclusively pick the faster
method. However, simulations using SDC corrections are compatible with adaptive time stepping
while with BDF, they are not.
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nsdc = 0 BDF
m eA eL CPU eA eL CPU
125 3.44E−6 3.40E−5 1.0 6.13E−8 1.56E−6 1.1
250 1.74E−6 1.74E−5 2.1 1.40E−8 3.57E−7 2.1
500 8.76E−7 8.83E−6 4.2 3.10E−9 7.84E−8 4.2
1000 4.40E−7 4.44E−6 8.4 2.41E−10 1.75E−8 8.3
Table 2: The errors in area and length and the CPU time for a single vesicle in a relaxation flow with a constant time step
size using nsdc = 0 (left) and BDF (right). The CPU times for Tables 2–4 are relative to the cheapest simulation (m = 125 and
nsdc = 0) which took approximately 38 seconds. Both methods converge with their expected rate of convergence.
nsdc = 1 nsdc = 2
m eA eL CPU eA eL CPU
125 2.75E−8 1.30E−8 4.6 3.99E−10 5.29E−11 7.2
250 7.28E−9 2.58E−9 9.0 1.98E−11 6.54E−12 16
500 1.88E−9 4.45E−10 17 1.04E−11 6.37E−13 29
1000 4.78E−10 6.88E−11 35 5.37E−12 4.77E−14 57
Table 3: The errors in area and length and the CPU time for a single vesicle in a relaxation flow with a constant time step
size using nsdc = 1 (left) and nsdc = 2 (right). We achieve second-order convergence with one SDC correction, but third-order
convergence is only observed for the error in length with two SDC corrections. However, the error in area has plateaued which
indicates that the GMRES tolerance has limited the error in area.
nsdc = 3 nsdc = 4
m eA eL CPU eA eL CPU
125 9.77E−11 3.94E−13 10 1.10E−10 1.07E−14 13
250 2.03E−11 3.13E−14 20 2.74E−11 3.11E−15 26
500 4.30E−12 2.22E−15 41 6.60E−12 1.11E−16 49
1000 7.11E−13 1.33E−16 80 1.33E−12 1.44E−15 101
Table 4: The errors in area and length and the CPU time for a single vesicle in a relaxation flow with a constant time step size
using nsdc = 3 (left) and nsdc = 4 (right). The error in length achieves fourth-order convergence with three SDC corrections,
but again, the error in area has plateaued. The error in area continues to plateau with four SDC corrections, and the error in length
has reached machine precision.
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5.2. Extensional
We consider two vesicles placed symmetrically around the origin with the background velocity v∞ =
(−x, y) (Figure 2). We discretize both vesicles with N = 96 points and the time horizon is T = 24 which is
long enough that the distance between the vesicles at the time horizon is 0.4
√
∆s, where∆s is the arclength
spacing. We use p = 4 Gauss-Lobatto quadrature points so that r has fifth-order accuracy which is at least
two orders more accurate than all the reported time integrators. We report results using zero, one, and two
SDC corrections, and BDF in Tables 5 and 6. Again, for some of the results, the expected convergence rates
are not observed. Other groups (see, for example, [26, 44]) have observed that for stiff systems, very small
time steps must be taken before the asymptotic convergence rates are achieved. As before, we expect that
other sources of error will dominate once the temporal asymptotic regime is achieved.
t = 0 t = 1 t = 5 t = 12 t = 24
Figure 2: Two vesicles discretized with N = 96 points. The vesicles are initially placed symmetrically around the origin and the
background velocity is v∞ = (−x, y).
As the vesicles approach one another, their shape is nearly static and their velocities decrease. Therefore,
we test our adaptive time stepping strategy using zero, one, and two SDC corrections. We expect that larger
time steps can be taken as the vesicles come closer together. The errors in area and length, the number of
accepted and rejected time steps, the number of FMM calls, and the CPU times are reported in Table 7
(nsdc = 0), Table 8 (nsdc = 1), and Table 9 (nsdc = 2). The adaptive time stepping strategy does a good job of
attaining the desired tolerance while not having too many rejected time steps. In Figure 3, we plot the time
step size, the location of the rejected time steps, and the errors in area and length for a constant time step
size and for an adaptive time step size. While the constant time step size commits a negligible amount of
error shortly after the initial condition, too much error is accumulated at the beginning of the simulation.
This indicates that a smaller time step should be taken near the start of the simulation, and then it can be
increased later in the simulation. The left plot of Figure 3 exactly demonstrates this behaviour.
Comparing Tables 5–9, we observe the following behaviors:
• Unsurprisingly, the errors resulting from the first-order time integrator are much larger than those
resulting from higher-order time integrators. These larger errors have a very adverse effect when
using adaptive time stepping since very small time steps must be taken to maintain the requested
local truncation error.
• As we saw in the relaxation example, the two second-order methods (BDF and nsdc = 1) achieve
similar errors with respect to CPU time. Again, only the integrator nsdc = 1 is compatible with
adaptive time stepping, so we no longer report results using BDF.
• Considering adaptive time steps, to achieve a four digits of accuracy, our second-order adaptive time
integrator is 11 times faster than our first-order adaptive time integrator. Furthermore, if seven digits
of accuracy is requested, our third-order adaptive time integrator is 23% faster.
• In general, when smaller tolerances are requested, additional SDC iterations, rather than smaller time
step sizes, should be used to increase the accuracy. For instance, to achieve seven digits of accuracy,
using two rather than one SDC correction results in a 25% savings in CPU time. This behaviour was
also observed by Minion [26] for the Van der Pol equation: “higher-order methods are again more
efficient when higher precision is required.”
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nsdc = 0 BDF
m eA eL # fmm CPU eA eL # fmm CPU
300 2.46E−4 1.27E−3 3.99E3 1.0 5.76E−5 5.67E−4 3.88E3 0.9
600 1.24E−4 6.64E−4 7.53E3 1.8 1.55E−5 2.00E−4 7.34E3 1.8
1200 6.24E−5 3.46E−4 1.44E4 3.6 4.12E−6 6.54E−5 1.40E4 3.6
2400 3.15E−5 1.79E−4 2.75E4 6.8 1.06E−6 1.92E−5 2.71E4 6.7
Table 5: The errors in area and length and the CPU time for two vesicles in an extensional flow with a constant time step size
using nsdc = 0 (left) and BDF (right). The CPU times for Tables 5–9 are relative to the cheapest simulation (m = 300 and
nsdc = 0) which took approximately 613 seconds. We achieve the desired first-order results, but second-order results are not yet
achieved. With additional time steps, second-order convergence is achieved (see Table 7 in [31]).
nsdc = 1 nsdc = 2
m eA eL # fmm CPU eA eL # fmm CPU
300 1.37E−6 3.08E−6 2.38E4 4.6 7.39E−7 7.16E−8 3.61E4 7.1
600 1.03E−6 1.32E−6 4.59E4 8.9 1.56E−7 8.78E−9 6.95E4 14
1200 4.51E−7 5.24E−7 8.91E4 18 3.26E−8 2.23E−9 1.35E5 26
2400 1.60E−7 1.76E−7 1.75E5 34 8.39E−9 7.25E−10 2.65E5 52
4800 4.95E−8 4.92E−8 3.46E5 67 2.90E−9 1.94E−10 5.28E5 104
Table 6: The errors in area and length and the CPU time for two vesicles in an extensional flow with a constant time step
size using nsdc = 1 (left) and nsdc = 2 (right). While each SDC correction reduces the error, the desired asymptotic rates of
convergence are not achieved. As the ratios of successive errors are approaching the expected values, we expect that we have not
taken enough time steps to observe the asymptotic rate of convergence. Also, we observe that one SDC correction and BDF have
comparable errors with respect to computational work.
Tolerance eA eL Accepts Rejects # fmm CPU
1E−2 2.10E−4 1.34E−3 76 28 1.16E3 0.3
1E−3 3.55E−5 2.22E−4 510 30 4.69E3 1.4
1E−4 6.73E−6 4.11E−5 4803 34 3.98E4 12
Table 7: The errors in area and length, the CPU time, and the number of accepted and rejected time steps for two vesicles in an
extensional flow with an adaptive time step size using nsdc = 0. For the larger tolerances, the desired tolerance is achieved in
an acceptable amount of CPU time. However, first-order methods require too small of time steps to achieve four digits of accuracy.
With these smaller tolerances, higher-order methods should be used.
Tolerance eA eL Accepts Rejects # fmm CPU
1E−2 4.24E−3 2.93E−4 26 18 5.12E3 0.9
1E−3 2.90E−4 8.42E−5 28 16 4.32E3 0.8
1E−4 1.01E−6 7.10E−6 45 24 5.90E3 1.1
1E−5 7.08E−6 8.97E−7 97 16 8.14E3 1.5
1E−6 8.79E−7 4.40E−7 289 21 2.13E4 4.1
1E−7 9.18E−8 3.04E−9 891 24 6.07E4 12
Table 8: The errors in area and length, the CPU time, and the number of accepted and rejected time steps for two vesicles in
an extensional flow with an adaptive time step size and nsdc = 1. This second-order method is able to achieve much smaller
tolerances than nsdc = 0. However, when seven digits of accuracy is requested, the number of required time steps becomes
unacceptable. In this case, a third-order method should be used.
Tolerance eA eL Accepts Rejects # fmm CPU
1E−5 3.07E−6 1.53E−6 59 23 1.06E4 2.0
1E−6 6.48E−7 1.11E−7 143 33 2.06E4 4.0
1E−7 8.90E−8 1.68E−9 430 22 4.75E4 9.2
Table 9: The errors in area and length, the CPU time, and the number of accepted and rejected time steps for two vesicles in an
extensional flow with an adaptive time step size usingnsdc = 2. We see that if smaller tolerances are desired, it is advantageous
to use additional SDC corrections to allow for larger time steps.
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Figure 3: Results for the extensional flow using nsdc = 1. Left: The time step size using 2400 constant time step sizes
(dashed) and an adaptive time step size (solid). The open circles indicate the 24 times when the time step size is rejected. As
expected, the time step size increases as the vesicles come closer to a steady state. Right: The errors in area and length using
constant (dashed) and adaptive (solid) time steps, and the desired error (black) of the adaptive time step. When using adaptive
time stepping, the error in area nearly achieves the desired error indicating that we are almost selecting the optimal time step size.
However, when using a constant time step size, a large amount of error is committed at the start of the simulation, and then very
little error is committed for the duration of the simulation. The result is a nearly three-fold increase in the CPU time. The CPU
time is further reduced by using adaptive time stepping with nsdc = 2.
5.3. Stenosis
We consider a single vesicle discretized with N = 128 points in a constricted tube discretized with
Nwall = 256 points (Figure 4). At this resolution, our FMM implementation of the double-layer potential is
slower than a direct evaluation. Therefore, the FMM is only used for the single-layer potentials. The time
horizon is T = 15 which is sufficiently long that the vesicle passes through the constriction. We again use
p = 4 Gauss-Lobatto quadrature points. We check the rates of convergence for a varying number of SDC
corrections in Tables 10 and 11. We see that first- and second-order convergence is achieved in Table 10.
While the error continues to decrease with each SDC iteration, as before, additional orders of convergence
are not achieved for the presented values of ∆t.
t = 5 t = 6 t = 7
t = 8 t = 9 t = 10
t = 11 t = 12 t = 13
Figure 4: A single vesicle discretized with N = 128 points passing through a constricted tube discretized with Nwall = 256
points. The boundary condition at the intake and outtake has a parabolic-profile and on the rest of the solid wall is zero.
In Figure 5, we plot the errors in area and length using nsdc = 1 and a constant time step size. Unsur-
prisingly, the errors increase when the vesicle passes through the constriction. In this interval, a smaller
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time step should be taken. In Tables 12–14, we report results for adaptive time stepping with different tol-
erances and different numbers of SDC corrections. In Figure 6, we plot the errors in area and length using
nsdc = 1 with and without adaptive time stepping. We also plot the time step size and the location of the
rejected time steps. As expected, a much smaller time step size is taken as the vesicle passes through the
constriction.
We observe similar behavior as we observed for the extensional example. In particular,
• To achieve three digits of accuracywith nsdc = 0, a fixed time step requires more than 6,000 time steps,
and with adaptive time steps, over 30,000 time steps are required. This sharp increase is due to a very
a small time step that must be taken to keep the local truncation error below the required threshold
as the vesicle passes through the constriction (for this example, 65% of the time steps are smaller than
10−4). Using the second-order integrator nsdc = 1with adaptive time stepping, only 172× 3 adaptive
time steps are required3 are required to achieve 3 digits of accuracy. The resulting speedup is a factor
of greater than 22.
• Comparing the two adaptive time stepping integrators nsdc = 1 and nsdc = 2, six digits of accuracy
can be computed with 16% less CPU time by using nsdc = 2. Again, this indicates that if smaller
tolerances are desired, additional SDC corrections should be used to increase the accuracy of each
time step.
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Figure 5: The errors in area and length for a single vesicle in a constricted tube (stenosis) with a constant time step size using
nsdc = 1 (right side of Table 10). Notice that the error increases sharply as the vesicle passes through the constriction for all the
time step sizes. This indicates that a smaller time step size should be taken as the vesicle passes through the constriction.
5.4. Couette
We consider eight vesicles discretized with N = 192 points in a couette apparatus where each wall is
discretized with Nwall = 512 points (Figure 7). At this resolution, our FMM implementation of the double-
layer potential is faster than a direct evaluation. Therefore, we use the FMM to evaluate all the single- and
double-layer potentials. We use p = 4 Gauss-Lobatto quadrature points and take the long time horizon
T = 50. At the time horizon, the inner boundary has made five complete rotations with a constant velocity,
and the outer boundary is stationary. The inner and outer boundaries are aligned so that there is a narrow
region that the vesicles must pass through. As a vesicle passes through this region, a smaller time step
should be taken. We check the convergence rates with a constant time step size using zero and one SDC
correction in Tables 15 and 16. For both time integrators, the expected first- and second-order convergence
rates are achieved.
In Figure 8, we plot the errors in area and length using nsdc = 1 with a constant time step size. If 500
time steps are taken, the error in length has a sharp jump caused by the blue vesicle in Figure 7. By reducing
the time step size, the errors decrease at the expected rate, but there is still a jump in the errors near t = 2.
In Table 17, we report results for nsdc = 1 with adaptive time step sizes and two different tolerances. In
3Recall that p − 1 = 3 additional time steps are required because of the intermediate Gauss-Lobatto quadrature points.
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nsdc = 0 nsdc = 1
m eA eL # fmm CPU eA eL # fmm CPU
750 1.16E−2 4.24E−2 1.90E4 1.0 6.05E−5 2.57E−5 1.26E5 6.9
1500 5.96E−3 2.12E−2 3.79E4 2.2 1.50E−5 4.48E−6 2.50E5 13
3000 3.03E−3 1.06E−2 7.55E4 4.2 3.73E−6 7.00E−7 4.96E5 26
6000 1.53E−3 5.28E−3 1.51E5 8.7 9.30E−7 1.03E−7 9.83E5 53
Table 10: The errors in area and length and the CPU time for a single vesicle in a constricted tube (stenosis) with a constant
time step size usingnsdc = 0 (left) and nsdc = 1 (right). The CPU times for Tables 10–14 are relative to the cheapest simulation
(m = 750 and nsdc = 0) which took approximately 2.30E3 seconds. We achieve the expected first- and second-order convergence
rates.
nsdc = 2 nsdc = 3
m eA eL # fmm CPU eA eL # fmm CPU
750 2.74E−5 1.08E−6 1.94E5 11 3.51E−7 4.38E−8 2.62E5 13
1500 7.16E−6 7.36E−8 3.84E5 21 5.97E−8 1.30E−9 5.19E5 27
3000 1.83E−6 5.31E−9 7.60E5 39 9.30E−9 4.60E−11 1.03E6 56
6000 4.63E−7 4.53E−10 1.51E6 81 1.35E−9 2.02E−12 2.03E6 108
Table 11: The errors in area and length and the CPU time for a single vesicle in a constricted tube (stenosis) with a constant
time step size using nsdc = 2 (left) and nsdc = 3 (right). We do not obtain the expected convergence rates, but we do see that
each SDC correction does result in an increase in the accuracy. We could attempt to reach the asymptotic convergence rates, but
this most likely would require temporal resolutions where other sources of error will dominate.
Tolerance eA eL Accepts Rejects # fmm CPU
1E−2 2.57E−3 7.87E−3 3397 21 1.08E5 5.7
1E−3 2.95E−4 9.44E−4 33554 12 1.06E6 59
Table 12: The errors in area and length, the CPU time, and the number of accepted and rejected time steps for a single vesicle in
a constricted tube (stenosis) with an adaptive time step size using nsdc = 0. Since the time integrator is first-order, small time
steps have to be taken. The result is that the CPU time is too large at the reported tolerances.
Tolerance eA eL Accepts Rejects # fmm CPU
1E−2 2.60E−3 8.03E−4 68 30 2.06E4 1.2
1E−3 5.55E−4 1.11E−4 172 68 4.80E4 2.6
1E−4 6.82E−5 1.18E−5 503 63 1.11E5 5.9
1E−5 7.20E−6 9.08E−7 1559 54 3.15E5 17
1E−6 7.35E−7 5.60E−8 4904 40 9.61E5 51
Table 13: The errors in area and length, the CPU time, and the number of accepted and rejected time steps for a single vesicle
in a constricted tube (stenosis) with an adaptive time step size using nsdc = 1. This second-order method is able to take much
larger time steps than the first-order method.
Tolerance eA eL Accepts Rejects # fmm CPU
1E−5 7.19E−6 4.63E−8 828 136 2.96E5 16
1E−6 7.54E−7 2.49E−9 2558 105 8.21E5 43
Table 14: The errors in area and length, the CPU time, and the number of accepted and rejected time steps for a single vesicle in a
constricted tube (stenosis) with an adaptive time step size usingnsdc = 2. We see that if small tolerances are desired, additional
SDC iterations should be used to achieve a higher-order time integrator.
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Figure 6: Results for the stenosis flow using nsdc = 1. Left: The time step size using 6000 constant time step sizes (dashed)
and an adaptive time step size (solid). The open circles indicate the 40 times when the time step size is rejected. Notice that the
time step size decreases as the vesicle passes through the constriction. Right: The errors in area and length using constant (dashed)
and adaptive (solid) time steps, and the desired error (black) of the adaptive time step. When using adaptive time stepping, the
error in area nearly achieves the desired error everywhere except when the vesicle passes through the constriction, where the error
in area actually drops. However, when using a constant time step size, very little error is committed at the start of the simulation,
and then the majority of the error is committed as the vesicle passes through the constriction. Even though the CPU savings are
negligible (it is about 4%), the adaptive time stepping method did not require any trial and error to find an appropriate time step
size. The user simply specifies that they desire six digits accuracy and it is achieved. In addition, by using an additional SDC
correction, the CPU savings is increased to 19%.
t = 0 t = 2 t = 8 t = 10 t = 15 t = 20
t = 25 t = 30 t = 35 t = 40 t = 45 t = 50
Figure 7: Eight vesicles discretized with N = 192 points in a couette apparatus whose solid walls are each discretized with
Nwall = 512 points. The outer boundary is stationary and the inner boundary has constant angular velocity and has completed
five full rotations at T = 50. A single vesicle is colored in blue to help with visualization. The interactions between the vesicles
and the solid walls complicate and simplify throughout the simulation and the simulation benefits from adaptive time stepping.
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Figure 9, we plot the errors in area and length with and without adaptive time stepping. We also plot the
time step size and the locations of rejected time steps. We see that a small time step is taken initially as the
vesicles smooth, and then much larger time steps can be taken once the vesicles are smooth and separated
from one another and the solid walls.
While the desired error is achieved, the final error is much smaller than the tolerance when compared
to the extensional and stenosis examples. This is a result of having more vesicles since the local truncation
error is estimated with the maximum change in error, where the maximum is taken over all the vesicles.
In contrast to the previous two examples, different vesicles commit the largest error at different times. The
result is that the global error of our adaptive time stepping method is much less than the desired tolerance.
A possible solution to this problem is to adjust the allowable truncation error at each time step. In particular,
if we again assume that the time horizon is T = 1 and the desired tolerance is ǫ, then condition (12) is
replaced with
|A(t+∆t)−A(t)| ≤ A(t) ∆t
1 − t
(
ǫ− |A(t)−A(0)|
A(0)
)
,
and a similar condition for the length. Using this new strategy with the time integrator from Table 17, with
a tolerance of 1E−1, the final error is 5.14E−2, the number of accepted time steps is reduced to 222, but
84 time steps are rejected. Using a tolerance of 1E−2, the final error is 9.62E−3 with 583 accepted time
steps, and the number of rejected time steps is only slightly increased to 74. While this strategy does offer a
speedup, we expect that multiscale time integrators, where each vesicle’s time step size can differ from the
others’, will overall result in a more robust solver.
We have also run the same simulation with a coarser discretization. We leave all the parameters un-
changed with the exception of N = 92 points per vesicle and Nwall = 192 points per solid wall. Using
adaptive time stepping with one SDC correction, a tolerance of 1E−1 and 5E−2 are attainable. However,
with a tolerance of 1E−2, the error condition (12) can not be satisfied at the initial condition for all ∆t.
Therefore, the spatial error is too large for condition (12) to be satisfied. We also ran this resolution at a later
time when the vesicle shapes are smoothed. There, the desired local truncation error is attainable and the
simulation can successfully complete. This indicates that spatial adaptivity is required, and this is a current
extension we are developing.
Our conclusions from this example are:
• Considering the time integrator nsdc = 1, to achieve one digit of accuracy, adaptive time stepping
is at least 33% faster. However, to achieve two digits accuracy, with our current limitations (fixed
spatial resolution, and each vesicle having the same time step size), adaptive time stepping does not
conclusively offer a speedup. However, unlike the simulations with fixed time step size, no trial and
error procedure to choose a time step size that results in the desired global error is required.
• With multiple vesicles, it is harder to achieve the desired global error. By adjusting the allowable local
truncation error throughout the simulation, the final error is much closer to the tolerance. However,
each vesicle must still have the same time step size. We plan to develop integrators that use different
time step sizes for each vesicle.
• Without spatial adaptivity, excessively large resolutions are required for the entirety of the simulation.
6. Conclusions
We have developed and tested adaptive time stepping methods for an integro-differential equation
used to simulate vesicle suspensions. To select the time step size, we followed the standard strategy of
estimating the local truncation error, and then adjusting the time step size so that the same amount of error
is committed per time step. This strategy does not require users to use a trial and error procedure to find a
time step size that achieves the desirable error. Because of the cost of forming multiple numerical solutions,
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nsdc = 0
m eA eL # fmm CPU
2000 1.24E−1 3.50E−1 2.73E5 1.0
4000 2.04E−2 1.21E−1 5.28E5 2.1
8000 5.99E−3 5.79E−2 1.05E6 3.8
Table 15: The errors in area and length and the CPU time for eight vesicles in a couette apparatus with a constant time step
size using nsdc = 0. The CPU for Tables 15–17 are relative to the cheapest simulation (m = 2000 and nsdc = 0) which took
approximately 1.44E5 seconds. We achieve the expected first-order convergence.
nsdc = 1
m eA eL # fmm CPU
500 7.14E−3 5.39E−2 4.27E5 1.5
1000 2.79E−3 4.68E−5 8.28E5 2.9
2000 7.04E−4 9.34E−6 1.69E6 6.0
Table 16: The errors in area and length and the CPU time for eight vesicles in a couette apparatus with a constant time step
size using nsdc = 1. At the reported resolutions, we are just beginning to achieve second-order convergence.
Tolerance eA eL Accepts Rejects # fmm CPU
1E−1 2.65E−2 2.07E−2 256 68 2.90E5 1.0
1E−2 4.21E−3 3.86E−4 780 65 6.97E5 2.5
Table 17: The errors in area and length, the CPU time, and the number of accepted and rejected time steps for eight vesicles in a
couette apparatus with an adaptive time step size using nsdc = 1.
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Figure 8: The errors in area and length for eight vesicles in a couette apparatus with a constant time step size using nsdc = 1.
For all the time step sizes, there is a sharp increase in the errors around t = 2 which is committed by the vesicle colored in blue
in Figure 7. Adaptive time stepping automatically resolves these sharp jumps and avoids the need to use trial and error to find an
appropriate time step size.
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Figure 9: Results for the couette apparatus using nsdc = 1. Left: The time step size using a constant time step (dashed) and
an adaptive time step size (solid). The open circles indicate the 65 times when the time step size is rejected. We see that the time
step size is smallest when the error is large (near t = 2) and is largest when the vesicles and walls are well-separated (near t = 15
and t = 30). Right: The errors in area and length using constant (dashed) and adaptive (solid) time steps, and the desired error
(black) of the adaptive time step. Since each vesicle must use the same time step size, the actual error does not closely follow the
desired error.
we introduced a technique where the error in area and length of the vesicles, which are fixed by the physics,
are used to estimate the local truncation error. This method proved reliable, but it can only be applied to
problems with measurable invariants.
In order to allow for larger time steps and longer time horizons, we introduced new high-order time
integrators based on spectral deferred corrections (SDC). An advantage of these integrators is that they
only require the solution from the previous time step making them compatible with adaptive time step
sizes. To the best of our knowledge, this work is the first to apply IMEX methods coupled with SDC to a
two-dimensional integro-differential equation. Therefore, we currently do not have any asymptotic results
and our convergence results are entirely based on numerical results.
These contributions are a major step towards the development of a robust solver for vesicle suspensions,
but several other features need to be introduced.
• Theoretical results, in particular the convergence rates of SDC, need to be developed. This will allow
us to take the largest possible time step size given the user specified tolerance.
• Our SDC formulation does not support viscosity contrast. The challenge is that vesicle suspensions
with viscosity contrast are governed by x˙ = F (x, x˙) which makes formulating a Picard integral diffi-
cult.
• Many suspensions would benefit from spatial adaptivity. This was demonstrated in the couette ex-
ample where we saw that our adaptive time stepping method requires a sufficiently resolved spatial
discretization, but this discretization was not required for the entirety of the simulation.
• All of our results are two-dimensional. However, none of the methods that we have introduced in
this paper are restricted to two dimensions. Performing three-dimensional simulations only requires
a careful implementation of the methods and the development of suitable preconditioners.
A. Complete SDC Formulation
Here we write our SDC formulation for the unbounded vesicle formulation that includes the tension
σj . We also do not use the notation v(xj ;xk) to help clarrify the discretization of the prediction and SDC
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correction steps. Let x˜ and σ˜ be a provisional solution of
xj(t) = x0 +
∫ t
0
(
v∞(xj) +
M∑
k=1
S(xj ,xk)(−B(xk)(xk) + T (xk)(σk))
)
dτ, (15)
and then compute the residual
rj(t; x˜, σ˜) = x0 − x˜j +
∫ t
0
(
v∞(x˜j) +
M∑
k=1
S(x˜j , x˜k)(−B(x˜k)(x˜k) + T (x˜k)(σ˜k))
)
dτ.
The error in the position is exj = xj − x˜j , and the error in tension is eσj = σj − σ˜j . Substituting the errors
into (15),
exj (t) = rj(t; x˜, σ˜) +
∫ t
0
(v∞(x˜j + exj)− v∞(x˜j))dτ
−
∫ t
0
M∑
k=1
(S(x˜j + exj , x˜k + exk)B(x˜k + exk)− S(x˜j , x˜k)B(x˜k)) (x˜k)dτ
+
∫ t
0
M∑
k=1
(S(x˜j + exj , x˜k + exk)T (x˜k + exk)− S(x˜j , x˜k)T (x˜k)) (σ˜k)dτ
+
∫ t
0
M∑
k=1
S(x˜j + exj , x˜k + exk)(−B(x˜k + exk)(exk) + T (x˜k + exk)(eσk ))dτ.
(16)
For confined flows, v∞ depends on yet another variable, a density function defined on the solid walls Γ,
which we denote by η. The dependence is through a double-layer potential D(x˜j ,Γ). In this case, the term
involving v∞ in (16) becomes∫ t
0
(D(x˜j + exj ,Γ)−D(x˜j ,Γ))(η)dτ,
and the final term in (16) includes the term D(x˜j + exj ,Γ)(eηk).
The inextensibility constraint (5) is
0 = Div(xj)
(
v∞(xj) +
M∑
k=1
S(xj ,xk)(−B(xk)(xk) + T (xk)(σk))
)
=
dxj
ds
· d
ds
(
v∞(xj) +
M∑
k=1
S(xj ,xk)(−B(xk)(xk) + T (xk)(σk))
)
,
(17)
and the errors satisfy
0 =Div(x˜j + exj )
(
v∞(xj)
+
M∑
k=1
S(x˜j + exj , x˜k + exk) (−B(x˜k + exk)(x˜k + exk) + T (x˜k + exk)(σ˜k + eσk))
)
. (18)
A.1. Discretization
The provisional solution is found by discretizing (15) and (17) as
xn+1j = x
n
j +∆tn
(
v∞(x
n
j ) +
M∑
k=1
S(xnj ,xnk )(−B(xnk )(xn+1k ) + T (xnk )(σn+1k ))
)
,
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and
Div(xnj )
(
M∑
k=1
S(xnj ,xnk )(−B(xnk )(xn+1k ) + T (xnk )(σn+1k ))
)
= 0.
The SDC updates (16) and (18) are discretized as
en+1xj = e
n
xj
+ rn+1j − rnj +∆tn
(
M∑
k=1
S(x˜n+1j , x˜n+1k )
(−B(x˜n+1k )(en+1xk ) + T (x˜n+1k )(δn+1σk ))
)
,
and
Div(x˜n+1j )
(
M∑
k=1
S(x˜n+1j , x˜n+1k )
(−B(x˜n+1k )(en+1xk ) + T (x˜n+1k )(δn+1σk ))
)
= −Div(x˜n+1j )
(
v∞(x˜
n+1
j ) +
M∑
k=1
S(x˜n+1j , x˜n+1k )
(−B(x˜n+1k )(x˜n+1k ) + T (x˜n+1k )(σ˜n+1k ))
)
.
With this discretization of (18), we see that if enxk = 0 and δ
n
σk
= 0, then
Div(x˜n+1j )
(
v∞(x˜
n+1
j ) +
M∑
k=1
S(x˜n+1j , x˜n+1k )
(−B(x˜n+1k )(x˜n+1k ) + T (x˜n+1k )(σ˜n+1k ))
)
= 0,
which means that
Div(x˜nj )
(
M∑
k=1
v(x˜nj ; x˜
n
k )
)
= 0.
In other words, by using the discretization (11), the fixed point of the SDC iteration exactly satisfies the
inextensibility condition.
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