We are presenting a method of linear regression based on GramSchmidt orthogonal projection that does not compute a pseudo-inverse matrix. This is useful when we want to make several regressions with random data vectors for simulation purposes.
The traditional OLS regression solution
We have the data y i = β 0 + β 1 x i + ǫ i , i = 1, 2, . . . , n, ǫ i ∼ iid 0, σ 2 (1) In matrix form we follow [1] and can write
with
and
. .
The traditional Ordinary Least Squares solution is given bŷ
where the Moon-Penrose pseudo-inverse matrix is defined, after [2] and [3] , as
The solutionβ can be written in terms of sums as
We want to avoid the computation of
matrix. For this reason we recall from the geometry of least squares, [4] , that OLS linear regression is merely an orthogonal projection of data vector y in the column space of X. In order to do such a projection we first perform a Gram-Schmidt orthonormalization process. Our first vector is the first column of ones of the matrix X
Our second vector is
. . .
The two vectors v i , i = 1, 2 are orthogonal. We normalize them by dividing with their norm and we have the vectors
Now the orthogonal projection of y in the vector space defined by ξ 1 , ξ 2 iŝ
where u · v denotes the inner product of vectors u, v. We find that
By re-arranging the terms and by concerning the column vectors of X we obtain
or by recalling that
we finally have that the orthogonal projection iŝ
(16) which gives directly the results of Eq. 7 forβ 0 ,β 1 . So the two methods give the same results for the OLS solutionŷ =β 0 +β 1 x. Obviously the above technique can be generalized for every n × k matrix X and gives the projected vectorŷ = Xβ, although it is not easy to compute the components ofβ for the case k > 2. For simulation purposes we only need the projected vectorŷ and not reallyβ, thus the method is useful for those cases.
