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Resumo
Este trabalho trata da aplicação da autocentralidade na resolução do Problema
de Isomorfismo de Grafos. Esta propriedade, retirada da teoria espectral de grafos,
foi utilizada por Philippe Santos em [SANTOS 2010] para a proposta de um algoritmo
espectral para resolução deste problema. Uma adaptação do método das potências
é proposta para o cálculo das autocentralidades produzindo uma versão competi-
tiva do algoritmo espectral proposto em [SANTOS 2010]. Baseado nesta adaptação, é
feito um estudo da eficiência da autocentralidade na resolução do Problema de Iso-
morfismo. Além disso, é proposto um algoritmo de rotulação iterativa, denominado
Algoritmo de Rotulação Iterativa Baseado em Medidas de Centralidades, que pode
ser aplicado a qualquer tipo de grafo, inclusive grafos regulares. Uma bateria de tes-
tes computacionais foi realizada para comparar os dois algoritmos propostos com
alguns bem conhecidos na literatura, como o Nauty.
PALAVRAS CHAVES: Teoria dos grafos, Isomorfismos, Algoritmos, Autovetores.
Abstract
This work treats the application of the eigenvector centrality in solving the Graph
Isomorphism Problem. This property, taken from spectral graph theory, was used
by Philippe Santos in [SANTOS 2010] to propose a spectral algorithm for solving this
problem. An adaptation of the power method is proposed to compute the eigenvec-
tor centrality, producing a competitive version to the spectral algorithm of [SANTOS
2010]. Based on this adaptation, the efficiency of the eigenvector centrality in solving
the problem is studied. In addition, it is proposed an iterative labeling algorithm, cal-
led Centrality Based Iterative Algorithm, which can be applied to any type of graph,
including regular ones. Several tests are performed to compare the two proposed
algorithms with some others well-known algorithms from literature, such as Nauty.
KEYWORDS: Graph theory, Isomorphims, Algorithms, Eigenvectors.
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1 Introdução
O Problema de Isomorfismo de Grafos (PIG) pode ser aplicado a diversos problemas re-
ais, como por exemplo, reconhecimento de padrões [CONTE ET AL. 2004], reconhecimento
de imagens [FAROUK 2011, MARTINS ET AL. 2011], identificação de similaridades em estru-
turas químicas [OLIVEIRA , GREVE 2005, FORTIN 1996] e segurança de informação em redes
sociais [PEDARSANI , GROSSGLAUSER 2011].
Formalmente dois grafosG1 = (V1,E1) eG2 = (V2,E2) demesma ordeme tamanho são iso-
morfos se existe uma bijeção f : V1 7→V2 de formaque as adjacências de suas estruturas sejam
preservadas, ou seja, {u,v} ∈ E1 ⇔
{ f (u), f (v)} ∈ E2, ∀u,v ∈ V1. O Problema de Isomorfismo
de Grafos consiste em determinar se dois grafos são isomorfos [DIESTEL 2005,DALCUMUNE
2008]. Apesar de necessárias, as condições de mesma ordem e mesmo tamanho não são
suficientes para concluir se dois grafos são isomorfos.
O PIG é um dos poucos problemas que pertencem a classe de problemas NP, mas não se
sabe se é P ou NP-completo. O comumente aceito é que o PIG esteja estritamente entre as
duas classes [ARVIND , TORÁN 2005].
A teoria espectral de grafos (TEG) é um campo da matemática discreta que estuda pro-
priedades dos grafos utilizando suas representaçõesmatriciais (matriz de adjacência e lapla-
ciana entre outras), autovalores e autovetores [HOGBEN 2009].
Em [SANTOS 2010] foi proposto umalgoritmoque utiliza propriedadesda teoria espectral
de grafos para resolver o Problema de Isomorfismo de Grafos. Este algoritmo, denominado
Algoritmo Espectral para o Problema de Isomorfismo de Grafos (AEPIG), utiliza um eficiente
filtro espectral que, uma vez calculado, pode facilmente decidir sobre o possível isomorfismo
entre um par de grafos. Porém na implementação apresentada em [SANTOS 2010] foi utili-
zada a função dsyevr_ extraída da biblioteca CLAPACK para o cálculo deste filtro, a qual foi
responsável por 90% do tempo de processamento. O trabalho de [SANTOS 2010] mostra a efi-
ciência da centralidade de autovetor como um filtro porém com alto custo computacional.
Este trabalho tem por objetivo investigar a eficiência da aplicação da centralidade de
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autovetor no problema em questão, além de propor a redução do tempo de cálculo da pro-
priedade espectral utilizada e o aperfeiçoamento de sua aplicação.
Para reduzir o tempo de cálculo da centralidade de autovetor uma versão adaptada do
método das potências é proposta neste trabalho, originando uma versão mais eficiente e
competitiva do algoritmo espectral, denominada AEPIG2. Com base na utilização do mé-
todo das potências e em dois teoremas apresentados relativos ao problema em questão, a
eficiência da centralidade de autovetor é explicada formalmente e um método de rotulação
iterativa é proposto como sendo o aperfeiçoamento das técnicas discriminativas implicita-
mente utilizadas pelo filtro espectral.
Ométodo de rotulação iterativa calcula a partir de uma invariante pouco discriminativa,
uma outra invariante bemmais discriminativa. Neste trabalho é proposta a aplicação deste
método a algumas medidas de centralidade, originando o algoritmo de rotulação iterativa
baseado em medidas de centralidade (ARIMC) que propõe resolver o PIG inclusive para ca-
sos de grafos regulares.
Para efeito de comparação do desempenho dos algoritmos AEPIG2 e ARIMC propostos,
são realizados testes computacionais utilizando os seguintes algoritmos conhecidos da lite-
ratura: Nauty [MCKAY 1984], VF2 [CORDELLA ET AL. 2001], Bliss [JUNTTILA , KASKI 2007] e
Saucy [DARGA ET AL. 2008a,DARGA ET AL. 2008b].
No segundo Capítulo deste trabalho são apresentados alguns conceitos matemáticos
que serão utilizados no decorrer do trabalho. No Capítulo 3 o Problema de Isomorfismo de
Grafos é definido e discutido. No Capítulo 4 é apresentado o Algoritmo Espectral para o Pro-
blema de Isomorfismo de Grafos (AEPIG), proposto em [SANTOS 2010] e proposto o AEPIG2.
No Capítulo 5 a eficiência do AEPIG é analisada e o Algoritmo de Rotulação Iterativa é pro-
posto. No Capítulo 6 são tratados os testes computacionais e no Capítulo 7 são apresentadas
as conclusões e os trabalhos futuros.
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2 Conceitos Relacionados
Neste capítulo são apresentados alguns conceitos matemáticos relativos à teoria de gra-
fos e da teoria espectral de grafos visando amelhor compreensão dos algoritmos para a reso-
lução do PIG tratados neste trabalho. Além de conceitos básicos são também apresentados
dois teoremas, provados em [SANTOS 2010], importantes para o algoritmo espectral para a
resolução do PIG.
Apresentamos também neste capítulo o método das potências para o cálculo de autove-
tor e autovalor, que é de grande interesse neste trabalho por estarem intimamente relaciona-
dos com a teoria espectral de grafos.
As subseções são divididas em conceitos básicos em teoria dos grafos, em teoria espec-
tral de grafos, o método das potências e os resultados teóricos apresentados em [SANTOS
2010]. Vários conceitos presentes neste capítulo são baseados em [DE ABREU ET AL. 2007] e
[HORN , JOHNSON 1990].
2.1 Conceitos Básicos de Teoria dos Grafos e dos Con-
juntos
Nesta seção são introduzidos alguns conceitos básicos de teoria de grafos. Grande parte
destes conceitos foram retirados de [DIESTEL 2005].
Um grafo simples é um tupla G = (V,E) de conjuntos tal que E ⊆V ×V , onde os elemen-
tos de E são subconjuntos de V contendo exatamente dois elementos distintos. Os elemen-
tos do conjuntoV são chamados de vértices e os elementos do conjunto E são chamados de
arestas. Neste trabalho é tratado grafos simples apenas por grafo.
A forma mais comum de se representar um grafo graficamente é desenhando para cada
vértice, um ponto (ou círculo) e para cada aresta, uma linha que liga os seus respectivos
vértices.
O número n = |V | de vértices do grafo é dito ser a ordem do grafo. Dizemos que u é ad-
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jacente ao vértice v, ou ainda que u é vizinho de v se {u,v} ∈ E. O conjunto dos vértices
adjacentes ao vértice u ∈ V é denotado por Γ(u), também chamado de vizinhança ou adja-
cência de u. O número de vértices adjacentes a u é chamado grau de u e denotado por d(u).
A sequência de graus é o vetor seqd(G) =
(
d(v1) d(v2) . . . d(vn)
)
onde d(v1) ≤ d(v2) ≤ . . . ≤
d(vn), di ∈V, i = 1,2, . . . ,n.
Um grafo G′ = (V ′,E ′) é dito ser um subgrafo do grafo G = (V,E) quandoV ′ ⊆V e E ′ ⊆ E.
Um caminhoC = (V,E) éumgrafo da formaV = {v0,v1, . . . ,vr}, E =
{{v0,v1},{v1,v2}, . . . ,
{vr−1,vr}
}
onde vi, i = 0,1, . . . ,r são distintos entre si. Neste caso dizemos queC é um caminho
de v0 a vr. O número de arestas do caminho é o tamanho do caminho.
A distância entre dois vértices u e v é o tamanho domenor caminho existente entre u e v
e é denotada por dist(u,v). Definimos ainda como Γd(u) o conjunto dos vértices que distam
exatamente d do vértice u.
Um grafo regular é um grafo em que todos os seus vértices possuem o mesmo grau, ou
seja, d(v) = k,∀v ∈V, k ∈ Z+. Neste caso dizemos que o grafo é k-regular.
Um multiconjunto é como um conjunto, mas que permite mais de um exemplar de um
mesmo elemento. Para diferenciar ummulticonjunto de um conjunto convencional são uti-
lizados neste trabalho os símbolos { e } como delimitadores de ummulticonjunto.
As definições de multiconjunto e de conjunto Γd(u) são utilizadas no Capítulo 5 na pro-
posta do algoritmo de rotulação iterativa.
2.2 Conceitos Básicos de Teoria Espectral de Grafos
Da mesma forma que a seção anterior, esta apresenta conceitos básicos de teoria es-
pectral de grafos importantes para o desenvolvimento deste trabalho. Muitos dos resultados
foram retirados de [DE ABREU ET AL. 2007].
Seja G= (V,E) um grafo com n vértices. Amatriz de adjacência A(G) é amatriz quadrada
de ordem n cujas entradas são
ai j =


1, se {vi,v j} ∈ E, ∀vi,v j ∈V
0, caso contrário.
Pela definição amatriz A(G) é real e simétrica (formadapor uns e zeros). Como as arestas
são conjuntos de dois elementos sempre distintos a diagonal principal destamatriz é sempre
nula.
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O polinômio det
(
λ I−A(G)), é denominado polinômio característico de G e denotado
por pG(λ ) onde λ é dito autovalor do grafoG quando λ é raiz de pG(λ ).
Considere λ1 > .. . > λs como sendo os s autovalores distintos do grafo G sendom(λ1), . . . ,
m(λs) suas respectivas multiplicidades. O espectro do grafo G, denotado por spect(G) é defi-
nido como amatriz
spect(G) =

 λ1 · · · λs
m(λ1) · · · m(λs)


Chamamos de índice de G o maior dos autovalores de G denotado também por ind(G).
Como o traço1 de A(G) é sempre zero a somatória de seus autovalores é também sempre
zero [HORN , JOHNSON 1990]. Ressaltamos tambémque A(G)possui sempre autovalores reais
por ser uma matriz hermitiana2 [HORN , JOHNSON 1990].
A centralidade de autovetor ou autocentralidade xi de um vértice vi é definida como a
i-ésima componente do autovetor não-negativo x associado ao índice de G. A centralidade
de autovetor é uma propriedade importante utilizada no desenvolvimento deste trabalho.
Na Figura 2.1 é apresentado o exemplo de um grafo G1, sua matriz de adjacência A(G1),
seu espectro spect(G1), o seu índice ind(G1) e o autovetor x associado ao índice (vetor de
autocentralidade).
6
5
2
4
3
1
A(G1) =


0 1 0 0 1 1
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 1 0
1 0 0 1 0 1
1 0 0 0 1 0


spec(G1) =
[
2.334 1.100 0.274 −0.595 −1.374 −1.740
1 1 1 1 1 1
]
ind(G1) = λ1 = 2.334 x =
(
0.967 0.414 0.225 0.525 1.000 0.843
)
Figura 2.1: Exemplo de propriedades espectrais de um grafo.
A seguir são apresentados dois resultados teóricos relacionados com a centralidade de
autovetor, retirados de [SANTOS 2010] e utilizados no algoritmo espectral para a resolução do
PIG (Capítulo 4). As provas dos teoremas são encontradas em [SANTOS 2010].
1soma da diagonal principal.
2 uma matrix quadrada Hn é hermitiana quando o elemento simétrico de cada uma das entradas
damatrix é o seu conjugado complexo, ou seja, hi j = ¯h ji, onde a+ b
√−1 = a− b√−1.
16
Teorema 1. Se dois grafos são isomorfos então suas centralidades de autovetor são proporcio-
nais.
O Teorema 1 torna possível concluir que dois grafos não são isomorfos entre si após
calculados seus vetores de autocentralidade e constatados que estes não são proporcionais.
Contudo, possuir as centralidadesproporcionais, apesar denecessário, não é suficiente neste
caso para dizer que dois grafos são isomorfos entre si.
Teorema 2. Se dois grafos possuem centralidades de autovetor proporcionais e distintas entre
si então os grafos são isomorfos.
Em contrapartida com o Teorema 1, o Teorema 2 nos permite concluir que dois grafos
são isomorfos entre si avaliando o autovetor de autocentralidade, caso estes possuam com-
ponentes distintas entre si.
Na seção seguinte é apresentado ométodo das potências
2.2.1 OMétodo das Potências
O método das potências é um método iterativo simples para se calcular um autovetor
de uma matriz. Este método calcula de forma aproximada o autovetor associado ao maior
autovalor de uma matriz [SAAD 1992]. A estratégia do método é calcular uma sequência de
k vetores da forma vi = Aiv0 onde v0 é um vetor de solução inicial e A uma matrix n× n. O
Algoritmo 1 descreve o método das potências.
Algoritmo 1: OMétodo das Potências.
Entrada: Matriz n×n:A; Solução inicial: −→v 0; k: Número de iterações
Saída: Autovalor: λ1; Autovetor associado: −→v λ1
início1
para i← 1 to k faça:2 −→wi = A−→v i−13
αi = max(
−→wi)4 −→vi =−→wi/αi5
fim6
λ1 = αk7 −→v λ1 =−→v k8
fim9
Inicialmente o método recebe a matriz A da qual deseja-se calcular o autovetor onde o
vetor v0 é dado como solução inicial. O método então realiza k iterações das linhas 3 a 5. Na
linha 3 é calculado um novo autovetor aproximado−→w i multiplicando-se a matriz de entrada
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An pelo autovetor vi−1 calculado na iteração anterior. Na linha 4 encontra-se a maior com-
ponente do autovetor −→w i para que este seja normalizado na linha 5 gerando o novo vetor de
solução vi, cuja maior componente emmódulo é 1. O valor αi é a aproximação do autovalor
associado ao autovetor vi. Ao fim de k iterações o método tem em αk o índice da matriz e em
−→v k o autovetor associado ao autovalor λ1.
No pseudo-código apresentado no Algoritmo 1 não é descrito um critério de parada.
Para isso geralmente é calculado um valor de resíduo ri = |λi−λi−1| para cada iteração i. Se
este for menor que um valor ε ∈ R dado como entrada, o algoritmo interrompe as iterações
e para.
Após k iterações o autovetor vk calculado pelo método é, conforme Equação 2.1, o vetor
inicial v0 multiplicado por uma potência da matriz A e um fator de normalização.
vk =
1
αk
Avk−1 =
1
αk
1
αk−1
A2vk−2 =
1
α1α2 · · ·αk−1αk︸ ︷︷ ︸
fator de normalização
Akv0 (2.1)


0 1 0 0 1 1
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 1 0
1 0 0 1 0 1
1 0 0 0 1 0


,


1.0
1.0
1.0
1.0
1.0
1.0




1.000
0.333
0.333
0.667
1.000
0.667




0.857
0.429
0.286
0.571
1.000
0.857




1.000
0.375
0.259
0.563
1.000
0.813




0.921
0.421
0.237
0.526
1.000
0.842


· · ·


0.967
0.414
0.225
0.525
1.000
0.843


A v0 v1 v2 v3 v4 · · · vk
Figura 2.2: Exemplo de autovetores gerados durante a aplicação dométodo das potências.
A Figura 2.2 mostra alguns autovetores gerados durante a aplicação do método a uma
matriz 6×6 tomando o vetor −→1 como solução inicial. São apresentadas as primeiras quatro
soluções parciais geradas e a solução final vk.
Estemétodo é bastante relevante para a teoria espectral de grafos pois, alémde calcular o
autovetor de centralidade de um grafo juntamente com o seu índice, ele nos permite deduzir
o sentido da autocentralidade [DE FREITAS 2010].
Assumir uma solução inicial v0 significa atribuir uma centralidade inicial vi0 a cada um
dos vértices vi ∈ V . A cada iteração, multiplicar a matriz pelo vetor de centralidade vi−1 para
gerar um novo vetor vk significa gerar, para cada vértice, um novo valor de centralidade a
partir da soma das centralidades anteriores dos seus vértices adjacentes.
O método alcança a convergência quando a centralidade dos vértices é exatamente a
soma normalizada das centralidades dos seus vértices adjacentes. De acordo com a aplica-
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ção do método das potências associada à matriz de adjacência do grafo, é possível concluir
que a centralidade de autovetor de um vértice é uma combinação linear das centralidades
dos vértices adjacentes.
A Figura 2.3 ilustra, passo a passo, a aplicação do método das potências no cálculo da
centralidade dos vértices de um grafo com 6 vértices, considerando o vetor
−→1 como solução
inicial (quadro 1). Dentro de cada vértice é escrito o valor de centralidade. A primeira ite-
ração é iniciada calculando-se a soma das centralidades dos vértices adjacentes (quadro 2).
As setas mostram esta soma de forma detalhada para um dos vértices do grafo. O segundo
passo da primeira iteração é selecionar, dentre os vértices, a maior centralidade (quadro 3).
Este valor passa a ser o índice λ1 do grafo. O terceiro e último passoda primera iteração é nor-
malizar as centralidades dividindo-aspelo valor de λ1 (quadro 4). Mais algumas iterações são
ilustradas nos quadros seguintes e no quadro 15 é apresentada a solução final, encontrada
com a convergência dos valores após algumas iterações.
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Solução Inicial
1.0
1.0
1.0
1.0
1.0
1.0
λ1 = 1.0
1
1.0
1.0
1.0
1.0
1.0
λ1 = 1.0
+1.0
+1.0
+1.0
Iteração 1
soma das centralidades adjacentes
2
3.0
1.0
1.0
2.0
2.0
λ1 = 3.0
Iteração 1
seleção da maior centralidade
3.0
3
1.0
0.3
0.3
0.7
0.7
λ1 = 3.0
Iteração 1
normalização das centralidades
1.0
4
1.0
0.3
0.3
0.7
0.7
λ1 = 3.0
Iteração 2
soma das centralidades adjacentes
+0.3
+0.7
+1.0
5
2.3
1.0
0.7
1.3
2.0
λ1 = 2.3
Iteração 2
seleção da maior centralidade
2.0
6
1.0
0.4
0.3
0.6
0.9
λ1 = 2.3
Iteração 2
normalização das centralidades
0.9
7
1.0
0.4
0.3
0.6
0.9
λ1 = 2.3
Iteração 3
soma das centralidades adjacentes
+0.4
+0.9
+1.0
8
2.3
0.9
0.6
1.3
1.9
λ1 = 2.3
Iteração 3
seleção da maior centralidade
2.3
9
1.0
0.4
0.3
0.6
0.8
λ1 = 2.3
Iteração 3
normalização das centralidades
1.0
10
1.0
0.4
0.3
0.6
0.8
λ1 = 2.3
Iteração 4
soma das centralidades
+0.4
+0.8
+1.0
11
2.4
1.0
0.6
1.3
2.0
λ1 = 2.4
Iteração 4
seleção da maior centralidade
2.2
12
1.0
0.4
0.2
0.5
0.8
λ1 = 2.4
Iteração 4
normalização das centralidades
0.9
13 14
1.0
0.4
0.2
0.5
0.8
λ1 = 2.3
Solução Final
1.0
15
Figura 2.3: Exemplo de iterações do método das potências.
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3 O Problema de Isomorfismo de
Grafos
Neste capítulo são destacadas a definição do Problema de Isomorfismo de Grafos e al-
guns conceitos relacionados baseados em [DIESTEL 2005] e [MCKAY 1981]. São citadas tam-
bém referências bibliográficas importantes deste problema apresentando alguns algoritmos
existentes na literatura que propõem a sua resolução e algumas possíveis aplicações do pro-
blema.
3.1 Definição do Problema
Chamamos de isomorfismo entre dois grafos G1 = (V1,E1) e G2 = (V2,E2) uma bijeção (ou
mapeamento) dos vértices em V1 nos vértices em V2 de forma que as associações entre os
vértices de G1 sejammantidas em G2.
A Figura 3.1 ilustra um exemplo de isomorfismo entre dois grafos: em (a) estão dois gra-
fos isomorfos G1 = (V1,E1) e G2 = (V2,E2) e em (b) é apresentado o isomorfismo f =
{
(1,A),
(2,B),(3,C),(4,D),(5,E),(6,F)
}
entre eles, representado pela sobreposição dos vértices emV1
sobre os vértices emV2
6
5
2
4
3
1
E
B
D
CF
A
(a)
6
5
2
4
3
1
F
E
B
D
C
A
(b)
Figura 3.1: Exemplo de grafos isomorfos.
Definição 1. Um isomorfismo entre dois grafos G1 = (V1,E1) e G2 = (V2,E2) é uma bijeção
f : V1 →V2 tal que {a,b} ∈ E1 ⇔
{ f (a), f (b)} ∈ E2, a,b ∈V1.
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O isomorfismo entre dois grafos consiste na rerrotulação dos vértices de um dos grafos
de forma a deixá-lo idêntico ao seu isomorfo, pois o que difere dois grafos isomorfos é apenas
a forma com que seus vértice são rotulados (Figura 3.1).
Dois grafos podemou não ser isomorfos. Se forem isomorfos, é possível ainda que exista
mais de um isomorfismo entre eles. Ao longo do texto, quando necessário, notaremos por
F(G1,G2) o conjunto de isomorfismos existentes entre os grafos G1 e G2, e a notação G1 ∼= G2
para dizer que dois grafos são isomorfos entre si. Neste caso, se f for o mapeamento que
estabelece um isomorfismo, dizemos que os vértices u e v estão associados um ao outro, se
f (u) = v, com u ∈V1 e v ∈V2.
A Figura 3.2 mostra dois isomorfismos distintos ( f1 e f2), estabelecidos entre os grafos G1
e G2.
B
DC
A
2
43
1
B
DC
A
3
42
1
Figura 3.2: Dois isomorfismos distintos entre os grafos G1 e G2.
A Definição 2 estabelece o Problema de Isomorfismo de Grafos.
Definição 2. O Problema de Isomorfismo de Grafos (PIG) é o problema de decisão que con-
siste em responder se dois dados grafos são isomorfos entre si.
Para que dois grafos sejam isomorfos é preciso que algumas propriedades sejam com-
partilhadas entre eles, como por exemplo, número de vértices e número de arestas. Dois
grafos com diferentes quantidades de vértices não podem ser isomorfos entre si. Proprie-
dades como estas independem da forma com que os vértices são rotulados e são ditas pro-
priedades invariantes ou simplesmente invariantes dos grafos. Formalmente o conceito de
propriedade invariante com respeito a grafos é apresentada na Definição 3 e com respeito
aos vértices de ummesmo grafo, na Definição 4.
22
Definição3. Seja Pumapropriedade definida sobre grafo. P é dita invariante seP(G1)=P(G2)
para qualquer par de grafos G1 e G2 tal que G1 ∼= G2.
Definição 4. Sejam G1 = (V1,E1) e G2 = (V2,E2) com G1 ∼= G2, f um isomorfismo f : V1 7→ V2
e p uma propriedade sobre os vértices de um grafo. A propriedade p é dita invariante com
respeito a um vértice se p(v) = p(u) onde f (v) = u, com v ∈V1 e u ∈V2.
As propriedades invariantes com respeito aos vértices são bastante úteis na resolução
do PIG pois elas podem guiar a busca por uma função de isomorfismo entre dois grafos.
Vértices que possuem propriedades invariantes diferentes não podem ser associados por
um isomorfismo, isto é, se v ∈V1,u ∈V2 e p(v) 6= p(u) então f (v) 6= u.
Consideredois grafosG1 = (V1,E1) eG2 = (V2,E2) como grafos de entradapara o PIG. Con-
sidere ainda que G1 e G2 possuem o mesmo número de vértices, mesmo número de arestas
e a mesma sequência de graus. A estratégia então é, em cada grafo, agrupar os vértices de
acordo com o valor de invariante estabelecida p.
Dada umapropriedade invariante p sobre vértices de grafos e umgrafoG= (V,E)denota-
se o grupo (ou conjunto) de vértices v ∈ V com p(v) = c por grp(G, p,c) e grps(G, p) todos os
agrupamentos de vértices de V gerados pela propriedade p, onde c pode assumir um valor
constante numérico ou c pode ser um conjunto (ou multiconjunto) de valores numéricos.
Assim,
grp
(
G, p,c
)
=
{
v|c = p(v),v ∈V}
grps
(
G, p
)
=
{
grp(G, p,c)
∣∣c ∈ {p(v)|v ∈V}}
Porém, para que esta busca seja eficiente a propriedade invariante utilizada deve ser o
mais discriminativa possível e ao mesmo tempo fácil de ser calculada.
Definição 5. Uma propriedade invariante P é dita ser completa quando P(G1) 6= P(G2) im-
plica G1 6∼= G2.
Encontrar uma propriedade invariante completa que seja fácil de ser calculada significa
resolver o PIG de forma eficiente, pois esta propriedade invariante possui o máximo poder
discriminativo.
Dados dois grafosG1 = (V1,E1) eG2 = (V2,E2) isomorfos entre si através do isomorfismo f
e um vértice v∈V1, o teorema a seguir nos permite estabelecer quais os vértices deG2 são ad-
jacentes a f (v) sem conhecermos necessariamente as arestas em E2, mas apenas observando
a vizinhança de v no grafo G1.
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Teorema 3. Sendo G1 e G2 grafos isomorfos pelo isomorfismo f : V1 7→ V2 e u ∈ V1, temos que
Γ
( f (u))= { f (v)|v ∈ Γ(u)}.
Prova:
Considere G1 = (V1,E1) e G2 = (V2,E2) dois grafos isomorfos entre si através do isomorfismo
f : V1 7→V2 e v ∈V1. Pela definição de vizinhança temos:
Γ
( f (u))= {w∣∣{w, f (u)} ∈ E2} (3.1)
Como w é um vértice pertencente aV2 e f mapeia os vértices deV1 em vértices deV2 chama-
mos de v o vértice associado a w no grafo G1, ou seja:
w = f (v), v ∈V1 (3.2)
Das equações (3.1) e (3.2) temos:
Γ
( f (u))= { f (v)∣∣{ f (u), f (v)} ∈ E2} (3.3)
Pela definição de isomorfismo sabemos toda aresta
{ f (u), f (v)}∈ E2 possui uma aresta equi-
valente {u,v} ∈ E1. Assim a equação (3.3) pode ser reescrita da seguinte forma:
Γ
( f (u))= { f (v)∣∣{u,v} ∈ E1} (3.4)
Observe que pela própria definição de vizinhança, condicionar u tal que {u,v} ∈ E1 é seme-
lhante a dizer que v ∈ Γ(u). Assim reescrevemos a equação (3.4):
Γ
( f (u))= { f (v)∣∣v ∈ Γ(u)} 
A seguir apresentamosoTeorema4 sobrepropriedades invariantesde vértices que é uma
importante ferramenta na estratégia de resolução do PIG abordada neste trabalho.
Definição 6. Considere um grafo G = (V,E) e p(v) uma propriedade sobre um vértice v ∈V . A
propriedade p′(v) = {p(u)|u ∈ Γ(v)} é dita propriedade derivada de p(v).
Teorema 4. Considere um grafo G = (V,E). Se p(v) é propriedade invariante com respeito ao
vértice v ∈V então p′(v) também é propriedade invariante com respeito ao vértice v.
Prova:
Considere G1 = (V1,E1) e G2 = (V2,E2) dois grafos isomorfos entre si através do isomorfismo
f : V1 7→V2 e v ∈V1. Aplicando a definição da propriedade derivada p′ sobre um vértice f (v) ∈
V2 temos:
p′
( f (v))= {p(w)∣∣w ∈ Γ( f (v))} (3.5)
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Aplicando o Teorema 3 ao lado direito da equação (3.5) temos:
{
p(w)
∣∣w ∈ Γ( f (v))}= {p(w)∣∣w ∈ { f (u)|u ∈ Γ(v)}} (3.6)
Entretantona composiçãodo conjunto a direita da equação anterior existe uma instanciação
ambígua entre os elementos w e f (u). É possível ser mais direto substituindo w por f (u):
{
p(w)
∣∣w ∈ { f (u)|u ∈ Γ(v)}}= {p( f (u))∣∣u ∈ Γ(v)} (3.7)
Como p é propriedade invariante, ou seja, p(u) = p
( f (u)) temos:
{
p( f (u))∣∣u ∈ Γ(v)}= {p(u)∣∣u ∈ Γ(v)} (3.8)
Por definição temos que: {
p(u)
∣∣u ∈ Γ(v)}= p′(v) (3.9)
p′
( f (v))= p′(v) 
Este teorema nos permite derivar, a partir de uma invariante pouco discriminativa p,
uma outra invariante p′ commaior poder de discriminação.
A Figura 3.3 ilustra dois agrupamentos dos vértices do grafo G baseados em duas propri-
edades invariantes diferentes. Em (a) é apresentado o grafo G. Em (b) está representado o
conjunto grps(G, p) de agrupamentos gerados utilizando-se o grau do vértice como proprie-
dade invariante p, definida na Tabela 3.1. Em (c) está representado o conjunto grps(G, p′) de
agrupamentos gerados utilizando-se a propriedade invariante p′ derivada do grau, definida
na Tabela 3.2. É possível observar neste caso que p′ é invariante mais discriminativa que p.
Neste caso agrupando-se os vértices pelo grau foram gerados 3 agrupamentos, cada um pos-
suindo 2 vértices. No entanto utilizando-se a propriedade derivada do grau p′ foi gerado um
total de 6 aprupamentos, cada um contendo um vértice.
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v6
v5
v2
v4
v3
v1
v4
v1
v2
v1
v6
v4
v5
v3
(b) (c)
pgrps pgrps
v5
v6
v2 v3
grp
2grp
3grp
5grp
 
grp 1
grp 2
grp 3
Figura 3.3: Exemplo de agrupamentos gerados pelo grau (a) e pela invariante derivada do
grau (b).
grp
grp
grp
Tabela 3.1: Tabela comvalores de invariante inicial (grau) para vértices do grafo daFigura 3.3
(a) e os grupos grps(G, p) ilustrados na Figura 3.3 (b).
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grp
grp
grp
grp
grp
grp
Tabela 3.2: Tabela com valores de invariante derivada do grau para vértices do grafo da
Figura 3.3 (a) e os grupos grps(G, p′) ilustrados na Figura 3.3 (c).
Os enunciados dos Teoremas 3 e 4 apresentados nesta seção também são válidos para
multiconjuntos. As respectivas provas se dão de forma semelhante.
3.2 TrabalhosRelacionados: aplicações e algoritmospara
o PIG
O PIG é amplamente aplicado a problemas de reconhecimento de padrões sendo a su-
bárea de reconhecimento de imagens provavelmente a de maior aplicação.
Em [MARTINS ET AL. 2011] o PIG é aplicado na segmentação de imagens semelhantes.
Nesse trabalho as várias imagens comparadas são segmentadas em setores levando em con-
sideração as formas encontradas nas imagens. Cada setor representa um vértice de um grafo
e as proximidades entre os setores representam as arestas. As imagens representadas por
grafos isomorfos entre si são então semelhantes.
Em [DE CÁSSIA NANDI 2006] o PIG é aplicado à comparação de impressões digitais. Nesse
trabalho peculiaridades estruturais das impressões digitais, chamadas de minúcias, sãoma-
peadas nas imagens. Cada uma das minúcias representam um vértice de um grafo onde as
arestas representam relações de vizinhança entre as minúcias. A comparação entre as ima-
gens é realizada então buscando-se um isomorfismo entre seus respectivos grafos. De forma
um pouco semelhante em [FAROUK 2011] o PIG é aplicado no reconhecimento de íris.
Na química, o PIG é aplicado na identificação de similaridades estruturais em compo-
nentes químicos. Antes de se conceder um nome exclusivo a uma molécula é necessário
garantir que sua estrutura não é a mesma de nenhuma outra molécula já conhecida [CONTE
ET AL. 2004]. Nesse caso, cada átomo da molécula representa um vértice do grafo e cada
ligação química entre eles representa uma aresta do grafo. Assim as moléculas possuem a
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mesma estrutura se os respectivos grafos forem isomorfos.
Recentemente o PIG tem sido estudado também na área de redes sociais. Com o cresci-
mento e popularização de redes sociais aliado ao acúmulo centralizado de dados pessoais,
surgem preocupações quanto à segurança e privacidade destas informações. Um desafio
seria, por exemplo, compartilhar dados anônimos sem acidentalmente expor informações
pessoais que identifiquem indivíduosna rede [PEDARSANI , GROSSGLAUSER 2011]. Nesse caso
cada indivíduo na rede representaria um vértice e cada ligação entre indivíduos representa-
ria uma aresta. Se entre o grafo compartilhado de informações anônimas e um grafo público
não anônimo existir exatamente um isomorfismo, ao encontrá-lo associamos as informa-
ções anônimas às identidades extraídas do grafo público (Figura 3.4).
Christer
Ewald
Vladimir
Haszewki
Ernst
Vittori
Virginia
Prunariu Lia
Viehbock
Klaus 
Perrin
(a) Rede pública não anônima.
Idade: 24 anos
Escolaridade: A
Cidade: Lisboa
Idade: 27 anos
Escolaridade: D
Cidade: Londres
Idade: 35 anos
Escolaridade: C
Cidade: Moscou
Idade: 29 anos
Escolaridade: A
Cidade: Berlin
Idade: 21 anos
Escolaridade: A
Cidade: Roma
Idade: 22 anos
Escolaridade: B
Cidade: Praga
(b) Rede publicada com registros anônimos.
Idade: 24 anos
Escolaridade: A
Cidade: Lisboa
Idade: 27 anos
Escolaridade: D
Cidade: Londres
Idade: 35 anos
Escolaridade: C
Cidade: Moscou
Idade: 29 anos
Escolaridade: A
Cidade: Berlin
Idade: 21 anos
Escolaridade: A
Cidade: Roma
Idade: 22 anos
Escolaridade: B
Cidade: Praga
Vladimir
Haszewki
Ernst
Vittori
Virginia
Prunariu
Lia
Viehbock
Klaus 
Perrin
Christer
Ewald
(c) O isomorfismo identifica os indivíduos da rede anônima.
Figura 3.4: Exemplo de aplicação do problema de isomorfismo em redes sociais.
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Alémde sua utilidade em aplicações importantes, o PIG desperta interesse de vários gru-
pos de pesquisa devido à sua complexidade de solução. Atualmente o PIG é um dos poucos
problemas que pertencem a classe NP mas que não se sabe ao certo se está na classe dos
problemas P ou NP-completo. Sabe-se que não é um problema co-NP [FORTIN 1996, JENNER
ET AL. 2003]. Entretanto aceita-se que esteja estritamente entre as duas classes [ARVIND ,
TORÁN 2005].
Na literatura os algoritmos de resolução do PIG podem ser classificados de duas formas
segundo o tipo de estratégia de resolução: por abordagem direta ou por rotulação canônica.
Na abordagem direta o algoritmo busca ao menos um isomorfismo entre os grafos de en-
trada. Não o encontrando declara-os como não isomorfos. Na rotulação canônica, dados
dois grafos de entrada G1 e G2, o algoritmo gera uma rotulação H(G1) dos vértices tal que
H(G1) = H(G2) se, e somente se, G1 ∼= G2 [COOK , HOLDER 2007].
Umdos algoritmosmais eficientes para a resolução do PIG é denominadoNauty [MCKAY
1981,MCKAY 1984], que produz uma rotulação canônica sobre os grafos de entrada através
de rotulações iterativas onde um conjunto de invariantes de vértices é considerado. Os al-
goritmos Saucy [DARGA ET AL. 2008a, DARGA ET AL. 2008b] e Bliss [JUNTTILA , KASKI 2007]
trabalham de forma semelhante mas possuem diferenças na forma de implementação. O
Saucy, por exemplo, explora a esparsidade dos grafos para resolver o problema de forma
mais eficiente.
O algoritmo espectral para o PIG, proposto em [SANTOS 2010], utiliza a autocentralidade
dos vértices para auxiliar a resolução do problema. Vértices associados por um isomorfismo
devem possuir a mesma autocentralidade. Assim, o algoritmo busca um isomorfismo tes-
tando associações apenas entre vértices que possuem amesma autocentralidade, reduzindo
o espaço de busca.
O AEPIG porém é ineficiente no caso de grafos regulares, pois seus vértices possuem a
mesma autocentralidade. Em [RODRIGUES ET AL. 2011] é proposto contornar este problema
buscando quebrar a regularidade dos grafos através demodificações equivalentes1, possibili-
tando assim a utilização da autocentralidade dos vértices na busca pelo isomorfismo.
No capítulo seguinte será apresentado o AEPIG e proposta a adaptação do método das
potências para o cálculo do vetor de autocentralidade. No Capítulo 5 a eficiência do AEPIG é
analisadae explicada formalmente e o AlgoritmodeRotulação Iterativa Baseado emMedidas
de Centralidade (ARIMC) é proposto apresentando-se o seu funcionamento, inclusive para
grafos regulares. Tanto o AEPIG quanto o ARIMC são algoritmos de abordagem direta.
1É considerada modificação equivalente a aplicação do mesmo conjunto de operações de edição
de grafos (inserção de vértice e de aresta) em ambos os grafos.
29
4 UmAlgoritmo Espectral para o
Problema de Isomorfismo de
Grafos
Neste capítulo será apresentado o Algoritmo Espectral para a resolução do PIG (AEPIG)
proposto em [SANTOS 2010]. Embora outros algoritmos que solucionam esse problema em
seu caso geral já tenham sido propostos, o AEPIG resolve o PIG utilizando propriedades da
teoria espectral de grafos descritas no Capítulo 2, em especial a centralidade de autovetor. O
algoritmo é composto por três fases principais: cálculo dos vetores de autocentralidade asso-
ciados aos grafos, verificação da distinção das autocentralidades dos autovetores e a descida
na árvore de solução.
A intenção da utilização da autocentralidade é contribuir para a redução do espaço de
soluções do problema. Este espaço pode ser descrito, para grafos de n vértices, como sendo
o conjunto de permutações dos n vértices de um dos grafos de entrada do problema, fixando
os vértices dos dois grafos de maneira a preservar suas adjacências. Deste modo, o tamanho
do espaço de busca é igual a n!.
Avaliar todo este espaço de busca torna-se uma tarefa inviável devido ao seu tamanho.
Entretanto é possível eliminar do espaço de busca grande parte das soluções inviáveis utili-
zando o que chamamos de filtros. Os filtros são, na verdade, propriedades invariantes ava-
liadas antes do processo de descida na árvore de solução com o objetivo de podar alguns de
seus ramos.
Propriedades invariantes de grafos podem ser utilizadas preliminarmente como filtros
decidindo se a árvore de busca deve ser ou não executada, uma vez que estas propriedades
devem ser equivalentes em grafos isomorfos. Propriedades invariantes de vértices são utili-
zadas para gerar grupos de associações entre os vértices, assim a tentativa de associação se
restringe a vértices de ummesmo grupo, conforme estratégia apresentada na Seção 3.1.
Antes do AEPIG ser aplicado são comparados o número de vértices, o número de arestas
e a sequência de graus de ambos os grafos de entrada. Se alguma destas propriedades for
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diferente entre os grafos, pode-se concluir que os mesmos não são isomorfos.
4.1 As Fases do AEPIG
A seguir são apresentadas as três fases do AEPIG. Inicialmente o AEPIG verifica se os gra-
fos de entrada G1 = (V1,E1) e G2 = (V2,E2) possuem o mesmo número de vértices, o mesmo
número de arestas e a mesma sequência ordenada de graus. Caso isto não aconteça o algo-
ritmo pára concluindo que os grafos não são isomorfos. Caso contrário o algoritmo segue
para a Fase 1.
4.1.1 Fase 1: Cálculo das Autocentralidades
Nesta primeira fase são calculados os autovetores −→x1 e −→x2 associados aos índices λ 11 e λ 12
que representam os vetores de autocentralidade dos grafos de entrada G1 e G2 respectiva-
mente. Em seguida as componentes dos vetores são ordenadas e suas proporcionalidades
comparadas. Caso os autovetores não sejam proporcionais, conclui-se então que os grafos
não são isomorfos, segundo o Teorema 1. Sendo os autovetores proporcionais seguimos en-
tão para a próxima fase, uma vez que há possibilidade dos grafos serem isomorfos.
4.1.2 Fase 2: Verificação da distinção das autocentralidades
O objetivo desta fase é verificar se as autocentralidades de cada um dos grafos são distin-
tas entre si. Se isto acontecer, pelo Teorema 2 concluímos que os grafos são isomorfos. Neste
caso os grafos possuemumúnico isomorfismo entre si, que é a associação dos vértices emV1
aos vérticesV2 que possuem omesmo valor de autocentralidade, a menos de uma constante
real. Se as autocentralidades dos grafos não forem distintas entre si o algoritmo segue para a
última fase.
4.1.3 Fase 3: Descida na árvore de busca
Nesta fase é executada a árvore de busca pelo isomorfismo, onde os vértices em V1 são
associados a vértices em V2 na tentativa de encontrar um isomorfismo. Para que esta busca
seja mais eficiente são feitas tentativas de associação apenas entre vértices deV1 eV2 que te-
nham omesmo valor de autocentralidade. Para isso os vértices emV1 e emV2 são agrupados
de acordo com suas respectivas centralidades.
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A cada nível i da árvore o vértice vi ∈V1 é associado a um dos vértices deV2. Feita a asso-
ciação, a consistência do isomorfismo é verificada, levando-se em conta as arestas existentes
em ambos os grafos. Não sendo consistente, a associação é desfeita e o vértice vi é associado
a um outro vértice livre1 deV2. Se forem esgotados todos os vértices livres emV2 o algoritmo
realiza o backtracking, subindo um nível na árvore, desfazendo a associação do vértice vi−1 e
associando-o a um outro vértice livre emV2.
Caso a associação feita ao vértice vi seja consistente, o algoritmo desce mais um nível
da árvore associando o vértice vi+1 ∈ V1 a um outro vértice ainda não associado em V2. Se o
algoritmo alcançar uma folha da árvore, ou seja, chegar a finalmente associar o vértice vn ∈V1
a outro vértice deV2 de forma consistente, um isomorfismo é encontrado. O algoritmo então
para e retorna o isomorfismo.
Se o algoritmo realizar backtracking até a raiz (vértice v1) esgotando todas as possíveis
associações, o algoritmo para, concluindo que não existe isomorfismo entre os grafos.
A seguir é apresentado no Algoritmo 2 o pseudo-código do AEPIG. Na linha 2 os vetores
de autocentralidade dos grafos de entrada são calculados. Na linha 3 as componentes dos
autovetores são ordenadas e na linha 4 é testada a proporcionalidade entre os vetores or-
denados, caso não sejam proporcionais, os grafos não são isomorfos (linha 5) (Teorema 1).
Caso contrário o algoritmo segue e verifica se as componentes são distintas entre si (linha 7 e
8). Se forem distintas os grafos são isomorfos (linha 10) (Teorema 2). Caso contrário é execu-
tada a árvore de busca na linha 12. Se encontrada uma solução viável os grafos são isomorfos
1que ainda não foi associado a nenhum outro vértice emV1.
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(linha 14), caso contrário não o são (linha 16).
Algoritmo 2: Algoritmo Espectral para o Problema de Isomorfismo de Grafos
Entrada: Grafos: G1 = (V1,E1) e G2 = (V2,E2)
Saída: Se G1 e G2 são isomorfos entre si.
início1
calcula as autocentralidades−→x 1,−→x 2 de G1,G22
ordena as componentes de−→x 1 e−→x 23
se−→x 1 6= k−→x 2, k ∈ R∗ então4
retorna falso5
senão6
se−→x i = (xi1, ...,xin), tal que xij 6= xik,7
j,k = 1, . . . ,n, j 6= k e i = 1,28
então9
retorna verdadeiro10
senão11
executada árvore de busca utilizando agrupamentos por autocentralidade12
se solução viável encontrada então13
retorna verdadeiro14
senão15
retorna falso16
fim17
fim18
fim19
fim20
4.2 O Cálculo da Autocentralidade: O Método das Po-
tências Adaptado
Na implementação do AEPIG em [SANTOS 2010], trabalho em que este algoritmo foi
proposto, é utilizada para o cálculo do autovetor de centralidade a função dsyevr_ da bi-
blioteca CLAPACK. Esta função utiliza o algoritmo dqds para calcular autovetores para ma-
trizes no caso geral também computando outras informações relacionadas ao seu espec-
tro [ANDERSON ET AL. 1999], foi responsável por, emmédia, 90% do tempo de processamento
do algoritmo.
Entretanto para a execução do AEPIG é necessário apenas o cálculo das componentes do
autovetor associado ao índice da matriz. Outras informações relacionadas são descartadas
pelo algoritmo. Desta forma ométodo das potências, apresentado na Seção 2.2.1, mostra ser
o método apropriado para a realização deste cálculo, por calcular apenas o necessário.
Nesta seção é proposta a utilização do método das potências como ferramenta para o
cálculo do vetor de autocentralidade, que representa a primeira fase do AEPIG. Em seguida
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otimizações neste método são propostas, considerando o problema em questão, dando ori-
gem a uma versão otimizada do AEPIG proposta e implementada neste trabalho, chamada
AEPIG2.
Algumas peculiaridades damatriz de adjacência e do problema em questão serão consi-
deradas para que três técnicas de otimização sejam aplicadas aométodo: remoção da fase de
normalização, otimização da multiplicação matriz-vetor e redução do número de iterações.
As três técnicas são descritas nas seções seguintes.
4.2.1 Remoção da Fase de Normalização
A cada iteração dométodo das potências o autovetor é normalizadodividindo-opela sua
componente demaior módulo. Esta etapa de normalização, além de garantir que as compo-
nentes dos autovetores gerados não venham crescer de forma ilimitada, também é útil para
encontrar o autovalor associado ao autovetor que está sendo calculado. Como o AEPIG não
utiliza o autovalor esta etapa de normalização pode ser omitida, possibilitando a utilização
de vetores de inteiros como representação da solução. Isto reduz o esforço computacional
do método, utilizando inteiros cujas operações aritméticas são mais eficientes e evitando
que todo o vetor seja percorrido efetuando-se a divisão pelo fator de normalização.
A Equação 4.1 define o vetor solução gerado pelo método das potências sem a etapa de
normalização. O que difere a Equação 4.1 da Equação 2.1 é a ausência do fator de normali-
zação. A Figura 4.1 exemplifica os três primeiros vetores solução gerados por uma execução
do método das potências sem a etapa de normalização para a mesma matriz de adjacência
apresentada na Figura 2.1.
vk = Avk−1 = A2vk−2 = Akv0 (4.1)


0 1 0 0 1 1
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 1 0
1 0 0 1 0 1
1 0 0 0 1 0


,


1
1
1
1
1
1




2
3
3
1
2
1




6
7
6
3
4
2




13
16
16
6
9
4




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38
35
16
20
9


A v0 v1 v2 v3 v4
Figura 4.1: Exemplo de cinco primeiros autovetores gerados pelométodo das potências sem
a etapa de normalização.
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4.2.2 Otimização daMultiplicaçãoMatriz-Vetor
A multiplicação matriz-vetor necessária a cada iteração do método das potências (linha
3 do Algoritmo 1) é a parte mais custosa do método. Considere um grafo G = (V,E) com
n = |V |, m = |E| e sua matriz de adjacência A(G) = A. Paramultiplicar a matriz A por um vetor
v são realizadas n2 multiplicações entre os elementos da matriz e do vetor.
Entretanto é possível considerar peculiaridades da matriz de adjacência do grafo para
otimizar a multiplicação matriz-vetor. A representação de matriz de adjacência pode ser
substituída por uma lista de adjacência. Nesta representação a multiplicação matriz-vetor
é feita iterando-se apenas sobre os elementos existentes na lista, reduzindo a complexidade
da multiplicação de n2 para 2m≤ n(n−1)2 < n2, como pode ser constatado através dos pseudo-
códigos apresentados no Algoritmo 3 (linha 4) e Algoritmo 4 (linha 5).
Algoritmo 3: Multiplicação matriz-vetor convencional.
Entrada: Matriz: An; Vetor: −→v
Saída: Vetor: −→w
início1
para i ∈ {1,2, . . . ,n} faça:2 −→wi ← 03
para j ∈ {1,2, . . . ,n} faça:4 −→wi ←−→wi +ai j ∗−→v j5
fim6
fim7
fim8
Algoritmo 4: Multiplicação matriz-vetor utilizando lista de adjacências.
Entrada: Listas de adjacência: L; Vetor: −→v
Saída: Vetor: −→w
início1
n← |L|2
para i ∈ {1,2, . . . ,n} faça:3 −→wi ← 04
para j ∈ Li faça:5 −→wi ←−→wi +−→v j6
fim7
fim8
fim9
A Figura 4.2 ilustra a multiplicação de uma matriz de adjacência por um vetor usando a
forma convencional enquanto a Figura 4.3 ilustra amesmamultiplicação utilizando a repre-
sentação de lista de adjacências.
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

0 1 1 0 0 0
1 0 1 0 1 0
1 1 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 1
0 0 0 0 1 0


.


v1
v2
v3
v4
v5
v6


=


v2 + v3
v1 + v3 + v5
v1 + v2 + v4
v3
v2 + v6
v5


Figura 4.2: Exemplo de produto matriz-vetor.


{2,3}
{1,3,5}
{1,2,4}
{3}
{2,6}
{5}


⊙


v1
v2
v3
v4
v5
v6


=


v2 + v3
v1 + v3 + v5
v1 + v2 + v4
v3
v2 + v6
v5


Figura 4.3: Exemplo de produto matriz-vetor utilizando lista de adjacências.
Através da Figura 4.3 é possível observar nitidamente a redução donúmero de operações
efetuadas ao utilizar a lista de adjacências.
4.2.3 Redução do Número de Iterações: o critério de parada
Convencionalmente o critério de parada utilizado no método das potências é definido
baseadoemumvalor de resíduo, calculado utilizando-se a diferença entre a solução corrente
e a solução da iteração anterior. Quando este resíduo é pequeno o bastante (menor que
um dado ε bem pequeno) o método considera que o vetor alcançou a convergência e para.
PorémoAEPIG não requer valores tão refinadosde solução, uma vez que o interesse é apenas
saber se um valor de autocentralidade difere ou não de outro. Com isto pode-se propor um
critério de paradamenos rígido.
Através do método das potências conclui-se que autocentralidade pode ser encontrada
de forma iterativa. Em um passo inicial o grau do vértice é considerado como autocentra-
lidade corrente para que em um segundo passo a soma dos graus dos vizinhos seja consi-
derada como a autocentralidade corrente, e assim sucessivamente. Entretanto para vértices
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associados por um isomorfismo o valor de grau deve ser o mesmo e, pelo Teorema 4, a soma
dos graus dos vizinhos também deve ser a mesma. Isto também acontece para os passos
sucessivos do método das potências, ou seja, para vértices associados por um isomorfismo
a soma das autocentralidades dos vizinhos também deve ser a mesma. Dessa forma não é
necessário chegar à convergência do autovetor, mas o método pode parar numa iteração ar-
bitrária, retornando um valor de autocentralidade parcial. Mesmo não sendo o valor exato
de autocentralidade, podemos utilizá-lo como um filtro válido na geração dos agrupamen-
tos.
O critério de parada proposto neste trabalho considera o número de agrupamentos de
centralidade gerados, ou seja, a quantidade de componentes distintas encontradas no vetor
solução. Ao final de cada iteração o método calcula a quantidade de componentes distintas
existentes no vetor solução corrente. Ao verificar que esta quantidade não aumentou de uma
iteração para outra, o método para e retorna a solução corrente.
A Figura 4.4 ilustra a aplicação passo-a-passo do método das potências adaptado ao
mesmo grafo da Figura 2.3. Como ainda não existe informação discriminativa sobre os vérti-
ces, é atribuido inicialmente 1 às suas centralidades, formandoum só grupo de centralidade,
representado pelo círculo vermelho (quadro 1). A primeira iteração é iniciada calculando-se
a soma das centralidades dos vértices adjacentes (quadro 2). No segundo passo os vértices
são reagrupados de acordo com as centralidades calculadas no passo anterior (quadro 3).
Como o número de grupos formados foi maior que o anterior, a segunda iteração é execu-
tada (quadros 4 e 5). Na segunda iteração são formados 5 agrupamentos (quadro 5) e uma
terceira iteração é executada (quadro 6 e 7). De acordo com o critério de parada considerado
neste trabalho, o método pararia na iteração 3 (quadro 7), por não ter aumentado o número
de agrupamentos. Porémé ilustrada ainda a quarta iteração, emque seriamagrupados todos
os vértices em grupos distintos de centralidade.
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Solução Inicial
1
1
1
1
1
1
1
1
1
1
1
1
2
Iteração 1
soma das centralidades adjacentes
+1
+1
+1
3
1
1
2
2
3
Iteração 1
agrupamento dos vértices
3
3
1
1
2
2

Iteração 2
soma das centralidades adjacentes
+1
+2
+3
7
3
2
4
6
5
Iteração 2
agrupamento dos vértices
6
7
3
2
4
6
6
Iteração 3
soma das centralidades dos adjacentes
+6
+7
+3
16
6
4
9
13
7
Iteração 3
agrupamento dos vértices
16
16
6
4
9
13
8
Iteração 4
soma das centralidades adjacentes
16
+6
+13
+16
38
16
9
20
32
9
Iteração 4
agrupamento dos vértices
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Figura 4.4: Exemplo de iterações do método das potências adaptado.
Apesar do critério de parada proposto não ser o ideal para o grafo do exemplo da Fi-
gura 4.4, nos testes computacionais realizados neste trabalho, utilizando grafos com no mí-
nimo 20 vértices, não foi observado caso semelhante ao da figura, ou seja, que houvesse uma
melhoria nos agrupamentos após uma iteração semmelhoria.
O Algoritmo 5 apresenta o pseudo-código do método das potências adaptado. Na linha
2 o algoritmo inicializa o vetor de solução inicial com a sequência de graus do grafo. Na
linha 3 é calculada a quantidade de grupos de autocentralidade com o vetor inicial, através
da função conta_grupos(−→v ) que calcula a quantidade de componentes distintas existentes no
vetor −→v . Na linha 4 é realizada a primeira iteração multiplicando-se a matriz de adjacência
do grafo G pelo vetor de solução inicial, utilizando-se a representação da matriz por lista
de adjacências L(G). Na linha 5 é calculada a quantidade de grupos de autocentralidade
obtidos com o vetor −→v1 . Na linha 6 o contador de iterações é inicializado e nas linhas 7 a
11 são realizadas as iterações onde são gerados os autovetores de solução até que não seja
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observado melhoramento nos agrupamentos ou que a quantidade de agrupamentos seja
igual a quantidade de vértices do grafo (linha 7).
Algoritmo 5: Método das Potências Adaptado
Entrada: Grafo: G = (V,E)
Saída: Vetor de autocentralidade: −→vk
início1 −→v0 ← graus(G)2
ng0 ← conta_grupos(−→v0)3 −→v1 ← L(G)⊙−→v04
ng1 ← conta_grupos(−→v1)5
k ← 16
enquanto ngk−1 < ngk e ngk < |V | faça:7 −−→vk+1 ← L(G)⊙−→vk8
ngk+1 ← conta_grupos(−→vk)9
k ← k+110
fim11
fim12
O Algoritmo Espectral para o Problema de Isomorfismo de Grafos utilizando o método
das potências Adaptado é denominado AEPIG2. Seu pseudo-código é semelhante ao Algo-
ritmo2, porémutiliza ométododas potências adaptadopara o cálculo das autocentralidades
(linha 2).
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5 UmAlgoritmo de Rotulação
Iterativa para o PIG baseado em
Medidas de Centralidade
Nos capítulos anteriores a autocentralidade foi apresentada como uma invariante de
apoionabusca por um isomorfismoentre dois grafos, conformeproposto em [SANTOS 2010].
Esse último trabalho mostrou empiricamente, através de extensos testes computacionais
com o AEPIG, que esta invariante possui grande poder discriminativo.
Neste capítulo explicamos formalmente esta eficiência utilizando o Teorema 4 apresen-
tado na Seção 3.1. Em seguida, uma vez compreendida a origem desta eficiência, propomos
um novo algoritmo para a resolução do PIG propondo um aperfeiçoamento da técnica dis-
criminativa implicitamente utilizada pelo AEPIG.
5.1 A Eficiência do AEPIG
No Capítulo 4 foi apresentado o AEPIG, algoritmo que utiliza o valor de autocentralidade
dos vértices como propriedade invariante no auxílio da busca de um isomorfismo. Esta es-
tratégia se mostrou bastante eficiente devido ao poder discriminativo da autocentralidade.
Nos casos gerais observou-se que dificilmente os vértices de um grafo possuem auto-
centralidades semelhantes entre si, fazendo desta propriedade uma invariante bastante dis-
criminativa. Sendo assim, podemos utilizá-la para, facilmente, encontrar um isomorfismo
entre dois grafos, caso exista. Nos casos emque os vértices possuamautocentralidades todas
distintas, podemos já dizer que os grafos são isomorfos [SANTOS 2010].
Na Seção 2.2.1 o método das potências foi utilizado para mostrar que a autocentrali-
dade de um vértice é encontrada realizando-se somas iterativas a partir do valor do grau de
seus vértices adjacentes. Ao realizarmos esta soma iterativa, estamos na verdade aplicando
o Teorema 4: calculando a partir de uma invariante inicial uma outra invariante utilizando
informações da adjacência. O que difere uma iteração dométodo das potências de uma apli-
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cação direta do Teorema 4 é a operação de soma que é realizada sobre os valores do conjunto
de invariantes dos vizinhos após este ser construído.
Vamos observar esta diferença com um exemplo. Considere o processo de rotulação
iterativa para hipotéticos vértices v1, v2 e v3 primeiramente aplicando-se a soma sobre os
graus dos vértices adjacentes, como é feito nométodo das potências:
p1(v1) = ∑
u∈Γ(v1)
p0(u) =1+2+3 =6 (5.1)
p1(v2) = ∑
u∈Γ(v2)
p0(u) =1+1+4 =6
p1(v3) = ∑
u∈Γ(v3)
p0(u) = 3+3 =6
p1(v1) = p1(v2) = p1(v3)
Aplicado o Teorema 4 diretamente aos vértices v1, v2 e v3 teríam-se os multiconjuntos:
p1(v1) =
{{
p0(u)
∣∣u ∈ Γ(v1)} ={ 1,2,3} (5.2)
p1(v2) =
{{
p0(u)
∣∣u ∈ Γ(v2)} ={ 1,1,4}
p1(v3) =
{{
p0(u)
∣∣u ∈ Γ(v3)} = { 3,3}
p1(v1) 6= p1(v2) 6= p1(v3)
De (5.1) e (5.2) não é difícil concluir que somar os valores de invariantes reduz o poder
discriminativo que teríamos se aplicássemos o teorema diretamente, pois multiconjuntos
cuja soma dos elementos são diferentes obrigatoriamente devem ser diferentes, mas podem
existir multiconjuntos diferentes cujas somas de seus elementos sejam iguais, como pode-
mos observar comparando os multiconjuntos apresentados em (5.2) e as respectivas somas
dos seus elementos, apresentadas em (5.1).
Esperamos então ter um maior poder discriminativo se utilizado o próprio multicon-
junto como novo rótulo do vértice, ao invés de somar seus elementos. Desta forma iríamos
alcançar uma rotulação mais distinta de vértices em ummenor número de iterações. Moti-
vado por esta hipótese é proposto na seção seguinte ummétodo de rotulação iterativa.
5.2 O Algoritmo de Rotulação Iterativa
Nesta seção será apresentado um novo algoritmo para a resolução do PIG, denominado
Algoritmo de Rotulação Iterativa Baseado em Medidas de Centralidade (ARIMC). Este algo-
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ritmo utiliza o método de rotulação iterativa, motivado pela hipótese apresentada na seção
anterior.
Algoritmo 6 descreve o método de rotulação iterativa. O método tem por entrada um
grafo G = (V,E) e uma propriedade invariante inicial p0, e tem como saída uma propriedade
invariante pk, com maior poder discriminativo. As linhas de 2 a 4 representam a primeira
iteração do método, em que é gerada uma nova propriedade invariante p1 derivada de p0,
através da aplicação do Teorema 4 (linha 3). Na linha 5 o contador de iterações k é iniciali-
zado. As linhas de 6 a 11 contêm o laço das iterações de rerrotulação, as quais são executadas
até que nenhummelhoramento ocorra de uma iteração para outra. Na linha 8 está a aplica-
ção do Teorema 4.
Algoritmo 6: O Método de Rotulação Iterativa
Entrada: Grafo: G = (V,E); Invariante inicial: p0
Saída: Invariante: pk
início1
para v ∈V faça:2
p1(v)← { p0(u)|u ∈ Γ(v)}3
fim4
k ← 15
enquanto |grps(G, pk−1)|< |grps(G, pk)| faça:6
para v ∈V faça:7
pk+1(v)←{ pk(u)|u ∈ Γ(v)}8
fim9
k ← k+110
fim11
fim12
A estrutura do ARIMC é a mesma do AEPIG mas utiliza os rótulos gerados pelo método
de rotulação iterativa como invariantes para se definir os agrupamentos ao invés dos valores
de autocentralidade resultantes do método de potências modificado.
Com isto esperamos encontrar os agrupamentos em um menor número de iterações e
assim, em um menor tempo de execução. O novo método geraria rótulos mais discrimina-
tivos, diferenciando até mesmo aqueles vértices que eventualmente possuam mesma auto-
centralidademas graus diferentes.
5.2.1 O Algoritmo de Rotulação Iterativa Baseado em Medidas de
Centralidade
Demaneira geral o algoritmo inicialmente considera o grau de cada vértice como a pro-
priedade invariante inicial. Em seguida é gerada uma nova rotulação para cada um dos vér-
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tices a partir dos rótulos de seus respectivos vizinhos com base no Teorema 4. Os vértices
então são agrupados por rótulos e o número de agrupamentos gerados é utilizado como cri-
tério de parada. O processo de rotulação termina quando o número de agrupamentos gera-
dos é igual ao número total de vértices ou igual ao número de agrupamentos da propriedade
invariante da iteração anterior. Caso contrário o algoritmo realiza uma nova iteração de rer-
rotulação com o propósito de gerar uma rotulação mais discriminativa. Um exemplo pode
ser observado na Figura 5.1.
A Figura 5.1 ilustra uma iteração do método de rotulação iterativa aplicado ao mesmo
grafo das Figuras 2.3 e 4.4. O método inicia a partir de uma rotulação inicial dos vértices,
neste caso o grau dos vértices foi utilizado (quadro 1). Dado início à primeira iteração, para
cada um dos vértices um multiconjunto é construído com base nos graus dos adjacentes
(quadro 2). Os multiconjuntos são rotulados (quadro 3) e os vértices agrupados de acordo
comos rótulos gerados (quadro 4). Neste caso todos os vértices são agrupados em conjuntos
distintos em apenas uma iteração.
3
1
1
2
2
3
1
Rotulação Inicial
3
1
1
2
2
1
2
3
2
Iteração 1
construção dos multiconjuntos
3
Iteração 1
rotulação dos multiconjuntos
2,2,3{{ {{= S5
{{1,2,3 {{= S1 3{{ {{= S2
1,3{{ {{= S4
3,3{{ {{= S6
2{{ {{= S3
3
1
1
2
2
3
4
Iteração 1
agrupamento dos vértices
S5
S1 S2
S4
S6 S3
Figura 5.1: Exemplo de iterações do método de rotulação iterativa.
5.2.2 Tratando Grafos Regulares: A Vizinhança Γ2(v)
Como vimosnoCapítulo 4 o filtro espectral é bastante eficiente para grafos não regulares,
principalmente para uma grande quantidade de grafos, os quais possuem valores distintos
de centralidade para cada um de seus vértices. A mesma eficiência é observada no método
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de rotulação iterativa baseada nos graus.
No entanto, ambas as técnicas são ineficientes para grafos regulares. O filtro espectral
é ineficiente porque todos os vértices possuem a mesma autocentralidade e a rotulação ite-
rativa, baseada no grau, também é ineficiente, uma vez que todos os vértices possuem o
mesmo número de vizinhos com o mesmo grau, gerando sempre rótulos iguais para todos
os vértices. Um desafio é encontrar uma invariante, com respeito aos vértices, fácil de ser
calculada e que seja diferentemesmo entre os vértices de grafos regulares.
No Capítulo 2, definimos como Γd(v) o conjunto de vértices que distam d de v. Explo-
rando esta definição, observamos que o tamanho da vizinhança Γ2(v) pode variar mesmo
em grafos regulares, como é possível observar na Figura 5.2.
Podemos então utilizar o tamanho desta vizinhança como propriedade invariante ini-
cial para o método de rotulação iterativa, no caso de grafos regulares. Caso o tamanho da
vizinhança Γ2(v) seja ainda a mesma para todos os vértices é computado o tamanho da vizi-
nhança Γ3(v).
44
v
(a) Vizinhança Γ2(v) de tamanho 6
em um grafo 3-regular.
v
u
w
(b) Presença de um quadrado dimi-
nuiu para 5 o tamanho da vizinhança
Γ2(v).
v
w
u
(c) Presença de um triângulo dimi-
nuiu para 4 o tamanho da vizinhança
Γ2(v).
Figura 5.2: Partes de um grafo 3-regular exemplificando vizinhanças Γ2(v). As linhas ponti-
lhadas representam arestas restantes do grafo.
A Figura 5.2 ilustra três casos de vizinhança Γ2(v) num grafo 3-regular. Em (a) é apre-
sentada uma vizinhança Γ2(v) em que os vértices adjacentes a v não compartilham nenhum
outro vizinho entre si, contabilizando assim 6 vértices. Pode-se observar que em (b) as adja-
cências dos vértices w e u possuem um vértice em comum, além do próprio v, fazendo com
que a vizinhança Γ2(v) contabilize 5 vértices. No caso (c) os vértices w e u, apesar de serem
ambos vizinhos de um vizinho de v, distam 1 de v, o que os exclui da vizinhança Γ2(v) redu-
zindo seu tamanho para 4 vértices.
Uma vez proposto o método de rotulação iterativa o desafio é encontrar uma maneira
coerente e eficiente de rotularmos um multiconjunto, particularmente, um multiconjunto
de inteiros. Uma proposta é apresentada na Seção 5.3.
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5.3 Estratégias de Implementação paraMelhoria de Efi-
ciência doMétodo
Uma forma intuitiva de rotularmos ummulticonjunto de inteiros é utilizando um vetor
de inteiros onde cada elemento do vetor representa um elemento do multiconjunto. Para
realizarmosumaoperaçãode comparação entre doismulticonjuntos de tamanho n é preciso,
em primeiro lugar, certificar-se que os vetores estão ordenados e então realizar n operações
de comparação entre os seus elementos par a par.
Porémesta abordagemébastante custosa, principalmentequando a equiparamos coma
forma utilizada no método das potências onde, mesmo perdendo em poder discriminativo,
só é preciso realizar uma comparação entre dois inteiros, o que demanda tempo e espaço
constante.
O ideal seria obter uma operação de rotulação que represente um multiconjunto como
um só número inteiro, permitindo realizar comparações de forma eficiente. Deve ser tam-
bém uma operação que não interfira no poder discriminativo dos rótulos, evitando ao má-
ximo quemulticonjuntos diferentes resultem emummesmo rótulo. Finalmente, esta opera-
ção deve ser preferencialmente comutativa1, pois durante a iteração dométodo de rotulação,
para um par de vértices mapeados por um isomorfismo (caso exista), a vizinhança é visitada
em ordem distinta, pois os grafos estão rotulados de formas diferentes. Porém os rótulos
finais destes dois vértices devem ser os mesmos. Para uma operação não comutativa seria
necessário ordenar os rótulos da vizinhança antes de realizarmos as operações, o que não é
interessante.
A operação de multiplicação é comutativa, porém os valores cresceriam muito rápido
após algumas iterações, o que computacionalmente provocaria um overflow das variáveis.
Por outro lado operações lógicas binárias como ou (OR), e (AND) e ou exclusivo (XOR) são
eficientes operações binárias sobre inteiros, além de serem comutativas. Estas operações
lógicas binárias são executadas sobre a representaçãobináriados respectivos valores inteiros
conforme a Figura 5.3.
A Figura 5.3 ilustra a aplicação das operações lógicas binárias AND, OR e XOR sobre um
mesmo conjunto de valores todos com 8 bits. Paramostrar a comutatividade das operações,
cada uma delas é aplicada duas vezes (esquerda e direita) sobre osmesmos valores dispostos
em ordens distintas. Em (a) é realizada a operação AND. É possível observar que esta ope-
ração teve como resultado um inteiro com 0 emmuitas posições. Isto ocorre pois, para que
uma posição resulte em 1 nesta operação é necessário que em todos os inteiros a serem ope-
1 uma operação ∗ é comutativa se a ∗ b = b ∗ a.
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rados os bits daquela posição sejam 1. No exemplo isto ocorre em apenas uma das posições.
Isto tende a gerar ummesmo valor como resultado, com 0 em todas as posições. Deficiência
semelhante ocorre com a operação OR (b), para que uma posição resulte em 0 é preciso que
em todos os inteiros a serem operados os bits daquela posição sejam 0, tendendo a gerar um
mesmo inteiro como resultado, com 1 em todas as posições. Entretanto a operação XOR não
apresenta esta deficiência, como pode ser observado no exemplo, em (c).
10010110
10010110
01110101
AND 01010011
00010000
10010110
01110101
10010110
AND 01010011
00010000
(a) Comutatividade da operação AND.
10010110
10010110
01110101
OR 01010011
11110111
10010110
01110101
10010110
OR 01010011
11110111
(b) Comutatividade da operação OR.
10010110
10010110
01110101
XOR 01010011
00100110
10010110
01110101
10010110
XOR 01010011
00100110
(c) Comutatividade da operação XOR.
Figura 5.3: Operações binárias aplicadas a ummesmo conjunto de valores.
Porém aplicar a operação XOR diretamente sobre inteiros pequenos, em relação ao in-
teiro máximo suportado pela máquina (que é o caso dos graus dos vértices de um grafo)
restringe as possibilidades de rótulos, uma vez que os bits mais a esquerda são sempre 0.
Considere por exemplo a operação de rotulação sobre vértices de um grafo G = (V,E), d(v)<
8, ∀v∈V . Neste caso váriosmulticonjuntos diferentes obteriamomesmo rótulo. A Figura 5.4
ilustra o exemplo, aplicando a operação XOR sobre alguns multiconjuntos contendo valores
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de graus de um grafo, cujo graumáximo é 7. A aplicação da operação XOR diretamente sobre
os valores resultam em ummesmo rótulo para todos os multiconjuntos.
{{2,2,3,4,5}} {{1,3}} {{2,3,3}} {{2,3,4,7}} {{5,7}}
⇓ ⇓ ⇓ ⇓ ⇓
010
010 010
011 010 011
100 001 011 100 101
XOR 101 XOR 011 XOR 011 XOR 111 XOR 111
010 010 010 010 010
Figura 5.4: Aplicação da operação XOR sobre valores de multiconjuntos gerados por um
grafo
Uma formade solucionar este problemaé aplicandouma função de dispersão fdsp [KNUTH
1998] sobre os rótulos, antes de operarmos o XOR. O objetivo da função de dispersão é ma-
pear valores inteiros de um pequeno intervalo em inteiros em um intervalo maior, tomando
proveito dos demais bits suportados pela máquina, aumentando assim as possibilidades de
rótulos evitando que multiconjuntos diferentes recebam o mesmo rótulo. Definir um ma-
peamento aleatório entre inteiros é o bastante para se definir uma função de dispersão. É
importante porém que sua imagem varie por toda a extensão do conjunto de inteiros supor-
tados pelamáquina e que esta seja uma função injetora, ou seja, para x,y ∈Z, x 6= y, fdsp(x) 6=
fdsp(y) .
A Figura 5.5 apresenta um exemplo de função de dispersão que mapeia inteiros do in-
tervalo [0,7] em inteiros no intervalo [0,255]. Em (a) está sua representação decimal e em (b)
sua representação binária.
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0
1
2
3
4
5
6
7
139
143
28
252
126
104
98
16
fdsp
(a) Representação decimal.
00000000
00000001
00000010
00000011
00000100
00000101
00000110
00000111
10001011
00011100
10001111
11111100
01111110
01101000
01100010
00010000
fdsp
(b) Representação binária.
Figura 5.5: Exemplo de função de dispersão com domínio definido para o intervalo [0,7].
Na Figura 5.6 a função de dispersão da Figura 5.5 foi utilizada na rotulação dos multi-
conjuntos apresentados anteriormente na Figura 5.4. Esta foi aplicada sobre os valores antes
de aplicar a operação XOR. É possível observar que, com a utilização da função de dispersão,
todos os multiconjuntos obtiveram rótulos distintos.
{2,2,3,4,5} {1,3} {2,3,3} {2,3,4,7} {5,7}
⇓ ⇓ ⇓ ⇓ ⇓
10001111
10001111 10001111
11111100 10001111 11111100
01111110 00011100 11111100 01111110 01101000
XOR 01101000 XOR 11111100 XOR 11111100 XOR 00010000 XOR 00010000
11101010 11100000 10001111 00011101 01111000
Figura 5.6: Aplicação do XOR sobre valores de multiconjuntos da Figura 5.4 utilizando a
função de dispersão da Figura 5.5.
Neste trabalho a função de dispersão é implementada através de um vetor estático de
10000 posições populadas com valores aleatórios, definidos no próprio código.
A seguir são apresentados o pseudo-código da função que seleciona a invariante inicial
utilizada pelométodo de rotulação iterativa (Algoritmo 7) e dométodo de rotulação iterativa
baseado em medidas de centralidade (Algoritmo 8) abordando alguns detalhes de imple-
mentação.
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Algoritmo 7: Função de seleção de invariante inicial (inv_inicial).
Entrada: Grafo: G = (V,E)
Saída: Invariante: p0
início1
se G é regular então2
para v ∈V faça:3
p0(v)← |Γ2(v)|4
fim5
se p0(u) = p0(v), ∀u,v ∈V, u 6= v então6
para v ∈V faça:7
p0(v)← |Γ3(v)|8
fim9
fim10
senão11
para v ∈V faça:12
p0(v)← d(v)13
fim14
fim15
fim16
O Algoritmo 7 recebe um grafo como entrada e seleciona a invariante inicial a ser utili-
zada no método de rotulação iterativa. Na linha 2 é verificado se o grafo é regular, se o for
nas linhas 3 a 5 é calculado para cada vértice o tamanho da vizinhança Γ2(v). Na linha 6 é
verificado se o tamanho desta vizinhança é o mesmo para todos os vértices. Se o for nas li-
nhas 7 a 9 é calculado o tamanho da vizinhança Γ3(v). Caso o grafo não seja regular o grau
dos vértices é utilizado como invariante inicial (linhas 11 a 15).
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Algoritmo 8: O Método de Rotulação Iterativa Baseado emMedidas de Centra-
lidade.
Entrada: Grafo: G = (V,E)
Saída: Invariante: pk
início1
fdsp ← {139,28,143, . . . ,53}2
p0 ← inv_inicial(G)3
para u ∈V faça:4
p1(u)← 05
para v ∈ Γ(u) faça:6
p1(u)← p1(u) XOR fdsp
(
p0(v)
)
7
fim8
fim9
k ← 110
enquanto |grps(G, pk−1)|< |grps(G, pk)| faça:11
para u ∈V faça:12
pk+1(u)← 013
para v ∈ Γ(u) faça:14
pk+1(u)← pk+1(u) XOR pk(v)15
fim16
fim17
k ← k+118
fim19
fim20
O Algoritmo 8 mostra o método de rotulação iterativa baseado em medidas de centra-
lidade. O algoritmo tem como entrada um grafo e como saída uma propriedade invariante
bastante discriminativa. Na linha 2 é inicializado o vetor que representa a função de disper-
são. Na linha 3 é selecionada a invariante inicial a ser considerada, utilizando o Algoritmo 7.
Nas linhas 4 a 9 é realizada a primeira iteração de rotulação. Para cada vértice do grafo é
inicializado o rótulo corrente com 0 (linha 5) e então, para cada vizinho do vértice corrente
(linha 6) é aplicada a operação XOR sobre o rótulo corrente e a invariante do respectivo vi-
zinho mapeada, pela função de dispersão (linha 7). Na linha 10 o contador de iterações é
inicializado. As linhas 11 a 19 contêm o laço das iterações de rerrotulação, as quais são exe-
cutadas até que nenhum melhoramento ocorra de uma iteração para outra. Apesar de não
estar descrito no código, a quantidade de agrupamentos gerados, utilizada na linha 11, é
contada com o auxílio de uma tabela de dispersão que guarda os valores de rótulos gerados
na iteração corrente.
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6 Resultados Computacionais
Para efeito de comparação da desempenho dos algoritmos AEPIG2 e ARIMC propostos,
foram realizados testes computacionais utilizando os seguintes algoritmos conhecidos da
literatura: Nauty [MCKAY 1984], VF2 [CORDELLA ET AL. 2001], Bliss [JUNTTILA , KASKI 2007] e
Saucy [DARGA ET AL. 2008a,DARGA ET AL. 2008b]. O Nauty produz uma rotulação canônica
sobre os grafos de entrada através de rotulações iterativas onde um conjunto de invariantes
de vértices é considerado. Os algoritmos Saucy e Bliss trabalham de forma semelhante ao
Nauty mas possuem diferenças na forma de implementação. O Saucy, por exemplo, explora
a esparsidadedos grafos para resolver o problema de formamais eficiente, sendo assimmais
indicado para grafos esparsos. O algoritmo VF2 se fundamenta em uma estratégia de busca
em profundidade. Esta busca é orientada por um conjunto de regras que impõem condições
para o processo de mapeamento, tornando-amais eficiente.
Todos os testes foram realizados sobre o mesmo conjunto de instâncias de teste utiliza-
dos em [SANTOS 2010], extraído de [SIVALAB 2001]. As instâncias são compostas por 3000
pares de grafos conexos gerados aleatoriamente, divididos em três grupos de densidade:
η = 0.01, η = 0.05 e η = 0.1, respectivamente denotados por r001, r005 e r01. Cada grupo
contém 100 pares de grafos de tamanhos 20, 40, 60, 80, 100, 200, 400, 600, 800 e 1000 vértices,
totalizando 1000 pares de grafos em cada grupo. De acordo com o valor de η , se n é o total de
vértices no grafo, o número m de arestas é igual a η
[n(n−1)
2
]
. Entretanto, se este número não
é suficiente para obter um grafo conexo (ao menos n−1 arestas) arestas são adicionadas até
que o grafo gerado seja conexo.
Além destes três grupos de instâncias, uma nova instância de grupo de densidadeη = 0.5
foi gerada também com 100 pares de grafos isomorfos para cada um dos dez tamanhos con-
siderados, utilizando a ferramenta de geração de grafos aleatórios do pacoteNauty, chamada
genrang, a qual foi denotadapor d05. Também foramgeradas duas classes de grafos regulares
utilizando a ferramenta genrang denominadas reg3 e reg7de graus 3 e 7 respectivamente tam-
bém com 100 pares de grafos isomorfos para cada um dos dez tamanhos considerados. Vale
ressaltar que para a geração das classes de grafos regulares não foi mantida entre os grafos a
densidade (relativa aomáximo de arestas possíveis), como feito com os grafos não regulares,
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mas apenas o grau. Desta forma, para esta classe, os grafos maiores são mais esparsos, em
relação aos menores.
Ainda sobre cada par de grafos isomorfos, das seis classes utilizadas, foi gerado um grafo
não isomorfo com a mesma sequência de graus, sendo possível assim verificar o desem-
penho dos algoritmos sobre grafos não isomorfos, porém o comportamento dos algoritmos
foramextremamente semelhantes ao caso de grafos isomorfos como pode ser observadonos
gráficos das figuras 6.1 a 6.12.
Todos os algoritmos utilizados nos testes, inclusive os propostos neste trabalho, foram
implementados em linguagem de programação C. O AEPIG utiliza para o cálculo do vetor
de autocentralidade a função dsyevr_ da biblioteca CLAPACK 3.2.1 [ANDERSON ET AL. 1999].
O AEPIG2 utiliza o método das potências adaptado proposto neste trabalho. As implemen-
tações dos algoritmos Bliss e VF2 foram retirados do pacote iGraph 0.5.1 [CSÁRDI , NEPUSZ
2010]. A implementação do Nauty foi utilizada em sua versão 2.4 e a do Saucy em sua ver-
são 2.1. Para medir o tempo de execução dos algoritmos a função gettimeofday da biblio-
teca C time.h foi utilizada. Os testes foram realizados em uma máquina com processador
Intel R©CoreTM i5 U470@1.33GHz (3MB cache) e 4Gb de RAM utilizando o sistema operacio-
nal Linux Ubuntu 11.04 kernel 2.6.38. Vale ressaltar que os algoritmos AEPIG e o AEPIG2 não
tratam grafos regulares e que o algoritmo Saucy é dedicado a grafos esparsos [DARGA ET AL.
2008b].
Nas páginas a seguir são apresentados, para cada classe, o gráfico de tempo de proces-
samento para os algoritmos tratados para os casos de grafos isomorfos e não isomorfos res-
pectivamente.
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Figura 6.1: Tempo de processamento para pares de grafos isomorfos da classe r001.
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Figura 6.2: Tempo de processamento para pares de grafos não isomorfos da classe r001.
Nos gráficos das Figuras 6.1 e 6.2 pode-se observar que o algoritmo AEPIG executou em
tempo bem maior que os demais. Os algoritmos Bliss e VF2 executaram em tempos seme-
lhantes. Os demais algoritmos executaram em tempos relativamente próximos. O algoritmo
SAUCY executou em menores tempos para todos os grafos a partir de 40 vértices, seguido
do ARIMC. Os tempos de ambos porém se aproximam a medida que o tamanho do grafo
aumenta se encontrando em grafos de 1000 vértices.
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Figura 6.3: Tempo de processamento para pares de grafos isomorfos da classe r005.
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Figura 6.4: Tempo de processamento para pares de grafos não isomorfos da classe r005.
Nos gráficos das Figuras 6.3 e 6.4 pode-se observar com clareza que, devido a densidade
da instância, os tempos obtidos pelos algoritmos se aproximaram uns dos outros de forma
considerável quando comparados com os tempos obtidos para a classe r001. Porém o algo-
ritmo AEPIG executou em maior tempo seguido pelo Bliss e VF2. Nos testes para esta classe
de densidade o ARIMC passa a obter os melhores tempos para grafos a partir de 100 vértices.
Exceto para os grafos com 80 vértices o algoritmo AEPIG2 obtevemelhor tempo que oNauty.
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Figura 6.5: Tempo de processamento para pares de grafos isomorfos da classe r01.
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Figura 6.6: Tempo de processamento para pares de grafos não isomorfos da classe r01.
Os gráficos das Figuras 6.5 e 6.6 apresentam comportamentos semelhantes aos das Fi-
guras 6.3 e 6.4. Os algoritmos Saucy e ARIMC obtiveram tempos aindamais próximos.
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Figura 6.7: Tempo de processamento para pares de grafos isomorfos da classe d05.
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Figura 6.8: Tempo de processamento para pares de grafos não isomorfos da classe d05.
Os gráficos das Figuras 6.7 e 6.8 apresentam comportamentos semelhantes aos das Fi-
guras 6.5 e 6.6. O ARIMC obteve tempos melhores que os outros em todos os tamanhos de
grafos. O AEPIG2 executou em tempos menores do que o Nauty para a maioria dos grafos. O
algoritmo Bliss executou em temposmelhores do que o VF2 até o tamanho de 100 vértices, a
partir de 200 vértices ambos executaram em tempos semelhantes.
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Figura 6.9: Tempo de processamento para pares de grafos isomorfos da classe reg3.
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Figura 6.10: Tempo de processamento para pares de grafos não isomorfos da classe reg3.
Segundo os gráficos das Figuras 6.9 e 6.10 os tempos de processamento para os grafos
da classe reg3 variaram de forma copiosa entre os algoritmos. O Nauty obteve o maior dos
tempos, em seguida o Bliss juntamente com o VF2. O Saucy obteve o segundomelhor tempo
em todas as intâncias. O ARIMC obteve os melhores em todas os tamanhos de grafos, com
uma diferença considerável entre os outros algoritmos.
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Figura 6.11: Tempo de processamento para pares de grafos isomorfos da classe reg7.
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Figura 6.12: Tempo de processamento para pares de grafos não isomorfos da classe reg7.
Os gráficos das Figuras 6.11 e 6.12 possuem comportamento semelhante aos das Figu-
ras 6.9 e 6.10. As diferenças entre os tempos dos algoritmosporémaumentaramparamaiores
número de vértices.
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Na Seção 5.1 foi mencionada a esperança de se computar uma propriedade invariante
commaior poder discriminativo em ummenor número de iterações quando utilizado omé-
todo de rotulação iterativa ao invés do método das potências adaptado. Tendo esta hipótese
como motivação são apresentados a seguir os gráficos com o número médio de iterações
executadas pelo método das potências adaptado (AEPIG2) e o método de rotulação iterativa
(ARIMC) ambos respeitando o mesmo critério de parada.
Vale ressaltar que para todos os pares de grafos não regulares, tanto o método das po-
tências adaptado quanto ométodo de rotulação iterativa obtiveram uma rotulação capaz de
distribuir os vértices em grupos distintos de associações, exceto para os grafos de tamanho
20 a 100 da classe r001 e de tamanho 20 para a classe r005. Para os grafos regulares o método
de rotulação iterativa obteve tal rotulação em todos os casos.
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Figura 6.13: Número médio de iterações executadas para classe r001.
Observando o gráfico da Figura 6.13 é possível concluir que a aplicação do método de
rotulação iterativa reduziu bastante o número de iterações necessárias para se alcançar o
critério de parada para grafos da classe r001, principalmente para grafos com mais de 100
vértices. Para grafos com 1000 foram necessárias, em média, 4 iterações do método das po-
tências adaptado, enquanto que para ométodo de rotulação iterativa foi necessário, emmé-
dia, aproximadamente 1 iteração apenas.
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Figura 6.14: Número médio de iterações executadas para classe r005.
Observando o gráfico da Figura 6.14 observa-se que para a classe r005 não houve grande
diferença para o número de iterações entre os dois métodos para os grafos com 20 vérti-
ces, porém esta diferença começa a crescer a partir de 40 vértices. A partir de 200 vértices
o método de rotulação iterativa requer apenas 1 iteração para alcançar o critério de parada
enquanto que ométodo das potências requer 3 iterações.
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Figura 6.15: Número médio de iterações executadas para classe r01.
O gráfico da Figura 6.15 possui comportamento semelhante ao da Figura 6.14 porém a
diferença entre o número de iterações realizadas pelos métodos começa a crescer a partir de
grafos bem pequenos. Para grafos maiores que 60 o método de rotulação iterativa requereu
apenas 1 iteração, enquanto que o método das potências requereu 3 iterações.
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Figura 6.16: Número médio de iterações executadas para classe d05.
Observando a Figura 6.16 é possível concluir que para a classe de grafos d05 o número
de iterações realizadas para se atingir o critério de parada foi constante em ambos os mé-
todos para grafos com mais de 20 vértices sendo necessárias 3 iterações para o método das
potências adaptado e 1 iteração para o método de rotulação iterativa.
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A seguir são apresentados os gráficos mostrando o número médio de iterações executa-
das pelo método de rotulação iterativa para as classes de grafos regulares.
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Figura 6.17: Número médio de iterações executadas para classe reg3.
No caso da classe reg3 o número de iterações necessárias para se atingir o critério de pa-
rada aumentou quase linearmente até grafos de tamanho 800. Este crescimento no número
de iterações pode ter ocorrido pelo fato de ser uma instância esparsa, ou seja, commenores
vizinhanças Γ2(v). Como estas vizinhanças são menores torna-semais difícil observar varia-
ções no tamanho dasmesmas, exigindo dométodomais iterações para se construir um bom
filtro.
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Figura 6.18: Número médio de iterações executadas para classe reg7.
Observando o gráfico da Figura 6.18 é possível concluir que foi mais fácil construir uma
rotulação discriminativa
De modo geral o algoritmo ARIMC obteve os menores tempos de execução acompa-
nhado pelo algoritmo Saucy. Em todos os casos o ARIMC foi executado mais rapidamente
que o AEPIG2. Pode-se obervar também que o AEPIG mantém o seu tempo constante em
relação a densidade dos grafos. Isto se deve à função utilizada para o cálculo das autocen-
tralidades que, por ser uma função que calcula autovetores de uma matriz no caso geral,
desconsidera a esparsidade ou qualquer outra peculiaridade da matriz.
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7 Conclusões e Trabalhos Futuros
Este trabalho teve por objetivo (1) investigar a eficiência da aplicação da autocentrali-
dade no Problema de Isomorfismode Grafos, (2) propor uma formamais eficiente de cálculo
das autocentralidades além de (3) propor o aperfeiçoamento de sua aplicação.
A eficiência da aplicação da autocentralidade, bem como a facilidade em agrupar os vér-
tices em grupos distintos de autocentralidade, encontrada especialmente em grafos densos
e também observada em [SANTOS 2010], a meta (1) pôde ser compreendida através do mé-
todo das potências aliado ao Teorema 4. Vértices de grafos mais densos tendem a possuir
vizinhançasmais variadas resultando em autocentralidades tambémmais variadas.
Como formamais eficiente de cálculo da autocentralidade (meta 2) foi proposto ummé-
todo das potências adaptado ao PIG, dando origem ao AEPIG2 que executou em 97,3% me-
nos tempo que o AEPIG.
A variação na vizinhança dos grafos (meta 3) pôde ser melhor explorada através da pro-
posta do método de rotulação iterativa, o qual obtém grupos de associações de vértices em
um menor número de iterações que o método das potências, especialmente para grafos
grandes e densos, para os quais foi necessária apenas uma 1 iteração para que os vértices
fossem agrupados em grupos de associações distintos. Ométodo de rotulação iterativa tam-
bém possibilitou a resolução do PIG no caso de grafos regulares para os quais apresentou
tempo de execução inferior a dos algoritmos abordados nos testes computacionais para gra-
fos commais de 20 vértices.
A comparação dos resultados computacionais constataram que o ARIMC soluciona o
PIG com eficiência, sendo superior ao AEPIG2 em todos os casos. A eficiência do método de
rotulação iterativa se destaca ainda mais nos casos de grafos regulares, com os quais apre-
sentou tempo de processamento bem inferior aos demais algoritmos, nos levando a concluir
que as vizinhançasΓ2(v) eΓ3(v)dãoorigema excelentes invariantesdiscriminativaspara gra-
fos regulares.
Os trabalhos futuros são:
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• investigar se as propriedades invariantes utilizadas pelo ARIMC são propriedades in-
variantes completas. Caso contrário, investigar como torná-las completas, evoluindo
assim o ARIMC para um algoritmo de rotulação canônica;
• testar o desempenho dos algoritmos propostos aplicados a grafos regulares de maior
densidade e a grafos fortemente regulares;
• encontrar uma melhor forma de rotular multiconjuntos de inteiros. Por ser inversa de
si própria, a operação XOR é ineficaz se aplicada duas vezes sobre um mesmo valor,
fazendo com que alguns multiconjuntos diferentes, como por exemplo { 1,3,3} e { 1} ,
obtenham omesmo rótulo.
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APÊNDICE A -- Tabelas dos Resultados
Computacionais
r001 Nauty Saucy Bliss VF2 ARIMC AEPIG AEPIG2
20 0.00011 0.00006 0.00048 0.00035 0.00006 0.00040 0.00006
40 0.00021 0.00009 0.00059 0.00048 0.00013 0.00096 0.00016
60 0.00023 0.00010 0.00068 0.00054 0.00017 0.00160 0.00020
80 0.00015 0.00007 0.00082 0.00062 0.00014 0.00180 0.00028
100 0.00013 0.00007 0.00084 0.00060 0.00012 0.00277 0.00022
200 0.00018 0.00011 0.00097 0.00091 0.00018 0.01771 0.00029
400 0.00037 0.00020 0.00200 0.00186 0.00025 0.13127 0.00049
600 0.00059 0.00031 0.00330 0.00330 0.00039 0.43512 0.00075
800 0.00084 0.00045 0.00572 0.00573 0.00053 1.09406 0.00117
1000 0.00110 0.00061 0.00894 0.00893 0.00062 2.22899 0.00148
Tabela A.1: Tempomédio (em segundos) de processamento para a classe r001.
r005 Nauty Saucy Bliss VF2 ARIMC AEPIG AEPIG2
20 0.00008 0.00005 0.00035 0.00031 0.00006 0.00037 0.00007
40 0.00011 0.00007 0.00043 0.00034 0.00007 0.00098 0.00009
60 0.00013 0.00009 0.00062 0.00052 0.00009 0.00152 0.00012
80 0.00011 0.00007 0.00079 0.00055 0.00008 0.00189 0.00014
100 0.00010 0.00007 0.00109 0.00074 0.00005 0.00272 0.00010
200 0.00022 0.00014 0.00194 0.00182 0.00012 0.01754 0.00017
400 0.00053 0.00032 0.00655 0.00657 0.00027 0.14001 0.00043
600 0.00103 0.00061 0.01563 0.01553 0.00053 0.43754 0.00073
800 0.00165 0.00100 0.03048 0.03049 0.00085 1.09086 0.00130
1000 0.00243 0.00154 0.05151 0.05088 0.00126 2.22977 0.00166
Tabela A.2: Tempomédio (em segundos) de processamento para a classe r005.
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r01 Nauty Saucy Bliss VF2 ARIMC AEPIG AEPIG2
20 0.00007 0.00004 0.00029 0.00025 0.00004 0.00037 0.00005
40 0.00011 0.00007 0.00054 0.00039 0.00007 0.00094 0.00007
60 0.00014 0.00009 0.00087 0.00055 0.00008 0.00142 0.00012
80 0.00011 0.00008 0.00114 0.00072 0.00007 0.00182 0.00013
100 0.00011 0.00007 0.00122 0.00092 0.00005 0.00274 0.00010
200 0.00028 0.00017 0.00319 0.00321 0.00014 0.01743 0.00020
400 0.00080 0.00049 0.01382 0.01399 0.00040 0.13369 0.00056
600 0.00170 0.00098 0.03712 0.03659 0.00085 0.43717 0.00109
800 0.00290 0.00165 0.07420 0.07364 0.00142 1.08346 0.00176
1000 0.00415 0.00258 0.12997 0.12916 0.00216 2.23015 0.00275
Tabela A.3: Tempomédio (em segundos) de processamento para a classe r01.
d05 Nauty Saucy Bliss VF2 ARIMC AEPIG AEPIG2
20 0.00008 0.00004 0.00037 0.00032 0.00004 0.00038 0.00004
40 0.00013 0.00008 0.00084 0.00059 0.00007 0.00088 0.00008
60 0.00018 0.00012 0.00142 0.00088 0.00010 0.00144 0.00013
80 0.00015 0.00010 0.00172 0.00136 0.00008 0.00181 0.00015
100 0.00017 0.00011 0.00219 0.00210 0.00009 0.00269 0.00014
200 0.00051 0.00030 0.00940 0.00934 0.00026 0.01758 0.00031
400 0.00167 0.00104 0.05212 0.05281 0.00087 0.13040 0.00106
600 0.00407 0.00256 0.14729 0.14706 0.00215 0.43686 0.00239
800 0.00677 0.00430 0.31524 0.31467 0.00331 1.08371 0.00385
1000 0.01040 0.00650 0.57351 0.57298 0.00514 2.22806 0.00592
Tabela A.4: Tempomédio (em segundos) de processamento para a classe d05.
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reg3 Nauty Saucy Bliss VF2 ARIMC
20 0.00048 0.00019 0.00086 0.00065 0.00009
40 0.00195 0.00043 0.00148 0.00123 0.00016
60 0.00418 0.00053 0.00235 0.00176 0.00022
80 0.00535 0.00044 0.00320 0.00211 0.00025
100 0.00563 0.00056 0.00398 0.00247 0.00017
200 0.02356 0.00148 0.00628 0.00526 0.00030
400 0.10876 0.00480 0.01622 0.01495 0.00075
600 0.27159 0.00800 0.03083 0.03014 0.00117
800 0.52884 0.01042 0.05170 0.05123 0.00171
1000 0.90469 0.01335 0.07876 0.07743 0.00230
Tabela A.5: Tempomédio (em segundos) de processamento para a classe reg3.
reg7 Nauty Saucy Bliss VF2 ARIMC
20 0.00052 0.00025 0.00108 0.00087 0.00049
40 0.00198 0.00055 0.00199 0.00134 0.00024
60 0.00451 0.00068 0.00316 0.00208 0.00033
80 0.00482 0.00046 0.00444 0.00257 0.00034
100 0.00587 0.00056 0.00511 0.00347 0.00026
200 0.02317 0.00127 0.00854 0.00705 0.00036
400 0.10644 0.00380 0.01859 0.01788 0.00075
600 0.25783 0.00538 0.03183 0.03159 0.00113
800 0.48327 0.00768 0.05008 0.05035 0.00169
1000 0.80982 0.01082 0.07274 0.07270 0.00236
Tabela A.6: Tempomédio (em segundos) de processamento para a classe reg7.
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r001 r005 r01 r05
AEPIG2 ARIMC AEPIG2 ARIMC AEPIG2 ARIMC AEPIG2 ARIMC
20 4.1800 3.5500 3.6500 2.8200 3.0700 1.7700 3.0000 1.0000
40 4.9200 4.0300 3.3200 2.0400 3.0000 1.3500 3.0000 1.0000
60 5.4900 4.1300 3.2800 1.8400 3.0100 1.1800 3.0000 1.0000
80 5.7700 4.1100 3.2200 1.5900 3.0100 1.0300 3.0000 1.0000
100 5.7700 3.9600 3.1400 1.3600 3.0000 1.0000 3.0000 1.0000
200 4.9400 2.5100 3.0800 1.0100 3.0000 1.0000 3.0000 1.0000
400 4.5200 2.0000 3.0100 1.0000 3.0000 1.0000 3.0000 1.0000
600 4.1900 1.9600 3.0200 1.0000 3.0000 1.0000 3.0000 1.0000
800 4.1000 1.5900 3.0000 1.0000 3.0000 1.0000 3.0000 1.0000
1000 3.9000 1.2500 3.0100 1.0000 3.0000 1.0000 3.0000 1.0000
Tabela A.7: Número médio de iterações executadas para as classes de grafos não regulares.
reg3 reg7
ARIMC ARIMC
20 4.1900 3.1600
40 5.4300 1.7200
60 6.1100 1.7000
80 6.5900 1.7900
100 7.1000 1.9100
200 8.0100 2.0000
400 9.0500 2.0000
600 9.8200 2.0000
800 10.6900 2.5400
1000 10.7200 2.9800
Tabela A.8: Número médio de iterações executadas para as classes de grafos regulares.
