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ABSTRACT
Molecular Dynamics (MD) sim ulation has been performed on various Electric Double 
Layer Capacitors (EDLCs) systems with different Room  Tem perature Ionic Liquids (RTILs) 
as well as different structures and m aterials of electrodes using a com putationally efficient, 
low cost, united atom  (U A )/explicit atom  (EA) force filed. MD sim ulation studies on two 
1-butyl-3-methylimidazolium (BMIM) based RTILs, i.e., [BMIM][BF4] and [BMIM][PF6], 
have been conducted on both  atomic flat and corrugated graphite as well as (0 0 1 ) and (0 1 1 ) 
gold electrode surfaces to  understand the correlations between the Electric Double Layer 
(EDL) structu re  and their corresponding differential capacitance (DC). O ur MD simulations 
have strong agreement w ith some experim ental data . The structures of electrodes also have 
a strong effect on the capacitance of EDLCs. MD simulations have been conducted on 
RTILs of N-methyl-N- propylpyrrolidinium  [pyr13] and bis(fluorosulfonyl)imide (FSI) as 
well as [BMIM][PF6] on both  curvature electrodes (fullerenes, nanotube, nanowire) and 
atom ic flat electrode surfaces. It tu rns out th a t the nanowire electrode systems have the 
largest capacitance, following by fullerene systems. N anotube electrode systems have the 
smallest capacitance, but they are still larger than  th a t of atom ically flat electrode system. 
Also, RTILs w ith slightly different chemical structure  such as [Cnmim], n =  2, 4, 6 , and 8 , 
FSI and bis(trifluoromethylsulfonyl)imide (TFSI), have been examined by MD simulation 
on both  flat and nonflat graphite electrode surfaces to  study the effect of cation and anion's 
chemical structures on EDL structure and DC. W ith  prism atic (nonflat) graphite electrodes, 
a transition  from a bell-shape to  a camel-shape DC dependence on electrode potential 
was observed with increase of the cation alkyl tail length for FSI systems. In contrast, 
the [Cnmim][TFSI] ionic liquids generated only a camel-shape DC on the rough surface 
regardless of the length of alkyl tail.
Dedicated to  all my family members
CONTENTS
A B S T R A C T .....................................................................................................................................  iii 
A C K N O W L E D G M E N T S ........................................................................................................  v ii 
C H A P T E R S  
1................................................................................................................................................................. IN T R O D U C T IO N  T O  E L E C T R IC  D O U B L E  L A Y E R  C A P A C IT O R S  1
1.1 Electrochemical Energy Storage D evices....................................................................  1
1.2 Supercapacitor....................................................................................................................  1
1.3 Electrolyte: Ionic L iq u id .................................................................................................  5
1.4 Electric Double Layers ...................................................................................................  6
1.5 Theoretical M o d e ls ........................................................................................................... 8
1.5.1 Helmholtz M odel......................................................................................................  8
1.5.2 G ouy-Chapm an Model .......................................................................................... 8
1.5.3 Kornyshev Model ...................................................................................................  10
1.6 Molecular Dynamics (MD) S im u la tio n ......................................................................  10
1.6.1 MD Simulation M eth o d o lo g y .............................................................................. 10
1.6.2 Polarizability .............................................................................................................  14
1.7 MD Simulation Force F ie ld ............................................................................................  18
1.8 MD Simulation D e ta i l s ...................................................................................................  18
1.9 DC Results from E xperim ents.......................................................................................  19
1.10 Overview of Previous Simulation S tu d ie s .................................................................  21
1.11 References ............................................................................................................................ 23
2. A  M O L E C U L A R  D Y N A M IC S  S IM U L A T IO N  S T U D Y  O F  T H E  
E L E C T R IC  D O U B L E  L A Y E R  A N D  C A P A C IT A N C E  O F  B M IM  P F 6 
A N D  B M IM  B F 4 R O O M  T E M P E R A T U R E  IO N IC  L IQ U ID S  N E A R
C H A R G E D  S U R F A C E S  .................................................................................................  28
2.1 Introduction ....................................................................................................................... 29
2.2 Simulation Details .............................................................................................................  30
2.2.1 System Set Up and Simulation M ethodology ................................................  30
2.2.2 Force Field ................................................................................................................ 31
2.2.3 Details of Analysis .................................................................................................  32
2.3 Result and Discussion ...................................................................................................... 32
2.3.1 Atomically F lat Surfaces.......................................................................................  32
2.3.2 Atomically Corrugated S u rfaces ......................................................................... 37
2.3.3 Influence of C hem isorption.....................................................................................  37
2.4 Conclusions .........................................................................................................................  39
2.5 Acknowlegements .............................................................................................................  39
2.6 References ............................................................................................................................ 39
3. O N  T H E  E F F E C T  O F  C U R V A T U R E  E L E C T R O D E  O N  E L E C T R IC  
D O U B L E -L A Y E R  C A P A C IT O R S   ..43
3.1 Introduction ...........................................................................................................................43
3.2 F urther D iscussion............................................................................................................. ... 45
3.3 R eferences................................................................................................................................51
3.4 Increasing Energy Storage in Electrochemical Capacitors w ith Ionic Liquid 
Electrolytes and N anostructured Carbon Electrodes ................................................51
3.4.1 Associated C o n te n t ................................................................................................. ....59
3.4.2 A uthor In fo rm ation ................................................................................................. ....59
3.4.3 A cknow ledgm ents................................................................................................... ... 59
3.4.4 R eferences.................................................................................................................. ....59
4. A  C O M P A R A T IV E  S T U D Y  O F  A L K Y L IM ID A Z O L IU M  R O O M  
T E M P E R A T U R E  IO N IC  L IQ U ID S  W IT H  F S I  A N D  T F S I  A N IO N S  
N E A R  C H A R G E D  E L E C T R O D E S  ............................................................................61
4.1 Introduction ...........................................................................................................................62
4.2 Simulation Setup ....................................................................................................................63
4.3 Differential C apac itance ..................................................................................................  64
4.4 Integral Capacitance ........................................................................................................ ....65
4.5 Dependence of the EDL Structure on the Applied V o ltage .................................. ... 66
4.6 Correlation of DC with EDL S tru c tu re ...................................................................... ....69
4.7 C onclusions......................................................................................................................... ....70
4.8 Acknowlegements ............................................................................................................. ... 70
4.9 Appendix 1 .: Development of Nonpolarizable U nited A tom /Explicit Atom 
Force Field for [Cnm im ][FSI]..............................................................................................71
4.10 R eferences................................................................................................................................72
5. C O N C L U S IO N  O F  M D  S IM U L A T IO N  O N  S U P E R C A P A C IT O R S  . . 75
vi
ACKNOWLEDGMENTS
The au thor would like to  acknowledge the huge support from Dr. D m itry Bedrov and 
Dr. Jenel V atam anu for their guidance and help during the procedure of this work.
Also, the author would like to  give great thanks to  the D epartm ent of M aterials Science 
and Engineering of University of U tah.
Thanks to  the D epartm ent of Energy and Army Research Laboratory for financial 
support under the grants of DE-SC0001912 and W911NF-12-2-0023, respectively.
CHAPTER 1
INTRODUCTION TO ELECTRIC DOUBLE 
LAYER CAPACITORS 
1.1 Electrochemical Energy Storage Devices
In the context of air pollution, global warming and increasing energy demands, the need 
for efficient, green, renewable (i.e., wind and solar), cheap energy sources and storage devices 
cannot be overstated, and research in these fields is currently a hot topic. In particular, 
supercapacitors and Li ion batteries (LIB) have proven to  be efficient technologies for high 
energy density devices. Supercapacitors are typically used for applications requiring short 
bursts of high power, and the LIBs are more employed in providing long-term energy output. 
For instance, supercapacitors are used to  power up the bass channel in an audio system  (1) 
and to  give power for emergency doors (2). LIBs are commonly used for powering up almost 
all portable devices (cell-phones, tablets, laser mouse, B luetooth keyboard, etc.) (3), which 
are needed to  last a long tim e. Furtherm ore, LIBs can also be utilized to  power up larger 
scale devices such as electric cars or spacecraft components.
1.2 Supercapacitor
Conventional capacitors are comprised of three components: two conductive electrodes, 
which are usually made of metal, and a separator made by insulating dielectric m aterial. 
This nonconductive/dielectric m aterial can be glass, a semiconductor, or even vacuum. 
W hen electricity source is attached to  a capacitor, an electric potential difference is gener­
ated between the two conductive plates. Thus a positive charge (+q) is collected across one 
conductor and a negative charge (-q) on the other. Therefore, unlike resistors, capacitors 
are a com ponent/device used to  store and release energy, not to  dissipate energy. A nother 
significant property of a capacitor is th a t it is able to  block direct current while a t the 
same tim e allowing alternating current (AC) to  flow. T hat is why conventional capacitors 
are widely applied in the m odern integrated circuit industry. The measure of a capacitors 
strength  is called capacitance. Capacitance is defined as the ratio  of electric charge (Q) and
2potential differences (V) between the two conductive electrodes. The SI unit of capacitance 
is the Farad (F), and 1 F  is equal to  1 coulomb (C )/volt (V).
Due to  the fact th a t conventional capacitors have very low energy densities (4), they are 
usually used in small devices, such as integrated circuit boards. They generally do not meet 
requirem ents for large energy-demanding environments. For example, we cannot set up 
conventional capacitors in electric cars or emergency doors, etc. Therefore, scientists have 
begun to  explore new ways to  replace such low energy devices. Supercapacitors, also called 
Electrochemical Double-Layer Capacitors (EDLCs), in particular, have been introduced 
th a t have a ttrac ted  much atten tion  due to  their high energy and power density compared to 
conventional capacitors. EDLCs can be classified into three kinds: Double-Layer capacitor, 
Pseudocapacitor, and Hybrid capacitor. In this research, all the EDLCs I refer to  are 
Electric Double-Layer capacitors. Figure 1.1 displays a scheme of EDLCs (5).
EDLCs store electrical charge in a similar way to  th a t of conventional capacitors, through 
accum ulating charge near electrode surfaces and w ithout any Faradic reactions ( 6 ). The 
difference is th a t inside an ED LC's cell a distinguishable interface structure between the 
conductive electrode surface and electrolytic solution is formed. Such interface structures 
consist of several layers, which are composed with both  positive and negative ions, and they 
are known as Electric Double Layers (EDL). The separation between each layer of EDL is 
about 5 A, and the to ta l thickness of EDL is around 1 0  to  25 A (7), a dem onstrated in 
Figure 1.1.
Such interface structures also create a much larger surface area th an  those in conven­
tional capacitors, which allows these devices to  accom modate more ions, more charge from 
bulk electrolyte. In o ther words, a much larger capacitance will be created in EDLCs. 
EDLCs can generate a much higher energy density th an  th a t of conventional capacitors and 
higher power density th an  rechargeable batteries ( 8 ). Figure 1.2 dem onstrates the power 
density as a function of energy density for different electrochemical storage devices. Due 
to  ED LC ’s many advantages such as higher power density (9), higher energy density (10), 
larger electrode surface area w ith cell voltage ( 1 1 ), a highly reversible change/discharge 
process (12 ), fast charging/discharging at power densities exceeding 1kW kg- 1  (13 ), low 
volume change during operation (14), being environm entally friendly/safe (15 ), and having 
excellent low-tem perature charge/discharging performance (16 ), they have been accepted 
as one of the most promising energy storage devices for daily usage.
The first electrochemical capacitors concept with high surface area porous carbon elec­
trodes invented by Becker (17) were introduced in 1957. In 1969, SOHIO created another
















F ig u re  1.2. Power density as functions of energy density for conventional capacitor, 
supercapacitor, batteries, and fuel cell.
5version of this device called an electric storage apparatus. However, there is no specific 
evidence to  explain the working mechanism of this device in SOHIO’s paten t (18). W hile 
electrode m aterials were improved, electrolytes w ith be tte r conductivity were synthesized. 
During 1982, the first EDLC was invented at Pinnacle Research Institu te, and they success­
fully m arketed this device under the brand of PR I U ltracapacitor (19 ). Recently, the U.S. 
D epartm ent of Energy (DOE) claimed the equal significance of EDLCs and batteries to 
underline the im portant sta tus of EDLCs (20 ). During the past decade, EDLC technology 
has been extensively examined by scientists both  in experim ental and theoretical studies 
(21,22 ), and they have also been identified as the most developed form of the electrochemical 
capacitor since the mid-19th century (23 ). Also, many electrode m aterials for EDLCs 
have been tested by electrochemical communities. One of most popular electrode m aterials 
among them  is carbon due to  its many advantages, such as low cost, availability of raw 
m aterials, an easier structure to  modify, and a large surface area of up to  2500 m 2/g  (24 ).
1.3 Electrolyte: Ionic Liquid
The flammable and volatile conventional organic solvents caused many concerns for 
m odern industries and for individual consumers. The rising safety issues are forcing en­
gineers and m anufacturers to  find alternative m aterials, which can take the place of the 
unsafe organic electrolytes. Recently, Room Tem perature Ionic Liquids (RTILs) or low 
tem perature  molten salts have a ttrac ted  much attention. They are experiencing a re­
naissance in light of their m ultiple advanced properties as a new generation of electrolyte 
m aterials for electric storage devices. These properties include the fact th a t they possess 
nonvolatility (25 ), nonflam mablity (26 ), high conductivity (27), negligible vapor pressure
(28), high chem ical/electrochemical therm al stability (29 ), lower viscosity (30 ), and in some 
cases hydrophobicity (31 ). Additionally, they have a large electrochemical window (32), a 
broad liquidus range (33), and a wide tem perature range of operation (34 ). They are also 
considered to  be, in principle, tunable solvents, which have many anions and cations th a t 
can be selected. Therefore, one can manage the m icroproperties of the target electrolytes 
to  obtain the properties th a t they prefer. RTILs were first discovered in 1914, during World 
W ar I, when scientists were trying to  explore certain new explosive m aterials. Instead, they 
found ionic liquid (35). Later, chloroalum inate based ionic molten salts were reported by 
Hurley, Wier, Wilke, et al. (36,37). Most recently, in 1992, Zaworotko has dem onstrated 
some more hydrolytically stable anions th a t can be utilized in m odern industry (38).
The reason why they  are well-known as room -tem perature ionic liquids is because their
6liquefying tem peratures (melting point) are usually much below 100 °C (39 ). The m ajority 
of them  are around room tem perature or 30 °C (40 ). RTILs usually consist of both organic 
and inorganic cations and anions such as [Cnmim] (imidazolium), [pyri3] (pyrrolidinium), 
B F4, P F 6, Bis(trifluorosulfonyl)imide (TFSI), Bis(fluorosulfonyl)imdie (FSI), BR, B(CN )4, 
etc. Figure 1.3 shows some of the typical ionic cations and anions.
Because of RTILs excellent properties, they are widely utilized in various scientific 
fields. For example, they are used as green solvent for catalysts, separators, lubricants, and 
sensors in the textile industry and for heat-transfer fluids for therm al engines, etc., (41 -45 ). 
However, the most well-known practical application for such elite liquids, in particular, is as 
electrolytes for electrochemical storage devices, such as lithium  ion batteries (46 ), lithium  
polymer batteries (47 ), fuel cells (48 ), photoelectron chemical cells (49 ), and light-em itting 
electrochemical cells (50 ), and most significantly RTILs have become the most a ttractive 
candidate electrolyte m aterials for EDLCs.
The interfacial structures between RTILs electrolytes and electrodes of EDLCs have been 
under intense exam ination during the past decade. This is especially due to  the fact th a t 
RTILs electrolytes do not consist of any molecules, which make RTILs more structured 
in bulk electrolytes and near electrodes than  th a t of molecular liquids (51 ). Only ions 
(cations and anions) are moving around the cell, which are driven by Coulomb interaction, 
covalent bonds, hydrogen bonds, and van der Waals forces (52 ). Different ion pairs will 
endow EDLCs with to tally  different properties. Therefore, by modifying the combinations of 
different cations and anions, scientists can a tta in  their desired therm odynam ic and transport 
properties for specific applications.
1.4 Electric Double Layers
Due to  the relatively large potential differences between the conductive electrode surface, 
and the ” layer-by-layer” structures formed by the ions from electrolyte, they are known 
as Electric Double Layers (EDLs). Since there is an incomplete understanding of the 
correlations between EDL structures and capacitance, this field has become a m ajor focus for 
the scientific community. U nderstanding the structures of EDL during the electrodes/RTILs 
interface and designing the best pairs of anions-cations have already become the most 
interesting parts in this research field. Differential capacitance (DC) as one m ajor way to 
judge capacitance of EDLCs has been thoroughly studied by our group. DC is defined as
D C  =  ^  
dV
7
8T his is the derivative of the electrode charge per unit of surface area dQ  w ith respect 
to  electrode potential dV. The DC dependence on applied potential between electrodes 
provides significant insight into and b e tte r understanding of the behavior of electrolytes 
near the conductive electrode surfaces. Each unique EDL structure  will normally leave a 
signature shape of DC. Hence, DC became the main focus and has been widely measured 
in experim ental studies as well as theoretical studies.
1.5 Theoretical Models
Despite the increase of experim ental studies on EDLCs, nanoscale understanding of 
the structures of electrolyte/electrode interface are still constrained. W ith  the increase 
in theoretical research, especially continuous MD sim ulation studies, some well-known 
sim ulation models have been frequently recited by much of the scientific literature (50-55) 
such as the Helmholtz model (56 ), the G ouy-Chapm an model (57), and the Kornyshev 
model (58 ).
1.5.1 H elm h oltz  M odel
In 1853 German scientist Helmholtz create the first simple model to  describe charge 
separation between metallic electrodes and liquid electrolyte solutions. He proposed th a t 
the interface between metallic electrodes and solutions could store electric charge (59 ). He 
believed th a t the absolute value of charges on the surface of electrodes m ust be tan tam ount 
to  the absolute value of charges of cum ulated ions near the electrode surface. Such interfacial 
structures known as the compact layer or the Helmholtz layer are formed by electrostatic 
or Van der W aals force. Besides the Helmholtz layer, ion density is as same as the bulk 
density. Thus, there are huge density differences between the Helmholtz layer and the bulk 
electrolyte. This phenomenon is shown in Figure 1.4. However, such models cannot describe 
the distance from the electrode surface as a function of ionic charge density very well.
1.5.2 G ouy-C hapm an M odel
Between 1910 and 1913, Gouy and Chapm an proposed th a t part of the ions beside 
the Helmholtz layer still need to  be considered in the EDL (60,61 ). Therefore, EDL may 
be found in various thicknesses. In the G ouy-Chapm an model, also known as the diffuse 
double-layer model, ions are treated  as a hard sphere w ith the same radius r, and the charge 
is situated in the mass-center of the sphere. In bulk electrolytes, half of the ions have 
positive charge, and the other half have negative charge. Because of this EDL concept, the 
Gouy-Chapm an model is more accurate th an  the Helmholtz model shown in Figure 1.4 (62 ).
9F ig u re  1.4. Helmholtz model and Gouy-Chapm an model.
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However, the Gouy-Chapm an model has failed to  dem onstrate the actual capacity-potential 
curve for most concentrations and m easured capacitances much lower th an  the predict 
capacitance.
1.5.3 K ornyshev M odel
Kornyshev, in 2007, pointed out the shape of DC of RTILs is really different from dilute 
electrolyte and introduced a mean-field theory (M FT), which is a theoretical m ethod based 
on the modified Poisson-Boltzm ann theory to  interpret the shape of the DC for EDLCs, 
and it dem onstrated good agreement with MD sim ulation results. The main theory of 
K ornyshev’s model is to  show how the degree of compressibility in the EDL affects the 
shape of DC as a function of electrode potential(V ). U-shaped DCs are possibly going to 
be exhibited when the electrolyte steric exclusion near is small (electrode surface is not 
overcrowded) and ions from the bulk electrolyte can still easily pack onto the surface with 
increasing potential such th a t the derivative of electrode charge as function of electrode 
potential is increasing with potential. T ha t is going to  lead to  DC having a minimum point 
(decrease first and then  increase). A bell-shaped DC will be the result, when the ions are 
overcrowded on surface, which when the repulsive Van der Waals force is very strong will 
make it hard for ions in the electrolyte to  pack into clusters (overcrowd electrode surface 
diminished the exclusion effects). Figure 1.5 shows the mechanism of how the U-shaped 
DC and bell-shaped DC curves are formed. Additionally, Kornyshev also pointed out th a t 
when the num ber of the cations is much larger than  the num ber of anions, the DC maximum 
value will shift positively from the PZC (63 ).
1.6 Molecular Dynamics (MD) Simulation
There are countless possibilities of cation-anion combinations (ionic pairs) th a t can be 
made for RTILs electrolytes. However, utilizing experim ental m ethods/characterizations 
to  study the very thin, several angstrom s thickness of EDL formed by electrolytes is quite 
challenging. Therefore, detailed, atom ic level MD sim ulation studies can help scientists 
determ ine the complexity of nanoscale physics happening inside the EDL.
1.6.1 M D  Sim ulation  M eth od ology
Molecular Dynamics (MD) sim ulation is a promising theoretical tool. It is well suited for 
exploring structure, transport, therm odynam ics, interfacial behaviors, and other properties 
for various ionic liquids (ILs) and their m ixtures. Numerous ILs have been investigated, 
during the past 2 decades, including imidazolium, pyrrolidinium, triazolium , tetraalkylphos-
11
Kornyshev Model
F ig u re  1.5. U-shaped DC and bell-shaped DC in Kornyshev model.
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phonium, phosphonium, and tetraalkylam m onium , cations, B F4, P F 6, FSI, TFSI, and 
anions. MD sim ulation studies have provided many insights and evidence to  help the 
research comm unity to  fundam entally understand what is going on inside EDL.
Typically, a t a constant tem perature, simulations are conducted w ith constant voltage 
between two conductive electrodes. We modified the electrostatic energy and electrode 
charge such th a t each atom  on the electrodes’ dialed in electrostatic potentials are remain 
constant (64 ). The value of charge on each atom  on the electrodes is simulated as a Gaussian 
distribution located on the center of each atom  (65 ).
, 2
Pi(r -  Ri) =  q i(p i)3/ 2e x p (-e 2 \r -  R \2)(1)
where pi (r- R i ) is the electric charge density on the atom  i of electrode situated at the 
position R i , and 1/ei is the w idth of distribution. The to ta l electrostatic energy of the 
system  th a t consists of the left and right electrode and conductive electrolyte in the middle 
is given by
1 1 *
U =  2  EE 2  E E i R j + k L i  e r/c (£ iJ S(*,G >(2>
k ij k ij i
where R ij s the vector of distance between the atom  i and atom  j in the initial box, k is the 
m ultiplicity of the initial box which the initial box k equal to  0, and kL is the multiplicity 
factor for the distance vector R ij . The * over the sum m ation is a restriction label th a t 
dem onstrates the sum m ation over ion pairs i and j and is constrained as i j when they are 
in the initial box (k =  0). The Gaussian cross-widths 1 /ij  is define as
1 1 1
~Y =  ~2 +  ~2 (3)
4  e2
In the last term  of equation 2, the (i,G) is zero for the charge follow Gaussian distribution 
or point charge, and Gaussian self-interactions ^ i (q‘i ^ V n ) , ij will be excluded if the charges 
are not follow Gaussian distribution. Usually we solve the electrostatic energy, which is the 
first term  of equation 2 by applying the standard  Ewald sum m ation m ethod specific for a 
2D-periodic box system  of point charge w ith an expedient Smooth Particle Mesh Ewald 
(SM PE) version (66-69). W hen the distance between two ions is beyond the cut-off value, 
9 to  10, the second term  of equation 2 can be essentially neglected; hence, the error function 
of equation 2 was approxim ately as a short range (70 ).
1 E E i R j + k L - 1 E E i R J + k ^  e r / c f e j 1 R j 1+ kL)
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» 2  T  T  i R i r f k L i -  2  T  T  j R j ? k | e rfc (e ij |R i j |)(4)k ij k i j
Equation 4 indicates th a t the electrode charge following Gaussian distribution con­
tribu tes to  the to ta l electrostatic energy with an extra short term  as shown in the right side 
of equation 4, bu t if the Gaussian w idth is more th an  1/3 of the short-ranged cut-off, the 
left side of the equation 4 cannot be considered as short-ranged, and the Ewald sum m ation 
procedures can be utilized to  calculate its long-ranged contribution.
For each tim e step, we have to  modify the electrode charge such th a t atom s on the 
electrode receive the same electrostatic potential V°dialed on the conductive electrodes. 
Therefore, during the simulation, we can control the electrostatic potential difference. 
Modifying electrode charges are achieved by changing the to ta l electrostatic energy as
U
r0(Ut =  U - ^  qiV°(5) 
i= 1
where ^U = 1 qiVi° is the required work to  generate the electrode charge qi , i =  1 to  u (71). 
W hen k =  1 to  u, the following system equations are given by
v




 U f  
+ qi Y l  d h r (k , h )exp (ikR xy,i +  ihZ i)
i= 1  k '
-  T qi “ P  +  T qi / 5(i, G) +U a  = a
1 U /—
qi(— 0~exp(—(aZik )2)) -  Zij n e r f  (aZ ik )
i= 1
N
■ j R j ] (e r fc (1 h 2ik -  1 / e 2k) 1/2 |Rik| ) f  e r f c (£ik |R ik|))
j=v+ 1  j
1 U f
d h r(k , h )exp (ikR xy,i +  ihZ i)
i= 1  k
1  ^ rn
- ^  qi(— a ~ e x p (-(a Z ik )2)) -  Z i jn e r f  (aZ ik) +  V °(6 )
i= 1
where a  is the Ewald screening param eter, A is the cross section of the system, k is the 
Fourier space vector, h is the integration step along the nonperiodic z-direction, and indices 
i and k run over the variable charges while j runs for fixed non electrode charges. Zi is the
14
location charge i along the z-direction, and Z .  is the distance between charge i and j along 
the z-direction. Electrode charges q i5 i =  1 to  u, are the unkowns; y .  is defined as
1 _  1 1 1
o~ o + o + o
itk  ° 2 e2 j  
and the Fourier factor r(k ,h )  is defined as
r ( k  h) = ___ 1___ e x p ( -  |k| +  h )
(k,h)  | k |2 +  h 2 e P (  4 a 2 )
1.6.2 P olarizability
Electric polarizability is the property of a given electrostatic distribution (such as the 1s 
of an electron cloud) to  modify itself in response to  interaction w ith an external charge or 
field. For example the electron cloud distribution in a 1s orbital is spherical. If we bring a 
test charge (e.g., positive) close to  the 1 s electron cloud, we expect th a t the sym m etry of the 
1 s cloud will be perturbed  by the test charge, such th a t a net displacement of the electron 
cloud toward the positive charge is expected. This kind of perturbation  of the electron 
cloud is called polarization. Figure 1.6 dem onstrates th a t the initial charge distribution of 
spherical sym m etry is polarized by the presence of a test charge.
In MD simulations, the polarizabilities introduced in the expression of energies and 
forces, a m any-body term , and the polarizabilities are modeled in 3 different approaches: i) 
induced dipoles, ii) drude oscillators, and iii) fluctuating charges.
In the case of induced dipoles, on each polarizable atom  we a ttach  a fluctuating dipole, 
which can change its direction and m agnitude as a response to  the to ta l electrostatic field. 
The electrostatic energy is given by
1 1  N 1 1 N
E  =  2  4 ^  £ . = £ . .  1(qi +  m V i ) ' (qj +  r k j  -  2  £( *k i=jif k=0,i,j=1 J i= 1
The first term  is the electrostatic energy of a system with point charges and dipoles, and 
the second term  is the polarization energy given by the m agnitude of induced dipoles. The 
dipoles in the first term  are induced dipoles.
The indexes i and j are labeling the atom  identity, while the index k =  (kx,ky,kz) is 
labeling the replicated periodic boxes constructed to  mimic a bulk-like system. The qi is 
the point charge on atom  i, the i is a 3D vector representing the induced dipole on atom
i, e0 the vacuum perm ittivity, and rkij the distance between atom s i and j. The o . is 
the electronic polarizability of a given atom  i, and it is defined as the ratio between the 
induced dipole generated and the required electrostatic field E  to  generate the induced 
dipole: ^  =  a .E .
F ig u re  1.6. The initial charge distribution of spherical sym m etry (blue circle) is perturbed 
(or polarized) by the presence of a test charge (see red ellipse).
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The induced dipoles are com puted at each MD sim ulation step by minimizing the 
electrostatic energy w ith respect to  the induced dipoles.
„  5U n 5U . .
6d* =  ; M* =  ; 6 df =  ( )
Therefore, in order to  com pute the induced dipoles, we need 3*N equations, where N is 
the num ber of atom s with nonzero polarizability. The system of equations above are solved 
iteratively, and typically they  require up to  6 to  1 2  iterations to  converge, and therefore the 
polarizable force fields are com putationally more expensive th an  nonpolarizable ones.
Drude oscillation represents polarization by inducing a massless auxiliary charged par­
ticle attached to  every polarizable atom  through a harmonic spring (72). The position of 
the charged particle is adjusted to  its local energy minima for any configuration of atoms 
in a certain system.
P art of the to ta l energy associated w ith the induced dipoles generated as the molecule 
is under the effect of an external field is depicted in this way:
U =  Uself  +  Uel
where
Uself =  2kd 2
Fluctuating  charges (FQ) use flexible/fluctuant point charges to  represent the polar- 
izabilities. The charges are located on atom ic sites in the molecule, and their value is 
calculated such th a t it minimizes the electrostatic interaction energy. For the isolated 
molecule, the energy of this molecule is expanded to  a second order in the partial charge:
U (Qi) =  U (0) +  x t~°Qi +  2 JiiQ 2 (5)
where U0(r) provides the charge independent contribution, x0 is the electronegativity, and 
J0 is the hardness of the electronegativity; both  x0 and J0 are in principle characteristic of 
the atomic site i. W ithin  the FQ model, the electrostatic energy of the system is formed by
many interacting molecules and is defined as
M M 1 M 1 M M i=j
U =  £ £ Uoi £ £ x0qi +  2  ££ J ii q 2  +  2 £ £££ J ij (rij )qiqj(6)
a = 1  iGa a = 1  iGa a=1 iGa a = 1  iGa 8 = 1  iG8
where a  and label the molecule identity, i and j label the atom ic identity, and J ij (rij ) is 
the coulomb overlap integral, given by
2 1 2
Jij (rij ) = dridrj \^n i(ri) |2 T~~\ |^ n i(r i)|2(7)
J \ 'ij  \
^ni (ri) is Slater [?]73) ns atomic orbitals of atom  i, rij is the distance between atom s i and 
j. The overlap integrals J ij  (rij ) quickly decay to  classical electrostatic term  1/rij if rij is
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larger th an  a few Angstroms (i.e., beyond 2 to  3 ). The term  Jij  (rij ) can either be calculated
The electronegativities x0 and the hardness of the electronegativity J 0 are computed 
either from ab-initio com putations or fitted from empirical data. The constant term
M
can be set to  zero (i.e., define our level of zero for energy). Then all we need in order to 
com pute the flexible charges qi is to  optimize the to ta l electrostatic energy with respect to 
the fluctuant charges qi .
I t has been previously shown th a t nonpolarizable force fields can fairly accurately 
reproduce some structural properties in bulk or interface, such as density and heat of 
vaporization (74).
Then why do we need polarizable force fields in simulations? At a qualitative level, polar- 
izablities capture a more realistic description of the charge distribution around atom s/m olecules, 
specifically, if it shows th a t the charge distribution is not fixed, but ra ther it can be 
modified, as a result of the electrostatic environment. There could be problems when 
the polarizablities m ust be included in order to  capture the physics, even at a qualitative 
level. For example in order to  describe the behavior of a nonpolar molecule in the electric 
field, we m ust account for the polarizabilities.
At a quantitative level, the polarizabilities improve the predictions of dynamic properties 
and local structure. For example, the previous work (75) conducted by Oleg Borodin on 
Li salts in various solvents proved th a t the dynamic properties (i.e., diffusion coefficients) 
could be reproduced accurately w ith polarizable force fields. Typically, nonpolarizable force 
fields predict smaller diffusion coefficients th an  the polarizable force fields. Also, in the case 
of small radius ions (such as Li+ or even Na+), which strongly polarize their environment, 
the correct local structure  around Li+ (i.e., coordination number) can be reproduced only 
w ith polarizable force fields (76). Nonpolarizable force fields produce larger coordination 
numbers of solvents or anions around Li+. Faster diffusion and lower coordination numbers 
observed w ith polarizable force-fields could be intuitively understood as follows: if the 
charge fluctuates, then  there could be instances when the effective electrostatic a ttractions
from ab-initio at shorter distances (while considered equal to  1 /rij at larger distances) or 
approxim ated by from the self-terms J ii (0) according to  the Patel expression:
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could be weakened, as compared to  fixed (nonpolarizable) charges. In such instances, the 
atom s can more easily escape their first coordination shell effectively increasing the diffusion 
coefficient and decreasing the 1 st shell coordination numbers.
1.7 MD Simulation Force Field
There are two m ajor force fields for MD simulations; one is the nonpolarizable force 
field, the other is the polarizable field. The main difference between these two is th a t the 
nonpolarizable force field does not consider electron polarizations during the calculation 
and thus loses the accuracy of describing the physics th a t occurred inside the system. 
Therefore, nonpolarizable models are much faster th an  polarizable models. W ith  years of 
effort, our group has developed and validated a transferable Atomistic Polarizable Potential 
for Liquids, Electrolytes, and Polymers (A PPLE& P) (77) force field database, which can 
accurately predict a wide set of commonly use RTILs properties. During the developing 
of APPLE& P, our group used the same repulsion-dispersion, nonbonded param eters for 
identical atom s between various complexes and chemical conditions and dem onstrated th a t 
this force field has a higher degree of transferability to  much of our work. However, 
the polarizable model needs a long tim e to  run the simulations and is not economical. 
Therefore, in order to  seek a more efficient and accurate way to  predict the properties of 
EDLCs, a com putationally efficient united atom /explicit atom  (U A /EA ) force field was 
tested and developed by our group. Such models combine both  nonpolarizable force fields 
and polarizable force fields, in which the alkyl —CH 2 — and CH3— groups are represented 
as united atom s (one atom ), while all the other atoms, such as imidazolium cyclic structure 
and anion, are described explicitly w ith da ta  from APPLE& P. All the work in this thesis 
use the united atom /explicit atom  force field.
1.8 MD Simulation Details
The sim ulation’s setup consisted of RTILs electrolyte confined between two electrodes, 
which are treated  as conductors as shown in Figure 1.7(a). The electrostatic potentials 
were imposed on the electrodes. The value on one electrode is ± ^ 0 /2 , which is allowing 
to  constrain the to ta l potential difference between two electrodes to  be ^ 0. The dialed 
potential only act over short distances near the electrode, which is around 1 0  A to  30 A. 
The electrolyte near the electrode surface tries to  screen out the influence of the field, as 
a result a series of layer formed near the electrode. We called it electric double layers 
(EDL). Figure 1.7(b) showed the EDL structures near the electrode surface. There are 
strong oscillations happened for the layers of EDL near the conductive electrodes. W ith  the
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F ig u re  1.7. Simulation details (a) sim ulation box setup, (b) EDL form ation, (c) Poission 
potential.
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layers become thinker, the oscillations are starting  to  get weak. In the bulk electrolyte the 
oscillations are mostly diminished. The degree of bulk electrolyte oscillation also provides 
us the evidence to  justify  w hether the system is received enough equilibrium tim es or not. 
The sm oother the bulk density is, the closer a system achieves equilibrium. The electrolyte 
is represented by 300 to  500 ionic pairs, which is large enough to  allow bulk electrolyte phase 
in the middle of the sim ulation cell. The electrode potential is defined as the difference in 
Poisson potential between the electrode surface and in the middle of the bulk electrode 
(Figure 1.7(c)). The formula for electrode potential is below
Uelectrode =  UEDL =  ^ electrode ^ bulk
The electrode charges and the spatial d istribution of charge in electrolyte were calcu­
lated. From the profiles of spatial charge distribution p(z) across the sim ulation box where 
z is the length of the sim ulation box (the direction perpendicular to  electrode surfaces), we 
calculated the Poisson potential 0(z):
d2^(z) , , ,
=  - p (z )A«
where e0 is the vacuum perm ittivity.
Electrode charges were modeled as Gaussian distributed w ith widths of 0.5A. The 
nonbonded van der Waals interaction were calculated w ithin a spherical cut-off of 10 A. 
The tem peratures of my research were controlled by the Nose-Hoover therm ostat with a 
coupling tim e constant of 0.1 ps. The equations of motion were integrated with a reversible 
multiple tim e step r-RESP algorithm  (78).
Figure 1.8(a) shown a comparison of electrode charge as a function of electrode potential 
for three independent trajectories a t 393 K of [C2mim][FSI] system on prism atic graphite 
surface. These trajectories are 12.5 ns, 25 ns, and 50 ns, respectively. They generated 
virtually identical curved for electrode charge. However, the differential capacitance (DC), 
the numerical derivatives of the d a ta  in Figure 1.8(a), is the value we are interesting 
in. Figure 1.8(b) shown the corresponding DC of Figure 1.8(a) d a ta  w ithin these three 
independent trajectories. The longer the sim ulation run, the be tte r EDL form ation near 
the charge electrode which lead to  a more realistic DC.
1.9 DC Results from Experiments
There are many factors, such as electrolyte chemical structures, conductive electrode 
surface topography, shape of electrodes (nanotube, fullerene, nanowire, etc.), and electrode­
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F ig u re  1.8. Electrode charge/D C as a function of electrode potential for three independent 
trajectories a t 393 K of C 2m im /FSI system on prism atic graphite surface.
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W hile some experim ental DC results can be explained and interpreted through theoretical 
models, several current experim ental studies dem onstrate some disagreements with other 
theoretical studies. For example, Su et al. reported their study on [BMIM][BF4] RTILs on 
gold (001) electrode surfaces w ith a very large value of bell-shaped DC of 25 ^ F  cm - 2  (79 ). 
However, w ith similar RTILs of [BMIM][PF6] near the same gold electrode, Lockett et al. 
reported their DCs value to  be only 6 to  7 ^ F  cm - 2  (80 ). Lin et al. studied the same RTIL 
on a gold (111) surface and found th a t it only has a m aximum  DC value of 2 . 2  ^ F  cm - 2
(81 ). High DC was also observed by Silver et al. w ith [BMIM][PF6] electrolyte near a glassy 
carbonate electrode and Alam et al. w ith [EMIM][BF4] on gold (111) surface (82,83). In 
contrast, a system with same electrolyte and gold electrode, Lockett et al. reported their 
DC only to  be around 4 to  8 ^ F  cm - 2  (84 ), and Lewandowski et al. reported an even lower 
DC with a value of 3.1 ^ F  cm - 2  (85 ).
As I mentioned previously, the value of DC is determ ined by a couple of factors. 
According to  previous work (86 ) and sim ulation models, such huge DC differences cannot 
be a tta ined  only through changing the structure of the electrodes or replacing ions with 
similar cations or anions. Those inconsistent phenomenon from experim ental results are 
introducing many questions in the research community, and proper theoretical studies to 
verify those contradictory experim ental works are required.
1.10 Overview of Previous Simulation Studies
Dr. D m itry Bedrov’s group has examined many RTILs with different configurations of 
electrodes, such as atom ically flat, corrugated graphite a t different tem peratures. Popular 
RTILs such as pyr13+, Cnmim+ (n =  2, 4, 6 , 8 ), B F4- , P F 6- , TFSI, FSI have been system at­
ically studied, and how they affect the performances of EDLCs were dem onstrated in many 
our previous works (63,68,80,85-88 ). For example, during the study of [pyr13][FSI] and 
[pyr13][TFSI] RTILs on atom ically flat graphite electrodes, we found th a t the smaller size 
of FSI did not significantly enhance DC. It was only 30% higher th an  th a t of [pyr13][TFSI], 
even if FSI anion was closer to  the electrode surface than  TFSI anion, when they are 
a ttrac ted  by the opposite electrode potential. Also, the rate  of the absorption is much 
faster for FSI anions th an  th a t of TFSI.
The electrode surface topography has a huge effect on EDLCs capacitance (87,88 ). We 
found th a t DC for atom ically flat graphite electrode surface systems have similar, almost 
constant values. In contrast, prism atic or corrugated graphite electrode systems usually 
resulted in signature bell-shaped DCs with a larger enhanced value of up to  9.5 ^ F  cm - 2 .
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How do the various m aterials influence EDLCs capacitance? We discussed this in C hapter
2 . G raphite electrodes (basal and prism atic topography) and gold electrodes were used in 
this study for comparison purposes. EDL structures were analyzed and their correlations 
with DC were illustrated. Also, the comparison of electrode surfaces w ith and without 
chemisorption has been investigated.
Besides the effects of different m aterials as electrodes on capacitance, different struc­
tures/shapes of electrodes are another significant factor th a t can influence the capacitance 
of EDLCs. This topic was thoroughly discussed in C hapter 3. Different structures, such as 
single carbon nanowires, fullerenes (C20, Ceo) and nanotubes were examined, and their cor­
responding integral capacitance (IC) was compared with atom ically flat electrode systems, 
and correlation between EDL structures and IC was dem onstrated in this chapter.
Finally, in C hapter 4, after we learned the effect of different m aterials and shapes of 
electrodes on the EDLCs capacitance, we focused on another significant part of the EDLC, 
the electrolytes. In this chapter, a system atic com parative study  of DC and the EDL 
structures formed near atom ically flat and corrugated surfaces w ith two similar series of 
electrolytes: [Cnmim][FSI] and [Cnmim][TFSI] (n =  2, 4, 6 , 8 ) has been conducted. How 
the length of the alkyl tail of a cation affects the capacitance as well as how the different 
chemical structures of an anion with the same cation influences their corresponding DC 
was dem onstrated. The correlation between EDL structures and the shape of DC was 
investigated as well.
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A molecular dynamics simulation study of the electric 
double layer and capacitance of [BMIM][PF6] and 
[BMIM][BF4] room temperature ionic liquids near 
charged surfaces
Zongzhi Hu,a Jenel Vatamanu,*a Oleg Borodinb and Dmitry Bedrova
A  m olecular dynam ics sim ulation study o f electric d o u b le  layer (ED L) structure and differential 
capacitance (DC) o f  tw o  1-butyl-3-m ethylim id azolium  (BM IM )-based room  tem perature ionic liquids, i.e. 
[BM IM HBF4] and [BM IM ][PF6], has been conducted  on basal and prism atic gra phite  as w ell as (0 0 1 ) and  
(011) go ld  electrode surfaces. T h e influence o f  th e  electrode surface and electrolyte structure on 
electrode capacitance and ED L structure are discussed. For a given electrode surface both the  
[BM IM ][BF4] and [BM IM ][PF6] electrolytes ge nerate  very sim ilar D C and ED L structures. Th e  D C fo r these  
ionic liquids in conta ct w ith atom ically f la t  surfaces (i.e. basal gra p h ite  and (001)Au) show s very small 
variations w ith in  th e  electrolyte chem ical stability potential w in d o w  and fluctuate s around an average  
value o f ~ 5  mF cm - 2 . O n ato m ically m ore co rru g ated  surfaces (i.e., A u (0 1 1 ) and prism atic graphite) the  
D C show s m ore variation w ith electrode potential and  depends on the correspondence betw een  
dim ensions o f th e  surface roughness and electrolyte ion sizes. Th e  trends and d ependencies obtained  
fo r D C are used to  discrim inate betw een m utually contradictory experim ental data reported in the  
literature fo r related systems.
1. Introduction
The behavior of room temperature ionic liquids (RTILs) near 
charged surfaces is attracting great interest due to potential 
utilization of these electrolytes in energy storage devices such 
as Li-batteries1-13 and supercapacitors.14-27 In particular, the 
small vapor pressure,28-33 low flammability,34 high ionic con­
ductivity,35-40 relatively low melting temperature,41-51 high 
thermal52-61 and electrochemical57’62-70 stability make RTILs 
excellent candidates for electrolytes in these applications. In 
supercapacitors, the energy storage is due to electrostatic 
interactions between electrode surfaces and the restructured 
electrolyte layer near those surfaces, which is often referred to 
as the electric double layer (EDL). The absence of the Faradaic 
reactions provides supercapacitors several unique advantages 
compared to electrochemical batteries. For example, super­
capacitors can be charged/discharged faster,71-80 deliver more
a Department o f  Materials Science and Engineering, University o f  Utah,
122 S. Central Campus Dr, Salt Lake City, UT 84112, USA.
E-mail: jenel.vatamanu@ utah.edu  
bElectrochemistry Branch, Army Research Laboratory, 2800 Powder M ill Rd, 
Adelphi, M D 20783, USA
power,81 cannot be overcharged and can tolerate virtually 
millions of charge-discharge cycles.
Understanding the EDL structure and its correlation with 
differential capacitance (DC) is important both from theoretical 
and practical points of view. The DC, defined as a derivative of 
electrode surface charge density (s ) with respect to electrode 
potential (Uelectrode), DC = ds/dUelectrode, indicates the amount 
of energy that can be stored by the electrode at corresponding 
applied potential. The DC dependence on applied voltage 
provides important insight into the understanding of electro­
lyte interactions with the surface because many changes in EDL 
structure typically leave a signature in the DC shape. Therefore, 
the DC is usually a central focus of experimental studies of 
supercapacitors as well as every theoretical model that corre­
lates EDL structure with capacitance.
Several theoretical models have focused on prediction and 
explanation of correlations between EDL structure and trends 
in DC.82-99 These models found that on a flat surface, in 
general, the DC can be either a U-shaped with a minimum at 
low potentials (near the potential of zero charge, PZC), or a bell­
shaped with a maximum at low potentials. The U-shaped DC 
typically has a low voltage minimum flanked by two maxima at 
higher electrode potentials and therefore, in a wider potential












































range, becomes a camel-shaped. These trends were explained 
by the analytical model of Kornyshev100 as arising primarily 
from steric exclusion effects. Specifically, on surfaces where at 
PZC the EDL structure has relatively low density and, hence, 
can accommodate more ions without significant free energy 
penalty, the rate of charge accumulation as a function of 
electrode potential (ds/d^electrode) is high, leading to increase 
in DC with increasing electrode potential. However, at higher 
potentials the electrode surface eventually becomes over­
crowded with counterions and ds/d^electrode (i.e. DC) begins 
to decrease with further increase of electrode potential, hence, 
reflecting the fact that it is difficult to bring more counterions 
to the surface. Therefore on surfaces that at PZC do not cause 
significant densification of electrolyte in the interfacial layer or 
a strong preferential partitioning of one type of ions, a 
U-shaped DC is expected. In contrast, if at PZC the EDL is 
already crowded by the counterions and/or has a high overall 
density due to van der Waals interaction with the surface, i.e. 
the EDL is sufficiently incompressible, further increase in 
applied potential will not lead to increase in electrode charge 
sufficiently fast, therefore leading to decrease in DC and, 
hence, a bell-shaped DC dependence can be expected.
Recent experiments101-103 and simulations104’105 showed 
that both types of DC are observed in RTIL electrolytes. These 
studies also showed that electrode surface topography’106’107 
electrode porosity,108-114 electrolyte and electrode polarizabil- 
ities,115 strength of electrode-electrolyte dispersion inter­
actions,116 details of electrolyte chemical structure,117 and 
temperature97 can substantially alter the shape of DC, often 
to an unexpected extent. While many simulation and experi­
mental data can be qualitatively understood/interpreted within 
a framework of the Kornyshev model,100 a careful examination 
of several recent experimental studies show some apparent incon­
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Fig. 1 Differential capacitance as a function of electrode potential from several 
experimental studies reported in the literature. The electrode potential is relative 
to a reference electrode as indicated in ref. 118, 120 and 121.
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—  [BMIM][BF4]/Au, Su et al. Ref. 118, Fig. 1
—  -[BMIM][PF6]/Au, Lockett et al. Ref. 120, Fig. 8
-------- [BMIM][PF6]/CG, Silva et al. Ref. 121, Fig. 10
-------[BMIM][PF6]/CG, Lockett etal. Ref 120, Fig. 8
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predictions from basic theoretical models. For example Fig. 1 
illustrates this by comparing several experimentally reported 
DCs on Au and glassy carbon electrodes. For example, 
Su et al.lla studied [BMIM][BF4] RTIL on an Au(001) electrode 
and reported a bell-shaped DC with a surprisingly large 
maximum near PZC (~25 mF cm-2). Alam et al.119 also reported 
large changes in DC for similar RTILs. In contrast, for a very 
similar electrolyte [BMIM][PF6] Lockett et al.120 found essen­
tially a constant DC (~6-7  mF cm-2) as a function of electrode 
potential. Similarly large differences in DC were observed for 
[BMIM][PF6] on glassy carbon as measured by Lockett et al.120 
who reported DC changing between 4 and 8 mF cm-2 and 
Silva et al.121 who obtained DC in the 18-27 mF cm-2 range. 
Because the nature of the electrode surfaces (i.e. atomically 
flat) and electrolytes used in the above-mentioned experiments 
are similar, consideration of these systems from the point of 
view of basic EDL models suggests that very similar values and 
dependence of DC should be expected. On the other hand, as 
we mentioned above and showed in our previous simulations, 
the DC and its dependence on the potential can significantly 
depend on the surface structure and small variations in the ion 
chemical structure (see e.g. comparison of [C2-8mim][TFSI] 
series or [pyr13][FSI] vs. [pyr13][TFSI] in our previous studies104). 
Recent careful experimental measurements and analysis of 
broadband capacitance spectra101 showed that extracting DC 
from single-frequency impendence measurements, which have 
been employed in most of the experimental studies mentioned 
above, can lead to artifacts and incorrect DC values. In single­
frequency experiments it could be difficult to differentiate 
between two capacitive processes: the fast process, which 
corresponds to a true EDL formation process, and a slow 
process which could be associated with metal electrode surface 
restructuring.
Therefore, to better understand various factors influencing 
the DC and EDL structure as well as to test whether the large 
disparities in experimental DC shown in Fig. 1 can be a 
consequence of small variations in anion chemical structure 
(PF6 vs. BF4) or surface topography, we have undertaken a 
molecular dynamics (MD) simulation study of these systems. 
Specifically, we studied both the [BMIM][PF6] and [BMIM][BF4] 
electrolytes on graphite and Au surfaces as a function of 
applied potential.
2. Simulation details
2 .1 . S y s te m  se t u p  a n d  s im u la t io n  m e th o d o lo g y
The simulation cell was comprised of the electrolyte confined 
between two conductive electrodes as illustrated in Fig. 2. The 
electrode surfaces were graphite (basal or prismatic) or Au with 
(001) or (011) crystallographic orientations exposed to the 
electrolyte. As illustrated in Fig. 2, the graphite basal surface 
and the Au(001) surface are atomically flat, while prismatic 
graphite and Au(011) have some corrugation on a length scale 
of 1-2 A. The distance between electrodes was around between 
120 to 135 A (depending on the system), which ensured that the 
EDLs formed on two electrodes are separated by a sufficient
View  Article Online













































Au (001) Basal graphite Au (Oil) Prismatic graphite
Fig. 2 Schematic illustration of the chemical structure of ions (a) and simulation 
cell set up and structure of electrode surfaces (b).
amount of bulk electrolyte (60-80 A). The electrodes were 
modeled as conductors subjected to imposed desired electro­
static potential. The electrolyte phase was represented by 312 
ionic pairs. The simulations were conducted at 423 K. The 
temperature was controlled by the Nose-Hoover thermostat 
with a coupling constant of 0.1 ps. The equations of motion 
were integrated using the reversible multiple time step RESPA 
algorithm.122 A 0.5 fs step was used to compute forces arising 
from bond, bend and out-of-plane vibrations, a 2.5 fs step for 
the dihedral and non-bonded forces within a cut-off radius of
7.5 A, and a 5 fs time step to evaluate van der Waals interactions 
within a cut-off radius of 10 A and the reciprocal part of the Ewald 
summation. The latter was computed using smooth particle mesh 
Ewald methodology adapted for 2D symmetry.123-126
The potential difference between electrodes was controlled 
by imposing an electrostatic potential difference DU between 
two electrodes. The electrode charges varied during simulation 
to satisfy this constraint. The details of the methodology 
to iteratively compute the electrode charges are described in
Paper
ref. 127 and 128. The electrode surface charges were Gaussian 
distributed with a width of 0.5 A128’129 while partial atomic 
charges of electrolyte molecules were point distributed. The 
electrode charges were updated every 50 fs.
The systems were prepared as follows: the distance between 
electrodes was adjusted such that the density in the middle of 
the electrolyte phase was the same as the density of a bulk 
electrolyte (with no electrodes) under corresponding thermo­
dynamic conditions (i.e., atmospheric pressure and 423 K). 
Then the potentials between electrodes were dialed in and 
the systems were equilibrated for about 4 ns to allow the 
formation of EDL. Each electrolyte was simulated at 24 
potential differences ranging from 0 to 6 V. After equilibration, 
production runs over 50 ns were conducted for each system.
2 .2 . F o rc e  f ie ld
In order to reduce the computational cost, a computationally 
efficient united atom/explicit atom force field previously devel­
oped for [N-methyl-N-propylpyrrolidinium] [bis(trifluoromethane- 
sulfonyl)imide], or [pyr13][TFSI], and [pyr13][bis(fluorosulfonyl)- 
imide], or [pyr13][FSI], and [C„mim][TFSI]104 was extended to 
[BMIM][PF6] and [BMIM][BF4]. In this model the alkyl -CH2- 
and CH3-  groups are represented as united atoms, while all atoms 
in the imidazolium cyclic structure and anions are represented 
explicitly. The BMIM force field parameters were taken from our 
previous work on [C„mim][TFSI] RTILs.104 The parameters for 
PF6_ and BF4_ anions were taken from the APPLE&P polarizable 
force field.130 The developed force field was validated by comparing 
the prediction from simulations of thermodynamic, structural 
and transport properties of [EMIM][BF4] and [BMIM][PF6] 
RTILs with available experimental data as well as with predic­
tions from simulations using a fully atomistic APPLE&P polar- 
izable force field. Table 1 indicates that the combined force 
field predicts density within 0.7% of experimental values, while 
diffusion coefficients and ionic conductivity are within 30% of 
experimental values. This description of transport properties is 
in a better agreement with experiments than the fully atomistic 
simulations using the APPLE&P force field with polarization 
turned off. Force field parameters for graphite description were 
adopted from ref. 131 while the cross-term parameters
View  Article Online
Table 1 Density (r ), diffusion coefficients (D) and conductivity (L) of bulk RTILs predicted using the combined UA/EA force field
T  (K) Force field R (kg m  3) D+ (10_10 m 2 s_1) D _  (10_10 m 2 s_1) L  (m S cm  1) Ref.
[BMIM][PF6]
393 UA/EA 1294 1.38 1.43 20.4
393 Experim ent 1288 1.83 1.55 29.6 154
393 APPLE&P(f1e12) 1267 2.01 1.54 27.9
[EMIM][BF4]
393 UA/EA 1197 3.89 3.21 94
393 Experim ent 1206 4.00 3.57 87.7 155-157
393 APPLE&P(f1e17) 1187 4.87 4.07 118
333 UA/EA 1246 1.32 1.13 32
333 Experim ent 1253 1.35 1.16 35.6 155-157
333 APPLE&P(f1e17) 1223 1.76 1.63 43.9
298 UA/EA 1275 0.48 0.36 14.7
298 Experim ent 1280 0.497 0.416 15.7 155-157
298 APPLE&P(f1e17) 1259 0.50 0.42 15.9












































describing interactions with the electrolyte were obtained using 
combining rules. The description of non-bonded interactions 
of RTILs with Au surfaces was more challenging as, to the best 
of our knowledge, there have been rather limited efforts 
dedicated to parameterization of force field parameters for Au 
interaction with organic liquids.132 Therefore, for simplicity 
and consistency of comparison between graphite and Au 
surfaces, in this work for Au atoms we have used the same 
Lennard-Jones parameters as for graphite carbons. Since the 
positions of Au atoms on electrode surfaces are fixed in our 
simulations, this choice of Au representation only influences 
electrode-electrolyte interactions and does not perturb Au 
surface structure. The selected representation of Au is in 
reasonable agreement with interactions reported for Au with 
proteins developed based on ab initio calculations.132
2 .3 . D e ta ils  o f  a n a ly s is
Here we briefly review definitions of properties used in our 
analysis. The EDL potential (or the potential drop within the 
electrode/electrolyte interfacial region), ^ edl, is defined as the 
difference between electrostatic potential on the electrode surface 
(Felectrode) and the potential in the bulk electrolyte (Fbulk),
UEDL — ^electrode ^bulk (l)
The electrode potential ( e^lectrode) is defined as the EDL 
potential (Uedl) relative to the potential of zero charge (PZC).
^electrode — UEDL -  PZC (2)
The PZC was computed as the potential drop within the EDL 
for uncharged electrode surfaces which can be obtained by 
setting the potential difference between two electrodes to zero.
From simulation trajectories we compute the electrode and 
electrolyte charge density profiles in the direction perpendi­
cular to electrode surfaces, which is aligned with our choice of 
the 2 -axis. From these charge profiles we then calculate the 
Poisson potential by integrating along the 2 -axis the 1D Poisson 
equations:
VztatVjFz))] — -p(z) (3)
The differential capacitance (DC) is then computed using 
the numerical derivative of the electrode charge density per 
unit surface (s) with respect to the electrode potential.
DC(Uelectrode) — ds/d Uelectrode (4)
Note that in this definition, the capacitance is normalized 
per unit surface area of the electrode surface. In order to 
numerically differentiate eqn (2) we followed a procedure 
originally described in ref. 133. Specifically, we have chosen 
several (typically five or seven) consecutive points of s(^electrode) 
dependence within the 0.3-0.5 V potential window and approxi­
mated them with a parabola. The DC in the middle point was 
then obtained using the analytical derivative of the fitted 
parabola.
Finally, we remind that in our simulations all electrodes 
are treated as conductors. While for Au this is a natural
Paper PCCP
assumption, carbon based electrodes can have noticeable semi­
conducting character.134,135 The latter can significantly vary 
depending on electrode preparation and fabrication condi­
tions. As was shown by Gerischer et al.134,135 in semiconductive 
electrodes, a space charge distribution inside the electrode is 
generated and the total capacitance (C) is given by the con­
tribution of the capacitance inside the semiconductor (CSc) and 
the capacitance generated by electrolyte ordering (Cel) near the 
electrode surface: 1/C — 1/Csc + 1/Cel. The contribution of Csc to 
total DC for semiconductive electrodes is not negligible and a 
U-shaped DC measured on graphite was previously interpreted 
by Gerischer as a result of changes in electronic density of 
states and the Fermi distribution in pyrolitic graphite itself 
rather than electrolyte ordering near the electrodes. Due to the 
assumption of the electrode being conductive our simulations 
using graphite electrodes only access the capacitances given by 
the electrolyte ordering/restructuring near the surface (i.e., Cel). 
Hence, the capacitances determined from our analysis of 
simulations should correctly capture the trend of DC near Au 
surfaces or ideal graphite structures as in our simulations, but 
might miss some additional capacitive modes that might be 
present in real life carbon-based electrodes that contain semi­
conducting structural elements.
3. Results and discussion
3 .1 . A t o m ic a lly  f la t  su r fa c e s
First we focus on the comparison of EDL structure and capa­
citance obtained for the two RTILs on atomically flat surfaces, 
namely the Au(001) surface and basal plane graphite.
D if fe r e n t ia l c a p a c ita n c e . The DCs as a function of electrode 
potential obtained for [BMIM][BF4] and [BMIM][PF6] on Au(001) 
and basal graphite are compared in Fig. 3a and b. On graphite 
both RTILs show an overall bell-shaped DC dependence as a 
function of electrode potential with a maximum value of about
5.5 mF cm-2 around PZC and the lowest value of about 
3.7 mF cm-2 in the potential range investigated. Therefore the 
observed changes in DC as a function of electrode potential are 
relatively modest. Also, the shape and magnitude of DC for 
both RTILs are very similar indicating that the difference in the 
anion structure is not important for defining DC on the basal 
plane graphite surface. A bell-shaped DC for the [BMIM][PF6]- 
graphite system was also observed recently in simulations of 
Paek et al.136 using a slightly different simulation approach, i.e. 
the fixed and homogeneous distribution of electrode surface 
charges as well as a different force-field. The DC predicted by 
Paek et al.136 was between 3 and 4.7 mF cm-2 which is system­
atically lower compared to our values by about 0.7 mF cm-2. 
These small differences in DC can be due to variations in the 
utilized force fields or the inclusion of electrode polarizability. 
However, both simulations consistently predict the DC ranging 
between 4 and 5 mF cm-2 for this RTIL on a flat surface in the 
experimentally relevant potential window.
On the Au(001) surface (Fig. 3b) more variations between two 
RTILs can be observed. On this surface, the [BMIM][BF4] shows 
a well-defined camel-shaped DC dependence with a clear
V iew  Article Online
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Fig. 3 Differential capacitance for (a) [BMIM][BF4] and [BMIM][PF6] on the graphite surface, (b) [BMIM][BF4] and [BMIM][PF6] on the Au(001) surface and cumulative 
density of ions in the 5 A  interfacial layer for (c) graphite and (d) Au(001) surfaces as a function of electrode potential.
minimum near PZC and slightly shifted to negative values
(----0.2 V) of electrode potentials. As the electrode potential
increases (either negative or positive) the DC increases but very 
asymmetrically. On the positive surface, the DC increases 
sharply and reaches a maximum of 6.8 mF cm—2 at about 
+0.9 V and then sharply drops to about 5 mF cm—2 with further 
increase of the potential. In the negative range of potentials, 
the DC increases more gradually and reaches a maximum of 
5.2 mF cm—2 at about —2.3 V. Note that a slight increase in 
capacitances at somewhat larger potentials was also observed 
experimentally by Su et al. ,118 Costa et al.,137 and Alam et al.119 
for imidazolium-based RTILs. The [BMIM][PF6] on the Au(001) 
surface shows a qualitatively similar behavior to [BMIM][BF4] 
RTIL; however, the amplitude of DC variations between maxima 
and minima is much smaller, about 1.1 mF cm—2 which is 
consistent with the extent of variations observed for this RTIL 
on the graphite surface.
Fig. 3a and b also show that with the exception of 
[BMIM][BF4] on the Au(001) surface, all other electrode-electrolyte 
combinations have an average DC of 4.5-5.0 mF cm—2 and 
rather small variations (~1.0 to 1.5 mF cm—2, or 20-25%) in 
the potential range investigated. This behavior is in agreement 
with our previous simulations showing that atomically flat 
surfaces generate DCs that have only weak dependence on 
the applied potential in the typical operational range. For 
example, similarly small changes in DC vs. potential were 
observed in our previous studies of [pyr13][TFSI],138 [pyr13][FSI],139 
[EMIM][Li/FSl],140 and [C„mim][TFSl]141 RTILs in contact with 
flat (graphite) surfaces. Almost constant DC vs. potential was
also obtained for these types of electrolytes by Merlet et al.142’143 
utilizing a coarse-grained model and similar treatment of 
electrode polarization.
The comparison of simulation predicted DC for [BMIM][PF6] 
and [BMIM][BF4] (Fig. 3a and b) with available experimental 
data on Au and glassy carbon (GC) (Fig. 1) indicates a good 
agreement with experimental data of Lockett et al. ([BMIM][BF4] 
on GC)120 that showed DC on the order of 4-9 mF cm—2 with 
relatively small dependence on electrode potential. However, 
our results are not even in qualitative agreement with those 
reported by Su et al.118 for [BMIM][BF4] on Au surface and by 
Silva et al.121 for [BMIM][PF6] on GC. Both of the studies 
reported very large values of DC (~25 mF cm—2), with the 
former reporting a bell-shaped DC with unusually large maxima 
near PZC. Interestingly, the same work by Silva et al.121 reports 
almost a constant DC with a value of around 6 mF cm—2 for 
[BMIM][PF6] on the Pt electrode, which is in good agreement 
with our simulations. Taking into account that the majority of 
simulations of RTILs on flat surfaces typically predict almost a 
constant DC with an average value between 4 and 5.5 mF cm—2 
within a potential window of ±2 V and significant discrepancy 
between some of the experimental studies mentioned above 
and the inherent difficulties in determining DC from experi­
ment discussed above,101,144 we believe that atomistic MD 
simulations could and should be used for tuning/calibration 
of DC measurements in experiments. We remind that the only 
instance in which our simulations predicted large variations 
and magnitudes of DC was when RTILs were placed on 
atomically rough surfaces where the dimensions of surface











































features/patterns were comparable to ion sizes.107 This suggests 
that it is possible that the large DC values reported by Su 
et al.lls and Silva et al.121 are either influenced by unaccounted 
contributions in electrode surface topography (i.e. surface 
roughening or restructuring) or may be affected by the inherent 
difficulties on measuring experimental DCs as discussed in 
ref. 101.
ED L structure: io n  center-of-m ass d is tr ibu tions . Next we 
investigate correlations between the EDL structure and DC 
dependencies as a function o f electrode potential for investi­
gated systems. Fig. 4 shows the center-of-mass density profiles 
o f ions near the gold  surface as a function o f distance from  the 
electrode and the applied potential. Qualitatively both RTILs 
have similar density profiles, see the comparison o f  Fig. 4a 
and c for BM IM  and Fig. 4b and d for anions. As expected, as 
the electrode potential increases a counter-ion accumulation 
near the surface is observed. Comparison o f Fig. 4b and d 
shows that at positive potentials the center-of-mass o f BF4~ 
approaches the gold surface by about 0.5 A closer than PF6~. 
However, the comparison o f F atom density profiles indicates 
that the initial rise in the density profile and the location o f the 
first peak are at the same positions for both anions.
Fig. 5 further illustrates the changes in ion density profiles 
as a function o f electrode potential. Here, the center-of-mass
Paper PCCP
density profiles are compared for [BMIM][BF4] on Au(001) at 
PZC and ±1  V electrode potentials. Examination o f Fig. 5 
reveals that most o f  the restructuring o f the electrolyte occurs 
within b15  A from  the electrode surface. At PZC both ions 
show a strong presence at the surface indicated by comparable 
heights o f the first peaks defin ing the immediate interfacial 
layer (about 5.0 A from  the electrode surface). As electrode 
potential becomes negative the BM IM density in this layer 
increases (the height o f the first peak increases) while the 
density o f  BF4 decreases (the first peak is pushed out to further 
distances and merges with the second peak). This ion exchange 
process does not result in any noticeable change in the total ion 
density (Fig. 5c) in the interfacial layer. As the electrode 
potential becomes positive a qualitatively different picture is 
observed. At +1.0 V the density o f  BF4 anions almost doubles in 
the interfacial layer. Anions pulled to the positively charged 
surface also bring along additional cations to m inim ize the 
anion-anion electrostatic repulsion. As a result the BMIM 
density at the interface also increases (see Fig. 5a) despite 
electrostatic repulsion by the positively charged surface. Hence, 
the overall number o f ions in the first layer also increases as is 
evident from  Fig. 5c.
The cumulative ion density in the interfacial layer (within 
5.0 A from  the electrode surface) discussed above is plotted as a
V ie w  A rtic le  O n line
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Fig. 4 Ion center-of-mass density profiles (left vertical axis) as a function of separation from electrode surface for a series of electrode potentials (right vertical axis) 
(a) density of BMIM for [BMIM][BF4]/Au(0 0 1 ) system, (b) density of BF4 for [BMIM][BF4]/(Au-0 0 1 ) system, (c) density of BMIM for [BMIM][BF6]/ (Au-001) system, and 
(d) density of PF6 for [BMIM][BF6]/ (Au-001) system.
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Fig. 5 Ion density profiles as a function of distance from electrode for 
[BMIM][BF4] on the Au(001) surface: (a) BMIM density, (b) BF4 density, and 
(c) total density.
function o f electrode potential in Fig. 3c and d for both RTILs 
on graphite and Au, respectively. First, these figures illustrate 
that for a given electrode surface both RTILs show very similar
dependencies o f ion densities at the interface. Second, consis­
tent w ith the Fig. 5 discussion, on the Au(001) surface as the 
electrode is charged negatively the anion density decreases 
while the cation density increases. Between PZC and —1 V these 
rates are similar, therefore resulting in almost a constant total 
number o f ions. However, at more negative potentials the rate 
o f BM IM  addition to the surface outruns the anion reduction 
and hence the total number o f ions slightly increases. On the 
positive range o f  potentials, from  PZC to +1 V, we see a 
significant increase in anion density in the interfacial layer 
accompanied by a slight increase in BM IM  density therefore 
resulting in a very sharp increase in the total number o f ions at 
the interface. Above +1.0 V potentials, the BM IM density starts 
slowly to decrease with increasing potential while the rate o f 
anion addition reduces, therefore resulting in a saturation o f 
the total ion density. On the graphite surface, the dependence 
o f cumulative densities on electrode potential is different. At 
PZC the total density o f ions is at its saturation lim it. As the 
potential becomes negative, the anion density drops faster than 
the BM IM density increases and hence, the total ion density
monotonically decreases. On the positive electrode, the ion 
exchange in the interfacial layer goes with approximately the same 
rate and therefore the total ion density remains almost constant.
ED L structure: a tom ic  d is tr ibu tions . Next we examine 
atomic level structure near the electrode surface as shown in 
Fig. 6. At the positive potential the density profile for F atoms 
(from  PF6 or BF4) has two maxima at 2.9 and 4.6 A from  the 
Au(001) surface. For PF6 the peaks are similar in magnitude 
suggesting that anions are oriented to allow three F atoms to be 
in direct contact with the surface. For BF4 we also observe two 
maxima at the same positions, but w ith a 3 : 1 relative ratio o f 
the area under the peaks indicating that BF4 also points three F 
atoms toward the positive surface. As shown in Fig. 6, there is 
somewhat elevated concentration o f F atoms near the negative 
surface even at —2 V. This suggests that for these RTILs, larger 
potentials are needed to segregate ions in the interfacial layer, 
in contrast to RTILs containing FSI or TFSI anions where -2 V 
was sufficient to repel most o f  the co-ions away from  the 
negative surface.127’128 Such behavior is also in agreement with 
the interfacial composition found for RTILs o f similar 
structural asymmetry between ions reported by Feng et al.145 
for the [BM IM ][NO3]-graphite and by W ang et al.146 for the 
[BM IM][PF6]-graphite systems.
The density profiles o f the BM IM ring carbon atoms are 
shown in Fig. 6b and e and are very similar for both RTILs on a 
given electrode surface. However, there is a noticeable differ­
ence between these profiles on Au and graphite surfaces. At the 
negatively charged graphite surface, the density profile for ring 
C atoms has a single peak at about 3.2 A from  the surface, 
indicating essentially a parallel alignment o f the ring relative to 
the electrode surface. In contrast, on the Au(001) surface and 
below  —2 V two peaks at 3.2 and 4.5 A from  the surface are 
observed, indicating that a large percentage o f BM IM cations is 
oriented with their ring perpendicular to the surface.
Density profiles o f carbon atoms from  alkyl tails are shown 
in Fig. 6c and f. In agreement with our previous results for 
[C„m im ][TFSI]141 and [pyr13][TFSI],138 we observe an increased 
density o f  tails near the surface at positive potentials, even at 
potentials as large as +2 V, indicating that while BM IM rings 
(carrying the positive charge) are pushed away from  the direct 
contact with the surface the cation tails remain at the surface.
ED L structure and  DC corre la tions . It is interesting to 
examine how the changes in structural distributions in the 
interfacial layer as a function o f applied potential can be 
correlated w ith the observed trends in DC. The main questions 
that need to be addressed are: what level o f  details (molecular 
or atomistic) in structural changes and how far away from  the 
interface (one layer, two layers, or several nanometers) one need 
to take into account to explain the observed trends in DC? For 
example, examination o f Fig. 3 indicates that the changes in ion 
density and composition observed for the defined interfacial 
layer (within 5 A) qualitatively correlate with the observed DC 
dependence on electrode potential and the differences between 
graphite and Au(001) surfaces. Indeed, taking into account 
that the atom surface density in the graphite layer is ~38  C 
atoms nm —2, while the surface density o f the top Au(001) layer
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Fig. 6 Atom density profiles forvarious groups on graphite and Au surfaces: (a) fluorine (b) BMIM ring carbon atoms, (c) carbon atoms from the BMIM alkyl tail, and 
on the graphite surface: (d) fluorine, (e) BMIM ring carbon atoms, and (f) carbon atoms from BMIM alkyl tail.
is ~1 2  atoms nm —2 one can expect a stronger van der Waals 
dispersion interaction between the ions and the graphite 
surface. Fig. 3c and d clearly confirm  this supposition indicat­
ing that the total density o f  ions for both RTILs at PZC is about 
a factor o f  2.5 larger on the graphite surface than on Au(001). 
Hence, one can consider the interfacial layer on graphite to be 
tightly packed and according to theoretical predictions by the 
Kornyshev m odel a bell-shaped DC should be expected in this 
case. The latter is indeed observed for both RTILs in the vicinity 
o f  PZC. For the loosely packed interfacial layer near the Au(001) 
surface, charging the surface results in overall densification o f 
ions in the interfacial layer which leads to the U-shaped DC 
dependence near PZC. At higher potentials, as the total 
density o f  ions saturates on both electrodes the DC reaches 
its maxima resulting therefore in an overall camel-shaped DC 
for both RTILs.
W hile the generic trends observed in cumulative density o f 
ions w ithin the 5 A interfacial layer are qualitatively consistent 
with observed DC trends, it is also important to understand the 
contribution o f other layers to DC. To examine these we have 
calculated contributions to DC from  the changes in charge 
densities associated with the center-of-mass o f  the ions as well 
as from  individual atoms in the layers o f various widths 
adjacent to electrode surfaces. Fig. 7a compares the total DC 
obtained for [BMIM][BF4] on Au(001) with the derivative o f the 
total charge density calculated based on the center-of-mass o f 
ions in the interfacial layer o f thickness d near the electrode 
surface. For the latter the total charge density was defined
as s com Jo ( P b M IM ( z ) q B M IM  ^  Pan ion ( z ) q anion)D Z ; where ^B M IM  =
+1, 5anion = — 1, and P b m im (z )  and Panion(z) are the ion center-of- 
mass density profiles. Fig. 7b shows similar derivatives but 
obtained based on changes in the interfacial layer charge arising
Electrode potential (V ) Electrode potential (V )
Fig. 7 Differential capacitance and the derivatives of the electrolyte charge density located within interfacial layers of various widths, D, near the electrode surface. 
Note, that for convenience of comparison the derivatives of electrolyte charge densities were multiplied by —1 and rescaled in units of mF cm-2. The charge densities 
were computed based on (a) locations of ions center-of-mass and (b) atoms location and their corresponding partial charges.












































from various atom types located in the layer, i.e. derivatives o f
i +  E  pj,  anion ( z )  j dz  where
the summation is done over all atoms i and j  belonging to 
BM IM  or anions located within distance d from  the electrode 
surface and g ^ n  are the corresponding partial atomic charges 
for each atom.
Examination o f Fig. 7 shows that independently o f whether 
we use the center-of-mass or the atomic based calculations o f 
the interfacial layer charge, the derivative o f the charge accu­
mulated in the interfacial layer o f  thickness 5.0 A is in a poor 
quantitative agreement with DC. This indicates that while some 
qualitative trends in DC m ight be captured by structural 
changes in the immediate (first) layer o f ions at the surface, 
the outer layers clearly have an important influence (at least for 
electrolytes investigated here) both in defin ing the dependence 
and the magnitude o f DC as a function o f electrode potential. 
Fig. 7 indicates that one has to take into consideration the 
restructuring o f ions within the interfacial layer, d e  I 2 to 14 A, 
in order to get a quantitative agreement o f the electrolyte 
charge derivative with DC. However, consideration o f an inter­
facial layer o f 7-7.5 A seems to be enough to capture qualita­
tively most features in DC. Interestingly, in our previous studies 
o f systems with similar cations but less symmetric (more 
elongated) anions such as FSI and TFSI, we found that smaller 
(i.e. e 5 -6  A) interfacial electrolyte widths were sufficient to 
obtain good agreement between the electrolyte charge deriva­
tive and DC .10 6
3.2. A tom ica lly  corru gated  surfaces
Our previous simulations o f RTILs containing FSI and TFSI 
anions have shown that details o f the electrode surface struc­
ture, specifically the atomic scale roughness o f the surface, can 
significantly change DC magnitude and even qualitatively 
change its shape as a function o f electrode potential. 10 6  Here, 
we are probing how the atomic roughness o f the electrode 
surface can influence the DC o f RTILs containing PF6 and BF4 
anions which are smaller and more spherical compared to FSI 
and TFSI anions. For this purpose we have simulated 
[BMIM][BF4] on atomically more corrugated Au(110) and pris­
matic face graphite surfaces (see Fig 1). Note, that in contact 
with RTIL the Au(110) surface can, in principle, rearrange its 
structure and have a different configuration compared to a 
perfect crystal cut, but for our purpose o f having w ell defined 
and controlled atomic scale roughness we have constrained the 
surfaces to the corresponding crystallographic symmetry. Both, 
the prismatic graphite and the Au(110), surfaces have atomic 
scale parallel grooves exposed to the electrolyte as shown in 
Fig. 1. The depth o f the grooves is defined as the distance 
between the outermost and innermost atoms exposed to the 
electrolyte and it is very similar for both surfaces, i.e. 1.4 A for 
Au(0 1 1 ) and 1.41 A for prismatic graphite. The distance 
between neighboring grooves (i.e., the widths o f the surface 
patterns) is 4.0 A for Au(1 1 0 ) and 7.5 A for prismatic graphite. 
Therefore, grooves on the graphite surface are comparable to
Paper
ion sizes while those on the Au(011) are not wide enough even 
to fit BF4 or PF6 anions.
In Fig. 8 we compare the DC obtained for [BMIM][BF4] RTIL 
on atomically flat and corrugated surfaces. Fig. 8 a shows that 
the DC on Au(001) and (011) surfaces are very similar, indicat­
ing that there is no influence o f the gold surface structure. This 
observation is consistent with dependence o f cumulative den­
sities o f ions in the interfacial layer as a function o f electrode 
potential shown in Fig. 8 b. Again, very little difference can be 
observed in EDL structure for these two surfaces. However, a 
quite different behavior is observed for the basal vs. prismatic 
graphite surfaces shown in Fig. 8 c and d. Fig. 8 c shows that the 
DC on prismatic graphite has a broad m inimum between 
—0.35 V and —1.2 V and an enhanced maximum at +0.9 V. 
The variations in DC between minima and maxima are clearly 
more pronounced for the atomically rough surface. In agree­
ment with our previous studies o f other RTILs, for [BMIM][BF4] 
on prismatic graphite we find an overall larger DC compared to 
that on the basal graphite surface. For example, on prismatic 
graphite the maximum in DC o f 8 .8  mF cm —2 (at +0.9 V) is 
reached compared to the 5.6 mF cm —2 near 0 V on the basal 
graphite. Near PZC on the prismatic graphite the maximum in 
DC is shifted to larger potentials which leads to a U-shaped (or 
camel-shaped) DC. The changes in the interfacial composition 
with potential are shown in Fig. 8 d and are qualitatively 
consistent with the observed trends in DC. Indeed, for the 
basal graphite surface we observe almost linear increase or 
decrease in ion densities in the interfacial layers as a function 
o f potential which is consistent with relatively small variation 
in DC. In contrast, on the basal graphite we observe small 
changes in BF4  interfacial density at the negative electrode and 
a sharp increase in interfacial density o f BF4  in  the potential 
range 0 to +1 V where DC increases sharply and reaches a 
maximum (at +0.9 V).
These results further support previously discussed trends 
that there is a strong impact o f surface roughness on DC. 
Theoretical models developed by Kornyshev and co-workers14 7 ’148 
showed that surface roughness can reduce the variations o f DC 
as a function o f electrode potential. However, these studies 
mostly focused on the case o f ‘weak roughness’ where dim en­
sions o f roughness were assumed to be larger than ion dim en­
sions. Our atomistically detailed simulations presented here 
and in previous studies showed that the atomic scale roughness 
o f the electrode surface can change the DC even qualitatively 
when the dimensions o f the surface roughness are comparable 
to the ion sizes.
3.3. In flu en ce  o f  ch em iso rp tion
The cases considered above correspond to purely electrostatic 
capacitors where the form ation o f EDL and the capacitance are 
determ ined primarily by the balance o f electrostatic forces at 
the electrode-electrolyte interfaces. In such systems, the van 
der Waals interactions between surface and RTILs are rather 
weak compared to electrostatic interactions. However, in some 
systems a strong adsorption o f electrolyte species can occur due 
to partial charge transfer between the surface and electrolyte,
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Fig. 8 (a) The DC for [BMIM][BF4] on Au(001) and Au(011). (b) Cumulative densities of ions in the first interfacial layer (<  5 A from the electrode surface) as a function 
of electrode potential for [BMIM][BF4] on Au(001) and Au(011). (c) The DC for [BMIM][BF4] on the basal and prismatic graphite surfaces. (d) Cumulative densities of 
ions in the first interfacial layer (<5  A from electrode surface) as a function of electrode potential for [BMIM][BF4] on basal and prismatic graphite.
i.e. chemisorption. For example, Gao et al.149 predicted adsorp­
tion energies o f Cl on Au(111) ranging between —0.5 and 
—0.88 eV. Therefore, in such systems the interaction o f electro­
lyte molecules with the surface can be comparable or even 
stronger than electrostatic interactions between charged 
electrode and the ions in electrolyte. To the best o f  our knowl­
edge, the role o f strong adsorption o f ions on EDL structure and 
DC in RTILs has been largely unexplored. However, the recent 
work o f Si et al.150 indicated that explicit consideration o f 
specific adsorption in m odeling o f the electrode-electrolyte 
interface can significantly change the EDL structure and 
generate DC with multiple m inima and maxima.
In this section we examine the role o f  a possible chemi- 
sorption o f the anion to the surface in defining DC and EDL 
structure. For this purpose we have modeled [BMIM][BF4] RTIL 
with artificially introduced strong attractive interaction 
between BF4 anions and the gold surface. The additional 
attraction between anion F atoms and the surface was made 
short-ranged such that beyond 3.8 A separation from  the sur­
face it would be negligible. Therefore, as shown in Fig. 9 where 
the unbiased F-surface van der Waals interaction (weak adsorp­
tion) is compared with the m odified interaction (strong adsorp­
tion), the new interaction results in a very deep energy 
m inimum (—60.2 kJ m ol—1) at about 2.8 A separation, but 
becomes identical to the unbiased interaction for separations 
larger than 4.0 A. Note that the interaction for the strong 
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Fig. 9 The potential (van der Waals) energy between the uncharged Au(001) 
surface and a BF4 ion for weakadsorption (black line) and strong adsorption (red line).
representation o f chemisorption and was selected for the 
purpose o f obtaining qualitative understanding.
The DC for the strong and weak adsorbing electrolyte on 
Au(001) is shown in Fig. 10a. The chemisorption changes the 
dependence o f  DC and EDL structure vs. potential to some 
extent. For RTIL with strongly adsorbing anions we observe a 
bell-shaped DC on the negative electrode and almost constant 
DC on the positive electrode. In other words, compared to a 
weakly adsorbing case the maximum in DC has shifted from  
+0.9 V to —1.85 V and increased from  7 to 8.7 mF cm —2. The PZC
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Fig. 10 (a) The DC for weak and strong adsorption cases on the Au(001) 
surface. (b) Cumulative densities of ions in the first interfacial layer (<5  A from 
electrode surface) as a function of electrode potential for [BMIMHBF4] on weak 
and strong adsorption cases.
4. Conclusions
A comparative MD simulation study o f the EDL structure and 
differential capacitance versus potential was performed for 
[BM IM][PF6] and [BMIM][BF4] on basal and prismatic graphite 
and (001) and (011) gold surfaces. The DCs for [BM IM][PF6] and 
[BMIM][BF4] systems are rather similar in magnitude for both 
surfaces. The variations in DC between 4 and 5 mF cm—2 are 
typical for capacitances previously found for RTILs from  simu- 
lations21’23’150-152 and experiments153 near atomically flat 
surfaces. In spite o f somewhat small changes in DC with 
respect to applied potential, the well known features predicted 
using the Kornyshev model, such as surface saturation or 
m inim um  and maxima in DCs, were observed for these sys­
tems. The DCs for the more asymmetric RTIL ([BMIM][BF4]) 
were found to be more structured, i.e. larger changes between 
m inima and maxima, which is expected based on basic EDL 
theories.100 Also the effect o f  possible chemisorption o f anions 
onto the electrode surface has been investigated. W ithout 
chemisorption the DC was slightly U-shaped near PZC; however 
for the RTIL with strongly adsorbing anions a bell-shaped DC 
was observed. The maximum o f DC has shifted from  +0.9 V to 
—1.85 V and increased from  7 to 8.7 mF cm—2 between strong 
and weak chemisorption.
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has also shifted by as much as —0.6 V toward negative values. 
The integral capacitance (IC) at —2 V increases from  4.5 mF cm—2 
for a weak adsorbing to 6 mF cm —2 (i.e. 33% larger) for strongly 
adsorbing anions. On the other hand, at the positive electrode 
the DC for strongly adsorbing systems is systematically 
lower and hence the corresponding IC at +2.0 V is also lower 
(4.2 mF cm—2 vs. 5.7 mF cm—2). The latter observation can be 
explained by the fact that due to strong attraction with the 
surface the density o f  anions changes very little between 0 V 
and +2.0 V and is almost at its saturation lim it at 0 V. Therefore, 
i f  both electrodes have strong adsorption o f anions the net 
increase in the total capacitance o f the capacitor is small due to 
cancellation between the capacitance enhancement on the 
negative electrode and the capacitance reduction on the posi­
tive electrodes. Hence, in such systems electrodes with different 
chemisorption properties are necessary. Interestingly, Fig. 10b 
shows that the strong interaction o f  anions with the surface 
also affects the density o f BM IM at the interface in the entire 
range o f potentials. One would expect that the increased 
density o f anions near the surface would lower the interfacial 
density o f cations. Interestingly, however, the interfacial 
densities o f  weakly adsorbing cations are also more elevated 
with the strongly adsorbing anions. This is not surprising 
taking into account the strong binding and correlation between 
anions and cations.
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CHAPTER 3
ON THE EFFECT OF CURVATURE 




Capacitance of EDLC is governed by many factors (1~4 )• One of them is nanostructures 
of the electrodes (5 ). There are many benefits from utilizing electrodes with nanostructures 
(nanowire, spherical fullerenes, and nanotubes). First, they can provide more surface area 
facing the electrolyte. In other words, they significantly increase the spaces for forming 
the electric double layers (EDL). Second, when certain curved structure is comparable with 
the size of the ions that will compose the EDL, such geometric natures will contribute 
to additional space for more ions aggregating into EDL, meanwhile causing capacitance 
enhancement. Therefore, detailed studies on such carbon-based nanostructure electrodes of 
EDLCs are necessary.
In this chapter, well-designed Molecular Dynamics simulations were conducted (Figure 
3.1 shows cation, anion ionic structures, and simulation setups), and we how different 
nanostructures (e.g., nanotube, C20, Ceo, and C 180) of electrodes changed the capacitance 
of EDLCs, and the correlations between EDL structures and their corresponding integral 
capacitance (IC ). One of the most significant questions needed to be answered in this chapter 
is, what kinds of nanostructures of electrodes are able to yield a higher capacitance in 
EDLCs?
During our studies, we defined two types of nanostructure electrodes. One is an open- 
structured electrode. The other is a nanoconfinement electrode. Open-structured electrodes 
mean that the electrodes are completely separated from one another, between them is the 
bulk electrolyte. The distance between the two electrodes (e.g., tube (3,3), tube (5,5), 
and tube (7,7)) or nanowall is much larger than the size of the R TIL  molecules. In such
44
F igu re 3.1. Ions chemical structure of N-methyl-N-propylpyrrolidinium (pyr13+) and 
bis(fluorosulfonyl)imide (FSI). The structures of fullerene and cylinder electrodes are also 
demonstrated as well their corresponding systems snapshot.
45
electrodes, the ions that formed the EDL are the same as the ions in bulk electrolyte; 
they contact with each other (totally opened), and the ions inside the EDL are more 
structured, layer-by-layer. In contrast, nanoconfinement electrodes have very narrow pore, 
or nanoscale features, in which the separation between the structural features is only a 
single ion. Utilizing such electrodes, the electrolyte is confined by the electrodes so that 
the formed EDL cannot contact the bulk electrolyte directly. The physical behaviors of 
ions in this confined condition are extremely different compared to those in open structure 
electrodes.
This research paper published in the Physical Chemistry Letter shown below comprised 
studies of both open structures electrodes and nanoconfinement electrodes. Here I need to 
declare that the contribution of this thesis is only toward the open structures electrodes 
part of the article. The details of the article are shown in section 3.4.
3.2 Further Discussion
IC is defined as 2*q/AU, where q is the charge dialed on the ion, and A U  is the potential 
between the two electrodes. Figure 3.2 compares the IC as a function of the distance away 
from the electrode surface for various geometries of electrodes, including corrugated and rod­
like single nanocarbon chains in which the corrugated nanowires have the groove structures 
and can generate a deep electric field, as well as accommodate more ions; spherical curvature 
electrodes with radius of 1.89 A  for C20, 3.45 A  for Ceo, and 6.22 A  for Ciso; cylindrical 
single-walked carbon nanotubes (SW CNTs) electrodes of (3,3), (5,5), and (7,7) with radii 
of 1.93 A , 3.39 A  and 6.102 A, respectively; and atomically flat surfaces electrode consisting 
flat grapheme layers. Nano single carbon chains/wires can be consider as an ideal case of 
single-chain conductor; however, isolated C20 and (3,3) SW C N T ’s stability and conductive 
properties are different due to their structural elements and can be embedded into other 
structures. In Figure 3.2, we calculated the IC near the nanowire electrodes. Among 
them, the corrugated single carbon wire electrodes generated higher capacitance around 265 
F/g during the [pyr13][TFSI] ionic liquid electrolyte. A  rod-like nanowire electrode system 
generated 240 F/g capacitance with [pry13][FSI] and [EM IM ][PF6] electrolytes, which is 10 
F/g smaller than a corrugated nanowire system. Later we will discuss the capacitance of 
atomic flat surface electrode systems, and the capacitance of corrugated nanowire is four 
factors higher than that of atomically flat surface systems.
Due to the rough edges of the single carbon chain shape, this electrode is physically 











F igu re 3.2. Comparison of Integral Capacitance (IC ) for all systems studies in this work.
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more ions onto the near surface, which strongly enhances the segregation densities of the 
electrolytes. The more ions are aggregated the higher the charge densities. This means 
that this shape of electrodes generates a larger capacitance compared to an atomically flat 
surface. The atomically corrugated structure consists of many identical repeated groove 
units on the surface of the electrodes, which faces the bulk electrolyte. The groove is 7.1 A  
deep and 7 A  wide. By designing a proper ion size of electrolyte, which is compatible with 
the size of the groove width and depth, a faster accumulative rate and a well-shaped EDL 
structure with more ions will be achieved near the electrode surface, and EDLC with this 
kind of electrode will have a greatly increased capacitance.
Next, we analyzed the capacitance for curved electrodes. When the radius of the 
electrode is decreased and the surface area per unit increases, a larger capacitance is 
observed per surface area. For example, C20, which has the smallest radius of 1.89 A  and 
the largest surface area, has a capacitance of 150 F/g; this is a 50% capacitance decrease 
compared to an atomically corrugated nanowire surface. Two kinds of electrolyte pairs, 
[pryi3][FSI] and [BM IM ][PF6], were examined; however, as shown in Figure 3.2, different 
electrolyte materials have not made a significant change in their IC. When we increase the 
radius of the spherical electrode to 3.45 A, which corresponds to the dimensions of electrode 
of C60, it has an IC of 110 F/g capacitance, which is 40 F/g smaller than the IC of C20 
system and 150 F/g (more than 50%) smaller than that of corrugated nanowire. Increasing 
the radius even more to 6.22 A, which is the same dimensions as the C180 electrode system, 
that system only has an IC of 91 F/g capacitance. It is 60 F/g smaller than the IC of 
C20 electrode system, 40 F/g smaller than C60 and 170 F/g smaller than a single carbon 
nanowire.
Nanotubes capacitance enhancement is much smaller than that of spherical fullerenes. 
W ith the same electrolyte materials, [pyr13][FSI], tube (3,3), which has the largest surface 
area (radius =  1.93 A ) among the three, it has the highest IC of only 90 F/g. This value 
is nearly the same as a spherical C180 system, which has the smallest IC among all the 
fullerenes. However, it is still larger than an atomically flat surface system. When we 
increase the radius to 3.39 A, which corresponds to tube (5, 5), its IC of around 88 F/g is 
even smaller compared to tube (3,3). It is 2 F/g smaller than tube (3, 3) and smaller than 
all the spherical systems as well as nanowires. Even the larger radius of the tube (7, 7) only 
has an IC of 82 F/g, which is the smallest IC among all the curvature shapes of electrodes 
and the one closest to an atomically flat surface.
Last, the atomically flat surface electrode system, shown in Figure 3.2, only has an IC
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of 65 F/g, which is 17 F/g less than tube (7,7), 23F/g smaller than tube (5,5), and 25 F/g 
smaller than tube (3,3). Also it is 56% smaller than C20 (radius =  1.9 A ) and 75% smaller 
than the nanowire system.
We analyzed the integral charge densities so that we can better explain the trend of IC. 
Starting from the surface of the electrodes (0 A ), we divided EDL structures into several 
shells along the z-direction. Therefore, the volume (A V ) of each shell is dependent of their 
radius dz, a small distance of the thickness of each shell. For example, the volume of the 
first shell for the spherical system is defined as |n (r3 — rj]), where r0 is the radius of the 
corresponding spherical electrode, and r1  is the distance between the end of first shell and 
the surface of its electrode. Then we sum up all the charge carried by ions in a certain shell 
and divide by the volume of the shell. For the spherical electrode systems, the calculation 
is the volume change, |n (r3 — r] ), divided by the surface area of the electrode (A elelctrode). 
We described this calculation as Qint/Aelelctrode, and the equation for Qint is
ri
f  q-4nr2-dr
int a  y"
Figure 3.3(a) and (b) show integral charge densities for spherical systems and atomic 
flat surface systems, when the dialed potential on each electrode is -2 V  and +2 V  (the total 
is 4 V ), respectively. The integral charge densities for nanowire, nanotube, and atomic flat 
surface, when the dialed potential on each electrode are -2 V  and +2 V, are shown in Fig 
3.3 (c) and (d). From Figure 3.3 (a), we can clearly see that the integral charge density for 
the first shell that the C20 electrode system has is the largest integral charge density of 4.6 
electrons per nm3 per 1 nm3 of electrode surface are (e/nm3/1 nm2) followed by C60. That 
electrode system has 2.9 (e/nm3/1 nm2), which is 1.8 (e/nm3/1 nm2) smaller than that of 
the C20 system. When the radius becomes larger than the Ci80 electrode system, it is only 
has 1.9 (e/nm3/1 nm2) integral charge density. That is 1 (e/nm3/1 nm2) smaller than that 
of the C60 electrode system and 2.7 (e/nm3/1 nm2) smaller than the C20 electrode system. 
These results strongly correspond to their IC. The C20 system has the largest IC of 150 
F/g, the C60 system has 110 F/g, and the C 180 has 91 F/g. An atomic flat surface electrode 
system only has an IC of 62 F/g, which means that it has the lowest integral charge density 
of 1 (e/nm3/1 nm2). Apparently, the amount of charge it can hold per unit determines how 
much capacitance the corresponding system has. Figure 3.3(b) demonstrates the same trend 
of integral charge density for spherical and flat surface systems. Near positive electrodes 
(+2  V ), a C20 system has an even bigger absolute integral charge density of 6.7 (e/nm3/1 
nm2). The same phenomenon occurred with the C60 system as well; it has a value of 4.1
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Distance (A) Distance (A)
F igu re 3.3. Charge density per unit volume (nm3) per 1 nm2 surface area of electrode 
(a) -2 V  for spherical system and atomic flat surface system; (b) +2 V  spherical system 
and atomic flat surface system; (c) -2 V  for nanowire, nanotube, and atomic flat surface 
systems; (d) +2 V  for nanowire, nanotube, and atomic flat surface systems.
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(e/nm3/1 nm2), which is 1.2 (e/nm3/1 nm2) larger than its negative electrode, but 2.6 
(e/nm3/1 nm2) less than C2o’s. As for the Ciso system, its first shell value on positive 
electrodes is 2.9 (e/nm3/1 nm2), which is 1.2 (e/nm3/1 nm2) smaller than C60s and 3.8 
(e/nm3/1 nm2) smaller than C20’s. These results also follow the same trend and highly 
correspond with the result of their IC.
Next, we illustrate the integral charge densities of nanowire, nanotube, and atomic flat 
surface systems. In Figure 3.3 (c) we can see, on the negative side of electrode, a corrugated 
nanowire system has a much higher charge density of 5.9 (e/nm3/1 nm2). This value is 4.4 
(e/nm3/1 nm2) larger than that of the tube (3,3) system, which only has 1.5 (e/nm3/1 nm2). 
Tube (5,5) has a value of 1 (e/nm3/1 nm2). This is 4.9 (e/nm3/1 nm2) smaller than that 
of a corrugated nanowire system. Surprisingly, in this instance the atomic flat surface has 
almost the same density as tube (5,5), which is bigger than tube (7,7)’s density of only 0.7 
(e/nm3/1 nm2). However, in the IC profiles, tube (7,7)’s IC is 82 F/g bigger than the flat 
surfaces IC, which is 62 F/g. W ith the positive electrode side, shown in Figure 3.3 (d), the 
nanowire system still has the larger absolute density value of 9.1 (e/nm3/1 nm2). However, 
in this instance, tube (3,3) and atomic flat surface systems have the same integral charge 
density of 2.1(e/nm3/1 nm2), which are 7 (e/nm3/1 nm2) smaller than the nanowires. Tube 
(5,5) only has a 1.8 (e/nm3/1 nm2) charge density, which is 7.3 (e/nm3/1 nm2) smaller than 
that of the nanowire and 0.3 (e/nm3/1 nm2) smaller than that of tube (3,3) and the atomic 
flat surface. Tube (7,7) has the smallest charge density of 1.6 (e/nm3/1 nm2). This is 7.5 
(e/nm3/1 nm2) smaller than the nanowires, 0.5 (e/nm3/1 nm2), smaller than tube (3,3) 
and the atomic flat surface, and 0.2 (e/nm3/1 nm2) smaller than tube (5,5). Except for the 
atomic flat surface, all the other systems have great congruence with their IC profiles.
Last, corrugated nanowire has 5.9 (e/nm3/1 nm2) charge density on the negative elec­
trode. That is 1.3 (e/nm3/1 nm2) larger than the C20 system (e/nm3/1 nm2). On the 
positive electrode corrugated nanowire (9.1 e/nm3/1 nm2), it is 2.4 (e/nm3/1 nm2) larger 
than that of the C20 system (6.7 e/nm3/1 nm2). This also agrees with its IC.
Clearly, nanowire structures have the highest integral charge densities and correspond 
to their highest IC values among all the systems we examined. Nanowire structures are 
followed by the integral charge densities of fullerene electrode structure systems (C 20 >  
C60 >  C180). The rank of their integral charge densities has strong agreement with their 
corresponding IC, as well as the matter of its positive electrode or negative electrode. 
According to their IC values, all the nanotubes integral charge densities are larger than an 
atomic flat surface system, but only tube (3,3)’s value is larger than atomic flat surfaces.
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Tube (5,5) and tube (7,7) are smaller than that of a flat surface. Nanotubes integral charge 
density still follows the order of tube (3,3) >  tube (5,5) >  tube (7,7), which is exactly the 
same order we observed from their IC profile.
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ABSTRACT: The potential pathways to increase the energy storage in electric 
double-layer (E D L) supercapacitors using room-temperature ionic liquid 
electrolytes and carbon-based nanostructured electrodes are explored by 
molecular dynamics simulations. A  systematic comparison of capacitances 
obtained on nanoparticles of various shape and dimensions showed that when 
the electrode curvature and the length scale of the surface roughness are 
comparable to ion dimensions, a noticeable improvement in the capacitive storage 
is observed. The nanoconfinement of the electrolyte in conductive electrode 
pores further enhances the capacitance due to mismatch in ion-electrode surface 
interactions and strong electrostatic screening. We show that nanoporous 
structures made of arrays of conductive carbon chains represent a synergy of all 
three favorable factors (that is, high curvature, atomic scale roughness, and 
nanoconfinement) and can generate non-Faradic capacitance ranging from 260 to 
350 F/g, which significantly exceeds the performance of the current generation of 
nanostructured electrodes.
SECTION: Energy Conversion and Storage; Energy and Charge Transport
Electric double-layer capacitors (EDLCs or supercapacitors) have been extensively explored as promising energy 
storage devices in which the charge/energy is stored through 
ion rearrangement in the interfacial layer between the electrode 
and electrolyte. Substantial efforts have been dedicated to 
improve the energy density of EDLCs through design of 
nanostructured electrodes with a high specific surface area and 
understanding the interplay between various phenomena 
defining the performance of these devices. Several experimental, 
theoretical, and simulation studies conducted on this topic over 
the past few years clearly demonstrated the complexity of 
physical phenomena and correlations governing the EDL 
capacitance. For example, it was shown that the capacitance 
could be strongly influenced by thermodynamic conditions,1 
electrolyte chemical structure,2-4 and nanoconfinement,5,6 as 
well as by the electrode surface roughness/nanostructure7'8 and 
conductivity. While our detailed understanding of these 
complex systems is still in its infancy, there is sufficient 
evidence that envisioned breakthroughs for supercapacitors 
must come from the optimal design of nanostructured 
electrode/electrolyte combinations.
Utilization of nanostructured electrodes provides several 
beneficial factors; (i) it can significantly increase the surface
ACS Publications © XXXX American Chemical S°dety 2829
area exposed to the electrolyte and hence available for EDL 
formation, (ii) when the nanoscale structural features on the 
electrode surface, for example, surface curvature or atomic scale 
roughness, are comparable to the size of ions comprising the 
EDL, additional geometric factors can facilitate the ion 
separation in the EDL and lead to a capacitance enhancement, 
and finally, (iii) as has been demonstrated in several
experiments2-5 and simulations9-12 as well as explained by 
theoretical models,13-15 the confinement of the electrolyte in 
charged nanoporous electrodes can be accompanied by 
qualitatively different physical behavior, for example, strong 
(exponential-like) screening of electrostatic interactions 
between ions due to electronic polarization of the electrode 
can lead to super ionic states of densely packed ions of the 
same charge,14 which can also result in the enhancement of 
capacitive storage.6'10 However, the plethora of possible 
nanostructured electrode architectures as well as the 
complicated interplay between electrode/electrolyte structural 
characteristics and the capacitor performance makes the
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rational design of novel supercapacitors a daunting task. The 
most frequently utilized electrodes, such as activated or carbide- 
derived carbon (C D C ), are structurally heterogeneous 
amorphous materials consisting of a variety of nanostructural 
elements, including flat graphene sheets, 1D and 2D curved 
surfaces, and even carbon single chains.16
Moreover, the content of these structural elements as well as 
their characteristic shape and size distributions can depend on 
(and hence can be controlled by) electrode preparation 
conditions (e.g., high- or low-temperature synthesis of CDC). 
In this Letter, we attempt to provide guidance to the process of 
designing optimal nanostructured electrodes by systematically 
analyzing several correlations between EDL capacitance and 
nanostructural features of electrodes. Specifically, we focus on 
two important questions: Which nanostructured elements are 
most beneficial to manipulate with in order to increase the 
energy storage in EDLC? What are the theoretically possible 
limits of the energy storage in EDLCs that can be achieved 
using nanostructured electrodes and room-temperature ionic 
liquids (RTILs)? Addressing these questions provides guidance 
toward designing the next generation of nanostructured 
electrodes for high-energy-density supercapacitors.
For EDLCs, RTILs are widely considered the electrolyte of 
the future. RTILs are solventless electrolytes with many 
properties that make them attractive for electrochemical energy 
storage: high chemical and thermal stability, negligible vapor 
pressure, a broad electrochemical stability potential window, 
and an immense parameter space in terms of ion selection and 
resulting properties. While there are a number of studies of the 
EDL in RTIL electrolytes on flat surface electrodes, studies of 
complex electrode geometries, such as those of exohedral 
carbon nanomaterials, are rare in the literature and so far 
focused on organic electrolytes.17
For the purpose of this work, we divided the nanostructured 
electrodes in two categories, open-structure (or exohedral) and 
nanoconfinement electrodes. In our definition, the open- 
structure electrodes are those where the electrode nano- 
structural features are sufficiently separated from each other by 
an electrolyte such that there is no electrolyte nanoconfine­
ment. In other words, the pore size or the separation between 
nanoscale features (e.g., nanotubes or fullerenes) is significantly 
larger than the dimensions of electrolyte molecules (i.e., RTIL 
ions), and hence, the EDLs formed on such electrode surfaces 
are in contact with the bulk electrolyte. This definition would 
include flat surfaces as well as porous systems with wide pores, 
for example, for a typical RTIL electrolyte, this would 
correspond to pores wider than 40 A, which is about five 
times larger than the size of individual ions and about twice the 
width of highly structured EDLs near flat surfaces in typical 
RTILs. The kinetic limitations in EDLCs currently ob­
served18,19 for RTIL electrolytes (charging rate and temper­
ature of operation) are addressed by the use of these exohedral 
materials, and therefore, this type of electrode has received 
significant attention. In contrast, electrodes with relatively 
narrow pores or with arrangement of nanoscale features (e.g., 
nanotube bundles) where the separation between those 
structural features is comparable to a single ion in size will be 
categorized here as nanoconfinement electrodes. In such 
electrodes, the electrolyte experiences confinement between 
the electrode surfaces, and therefore, the formed EDL is not in 
direct contact with the bulk electrolyte. As we will show below, 
the physical phenomena and behavior of the electrolyte in such
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confined environments can be significantly different than that 
on open-structure electrodes.
The simulation setup consisted of two electrodes and a RTIL 
electrolyte being placed between the electrodes. The 
simulations for open-structure electrodes such as fullerenes, 
nanotubes, and single carbon chains were performed using the 
constant electrode charge methodology described in ref 30, 
while simulations for flat and nanopatterned surfaces as well as 
for electrodes with nanoconfinement (slit nanopores and 
single-chain arrays) were conducted using a constant applied 
potential approach, as described in ref 20. In the former 
approach, the partial atomic charges for surface atoms were 
predefined and homogeneously distributed. In the latter 
approach, electrodes were modeled as conductors with charges 
determined using self-consistent iterations for electrostatic 
energy minimization with respect to electrode charges.21,22 
Positions of electrode atoms were fixed in all simulations. For 
description of the RTIL electrolytes, a combined explicit atom / 
united atom force field that has been developed and validated 
previously20'23'24 was utilized. The equations of motion were 
integrated using the RESPA algorithm 5 as described in ref 26. 
The temperature was maintained at 393 K using N ose-H oover 
thermostat chains.27 More detailed descriptions of the systems 
setup and simulation methodologies and protocols are given in 
the Supporting Information. For each system, production runs 
over 10 ns were conducted for each value of the potential 
difference investigated. The collected statistics on electrode 
charges and ion densities were subsequently used to derive 
electrode potentials and capacitances. The potentials of zero 
charge (PZCs) were computed from the simulations with 
uncharged electrodes. The electrode potential was defined as 
the difference between the Poisson potential on the electrode 
surface and in bulk electrolyte minus the PZC. The differential 
capacitance (DC) was computed as the numerical derivative of 
the electrode charge versus electrode potential as described in 
ref 28. The integral capacitance (IC) was computed as the 
electrode charge at a given potential divided by the electrode 
potential.
Open Structures. While the role of electrolyte chemistry on 
the formation of the EDL and the capacitance was investigated 
both by experiments and simulations, understanding of the 
influence of the electrode surface geometry on the EDL 
capacitance is still rather poor. We begin our discussion by 
analyzing the capacitance generated on electrodes with several 
common surface geometries such as atomically flat, rough, and 
curved. Figure 1 compares the ICs at a 4 V potential difference 
between electrodes for the following electrode geometries: (i) 
flat surfaces consisting of graphene layers; (ii) atomically rough 
or nanopatterned surfaces, (iii) cylindrical electrodes consisting 
of (3,3), (5,5), and (7,7) metallically conducting single-walled 
carbon nanotubes (SWCNTs) with corresponding nanotube 
radii of 1.9, 3.4, and 6.1 A, respectively; (iv) spherical particle 
electrodes with radii of 1.9, 3.45, and 6.4 A represented here by 
C20, C60, and C180 fullerenes, respectively; and (v) carbynes, 
single carbon chains. The latter represent an ideal case of a 
single-chain conductor. While the stability and conductive 
properties of isolated C20 and (3,3) SWCNTs are not practical, 
these structural elements can be embedded into other 
structures and also represent a limiting case of highly curved 
surfaces in porous carbons such as CDC or activated carbon. 
Similarly, the electrochemical stability and feasibility of 
manufacturing electrodes comprised of linear carbon chains is 
yet to be proven, but from a fundamental understanding point
2 8 3 0 dx.doi.org/10.1021/jz401472c I J. Phys. Chem. Lett. 2013, 4, 2829-2837
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Figure 1. The capacitance as a function of electrode surface curvature 
radius and geometry for various open structure electrode geometries as 
obtained from MD simulations at the 4 V potential difference between 
electrodes. For majority of the open structures (i.e., flat surfaces as well 
as well-separated nanotubes, spherical particles, and carbon chains), 
the DC is almost independent of the potential in the potential window 
between 0 and 4 V, and hence, the ICs on individual electrodes are 
very similar. However, for atomically corrugated nanopatterned 
surfaces, the charge accumulation/separation is asymmetric with 
electrode polarity, and therefore, an average value for positive and 
negative electrodes is shown. The ICs obtained for rod-like carbon 
chains immersed in [EMIM] [TFSI] (green ▲), [ p y r j  [FSI] 
(turquoise ♦ ) ,  [BMIM][PF6] (blue ▼), and an all-trans carbon 
chain in the [pyr13]/[TFSI] (pink - 4 )  are shown.
of view, this system represents the limiting case where the 
thickness (diameter) of the electrode nanostructure becomes 
comparable to single-atom dimensions. To facilitate the 
comparison of capacitances obtained on electrodes with 
different geometries, we have normalized them per unit mass 
of electrode atoms that are in direct contact with the 
electrolyte. Where it was possible to define a surface area, we 
also report the capacitance per unit of specific surface area.
For an atomically flat graphite electrode, the IC of the RTILs 
ranges between 4.5 and 5.3 yMF/cm2 or 55 and 70 F/g, 
depending on the electrolyte chemical structure. For example, 
the average IC shown in Figure 1 for a basal plane (flat) 
graphite electrode is 65 F /g  (4.93 yMF/cm2) for [C2mim]- 
[TFSI], 61.6 F /g  (4.67 yMF/cm2) for [pyr13][FSI], and 56.6 F /g  
(4.3 jMF/cm2) for [C8mim][TFSI]. In our normalization of 
capacitance, we assume that the surface graphene layer is 
exposed to electrolyte only on one side, that is, its capacitances 
per unit surface area and per unit mass are related as 1 yMF/cm2 
= 13.2 F/g. In principle, one can consider the case where the 
graphene layer is exposed to electrolyte with both sides 
(delaminated graphene), which would lead to doubling of the 
electrolyte accessible surface area and, hence, will roughly 
double the capacitance values given above. This will be the case 
for pillared or suspended single-layer graphene.
Next, we examine curved electrode surfaces. As the curvature 
of the electrode surface increases (decreasing radius), larger 
capacitances per unit surface area are observed. For nanotubes, 
the enhancement is rather small. Specifically, for [pyr13][FSI] 
electrolyte, the average IC for a tube with a very small 1.9 A 
radius is 92 F /g  (or 8 ^F /cm 2), which is 50% larger than that 
on a flat surface. For the larger tubes (with radii of 3.4 and 6.4 
A) that can be manufactured in bulk quantities, the IC
decreases to 88 (6.6 yMF/cm2) and 80 F /g  (or 6 yMF/cm2), 
respectively. Similarly, a relatively weak increase of capacitance 
with decreasing nanotube radius was recently observed in 
molecular dynamics simulations of another RTIL by Feng et 
al.29 Spherical electrodes increase the capacitances to a 
somewhat larger extent than cylindrical ones. The spherical 
electrode with the average radius of 6.4 A (C 180, corresponding 
to the pore radius in many porous carbons) shows the IC 
almost similar to that of the most curved nanotube (1.9 A 
radius) investigated. Decreasing the sphere radius to 3.45 A 
(C60) results in an average IC of 110 F /g  (8.7 yMF/cm2), which 
is 78% larger than on a flat surface. Decreasing further the 
sphere radius to 1.9 A (C20, corresponding to the smallest pores 
in carbon materials) leads to 144 F /g  («12.5 yMF/cm2) or a 
132% increase compared to the IC obtained on flat surfaces. 
Qualitatively similar trends in capacitance were observed by 
Feng et al.30 from simulations of systems consisting of two or 
three concentric spheres (onions); however, our simulations 
predict that much smaller radii of electrode particles are 
required to reproduce the extent of enhancem ent in 
capacitance observed in ref 30.
The observed changes in capacitance can be primarily 
explained by increased volume of the surface layer available for 
the ion adsorption on the curved surface compared to the 
volume near the same surface area but on a less curved or flat 
electrode. For example, a simple calculation shows that if we 
consider the thickness of the first layer to be 5 A and the 
surface location to be a nanotube (or fullerene) radius plus one 
atomic van der Waals diameter (~3  A) from the nanoparticle 
center, then the volume of the surface layers for nanotubes with
1.9 and 6.4 A radii should be about 50 and 20%, respectively, 
larger than the volume of the surface layer on a flat surface with 
equivalent surface areas. The capacitance values reported above 
are very consistent with this geometric trend. The increased 
volume of the surface layer on highly curved electrodes allows 
electrolyte to bring more counterions to compensate for the 
electrode surface charge. While it is clear that surface curvature 
increases the capacitance, it only becomes significant when the 
radius of the curvature is small. This allows us to conclude that 
the curvature effects can only contribute a modest extent to the 
capacitance enhancement observed experimentally on, for 
example, onion-like carbon electrodes31 33 where the outer 
layer radius of the onion typically is much larger than 6 A. A 
significant (i.e., more than doubling) increase in capacitances 
for spherical electrodes (compared to those for flat surfaces) 
would require a curvature radius as small as 1.9 A, as in the C20 
fullerene.
Next, we analyze the capacitance near atomically corrugated 
nanopatterned surfaces. The rough edges of the nanopatterned 
surfaces are expected to generate large local electrostatic fields, 
promoting the ion segregation near the electrode surface at low 
electrode potentials and therefore generating a larger 
capacitance7,8 than on atomically flat surface electrodes. 
Atomically rough surfaces can be populated with random 
structural features using chemical etching or other surface 
modifications. For the particular case illustrated here, the 
atomically rough surfaces were generated from graphite ABAB 
staking in such a way that small surface grooves 7.1 A deep and 
7 A wide were exposed to the electrolyte (see Figure 1). These 
surfaces with groove widths comparable to the ion sizes have 
modified the EDL structure and accumulation rates (versus 
electrode potential) of the electrolyte near the surface, 
generating surprisingly large capacitance per specific surface
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Figure 2. (a) The total electrostatic energy between two ions inserted into a porous electrode consisting of an array of carbon chains and a slit 
geometry pore as a function of the distance between the ions and the separation between the chains/walls. For comparison, the unscreened 
electrostatic energy is also shown as a black line. Also shown are the 5 kT  energy level and the corresponding separations for each curve. (b) The 
separations between two ions at which the electrostatic repulsion is reduced below 5 kT  plotted as a function of the pore width.
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Figure 3. (a) Snapshot of the simulation cell setup. [EMIM][TFSI] RTIL between negatively charged (left) and positively charged (right) 
electrodes. (b) Lateral and side views of the negative electrode comprised of a single-chain array and filled with EMIM counterions at a -2 .0  V 
electrode potential.
Letter
area. For example, the average (over two electrodes) IC of the 
electrode with a corrugated surface shown in Figure 1 is 157 F / 
g (or 7.5 jMF/cm2), which is factor of 2 -3  higher than those 
obtained on atomically flat basal plane graphite. Note that in 
the case of a nanopatterned surface, we observed a noticeable 
asymmetry in the capacitance as a function of electrode 
polarity, with the negative electrode generating up to 20% 
larger IC than the positive one. More detailed discussion of 
correlations between the capacitance and EDL structure on 
atomically corrugated surfaces can be found in refs 7 and 8.
Finally, our simulations reveal that the largest enhancement 
of the capacitance is obtained for electrodes made of 
conductive carbon chains (carbynes). Linear chains of carbon 
were observed experimentally in T iC -C D C 16 and B4C -  
CDC.34 We modeled carbynes both as a 1D sequence of 
carbon atoms (i.e., rod-like = C = C = C =  or - C = C - C =  
C - )  as well as sequences of atoms arranged in a zigzag shape 
(all-trans) conformation. Both geometries have produced 
similar capacitances of around 240-250 F/g. This enhance­
ment was obtained for several different electrolytes (i.e., 
[pyr13][FSI], [EMIM][TFSI], [BMIM][PF6]), therefore in­
dicating that the chemical structure of the electrolyte does not 
play an important role and the observed increased values of the 
capacitance is primarily correlated with the electrode geometry/ 
curvature. Due to extreme curvature effects and atomic-scale
corrugation, electrodes comprised of single carbon chains 
immersed in RTILs can generate a capacitance that is up to a 
factor of 4 larger than the capacitances on flat surfaces with one 
side exposed toward the electrolyte, or almost double the IC of 
a single graphene layer immersed in electrolyte with both sides 
exposed to the electrolyte. Taking into account the relatively 
weak dependence of the capacitance on the chemical structure 
of the electrolyte, we believe that the capacitances shown in 
Figure 1 for the linear chains are close to a theoretical limit that 
can be expected for open structures.
Electrodes with a Nanoconfined Electrolyte. Recent experiments 
have indicated that when the electrolyte is confined into pores 
with at least one dimension comparable to ion sizes, then a 
twofold capacitance enhancem ent can be observed.2-6 
Theoretical models14 and molecular simulations9 showed that 
for slit-like nanopores, the primary mechanism for the observed 
capacitance enhancement is an abrupt separation of ions inside 
of the nanopores due to expulsion of co-ions when the 
electrode potential reaches a certain threshold. The complete 
ion separation is facilitated by strong screening of electrostatic 
interactions between ions confined in nanopores with polarized 
conductive walls, which leads to an effective short-range io n -  
ion electrostatic interaction, as illustrated in Figure 2a for two 
positive ions inside of negatively charged slit-pores as a function 
of ion separation and pore width. The short-range interaction
2 8 3 2 dx.doi.org/10.1021/jz401472c I J. Phys. Chem. Lett. 2013, 4, 2829-2837
56
The Journal of Physical Chemistry Letters
between ions promotes dense packing of the counterions inside 
of nanopores upon complete ion separation and, hence, 
maintains the high capacitance.
Taking into account the intrinsically high capacitance 
observed for carbon single chains in open structures, it is 
reasonable to assume that combining the high atomic 
roughness and the curvature of linear carbon chains with a 
nanoconfinement effect can lead to a further capacitance 
enhancement. To test this hypothesis, we have conducted 
simulations of RTILs in contact with model electrodes 
comprised of an array of single chains, as illustrated in Figure
3. First, we confirmed that the relatively low volumetric density 
of conductive atoms in this nanoporous electrode structure still 
provides sufficient screening of electrostatic interactions 
between intercalated ions. Figure 2a clearly shows a fast 
(exponential) decrease of the repulsion energy between 
inserted ions both for the slit and for carbon chain array 
geometries. Comparing the separation between ions at which 
the electrostatic repulsion energy is comparable to thermal 
fluctuations (below 5kT), it is clear that only 10-20% higher 
ion separations are required to reach this energy level for the 
linear chain confinement compared to the slit-pores. Figure 2b 
shows that the scaling of these separations as a function of 
nanoconfinement dimensions (width in the slit-pore or 
separation between single chains) is very similar. Therefore, 
in single-chain conductive arrays, one can expect sufficient 
screening of electrostatic interactions between inserted ions 
needed to retain a relatively high density of the counterions 
inside of the nanopores even when all co-ions are expelled.
Next we investigate the non-Faradic capacitance enhance­
m ent that can be obtained in such nanoporous electrode 
structures. The IC obtained from simulations of an [EMIM]- 
[TFSI] RTIL electrolyte on carbon chain arrays with spacing 
ranging between 6.6 and 8.0 A is shown in Figure 4 as a
Figure 4. The IC as a function of distance between carbon chains or 
the width of the slit nanopore for the positive and negative electrodes. 
The dashed line corresponds to 66 F/g, which is the typical range of 
ICs on a flat surface.
function of chain separation and is compared to the 
corresponding values obtained for electrodes with slit-pore 
geometries. Examination of Figure 4 reveals the following major 
trends/observations:
(i) The IC values ranging between 240 and 347 F /g  obtained 
for carbon chain arrays are almost a factor of 6 larger than the 
average IC on a flat surface, clearly indicating a remarkable 
capacitance enhancement. For comparison, experimental CDC 
systems generated capacitances of 140-160 F /g  in subnan-
ometer pores,5 while previous simulations of slit-like nanopores 
reported a 133 F /g  maximum in the IC .9 For our best 
geometry, the IC per unit mass of electrode in the chain array is 
about 40% larger than that of an isolated single chain (open 
structure).
(ii) The IC is asymmetric with respect to the electrode 
polarity. Specifically, the positive electrode generates system­
atically lower capacitances than the negative electrode. Similar 
asymmetry in capacitance enhancem ent was previously 
observed for this RTIL electrolyte in slit-like nanopores.9 
This asymmetry is a consequence of details of the chemical 
structure and the distribution of partial atomic charges in 
electrolyte ions that, in turn, leads to different interactions 
between ions and the electrode surface.
(iii) The variation of the IC as a function of the distance 
between chains is rather broad; however, high values of the 
capacitance are observed over a broad range (a couple of A) of 
chain separations. On the negative electrode, a maximum 
capacitance of 340-350 F /g  is reached between 6.8 and 7.2 A 
of chain separation. The relatively broad maxima in the IC 
indicate a potential flexibility in the design and fabrication of 
these nanoporous structures with optimal energy storage. In 
contrast, for slit nanopores, both simulations and experiments 
showed that only a very narrow range of pore widths (~0.5 A) 
generates the capacitance enhancement.
Examination of the ion density inside of electrodes showed 
that at 0 V for chain arrays with separations > 7.6 A, the RTIL 
had no problem wetting the electrodes. However, for arrays 
with chain separations < 7.5 A, the ions did not wet the 
electrode, that is, they did not intercalate inside of the electrode 
at atmospheric pressure. We observed a similar effect for slit­
like nanopores for slit widths < 7.0 A, and Merlet et al. 
observed this near-PZC in their simulations of nanoporous 
CDC electrodes.35 In these systems, the steric repulsion of ions 
due to nanoconfinement is larger than attractive dispersion 
interactions between RTILs and electrode atoms therefore 
creating “ionophobic” conditions at 0 V. Overcoming this steric 
repulsion requires either an external pressure or electrostatic 
potential to be applied on the electrodes. For the latter, Figure 
5 shows the density of ions inside of electrodes as a function of 
chain separation in the electrode at a 3 V potential difference. 
For electrodes with ionophobic conditions (<7.5 A), we can see 
that when the potential is applied, only counterions intercalate 
inside of the electrode, therefore leading to an almost complete 
separation of ions. For a wider spacing of chains, more ions 
intercalate into the electrode, but the electrolyte is no longer 
completely separated (we see some fraction of co-ion 
intercalation). Note that the charge built on the electrode is 
primarily defined by the difference of counterions and co-ions 
intercalated. From Figure 5, we can see that while the overall 
number of EMIM and TFSI ions increases with increasing 
spacing between the chains, the difference between these two 
(and hence the total charge) stays almost constant. This is 
consistent with the observed relatively broad and flat peaks in 
the IC as a function of chain separation discussed in Figure 4.
The mechanisms of charge accum ulation (and the 
capacitance enhancement) on electrodes and the asymmetry 
of capacitance as a function of electrode polarity can be further 
studied by examining the DC and ion densities as a function of 
the electrode potential, as shown in Figure 6 for the system 
with a 7.2 A spacing between electrode chains. For the 
investigated combination of an electrolyte and array of chains, 
the DC versus electrode potential shows a minimum at low
Letter
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Negative electrode ----- ■
/  EMIM
Separation between chains (A)
Figure 5. The density of ions for the [EMIM][TFSI] electrolyte inside 
of carbon chain array electrodes as a function of separation between 
the chains. Data are shown for the applied potential difference of 3 V.
voltages due to low wettability of the pores by the electrolyte. A 
maximum at +2 V of 420 F /g  and two maxima on the negative 
electrode at -0 .8  (of 375 F /g) and -1 .5  V (of 420 F /g) can be 
clearly identified in Figure 6a. Interestingly, the DC remains 
surprisingly high (300-350 F/g) even at potentials larger than 
± 2  V and remains above 250 F /g  for an electrode potential in 
the range of ± 4  V. The latter is quite impressive compared to 
flat electrodes or nanopores with slit-pore geometries where the 
DC drops quickly as the electrode potential magnitude 
increases above 2 -2 .5  V.
Shown in Figure 6b are the densities of inserted ions as a 
function of the electrode potential. Near PZC, densities of both 
ions are almost zero, consistent with relatively poor wettability
Letter
of pores with this separation and with the observed minimum 
in DC (near PZC) shown in Figure 6a. For this type (i.e., 
ionophobic) of electrodes, simulations using the primitive 
model by Kiyohara et al.36'37 predicted that intercalation of the 
electrolyte into pores is accompanied by a first-order phase 
transition at a certain value of the electrode potential, which 
would compensate for the steric repulsion between the 
electrolyte and the nanopore. As we can see from Figure 6b 
in our chemically realistic system for the selected separation of 
chains, the behavior on positive and negative electrodes is 
different. On the negative electrode, we observe an almost 
linear increase of the counterion (EMIM cation) and the total 
ion densities as the magnitude of the electrode potential 
increases. There are no sharp jumps in the ion density that can 
be associated with the phase transition observed by Kioyhara et 
al. The depletion of the co-ion (TFSI anion) from the negative 
electrode occurs at a relatively low voltage, that is, the TFSI is 
essentially completely removed at about -1 .8  V. At potentials 
below -1 .8  V, the dominant mechanism for the charge 
accumulation on the negative electrode is the counterion 
densification inside of nanopores. However, the changes in the 
composition/density versus potential on the positive electrode 
are strikingly different from the negative electrode. As the 
electrode potential changes sign from negative to positive, a 
sharp increase of the TFSI density is observed near PZC. 
Surprisingly, concomitant with the increase of TFSI, the density 
of EMIM also increases due to strong bonding to TFSI and the 
inability of the positive electrode to expel the EMIM co-ion. 
The overall density of ions increases sharply, which is 
consistent with the first-order phase transition observed by 
Kiyohara et al. in their simulations using the primitive model. In 
the potential range between +0.3V and +4.0V the EMIM co-ion 
density decreases. Interestingly, in this potential range, the total 
ion density stays almost constant, consistent with the ion 
swapping mechanism.
Analysis of the total ion density/composition inside of the 
electrodes shows that the mechanism of charge accumulation 
can strongly depend on the electrode polarity as well as 
geometric dimensions of nanopores and the specific interaction 
between electrolyte ions and the electrode. For the RTIL/ 
single-chain array systems investigated in this work, we 
observed various mechanisms of ion intercalation/exchange 
inside of the nanoporous electrodes. These mechanisms 
included (a) a continuous ion swapping inside of the nanopore
Figure 6. (a) The differential capacitance as a function of the electrode potential for carbon chain array electrodes with a 7.2 A chain spacing, a slit­
like nanopore of width 7.5 A, and an atomically flat (basal plane graphene) electrode. (b) Densities of ions inside of carbon chain array (7.2 A chain 
spacing) electrodes as a function of the electrode potential.
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with increasing electrode potential (the dominant mechanism 
for wider nanopores that correspond to ionophilic conditions at 
PZC, i.e., chain separations > 7.5 A), (b) a continuous increase 
of the ion density toward superionic states (e.g., as was shown 
in Figure 6b for the negative ionophobic electrode with a 7.2 A 
chain spacing as well as observed by Kondrat et al.38 in their 
coarse-grained simulations for slit nanopores), and (c) a change 
in the electrolyte composition accompanied by clear sharp 
jumps (phase transitions) in one or both ion densities (this 
mechanism has been observed in both ionophobic and 
ionophilic chain array electrodes as well as in our previous 
studies of slit nanopores). However, despite the variety and 
specificity of the observed mechanisms for each system, Figure 
4 shows that enhanced values of capacitance are obtained for 
electrodes with ionophobic as well as ionophilic conditions, 
indicating that the capacitance is primarily sensitive to the 
extent of ion separation with an applied potential independent 
of what mechanisms are responsible for this process.
Finally, we would like to point out that the synthesis and 
stability of linear carbon chains (carbynes) is quite a 
controversial issue,39 and fabrication of their arrays is not 
realistic at the moment. Short (~10 atoms long) chains have 
been observed in interstellar space, and lon40g,4e1r chains were 
reported in confinement inside of nanotubes;4 ,41 however, the 
presence of linear carbon was observed in highly disordered 
CDC.16,34 Moreover, conductivity measurements on those 
CDC materials have shown 1D hopping for electrical 
conductance mechanisms,42 confirming the presence of linear 
carbon chains in those amorphous materials. The presence of 
1D chain elements might explain why low-temperature CDC 
with a small average pore size and fairly low conductivity shows 
higher capacitance values compared to materials with 2 orders 
of magnitude higher conductivity produced or annealed at 
higher temperatures and containing 2D carbon sheets.43 
Simulations presented here clearly showed that single-chain 
structural elements can generate several times higher 
capacitance (per mass) compared to that of a flat graphene 
surface. Hence, we speculate that despite having overall lower 
conductivity, the low-temperature CDC might have enough 
single-chain structural elements that would lead to increased 
capacitance compared to high-temperature CDC, which is 
overall more conductive but has “flatter" surface (i.e., lower 
capacitance) structural elements.
In conclusion, our systematic analysis of correlations between 
the nanoscale structure of carbon-based electrodes and 
capacitive energy storage of the EDLC with RTIL electrolytes 
showed that atomic-scale roughness and curvature of electrode 
surfaces as well as nanoconfinement of electrolytes can provide 
noticeable enhancem ent o f the capacitance when the 
dimensions of these nanostructural characteristics are com­
parable to electrolyte ion sizes.
Increasing the curvature of the electrode results in an 
effectively larger volume of the interfacial layer, which allows 
more counterions per surface area (compared to a flat surface) 
to compensate for the electrode surface charge, therefore 
leading to increased capacitance. Open-structure electrodes 
comprised of single nanotubes or spherical fullerenes showed 
increasing capacitance with increasing nanoparticle curvature. 
However, the effect becomes significant only at large 
curvatures. For example, while a maximum capacitance increase 
of ~50% compared to a flat basal plane graphene surface was 
observed for the smallest radius nanotube (R = 1.9 A), for more 
realistic nanotubes (R = 3.4 and 6.4 A), a capacitance increase
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of only 15-20%  was obtained. For spherical particles, the 
capacitance increase was more pronounced (e.g., for C60 
fullerenes, R  = 3.45 A, an 80% capacitance increase compared 
to the flat electrode was observed). However, from practical 
points of view, increasing the curvature in two dimensions and 
preserving the conductive properties of electrode nanoparticles 
might be challenging.
The atomic-scale roughness of the electrode surface can also 
increase the capacitance. The large local electrostatic fields 
generated at the atomically rough surface edges facilitate the ion 
segregation near the surface at lower voltages (less than 2 V), 
allowing therefore higher capacitance. Just roughening of the 
flat surface can increase the capacitance by a factor of 2.5 
compared to the flat surface if the dimensions of surface 
roughening patterns are comparable to the electrolyte ions' 
dimensions.
The nanoconfinement of RTIL electrolytes inside of 
conductive electrode nanopores leads to significant screening 
of electrostatic interactions between ions, which can facilitate 
the separation of co-ions and counterions as well as allow 
denser packing of counterions inside of nanopores (i.e., super 
ionic states). As has been shown experimentally and in 
simulation/theoretical studies, the nanoconfinement can lead 
to a factor of 2 increase in the capacitance.
In attempt to explore the maximum possible capacitive non- 
Faradic energy storage, we have investigated the synergistic 
effect of all three beneficial characteristics by studying the 
electrodes comprised of conductive single-chain arrays that 
combine the nanoconfinement effect with maximized atomic 
roughness and the curvature possessed by a single-chain 
conductor. The capacitances on the order of 340-350 F /g  
obtained for the arrays of linear carbon chains are close to a 
theoretical limit of non-Faradic capacitance that can be 
achieved using RTIL electrolytes. So far, experimentally, this 
magnitude of capacitance was only observed when Faradic 
redox processes were involved, that is, in pseudocapacitors. For 
example, electrodes comprised of doped polymer chains with 
single-chain electronic conductivity as large as 80 kS/cm 44 
showed similarly large capacitances.45 However, the charge 
storage in those electrodes involves fast redox reactions 
between the electrolyte and polymer chains, which leads to 
chemical degradation of the electrode after a few thousands 
cycles. Nanostructured electrode/electrolyte combinations with 
non-Faradic charge storage, that in principle can have an 
infinite lifespan due to the absence of chemical reactions, 
typically report capacitances below 200 F/g. However, very 
little effort to maximize the interplay of all beneficial 
nanostructural characteristics discussed above has been made 
so far. Our simulations clearly demonstrate that significantly 
higher energy storage is possible for the non-Faradic capacitors 
if the fabrication and preparation of nanoporous carbon 
electrodes can be directed to maximize the content of 
atomically rough and highly curved surfaces. The ideal 
structural element that contains both of these properties is a 
carbon single chain. Therefore, optimizing processing con­
ditions to allow the maximum content of carbon single-chain 
segments, like those believed to be present in low-temperature 
CDC electrodes, is a promising direction for designing a new 
generation of nanostructured electrodes.
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Electric double layer (EDL) structure and capacitance generated by the two series of room temperature 
ionic liquids containing alkylimidazolium Qmim (n = 2,4,6,8) cations and bis(fluorosulfonyl) imide 
(FSO2 )2N- (FSI) or bis(trifluoromethylsulfonyl) imide (CFsSO2 )2N_ (TFSI) anions were studied on flat 
(basal plane graphite) and atomically corrugated (prismatic plane graphite) charged electrode surfaces 
using atomistic molecular dynamics simulations. On atomically flat surface, generated EDLs in all 
systems produced a weakly changing differential capacitance (DC) as a function of electrode potential. 
However, on atomically rough surfaces, ionic liquids with FSI and TFSI anions show substantially different 
EDL structures and DC dependence. Unlike [Cnmim][TFSI], which generated a camel-shape DC regardless 
of the cation alkyl tail length, the [Cnmim][FSI] showed a transition from a bell-shape to a camel-shape 
DC upon increase of the cation alkyl tail length. Analysis of contributions from rearrangement and 
reorientation of cations and anions indicated that the ability of the FSI anion to respond to changes in 
electrode potential is the primary driving force for such behavior.
© 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Electric double layer (EDL) capacitors are among very promising 
energy storage technologies [1-6] that can address the constantly 
increasing energy demands. The energy storage in EDL capacitors is 
achieved at the electrode-electrolyte interfaces via purely electro­
static (non-Faradic) mechanisms. The absence of electrochemical 
reactions provides EDL capacitors with several unique advantages 
such as high delivered power, fast charging/discharging, and long 
lifetime compared to e.g., batteries. [7-22] One o f the promising 
class o f electrolytes in EDL capacitors (or supercapacitors) is room 
temperature ionic liquids (RTILs) that are comprised o f various 
combinations o f molecular ions and that have a melting tempera­
ture near or below the room temperate [23-27] good ionic 
conductivity [28-31 ] and a large window o f thermal [32-35] and 
electrochemical stability. [36-40] Furthermore, most RTILs have 
low flammability and volatility [41-49] and are considered 
environmentally more friendly compared to conventional organic 
solvents. [50-52] As the energy storage in EDL supercapacitors is 
achieved at the electrode-electrolyte interface, the understanding 
o f electrolyte structuring near charged surfaces is important in
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elucidating the charge storage mechanisms and for prediction o f 
possible new routes in materials design to improve the energy 
density o f these devices. The ability o f an electrode (or capacitor) to 
store energy is typically quantified by either differential capaci­
tance (DC) or integral capacitance (IC). Therefore, an increasing 
number o f theoretical and experimental works is dedicated to 
understanding the correlations between the EDL structure and the 
magnitude and shape o f these capacitances. [53-63]
Our previous simulations have shown that the microstructure o f 
the electrode surface can make a significant impact on the EDL 
structure and the dependence o f DC on electrode potential. [64,65] 
Similarly, Ho et al. reported for solutions o f ions [66] noticeable 
differences in capacitance when the electrode surface was rough­
ened. Furthermore, several experiments [67-72] showed that 
electrode surface layers (especially metallic ones) in contact with 
RTIL electrolytes could restructure generating an inherent atomic 
scale roughness at the electrode-electrolyte interface. Therefore, a 
more complete understanding o f electrolyte behavior near charged 
electrodes must be gained by studying the EDL structure at electrode 
surfaces with different topography. In this work, using atomistic 
molecular dynamics (MD) simulations w e systematically compare 
the EDL structure and capacitance o f two series o f RTILs comprised o f 
alkylimidazolium (Cnmim, n = 2, 4, 6, 8) cation and either bis- 
(fluorosulfonyl) imide (FSI) or bis-(trifluoromethanesulfonyl) imide 
(TFSI) anions on atomically flat (basal plane graphite) and atomically
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rough (prismatic graphite) surfaces. Scheme 1 illustrates the system 
set up, the surface topography and the chemical structure of ions in 
investigated systems.
2. Simulation Setup
The simulations setup consisted o f RTIL electrolyte confined 
between two graphite electrodes that were approximated as 
conductors. The electrostatic potentials o f ± C 0/2 were imposed on 
the electrodes, therefore allowing to constrain the total potential 
difference between electrodes to be AU = C 0. Electrode charges 
were modeled as Gaussian distributed with the widths o f 0.5 A 
[73,74] and were computed on the fly by minimizing the total 
electrostatic energy o f the system as described in Refs. [73,75]. For 
more specific details on this methodology and its implementation 
see e.g., Refs. [76] and [77].
The non-bonded van der Waals interactions were evaluated 
within a spherical cut-off o f 10 A. The long-range electrostatic 
interactions were computed using the Smooth Particle Mesh Ewald 
(SPME) [78,79] method modified for 2D periodic system. [80,81] 
Simulations were conducted at 393 K and the temperature was 
controlled using the Nose-Hoover thermostat [82] with a coupling 
time constant o f 0.1ps. The distance between two electrodes was 
adjusted such that electrolyte density in the middle o f the 
simulation cell was equal to the electrolyte bulk density at 393 K 
and atmospheric pressure. The latter was computed from the 
simulations o f a bulk RTIL in a 3D-periodic cubic cell using 
standard NPT ensemble. The equations o f motion were integrated
with a reversible multiple time step r-RESPA algorithm. [83] Every
0.5fs forces due to bonds and bends were updated. In these 
simulations the bond lengths were constrained using the SHAKE 
approach. [84] Every 2.5fs the dihedral and out-of-plane bending 
forces as well as non-bonded forces within 7.5 A cut o ff were 
updated. Finally, a 5fs time step was used to integrate the non­
bonded interactions within the 10 A cut off and the reciprocal part 
o f SPME summation. The [Cnmim][TFSl] electrolyte was modeled 
with a combined united-atom(UA)/explicit-atom(EA) force field 
developed in ref. [85]. The force field for [C2mim][FSl] was 
developed following a similar procedure as described in refs. 
[85,86] and using MD simulations with fully atomistic, polarizable 
APPLE&P force field [87] as a reference. For additional details 
regarding the force field development, validation and the 
parameters see references [85,86] and Appendix 1 below.
Using generated simulation trajectories the electrode charges 
and the spatial distribution o f charges in electrolyte were 
computed. From the profiles o f spatial charge distribution p(z) 
across the simulation cell (where z is the direction perpendicular to 
electrode surfaces), the corresponding Poisson potential F (z ) was 
calculated using a numerical integration o f the 1D-Poisson 
equation: d2F(z)/dz2= -p(z)/E0, where £0 is the vacuum permittiv­
ity. For RTlL electrolytes the Poisson potential usually has large 
fluctuations near the electrode-electrolyte interface, however, 
quickly reaches a constant value in the bulk as the EDL formed near 
the electrode surface screens out the external electrostatic field 
created by electrodes. The EDL potential drop (UEDL) is calculated as 
the difference between the Poisson potential at the electrode
Scheme 1. Chemical structure o f the ions com prising the studied ionic liquids and snapshots o f the surfaces and simulation cells investigated. CH2 and CH3 groups are 
represented as united atoms.
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surface and the Poisson potential in the bulk electrolyte, UEDL = 
Feiectrode- Fbulk- The EDL potential for uncharged electrodes is 
defined as the potential o f zero charge (PZC). For any applied 
surface potential ± C 0, an electrode potential is defined as the 
Uelectrode = UEDL-PZC. The differential capacitance (DC) is defined as 
the variation o f the electrode charge (a )  with respect to small 
changes in the electrode potential DC = da/dUelectrode and was 
computed as a numerical derivative o f the a=f(Uelectrode) obtained 
from simulations and utilizing the procedure described in refs. [88] 
(see also the supplementary material o f ref. [89] for details).
Another quantity that is often reported in experimental studies 
o f EDL capacitors is the integral capacity (IC) defined as the ratio 
between the electrode charge and the electrode potential, 1C = s / 
Uelectrode= a/(UEDL - PZC). The total energy stored by the capacitor 
can be directly quantified by the capacity o f the entire capacitor 
(ICcap) as follows E = 0.5*lCcap(AU)2. The ICcap is defined as the ratio 
between the electrode charge and the potential difference between 
electrodes, lCcap= a/AU. Note that since both electrodes can be 
considered as individual capacitors connected in series the integral 
capacitance o f the whole cell can be related to the integral capacity 
o f individual plates by the relation: 1/lCcap = 1/lC+ + 1/lC-.
3. Differential capacitance.
Similar to results from our previous simulations of Cnmim series 
with TFSl anion [90] as well as other related RTILs (e.g., [pyr13][TFSl] 
[91] and [C4 mim][BF4 ], and [C4 mim][PFe] [92]), the DC for [Cnmim] 
[FSl] on atomically flat electrode surface shows small variations as 
illustrated in Fig. 1. The DC stays almost constant as function of 
electrode potential and the variation in cation tail length ( Fig. 1a) 
does not make any significant effect on the capacitance value or 
shape. Panel 1bcomparestheDCof[Cnmim][FSl] with that for RTILs 
with other anions. Variation o f anion causes somewhat large 
differences in the magnitude and shape o f DC, but most o f them 
are still in the range between 4-5 p,F/cm2. This observed range of DC 
values is in a very good agreement with recent experimental data on 
[C4mim][FSl] [93] and in agreement with recent experimental 
capacitance measurements o f similar RTILs near electrodes com­
prised of a fewgraphene layers. [94] Recent molecular simulations of 
related RTILs by Feng et al. [5], Merlet et al. [95], Liu et al. [96] as well 
as classical density functional theory results [60] also showed similar 
insensitivity o f DC to electrode potential for atomically flat surfaces 
and similar values for DCs. All these data further support the point 
that in the practically relevant electrode potential window (i.e., from 
-3 V to +3 V) on atomically flat (clean) surfaces, common RTILs
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produce very similar in magnitude and weakly varying DCs. 
Variations in the ion chemical structures might lead to subtle 
changes in DC shape in such system, however it would unlikely 
change substantially the average DC (typical variation are within 20% 
of the magnitude).
However on atomically rough (prismatic graphite) surfaces we 
observe a different trend. Fig. 2 compares DCs o f [Cnmim][FSl] and 
[Cnmim][TFSl] for each cation investigated. Comparison of 
[Cnmim][FSl] data with those shown in Fig. 1 for the flat surface, 
shows that on the rough electrode surface DC is significantly larger 
near the PZC and has qualitatively different dependence on the 
potential from that generated on atomically flat surface. While the 
maximum DC on the flat surface was ~5 p,F/cm2, on the rough 
prismatic graphite it reaches values as large as 8 p,F/cm2. Also, 
while the DC on the flat surface was weakly changing versus 
potential, the DC on the rough surface shows significant variations 
in the -2 to +2 V voltage window and ranging in magnitude from 
4 to 8 MF/cm2. If the overall shape of DC on the flat surface for RTILs 
with n = 2 and n = 4 were weakly camel-shaped and had a clear U- 
shaped domain near PZC, on the rough surface these RTILs show an 
overall bell-shape dependence with a very pronounced maximum 
near PZC (Fig. 2a,b). For RTILs containing cations with longer tails 
(n = 6 and 8) the trend is reversed: on the flat surface the DC shows 
one very broad peak (no minimum near PZC), yet on the rough 
surface we clearly observe a camel-shape dependence with a clear 
minimum near PZC and two maxima at -0.5 V and +1 V.
As can be seen from Scheme 1, the TFSl anion is larger than FSl 
as it replaces two F atoms o f FSl with two -CF3 groups in its 
structure. As we discussed above the chemical structure o f the 
anion does not make any significant impact on DC for atomically 
flat surfaces. On the rough surface, however, the behavior o f DC is 
strongly influenced by the anion chemical structure. Fig. 2 shows 
that for the entire series o f [Cnmim][TFSl] with n = 2,4,6,8 only the 
camel-shape DCs are observed, while for [Cnmim][FSl] the DC 
changes from the bell-shape to a camel-shape as the cation tail 
length increases. In this regard it is interesting to compare our 
results with the data reported in ref. [97] from coarse-grained 
simulations of RTILs comprised o f cation with a neutral tail on flat 
electrode surfaces. In that work a strong dependence o f DC on the 
length o f uncharged tail was observed showing a transition from 
bell-shaped to camel-shaped upon increase o f the tail. Our 
simulations using chemically realistic model show that only 
corrugated surfaces can lead to such strong variations in DC. For 
the flat surface we essentially an opposite trend than shown in 
Fig. 2 o f ref [97], however we indeed observe a transition from a
Fig. 1. The d ifferentia l capacitance o f  RTIL on the basal plane graphite (atom ica lly flat) electrode surface as a function o f  electrode potential for (a ) [Cnmim][FSl] w ith  
n = 2,4,6 and 8 and (b ) [C4m im ][an ion ] w ith  anion = FSl, TFSl, BF4, or PF6.
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Fig. 2. The differentia l capacitance o f  [Cnmim ][FSI] and [Cnm im ][TFSI] RTILs on the prism atic plane graphite (atom ica lly rough) electrode surface as a function o f  electrode 
potential.
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bell-shaped to U-shaped (camel-shaped) DC on the rough surface 
for FSI anion. So far the [Cnmim][FSI] RTILs is the only system 
which showed this trend with increasing alkyl tail length in our 
simulations.
4. Integral capacitance
Shown in Fig. 3 is the doubled ICcap as a function o f applied 
potential for [Cnmim][FSI] and [Cnmim][TFSI] RTILs, for voltages 
AU larger than 0.25 V. Note that for the capacitor where ICs on 
individual electrodes are roughly symmetric in magnitude, the 
ICcap should be about a factor o f two smaller than the 
corresponding DCs and ICs o f individual electrodes. Therefore, to 
facilitate the comparison with DC and IC in Fig. 3 we show values of 
2*ICcap. It should be noted that RTILs studied here are electro­
chemically stable up to potential difference o f 4 V, [98] however 
extending the simulated potential range is useful for understand­
ing o f general trends and might be useful for validation of
theoretical models in the limit o f ion saturation in the EDL. 
According to Fig. 3 and in agreement with the trends observed for 
DC, the ICcap on the flat surface is almost constant versus applied 
potential difference for RTILs with both anions. For any given 
cation, both anions generate very similar total capacitances. In 
contrast, on the rough surface we observe a noticeable difference 
between the 2*ICcap o f [Cnmim][FSI] and [Cnmim][TFSI] RTILs. For 
AU below 4V  the 2*ICcap of [Cnmim][FSI] is almost 30% (or 1­
2.5 MF/cm2 depending on the voltage and the cation tail length) 
larger than that for [Cnmim][TFSI]. At larger voltages, 4V<AU<6.5 V, 
where the electrode surface becomes crowded with counterions, the 
ICcap generated by RTILs with both anions become again comparable 
(see Figs. 3a,b). For both anions the increase o f the alkyl tail length of 
the cation from n = 2 to n = 8 overall decreases the 2*ICcap (and hence 
the ICs o f individual electrodes) on average by 1.0^F/cm2. For 
example, this means that at AU = 3 V an energy density loss o f the 
capacitorof ^ 2.2 MJ/cm2 (or ^ 25% in relative value) is expected when 
the length o f the cation alkyl tail is increased from 2 to 8 carbon
Fig. 3. The integral capacitance (dou bled ) o f the entire capacitor (2*ICcap) as a function o f potential d ifference betw een  electrodes for (a ) [Cnmim][FSI] and (b ) [Cnmim.TFSI] 
ion ic liquids on atom ically flat (open  symbols) and rough (filled  sym bols) electrodes.
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atoms. Interestingly that for RTILs with TFSI anion the capacitance 
decrease with increasing of cation tail length is almost independent 
o f the potential difference (Fig. 3b), yet for FSI anion this effect 
strongly depends on the applied potential difference. At AU = 1 V, the 
2*ICcap decreases by about 2.0 p,F/cm2 upon increasing n from 2 to 8, 
yet at AU = 4V  this difference is less than 0.5 p,F/cm2.
In many practical applications variation of cation alkyl tail 
length is used to alter electrochemical, thermophysical or 
transport properties o f RTIL electrolytes to optimize device 
operation. For example, it is known that increasing the alkyl tail 
length from n = 1 to n = 6 or 8 in Cnmim containing RTILs increases 
their electrochemical stability or decreases the melting point from 
as much as 350-400K (for n=1 or 2) to about 200K for n = 6-8. 
[99,100] On the other hand, the increase o f cation alkyl tail length 
generally leads to higher viscosity o f RTILs [100]which is not 
desirable for capacitors operated at high frequencies. Fig. 3 shows 
that the increase o f alkyl tail length also has a detrimental 
influence on the energy storage. Based on the data presented in 
Fig. 3, we have established the following empirical relation: 
increasing the alkyl tail length of alkylimidazolium cation by one 
-CH2- group results in the reduction of ICcap on average by ^5-6% 
or 0.0625 MF/cm2, and correspondingly, the capacitance of 
individual electrodes decreases on average by ^0.125 p,F/cm2. 
This reduction in the energy storage must also be considered when 
an optimal RTIL electrolyte is considered for desired operational 
conditions. The magnitude o f capacities found here are in 
agreement with general scalling o f the capacities proposed in 
ref. [101].
5. Dependence of the EDL structure on the applied voltage
As the electrode surface are charging the electrolyte near the 
surface is restructuring leading to the screening out the applied 
external electric field. It has been previously shown by X-ray 
reflectivity [102-104] and atomic force microscopy [105,106]
experiments as well as by analytical theories [107-110] and 
atomistic simulations [88-92,111] that RTILs rearrange near 
charged surfaces in sequences o f layers locally rich or depleted 
in one o f the ionic species. Typically, the first layer (the closest to 
the surface) is overcharged, i.e., it contains more countercharge 
than the amount o f the charge built on the electrode surface, and as 
the voltage increases the layer can become noticeably denser 
compared to bulk electrolyte. The second layer is usually rich in co­
ions and it slightly overcompensates the excess charge of 
counterions in the first layer. Several additional layers with 
decreasing amplitude of charge imbalance can form as well such 
that the total counter charge over all formed layers will be equal 
and opposite in sign to the charge accumulated on the electrode. 
However, some experimental reports, such as the impedance 
spectroscopy analysis by Baldelli, [112] have suggested that the 
EDL structure in RTILs is dominated by essentially a single 
Helmholtz-like layer. In light o f these two apparently contradictory 
interpretations, it is important to closely examine and compare the 
EDL structuring observed for different RTILs and electrode surfaces 
from our atomistic simulations.
Fig. 4 shows the ion density profiles calculated based on the 
location o f the ions' center-of-mass as obtained from simulations
at uncharged (Uelectrode = 0V ) and charged (Uelectrode= ±1 V)
surfaces. Figs. 4(a-c) and 4(d-f) compare the ion density profiles 
of [C2mim][TFSI] and [C2mim][FSI] RTILs on the atomically flat 
electrode surfaces, while panels 4(g-i) show profiles for the 
atomically rough surface. These figures clearly indicate a formation 
of the first (innermost) counterion layer within 5 A from the 
surface followed by several additional layers at larger separations. 
The ions centers-of-mass in the first layer are localized within a 
plane parallel to the surface reaching the maximum local density 
that is a factor o f 7-9 higher compared to the bulk density. The 
atomically rough surfaces slightly perturbs the distribution o f ions 
next to the surface therefore lowering the maximum local density 
to ~3-4  and broadening the peaks in the distributions. For all RTILs
Fig. 4. The norm alized ion center-of-mass density profiles as a function o f  distance from  electrode surface at several e lectrode potentials: -1 V  (le ft  column), PZC (central 
column), and +1V(right colum n) for [C2mim][TFSI] on the basal plane graphite (a-c), for [C2m im ][FSI] on the basal plane graphite (d -f), and [C2mim ][FSI] on the prismatic 
plane graphite (g - i).
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studied here we found a multilayer structuring o f electrolyte near 
electrode, even at low electrode potentials. Note that while the 
center-of-mass peaks show strong oscillations the overall mass 
density in the EDL looks much smoother. For example, for [C2mim] 
[FSI] RTIL on the basal plane graphite, the depletion regions 
between center-of-mass peaks are mostly populated with alkyl 
tails. Therefore, the observed maxima in the center-of-mass 
density profiles mostly reflect the alignment o f ions into two­
dimensional layers, rather than an overall densification o f the EDL.
Next we analyze the influence o f ion chemical structure on the 
EDL layered structure. The [C2mim][TFSI] generates larger 
amplitudes and shows more layers in the density profiles than 
the [C2mim][FSI] RTIL. Indeed, near uncharged flat surface the 
oscillations in the density profiles for [C2mim][FSI] basically 
disappear beyond three layers such that at separations larger than
23 A from the electrode surface RTIL is essentially unstructured or 
almost bulk-like (see Fig. 4e for the flat surface and Fig. 4h for the 
rough surface). In contrast, for the [C2mim][TFSl] RTIL, the 
decreasing in amplitude oscillations in the density profiles are 
observed up to 35A from the electrode surface, even near the 
uncharged flat surface (see Fig. 4b). lnterestingly, the anion and 
cation layers in the [C2mim][FSl] RTIL have significant overlaps, 
while in the [C2mim][TFSl] an alternating ordering o f well-
separated cation/anion layers is observed. This is related to the 
disparity in size o f investigated anions and the ability o f relatively 
smaller FSl anion to form a layer almost within the boundaries of 
the cation layer. The TFSl anion, which is noticeably larger in 
volume than FSl, cannot pack as effectively as FSl and therefore 
TFSl layers are wider and are well-separated from cation layers. 
The only condition when we see a clear separation between cation 
and anion layers in the [C2mim][FSl] RTIL is on the negatively 
charged atomically rough surfaces ( Fig. 4g). The surface roughness 
on negative electrodes facilitates the separation between FSl and 
imidazolium cation in the EDL.
Another aspect o f variation o f the chemical structure is the 
influence o f the alkyl tail length on the EDL structure. Comparison 
o f density profiles o f the ions center-of-mass for [C2mim][FSl] and 
[C8mim][FSl] (not shown) indicate the extent o f oscillations (seen 
in Fig. 4 ) are similar for those two RTlLs and extend up to 30-35 A 
from the surface. These longer-range oscillations are in agreement 
with experimental measurements using atomic force microscopy 
(AFM) in Ref. [113]. However, in interpretation o f the AFM force vs 
electrode separation data a formation of multiple bilayer 
structures was proposed for RTlLs containing longer alkyl tails. 
ln this regard it is interesting to examine the distribution o f N 
atoms from the cation in the EDL for two RTlLs with very different
Fig. 5. The norm alized density profiles o f  im idazolium  N atoms for [C2m im ][FSl] and [C8mim][FSl] as a function o f  distance from  electrode surface at electrode potentials -1 V, 
PZC, and +1 V  on the basal plane graphite (le ft  colum n) and on the prism atic plane graphite (righ t column).
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cations. Fig. 5 compares these profiles at several voltages both for 
basal and prismatic plane graphite. If a bilayer structure would be 
present one should expect that the location and the separation 
between the peaks in these density profiles (i.e., the location of 
charged imidazolium head groups) would strongly depend on the 
alkyl tail length. For longer tails a larger separation between e.g., 
the first and the second peak should be expected. However, as we 
can see from Fig. 5 on the basal plane graphite the location and the 
separation between the peaks is independent o f alkyl tail length. 
This is consistent with simulation analysis on related systems 
reported in Ref. [114] and our previous analysis o f [Cnmim][TFSI] 
RTIL. In these systems the spacing between cation "layers” is 
usually defined by the ability o f the anion to "bridge” them, while 
alkyl tails find the way to fill out the remaining space. At charged 
surfaces, this usually leads to parallel orientation of alkyl tails to 
the surface and hence no influence o f their length on the ionic 
layers separation. On the prismatic graphite surface there is 
somewhat more influence of the alkyl tail length on the 
distribution o f cation head groups, particularly on the positive 
electrode. However, it does not appear to create any qualitative 
difference in EDL structure.
In light o f structural correlation discussed above it is also 
instructive to examine the extent o f charge overscreening in EDL as 
a function o f voltage. Similar to the analysis in ref. [115], a measure 
o f overscreening can be defined as a ratio between the cumulative 
counter-charge in the considered electrolyte layer and the charge 
on the electrode surface. Therefore, we can define the over­
screening factor g (z ) as a function o f distance z from the electrode 
surface as the ratio between the total electrolyte charge 
accumulated in the layer between the electrode surface and a 




where \ J0 qelectrode(Z)dZ\ is the absolute value o f the total electrode 
charge, q (z) is the space charge density at a given distance z from 
the electrode, \ JJZ q(z)dZ\ is the cumulative charge density at a 
distance z from electrode. Note that the g (z ) is defined only for 
charged surfaces where the total charge on electrode is not zero. 
With the above definition the g (z ) is -1 or +1 at the negative or 
positive electrodes, respectively. Values o f g (z ) larger than 1 in 
absolute value indicate spatial regions where the total cumulative 
electrolyte charge exceeds (i.e., overscreens) the charge on the 
electrode. For the flat conductive electrodes most o f the electrode 
charge is distributed in the surface layer adjacent to electrolyte, 
and therefore the g (z ) is straightforward to understand.
Fig. 6 illustrates the extent o f overscreening as a function of 
separation from the electrode surface as obtained from our 
simulations of [C2mim][FSI] on atomically flat electrode surfaces. 
As shown in Fig. 6, at small voltages (i.e. bellow 0.6 V) the total 
cumulative charge in electrolyte layers can significantly (almost an 
order o f magnitude) exceed the charge on the electrode, which is in 
agreement with Bazant's et al. [115] prediction from a mean field 
theory approach. Interestingly, at lower voltages such over­
screening is observed not only for the first layer but also for the 
layers further removed from the electrode surface. Moreover, even 
within one layer, e.g. the innermost layer o f ions within 5 A from 
the surface, the g ( z) can even change the sign. Such large 
overscreening on weakly charged electrodes is consistent with the 
fact that even uncharged surfaces can generate some charge 
separation o f electrolyte at the interface and small voltages applied 
on electrode w ill not interfere much with the relatively large 
(compared to the electrode charge accumulated at small voltages 
AU<0.6V) local charges in the interfacial layer(s) inherited from 
the intrinsic electrolyte structure at uncharged surfaces. The latter 
is generated by the differences in the ions' shape, conformations, 
and their short-range non-bonded interactions with the surface. 
The extent o f overscreening in the interfacial layer also depends on 
the electrode polarity and voltage magnitude.
The trends in overscreening profiles can be rationalized by 
examining the charge density profiles shown in Fig. 7. While at 
uncharged surface there are more cations in the first ionic layer 
(within 5 A), the FSI anions present in this layer are oriented such 
that the negatively charged O and F atoms are much closer to the 
surface than the atoms caring most o f the positive charge o f the 
cation. As can be seen from Figs. 6a,b and 7, at very closed 
approaches the g ( z) drops sharply to negative values and then after 
reaching a minimum rises to the positive g ( z) at the innermost 
layer boundary. The presence o f the negatively charged O and F 
atoms on the surface shown in Fig. 7b,c explains the negative PZC 
for these RTILs on graphite surfaces. When slightly negative 
potentials are applied to the electrode there is still an excess of 
negative groups next to the surface, as shown in Fig. 6a, and 
voltages as high as -1 V are needed to push the O and F atoms 
completely away from the surface and to eliminate the region of 
negative g (z ) near the surface. At the positive electrode, the 
negative counter-charge continues to accumulate next to the 
electrode surface and, hence, the region o f negative g ( z) is 
preserved at all potentials as expected. However, the extent of 
overscreening is decreasing due to increasing dominance of 
electrostatic interactions between the electrode and the counter­
ions and relative reduction of contributions from the effects that 
led to the intrinsic ion partitioning near the uncharged surface. 






Fig. 6. The dependence o f g (z )  on the distance from  electrode surface for several potentials on the negative (a ) and positive (b ) electrodes for [C2m im][FSl].
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Distance z (A)
Fig. 7. (a ) The cumulative space charge profile as a function o f  distance from  electrode for the [Cnmim][FSI] series on flat surface. (b ) Contributions to the spatial charge profile 
from  individual ions for [C2m im][FSI]. (c ) Contributions to the spatial charge profile generated by FSI from  its atoms d ifferent atom  types (F, S, O, N). A ll profiles w ere  obtained 
at the PZC and calculated using atom-based charge distributions.
exceeds the electrode charge by as much as 140% even at electrode 
potentials as large as +3.5 V for the entire series [C2-8mim][FSI].The 
observation that some electrode/counterion combinations could 
require voltages larger than those corresponding to electrolyte 
electrochemical stability in order to transition from overscreening 
to overcrowding regime is in agreement with our previous 
simulations [91].
The increase o f cation alkyl tail decreases the density o f the 
negative charge near the surface (see Fig. 7a) because alkyl tails 
have an effective affinity for uncharged graphite surface [85] and 
therefore they compete with the negatively charged O and F atoms 
o f FSI on the surface. However, qualitatively the behavior o f RTILs 
with longer alkyl tail cations is similar to that shown in Fig. 6 and 
7b,c for the [C2mim][FSI].
Finally, Figs. 6 and 7 clearly illustrate the importance of details 
o f the chemical structure and partial charge distribution o f the 
ions. Often coarse-grained models that collapse several atoms into 
a single force center caring a combined charge are used to 
represent RTIL electrolytes. While these models can capture the 
bulk structure o f RTIL very well, it will be hard to expect from them 
to capture correct the structure, overscreening profiles, and 
capacitance o f the EDL near charge surfaces. For example, if 
instead o f considering atomic charge distribution in calculation of 
overscreening profiles in Fig. 6 we would coarse-grained our 
representation and associated the whole charge with the ion 
center-of-mass, the overscreening profiles would show qualita­
tively different (inaccurate) dependence.
6. Correlation of DC with EDL structure
Finally, we attempt to correlate the observed dependence o f DC 
on voltage with the changes in the EDL structure. In our previous 
work [65] we explained why RTILs on strongly corrugated surfaces 
can generate a larger and qualitatively different DC compared to 
that on atomically flat surfaces. W e remind here that from a 
microscopic point o f view  the differences in capacitance between 
flat and rough surfaces could be understood as originating from the 
large gradients in local electrostatic fields generated near the 
rough edges and the steric effects interfering with ion packing on 
the surface when the dimensions o f surface roughness patterns/ 
features are comparable to ion sizes. [65] These strong local fields 
influence the rates (vs. voltage) at which the ion adsorption/ 
desorption occurs and, therefore, qualitatively change the depen­
dence o f DC.
Here we focus on examinination of DC for [Cnmim][FSI] RTILs on 
corrugated surface. It is interesting to understand the impact o f the 
multi-layer structure o f EDL and its correlation with the DC 
dependence. For this purpose we have computed derivatives (with
respect to applied potential) o f the charge accumulated in the 
interfacial layers o f various thickness d and compared them with 
the charge accumulation on the electrodes, i.e., the DC. For 
convenience o f comparison with DC, the derivative o f electrolyte 
cumulative charges in the layers were multiplied by -1 and 
converted into MF/cm2 units. For all systems studied here we found 
that the changes in the total charge accumulated in the first layer 
from the surface (which encompasses the first peak in the ion 
density profiles and extends to ~ 5 A  from the surface) are in 
qualitative agreement with the obtained DC. Indeed, as shown in 
Fig. 8a-c for [C2mim][FSI], [C2mim][TFSI] and [C8mim][FSI], the 
variation in the interfacial layer charge density has the same 
qualitative shape as the total DC, however, the magnitudes are 
noticeably o ff from the true DC. For example, in the [C8mim][FSI] 
the maximum rate (vs. potential) o f the first layer charge 
accumulation is ~10.2 MF/cm2 while the maximum in the DC is 
6.2 MF/cm2, indicating that quantitatively the contributions of 
additional layers to the total charge variation on the electrode is 
significant. Nevertheless, for all RTILs investigated here we can 
conclude that consideration o f charge accumulation in the 
interfacial layer o f thickness d = 10-12 A is sufficient to quantita­
tively capture the generated DC. Therefore in these systems the 
charge storage occurs in about 1 nm interfacial layer o f electrolyte 
while the remaining electrolyte further away from the surface is 
basically just bulk electrolyte. This observation may be consistent 
with impedance spectroscopy experiments probing (for certain 
electrolytes) an electrode-electrolyte interface consisting o f a thick 
(less than 1 nm) layer near surface. [112]
W e also examine the contributions from anion and cation to the 
total charge accumulation in the EDL as shown in Fig. 8d-f for the 
interfacial region o f width d = 10 A. If a small change in electrode 
potential causes large changes in the interfacial layer charge due to 
reorientation or redistribution o f cation or anion then the 
corresponding contribution to DC will be high. For example for 
[C2mim][FSI] near PZC both cation and anion show relatively high 
values o f contributions to the interfacial charge derivative (~4  mF/ 
cm2 Fig. 8d). For FSI anion this value is close to its maximum that is 
basically preserved over a wide range o f positive potentials. This 
indicates that in this system the FSI anion can easily rearrange its 
distribution near positively charged surface. On the negative 
electrode, the FSI contribution drops by about factor o f two, but 
still continues to contribute even at highly negative surfaces, e.g. at 
-3 V the FSI contribution is about 2 MF/cm2. For C2mim cation the 
effect has an opposite trend. With increasing the magnitude o f the 
negative potential the cation contribution to charge accumulation 
increases up to -0.5 V potential and then smoothly reduces such that 
at -3 V both cation and anion have similar contributions to DC. On 
the positive electrode, the cation contribution smoothlygoes to zero
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Fig. 8. The differentia l capacitances and derivatives o f  the cumulative charge density (converted in |xF/cm2 and m ultiplied by -1 for convenience o f  com parison) o f  electrolyte 
located w ith in  an interfacial region  o f  thickness d for (a ) [C2mim][FSI], (b ) [C2m im][TFSI] and (c ) [C8mim][FSI] near prism atic plane graphite. Panels d -f show anion and cation 
contributions to the derivatives o f  the total charge w ith in  the interfacial layer d = 1.0 nm.
indicating that redistribution or increased packing o f FSI anions 
remain the only contributor to DC at high positive voltages. Fig. 8d 
clearly shows that near PZC the contributions from both ions are 
close to their maximum and, therefore, results in the overall bell- 
shape DC dependence for this system.
Figs. 8e,f show that for [C2mim][TFSI] and [C8mim][FSI] RTILs 
on the same prismatic plane graphite surface the charge 
accumulation rates vs electrode potential are different. Here the 
maximum contributions from each ion type are well separated 
from PZC in opposite directions. For example, while the maximum 
from cation contribution remained approximately at the same 
voltage, the maximum rate for anion shifted to the +1.0-1.5 V 
range. At PZC, the anion is basically insensitive to electrode 
potential changes and hence does not contribute to DC. Only at 
higher positive potentials the anion contribution becomes domi­
nant. This shift o f anion contribution to higher positive voltages is 
the primary reason for the observed camel-shape DC in these 
systems. This qualitative change in DC shape with increasing tail 
length for the [Cnmim][FSI] RTILs is likely associated with strong 
tendency of these tails to adsorb on the prismatic graphite surface 
and maximize their van der Waals interactions. This, in turn, 
interferes with the ability o f FSI anion to rearrange near the surface 
at relatively small values o f positive potentials. Clearly this effect 
depends on a very delicate balance o f all competing interactions,
i.e., details o f charge distribution on the electrode surface, the 
specifics o f electrostatic and van der Waals interactions between 
the ions and with the surface, steric interference o f surface 
structure with ion packing, etc. As we can see from, the same series 
o f RTILs with FSI anion but on a basal plane graphite does not show 
a transition from a bell-shape to a camel-shape or if the TFSI anion 
is used instead then only the camel-shape dependence o f DC 
independent o f alkyl tail length is observed.
7. Conclusions
A systematic molecular dynamics simulation study o f differential 
capacitance and the electric double layer structure formed near 
atomically flat and corrugated surfaces for [Cnmim][FSI] and
[Cnmim][TFSI] (n = 2,4,6,8) showed that the influence o f the alkyl 
tail length depends on the topography o f electrode surface and anion 
type. On atomically flat electrode (basal plane graphite) surfaces our 
simulation showed that RTIL electrolytes order into several layer 
structure that extends over 1.5 to 3 nm distance from the electrode 
surface depending on the voltage and ionic liquid. For these surfaces 
a weak dependence o f DC on voltage, cation tail lengths and anion 
type is observed for all RTILs compared. This general trend is in 
agreement with phenomenological EDL models.[116,117]
However, the DCs o f the same electrolytes on atomically rough 
surface (represented here by the prismatic plane graphite) show 
very different trends and substantial dependence on the ions 
chemical structure. The variations in DC between minima and 
maxima become on the order o f 2-3 p,F/cm2 (within the -2 V - +2 V 
electrode potential window) which is about factor 3-4 large than 
those observed for the same electrolytes on flat surfaces. In 
addition to increased variations on potential the capacitances on 
the atomically rough surfaces are systematically higher than on the 
flat ones. While on flat surfaces the change of anion from FSI to TFSI 
did not qualitatively changed the dependence o f DC on voltage, on 
the rough surfaces the DC generated by RTILs containing FSI anion 
showed a transition from a bell-shaped DC for RTILs with the 
n = 2,4 cation tail lengths to a camel-shaped DC for cations with 
longer alkyl tails. Such behavior is atributed to the ability o f the FSI 
anions to rearrange in the EDL layer upon changes in electrode 
potential. Despite o f the multilayer structure, the DC dependence 
on voltage can be qualitatively understood from the changes in the 
cumulative charge in the electrolyte interfacial layer(s). We 
demonstrate that details o f the ion orientation is important for 
understanding the electrode charge accumulation and over­
screening particularly at low voltages where intrinsic partitioning 
o f cations or anions to the specific surface can facilitate the charge 
separation in the interfacial layer.
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Appendix 1.: Development of Nonpolarizable United Atom/ 
Explicit Atom Force Field for [Cnmim][FSI]
In order to cut the computational cost a nonpolarizable 
combined united atom (UA)/explicit atom (EA) force field for 
[Cnmim][FSI] has been developed and validated using the APPLE&P 
[87] (Atomistic Polarizable Potential for Liquids, Electrolytes and 
Polymers) as a reference point. The previously developed [90] 
parameters for Cnmim were transferred without modifications, 
while parmaters for the FSI were modifed using the TFSI 
parameters as discussed below. The partial charges for FSI were 
fit to describe the electrostatic potential on a grid o f points around 
it as well as the molecular gas phase dipole moment from quantum 
chemistry (QC) calculations at MP2/cc-pvTz level following our 
previous work [87] but with polarizabilities set to zero. The FSI 
bond lengths and bend angles were taken from the APPLE&P [87] 
without modification. The F-S bond (FSI) was 1.605 A and the O-S 
bond (FSI) was 1.44 A. The lengths o f the other bonds were from our 
previous ref. [90]. The dihedral angle parameters were determined 
by fitting the gas phase conformational energy surface o f model 
molecules as determined from QC calculations as previously 
described for the APPLE&P. [87] The dihedral energy between F-N- 
S-N atoms o f FSI was: Edihedral (0 ) [kJ/mol]= -1.7280cos 
(0 ) + 6.8157cos(20) + 1.6297cos(30). The N atoms of the FSI had 
an attached dummy atom at a distance o f 0.65 A along the S-N-S 
bisector with a zero mass and no van-der-Waals interactions. The
Table A1a
The electrostatic charges and the van der Waals parameters for FSI atoms. The van 
der W aals self-energy is:Evdw-nonbonded = Aexp(-B*r)-C/r6+D/r12
Atom Charge (e ) A  [kJ/mol] B (A -1 ) C (kJ/mol/A6) D(kJ/mol/A12)
F -0.221 29781.294 3.417 630.612 735.168
S 0.865 36074.029 2.500 8015.163 31293.672
N -0 .622 30643.616 2.790 2380.361 8359.471
O -0 .466 66622.250 3.644 1000.268 339.576
Table A1b
The force-fie ld  parameters for the intramolecular bend energy, Eangle = 1/2 K0 [(0  - 
0q)p/18O]2
angles Ku (kJ/mol'rad) 0 o (d e g )
FS -N - 903.744 102.200




Fig. A1. The iso-surface p/pbulk = 5 o f  the oxygen  o f  FSI anion 3-D probability 
distribution function in [C4m im ][FSl] as obtained from  MD simulations using the 
UA/EA force field  used in this w ork  (solid  red iso-surface) and the fu lly atom istic 
APPLE&P force field  (f1e24Lp) at 298 K.
charge on the dummy atom was +0.197e. The S-S repulsion- 
dispersion interactions were adjusted to improve the ion self­
diffusion coefficients o f [pyr13][TFSl], [pyr14,TFSl] and [N4111][TFSl] 
as a function of temperature. The C-C repulsion-dispersion 
parameters were adjusted to obtain correct ion packing probed 
through iso-surfaces o f TFSI and FSI oxygen atom densities, density 
o f [C2mim][TFSl] and [C2mim][FSl] as well as transport properties 
obtained from fully atomistic simulations with the APPLE&P force 
field. The other force-field parameters utilized in this work and not 
previously reported in refs. [85] and [86] are given in Tables A1-2 .
To validate the developed nonpolarizable UA/EA force field 
extensive simulations o f bulk [C2mim][FSl] RTlLs were conducted 
using the new force field andthefullyatomistic, polarizableAPPLE&P 
force fields. A cubic simulation cell with periodic boundary 
conditions contained 150 ionic pairs o f [C2mim][FSl]. The RTlL 
initial configurations were created in the gas phase corresponding in 
a cell with linear dimensions o f approximately ~100A. The 
dimensions o f the simulation cells were then reduced to yield 
estimated densities at 393 K and followed by 1 ns equilibration run in 
the NPT ensemble. The Ewald summation method was used for 
electrostatic interactions between charge-charge and charge- 
induced dipole interactions (for the APPLE&P simulations) using
83 k-vectors. The induced dipole-induce dipole interactions were 
calculated within the cutoff radius o f 11 A. A multiple timestep
Table A2
Therm odynam ic and transport properties o f  the [C2mim ][FSl] from  MD simulations em ploying com bined nonpolarizable UA/EA (in  bold ) and fu lly atom istic the APPLE&P 
(regular fon t) force fields. The fo llow in g  properties are shown in table: density p, heat o f vaporization  Hvap, ion self-diffusion coefficients D, finite simulation box size 
correction to ion self-diffusion coeffic ien t DDfsc and ion conductivity L )









393 UA/EA 12 1332 5.23 4.55 0.88 94.3
393 APPLE&P 16 1347 4.39 3.88 0.65 76.2
333 UA/EA 18.5 1387 1.88 1.56 0.32 40.2
333 APPLE&P 16.8 1395 1.72 1.53 0.29 36.6
298 UA/EA 18 1421 143.4 0.94 0.73 0.14 22.1
298 APPLE&P 18 1426 134.6 0.70 0.62 0.13 17.0
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integration with an inner timestep o f 0.5 fs (bonded interactions), a 
middle time step o f 1.5 fs for all nonbonded interactions within a 
truncation o f 7.0 A and an outer timestep o f 3.0 fs for all nonbonded 
interactions between 7.0 A and 11 A as well as for the reciprocal part 
o f the Ewald summation was employed. The Nose-Hoover thermo­
stat and barostat were used to control temperature and pressure 
with the corresponding frequencies o f 10 2 and 0.5 x 10 3 fs. 
Induced dipoles were calculated via a direct iteration scheme with a 
predictor method. Brownian dynamics simulations o f ion pairs were 
performed at 298 K for 2-4 ns to yield the gas phase ion pair energies.
Simulations using the developed UA/EA force field predicted 
the [C2mim][FSI] density, ion self-diffusion coefficients, and 
conductivity in a good agreement with the fully atomistic 
many-body polarizable APPLE&P force field as shown in 
Table A2. A comparison o f the iso-surface o f the probability o f 
finding oxygen atom o f FSI anion around C2mim cation is shown for 
UA/EA and APPLE&P in Fig. A1. The UA/EA nonpolarizable force 
field yields more localized positions o f FSI anion above the C2 
hydrogen than the APPLE&P force field with a lesser probability o f 
finding the FSI anion directly above and below the imidazolium 
ring. In general, we consider the ion packing to be similar in 
simulations with UA/EA and APPLE&P force fields. W e conclude 
that the developed nonpolarizable UA/EA force field adequately 
predicts ionic liquid density, heat o f vaporization, structure and 
dynamics, yet computationally much less expensive than the 
many-body polarizable APPLE&P force field.
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CHAPTER 5
CONCLUSION OF MD SIMULATION ON 
SUPERCAPACITORS
A  computational low-cost and efficient united atom/explicit atom force field was utilized. 
MD simulation has been conducted on various Electric Double Layer Capacitor (EDLC) sys­
tems with varying Room Temperature Ionic Liquids (RTILs) as well as different structures 
and materials of electrodes. A  comparative MD simulation study of the EDL structure and 
DC as a function of electrode potential was conducted for [BMIM][BF4] and [BM IM ][PF6] 
on basal, prismatic graphite as well as Au (001) and Au (011) surfaces. The DC of these two 
electrolytes on basal graphite are very similar, and more variations were observed on the 
Au (001) surface. Different topography of gold surfaces did not change significantly the DC 
for [BMIM][BF4] system. However, different topography of graphite surfaces gave two very 
different DCs. The variations of DC simulated by us are 4 to 8 ^F cm-2 , and no large DC 
(up to 25 ^F cm-2 ) was observed in our studies. Also, the effect of possible chemisorption 
of the anion on the electrode surface has been investigated. W ith strong absorption of the 
anion, a bell-shaped DC was observed. However, without chemisorption it was U-shaped 
near PZC. Meanwhile DC's position shift and value changed slightly as well.
The structures of electrodes also have a strong effect on the capacitance of EDLCs. MD 
simulation has been conducted on similar RTILs of N-methyl-N- propylpyrrolidinium [pyr13] 
and bis(trifluoromethylsulfonyl)imide (TFS I), as well as [BM IM ][PF6] on both curvature 
electrodes (fullerenes, nanotube, nanowire) and atomic flat electrode surfaces, and the 
correlations between their corresponding integral capacitance (IC ) and integral charge den­
sities was demonstrated. Nanowire electrode systems have the largest capacitance, followed 
by fullerene systems. Nanotube electrode systems have the smallest capacitance among 
curvature systems, but they are still larger than that of atomic flat electrode systems.
A  systematic comparative study of DC and the EDL structure formed near atomically 
flat and corrugated surfaces with two similar series of electrolytes: [Cnmim][FSI] and 
[Cnmim][TFSI] (n =  2, 4, 6, 8) was conducted using MD simulation. The effect of the length
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of the alkyl tail and different anions has been examined. On atomically flat surfaces, we 
observed very weak, almost constant DC depending on electrode potential for all electrolytes 
with different lengths of alkyl tails and anions. However, on the rough surfaces of the DC 
of FSI anion systems, there shows a bell-shaped DC for RTILs with cations with alkyl 
tail lengths of n =  2, 4, and then it transitions to camel-shaped DCs for cations with 
longer alkyl tails, n =  6, 8. However, RTILs with the TFSI anion have camel-shaped 
curves for all systems. To better understand the correlations between EDL structures 
and shapes of DC, the cumulative charge densities inside EDLs were calculated. Detailed 
explanations regarding electrode accumulation have been demonstrated as well as over 
screening phenomenon at low voltages.
