The local Hamiltonian problem consists of estimating the ground-state energy (given by the minimum eigenvalue) of a local quantum Hamiltonian. It can be considered as a quantum generalization of constraint satisfaction problems (CSPs) and has a key role in quantum complexity theory, being the first and most natural QMA-complete problem known. An interesting regime for the local Hamiltonian problem is that of extensive error, where one is interested in estimating the mean ground-state energy to constant accuracy. The problem is NP-hard by the PCP theorem, but whether it is QMA-hard is an important open question in quantum complexity theory. A positive solution would represent a quantum analogue of the PCP theorem. A key feature that distinguishes quantum Hamiltonians from classical CSPs is that the solutions may involve complicated entangled states. In this paper, we demonstrate several large classes of Hamiltonians for which product (i.e. unentangled) states can approximate the ground state energy to within a small extensive error.
A quantum k-local Hamiltonian on n qudits is a d n × d n Hermitian matrix H of the form
Hi,
where each term Hi acts non-trivially on at most k qudits 1 and Hi ≤ 1. Local Hamiltonians are ubiquitous in physics, where interactions are almost always few-body. Of particular interest, e.g. in condensed matter physics, is to understand the low-energy properties of local Hamiltonians. These can be either the low-lying spectrum of the model, or properties -such as correlation functions -of the ground state of the Hamiltonian, defined as the eigenstate associated to the minimum eigenvalue. A benchmark problem, termed the local Hamiltonian problem, is to approximate the ground-state energy (i.e. the minimum eigenvalue) of the model. What is the computational complexity of this task? In a seminal result Kitaev proved that the local Hamiltonian problem is complete for the quantum complexity class QMA, in the regime of estimating the energy to within polynomial accuracy in the number of particles of the model [33] . The class QMA is the quantum analogue of NP in which the proof consists of a quantum state and the verifier has a quantum computer to check its validity [50] . Since then there have been several developments showing that simpler classes of local Hamiltonians are still hard [32, 36, 46] , culminating in the QMA-completeness of the problem for Hamiltonians on a line [4] even when all the local terms are the same and the only input is the length of the line expressed in unary [26] . In fact a new area has emerged around the question of understanding the computational complexity of local Hamiltonians, at the crossover of quantum complexity theory and condensed matter physics: quantum Hamiltonian complexity [37] .
It is an important observation that the QMA-hardness of the local Hamiltonian problem implies, assuming QMA = NP, that one cannot find an efficient classical description of the ground state of local models in general. An efficient classical description is a representation of the quantum state in terms of polynomially many bits that would allow for the computation of local observables (e.g. the energy) in polynomial time. The QMA-hardness results therefore say that ground states of certain local Hamiltonians can be highly non-classical objects. In particular they can be highly entangled states.
The local Hamiltonian problem can be seen as a quantum analogue of constraint satisfaction problems (CSPs) and Kitaev's result as a quantum version of the Cook-Levin theorem. Let unsat(C) be the fraction of the total number of local constraints that are not satisfied in the best possible assignment for C. Then one formulation of the Cook-Levin theorem is that it is NP-hard to compute unsat(C) for an arbitrary CSP C. However this leaves open the possibility that one might be able to approximate unsat(C) to within small error in reasonable time.
This question of efficient approximability has been wellstudied for CSPs [49] . The quantum case, in contrast, is largely unexplored (see however [10, 25, 6, 28] ). It is also interesting to prove hardness-of-approximation results. A landmark result in this theory, on which almost all other hardnessof-approximation results are based, is the PCP (Probabilistically Checkable Proof) Theorem [7, 8, 22] . One possible formulation in terms of 2-CSPs is the following: Theorem 1 (PCP Theorem [7, 8, 22] ). There is a constant ε0 > 0 such that it is NP-hard to determine whether for a given 2-CSP C, unsat(C) = 0 or unsat(C) ≥ ε0.
Inspired by the PCP theorem we might be tempted to speculate a quantum hardness-of-approximation result for the local Hamiltonian problem, which would correspond to a quantum analogue of the PCP theorem. In more detail, consider a local Hamiltonian H = m i=1 Hi, and denote the minimum eigenvalue of H by E0 = E0(H). The mean groundstate energy is defined by
The mean ground-state energy is the quantum analogue of the unsat value of CSPs. A central open problem in quantum Hamiltonian complexity is the validity of the following conjecture [37, 6, 28, 2, 1, 16, 39] :
There is a constant ε0 > 0 such that it is QMA-hard to decide whether for a 2-local Hamiltonian H, e0(H) ≤ 0 or e0(H) ≥ ε0.
We remark that H is not necessarily positive semidefinite, so the case of e0(H) ≤ 0 does not necessarily correspond to perfect completeness.
One could also consider the conjecture for k-local Hamiltonians. However Conjecture 2 is known to be equivalent to this more general version, even when restricted to 2-local Hamiltonians with sites formed by qubits [16] .
There are many reasons why the quantum PCP conjecture is interesting.
1. Like the classical PCP theorem, a quantum PCP theorem would yield hardness-of-approximation results for QMA-hard problem at the error scale that is most natural.
2. One of the central goals of theoretical, and especially condensed-matter, physics, is to explain how the properties of a quantum system, starting with its groundstate energy, emerge from its underlying Hamiltonian. A common method for doing so is to use insight and inspired guesswork to come up with an ansatz, which is an approximate ground state with a succinct classical description. If the quantum PCP conjecture were true, this would mean that there would exist families of Hamiltonians for which succinct, efficiently-verifiable, ansatz do not exist, even if we accept constant extensive error.
3. A quantum PCP conjecture would imply the QMAhardness of approximating the energy of thermal states of local Hamiltonians at fixed (but sufficiently small) temperature 2 . However on physical grounds one might expect that genuine quantum effects should be destroyed by the thermal fluctuations. A resolution of the quantum PCP conjecture would give new insight into this question.
A way to refute the quantum PCP conjecture is to show that the estimation of the mean ground-state energy can be realized in NP 3 . In this work we follow this approach and give new approximation guarantees for the local Hamiltonian problem in the regime of extensive error.
Notation
Let D(H) be the set of quantum states on H, i.e. positive semidefinite matrices of unit trace acting on the vector space H. A state on systems ABC is sometimes written ρ ABC and we write ρ A to denote the marginal state on the A system, i.e. trBC ρ ABC . Given a graph G = (V, E) and a subset of vertices S, we define the expansion of S as
2 Given a local Hamiltonian H, the thermal or Gibbs state at temperature T is given by ρT = e −H/T / tr(e −H/T ). Equivalently, ρT is also the unique minimum of the free energy tr Hρ + T tr ρ ln ρ. Thus, if E0 is the ground-state energy of H, then the energy of the Gibbs state satisfies tr HρT ≤ E0 + T n ln(d). 3 Note it it extremely unlikely that this estimation can be done in P or even in BQP, since we know it is NP-hard by the PCP theorem.
The expansion of the graph G is defined as
Let H d denote the set of Hermitian d × d matrices. Define the set of k-local Hamiltonians to be
In the language of quantum error-correction, the W k are the operators of weight ≤ k. For those familiar with Fourier analysis of Boolean functions, the diagonal matrices in W k are precisely the functions of {0, 1} n with all nonzero Fourier coefficients of weight ≤ k.
RESULTS
Our main results concern Hamiltonians for which product states give good approximations of the ground-state energy. In Section 2.1, we demonstrate a large class of Hamiltonians with this property, which puts the corresponding ground-state estimation problem in NP. In Section 2.2, we give three cases in which such a product-state approximation can be found efficiently: planar Hamiltonians in Section 2.2.1, dense Hamiltonians in Section 2.2.2 and Hamiltonians on graphs with low threshold rank (defined below) in Section 2.2.3. Each of these results, except for the case of low threshold rank (which follows the analysis of Lasserre in [11] ) uses an information-theoretic approach based on the chain rule conditional mutual information. This method is due to Raghavandra and Tan [41] , and was also used to prove several de Finetti theorems in our companion paper [14] . Indeed, de Finetti theorems are another sort of product-state approximation and our proof approach can be seen as a de Finetti theorem. We explore this in Section 2.3 by stating a new de Finetti theorem which is the first version of the de Finetti theorem to not require any symmetry assumptions.
Approximation Guarantees in NP
Our first and main result shows that one can obtain a good approximation to the mean ground-state energy by a product state (optionally after coarse-graining some of the sites) for a large class of 2-local Hamiltonians. To every 2-local Hamiltonian we can associate a constraint graph G = (V, E) with V the set of vertices associated to the sites of the Hamiltonian, and E the set of edges associated to the interaction terms of the Hamiltonian. In particular choosing ρ = ψ0, with ψ0 := |ψ0 ψ0| the projector onto a ground state |ψ0 of H,
where S(Xi) ψ 0 is the von Neumann entropy of tr X c i (ψ0), with tr X c i the partial trace over all sites in X c i . Such a product state can be specified with n m 2 m complex numbers, and so the resulting ground-state estimation problem is in NP when m = O(log n) (or more generally has a subexponential-size witness when m = o(n)). Theorem 3 gives a non-trivial approximation in terms of three parameters: the average expansion of the regions Xi, the degree of the graph, and the average entanglement of the regions Xi with their complement. Below we discuss the relevance of each of them. Average Expansion: This is the least surprising term, since one can always delete the edges between different blocks and incur an error that is upper bounded by the average expansion.
Degree of the Graph:
We believe this is a more surprising approximation parameter. Indeed an easy corollary of the PCP theorem [7, 8, 22 ] is the following: Proposition 4. For any constants c, α, β > 0, it is NP-hard to determine whether a 2-CSP C, with alphabet Σ on a constraint graph of degree deg, is such that unsat(
Assuming QMA NP, Theorem 3 shows the analogous result for the quantum case -namely that it is QMA-hard to achieve a cd α /deg β approximation for the mean groundstate energy of 2-local Hamiltonians -is not true. This suggest a route for a disproof of the quantum PCP conjecture by trying to a find a procedure for increasing the degree of the constraint graph without decreasing the mean ground-state energy of the model (by possibly increasing the dimension of the particles as well). Classically this can be achieved by parallel repetition of the CSP [42] or by gap amplification [22] , but it is unclear whether there is an analogous construction in the quantum case. Ironically, such degree-increasing maps have been pursued in the quantum case with an eye toward proving the quantum PCP conjecture [2] whereas our results suggest that they may be useful in disproving it.
The approximation in terms of the degree can be interpreted as an instance of monogamy of entanglement [48] , a feature of quantum correlations that says a system cannot be highly entangled with a large number of other systems. If the degree is high, it means that every particle is connected to many others by an interaction term. But since it cannot be highly entangled with many of them, we might expect that a product state gives a reasonable approximation to the energy of most such interactions. Indeed based on this idea it is folklore in condensed matter physics that mean field (where one uses a product state as an ansatz to the ground state) becomes exact once the dimension of the interaction lattice increases. The approximation we obtain here in terms of the degree of the graph gives a rigorous justification to this intuition.
Finally the result also gives an approximation for highly expanding graphs. Using the bound
(see e.g. Ref. [29] ), Theorem 3 gives the existence of states |ψ1 , . . . , |ψn such that
(8) Therefore very good expanders, with ΦG approaching the maximum value 1/2, are not candidates for QMA-hard instances.
Average Entanglement: Given a bipartite pure state |ψ AB a canonical way to quantify the entanglement of A and B is by the von Neumann entropy of the reduced density matrix ψA (or ψB), given by S(A) ψ := − tr(ψA log ψA) [30] . Theorem 3 shows that we can obtain a classical proof of size O(n2 O(m) ) that proves the mean ground-state energy of a 2-local Hamiltonian to be small whenever the ground state satisfies a subvolume law for entanglement, i.e. whenever we can find a partition of the sites into regions Xi of size m such that in the ground state their entanglement (with the complementary region) is sublinear in the number of particles of the regions.
Although the dependence of our result on entanglement is intuitive, it is not trivial. One can trivially say (from Pinsker's inequality) that if Ei S(Xi) ψ ≤ then there will exist a product state with mean energy within O( √ ) of that of ψ. However, we are very far from this regime, and obtain effective approximations whenever the entanglement is not within a constant factor of its maximum value.
Proof Idea: The proof of Theorem 3 is based on informationtheoretic methods and is inspired by a result due to Raghavendra and Tan [41] used to prove convergence of the Lasserre hierarchy for certain CSPs (and in spirit also by a similar result of Barak, Raghavendra, and Steurer [11] ).
The key idea is that given a quantum state of n particles A1, . . . , An, by measuring a small number t of the subsystems chosen at random, one can show that on average the remaining pairs of subsystems will be close to a product state up to small error. (Speaking about the average pair is crucial, as one can see by imagining n/2 Bell pairs.) This statement is a consequence of the chain rule of the mutual information. As we show, the error scales as the quotient of the average mutual information of Ai with its complementary region and t, which we choose as t = δn for small δ > 0. Then in a next step we show how an average pair of particles being close to product implies that an average pair of particles connected by the constraint graph of the Hamiltonian are close to product (increasing the error in the process); it is here that the degree of the graph appears as an approximation factor.
As the product state with small energy appearing in Theorem 3 we choose the tensor product of all single-particle reduced states ofρ, with the stateρ being the postselected state obtained by measuring t subsystems of the original state ρ (which we typically take to be the ground state of the Hamiltonian). By the ideas outlined above, we can show that this state has energy no bigger than the R.H.S. of Eq. (6) .
As a final ingredient, before applying the argument above we fuse some of the original particles of the model into blocks B1, . . . , B n/m which we treat as individual particles. This creates new difficulties (such as the fact that the degree of the effective graph on the blocks is not the same as the original degree) that are handled by applying the chain rule of mutual information in two stages: first to the blocks of sites and then to the sites in each block.
Efficient algorithms for finding productstate approximations
When our task is only to find a product state minimizing the energy of a k-local Hamiltonian, then essentially our problem becomes a k-CSP, albeit with an alphabet given by the set of all unit vectors in C d . However, we find that the problem is easy to approximate in many of the same cases that classical CSPs are easy to approximate, such as planar graphs, dense hypergraphs and graphs with low threshold rank.
Polynomial-time Approximation Scheme for Instances on a Planar Graph
It is known that there are polynomial-time approximating schemes (PTAS) for a large class of combinatorial problems (including many important NP-hard problems) on planar graphs [9] . Bansal, Bravyi, and Terhal generalized this result to obtain a PTAS for the local Hamiltonian problem on planar 2-local Hamiltonians with a bounded degree constraint graph [10] . They left as an open problem the case of unbounded degree. Combining their result with the techniques used to prove Theorem 3 we show:
Theorem 5. For every ε > 0 there is a polynomial-time randomized algorithm such that, given a 2-local Hamiltonian H on a planar graph, computes a number x such that e0(H) ≤ x ≤ e0(H) + ε.
The idea for obtaining Theorem 5 is to use the same information-theoretic techniques behind Theorem 3 to show that one can replace the ground state by a state which is product on all high-degree vertices and the original ground state on the low-degree part, only incurring a small error in the energy. Then using the methods of [9, 10] we can also replace the state on the low-degree vertices by a tensor product of states each on a constant number of sites. At this point we have a constraint satisfaction problem over a planar graph and we can employ e.g. [9, 10] to approximate the optimal solution in polynomial time.
Polynomial-time Approximation Scheme for Dense Instances
We say a k-local Hamiltonian H = m j=1 Hj is dense if m = Θ(n k ). Several works have established polynomialtime approximation schemes (PTAS) for dense CSPs [5] . In Ref. [25] Gharibian and Kempe generalized these results to the quantum case showing that one also has a PTAS for estimating the energy of dense quantum Hamiltonians over product state assignments. They also asked whether one could improve the result to obtain a PTAS to the mean ground-state energy [25] . We answer this question in the affirmative: Theorem 6. For every ε > 0 there is a polynomial-time algorithm such that, given a dense k-local Hamiltonian H, computes a number x such that e0(H) ≤ x ≤ e0(H) + ε.
The idea behind the proof of Corollary 6 is to show that a product state assignment gives a good approximation to the mean ground-state energy of dense local Hamiltonians. The statement then follows from the result of Ref. [25] . Theorem 3 indeed shows that product states give a good approximation in the case of 2-local Hamiltonians. The necessary work here is then to generalize the argument to k-local Hamiltonians for arbitrary k.
One approach to do so is to employ the perturbationtheory gadgets of Bravyi, DiVincenzo, Loss, and Terhal [16] . Indeed it is easy to check that they map a dense k-local Hamiltonian into a dense 2-local Hamiltonian, while only changing the mean ground-state energy by an arbitrarily small additive factor.
We will however follow a different approach addressing the case of k-local Hamiltonians directly. We will do so in order to flesh out an interesting result that follows from the same information-theoretic ideas as Theorems 3 and 5 and that might be of independent interest: A new quantum version of the de Finetti Theorem [21] that applies to general quantum states, and not only to permutation-symmetric states as the previous known versions [31, 47, 40, 51, 19, 34, 20, 43, 52, 15, 14] . Theorem 6 will then follows directly from this result, which we discuss in more detail in the next section.
SDP hierarchies for the ground-state energy on graphs with low threshold rank
In this section, we analyze the use of the Lasserre hierarchy for lower-bounding the ground-state energy of a Hamiltonian. Since variational methods provide upper bounds to the ground-state energy, such lower bounds can be useful even as heuristics, without any formal proof about their rate of convergence. Indeed, the SDP we discuss has been proposed as such a heuristic previously, by [12, 13] . The rough idea is to approximate the minimum energy of an l-local Hamiltonian by minimizing over all locally compatible sets of k-body reduced density matrices (for some k ≥ l) satisfying a global PSD condition. This optimization scheme is an SDP of size proportional to n k d k , and as k → n, it approaches full diagonalization of the Hamiltonian. (This is not to be confused with a more sophisticated SDP based on the noncommutative Positivstellensatz [23, 38, 35] , which we will not analyze.)
Definition of the hierarchy: Given a Hamiltonian H ∈ W k (in fact, we will consider here only H ∈ W2), we will maximize M (H, I) over bilinear functions M :
Of course M can be represented as a matrix of dimension ≤ n k d 2k , and the optimization over M can be performed by semidefinite programming, since it suffices to check (9b) on a basis for W k and (9c) is equivalent to the condition that M 0. To see that this is indeed a relaxation of the original problem, we observe that if ρ ∈ D((C d ) ⊗n ) then M (X, Y ) := tr ρXY is a valid solution. Clearly it satisfies the normalization constraint (9a) and the constraint ((9b)) that M (X, Y ) depends only on X, Y . For the PSD constraint (9c), observe that for any X ∈ W k we have M (X, X) = tr ρX 2 ≥ 0, since ρ, X 2 are both PSD. Since M (X, Y ) depends only on XY , we abuse notation and write M (XY ) := M (X, Y ). Indeed, an equivalent formulation of the hierarchy is that we specify all reduced density matrices of ≤ 2k systems. However, in this formulation, the condition that M is PSD is less transparent. It will turn out that this global PSD constraint is crucial. Classically a similar situation holds when this hierarchy (there known as the Lasserre hierarchy) is applied to combinatorial optimization problems. In this case, dropping the global PSD condition results in a linear program expressing only the condition that the marginal distributions be compatible. (In the quantum case, semidefinite programming is still required even to properly define the marginals.) It is known that this weaker form of optimization requires k = Ω(n) to give good approximations of many CSPs. By contrast, in [11] the Lasserre hierarchy was shown to give good approximations of 2-CSPs on graphs with high threshold rank. These are defined as graphs for which the threshold rank rank λ , defined as the number of eigenvalues with value larger than λ, is bounded. The main result of this section is essentially an extension of their result to the quantum case.
Theorem 7.
Let G be a graph, and H = E (i,j)∼G Hi,j a 2-local Hamiltonian on n qudits with each Hi,j ≤ 1. Then it is possible to estimate the ground-state energy of H to within error in time exp(poly(d/ ) rank poly(d/ ) (G) log(n)).
Ref. [11] proved the classical version of this result in their Theorem 5.7. Our algorithm for estimating the ground-state energy is essentially the same as the Propagation Sampling algorithm (Algorithm 5.5) of [11] . The main new element is our introduction of state tomography.
Imagine that we measure each qudit with an informationally-complete POVM withd := poly(d) outcomes, corresponding to measurement operators {E1, . . . , Ed}. The outcomes of these POVM yield exactly the same information as M , and thus constitute an equivalent optimization. However, the outcomes of these measurements can be interpreted (using the language of [11] ) as 2k-local random variables with range [d]. This terminology means that for any i1, . . . , i 2k ∈ [n] we can define a probability distribution p X i 1 ···X i 2k and that the marginals of these distributions are consistent for overlapping sets. We let Xi (for i ∈ [n]) denote the random variable corresponding to the measurement of qudit i.
Algorithm 8 (Quantum Propagation Sampling, based on Algorithm 5.5 of [11]).

Input: A matrix M that is a valid solution to (9).
Output: A product state ρ1 ⊗ · · · ⊗ ρn.
1. Choose m ∈ {1, . . . , 2k − 2} at random.
2. Choose i1, . . . , im ∈ [n] randomly with replacement, and set S = {i1, . . . , im}.
3. Sample an outcome xS = (xi 1 , . . . , xi m ) with probability p X S (xS).
4. Let p|X S =xs be the 2k − m-local distribution resulting from conditioning on the outcome XS = xS.
For every qudit i ∈ [n]
\ S, set ρi to be the density matrix that best fits the measurement outcomes p X i |X S =x S .
6. For each i ∈ S, set ρi arbitrarily. The analysis of this algorithm and proof of Theorem 7 follows the lines of [11] and is found in the full version of this paper.
de Finetti Theorems with no Symmetry
The de Finetti theorem says the marginal probability distribution on l subsystems of a permutation symmetric probability distribution on k ≥ l subsystems is close to a convex combination of independent and identically distributed (i.i.d.) probability measures [21] . It allows us to infer a very particular form for the l-partite marginal distribution merely based on a symmetry assumption on the global distribution. Quantum versions of the de Finetti theorem state that a l-partite quantum state ρ l that is a reduced state of a permutationsymmetric state on k ≥ l subsystems is close (for k l) to a convex combination of i.i.d. quantum states, i.e. ρ l ≈ µ(dσ)σ ⊗l for a probability measure µ on quantum states [34, 20, 43, 14, 24] . Quantum versions of the de Finetti theorem have found widespread applications in quantum information theory. However a restriction of all known de Finetti theorems is that they only apply to permutation-symmetric states. Is there any way of formulating a more general version of the theorem that would apply to a larger class of states? Here we give one such possible generalization.
We first show a new classical de Finetti theorem for general probability distributions.
Theorem 9.
Let p X 1 ...,Xn be a probability distribution on Σ n , for a finite set Σ. Let i = (i1, . . . , i k ), j = (j1, . . . , jm) be random disjoint ordered subsets of [n], and let a = (a1, . . . , am) be distributed according to p X j := p X j 1 ...X jm . Define p X j = a to be the conditional distribution resulting from taking Xj 1 = a1, . . ., Xj m = am, and define p X i X j = a to be the Xi 1 , . . . , Xi k marginal of this distribution.
Then for every integer t ≤ n − k there is an integer m ≤ t such that
In words the theorem says that given a probability distribution p X 1 ...Xn over n variables, after conditioning on the values of at most t variables chosen uniformly at random, the remaining k-partite marginal distributions are close to a product distribution up to error O(k 2 log |Σ|/t), on average over the the choice of the k-partite marginal distribution, the variables (Xj 1 , . . . , Xj m ) that are conditioned on, and the outcomes (a1, . . . , am) observed.
We can recover a version of the de Finetti theorem directly from Theorem 9. Let p X 1 ,...,Xn be permutation-symmetric. Then setting t = n − k and using convexity of the trace-norm and the x 2 function we find there is a measure µ on distributions over Σ such that
We now turn to the task of obtaining a quantum version of Theorem 9. It turns out that it is straightforward to obtain one, unlike other quantum generalizations of the standard de 4 Note however we do know de Finetti theorems with a better error term: For instance, Diaconis and Freedman proved that the error in the R.H.S. of Eq. (11) can be improved to O(k 2 /n) [21] .
Finetti theorem that require substantially more work (see [31, 47, 40, 51, 19, 34, 20, 43, 52, 15, 14, 24] ).
The only ingredient beyond Theorem 9 is the idea of applying a product measurement to a multipartite quantum state in order to turn it into a multipartite probability distribution. If we want to translate distance bounds on the subsystems of the probability distribution into bounds on the original quantum state, then we will need an informationally complete measurement.
We model a quantum measurement as a quantum-classical channel Λ :
with {Mi} forming a POVM (positive-operator valued measure), i.e. 0 ≤ Mi, i Mi = I, and {|i } forming an orthonormal basis. A measurement Λ is called informationally complete with constant λ > 0 if, for every ρ, σ ∈ D(A),
(Note that Λ(ρ − σ) 1 ≤ ρ − σ 1 holds for any quantum operation Λ.) The name comes from the fact that one can infer the original state from the statistics of the measurement.
There are several constructions of informationally complete measurements; for instance Ref. [34] gives a construction for a measurement in D(C d ) with λ = √ 2d 3 . We will make repeated use of the following result, whose proof is provided in the full version. . For every integer t ≤ n − k, there is an integer m ≤ t such that the following holds. Let Λ be the measurement from Lemma 10. Let i = (i1, . . . , i k ), j = (j1, . . . , jm) be random disjoint ordered subsets of [n] and a = (a1, . . . , am) be the measurement outcomes resulting from applying Λ ⊗m to A j := Aj 1 ⊗ · · · ⊗ Aj m . Let ρ j, a be the post-measurement state, conditioned on obtaining outcomes a. Then
It is an interesting question whether Theorem 11 can be improved to give a bound that only depends on poly(d, k), and not on d k .
PROOF OF THEOREM 3
The proofs of the results are based on informationtheoretic methods. First, we introduce the necessary quantities and outline a few of their properties. Mutual Information: For a state ρA 1 ...B k we define the multipartite mutual information as For a quantum-classical state ρA 1 ...A k R = i pi(ρi)A 1 ...A k ⊗ |i i|R we define the conditional multipartite mutual information as follows
Let X 1 := tr √ X † X be the trace norm of X. The multipartite mutual information satisfies the following properties:
Lemma 12. 
Monotonicity under Local Operations
4. Pinsker's Inequality:
5. Upper Limit: I(A : B) ≤ 2 min (log |A|, log |B|) .
Proof. Let p1,...,n := Λ ⊗n (ρ) be a probability distribution obtained by measuring all n subsystems of ρ with the informationally complete measurement Λ given by Lemma 10.
Let {z1, . . . , zn} be random variables distributed according to p(z1, . . . , zn) and x1, . . . , x n/m be random variables associated to the partition X1 ∪ . . . ∪ X n/m of the sites, i.e. xj := {zc j,1 , . . . , zc j,m } for all j ∈ [n/m], with {cj,1, . . . , cj,m} =: Xj.
By the chain rule of the mutual information (part 1 of Lemma 12) and linearity of expectation, 
and so
By Markov's inequality, Eq. (16), and the previous equation, it follows that with probability larger than 2/3 over the choice of j1, . . . , j k and tuples a := {aj 1 , . . . , aj k }, with each aj l a m tuple of values associated to the random variables {zv}v∈X j l ,
with q = q(z, a) the probability distribution obtained by conditioning the blocks z := {xj 1 , . . . , xj k } on a. Also let σ = σ(z, a) be the associated quantum state:
where in the expression Ma j 1 ⊗ . . . ⊗ Ma j k we denoted Ma j l := Ma c j l ,1 ⊗. . .⊗Ma c j l ,m , with Xj l = {cj l ,1, . . . , cj l ,m}, and omitted the identity operators that act on all regions different from Xj 1 , . . . , Xj k . Note that
withH a modified version of the Hamiltonian of H in which all interaction terms that intersect the region Xj 1 ∪ . . . ∪ Xj k are replaced by identities. The inequality follows from the bound Hi ≤ I valid for all interaction terms Hi. Therefore using that trX j 1 ,...,X j k (E a σz,a) = trX j 1 ,...,X j k (ρ) we find
By Markov's inequality and the previous equation we have that with probability larger than 2/3 over the choice of j1, . . . , j k and tuples a := {aj 1 , . . . , aj k },
By the the union bound we conclude there is a choice of the blocks j1, . . . , j k and tuples a := {aj 1 , . . . , aj k } such that Eqs. (22) and (26) hold true simultaneously.
In the next step of the argument we consider Eq. (22) and apply a similar argument to the one above, but now treating each of the random variables z l forming xj as a individual system (see Figure 1) .
Let us denote by {z j 1 , . . . , z j m } the random variables z l associated to sites in the regions Xj, i.e. in the notation from before z j l = zc j,l . Then from Eq. (22) and the monotonicity of mutual information under local operations (part 3 of Lemma 12) we find that for r ≤ m,
where the expectation is taken uniformly over r-tuples {l1, . . . , lr} ∈ [m] r such that l1 = . . . = lr. By chain rule of the mutual information (part 1 of Lemma 12) and linearity of expectation,
Therefore there is a r ≤ r such that
Applying Markov's inequality twice, as in the first step of the argument, we can find a probability distribution b (obtained by conditioning a particular tuple l1, . . . , lr on a particular outcome) and an associated quantum state π such that
and
By Markov's inequality, again, we find that there is a set Sε containing at least a (1 − ε)-fraction of the Xi's such that for all Xi ∈ Sε:
Choose t = δn/m and r = νm. Then for all Xi ∈ Sε
and thus
This, in turn, implies
where Ej∼i stands for the expectation over all sites j not in Xi that are connected by an edge in G to a site in Xi. By Pinsker's inequality (Eq. (17) of Lemma 12) , the convexity of x 2 and Eq. (36):
Let us upper bound the energy πX 1 ⊗ . . . ⊗ πX n/m :
From Lemma 10 we get π k,j − π k ⊗ πj 1 ≤ 2d 6 bz k z j − bz k ⊗bz j 1. Then by Eq. (37) and the monotonicity of the trace norm under partial trace we find that for every i ∈ Sε,
where the first expectation is taken over all sites k in Xi and the second over all sites j that are connected to k by an edge. From Eq. (38) and by the concavity of x 1/2 ,
Combining the previous equation with Eq. (31) and choosing ε, δ, ν optimally, we obtain 
and we are done.
Proofs of Proposition 4, Lemma 10 and Theorems 5, 6, 9 and 11 are given in the full version (attached).
OPEN PROBLEMS
There are several open problems related to the results of this paper.
• The most important open question is whether the quantum PCP conjecture holds true. We believe the results of this paper put into check the validity of the conjecture. At least they show that a quantum analogue of the PCP theorem in conjunction with parallel repetition of 2-CSPs (in order to increase the degree of the constraint graph, but without the need to amplify the gap as in Raz's theorem [42] ; see the proof of Proposition 4) is false. Hence it emerges as a interesting problem whether there is a meaningful notion of parallel repetition for quantum CSPs. Note that parallel repetition of CSPs involves massive copying of the variables. This is the reason why we do not know how to generalize it to the quantum case, where the assignment is a highly entangled state and thus there is no clear notion of copying of the variables (a feature ultimately linked to the no-cloning theorem). Interestingly one encounters similar difficulties when trying to adapt the proof of the PCP theorem due to Dinur [22] to the quantum setting: while there is a meaningful quantum notion of gap amplification by random walks on expanders [2] -one of the key steps in Dinur's proof -it is unclear how to implement the other steps of the proof (namely alphabet and degree reductions) in the quantum case, since they involve copying of the variables. It is surprising that the no-cloning theorem is a barrier both for proving and for disproving the quantum PCP conjecture!
• There has been some recent activity in the complexity of the local Hamiltonian problem for commuting Hamiltonians [28, 17, 45, 3, 27] . On one hand it is possible that the problem is always in NP, even for estimating the energy to inverse polynomial accuracy. On the other hand, it is possible that it is QMA-hard to obtain a constant error approximation to the mean groundstate energy, settling the quantum PCP conjecture in the affirmative. For 2-local commuting Hamiltonians Bravyi and Vyalyi proved that the problem is always in NP by C * -algebraic techniques [17] . Later these techniques were generalized to more general Hamiltonians in [45, 3, 28] . Can this approach be combined with the methods of this paper to give a disproof of the quantum PCP conjecture for commuting Hamiltonians? One challenge would be to develop similar techniques for klocal Hamitonians with k ≥ 3, since this is the relevant case for commuting Hamiltonians 5 .
• Theorem 3 shows that it is a relevant problem to establish entanglement subvolume laws for the ground state of local Hamiltonians on general graphs. Can we construct a 2-local Hamiltonian on qubits whose ground state has a volume law for the entanglement in any partition of the vertices? What about a 2-local model whose Gibbs state always fulfils a volume law for mutual information? Concerning thermal states, is there any way of combining the ideas of this paper with the belief propagation approach of [39, 18] in order to disprove the quantum PCP conjecture?
• We have mentioned that our work is in the spirit of the mean-field approximation, and can be seen as a
