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Node synchronization while disseminating data over WSNs
Wireless sensor networks (WSN) are networks of small resource constrained devices which sense the environment and report the results via wireless networks. They allow spatial or temporal measurements of phenomenon previously difficult to analyse [3] . One of the current challenges in the WSN field is the development of management systems which allow WSN to be easily deployed in various application domains [4, 6] as different WSN application domains often have different management requirements. However after our five years experience in developing algorithms and applications for WSN we have began to see many common requirements to all. One such requirement is that global system parameters such as time and location need to be managed and ideally together to save resources. However given that WSN are very restricted in terms of resources and usually battery powered, overheads involving communication are to be avoided as much as possible.
Therefore lightweight decentralised management solutions are favoured. To this end, we have been investigating the usage of Bio-inspired solutions to the maintenance of global system parameters where the management solution emerges.
A definition of an emergent algorithm is given in [2] which state that an emergent algorithm produces predictable, or stable global effects with respect to one or more system parameters, by communicating with only immediate neighbours and in the absence of global control or information. Our method of engineering emergent algorithms is to base them on a simple algorithmic structure which is common to many algorithms that show emergent behaviour.
Many bio-inspired algorithms use simple rules and local information to create a global consensus of a single parameter, such as clock time in the flashing firefly algorithm [7] , or location in the slime algorithm [11] . Our research has identified the control loop as the core structure of several bio-inspired algorithms and within this we can combine loops either serially, and nested to allow the control of multiple parameters on a global level without the use of a centralised point of control.
To test our hypothesis that such algorithms can be combined we simulated many permutations under differing semi-realistic situations and found our algorithms to be extremely successful. However, the results we obtained when placing the algorithms on actual sensor nodes were very different. This paper briefly presents the combined algorithm which was our experimental focus and the simulation results produced (in sections 2 and 3). In section 4 we then describe the implementation of the algorithm on the Sun SPOT sensor network. In section 5 we present the very differing performance results and discuss why we believe this is the case and what this means for those wishing to implement bio-inspired algorithms on the actual devices they were designed for. Section 6 concludes by describing some future work that will explore solutions to the problems we have encountered in. thresholds, leadership, redundancy, synchronisation, and selfishness.
Some of the principles are already in heavy use, such as positive/negative feedback and integrity (randomness). Others, like response thresholds and redundancy, are such intrinsic parts of distributed systems as to seem obvious, yet they are highly important in the engineering of emergent systems. Leadership is an architectural primitive that exists in biological systems and benefits the performance of distributed systems. Synchronisation gives us a primitive to use for the convergence of temporal phenomenon. Selfishness gives us a way to assess the value of a unit participating in a group, while potentially defining conditions for an algorithm that uses emergence.
The recognition of these principles can be used to understand the structure of algorithms that show emergent behaviour. We observe that two of the principles of collective behaviour are fundamental to the structure of emergent algorithms; which we refer to as a control loop. The further two are types of behaviour that the algorithms can exhibit. Therefore our four principles are:
• Integrity and variability (randomisation).
• Response threshold.
• Positive feedback.
• Negative feedback.
The other principles can either be expressed by one of the principles above, are higher level concepts, or express constraints on emergent algorithms. For example, synchronisation is the equivalent of positive feedback with the adapted state variable being time.
The way these principles are combined is surprisingly regular, and creates a structure which we refer to as a control loop, because it is similar to the control loop given in control theory. This loop is shown in figure 1 .
We looked at the control loops of seven well known algorithms which show emergent behaviour: The comparison and discussion regarding how we derived the commonality in detail can be found [1].
Some Related Work
The idea of creating gossip based applications by composing different gossip services is described in [8] . In this work, a group of gossip based services are suggested. These services include a peer-sampling service, upon which all other services are built, and a broadcast service, group composition services, and distributed computation service. These services are composed serially in a component based fashion. The output of one service becomes the input of another. Our work deals with nongossip based algorithms as well as gossip based algorithms, and includes a nested form of combination.
The combination of various bio-inspired algorithms is discussed in [15] . It views each algorithm as a search heuristic in a given search space. The heuristics are all common in that they have a method to create and refine a solution set. This work tries to optimize a given search by using methods of multiple algorithms over a single solution set. The goal is to produce a better solution set in a shorter period of time.
Combination of emergent control loops
From the discussion above, we find two ways to combine control loops. The first is a serial combination. This method can be seen in the interactions of the multiple states of the Termites algorithm. The second combination method is to nest the control loops. This method is seen in both the Flocking and Moth algorithms. The next question is whether these methods of combination can be used to combine the emergent algorithms themselves to allow us to control multiple system parameters at the same time. To test this idea, we created an algorithm using each of our combinatorial methods however we only discuss the nested solution in this paper. That is, we could see immediately practical applications that the combination of Gossip and Firefly algorithms could give. These algorithms were nested so that effectively fireflies will flash together at the same time and in the same colour. The flashing together would be the system awaking at the same time and disseminate say temperature data to the base station and at that time they gossip LED colour information which could represent cycle lengths for example. A discussion of the serial mechanism and the nested algorithm in terms of pseudo code and can be obtained from [1] . However, we briefly describe the nested Firefly-Gossip protocol below for completeness.
Firefly-Gossip
The Firefly-Gossip protocol works by nesting the Gossip algorithm inside the Firefly algorithm. The Firefly part of the algorithm is based on the use of a listening window. When a node starts, it listens for a neighbour broadcast. If it hears any neighbours, it changes its clock time to the average of the clock times advertised in the message packets of its neighbours. Eventually the listening time windows of all of the agents synchronises. The Gossip part of the algorithm uses a polite gossip similar to Trickle [levis2003tsr]. During a listen period, each node randomly schedules a broadcast containing its clock time at time of broadcast (assuming a MAC level time-stamping as per Trickle), and the metadata of any data the node may have to propagate (in our case, node colour). If during the time period before the scheduled broadcast, the node hears another broadcast with the same clock time and the same metadata, then that node will suppress its transmission (be polite). The nesting of Firefly and Gossip is different to the nesting seen in Moths and Flocking. In Firefly-Gossip, the nesting is temporal, the gossip only happens during the time slot that Firefly is synchronising. In Moths and Flocking, one threshold must be satisfied before the next one will be evaluated. In the case of Firefly-Gossip, the threshold for Gossip can be seen as being in the listening period of Firefly.
Using this form of temporal nesting, it is possible to combine the capabilities of the Gossip and Firefly algorithms and synchronise time and other parameters. In practical terms this algorithm could be used in a wireless sensor network to both synchronise the clocks of the sensors and disseminate control information, all from one algorithm. 
Performance of the combined algorithms
Our initial analysis was carried out via simulation to determine if the combination of algorithms affected their performance. Performance was measured as the time for the agents to synchronise their clocks and achieve convergence of a given system parameter. All of the simulations were written in netlogo [21] , and run on a 64 CPU cluster computer for quick experimentation turnaround time.
The results shown are both the averages of the results of 100 experiment runs, and the standard deviation. We say that the results shown for a given plot point show equivalent performance if the plot point of one algorithm falls within one standard deviation of the other. 
Firefly-Gossip Experiments
With Firefly-Gossip we measured and compared the time to synchronise and the data convergence rate (i.e. the time to disseminate data to all nodes). We compared both the synchronisation time of the firefly algorithm in isolation and the convergence time the gossip algorithm in isolation to the respective performance for the FireflyGossip algorithm to see if the combination detracts from the basic algorithms in any way. The agents in these experiments do not move, and are organised over a grid topology. The communication range is fixed at 15 patches where a patch is a spatial unit. Each agent occupies one patch.
The x-axis of the graphs, in figure 2 and 3 , plots the inter-node distance in patches. As the inter-node distance increases, the average number of neighbours a node can hear gets smaller. The inter-node distances of eight, nine and ten patches all have very similar average neighbour populations (8.10, 8.03, and 7.94 respectively) and the same median neighbour population of nine neighbours. These similarities mean that the population of the network becomes the deciding factor of convergence and synchronisation rates. Since the area the simulation was run in was fixed, this means that the population of nodes decreased as the inter-node distance increased. The average neighbour population for each node decreased as the inter-node distance increased between the distances of two and eight patches. We observed that eight, nine and ten patches had very similar numbers of neighbours. The inter-node distances of eleven through fifteen also had similar average neighbour populations (4.6 to 4.4). So, in those two groups of inter-node distances, we choose to plot only the middle values of nine and thirteen.
Both graphs show very similar performance. The average time to converge for data (figure2) is consistently greater for Gossip-Firefly than for gossip on its own. However, both averages are still within one standard deviation, whilst the differences are very small. In the synchronisation results ( figure 3 ) it can be seen that neither algorithm outperforms the other, evident from the fact that the averages are almost the same for inter-node distances two through nine. The differences are the same scale as those for data convergence, given that the range of the y axis in figure 3 is greater than that for 2.
In summary we have confirmed, through simulation, our initial hypothesis that by abstracting out basic principles from well known emergent algorithms and by exploiting a generic control loop we can nest algorithms without significantly reducing performance. Thus this allows the combination of emergent algorithms into larger ones that allow the efficient decentralised control of multiple parameters. We then decided to implement this new algorithm in our sensor network lab to measure performance under more realistic conditions. The Gossip-Firefly algorithm was intended for sensors used in applications where infrequent measurements are followed by long sleep times. This type of application was referred to as mostly-off in [12] . Examples of deployments which have had these constraints are FabApp [13] , monitoring oil fields [14] .
One of the principle challenges for these types of applications is dealing with clock drift. Long sleep times will mean larger potential drift times. Clock drift refers to the fact that all clocks experience a drift of a few milliseconds over time. The problem is that, with time, the longer the clock runs, the further away from the actual time it will register. Further, each clock will suffer from a different clock drift, so, over time a network of clocks will get further out of sync. The consequences of this may mean that the network will not awake at the same time. This will cause further difficulties in networks dependant on multi-hop communication for data delivery. That is, the nodes from the source of data to the sink (base station) may not be awake to produce the route required to return the data.
In the knowledge that our combined Gossip-firefly algorithm can synchronise in reasonable time, we initially thought it a solution to overcome the clock drift problem. Furthermore, not only synchronisation would happen when the nodes awaken, but at that time, we could propagate (via Gossip) data to the complete network. This could be systems data (e.g. notification to change sample rates or a global battery level query etc). To test its potential under realistic conditions, we decided to implement it on our sensor network suite.
The Gossip-Firefly algorithm was implemented in Java for the Sun SPOT (Small Programmable Object Technology) platform. The API is essentially the same as J2ME with extensions to give access to the hardware of the Sun SPOT platform. Our test bed consisted of 10 nodes running the Squawk JVM/OS (Java on bare metal). The algorithm is exactly the same as that used in the netlogo simulator.
And now for something completely different...
To our surprise, when we implemented the GossipFirefly algorithm on the Sun SPOTs we found performance very different to what we had seen in the simulation. Recall when simulated the algorithm would very quickly reach a state of synchrony, and that synchrony would be stable, see figure 4 . Here we see that as early as 3 cycles we see that all the nodes are waking up at the same time.
In contrast, the SPOTs would also reach a state of synchrony, but that state would not stay stable. The experiments were run with 10 nodes. The results shown are just the first 160 -200 cycles, and are representative of the entire run. A graphic illustration of this can be seen in figures 4 and 5.
In these figures the x-axis gives cycles, and in each case the cycle length was the same; seven seconds. The yaxis gives the maximum spread between the earliest node to wake in the cycle, and the latest node to wake. The lower the spread, the closer to synchrony the network becomes.
As can be seen by cycle 25 we reach as state whereby the 10 nodes were all waking up at the same time. However the system loses synchrony at cycle 40 to return at cycle 60. Again synchronisation is lost at cycle 76 and does not really return until cycle 140 with intermittent moments of synchronisation in between, but without an obvious pattern. Furthermore, there are points where the whole system is essentially failing (e.g. cycle 110). Here a critical mass of nodes is not awake to route data or disseminate systems information at all. Figure 5 . Maximum spread between the earliest node to wake in the cycle, and the latest node to wake by cycles implemented on Sun SPOTS
Discussion
To eliminate the assumption that the differences could have been caused by the combination of the algorithms Gossip and Firefly. We tried another experiment with the Gossip part disabled so that it would have no affect on the performance of the synchronisation. The results were the same as when Gossip was enabled.
We believe that one of the largest contributors to our inability to achieve synchrony is therefore the aforementioned clock drift. To check if it was a drift caused by software we used both an onboard hardware timer (Atmel AT 91) and the operating systems timer in the experiments, whereby we were adjusting each according to the synchronisation algorithm. However we experienced very similar results. Both were prone to drift. In one trial, to provide a base, we used the hardware timer in isolation, and turned off our synchronisation mechanisms. That is, we asked the nodes to flash a LED every two seconds. What we found to our amusement was that the clocks continued to drift in and out of sync on their own. However, using an oscilloscope we observed the raw hardware timer and we saw that it fired every two seconds as expected. Therefore we concluded that the problem was compounded by JVM system software.
We believe reason for this is the JVM's garbage collector, a daemon process running in the background freeing up memory. The problem is that when a hardware timer is being used, the process to trigger after the two seconds may be pre-empted and the garbage collector or other system process may run. Furthermore, this is not alleviated by a software timer but acerbated as this process can be pre-empted by higher priority system processes causing a delay of several milliseconds. In both cases an unpredictable latency is added. This latency also affects the communication stack which in turn affects the reported times being disseminated for synchronisation purposes.
Conclusion and Further work
To further the work proposed here we intend to try and quantify the clock drift, and further investigate the hardware and software of the Sun SPOT. We will also try and control the garbage collector and any other high priority processes which may interrupt the timer and cause unwanted latencies in the system.
Once we have determined what the cause is, we will investigate more rigorously as to whether the problem is specific to the Sun SPOTs, or is a general problem which will affect all wireless sensor nodes without real time operating systems. Based on our past experience we believe any sensor operating system that allows preemption will experience similar problems.
One thing is for certain, some of the assumptions of the biological algorithms do not hold in the world of wireless sensor communication. In the biological world of the synchronising fireflies, they communicate at the speed of light (using light), and the latency of the neuron based processing units is low enough for them to make accurate adjustments, and eventually reach synchrony with their neighbours. The latencies inherent in sensor systems mean that a direct translation of this algorithm is therefore not possible. 
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