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Abstract-we consider the valuation of options written on a foreign currency when interest rates 
are stochastic and the matrix of the diffusion representing the global economy is strongly coercive. 
We solve the associated variational inequality for the value function numerically by the finite element 
method. In the European case, a comparison is made to the exact solution. The corresponding result 
for the American option is also presented. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we consider pricing options on a foreign currency in a stochastic interest rate 
economy by variational methods. As such, an American call (put) option gives the holder the 
right to buy (sell) a fixed amount of a foreign currency at a predetermined price at any time 
until a fixed expiration date. The corresponding European option can be exercised only at the 
expiration date. In particular, an option on a foreign currency represents an option on a foreign 
treasury bond. When denominated in domestic currency through the spot exchange rate, such 
instruments may be considered exotic domestic securities. Models encompassing options on a 
foreign currency are quite general and include such securities as corporate bonds and domestic 
treasuries as special cases. 
General stochastic interest rate models have been developed by Amin and Jarrow [I] based 
on the so-called Heath-Jarrow-Morton term structure of interest rates (cf. also [2,3]). An at- 
tempted implementation of a discrete time version of [l] evidently utilizing dynamic programming 
methodologies via a two stage lattice procedure has been considered by Amin and Bordurtha [4]. 
However, no theoretical justification (or estimates of convergence) of the algorithm is presented. 
Moreover, the computational results that are reported fail to support the convergence of the 
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method. Interestingly, in a footnote applicable to the method developed here, Amin and Bor- 
durtha claim that “even if such a partial differential equation can be derived, the boundary 
conditions are extremely complicated with three state variables. In fact, no attempts have been 
made to numerically solve three state partial differential equations in the finance literature.” 
For specificity, we consider multifactor Ho-Lee term-structures in both the domestic and foreign 
economies. Indeed, our approach remains valid for any short rate model consistent with [I]. Our 
contributions are as follows. 
(i) We consider the state variables to be the short rates of interest and the cross currency 
exchange rate, as opposed to the forward rates as proposed in [l] and utilized in [4], in 
which case the associative diffusion representing the global economy possesses a coercive 
diffusion matrix. 
(ii) We develop appropriate artificial boundary conditions necessary for the well-posedness of 
indexed parabolic variational inequalities. 
(iii) We construct a “diagonalizing” sequence of approximating localized solutions and provide 
convergence estimates. These estimates are then validated computationally. 
In summary, we obtain an accuracy “at the money” of 0.02% utilizing a mesh containing approxi- 
mately 36,000 nodes. This compares to accuracies between 2% and 10% recorded in [4], where up 
to the order of 2.6 million nodes were employed-this after greatly reducing the computational 
size by introducing a graded time step scaling procedure predicated upon a priori knowledge of 
the solution. 
The outline of the paper is as follows. In Section 2, we introduce a short-rate model consistent 
with [l]. The value function of the option will be seen to be characterized as the solution to a 
parabolic variational inequality in Section 3. A comparison of the numerical results, obtained 
through a finite element approximation, with the analytic solution derived in [l] for the European 
case, will be presented in Section 4 as well as calculations related to the American option. 
2. SHORT RATE MODEL OF THE ECONOMY 
In this section, we introduce the dynamics of the domestic and foreign term structures of 
interest rates as well as the spot exchange rate (cf. [1,3]). Without loss of generality, we suppose 
only a single foreign economy and assume continuous trading over a finite time interval [0, f]. 
To this end, we denote the domestic (foreign) forward interest rate contracted at time t for 
instantaneous borrowing at time T with 0 < t < T _< ?’ by f(t,T) (respectively, g(t,T)). We 
denote the spot price of one unit of foreign currency in terms of the domestic currency at time, 
t E [0,5?] by C,. Under the risk-neutral measure Q, the dynamics of these processes are given by 
the stochastic system; 
dt f(t, T) = 2 [c&T - t)] dt + 2 oi dW,i, 
i=l i=l 
(2.la) 
dtg(t,T) = k [q?(T - t) - piq] dt + &dW;, 
i=l i=l 
-=(rpwt)dt+&dW;, dt Ct 
ct i=l 
(2.lb) 
(2.h) 
for t E (0, f), where cr, r, and p are elements of W3 and d Wt is a three-dimensional Wiener 
process (cf. [l]). We note that the method readily generalizes to nonconstant coefficients and 
Wiener processes with correlation. Here, rt = f(t,t) (respectively, wt = g(t, t)) denotes the 
instantaneous rate of interest at time t E (0, p) within the domestic (foreign) economy. It follows 
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then that (2.1) is equivalent to 
dtrt = Bdt + COidW;, 
i=l 
(2.2a) 
(2.2b) 
i=l 
dtct= Tt-Wt-;p2) dt+&p,dW;, 
i=l 
(2.2c) 
where ct = log&, 4 := 4 - p. r’, 6 I $$. (O,t), and 4 E $$ (0,t) (as the forward rate curves are 
independent of measure). 
The time t E [O,T) price of a domestic pure discount bond paying one unit of currency at 
hrough Feyman- Kac’s such that time T associated with the process (2.2a) may be obtained t’ 
Ph,t,T) =EQ [exp (-J(ll.da) (2.3a) 
where p(rt, t, T) := - log P(t, T) is given by (cf. 131) 
p(sl,t,T)=zl(T-t)-;n2(T-t)3+;0(T-t)2. (2.3b) 
Similarly, we may obtain the time t E [O, T) price of a foreign pure discount bond paying one 
unit of (foreign) currency at time T associated with the process (2.2b) such that 
Q(mt,T) =h exp -1 [ ( Twsds) lw=m], 
where q(wt, t, T) := - log Q(t, T) satisfies 
(2.4a) 
q(z2, t,T) = x2(T - t) - ; 02(T - t)3 + $4 (T - t)2. (2.4b) 
We remark that under the local martingale measure 9, all zero coupon bonds from the local 
economies P and Q are martingales. For subsequent notational convenience, we denote 2s = ct. 
Thii completes the model of the economy. 
Without loss of generality, we consider European and American put options with exercise 
price K. As demonstrated by Amin and Jarrow [l], the European put option value is given by 
ut = EQ [Bt BG1 max (K - CT, 0) ) ~t’t] 
where Bt = exp(- Jt* r, ds) represents the domestic money market account on one unit of cur- 
rency and 3t denotes the augmented filtration with respect to the process dWt. Similarly, the 
value of an American put option on one unit of foreign currency is given by 
(2.5b) 
where ?it,~] denotes the set of stopping times in [t, T]. 
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3. VARIATIONAL FORMULATION OF THE VALUE PROBLEM 
In order to characterize the deterministic valuation function (2.5) as the solution of a vari- 
ational inequality; we introduce the weighted Sobolev spaces Wmlp**; the space of functions 
u E LP(lkn, e-p Izl dx) whose weak derivatives of all orders 5 m belong to LP(W”, e-M I21 dx), 
where m denotes a nonnegative integer, 1 I p _< 03, and 0 < p < 00. We equip Wm*p+ with the 
norm 
l/P 
lbll - %P,ti - . 
If X is equipped with norm )( . ]J,Y, the space Lp([O,T];X) consists of the set of measurable 
functions g : [0, T] --) X such that &Tl ]]g(t) I]‘, dt < 00. 
We consider the following (strong) variational inequality; determine u E L2( [0, T]; H&,) n 
Dy[O, T]; w2J-y, g E L2([0.T]; Lt,) f~ LP([O, 2’1; W”lp+) such that 
dU 
z-du-xl.u>O; ‘112 6 (3.la) 
th4 
t-du-xi.u .{u--$}=O, 
> 
where 
21(X, T) = $(X, T) := mSX (K - CT, 0) , (3.lc) 
for all 2 E lRn. Here, A denotes the characteristic operator associated with the diffusion (2.2) 
and is given by 
dut :=-i zoiis+Cbig* 
* 3 i I 
such that 
+; ; z).r..‘; E); b++;;n,). 
It then follows from [5] that there exists a unique solution to (3.1), repzsented by (2.5), for 
all p sufficiently large and /J sufficiently small (cf. also [6,7]). A s a consequence of the Sobolev 
embedding theorem, u(., t) E Cc for all t E [0, T). The variational inequality (3.1) reduces to a 
parabolic partial differential equation for the European option (2.5a). 
Practically, the solution u may be realiied as the liiit of a (pointwise) convergent sequence 
obtained through approximating (3.1) on bounded exhausting domains. That is, let {ok} denote 
an increasing sequence of bounded open domains for which U fl& = w3. We consider ii& := vk - $J, 
where U& approximates u on fi& such that U&(8$& z &nr,, by construction. In particular, there 
exists a unique ii& E L2([0,T];#(&) nH2(n&)), % E L2([0,T];L2(R&)) such that 
%i& 
- ‘- d& -xi . c& 2 f’ a.e., 
at 
Oil fl& X [O,T); i& 2 0, On fi& x [o, T], (3.2a) 
{ 
!%-A6 -x 
at k 1’ 
G&-j . 
1 
G& = 0 a.e., On f& x [OTT), (3.2b) 
wherep=-$$+d++xr.$and 
fi&(x, T) = 0, (3.2~) 
for all x E ok, where H,‘(Rk) := {w E H’(nk) ( ‘u = 0, a-e., on 80&}. It follows then that 
t$oyl lb-+, t) - u&(x, t)(lp(c) + 0, ask+oo, (3.3) 
for any compact set c c Rn (cf. [5, proof of Theorem 3.19 and Section 3.4.91). 
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REMARK. We note the boundary conditions employed above, Uk = II, on d&, are not unique. 
That is, any boundary conditions may be utilized in (3.2) provided that the problem is well 
posed on &. We remark that the quality of the boundary conditions affect the efficiency of the 
implementation. 
We introduce now the (weak) variational form of (3.2). Formally, we consider a class of so-called 
test functions w such that w 2 0. It follows then from (3.2a) that for a given t 
Subtracting (3.4a) from (3.2b), we obtain 
&ik 
- - d& - xi. fik - f 
at 
. {V - f&} 10. 
The weak form of (3.2) then follows by integrating (3.4b) over nk, and applying the Green’s 
formula in the usual manner (e.g., [5]). That is, the solution & E it := {v E H2”(& X (0,T)) ] 
21 1 0 a.e., in Rk X (0,T)); v = 0 a.e., on a&} of (3.2) is seen to be equivalently a solution to 
the parabolic variational inequality 
ak(t; Uk, v) 2 0 a.e., in t, 
such that 
Gk(X, T) = $(x7 T), on ok, 
for all ‘u E it, where (., e) denotes the L2(!&) inner product, 
(3.5b) 
and H2’i(& X (0,T)) := {W ) w,,,Vzij,wt E L’}. 
Numerical methods for the approximation of iik are well known (cf. [8- -111). As such, we 
consider now the approximation of the evolutionary variational inequality (3.5) by (implicit) 
semidiscretization. To this end, we let At = T/M, for some positive integer M, t, = m . At, and 
define the sequence {UT}, ur E vk, by recurrence starting with 
Uk > “ME0 (3.6a) 
where, for m = 1, . . , M - 1, 
(3.6b) 
for all w E i := {v E H2(&) ] v 3 0 in fik; 21 = 0 on afik}. In particular, we note that for 
each 1 < m < M, the relation (3.6b) is a stationary variational inequality which is known to 
be uniquely solvable, for all At sufficiently small (and by transformation, for all At) (cf. [5,9]). 
Allowing piecewise continuation on the interval [m At, (m + 1) At) and imposing the constraint 
at the boundary, it can be shown in addition that the solution cr converges weakly to ‘f& in 
Hzsl(flk X (0,T)). 
In order to obtain a fully discrete approximation of (3.2) (respectively, (3.5)), we let {Sh} denote 
a family of finite-dimensional subspaces of Hd (&) n H2(&) such that {&,I, &,2, . . . , &,N} 
forms a basis for sh. For definiteness, we suppose that Rk is rectangular and that sh COnSiStS of 
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piecewise linear (Component Wise) functions On a quakniform rectangular %ri~gulatlon” Of Rk 
with mesh size (length of the longest side) h. Letting N;, denote the set of nodes of the space sh 
(i.e., the set of all vertices), we define 
K/, = {Vh E sh 1 ‘v’b E &a, Vh@) 10). 
In general, the set Kh is not contained in k. Replacing k with Kh, we obtain the following 
discretization in space and time of (3.2): determine the sequence {Gr}, ii? E Kh, by recurrence 
starting with 
ii?=0 , (3.7a) 
where,form=l,..., M-l, 
- (&icp,v) -ak(t,n;iir,V) 2 (f- &iT+‘,V), (3.7b) 
for all v E Kh. In particular, we have the representations 
(3.8a) 
and 
?J = 5% * A&), 
i=l 
(3.8b) 
where ui(t) and vi are elements of W. Substituting (3.8) into (3.7), we obtain the sequence 
(one for each m) of linear complimentary problems for urn = (ul(tm),uz(tm), 
v = (211,212,. . , UN): determine the sequence {urn} by recurrence such that 
UM = 6; Vb E h/h, 
, w@m))r and 
(3.9a) 
where 
v.Au* >v.F*+‘, (3.9b) 
form=l,... , M - 1 (cf. [12,13]). Here, A = (Aij) such that 
1 
A, = -- (4h,i, 4h,j) - (V&Q . ei, At V4h,j ’ ej), 
F”‘+l = f- BQ’+l, 
where B = (Bij ) , 
&j = i (4h,i, #h,j>, 
and ei denotes the i th component of the unit coordinate vector. 
In particular, the sequence {Or} constitutes an implicit Euler finite element approximation 
of & utilizing regular n-rectangles of type 1 (and globally of class Co), where the rectangular 
partitions are hierarchical and consist of quasiuniform elements parameterbed by h (cf. [&lo]). 
The quality of the approximation (3.9) to (3.4), for fixed k, is known to satisfy the estimate 
for any E > 0 and all 1 := At, h sufficiently small (cf. [8]). Estimate (3.10) is a statement that 
the finite element discretization (3.9) is first-order accurate in time and second-order accurate in 
Spwe Over flk. 
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The approximation to (3.1) is then defined by considering the pointwise limit on G of the 
sequence CT, as k --f 00. More precisely, for a given lc, a finite element approximation Gr, 
is constructed which satisfies (3.9) for a specific time/mesh size lk and hk. By induction, the 
approximation Grk+l is constructed with !& C &+I, lk > &+I, and hk > hk+l. Letting Urk := 
U;l”,l~ + $\c, the diagonalizing sequence {u;Iz} approximating the solution u of (3.1) is now 
fully specified on G. Combining the finite element estimate (3.10) on the bounded domain with 
estimate (3.3) of the error due to the compactification of the unbounded domain, it then follows 
that 
for any 6 > 0, where c C ak denotes the (fixed) so- called approximation domain and I& := 
diam {&} is the diameter of the computational domain !&. Here, the first term in the estimate 
bounds the time discretization error, the second the space discretization error, and the third the 
error due to the truncation of the domain. 
4. COMPUTATIONAL RESULTS 
In this section, we seek to validate estimate (3.11) and consequently, verify the convergence 
and, efficiency of the method. More specifically, we solve the discretization (3.9) by projected 
successive-over-relaxation (SOR) (cf. [14]). Projection methods have been shown to be efficient 
solvers for (3.9) (cf. [15-181): We limit our discussion to projected SOR to reduce the complexity 
of the presentation. Additionally, we note that for most numerical implementations it is not 
actually necessary to introduce the intermediate function ?& and the formulation (3.2). One 
simply constructs an approximation for uJns directly; it is not necessary to consider that the 
Dirichlet data vanish on the computational boundary d&. This is the procedure utilized here. 
Relative to the implementation of the method and the imposition of Dirichlet boundary data, 
the array A and vector Fm+’ from (3.9) are constructed (assembled) and then the values of the 
discrete solution (overwrite) are set equal to the constraint $ at each boundary node. 
In order to computationally validate the estimate (3.11), we fix lk/hi = p, where we choose 
for computational purposes ,Ll = 1, a sufficiently small constant (as verified by the asymptotic 
behavior obtained). As such, we expect to achieve asymptotic convergence as k -+ 00; that is, as 
hk -+ 0 and l& + 00. We remark that the choice of p affects the relative performance (accuracy) 
of the method. 
Computations were performed on a PI11 500MHz machine. The largest mesh size considered 
contained on the order of 36,000 nodes. The multivariate normal probabilities utilized for the 
multiple asset analytical solutions were computed using a double precision archived implementa- 
tion of the code presented in [19]. 
For the calculations presented, we suppose o = (0.05,0.005,0.005)‘, 7 = (0.005,0.05,0.005)‘, 
and p = (0.03,0.03,0.3)’ in addition to taking 4 = 0.005 and 8 = 0.005. For the European case, 
the time varying constraint was implemented as 
The constraint in the European case exists solely to provide boundary conditions for the localized 
problem. Other possibilities for the choice of $ exist which may affect the relative accuracy of the 
method, but not the convergtince order. An exercise price of K = 1 and a duration of T = 1 were 
utilized for all calculations. For a computational mesh radius of R, = 0.8 in each of the three 
components and a mesh size of hk = 0.05, we obtained a computed solution of uk = 0.114450 at 
(0.05,0.05,0). Th is compares to the analytic value of u = 0.114477 obtained from [l] (utilizing 
the bond prices (2.3) and (2.4)), for a difference of 0.02%. We remark by way of comparison that 
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Figure 1. European option on a foreign currency. Note: R, is the radius of the 
computational domain. 
the two-step discrete formulation in [4] arguably never attained convergence nor an accuracy 
greater than possibly 2-10% in spite of having employed a mesh on the order of 2.6 million nodes 
(versus about 36,000 nodes for the present work) as well as a graded time step predicated upon 
a priori knowledge of the solution. For the corresponding American option, we obtained a value 
of 0.117160, or only approximately 2% greater than for the European case. 
The asymptotic performance of the method is illustrated in Figure 1. In particular, we note 
that a computational domain of insufficient radius compromises the performance of the compu- 
tation. Moreover, it is necessary to consider larger computational domains relative to a fixed 
approximation domain as mesh size decreases and/or expiration time increases. 
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