This paper describes a new method for developing analog-to-digital converter (ADC) error function models using modi ed sinewave histogram methods. The error models may be used to digitally compensate for nonlinearities introduced by the converter. 2
Introduction
This paper presents a complete development for the representation of ADC dynamic error as a function of output state (ADC output code) and input signal slope, through the use of modi ed histograms 1 . Modeling ADC error as a function of state and slope of the input signal is a concept that has been under development for some time 4, 10, 7] . Previous calibration schemes 2, 7] used smooth basis functions, over output state and input signal slope, to model ADC error. The ADC is driven with a single tone sinusoid and an FFT spectrum is obtained from sample sets acquired from the converter's output. The harmonic components of the spectrum that are above the noise oor are considered to be ADC error and are used to calculate an ADC error model. The predicted error from this model may be stored in a look-up table to be used for compensating converter error.
A completely di erent method for estimating an ADC dynamic error function is the basis for this paper. The method is based upon expected error for each state of the converter as a function of the slope of the input to the ADC. Modi ed histogram techniques are used to obtain estimates of expected error which in turn provide least square curve ts of errorversus-slope for each state. It is known that ADCs contain discontinuous expected error from state-to-state and these discontinuities can not be accurately described when error is averaged over a range of states as in previous compensation methods 4, 10, 7] . The procedure developed in this paper nds a smooth error function in slope for each state. By increasing resolution in the state domain, discontinuities in error are accurately modeled from state-to-state, thus providing improved ADC error representation. Section 2 describes and develops the ADC error model which is required to implement the desired dynamic error characterization. Histograms, obtained from ADC response to pure sinewaves, are used to estimate quantization thresholds which in turn are used to estimate expected error for each ADC state. A procedure is then developed that estimates error function basis coe cients for each state. It is shown, in Section 3, that two unknown parameters exist for each calibration signal, namely : the amplitude and DC o set of the input signal. A constrained least-squares approach is used to estimate each input parameter so that desired error function basis coe cients can be estimated. Section 4 concludes the paper by providing examples of the compensation of raw ADC data using the error model developed. E ectiveness of the error model is rst evaluated through the use of a simulated ADC performance to show that the proposed method compensates for all output code and input slope dependent errors. The error compensation method is then applied to a real wideband 8-bit ash ADC where it is found that dynamic performance is improved by as much as 10 dB over the full Nyquist band of the ADC.
ADC Error Modeling
In theory, analog-to-digital conversion transforms continuous time signals into signals that exist on equally spaced time intervals at discrete output values. When the conversion is ideal, the only error introduced by this process is quantization error from the digitization of the analog signal. By using a dithered input signal, quantization error is made to appear as additive noise, with a resultant noise level that depends upon the resolution of the ADC 3].
However, most conversion is not ideal and errors are introduced from ADC architectural nonidealities and mismatched component values. This section develops a generic state and slope dependent error model for non-ideal ADC performance. A standard static error function, obtained from a sinewave histogram, is modi ed by sorting ADC sample sets into two halves corresponding to positive and negative values of the input signal derivative (slope).
An ADC Transfer Function Model
ADC performance can be described in terms of the transfer function of output code versus input voltage 1]. Each ADC output code, i, is associated with two input quantization thresholds, t i and t i+1 . These quantization thresholds describe the range of input voltage that yields the ith output code. By measuring all output codes versus their input thresholds, the ADC transfer function is created. For an ideal converter, the quantization thresholds are equally spaced, so that the output code is proportional to the input voltage. Non-ideal quantizers display a non-linear relationship between input voltage and output code as an approximation to a straight line. A \Nominal Characteristic" is de ned to be a straight line to which a given quantizer approximates. This characteristic is represented as a line with for t i < x < t i+1 x t i+1 t i E i Expected error, a common measure of ADC quality, is de ned to be, at the ith state, the average deviation of the actual transfer function from the nominal characteristic. Fig. 1 
G and x o are the gain and o set of the nominal characteristic, n is the number of bits of the ADC, and t i , t i+1 are quantization thresholds that bracket the ith state. Equation (1) gives the expected error as a function of output code in terms of the quantization thresholds t i and t i+1 . A method for estimating quantization thresholds is now developed in order to use (1).
Histogram Methods
Histogram tests o er a way to estimate quantization thresholds which are necessary in order to estimate the expected error of (1 
By combining the estimated distribution for Y and the known functional form for F X (x), (6) x o = t 1 ? 1=G G and x o are actually global parameters so that when dealing with several sets of calibration data, neither method is consistent when used independently on each sinusoid due to the fact that each sample set yields di erent values for G and x o . How to deal with this problem is a prime di culty with the formulation of the proposed method. The development in Section 3 solves this problem through a constrained least squares formulation.
However, an important characteristic of expected dynamic errors for an ADC must be discussed rst. For practical converters, the expected error for an ADC depends on the dynamic behavior of the input signal. (5) is used to obtain expected errors for each sample set. From Fig. 3 it is evident that estimated expected error follows a di erent pattern for the positive slope set than it does for the negative slope set. Thus, the error model described by (5) is incomplete since it has no associated input signal slope dependency. The following section deals with this de ciency. Two additional features should be noted in connection with Fig. 3 . First, the curves are repeatable for a good ADC in both the regular smooth pattern and the smaller irregular state-to-state errors. In addition, the regular pattern is frequency-dependent and thus cannot be removed with a static calibration function of state only. The repeatable part of the irregular error provides the basis for the state and slope dependent error function developed in this paper.
Error Model as a Function of State and Slope
As pointed out above, estimated expected error not only depends on the value of the output state, i, but it also depends upon the slope of the input signal, y. In this paper, ADC error is modeled by a separate error function, e i (y), for each converter output code. This model is a departure from previous ADC error models 6, 5] which employed smooth functions of both output code and input slope. By using separate error functions for each output code, discontinuous error functions re ecting di erential state-to-state ADC errors are developed as required for most ADC architectures. Consequently, to represent a desired error function, each expected output error is written in (7) as a linear combination of a set of basis functions.
e i (y) is estimated expected error at state i evaluated at slope y, b k (y) is the k th basis function evaluated at slope y, and i;k is the k th basis function coe cient for state i. Equation (7) yields an error function of slope for 2 n ? 2 states since the expected error is only de ned for each bounded quantization interval of the converter. The data of Fig. 3 show that practical converters exhibit slope dependent discontinuous error-versus-slope patterns between adjacent output codes. Allowing separate error-versus-slope functions for every state increases the e ectiveness of these error models relative to previous methods. The next section develops procedures required to estimate the combined parameters, p 0 and p 1 , of (5) and the basis function coe cients, i;k , of (7) for each state and sample data set.
3 Calibrating The ADC Section 2 described an error model dependent on output code and input slope. This section describes how to use measured data to estimate model parameters. Data is collected from the ADC to accurately characterize the converter according to the proposed error model.
Sinusoids are the chosen input signals since they provide dynamic behavior for use in the error model and are easily generated with su cient purity. Once data are collected, they must be manipulated into a useful form for developing error basis function coe cients. The remainder of this section addresses the steps of collecting raw ADC sample sets and using the collected data to estimate ADC error as a function of state and slope.
Calibration of an ADC involves the selection of model parameters, i;k in (7), to predict its expected error. Sinewave histogram techniques are used to accomplish this task. To accurately describe error, the ADC must be excited over its full range of state and slope values. Error observed in response to applied test signals determines appropriate coe cients for the basis functions used in (7).
Each sinusoidal test signal generates an elliptical trajectory in state and slope space.
Varying the amplitude and frequency of a sinusoid changes the shape of the ellipse. The amplitudes and frequencies of the sinusoids must be carefully selected for accurate ADC characterization. Large frequencies create greater ranges in slope values and large amplitudes excite more output codes. Choosing various frequencies and amplitudes yields a series of trajectories as shown in Fig. 4 . The goal is to choose a series of sinusoids at varying amplitudes and frequencies that ll the state and slope space (the domain of the error model) while providing a su cient number of intersections across each state so as to reduce ambiguity in A single trajectory yields two histograms, one each for positive sloped and negative sloped samples. Typically the slope is estimated by either using an FIR lter on the raw data or by j!-multiplication in the frequency domain of the transformed sample set. Equation (4) gives an expression for estimating thresholds based on the S i sums. However, the amplitude and o set, A and c of the input sinusoid are usually unknown (and frequency dependent).
Each histogram yields the measured S i variables required in (5), however, the parameters, A direct (but ine ective) way to estimate the gains and o set parameters is to use an FFT of a sample set to obtain estimates for c and A and then use a terminal or independentbased method 1] to estimate G and x o . This procedure could be used individually for each trajectory and the resulting estimated parameters would then be used with histogram data to calculate expected errors. Every ADC output state i, excited by a trajectory, has two slope and expected error values associated with it. For state i, the basis functions of (7) could then be used to \best-t" a curve versus slope to the expected errors from all trajectories.
The result of this procedure gives a description of expected error based on state and slope of the input. However, experiments have shown that this method for nding c, A, G, and x o individually for each trajectory causes a severe degradation in error model accuracy. The degradation is due to the fact that A and c represent the converter input amplitude and o set, and a frequency-dependent bias is introduced by estimating these terms from the converter output. A better approach must be used to estimate all unknown parameters for each trajectory.
A Consistent Formulation of the Error Model Analysis
The following discussion provides a mathematical description on how to estimate suitable basis function coe cients for the proposed error model. Equation (5) 
Setting both histogram estimated errors of the jth trajectory at state i equal to the modeled error of (7) provides a matrix relation as in (10). i 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 ? 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 (12) is that, as soon as thep are known, it is possible to determine basis coe cient estimates for the ADC error model.
Constrained Least-Squares Solution for thep Parameters
The nal step in obtaining the estimated basis coe cients is to acquire an estimate of p 0 and p 1 for all trajectories. A proposed procedure is as follows.
Arbitrarily choose one trajectory, e.g. the jth, to use as a reference and use the independentbased method 1] (or any other method) to estimate p 0 and p 1 . The independent-based method nds a solution for the estimate of p 0 and p 1 that minimizes the sum-squared expected error of (1). Equation (13) 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 ; andṽ = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 C is a square 2k T 2k T matrix andd is a column vector of length 2k T . The parametersp and Lagrange multipliers,~ , may be found by augmenting the constraint equations of (19) to obtain (20). 
Calibration Algorithm Summary
The previous discussions have presented all mathematical details for developing the error model (7) of this paper. This section summarizes procedures for collecting calibration data and estimating basis function coe cients.
1. Drive the ADC with several sinewaves at di erent frequencies and amplitudes and collect sample sets for each signal. Perform the following steps for each sample set.
(a) Obtain an associated slope estimate for the samples and sort into positive and negative slope sets. (9), at each average slope, y kth , for both slope sets.
2. At this point, the ADC has been driven by all trajectories. The steps used to estimate the basis coe cients are as follows.
(a) Find C andd of (20) by using (11) and (16) for each output code.
(b) Select a jth reference trajectory, construct H Ref of (13), and estimate the con- The basis function coe cients thus obtained can now be used to estimate ADC error at any state and input slope through the use of the dynamic error model (7). (7) to nd the estimated expected error. Subtract this error from the current element and the result is a compensated sample.
The following sections present results of this dynamic error compensation procedure. 
These functions are well-behaved for this algorithm and they are exible in their inherent ability to represent a wide variety of functional behavior.
ADC Simulation Results
The rst result uses a simulated ADC to test the inherent ability of the algorithm to adequately estimate di erential and high order errors. Previous experience has shown that it is di cult to model di erential state-to-state errors to preserve the low frequency end of the SFDR while the high frequency end of the SFDR response is dependent upon hysteresis and the signal slope estimation procedure. The method presented in this paper handles both ends of the Nyquist band equally well due to the nature of the construction of the error model and its determining algorithm.
Exact mechanisms that contribute to ADC error are not always known and usually rely on more than just current state and slope. By studying residual errors which remain after this compensation, it will be possible, in future work, to study other mechanisms in more detail to determine residual error dependencies, e.g., e ects from the previous state (track/hold) and bit dependent feedback anomalies from pipelined digital outputs on the ADC substrate (digital \kickback").
