ABSTRACT Despite rapid advances in the field of image denoising, heavy noise removal has remained an under-explored area. When the strength of noise becomes comparable to or even more dominating than that of signal, restoration of important structures from such heavily-contaminated images becomes more challenging. Existing model-based and learning-based image denoising techniques often cannot delivery satisfactory results, which call for new insights and algorithmic tools. In this paper, we propose to remove heavy noise with the help of similar images retrieved from datasets, which leads to a hybrid approach combining sparsity-based and learning-based methods. Specifically, the parametric sparse prior of underlying clean image is learned from the retrieved reference images and the input noisy image. Leveraging prior from the reference images, the estimated parametric model contains much more accurate information of image details. When compared against existing conventional methods, the proposed hybrid approach is more capable of restoring fine-detailed structures in the presence of heavy noise. Experimental results show that the proposed method dramatically outperforms current state-of-the-art image denoising methods both subjectively and objectively.
I. INTRODUCTION
Noise removal from images (a.k.a. image denoising) has been extensively studied in the past decades. Existing denoising techniques can be classified into two categories: model-based vs. learning-based. Model-based approaches include local models such as anisotropy diffusion, totalvariation regularization and wavelet transform based [1] - [4] . The importance of exploiting self-similarity in natural images is later recognized by a flurry of nonlocal image denoising methods [5] - [13] . The most powerful model appears to be simultaneous sparse coding with Gaussian scale mixture method (SSC-GSM) [14] . Learning-based approaches include [15] - [19] , where natural image priors are firstly learned from an image database and then integrated into a under-constrained restoration problem. More recently, inspired by the success of deep learning in computer vision [20] , [21] , Convolutional Neural Networks (CNN) have also found successful application into image denoising problems [19] , [22] - [27] . In [26] , Zhang et al. propose a denoising CNN (DnCNN) to learn the residual representation instead of image. DnCNN has achieved the best performance among existing denosing methods.
Despite the above progress, the performance of both model-based and learning-based denoising degrades rapidly as the power of noise increases (e.g., when noise variance reaches beyond 50). For model-based approaches, the challenge lies in the accurate estimation of signal characteristics (e.g., mean and variance) in the presence of heavy noise. When noise component is more dominating than signal one, it is difficult to recover the signal according to the classical Wiener filtering theory or to learn a nonlinear mapping from the space of noisy images to that of residues due to the notorious varnishing gradient problem. To meet this challenge, we propose a hybrid approach combining model-based and learning-based approaches. The new insight behind our hybrid approach is to assume that a set of correlated images are available as a reference to facilitate the task of denoising similar to [28] . But different from [28] using web images as the reference set, we assume the set of correlated images to be closely related to the target and therefore can provide a more accurate estimation of unknown signal. More specifically, we propose to learn parametric distributions from both the correlated images and the noisy image itself. With the help of correlated images, the learned sparse prior is much more accurate than that learned from the noisy image only. Experimental results show that the proposed denoising method outperforms the state-of-the-art denoising methods in terms of both subjective and objective qualities as shown in Fig. 1 (more detailed comparisons can be found in Sec. IV).
The rest of this paper is organized as follows. Section II introduces the proposed parametric sparse model learning strategy and the corresponding denoising algorithm based on the learned parametric model is given in Section III. Section IV reports the experimental results and Section V contains some conclusions of the paper.
II. PARAMETRIC SPARSE MODELS LEARNING A. SPARSE REPRESENTATION WITH PARAMETRIC DISTRIBUTIONS
Throughout this paper, we assume a noisy image given by y = x + n, where x ∈ R N is the unknown clean image and n denotes additive Gaussian noise observing N (0, σ 2 n ). A denoising method at the patch level is often formulated as the following optimization problem
where R i x denotes the patch extracted from x at the i-th position, D denotes the dictionary, and ψ(·) denotes the regularization term for sparse codes α i . Let x i be an image patch of size √ n × √ n. The sparse coding model of x i can be interpreted as a Maximum a Posterior (MAP) estimation, i.e.,
where P(x i |α i ) is the likelihood term characterized by a Gaussian distribution and P(α i ) is the prior distribution of sparse codes. If we adopt the independent and identically distributed (i.i.d.) Laplacian model to characterize the sparse distributions, i.e.,
where µ i,j and θ i,j denote the mean and standard deviation respectively. By substituting the likelihood term and Eq. 3 into Eq. 2, we obtain
It is easy to verify that commonly used l 1 norm for ψ(·) can be derived from selecting P(α i ) to be a zero-mean Laplacian distribution. And the modeling problem reduces to the estimation of the expectation µ i and variance θ i from the input noisy image and reference images. Similar to [14] , one can characterize sparse codes α i by a Laplacian Scale Mixture (LSM) distribution and decompose sparse codes α i into a Laplacian random vector β i,j and θ i,j -i.e., α i,j = β i,j θ i,j . By assuming thatβ i,j and θ i,j are independent, the LSM prior can be formulated as
Then substituting Eq. 5 into MAP estimation of Eq. 2, we obtain
Here the Jeffrey prior [29] is used -i.e., P(θ i,j ) =
. It follows that the sparse model of Eq. 4 can be reformulated as
With α i,j = β i,j θ i,j , the equation above can be rewritten into
where
, and is a small positive constant introduced for numerical stability. With γ i (also µ i ) estimated, sparse codes α i can be obtained by joint estimation of β i and the variances θ i . Note that we have not taken noise into consideration in the above modeling process; as noise power increases, it becomes more and more challenging to estimate those unknown image characteristics from a noisy observation. To meet this challenge, we propose to leverage ideas of image retrieval and patch matching into the development of image denoising algorithm assuming the availability of some reference image sets, as will be elaborated next.
B. IMAGE RETRIEVAL, GLOBAL REGISTRATION AND PATCH MATCHING
Fig. 2 describes the proposed framework of similar patches matching, which consists of three steps -i.e., image retrieval, global registration and patch matching.
1) IMAGE RETRIEVAL
Image retrieval [30] - [33] is a high-level vision task aiming at searching for images that contain similar content to the query image. Specifically, image retrieval method of [33] is employed in this paper, where a global descriptor is generated for both the query image and the candidates. The framework of generating global descriptors for image retrieval is shown in Fig. 3 . Under this framework, a CNN is first applied to the given image. Then a Region Proposal Network (RPN) is pre-trained to learn the Regions of Interest (ROI) that should be pooled together, and the global descriptor can be obtained by integrating ROI-pooled features. Finally, the similarity between two images can be measured simply by the dot product of the two corresponding global descriptors. Note that any instance-level image retrieval methods can be used
here. In our algorithm, a pre-denoised image is obtained with the proposed sparse model, where the distribution parameters are learned from only the noisy query image. For a better retrieval accuracy, image retrieval algorithm is applied to the pre-denoised image to search for correlated images. Fig.4 shows an example of image retrieval results.
2) GLOBAL REGISTRATION
The retrieved images cannot be used for patch matching directly since they may have different scales, illumination and viewpoints from the query image. Therefore, we apply a global registration to the retrieved images to improve the patch matching accuracy. The alignment of two images depends on the local features of the images. Similar to [34] and [35] , the SIFT [36] descriptors are extracted. Then, a registration homographic matrix is estimated with matched SIFT descriptor pairs by the Random Sample Consensus (RANSAC) algorithm [37] . The retrieved correlated images can be aligned to the query image after affine transformation with the homographic matrix. Fig. 5 presents an example of global registration. Following the symbols in Subsection II-C, we denote the transformed images as {z r } R r=1 , which are used for patch matching. 
3) PATCH MATCHING
Given an exemplar patch x i extracted from the noisy image x, we search for similar patches from the aligned reference images (i.e., {z r } R r=1 ). As the size of exemplar patch x i is usually small (e.g., 7 × 7) and the amount of noise is heavy, direct patch matching with x i is not accurate. Instead, we use an enlarged anchor patch containing x i to facilitate patch matching to ensure its accuracy. Denote x i ∈ R n of size √ n × √ n (n > n) as the query patch extracted from x at position i. We first search for similar patches to x i within a limited window centered at i in the reference images. Then small patches that are similar to x i can be obtained by VOLUME 6, 2018 cropping the similar patches to x i . Considering the difference of scales, illumination and viewpoints in the retrieved images, we remove the DC components of the patches before calculating the patch distance, which is measured with the l 2 norm.
C. LEARNING PARAMETRICAL SPARSE MODELS FROM REFERENCE IMAGES 1) ESTIMATION OF EXPECTATIONS µ i
Given an exemplar patch x i , after searching for a set of similar patches in the aligned reference images denoted as {z i,l } L l=1 , we assemble the exemplar patch and reference patches into a matrix, each column of which denotes a patch (including the x i ). Similar to [28] , we first apply a median filtering to the patch matrix along the row to remove the noise. Then, the expectation ofx i from the reference patches can be estimated as
where superscript ref indicates that x ref i is learned from the reference images. Meanwhile, similar to [14] , we also estimate expectations from non-local similar patches -i.e.,
where and µ int i as follows
where = diag(δ j ) ∈ R K ×K are the weights between µ 
2) SIMULTANEOUS SPARSE CODING Moreover, it is reasonable to assume that similar patches share the same prior. By characterizing sparse codes of similar patches using the same parametric distributions, the model of Eq. 8 can be extended to simultaneous sparse coding. Let
] denotes a set of patches similar to x i (including x i itself). With γ i estimated from µ i and i = [γ i , · · · , γ i ] ∈ R K ×L , the simultaneous sparse coding model can be achieved as
n log(θ i + ). (13) For the dictionary D, a set of local PCA is learned for each patch cluster, which is generated by k-means clustering. Given an exemplar patch x i and its corresponding cluster index k i , the pre-learned PCA basis D k i is selected. Then the proposed LSM-based sparse model can be applied to image denoising, which will be presented in the next section.
III. IMAGE DENOISING WITH LEARNED PARAMETRIC SPARSE MODEL
With the learned sparse model, the proposed image denoising method can be formulated as
whereR For a fixed x and θ i , the objective function reduces to the classical l 1 -minimization problem as follows,
The problem 15 has a closed-form solution via softthresholding, i.e.,
where S(·, λ) denotes the soft-thresholding operator with a threshold of λ.
B. SOLVING FOR θ i WITH FIXED x AND B i
For a fixed x and B i , the objective function becomes,
where A = D k iR i x. The above minimization problem can be further reduced to a set of scalar minimization problems as follows,
where a j = ||β = 0, we can derive the two stationary points of f (θ i,j ) as follows,
With as a small positive constant,
. Then the solution of Eq. 18 can be obtained as the minimizer of (f (0),
is also positive at θ i,j = 0. In summary, the solution to Eq. (18) can be written as
C. SOLVING FOR x WITH FIXED B i AND θ i
With the estimated θ j and B i , the whole clean image can be reconstructed by solving
denotes the set of similar patches. The minimization problem above has a closed-form solution as
We use the conjugate gradient algorithm to solve Eq. 22 since the matrix to be inversed is too large. The proposed image denoising algorithm is summarized in Algorithm 1. 
IV. EXPERIMENTAL RESULTS
In this section, we report the performance of the proposed denoising method. We take 16 images from the Oxford5K 1 and Paris6K 2 datasets as test images, which are shown in Fig. 6 . In the proposed method, similar images are retrieved from the remaining images of the dataset. We compare the proposed image denoising method against several wellknown denoising methods, 3 i.e., BM3D [12] , NCSR [13] , maximizing expected patch log likelihood (EPLL) [17] , SSC-GSM [14] and DnCNN [26] . Note that DnCNN [26] is state-of-the-art denoising method, and BM3D [12] , NCSR [13] , SSC-GSM [14] are state-of-the-art single-image denoising methods. For DnCNN [26] , we use the same training data as that in [26] . The default parameter settings are applied in our experiments. The Gaussian noise deviation θ n is set to be 50, 70, and 90. The larger patch sizes -i.e., n -for patch matching from reference images are set as 17, 19, and 21 respectively. We retrieve 4 reference images from the dataset, i.e., R = 4.
The PSNR and SSIM results of different test methods are reported in Table 1, Table 2 and Table 3 for noise level of 50, 70 and 90, respectively. Obviously, the proposed method performs much better than all the other competing methods. It can be seen from the tables that BM3D [12] , NCSR [13] and SSC-GSM [14] have similar performances and all performs better than EPLL [17] . Compared with BM3D [12] , NCSR [13] and SSC-GSM [14] , the average improvement of the proposed method is more than 1.5dB on PSNR and can be up to 2.11dB. The average improvement of SSIM is up to 0.1215.
Besides, the method of DnCNN [26] , which is implemented using a deep convolutional network, has the best performance among all benchmark methods. When compared against DnCNN [26] , PSNR improvement of the proposed method is more than 1dB on average (up to 1.47dB); the average SSIM improvement is around 0.0948. Parts of the reconstructed images by different denoising methods are 2 http://www.robots.ox.ac.uk/∼vgg/data/parisbuildings/ 3 We thank the authors of [12] , [13] , [14] , [17] , and [26] for providing their codes.
shown in Fig. 7 and Fig. 8 for noise level of 50, Fig. 9 and Fig. 10 for noise level of 70, and Fig. 11 and Fig. 12 for noise level of 90, respectively. From Figs. 7-12, it can be seen that the restored image by previous methods such as BM3D [12] , NCSR [13] and SSC-GSM [14] are often oversmoothed and the results by the proposed method contain much more faithfully restored details than previous methods.
The denoising method of [28] (denoted as CID), which is based on a combination of the BM3D method and retrieved correlated images, has outstanding performance over BM3D and EPLL as shown in [28] . As the implementation codes for [28] is not available, we make a comparison with the results given in [28] , where the test images are exactly the images of 'img1'-'img7'. The comparison of the PSNR and results with [28] is shown in Table 4 , from which it can be seen that the proposed method has comparable SSIM performance to CID and the average PSNR improvement over CID can be up to 0.64dB.
A running time comparison of different methods is reported in Table 5 . All the methods are tested under Matlab platform on an i7 3.6GHz CPU. From Table 5 it can be seen that the non-iterative method of DnCNN is the fastest. With the implementation code optimized, the BM3D is also much faster than other methods. The proposed approach is a little slower than EPLL and SSC-GSM, but much faster than NCSR. Since both the patch grouping and simultaneous sparse coding can be implemented in parallel, the proposed approach can be much speeded up with GPUs.
V. CONCLUSION
In this paper, we proposed a novel approach for removing heavy noise from corrupted images where parametric sparse models are learned from both the retrieved reference images and the noisy image. When compared against conventional methods, the learned parametric models in our approach are much more accurate; therefore the proposed method can more faithfully restore important image structures. Experimental results have shown that the proposed method outperforms several existing state-of-the-art approaches in terms of both PNSR and subjective visual qualities. Since the retrieved correlated images play an important role in the superiority of our proposed scheme, how to retrieve good reference images with relaxed assumptions (e.g., from the images on the web) remains an open question to be addressed in the future.
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