While many efficient algorithms for the maximum flow problem have been proposed over the years, they are designed to work with static networks, and thus they need to recompute a new solution from scratch every time an update occurs. Such approaches are impractical in many current application where updates are frequent. To overcome these limitations, this paper proposes efficient incremental algorithms for maintaining the maximum flow in dynamic networks.
INTRODUCTION
The maximum flow problem is nowadays successfully applied in social network analysis [14, 15] for link spam detection [17] and for the identification of web communities [4] . In such applications, flow networks are highly dynamic, that is, subject to frequent updates.
Even if many efficient algorithms for the maximum flow problem have been proposed over the years, they are designed to work with static networks, and thus they need to recompute a new solution from scratch every time the network is modified.
To overcome these limitations, we propose novel incremental algorithms for maintaing the maximum flow in dynamic networks. Incremental algorithms have proved to yield significant benefits in many domains [8, 9, 10, 11, 2] . Experimental results showed that our approach is very efficient and outperforms state-of-the-art algorithms.
INCREMENTAL MAXIMUM FLOW COMPUTATION
In this section, we discuss algorithms for the incremental maintenance of the maximum flow (MF) after edge inser- tions and deletions. We point out that the same approach can be used to handle capacity increases and decreases, as well as insertions and deletions of vertices.
The following two examples illustrate how edge insertions and deletions can be handled.
Example 1 (Edge insertion).
Consider the flow network and the MF in Figure 1a . Each edge label x/y states that y is the edge capacity and x is its current flow. Suppose the edge (c, d) with capacity 15 is added to the network.
First, we look (in the residual network) for both an augmenting path from s to c and an augmenting path from d to t. Both searches are done in a breadth-first fashion. Figure 1b shows the paths found in this way: the bluecolored edge from the source to c, whose residual capacity is 10, and the green-colored edge from d to the sink, whose residual capacity is 5. The red edge is the new inserted one and its residual capacity is 15. The flow across the resulting augmenting path is increased by 5, yielding the flow network and the maximum flow in Figure 1c .
Then, as both (c, d) and the path from the source to c have still residual capacity after updating the flow, we look for a new path in the residual network from d to the sink, and finds the one consisting of the green-colored edges in Figure 1c . This allows us to identify a new augmenting path, namely the one consisting of the colored edges in Figure 1c . Along such a path, the flow is increased by 5, yielding the flow network and the maximum flow in Figure 1d .
After that, the path from the source to c is saturated, and since there is no other path from the source to c in the residual network, we stop. Figure 1d shows the updated network with its new maximum flow.
Example 2 (Edge deletion).
Consider the flow network and the MF in Figure 1d . Suppose we delete edge (e, f ).
As a consequence, vertex f has a negative excess, as it is receiving less flow than that being sent. This exceeding flow is sent back to f from the sink, through the only path connecting them-see green-colored edge in Figure 2a . The result is shown in Figure 2b .
Then, we try to push the excess at e toward the sink, looking for a path in the residual network from e to t. By searching in a breadth-first fashion, the blue-colored path in Figure 2b is found; 5 units are pushed along such a path, yielding the flow network in Figure 2c .
After that, as there is still some excess at e, we look for other paths from e to the sink in the residual network, but none is found. As a result, the exceeding flow at e has to be There is sFll some excess on e, thus the algorFhm tries to find another augmenFng path to T, but it can not go further node a (green edges). As a result, the flow has to be pushed back to S. Some flow goes across the previously founded path, stopping to S.
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(c) Third step. Experimental Evaluation. We evaluated our algorithms over a variety of networks taken from the repositories The Maximum Flow Project Benchmark 1 and Computer Vision Datasets 2 , comparing against state-of-the-art algorithms for the maximum flow computation, namely HIPR [3] , PAR [5] , P2R [6] , HPF [12] , BK [1] , E-BK [16] , and E-IBFS [7] .
As for edge insertions, our algorithm was the fastest one in all but one dataset, being more efficient than the secondfastest algorithm by at least one order of magnitude in around 75% of the datasets.
Our deletion algorithm was the fastest one in most of the cases, even if handling edge deletions showed to be more expensive than handling edge insertions.
