Abstract : In this paper, the GMDH (Group Method of Data Handling)-type neural networks').2) and their application to the medical image recognition of the lungs are described. The GMDH-type neural networks have both characteristics of the GMDH)') and the conventional multilayered neural networkgt") and can automatically organize the optimum neural network architecture by using the heuristic self-organization method'). In the GMDH-type neural networks, many types of neurons can be used to organize neural networks' architecture and neurons' characteristics which fit the complexity of the nonlinear system. They are automatically selected by using the error criterion defined as AIC (Akaike's Information Criterion)"). Therefore, many types of nonlinear systems can be automatically modeled by using the GMDH-type neural networks. In this paper, the GMDH-type neural networks are applied to the medical image recognition of the lungs, showing that it is a useful method for this process.
introduction
The GMDH-type neural networks have been proposed')J). The GMDH-type neural networks have several advantages compared with conventional multilayered neural networks. They have the ability of self-selecting useful input variables. Also, useless input variables are eliminated and useful input variables are selected automatically. The GMDH-type neural networks also have the ability of self-selecting the number of layers and the number of neurons in each layer. These structural parameters are automatically determined so as to minimize the error criterion defined as AIC, and the optimum neural network architectures can be organized automatically. Because of this feature it is very easy to apply this algorithm to the identification problems of practical complex systems.
In this paper, the GMDH-type neural networks are applied to the medical image recognition of the lungs. The GMDH-type neural networks recognize the shape of the lungs, and the interest regions of the lungs are extracted automatically. It is shown that the GMDH-type neural networks can be applied easily and that it is a useful method for the medical image recognition of the lungs.
Heuristic self-organization method9
are organized automatically by using the heuristic selforganization method') which is used in the GMDH alg~rithm~~''. The heuristic self-organization method is constructed by the following five procedures: (1) Separating the original data into training data and testing data. The original data are separated into training data and
The architectures of the GMDH-type neural networks testing data. The training data are used for the estimation of the weights of the neural networks. The testing data are used for organizing the network architectures.
(2) Generating the combinations of the input variables in each layer. Many combinations of r input variables are generated in each layer. The number of combinations is p!/((p-r)! r!). Here, p is the number of input variables and the number of r is usually set to two. (5) stop decreasing, the iterative computation is terminated. The complete description of the characteristics of the nonlinear system can be constructed by using the optimal partial descriptions which are generated in each layer. If the second order polynomial in Eq.(l) is used as the partial description, the following Kolmogorov-Gabor polynomial can be constructed as the complete description of the nonlinear system.
yk=bo+b,xi+b2xj+b3xixj+b4x~+b5x~
(1) Stopping the multilayered iterative computation. When the errors of the checking data in each layer
The heuristic self-organization method plays very important roles for organization of the GMDH-type neural networks.
GMDH-type neural networks''J).
The GMDH-type neural networks are organized by using the heuristic self-organization method'). The GMDH-type neural networks have a common feedforward multilayered architecture and the algorithm can organize the same architectures as the conventional multilayered neural networks and the GMDH network. and p is the number of input variables. In the first layer, input variables are set into the output variables.
l e second layer>
Many combinations of input variables are generated and the optimum neuron characteriscics are calculated for each combination. In this procedure, many types of neurons can be used. Here the optimum neuron characteristics are selected from the following four types of neurons.
(1) Neuron of the first type.
First, many combinations of two variables (U,,?) are generated. For each combination, the neuron's structure is described by using the following equations. ~k~1 Y + w~~+~~Y~+ w~Y~+~~~~+~ +w9y3-WO e 1 (4) yk=I/( 1 *xP(-zk))
(5)
where 8 1=1 and w, (i=0,1,2;-*,9) are weights of between the first and the second layer. The weights w, (i=O,1,2, -.-,9) are estimated by using the logistic regression analysis. This procedure is as follows: First, the values of zk are calculated by using the following equation:
where @ ' is the normalized output variable. Then the weights w, (i=0,1,2;.*,9) are estimated by using the stepwise regression analy~is'~) which selects useful input variables by using the error criterion AIC12).
(2) Neuron of the second type.
First, many combinations of two variables (U,,?) are generated. For each combination, the neuron architecture is described by using the following equations:
z~~~~+ w~~+ w~~~~w~~2 + w~~2 + w~~ +W8U,u,Z+~,~3-~o e I
YkZzk (8) where 8 I=l. The weights w, (i=0,1,2;-.,9) are estimated by using the stepwise regression analysisI3) which selects useful variables by using the error criterion AlC").
(3) Neuron of the third type. First, many combinations of r variables are generated. For each combination, the neuron architecture is described by the following equations: z k~~u , + w 2 u 2 + . " + w ,~-w~
yk=l/( l+exp(-zd)
where 8 1=1 and r is the number of terms and r is smaller than p. The weights w, (i=1,2;.-,r) are estimated by using the logistic regression analysis.
(4) Neuron of the fourth type.
First, many combinations of r variables are generated. For each combination, the neuron architecture is described by following equations: z~=w,~+w,u,+...+w,~ -w, 0 (r < p)
(1 1) Yk=zk (12) where 0 ,=1 and r is the number of terms and r is smaller than p. The weights w, (i=0,1,2; ..,r) are estimated by using the stepwise regression analy~is'~' which selects the useful variables by using the error criterion AlCI2).
From these generated neurons, L neurons which minimize the following prediction error J are selected. In the third layer, the same computation of the second layer is continued until the minimum value of the prediction error J in each layer stops decreasing. When the iterative computation is terminated, the complete neural network structure is constructed by the selected neurons in each layer.
By using the above procedures, the GMDH-type neural network can be constructed. Figure 2 shows the flow chart of the GMDH-type neural networks. In this GMDH-type neural networks, other type neuron architectures can be used in such neurons as the radial basis function type and the high order polynomial type. The optimal neuron architectures which fit for the complexity of the nonlinear system are automatically selected by using AIC. The neural networks are organized by using these selected neurons. Therefore, many kinds of nonlinear systems can be automatically identified by using the GMDH-type neural networks.
An application to the medical image recognition
of the lungs. The medical image recognition of the lungs was carried out by using the conventional neural networks'" but this neural networks could not automatically organize the optimum neural network architectures and furthermore, it could not select useful input variables. So the recognition accuracy of the medical images was not good. In this paper, the GMDH-type neural networks are applied to the medical image recognition. The GMDH-type neural networks are automatically organized from the chest Xray CT image"). The shapes of the lungs are recognized automatically and the interest regions are extracted.
The results of the medical image recognition are shown as follows:
(1) The medical image used in this study is shown in Fig. 3 . The GMDH-type neural networks can construct neural network architectures which have a good recognition accuracy even if there are not a lot of data for the organization of the neural networks. In this study, only one image in Fig. 3 is used for organizing the GMDHtype neural networks of N are 5, 10 and 15. In the case when N equals 10, the neural network architecture which had smallest recognition error was found. The statistics of the mean, the standard deviation and the variance were selected as the useful input variables. The number of layers became five, and four usehl neurons were selected in each layer. out and the regions of the lungs were extracted. In the post-processing of the output image of the neural networks, the small isolated regions were eliminated and
Medical image used in this study.
Extraction of the image features.
The neural networks were constructed when the values
The post-processing analysis of the lungs were carried the outlines of the regions of the lungs were expanded outside by N/2 pixels. Then, the shapes of the lungs were extracted. Figure 5 shows the output image (1) after this processing. In order to check the matching between the original image and the output image of the neural networks, the output image (1) was overlapped on the original image (1) after the post-processing. The overlapped image (1) is shown in Fig.6 . can see that the extracted regions were very accurate.
(5) Check of the generalization. In order to check the generalization ability of the GMDH-type neural networks, the GMDH-type neural networks which were organized by using the original image(1) of the lungs in Fig.3 are applied to another original image of the lungs. Figure 7 shows the new original image of the lungs. Figure 8 shows the output image(2) of the lungs. Figure 9 shows the output image (2) after the after-processing. Figure 10 shows the overlapped image (2) of the lungs. We can see that the extraction region of the lungs are very accurate.
From Fig.6, we 
Conclusion.
The GMDH-type neural networks can automatically organize the optimal neural network architectures by using the heuristic self-organization method. The optimum neural networks architectures are automatically organized by using the neurons whose architectures are selected from many kinds of neuron architectures so as to minimize AIC. So it is very easy to apply this algorithm to the identification problems of the practical complex systems.
In this paper, the GMDH neural networks were applied to the medical image recognition of the lungs. The GMDH-type neural networks were automatically organized from the chest X-ray CT images and the shapes of the lungs were recognized automatically by using the organized neural networks and the interest regions were extracted. It was shown that the GMDH-type neural networks were useful for the medical image recognition of the lungs. 
