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Hoewel programrneren bekend staat als een lastig handwerk, wordt er 
aandacht besteed aan het overdragen van eenmaal verworven vaardigheid op 
dit gebied. Weliswaar verschijnen er in vaktijdschriften regelmatig publi-
katies over de manier waarop een programma ontwikkeld zou moeten worden, 
toch is er geen boek te vinden dat aan de beginner leert hoe hij rnoet pro·-
gramrneren. 
Programrneerkursussen volstaan in het algemeen met het tonen van de elernen-
ten van een bepaalde programrneertaal en de eigenaardigheden van een be-
paald input-output-systeem, en geven slechts terloops enige wenken die de 
beginnende programrneur moeten behoeden voor het maken van dezelfde fouten 
die voorgaande generaties gemaakt hebben. 
Terwijl leerling en leraar alle aandacht nodig hebben voor het ontlopen 
van de voetangels en klemmen van de vereiste notatie en de gehant.eerde ko-
des, blijft de leerling wat het eigenlijke prograrnmeren betreft -· het 
moeilijkste facet - in de kou st.aan. Het konstrueren van een algoritme 
lijkt in deze opzet als een aangeboren vaardigheid beschouwd te warden, 
die hoogstens wat getraind kan worden, maar waarover weinig opvoedends te 
zeggen valt. 
Toch kan iemand die het alleen om het leren van de betreffende programmeer-
taal gaat - hij is al een bekwaarn programmeur in een andere taal - , ook 
nauwelijks bij deze traditionele vorm van opleiding terecht. Het behandelen 
van de eigenschappen van de taal wordt voortdurend onderbroken door, in 
n o::;en, triviale opmerkingen over de mogelijkheden die de betref fende 
eigenschappen de programrneur bieden. Ook zal hij weinig te weten komen o-
ver de finesses van de taal die onder de knie wil gen, want deze 
kunnen niet met vrucht geleerd worden aan beginners - voor wie de kursus 
clan mede bedoeld is - omdat van hun geheugen, abstraktievermogen en ver-· 
beeldingskracht al het uiterste gevergd wordt door de globalere mogelijk-
heden van de taal. 
In deze kursus wordt geprobeerd deze problemen te omzeilen. 
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In deel I van deze kursus wordt gepoogd de aspirant-programrneur de begin-
selen van de kunst van het programmeren bij te brengen. Naast enige zeer 
algmene konstrukties als whiZe ,,, do ... en :!:1 •.. then ... (eZse ... )en 
het omzichtig ge"introduceerde begrip "variabele", wordt in dit deel het 
Nederlands gebruikt voor het formuleren van algoritmen. Grote nadruk wordt 
gelegd op de manier van programrneren die wel "stapsgewijze verfijning" ge-
noemd wordt ("stepwise refinement" bij Wirth [7], "structured programming" 
bij Dijkstra [2,8], "programming by action clusters" bij Naur [4]). Bij deze 
methode wordt, nadat het proces in zeer algemene termen is geformuleerd, 
door successieve uiteenrafeling van deze termen tenslotte het niveau van 
gedetailleerdheid bereikt dat door de programrneertaal vereist wordt. 
Oak wordt aandacht besteed aan het verifieren van de korrektheid van algo-
ritmen door het beschouwen van de tekst van de algoritme, in plaats van 
door "testen". 
In deel II van de kursus wordt de programmeertaal ALGOL 60 ge"introduceerd. 
Omdat de kursist inmiddels geen onbeschreven blad programrneerpapier meer 
is, kan de taal betrekkelijk recht-toe-recht-aan gepresenteerd warden. Dit 
gebeurt volgens "top to bottom"-aanpak, aan de hand van het definierende 
rapport van ALGOL 60 [I]. 
Omdat programrneren een vaardigheid is en niet een wetenschap, is het op-
doen van ervaring van beslissend belang. De lopende tekst van de kursus 
wordt hiertoe veelvuldig onderbroken door opgaven, waarvan de uitwerking 
achterin het boek beschouwd moet warden als een belangrijk deel van de stof, 
dat voor het volgen van de kursus niet gemist kan warden. 
Leo Geurts. 
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0. Inleiding 
Opdat een computer doet wat we willen, moeten we hem een nauwkeurige taak-
omschrijving geven. In het dagelijks leven werken we ook wel met taakom-
schrij vingen; een gerecht wordt bereid volgens een recept, een modelvlieg-
tuig wordt in elkaar gezet aan de hand van een bouwvoorschrift, een zelf-
bouw-verst.erker wordt gebouwd volgens een schema, een trui wordt gebreid 
naar een patroon. 
In de wiskunde wordt een voorschrift bestaande uit een serie elementaire 
opdrachten, een al~oritme genoemd; een algoritme die bedoeld is voor een com-
puter heet een pro~ramma. Zo 1 n programma wordt opgest.eld in een voor de com-
puter geschikt not.atie-systeem, een programmeertaal (of al~9ritmische taal). 
Aan het probleem van het opstellen van een progr.amma twee aspeckten te 
onderscheiden: 
het eigenlijke programmer.en: het bedenken van de 
het n.oteren van de algorit.me in een programmeertaal. 
Het. aspekt van het bedenken en opstellen van algoritmen, los van het 
van een bepaalde programmeertaal, is het onderwerp van dit eerste deel van 
deze cursus. 
!, Pro~ra:mmeren in een n.otedoE; 
zoeken in een woordenboek 
!.!. Eerste gebruiksaanwijzing 
Een gebruiksaanwijzing bij een woordenboek zou zo kunnen luiden: 
Zoek de eerste bladzijde af en daarna steeds de volgende totdat U 
het gezochte trefwoord tegenkant. 
Over deze eenvoudige gebruiksaanwijzing valt heel wat op te merlrf'!l Wat wel 
het eerst opvalt is dat de aangegeven methode niet zo slim is om het woord 
"zwoerd" te vinden, moeten we bijna het hele woordenboek doorbladeren, Later 
zullen we een snellere manier bespreken; nu gaan we nader in op deze ge-
bruiksaanwij zing. Er valt namelijk meer op aan te merlten: het is niet duide-
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lijk wat er precies moet gebeuren nadat we het gezochte woord ook op de 
laatste blad:d.jde niet hebben aangetroffen, en er geen volgende bladzijde is. 
(Natuurlijk is het ons duidelijk dat we dan kunnen ophouden met zoeken, Oill-
dat het woord niet in het woordenboek blijkt te staan, maar we moeten er 
vast aan wennen dat een algoritme ook voor dergelijke gevallen de gang van 
zaken moet aangeven). 
Ook in een ander opzicht is de gebruiksaanwijzing niet volledig: er staat 
niet hoe je moet vaststellen of het gezochte woord op een bepaalde bladzijde 
voorkomt, Maar dit soort onvolledigheid is onvermijdelijk, Elke gebruiksaan-
wijzing kan nu eenmaal alleen beschreven worden in termen die zelf niet meer 
verklaard worden. (Het lokaliseren van een woord op een bladzijde kan wel 
nader worden uiteengerafeld, maar dan blijven er ook weer termen over als 
vergelijk de eerste lette..r van beide woorden, die niet nader verklaard 
worden.) 
Zo zal ook een programmeur die een algoritme bedenkt, deze voor zichzelf niet 
direkt tot in de kleinste detai.s specificeren. Hij zal de algori~me eerst 
opbouwen uit grotere bouwstenen, en zijn ervaring zegt hem dat die later 
zonder grote problemen zal kunnen uitwerken tot in de gedetailleerdhe1d die 
de programmeertaal vereist. 
l.2. Een betere formulering 
La.ten we nu de gegeven gebruiksaanwijzing tot een sluitende algoritme her-
schrijven, en daarbij gebruik maken van bouwstenen als neem de volgende 
bladzijde, kijk of het woord op deze bladzijde voorkcmt en ga na of er neg 
verdere bladzijden zijn, De kern van het proces zal bestaan u1.t een herhaal-
de aktiviteit, namelijk: 
De hier 
zolang het woord:qiet op de onderhavige bladzijde staat, en er neg 
verdere bladzijden zijn, de volgende bladzijde nemen en doorgaan. 
konstruktie zolang . , . , doe • . komt het programmeren 
zeer vaak van pas. Deze konstruktie is zo algemeen, dat hogere programmeer-
talen daar een eigen notatie voor hebben. Wij zt.llen de volgende nota.tie ge-
bruiken: 
do . °' 
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De komplete algoritme ziet er nu zo uit: 
neem de eerste bladzijde; 
~hile het woord staat niet op deze bladzijde 
en er nog verdere bladzijden do 
neem de volgende bladzijde 
De algoritme bestaat uit twee stukken. Het eerste is de noodzakelijke voor-
bereiding voor het zoekproces. Zander deze initialisatie zou de eerste keer 
niet duidelijk zijn wat deze bladzijde betekent. We :den hier een andere 
konventie van ons notatie-systeem:, tussen twee stukken van de algoritme die 
achtereenvolgens moeten worden uitgevoerd, plaatsen we een punt-komma, 
l.3. Een stroomschema 
In fig. l wordt de werking van de algoritme op e.en andere manier weergege-
ven. Zo'n schema wordt een flow diagram of stroomschema genoemd. 
Als we een woord opzoeken dat in het woordenboek voorkomt, en we zoeken 
volgens de algoritme, dan hebben we het woord gevonden als we bij STOP be-
landen. 
1.4. Een efficientere zoek-algoritme 
We hebben nu een gebruiksaanwijzing die wel korrekt is, maar niet zo vlot 
om een woord te vinden moeten we gemiddeld het halve woorderiboek doorblade-
ren" Door ervan gebruikt te maken dat de woorden in alfabetische volgorde 
staan, kunnen we een snellere gebruiksaanwijzing opstellen, die er in grote 
lijnen zo uitziet 
Kijk of het woord in de eerste of in de tweede helft van het 
woordenboek moet voorkcmen en ga in die helft verder met halveren, 
totdat er nog maar een bladzijde over is. 
Wat verder 
Gebruik bi,j het opzoeken van de bladzijde waar bet gezochte woord 






niet op deze blad- NEE 





fig, I Stroomdiagram van een eenvoudige algoritme 
voor het opzoeken van een woord in een woordenboek. 
een bladz:ijde die alfabetisch voor de gezochte blarlz~jde kant, de 
rechterwijsvinger naar een bladzijde na de gezochte. 
5 
Begin met de linkerwijsvinger bij de eerste bladzijde van het woor-
denboek, en de rechter bij de laatste bladz:ijde. Open nu het woor-
denboek ongeveer balverwege met beide duimen. Als de bladzijde daar 
alfabetisch voor de gezochte kant, verplaats dan de linkerwijsvinger 
naar die bladz:ijde, anders de rechterwijsvinger. Zo bevindt zich de 
gezochte bladzijde nog steeds tussen beide w:ijsvingers, maar het aan-
tal nog te doorzoeken bladzijden is ongeveer gehalveerd. 
Steek nu weer beide duimen halverwege in het pak bladzijden tussen 
beide wijsvingers, enz. totdat er geen bladzijde meer zit tussen de 
beide bladzjjden waar de wijsvingers naar wijzen. Op dat moment 
wijst de linker- of de rechterwijsvinger na.ar de gezochte bladzijde, 
als het woord althans in het woordenboek voorkomt. 
Neem een naam in gedachten en zoek die volgens de gegeven algoritme in 
een telefoonboek op. Doe dit met een aantal namen, en noteer steeds het 
benodigde aantal halveringen. Merk op dat dit aantal nagenoeg konstant 
is. 
l .5. Betere formulering 
De beschrijving van de algoritme is wat omslachtig, en wordt afgewisseld 
door uitleg en argumentatie. Als de opsteller van deze gebruiksaanwijzing 
zijn vinding aan vakbroeders wil bekendmaken via New Directions, vaktijd-
schrift voor opstellers van gebruiksaanwijzingen, zal hij dat, schrijvend 
voor ingewijden, wellicht zo doen: 
(Al) Onderwerp: een algoritme voor het zoeken van een element z in een 
rij van N elementen die van klein naar groot geordend is. 
laat onderwij zer wij zen naar element nr" 1; 
la.at boaenwijzer wijzen naar element nr, N; 
uihile er is nog minstens een element tussen onderwijzer 
en bovenwijzer do 
begin laat duim wijzen naar element ergens halverwege 
tussen onderurijzer en bovenwijzer; 
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end 
f:f.. z minstens zo groot als het element waarnaar de 
duim wij st then 
laat andBrwijzer wijzen naar het elEment waarnaar 
de duim wijst e"lse 
laat b01Jenwijze:t' wijzen naar het element waarnaar 
de duim wijst 
{Als nu anderwijzer> of b01Jen'l1Jijzer naar een element st dat ge~ 
lijk is aan z, dan is z gevonden, ander.s komt z in de niet voor,} 
In dit voo:rbeeld worden enige nieuwe vakte:rmen gebruikt: 
begin ••• end betekent: het tussenliggende stuk algoritme moet als een 
f:f.. ., , then else 
eenheid worden opgevat, 
In dit geval komt het e:rop neer dat het hele 
stuk van begin tot end herhaald moet worden, 
zolang aan de voorwaarde is voldaan die tussen 
while en do staat. 
--- -
betekent: als aan de voorwaarde na voldaan is, 
doe dan wat tussen ~ en else staat (en sla 
wat na e?,se staat over), en doe anders alleen 
wat na else staat (en sla wat tussen then en 
else staat over). 
Onder ergens halverwege tussen twee elementen zullen we in dit voorbeeld 
verstaan: precies halverwege als er daar een element ligt, en anders, als 
we tussen twee elementen zouden uitkomen, dan de plaats van het tweede van 
die twee elementen, (In het rijtje ABC ligt B dus halverwege A en C, in het 
tje ABCD ligt C halverwege A en D.) 
1,6, Korrektheid van de algoritme 
Hoe kunnen we er nu zeker van ziju dat deze algoritme het proces beschrijft 
dat we willen? Door met de hand de algoritme voor enkele voorbeelden uit te 
voeren, kunnen we een redelijk intuitief begrip vormen van de algoritme 
~ dat de algoritme korrekt is lijkt dan vanzelfsprekend. Er kan niet nadruk~ 
genoeg op gewezen worden dat dit een misvatting is, en wel een zeer 
gevaarlijke. De praktijk van het programmeren is helaas, en volkomen on-
nodig, de praktijk van het maken van programmeerfouten, die dan op omslach-
tige en tijdrovende wijze moeten worden opgespoord (in het gunstige geval 
dat ze bemerkt worden). 
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De gegeven algoritme bijvoorbeeld, lijkt als twee druppels water op een 
variant die niet meer korrekt is, waarin nL de voorwaarde tussen while en 
do luid t: ondemj zer en bovenwij zer wij zen nog ni.et naar he.tzelfde el6Uent. 
Deze variant lijkt op het eerste gezicht wel goed, en in de loop der tijd 
zal menige programmeur hierin getrapt zijn. Toch is het heel goed mogelijk 
dergelijke voetangels en klemmen te vermijden, door even de korrektheid van 
de algoritme na te gaan. 
Allereerst zullen we nagaan dat het zoekp:roces beschreven door de gegeven 
algoritme, ooit tot een eind komt. Dat is natuurlijk een eerste vereiste. 
Ret gaat er daa:rbij om te laten :den dat vroeg of laat niet langer aan de 
voorwaarde tussen while en do voldaan zal zijn. Als we kunnen aantonen dat 
bij iedere uitvoering van het stuk algoritme na do het aantal elementen 
tussen andemjzer en bovenwijzer kleiner wordt, dan volgt onmi.ddellijk dat 
dit aantal binnen een e.indig aantal slagen tot nul zal zijn teruggebracht. 
Welnu, iedere keer dat het stuk na do wordt uitgevoerd, gaat d.uim zen 
naar een element tussen de elementen die worden aangewezen door onderwijze1• 
en bovenwijzero Dit is slechts mogelijk, omdat het Er.<?£eS zic~ er eerst van 
vergewist heeft dat da!'lr nog minstens een element tussen lag, Nu zijn er 
twee mogelijkheden: bovemJijzer wo:rdt ve:rplaat!it naa:r d.uim, of ondeY"Wijzer 
wordt daarheen verplaatst, In beide gevallen is het OUllliddellijk duidelijk 
dat het aantal elementen tussen onderwijzer en bovenwijzer inderdaad is af-
genomen, 
Het hierboven gegeven terminatiebew;i;j_s is van een zeer gebruikelijk type. 
We weten nu dat het zoekproces eindigt, maar levert het ook het 
antwoord? Kunnen we de tussen akkolades geplaatste bewering die achter de 
staat ook waarmaken? 
Dat kan, en wel op overtuigende en eenvoudige wijze. Beschouw de volgende 
bewering 
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Er geldt tenminste een van de volgende drie gevallen: 
1. z is kleiner dan element nr. 1; 
2. z is groter dan element nr. N; 
3. z is minstens zo groot als het element aangewezen door onderwij-
zer maar hoogstens zo groot als dat aangewezen door bovenwijzer. 
Na de initialisatie van onderwijzer en bovenwijzer, juist op het ogenblik 
waar het zoekproces voor de eerste maal de voorwaarde tussen while en do 
zou gaan testen, is deze bewering juist. Immers, op dat ogenblik mogen we 
het derde geval gerust lezen als 
3'. z is minstens zo groot als element nr. 1, 
maar hoogstens zo groot als element nr. N. 
Tenminste een van de gevallen 1, 2 en 3 1 moet gelden, want als J noch 2 
gelden, volgt onmiddellijk de geldigheid van 3'. 
We :den dus dat de bewering geldt wanneer het proces voor de eerste maal bij 
while is aangeland. De volgende stap is om aan te tonen dat als de bewering 
daar geldt, dat dan opnieuw geldt wanneer het proces de eerstvolgende 
keer daar belandL 
Als de hele bewering was omdat we met geval I of 2 te doen hadden, dan 
blijft de bewering natuurlijk juist, want als I of 2 eeruuaal gelden, dan 
blijven ze gelden. Het wordt iets ingewikkelder wanneer we met geval 3 te 
doen hebben. In dat geval weten we dus: z is minstens zo groot als het 
element aangewezen door onderwijzer en hoogstens zo groot als het element 
aangewezen door bovenwijzer. Wanneer het proces nu het stuk na do gaat uit-
voeren komt het de test tussen :ft.. en then terecht. Dan er twee 
mogelijkheden. De eerste is dat z minstens zo groot is als het element waar-
naar duim wij st. Het proces voert dan de opdracht achter then uit orlder-
wijzer gaat nu naar datzelfde element wijzen en vanzelfsprekend geldt dan 
nog steeds geval 3. De andere mogelijkheid is dat z niet zo groot is 
(en dus hoogstens zo groot); door uitvoering van de opdracht na else wordt 
nu bovenwijzer naar duim gebracht en ook dan blijft geval 3 gelden. 
De bewering geldt dus niet alleen de eerste maal, maar ook de tweede en 
iedere volgende keer dat het proces bij while belandt. Waar het nu om gaat 
is dat de bewering dus ook de laatste keer geldt dat de voorwaarde tussen 
while en do getest wordt - de keer waarop het proces ontdekt dat het ten 
einde is. We mogen daarom bij het aantonen van de korrektheid er 
9 
van maken dat aan het einde van het proces de bewering nog altijd juist is. 
Verder mogen we er gebruik van maken dat de voorwaarde tussen while en do de 
laatste keer niet langer gold, m.a.w., we weten dater tussen andeY'1.vijzer 
en bovenwijzer geen element meer ligt. 
Neem nu aan dat z in de geordende rij inderdaad voorkomt. (Anders kan het 
zoekproces natuurlijk z onmogelijk vinden.) Omdat de rij geordend is• zijn 
de gevallen I en 2 meteen uitgesloten. Geval 3 geldt dus. z kan nu niet 
voor anderwijzer of na bovenwijzer liggen (alweer vanwege de geordendheid), 
en ook niet er tussen (want er is ni.ets tussen). Konklusie: de bewering 
tussen de akkolades is volkomen terecht: of onderwijzer, of bovenwijzer 
wijst na afloop naar het gezochte element, als dat tenminste in de 
komt. 
Het hier gegeven korrektheidsbewijs laat goed zien hoe dit soort redenerin-
gen verloopt: 
enerzijds overtuigen we ons ervan dat het proces ooi.t ophoudt; 
ds gaan we na dat het proces als het ophoudt, het korrekte 
resultaat levert. 
>01> Laat zien dat de inkorrekte variant op de algoritme die hierboven ter 
sprake kwam, inderdaad fout gaat. Geef een alfabetisch woordenlijstje, 
en een woord daaruit dat niet gevonden wordt met de foute algoritme, 
en ook een woord dat wel gevonden wordto 
>02> Laten we ergens halverwege tussen twee el611enten nu eens wat 
losser 
beide elementen iso Is de gegeven algoritme dan ook nog korrekt? 
>>>> Teken een stroomschema van de gegeven halveringsalgoritme. 
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2. Een gewichtenprobleem 
We bekijken het probleem van een aantal, zeg acht, munten die er identiek 
uitzien, maar waarvan er een zwaarder is dan de andere, die al.le even zwaar 
zijn. Gegeven is een balans, waarmee bepaald kan worden of een groep munten 
(een of meer) zwaarder is dan een groep andere munten, of lichter, of even 
zwaar. Hoe kunnen we nu vaststellen welke de zwaardere munt is, om deze 
apart te leggen? 
2.1. Eenvoudige algoritme: een voor een 
Het schema in fig. 2 geeft een methode weer voor het oplossen van <lit ge-
wichtenprobleem. 
Ervan uitgaande dat er een even aantal munten is (twee of meer), kunnen we 
deze algoritme zo formuleren: 
(A2.I) leg de munten op een hoop; 
1iJhi le er ligt nog geen munt apart do 
begin neem twee munten van de hoop; 
weeg de ene tegen de andere; 
:!:!... de balans slaat door then leg de zwaardere apart 
end 
We zien hier dat in plaats van ft , .. then ... else •.. ook alleen 
:!:!... ••• then •.. kan voorkomen. Dit betekent: als aan de voorwaarde na if. 
voldaan is voer dan de opdracht na then uit (en sla deze anders over). 
»» Voer de algoritme op papier uit voor het geval de vij fde van de acht 
munten de zwaardere is. 
>03> Als we volgens deze algoritme de zwaardere van 8 munten bepalen, hoe-
veel wegingen zi.jn er dan 
a, minimaal nodig? 
b. maximaal nodig? 
c. gemiddeld nodig? 
Dezelfde vragen als het gaat om 2N munten, 
weging CD 0 
.J 
l l 
evt. resultaat lm1 till 
2e G) l 0 
l l 
evt. resultaat ~ @] 
weging 0 1 
1 
evt. resultaat ~ 




resultaat [?] D ~ 
Fig. 2. Schema voor het bepalen van de zwaardere van 8 munten. 
Een 1 vanaf de linkerschaal van de balans wijst naar 
het alternatief dat gekozen wordt als de balans naar 
links doorslaat (idem voor rechts). Een pijl vanaf het 
midden van de balans wijst naar het alternatief dat ge-




De algoritme is natuurlijk alleen ltorrekt als bet om een even aantal 
munten gaat. 
>Q4> Toon de korrektbeid aan. 
Als we de algoritme zouden gebruiken voor een oneven aantal munten, lopen 
we bet risiko dat de zwaardere munt als laatste alleen overblijft. Dan kan 
de opdracht neem twee munten van de hoop niet worden uitgevoerd. 
We kunnen de algoritme als volgt aan deze moeilijkbeid aanpassen: 
(A2.2) leg de munten op een hoop; 
while er ligt nog geen munt apart do 
:ft. er ligt nog rnaar een munt op de hoop then 
leg die munt apart else 
begin neem twee munten van de hoop; 
weeg de ene tegen de andere; 
:ft. de balans slaat door then leg de zwaardere apart 
end 
>>>> Bewijs dat deze algoritme korrekt is voor elk (positief gebeel) aantal 
munten. 
2.2, Efficientere algoritme: tweedeling 
De vorige algoritme is voor grotere aantallen munten niet erg efficient. 
Door gebruik te maken van de mogelijkheid op elk van de scbalen van de ba-
lans meer dan een munt te wegen, kunnen we komen tot de algoritme uit 
fig. 3. In woorden: 
Weeg de ene helf't van de munten tegen de andere helf't, 
en ga met de zwaardere helf't door met halveren totdat deze 
nog rnaar uit een munt bestaat. 
Nauwkeuriger: 
(A2.3) beschouw de hele groep munten als verdacht; 
while de verdachte groep bevat meer dan een munt do 
begin weeg de ene helf't van de verdachte groep tegen de andere; 
de zwaardere helf't is de verdachte groep 
end · 
-- , 
leg de munt die nu in de verdachte groep zit apart 
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Het is duidelijk dat de algoritme alleen kan werken als het aantal munten 
een macht van 2 is, b.v. 8, 16 of 256, 
>>>> Voer de algoritme op papier uit voor het geval dat de 
munten de zwaardere is. 
fde van acht 
>05 > Werkt de algoritme ook goed met i munt ( die dan natuurlijk de zwaarde-
re moet zijn)? 
»» Hoevee 1 wegingen zijn er nodig bij 8 munten? En munten? 
2.3. Varia.belen 
Bij het uitvoeren van de tweedelingsalgoritme merken we dat met verdachte 
groep steeds een andere groep munten wordt aangeduid: in het begin alle mun-
ten, tenslotte nog maar een. Het hanteren van zo'n naam die nu eens <lit, dan 
weer dat kan aanduiden, is van het grootste belang bij het beschrijven van 
algoritmen, We hebben dit principe ook al gebruikt het beschrijven van 
het zoekproces door halvering in een woordenboek. Daar verwezen onderwijzep, 
bovenwijzer en duim steeds naar andere bladzijden. De kracht van dit ge-
bruik van zulke namen is dat ze enerzijds op steeds wisselende dingen be-
trekking kunnen hebben, maar anderzijds toch een vaste rol spelen de 
verdachte groep blijft steeds de gezochte munt bevatten, bovenwijzer ft 
naar een element verwijzen dat alfabetisch na het gezochte komt, enz. 
Ook bij het schrijven van programma's voor een computer staat dit gebruik 
van namen centraal. Een programmeertaal legt daarbij eigen beperkingen 
op maar in het algemeen geldt het volgende. De programmeur kan opdracht 
geven een resultaat onder een bepaalde naam op te bergen. Door in een late-
re opdracht weer die naam te gebruiken, kan. hij bij het proces dat resultaat 
weer laten bekijken, het eventueel laten kopieren, enz, Daarbij blijft het 
resul taat onder die naam bereikbaa.:r • totdat het proces een n:i.euw resul taat 
onder die naam opbergt, (Dit gebeurt in het geheugen van de computer.) 
We kunnen deze organisatie vergelijken met die van een kaartenbak, Als het 
resultaat van een bepa.a.lde handeling on.der de naam bovenwijzer m@et worden 
opgeborgen, dan nemen we een lege kaart, schrijven bovenaan de naam boven-
v:rijzer en op de kaart het bedoelde resultaat b.v. het getal 24. Komt er 
daarna een opdracht die gebruik wil. maken van de huidige waai:de van 
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bavenwijzer, dan zoeken we in de kaartenbak de kaart op met de naam baven-
wijzer, kopieren wat er verder op die kaart staat, en werken daarmee verder. 
Pas op als we een nieuwe opdracht tegenkomen van het type: berg dit resul-
taat (b.v. het getal 16) op onder de naam bavenwijzer, pas dan zal het ge-
tal 24 uitgegumd warden en vervangen door 16. 
Zo'n kaart nu, waar bovenaan een naam staat en verder een of andere groot-
heid, zoals een getal, wordt een variabele genoemd. Bovenaan de kaart staat 
de naam van de variabele, wat verder op de kaart staat heet de waarde van 
de variabele. In plaats van "de waarde van a is 17" zeggen we ook wel 
"a is 17" m. a.w., we gebruiken sorns de naam van de variabele wanneer we 
zijn waarde willen aanduiden. 
het gebruiken van de waarde van een variabele moeten we er natuurlijk 
zeker van zijn dat deze variabele al een waarde gekregen heeft. We mogen er 
niet van uitgaan dat variabelen van nature de waarde nul hebben. In het 
algemeen kennen programmeertalen ook geen mogelijkheid voor een test als 
a heert nog geen waarde then 
2.4, Een notatie 
We zullen voor opdrachten die aan een variabele een (nieuwe) waarde toeken-
nen op een speciale manier noteren, met behulp van het teken . - {wordt-
teken). 
Toegepaste in de tweedelingsalgoritme: 
(A2.4) verdachte groep ::::: hele gmep munten; 
while verdachte groep bevat meer dan een munt do 
~ weeg de ene helft van verdachte groep tegen de andere; 
verdaohte groep ::::: zwaardere helrt 
end; 
leg de munt die nu in de verdaohte g:roep zit apar't 
We zien dat links van .·- de naam van de variabele staat, rec11c:s 
nieuwe waarde. 
2.5. De korrektheid van de tweedelingsalgoritme 
Als we inzien dat deze algoritme eigenlijk dezelfde is als de halverings-
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methode bij het zoeken in een woordenboek, dan is het gemakkelijk ons van 
de korrektheid van deze tweedelingsalgoritme te overtuigen. De bewering 
waar het in dit geval om gaat is: de ver•dachte groep bevat steeds de zwaar-
dere munt. Het is duidelijk dat deze bewering geldig is als het proces voor 
het eerst bij while belandt, en ook dat de geldigheid niet wordt aangetast 
door het uitvoeren van het stuk algoritme tussen begin en end. 
Over de eindigheid hoeven we ons ook geen zorgen te maken: de verdachte 
groep wordt elke keer gehalveerd, en moet dus na een eindig aantal slagen 
uit precies een munt bestaan (omdat met een macht van Z gestart werd). 
Op het moment dat er nog maar een munt verdacht is, moet dit, zoals nu be-
wezen is, de zwaardere wel zijn. 
> 06 > Een iets verschillend gewichtenprobleem: van een aantal identiek uit-
ziende munten is er een die of zwaarder of lichter is dan de andere 
munten, die alle even zwaar zijn. Schrijf een tweedelingsalgoritme om 
met een balans vast te stellen welke de afwijkende munt is, en of deze 
zwaarder dan wel lichter is dan de andere. 
Ga ervan uit dat het aantal munten een macht van 2 is, maar minstens 4. 
(Van l of 2 munten kan immers niet worden vastgesteld of het om een 
zwaardere of een lichtere munt gaaL) 
2.6. Oriedeling 
het proces dat door de tweedelingsalgoritme werd beschreven, kwam het 
nooit voor dat de twee groepen munten die tegen elkaar gewogen werden even 
zwaar bleken. Door van deze mogelijkheid wel gebruik te maken, kunnen we, 
voor grote aantallen munten, met nog minder wegingen toe . 
De algoritme waarop het schema in . 4 berust ziet er zo uit: 
(A2.5) verdachte groep .- hele groep munten; 
while de verdachte groep bevat meer dan een munt do 
begin groep 1 . - een derde deel van verdachte groep_; 
groep 2 .- ander derde deel van verdachte groep; 
groep 3 .- laatste derde deel van verdachte groep; 
weeg groep 1 tegen groep 2; 
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:ft groep 1 en groep 2 even zwaar then verdachte groep :== g1•oep 3 else 
:ft groep 1 zwaarder clan groep 2 then verdachte groep := groep 1 ~Jee 
verdachte groep := groep 2 
leg de munt die nu in de verdaah-te groep zit apart 
>>>> Voer de algoritme uit met 27 munten, waarvan de achtste de zwaardere 
is. 
Omdat het steeds mogelijk moet zijn de verdachte groep in drie gelijke groe-
pen te verdelen, wer~-::t de.ze algoritme alleen voor een aantal munten dat een 
macht van 3 is. 
>07> Toon de korrektheid aan. 
Omdat het bij het in drie groepen verdelen alleen van belang is dat ~ 
van die groepen even groot zijn (zodat ze tegen elkaar gewogen kunnen worden), 
is het mogelijk de driedelingsmethode ook voor andere aantallen munten te 
gebruiken: 
(A2.6) 
verdaeh-te g_roep := hele gmep munten; 







:ft groep 1 
:ft groep 1 
ongeveer derde deel van verdachte gr•oep; 
even gmot deel van verdachte groep; 
resterend deel van ve.r>dachte groep_; 
1 tegen groep 2; 
en groep 2 even zwaar then verdaahte groep ::::: groep 3 else 
zwaarder dan groep 2 then vePdachte groep := groep 1 else 
Verdachte groep := groep 2 





Fig. 4 Schema. va.n een algoritme om van 9 munten de ene zwaa.rdere te vinden, 
Het is dui<lelijk dat het in ongeveer drieen delen van een groep van 7 mun-
ten neerkomt op 2, 2, 3; 8 munten: 3, 3, 2; 9 munten: 3, 3, 3; enz. 
»>> Voer de algoritme uit met 8 inunten, waarvan de vijfde de zwaardere is, 
>08> Stel dat bij het in drieen delen van de verdaohte groep alleen ervoor 
gezorgd wordt dat twee van de drie groepen precies even groot zijn 
(minstens l), terwijl de grootte van de derde groep willekeurig is 
(dus 8 munten warden verdeeld als 4, 4 0 of 3, 3, 2 of 2, 2, 4 of 
I, I , 6). ft de korrektheid van de algoritme dan onaangetast? 
ls er verder nog verschil? 
2, 7, Vergelijking van de drie algori tmen 
We hebben drie algoritmen ter oplossing van het gewichtenprobleem gezien: 




de verdaohte groep wordt steeds gehalveerd, totdat er nog 
maar een munt in zit. 
de verdachte groep wordt steeds in drieen gedeeld, totdat 
er nog maar een munt in zit. 
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De opzet van de een-voor-een-methode is de eenvoudigste. er wordt geen ge-
bruik gemaakt van de mogelijkheid meer dan een munt tegelijk te wegen. 
Het idee van de tweedeling gaat lets verder, en de algori.tme is ook minder 
gemakkelijk te lezen. In deze algoritme wordt wel gebruik gemaakt van de 
mogelijkheid grotere groepen munten te wegen, maar niet van de mogelijkheid 
dat beide groepen even zwaar zijn. 
De driedelingsalgoritme gaat nog een stap verder, en is iets moeilijker te 
doorzien. Hier worden alle mogelijkheden van de balans gebruikt. Als we het 
aantal wegingen vergelijken dat elk van de algoritmen gemiddeld nodig heeft, 
krijgen we het beeld uit fig. 5. (De tweedelingsmethode werkt alleen voor 
een twee-mach t aan munten.) 
aantal munten 
··---· ,..._-----·--·--~- --
l 2 3 !4 ·1--5 6 7 8 16 32 64 
een voor een 0 l I 
1 I 3 I f2 l /5 2 z 111 21/2 4 1/2 8 16 1/2 
-
methode: twee de ling 0 I ·1 2 ? ? ? 3 4 5 6 
-· ~!~~5/16 driedeling 0 I I 1112 14;5 2 2 4 
-
. 5 Tabel van het aantal wegingen dat gemiddeld nodig is. 
We zien dat de een-voor-een-methode voor kleine aantal len munten efficienter 
is dan de tweedelingsmethode en even efficient of efficienter (5 munten !) 
dan de driedelingsmethode, maar dat deze laatste methode bij grotere aantal-
len munten minder wegingen vereist. 
We zien hier de wet van behoud van ellende geillustreerd: om met minder 
toe te kunnen, moeten we een lastigere me ven. 
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3. Toepassing van variabelen 
3.!. Een gemiddelde bepalen 
We willen een algoritme opstellen voor het bepalen van het gemiddelde aan-
tal ogen dat bij het gooien met een dobbelsteen bovenkomt. We laten daarvoor 
tien keer gooien, de ogen bij elkaar tellen, en tenslotte dit bedrag door 
JO delen. We schrijven de algoritme voor iemand die de opdrachten gaat uit-
voeren met een dobbelsteen, een potlood, kladpapier en een vel papier voor 
het resultaat. 
(A3) aantal geda:ne worpen . - O; 
totaal geworpen ogen .- O; 
while aantaZ gedane worpen < 10 do 
~(l_in worp := aantal ogen bij nieuwe worp; 
aantal gedane u!orpen .- aantaZ gedane worpen + 1; 
totaaZ geworpen ogen .- totaal geworpen ogen + worp 
end; 
geef als resultaat de uitkornst van totaal geworpen ogen / 10 
>09> Wat gebeurt er, in gewoon Nederlands gezegd, met de waarde van het 
aantal geda:ne worpen in de opdracht 
aantal gedane wor'Pen . - aantal gedane worpen + 1 
>>>> Voer de algoritme uit. 
De drie variabelen van de algoritme hebben elk een eigen funktie, die door 
hun naam al enigszins wordt aangeduid: 
aantal gedane worpen bevat, elke keer dat het proces bij 1J)hi le belandt, 
het getal dat aangeeft hoeveel worpen er clan gedaan en geadmini-
streerd n; 
totaal geworpen ogen geeft, steeds als we ~hiZe komen,aan, hoeveel 
ogen er tot dan toe totaal gegooid zijn; 
1Jorp wordt steeds gebruikt om even het aantal ogen van de recentste 
worp te. onthouden, 
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De hier genoteerde algoritme heeft de gedetailleerdheid van een computer-
programma; het overeenkomstige programma zou er ook bijna hetzelfde kunnen 
uitzien. 
3.2. Output 
Omdat bij het gebruik van een computer het geheugen van die computer als 
kladpapier dienst doet, en we ni.et z-omaar k1mnen zien wat er in dat geheugen 
staat, moeten in een computerprogramma ook opdrachten voorkomen, die ervoor 
zorgen dat de gewenste resultaten worden afgedrukt. Orn ons daaraan al te 
wennen, zullen we in onze algoritmen gebruik ma:ken van opdrachten als 
schrijf ( 11uitkomst 11 ) 
met de betekenis: schrij f het tekstje uitkomst (of druk het al') 
of schrljf (totaaZ geworpen ogen / 10) 
met de betekenis: 
schri,j f de ui.tkomst van de deling totaal gewo1"f)en ogen I 10 op 
Zoals in programmeertalen gebruikelijk plaatsen we datgene wat getypt 
moet worden tussen haa:kjes, en als het om een letterlijk tekstje gaat, zet-
ten we dat nog tussen aanhalingstekens. Staan er geen aanhalingstekens, dan 
staat er een of andere formule, waarvan de uitkomst moet worden getypt (in 
het simpelste geva.l een get al of een variabele, waarvan de waarde moet wor-
den 
3.3. Input 
Vaak willen we een algoritme niet voor e.en speciaal geval opstellen (b.v. 
voor 8 munten) maar willen we met alle mogelijkheden rekening hou-
den (b.v. alle gehele positie.ve aantallen munten). Orn dan toch te kunnen re-
fereren naar de waarde van bepaalde grootheden, zullen we opdrachten ge-
bruiken als 
aantal rm.<nten := input 
met de betekenis : geef aantal rnunten als waarde het volger1-:i, 
invoergetallen. 
De serie invoergetallen kunnen we ons voorstellen als een strook 
van de 
waarop een serie getallen staat die een voor een aan de beurt komen, te 
beginnen met het eerste .. 
Als de zijn: 3 l -2 
dan heeft a . -- input; b .- input; c .- input 
hetzelfde eff ekt als a .- 3· 
' 
b .- 1· , c .- -2 
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3. 4. Vingeroefeningen met variabelen 
Omdat variabelen zo belangrijk zijn bij het prograrnmeren, is het goed er 
enige ervaring mee op te doen. 
l. Wat is het resultaat van het stukje programma: 
a ::::: 13; 
schrijf (a) 
Na uitvoering van de eerste opdracht , is de situatie: 
d.w.z. er is een variabele. a, die nu het getal 13 als waarde heeft. 
Zoals afgesproken is hiervan niets echt zichtbaar. Pas na uitvoering van de 
tweede opdracht wordt het getal 13 als output geleverd. 
2. Wat doet: 
a ::::: 13; b := ?; 
schrijf (a + b) 
Na uitvoering van de eerste opdracht is de situatie: 
Na uitvoering van de tweede 
De output luidt dus: 20 
3. a .-- 13; b := ?; schrijf (a - b) 
Output: 6 
4. a := 13; schrijf (a + b) 
Als dit een geheel programma moet voorstellen, is het fout, want de variabele 
b heeft geen waarde gekregen, zodat de tweede opdracht niet kan warden uit-
gevoerd. 
5. a .- 13; a := 14; scnrijf (a) 
Na de eerste opdracht: 
Na de tweede 
Output: 14 
6. a :::: 5; b :::::: a; schrijf (a) 
Nadat a de waarde 5 heeft gekregen, krijgt b diezelfde waarde, maar dit 
heeft. niet tot gevolg dat. de waarde van a verloren gaaL Output is dus: 5 
7. a := 7; b := 3; 
a := a + b; b := a - b - b; 
a := a + b; b := a - b - b; 
schrijf (a); sahrijf (b) 
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We zullen de uitvoering van dit programma stap voor stap volgen. Links de 
opdrachten, rechts de tussenresultaten op het kladpapier, na uitvoering van 
de opdracht links. 
Denk eraan: in de opdracht staat links de naam van de variabele, rechts de 
formule die aangeeft welke waarde de variabele moet krijgen. 
a b 
----
a .- 7 7 ? 
b .- 3 7 3 
a .- a+ b JO 3 
b .- a - b - b 10 4 
a :=a+ b 14 4 
b .- a - b - b 14 6 
Output: 14 6 
> 10> Wat is de output van de volgende series opdrachten: 
a. a .- 3; a .- 5· J schrijf (a) 
b. a .- J; b := a; sc:hrijf (a) 
c. a .- J· , b := a; schrijf (b) 
>JI> We zien dat in voorbeeld 7 de eindwaarden van a en b 
het dubbele zijn van hun beginwaarden. Zou dit ook gebeurd zijn voor 
andere beginwaarden van a en b? 
>12> Bedenk een serie opdrachten om uitgaande van de situatie: 
w ~ [J 
te komen tot de situatie: 
~ ~ 
De waarde van a na afloop doet niet ter zake. 
De algoritme moet natuurlijk ook goed gaan als er andere getallen in 
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a, b en c stonden: die moeten dan in b, c end komen. 
>J3> Bedenk een serie opdrachten om de waarden van de variabelen a en b om 
te wisselen. 
Als in de beginsituatie b.v. zou zijn: 
de uitvoering van de serie opdrachten de toestand zijn 
Aanwijzing: gebruik een extra variabele. 
moet na de 
rn rn 
> !l1> Bedenk ook een algoritme om de getallen in de variabele a en b om te 
wisselen zonder van een extra va:ria.bele geb:ruik te ma.ken. 
> 15> Als er get all en staan in de variabelen a en b, wat is dan, in gewoon 
Nederlands gezegd, het effekt van uitvoe:ring van de opdracht 
if a > b f!!:f!!J.. max := a e Zse max := b 
(a > b betekent a is groter dan b) 
>l6> Schrijf een stukje algoritme dat ervoor zorgt dat de variabele max 
a.ls waarde krijgt de grootste van de waarden van de variabelen a, b en c. 
>17> Schrij f een stukje algoritme dat, ervan uitgaande dat er getallen staan 
in a en b, ervoor zorgt dat het grootste van die twee getallen in 
a komt, en het andere in b. 
> 18> Schr:i.j f een s tukj e algori tme dat de 3 get all en in de variabelen 
a, b en c zodanig rangschikt, dat na afloop bet kleinste in a, bet 




- Een algoritme bestaat uit een (eindig) aantal opdrachten. 
- Elke opdracht is van een type dat aan de uitvoerder bekend is, 
- De opdrachten worden uitgevoerd in de volgorde waarin ze staan. 
- De uitvoering van een algoritme moet eens ophouden. 
- Een algoritme is in het algemeen niet alleen geschikt voor het oplossen 
van een bepaald probleem, maar voor een hele klasse van problemen (b.v. 
het vinden van de zwaardere munt uit ~ muntenverzameling met een zwaar-
dere, het zoeken van een willekeurig woord in een willekeurig woordenboek), 
Er moeten dan speciale aanwijzingen gegeven worden die bepalen welk pro-
bleem uit de klasse aangepakt moet worden (b.v. zoek het woord Za1re op 
in de lijst Atlantis, Utopia, Zaire). Deze gegevens worden invoer of input 
genoemd. 
Een algoritme levert resultaten af, b.v. via een opdracht als 
schrijf (a I b). Deze resultaten worden uitvoer of output genoemd. 
- Een algoritme bestaat vaak uit een gedeelte dat herhaald moet worden 
'-"-"'...;;;.;;;..;;;;_ of loop), voorafgegaan door enige opdrachten die ervoor zorgen dat 
de cyclus goed begint (initialisatie) en besloten met enkele opdrachten 
om de resultaten van de cyclus op te bergen of af te drukken. Binnen een 
cyclus komen vaak weer stukken voor met eenzelfde opbou;L 
!+. 2. Korrektheid 
Bij het bewijzen van de korrektheid van een algoritme gaat het vooral om de 
loops in de algori tme. 
Eindigheid: wijs bij zo'n loop een grootheid aan die door een geheel getal 
wordt gekarakteriseerd (b.v. aantal munten in de verdaahte groep), 
en die elke uitvoering van de loop met minstens i verlaagd wordt, 
1 de loop niet meer wordt uitgevoerd als deze g£3otheid een 
bepaalde waarde (b.v. O) heeft bereikt. 
Korrektheid resultaat: plaats met gelukk:i.ge hand enige beweringen op strate-
gische plaatsen in de algor:i.tme. Bewijs dat deze beweringen elke 
keer waar zullen n als het proces op de plaats van die bewering 
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is aangeland, Bewijs dit door volledige induktie, d.w.z.: 
!. bewijs dat de bewering de eerste keer geldt; 
2. bewijs dat als de bewering de eerste n keer heeft gegolden, hij 
ook de n+lste keer zal gelden. 
4.3. Notatie 
- In onze notatie warden opeenvolgende opdrachten van elkaar gescheiden door 
een punt-komma. 
- Opdrachten kunnen enkelvoudig of samengesteld zijn. 
- Enkelvoudige opdrachten zijn b.v.: 
a := a + 1 
b .- input 
schrijf (1 I a) 
weeg de ene helft van de verdach-te groep tegen de andere helft 
- Samengestelde opdrachten kunnen van de volgende soorten 
while test do opdracht 
if. test then opdracht else opdracht 2 
if. test then opdracht 
£!!Ji.in opdracht !; opdracht 2_; •.. opdracht n end 
De term opdracht kan hier zowel voor een enkelvoudige als voor een samen-
gestelde opdracht staan. Daardoor zijn konstrukties mogelijk als: 
if. test I then 
while test 2 do 
begin opdracht I; 
end 
else 
while test 3 do opdracht 2; 
if. test 4 then opdracht 3 
begin opdracht 4; opdracht 5; opdracht 6 end 
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5. Van een slordige lijst namert een· alfaoetische maken 
In een notitieboek hebben we in de loop van een aantal jaren de namen van 
enige duizenden mensen opgeschreven. De namen staan niet alfabetisch, en bet 
is dan ook wel voorgekomen dat een naam die niet snel vindbaar was, nogmaals 
is opgenomen. We willen nu een alfabetische lijst van deze namen aanleggen, 
waarin elke naam natuurlijk maar een keer mag voorkomen. 
Er zijn verschillende manieren om dit probleem in de praktijk aan te pakken, 
b.v. alle namen op kaartjes overschrijven en deze alfabetisch sorteren of de 
hele lijst op ponskaarten zetten en een programma schrijven dat de alfabe-
tische lijst laat afdrukken. We zullen hier een methode gebruiken die met de 
hand kan worden gevolgd, maar in zijn opzet toch aan die van een programma 
aansluit. 
Het is hierbij van belang eerst het repertoire vast te stellen van de te ge-
bruiken opdrachten. Laat dit repertoire er ongeveer zo uitzien: 
- bekijk de eerste naam uit de oude lijst 
- variabele := deze naam 
- neem de volgende naam uit de oude lijst 
- gum deze naam uit 
- schrijf op deze plaats van de oude lijst de naam ••. 
- voeg .•• aan de nieuwe lijst toe 
De te gebruiken tests: 
- is er nog een volgende naam in de oude lijst 
- is de oude lijst niet helemaal leeg 
- ••• is alfabetisch eerder dan de naam 
5.1. Eerste niveau 
Omdat het probleem nogal groot is in verhouding tot het niveau van de ele-
mentaire opdrachten, zullen we de algoritme eerst beschrijven in grotere 
bouwstenen, die dan later kunnen worden uitgesplitst. 
(AS. l) while de oude lijst is niet helemaal leeg do 
begin laagste := de alfabetisch eerste uit de oude lijst; 
gum de laagste uit de oude lijst weg; 
end 
i:i. laagste is nog niet aan de nieuwe lijst toegevoegd then 
voeg laagste aan de nieuwe lijst toe 
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We zien dat in de algoritme rekening wordt gehouden met het meermalen voor-
komen van een naam. 
5.2. Tweede niveau 
De ingewikkeldste bouwsteen i.n deze eerste opzet van de algoritme is: 
laagste := de al:fabetisch eerste uit de oude lijst 
Het is duidelijk dat het gedetailleerde stukje algoritme dat voor deze bouw-
steen in de plaats moet komen, neerkomt op het doorzoeken van de gehele oude 
lijst, van elke naam die daarin nag voorkomt vaststellend of 
eerder in het alfabet thuis hoort dan enige naam tot dan toe. 
soms nog 
Een andere bouwsteen die nag nader gedetailleerd moet worden is: gum de 
laagste uit de oude lijst weg. Hiervoor zijn drie strategieen denkbaar: 
I. De oude lijst nag eens doorlopen totdat een naam wordt aangetroffen die 
identiek is aan laagtrte, en deze dan ui tgummen. 
2. Bij het zoeken van de laagste steeds bijhouden waar deze laagste wordt 
aangetroffen, zodat deze later zonder zoeken kan warden uitgegumd. 
3. Bij het zoeken van de laagste deze uitgummen zodra hij wordt aangetroffen. 
Omdat mogelijkheid ! veel wer'k levert (voor de uitvoerder) en mogelijkheid 2 
zich nie.t laat uitdrukken met de opdrachten in ons repertoin! (er is geen 
opdracht om de namen door te nummeren, en ook geen om met die nummers te 
werken), zullen we proberen mogelijkheid 3 aan te gdjpen het uitgummen 
integreren in het zoekproces. 
Onmiddellijk duikt nu een moeilijkheid op; op het moment dat we de alfabe-
d.sch eerste naam van de st denken te vinden (b.v, Alfred E. Neuman) 
weten we niet zeker of niet een alfabetisch eerdere naam zal volgen 
(b.v. Anthony A. Aardvark). Als we dus de naam Alfred E. Neuman direkt uit-
gummen, blijkt het tegenkomen van de naam Anthony A. Aardvark dat dit 
niet terecht was, en deze laatste naam juist zou moeten worden uitgegumd. 
De : we gummen elke keer de nieuwe kandidaat-laagste (b.v. Anthony 
A. Aardvark) uit, en schrijven op die plaats de voorbarig uitgegumde oude 
kandidaat (Alfred E. Neuman) neer, enzovoort. Als Anthony A. Aardvark ten-
slotte de alfabetisch allereerste blijkt te 
gummen niet meer te bekommeren, dat is al gedaan. 
hoeven we ons om het uit-
Laten we het stukje algoritme 
la.agate := de alfabetische eerste uit de oude lijst; 
gum de laagste uit de oude lijst weg 
nu eens uitwerken volgens de zojuist ontwikkelde gedachte. 
(A5.2) laagste := eerste naam van de oude lijst; 
gum de eerste naam van de oude lijst weg ; 
while er is nog een volgende naam in de oude lijst c1o 
begin deze naam := volgende naam op de oude lijst; 
end 
ii. deze naam komt alfabetisch eerder dan laagste then 
begin gum deze naam van de oude lijst weg; 
schrijf op deze plaats de laagste; 
laagste := deze naam 
end 
{de laagste is nu ook uitgegumd} 
>>>> Voer deze algoritme uit met een klein lijstje namen, om zo enig in-
tuitief inzicht in de werking ervan te krijgen. 
5.3. Derde niveau 
In de uitwerking op het tweede niveau komt nog de vrij ingewikkelde bouw-
steen voor: 
if deze naam komt alfabetisch eerder dan laagste then ••• 
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Hier wordt van de uitvoerder gevergd dat hij niet alleen van twee letters 
kan bepalen welke eerder komt in het alfabet, maar ook kan nagaan welk van 
twee woorden alfabetisch (of beter lexicografisch) het eerste komt. Het 
is duidelijk dat deze laatste taak omschreven kan worden met behulp van de 
test: karnt deze letter alfabetisch eerder dan die? 
Als we de woorden "kanapee" en "kanarie" vergelijken, zien we dat de eerste 
vier letters gelijk zijn; pas de vijfde letter geeft uitsluitsel: ''kanapee" 
komt lexicografisch voor "kanarie". Een iets andere situatie doet zich voor 
bij vergelijking van "kanarie" en "kanariegeel". Hier zijn de eerste zeven 
letters gelijk, maar "kanarie" heeft geen a.chtste, en is daarom lexico-
grafisch het eerste, In een algoritme om dit vast te stellen moeten dus de 
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letters van het ene woord van links naar rechts met die van het andere woord 
vergeleken worden, totdat blijkt: 
- ofwel dat de letters ongelijk zijn, 
ofwel dat de letters van beide woorden op zijn, 
- ofwel dat de letters van een van beide woorden op 
In plaats van de test 
ii woord 1 alfabetisch voor woord 2 then 
kunnen we nu schrijven: 
(A5.3) letter 1 .- eerste letter van ~oord 1; 
letter 2 .- eerste letter van woord 2; 
while letter 1 == letter 2 
zijn. 
en zowel woord 1 als woord 2 heeft nog meer letters do 
begj_n letter 1 :== volgende letter van woord 1 ; 
letter 2 . - volgende letter van 1voord 2 
end; 
ii letter 1 alfabetisch voor letter 2 of 
woord 1 heef~ geen letters meer maar woord 2 wel then 
5.4. Uiteindelijke algoritme 
Als we niveau 3 inbouwer1 in nivea1,1 2 en het resultaat daarvan weer op ni-
veau I inpassen, krijgen we dit result.aat 
(A5 4) while de oude lijst is niet helernaal leeg do 
begin laagste :::::: eerste naam van de oude lijst; 
gum de eerste naam van de oude lij st weg; 
while er is nog een volgende naam in de oude lijst do 
begin deze naam := volgende naam op de oude lijst; 
end; 
letter 1 := eerste letter van rleze naam; 
letter 2 :::::: eerste letter van laagste; 
while letter 1 = letter 2 en 
deze naam heeft nog meer letters en 
laagste heeft nog meer letters do 
begin letter 1 :::::: volgende letter van rleze naam; 
letter 2 := volgende letter van Zaagste; 
end; 
it letter 1 alfabetisch voor letter 2 of 
de?,.e naam heeft geen letters meer, 
maar Zaagste wel then 
begin gum deze naa;n van de oude st weg; 
end 
schrijf op deze plaats de laagste; 
iaagste := deze naam 
{de laagste is nu ook uitgegumd} 
it de nieu:we lijst is nog leeg of anders 
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laagrrte verschilt van de laatste naam van de nieuwe lijst 
then voeg laagste aan de nieuwe lijst toe 
end 
N,B, De laatste test van niveau ! (A5, !) is in deze uiteindelijke versie 
nog vervangen door een kombinatie van twee eenvoudiger tests, 
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6. Verdeel en heers: programmerert door s tapsgewij ze verfijning 
Het vorige hoofdstuk hebben we besloten met een forse algoritme, die de op-
lossing was voor een niet eenvoudig probleem: aan iemand die eigenlijk al-
leen het alfabet kent, en kan overschrijven en uitgummen, aan het verstand 
brengen hoe hij van een lange ongeordende lij s t namen (met dub be le erbij) 
een alfabetisch geordende lijst moet maken. 
Wie de algoritme voor het eerst ziet zonder de voorgeschiedenis te k.ennen 
zal er moeite mee hebben de beschreven gang van zak.en te begrijpen. Nog veel 
moeilijker heeft iemand het, die zelf zo'n algoritme wil s maar 
niet de moeite neemt eerst de voorgaande stadia te doorlopen, Als hij er al 
in slaagt een algoritme in elk.aar te zetten, zal het hem ook moeilijk.er val-
len de korrektheid van zijn algoritme te laten zien. 
Het is dan ook van groot belang bij het programmeren de methode van staps-
gewijze verfijning te volgen: eerst schrijven we een korte algoritme, opge-
bouwd uit opdrachten die weliswaar een niveau eenvoudiger clan de op-
dracht: los het probleem op, maar waarvan toch enige zo grof dat ze, 
net als het oorspronkelijke probleem, in fijnere elementen moeten warden 
gesplitst, Door deze ning ver genoeg door te zetten belanden we ten-
slo.tte op het niveau van gedetailleerdheid dat door de programmeertaal ver-
eist wordt, Zo is dan een hierarchie van algoritmen ontstaan, waar we boven-
aan de algemene strategie zien uitkomen, terwijl onderin, als onder een ver-
grootglas, de details van de uiteindelijke algoritme zichtbaar worden 
(fig. 5), De belangrijkste vorm van verfijning is het splitsen van een op·· 
dracht in een aantal kleinere, onderling gelijkluidende opdrachten. Het 
voordeel van die gelijkluidendheid is dat maar een opdracht hoeft te warden 
opgeschreven, in een vorm als while test do opdracht. 
Dit verdeel- en heersprincipe van stapsgewijze verfijning stelt ons in 
staat iets omvangrijks toch nog te overzien en aan te pakken, 
6. I . Voorde len 
De direkte voordelen van dez.e hierarchische aanpak. tweeerlei: 
l. Bij het programmeren hoeven we niet op alles tegelijk te letten. 
2. Het aantonen van de korrektheid van de eind-algoritme kan gebeuren door 
een aantal korte zen op de verschillende niveaus. 
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fig. 5 Stapsgewijze verfijning 
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Toegelicht aan de hand van de algoritme voor het alf abetiseren van een naam-
register: 
!. Op het eerste niveau zorgden we ervoor dat de namen een voor een, zonder 
dubbele toe te laten, op de nieuwe lijst kwamen. Op het tweede niveau 
bekommerden we ons alleen om het vinden van de lexicografisch eerste naam 
van de oude lijst, en het uitgummen ervan, Op het derde niveau tenslotte, 
behoefden we alleen nog aan te geven hoe bepaald kan worden of een naam 
lexicografisch eerder komt dan een andere naam. 
2. De eindigheid van de algoritmen kan op de verschillende niveaus apart 
aangetoond worden; elk van deze. drie bewij zen is eenvoudig. Wat de kor-
rektheid van het resultaat betreft: op het eerste niveau tonen we aan dat 
als de namen in lexicografische vol.gorde van de oude st behaald worden, 
de nieuwe l.ijst korrekt en zonder dubbele namen warden opgestel.d. Op het 
tweede niveau kan bewezen worden dat de vol.gorde waarin de namen afgele-
verd worden lexicografisch is, als het derde niveau korrekt werkt het-
geen dan tenslotte nog aangetoond moet worden. 
Nog twee extra voordelen van het programmeren door stapsgewijze 
zijn de volgende: 
J. Dokumentatie. In de praktijk moeten programma 1 s vaak lang nadat ze ge-
schreven zijn aangepast worden aan nieuwe eisen. De programmeur, of een 
ander, moet dan, soms jaren later, weer wijs worden uit de tekst voor 
het programma. Deze tekst op zich is daarvoor in het al.gemeen niet vol-
doende, deze moet voorzien zijn van enige vorm van voor de mense-
lijke lezer, De hierarchie van steeds gedetailleerdere algoritmen is de 
ideale dokumentatie voor dit doel., omdat hierin juist die begrippen wor-
den gehanteerd die aan ons menselijk begrip aansluiten, 
2. Modul.a:r.iteit, d.w.z. opgebouwd zijn uit losse vervangbare elementen. 
Doordat we op ieder niveau bepaalde bouwstenen aanwijzen die verder wor-
den gedetailleerd, we in staat om stukken die aan nieuwe eisen moe-
ten worden aangepast op een of ander niveau aan te wijzen, en al.leen dat 
stuk opnieuw te verfijnen tot het vereiste niveau, 
Ook voor het overnemen van stukken uit een algoritme in een andere, is 
het nuttig als de oorspronkelijke algoritme modul.ai.r was opgebouwd. 
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6. 2. Moeil ij kheden 
Natuurlijk moeten we bij het verfijnen van de ene opdracht van niveau I re-
kening houden met de uitwerking van andere opdrachten van niveau l, We heb-
ben dat gezien bij het verfijnen van de opdrachten laagste := de alfabetisch 
eerste uit de oude lijst, en gum de laagste uit de oude lijst weg. De uit-
werkingen van deze twee handelingen bleken zee.r. met .alkaar verweven te zijn. 
Het is dan ook verstandig eerst die opdrachten aan te pakken waarvan de uit-
werking de grootste invloed lijkt te gaan hebben op de verfijning van andere 
opdrachten. Ook dan zal het niet altijd te vermijden zijn dat zo 1 n als eerste 
uitgewerkte opdr.acht weer moet worden aangepast onder invloed van de ver-
fijning van ander.e opdrachten. Ook zal het wel voorkomen, dat we er met het 
uitwerken van de opdrachten van een bepaald niveau niet komen: soms blijkt 
bij de detaillering b.v. dat een of andere initialisatie nodig is die op het 
hogere niveau niet voorzien was. 
6.3. Konklusie 
Hoewel we dus op de methode van stapsgewijze verfijning niet kunnen blind-
varen, en programmeren wel altijd een kwestie van passen en meten zal blij-
ven, geeft deze methode van hierar.chisch programmeren een belangrijk hou-
vas t dat vooral voor forsere algoritmen moeilijk gemist kan wo:rden. 
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7. Arrays 
Bij het uitwerken van het eerste niveau van de algoritme voor het alfabeti-
seren van een lijst namen (AS.I), moesten we een methode kiezen voor het 
vinden van de lexicografisch eerste naam, en tevens voor het uitgummen van 
die naam. We stonden toen voor het probleem hoe we de plaats van de naam 
die we moesten uitgummen konden onthouden. Daarbij hebben we de mogelijk-
heid van genummerde namen niet gekozen, omdat we ons een ander opdrachten-
repertoire hadden voorgenomen. 
Het is goed die weg alsnog in te slaan, omdat de situat.ie van een rij ge-
nummerde gegevens in de praktijk van het programmeren een grote rol speelt. 
In de meeste programmeertalen kan de programmeur naast gewone variabelen 
ook arrays gebruiken; een array is een rij variabelen, die ieder dezelfde 
naam, maar een verschillend nummer hebben. De variabelen in de array a wor-
den aangeduid met b.v. a [3], a [4], a [OJ enz. Dit lijkt weinig te verschil-
len van het gebruik van gewone variabelen als aJ, a4 of aO, maar een be-
langrijk voordeel van het gebruik van een array is, dat de afzonderlijke va-
riabelen ook kunnen worden aangeduid door b.v. a [teller•]. Als teller de waar-
de J heeft wordt hiermee de variabele a [JJ aal1J4l:<e.gieven. Ook aanduidingen 
als a [n - 4] of zelfs a La [0]] zijn mogelijk. (De uitdrukking tussen de 
vierkante haken wordt <le index genoemd.) 
Als de waarden van !00 gewone variabelen bij elkaar moeten warden opgeteld, 
moeten we dat zo opschrijven 
s .- al+ a2 + aJ + a4 + ... + alOO 
maar dan met de namen van de andere variabelen Lp.v. de stippeltjes. 
Zijn de 100 variabelen opeenvolgend genummerde elementen van een array, dan 
gaat het ook zo: 
(A7. I) -teller .·= O; s := O; 
while teller < 100 do 
begin teller := -teller + 1; s := s + a [teller] end 
We zien dat a [teller] telkens een volgende variabele aanduidt, doordat de 
waarde van teller steeds met 1 verhoogd wordt. 
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7. I. [or-opdracht 
Het komt bij het programmeren vaak voor dat een stukje algoritme een zeker 
aantal keren (zeg 100) moet warden uitgevoerd. In A7.l, en eerder in A3 
gingen we zo te werk: 
teUer := D; 
while teller < 100 do 
begin teller := teller + 1; 
te herhalen stuk 
end 
In de meeste programmeertalen bestaat een eenvoudige notatie voor zulke ge-
vallen. Wij zullen deze gebruiken: 
for te Uer f!:.2!.!l 1 -to 100 do te herhalen stuk 
A.ls we deze schrijfwijze toepassen voor A7.J: 
s := 0; 
[or teUer from 1 to 100 do s . - s + a [teUer] 
Toegepast in A3: 
totaal geworpen ogen := O; 
[pr aantal gedane worpen from 2 to 10 do 
E!!Jl..in warp := aantal ogen bij nieuwe worp; 
totaaZ geworpen ogen := totaal geworpen ogen + warp 
en{!:.; 
schr•ijf (totaal geworpen ogen I 10) 
In de formulering from 1 to 100 do 
geeft de 1 de startwaarde voor de teller aan; de 100 geeft aan hoe groat de 
waarde van de teller maximaal mag zijn: is de waarde van de teller grater, 
dan wordt het te herhalen stuk niet meer uitgevoerd. 
7.2. Vingeroefeningen met arrays en for-opdrachten 
>19> Van twee arrays a en b moeten de elementen 1 t/m 100 onderling van 
waarde verwisseld warden, dus a [1] met b [1], a [2] met b [2], enz. 
Schrij f hiervoor een s tukj e algor·· ~me. 
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>20> In een array v moeten de variabelen v [-10] t/m v [10] achtereenvolgens 
de getallen -10, -9, ••• , 10 als waarde krijgen. 
Scbrijf hiervoor een stukje algoritme. 
>2J> Op een zeker punt in een algoritme moet bet kleinste van de getallen 
in de elementen 1 t/m 100 van de array g gezocbt worden. 
Scbrijf een stukje algoritme dat een verfijning is van: 
minimum:= het kleinste getal in g [1] t/rn g [100] 
>>>> Verander de algoritme uit >19> zo dat ook gezorgd wordt voor 
aantaZ := aantal keren dat dit minimum voorkl-rarn 
>22> In array oud. staan n oud getallen (in de variabelen oud [1] t/m 
oud [n oud].Om in een array nieUJll een verzameling aan te leggen van 
alle verschillende getallen uit de array oud, kunnen we zo te werk 
gaan: 
for oud wijzer from 1 to n oud do 
begin ft oud [oud wijzer] kornt nog niet in nieUJll voor then 
voeg oud [oud wijzer] aan nieUJll toe 
end 
Verfijn deze algoritme. 
>23> In de tweede algoritme van deze cursus (Al, bet zoeken van een element 
in een rij elementen die van klein naar groot geordend is) gebruikten 
we eigenlijk ook een array, b.v. in de uitdrukking het element waar-
na.ar de d:uim verwijst. In array-notatie: element [duim]. 
Herscbrijf deze algoritme in de notatie van arrays en variabelen. 
Haak gebruik van de aanduiding midden (a, b) om een getal ergens hal-
verwege tussen a en b aan te geven, 
Laat de algoritme ook voor output zorgen: bet nummer van bet gezocbte 
element, of anders het teks tje "niet aanwezig". 
>>>> Van de rij getallen 
vonnen de getallen 
8 4 9 3 5 
8 6 7 6 
de cumulatieve gemiddelden: het derde cumulatieve gemiddelde (7) is 
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het gemiddelde van de eerste drie getallen, het vierde cumulatieve ge-
middelde (6) van de eerste vier, enz. 
Schrijf een stuk algoritme dat van n opeenvolgende input-getallen de n 
opeenvolgende cumulatieve gemiddelden in de array awn opbergt. 
We zullen nu algoritme AS.l uitwerken, ervan uitgaande dat de namen op de 
oorspronkelijke lijst genUJDIDerd staan als in een array, n.l. van 1 t/m N, 
We zullen de opdrachten van AS.I niet in de volgorde uitwerken waarin ze 
staan, maar beginnen met de invloedrijkste (A), dan de invloedrijkste die 








is niet helemaal leeg do 
laagste .- de alf'abetisch eerste uit de oude lijst_; 
gum de laagste uit de oude lijst weg; 
ii laagste is nog niet aan de nieuwe lijst toegevoegd then 
voeg laagste aan de nieuwe lijst toe 
A: plaats :=: 1; 
(A7. 2) [or teller from 2 to aantal oude do 
ii oud [ te lleio J lexicografisch voor oud (p laats J then 
plaats := telleio; 
laags te : = ou.d [p laats J 
De variabele aantal oude moet wel in het begin van de algoritme de 
waarde N krijgen (zie F), De variabele plaats wordt om de 
index in de array oud te onthouden waar de laagste-tot-nu-toe werd 
gevonden. De algoritme lijkt verder veel op die voor het vinden van 
het kleinste van een rij getallen (zie >21>). 
B oud [plaats := oud [aantal oude]; 
aantal oude :== aantal oude - .1 
Door op de positie waar laagste gevonden is de laatste naam van de 
oude lij st te is dit gat , zodat het proces in la-
tere slagen op dezelfde manier kan verlopen (zonder voorzieningen 
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om zo'n gat over te slaan). Omdat nu de laatste plaats van de oude 
lijst niet meer nodig is, wordt aantai oudB met 1 verlaagd. 
c: aa:ntai oudB > O 
D: aa:ntai niewue = O of anders 
iaagste I nie'Wil [aa:ntai niewue] 
De variabele aantaZ niew.ve moet op 0 geinitialiseerd zijn (zie F), 
en moet bij elke toevoeging van een nieuwe naam met 1 verhoogd wor-
den (zie E). Deze variabele is nodig opdat het proces weet tot waar 
de array nieuw gevuld is. Er is geen andere manier om daarachter te 
komen. 
E: aantaZ nieuwe := aantaZ nieuwe + 1; 
nieUJJJ [aa:ntaZ nieUJJJe] := Za.agste 
F: aa:ntaZ oudB := N; aantaZ nieUJJJe := 0; 
Deze initialisatie was op het eerste niveau niet voorzien. 
Tot een geheel samengesteld: 
(A7.3) aa:ntai oudB := N; aa:ntaZ nieUJJJe := O; 
whiie aa:ntaZ oude > 0 do 
begin pZa.ats := 1; 
end 
for- teUer- [Pom 2 !.£_ aa:ntal oudB d.o 
:f:1 oud [ te Uer- J lexicografisch voor oud [p laats J then 
pZaats := teller; 
Zaagste := oud [plaats]; 
oud [pZaats] := oud [aa:ntal oudB]; 
aa:ntal oudB := aa:ntal oude - 1; 
:f:.i aa:ntal nieUJ.Ve = O of anders 
laagste ~ nieuw [aantal nieuwe] then 
befiin aa:ntal niew..Je := aa:ntal nieUJJJe + 1; 
nieUJJJ [aantal nieUJJJe J := laagste 
end 
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>24> In een array d staat in elk van o;le elementen d[1] t/m d[1000] een 0 of 
een 1. Schrijf een algoritme die bepaalt hoeveel nullen en hoeveel enen 
er in de arra.y voorkomen, en die deze aantallen als output geeft. 
>25> Pas de algoritme van >22> aan voor het geval dat in de array niet nullen 
en enen staan, maar de getallen 1, 2, 3 en 4. 
Maak de verandering op het goede niveau, en werk het veranderde niveau 
dan verder uit, totdat de gehele algoritme is aangepast. 
>26> Verander de algoritme van >25> nu voor het geval dat er niet 4 maar n 
mogelijke getallen in de array staan, n. L de getallen 1, 2, ,, . n. 
>27 > De rij van Fibonacci ziet er zo uit 
0 2 3 5 8 13 
De begint met 0, I, en verder is elke term gelijk aan de som van 
de twee voorafgaande. 
Een eenvoudige om de termen 0 t/m JOO uit de 
nacci te laten uitvoeren is: 
bouw de rij op; 
voer de u.i.t 
Uitgewerkt 
f[OJ ::::: O; J ::::: 1; 
for i t'rom 2 until 100 do f[i] :~o f[i - 1] + f[i - 2]; 
f.or i f.rom 0 until 100 do schrijf (f[i ]} 
Het eerste niveau van een andere aanpak zi.et er zo uit: 
initialiseer; 
[_or i from 0 to 100 do 
bereken de volgende term en voer deze uit 




7.3. Meer-dimensionale arrays 
Als we de algoritme A7 .2 willen verfijnen tot het niveau van het vergelij-
ken van letters Lp.v. namen zoals we dat ook in AS.4 gedaan hebben, dan 
ligt het voor de hand ook de namen op te vatten als arrays, met in elke 
positie een letter. Daarbij is dan voor elk woord nog een variabele nodig 
waarin het aantal letters van het woord is aangegeven. 
Omdat we met veel namen te maken hebben, zullen.we ook veel arrays nodig 
hebben en, wat belangrijker is, we zouden deze arrays genullllllerd willen zien 
(zoals de namen in A7.2 genUllllllerd waren): we hebben behoefte aan een array 
van arrays. 
We kunnen daarvoor gebruik maken van een twee-dimensionale array, dat is 
een hoeveelheid variabelen met elk twee indices. 
We kunnen ons zo'n twee-dimensionale array zo voorstellen 
2 3 4 5 6 7 8 9 10 
c 0 w z N 0 F s K I 
2 A A R D v A R K 
-- ·-· 




Als de array letter heet, dan heet de variabele waarin de V staat: 
letter [2, 5], die met de Z letter [1, 4]; in letter [1, 2] staat een O, 
in letter [2, 1] een A, enz. De derde letter van naam nr. teZZer duiden we 
dus aan met letter [teZler, 3]. 
> 28> Herschrij f AS. 3 in deze no ta tie, en pas deze dan in A7. 2 in, op de 
plaats van de test 
if._ oud [ te ZZer J lexicografisch voor· oud [ p Zaats J then ... 
Daarbij wordt de array oud twee-dimensionaaL Van elk van de namen 
in oud is tevens het aantal letters gegeven. Soortgelijke konsekwen-
ties zijn er voor Zaagste. 
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>zg> Veronderstel dat de opdracht a := dobbel (61 ervoor zorgt dat de vari~ 
abele a als waarde krij gt een van de getallen l , 2, 3 4 .5, 6 en wel 
elke met een gelijke kans. Dat betekent dat na 6000 keer uitvoeren van 
deze opdracht ongeveer 1000 keer een l aan a wordt toegekend, 1000 een 
2, enz., en dit zonder verband tussen twee opeenvolgende keren. Schrijf 
een algoritme die 10000 keer dobbelt, en als output levert 
I. hoe vaak het resultaat l was, hoeveel 2 enz. 
2. hoe vaak na een l weer een l gedobbeld werd, hoe vaak na een J een 
2 en zo van elk van de 36 combinaties. 
> 30> Pas de algoritme uit >29 > a.an, zodat ook werkt voor een dobbel-
steen met n kanten: a ::::: dobbel (n) levert met gel.ijke kansen de waar-
den l, 2, ••• , n. (n kan elk geheel getal grater dan I 
>31 > Schrijf een stuk algoritme dat de variabelen a [k] t/m a bekijkt 
(k en g zijn variabelen en de waarde van k is kleiner dan d:i.e van g), 
en dat ervoor zorgt dat de kleinste waarde die in dit stuk array wordt 
aangetroffen, aan a [k] wordt toegekend, l de oude waarde van 
a [kJ elders ir het stuk array geplaatst wordt, zodat geen van de oor-
aanwezige waarden verloren gaat. 
>32> f nu, uitgaande van >3r> een stuk algoritme dat de waarden van 
alle variabelen a[k] t/m a[g] van klein naar groot ardent, zodat na af-
loop voor elke i (k ~ i < g) geldt: a [i] ~a [i + l], 1 geen van 
de oorspronkelijke waarden verloren gaat. 
Waar nodig zullen we ook arrays van dimensie 3 en hoger gebruiken. 
>>>>In de variabelen b [1] t/m b [1000] staan getallen 0 en J. een 
algoritme die berekent hoeveel elk van de 16 verschillende opeenvol-
van 4 nullen en/of enen voorkomL Lever ook output. 
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8. Data structures 
Bij het program:meren moeten we ook bedenken op welke manier we de informatie 
waarmee we wer.ken zullen opber.gen: in losse var.iabelen, in arrays, in combi-
naties van deze. De keuze van deze data structures hangt af van 
- de aard van de informatie die we willen hanteren: een enkelvoudige gr.oot-
heid zullen we niet in een array opbergen; 
de manier waarop we met die informatie willen omspr.ingen: als we van een 
aantal gegevens nu eens dit dan weer dat nodig hebben, afhankelijk van de 
waar.de van een bepaalde variabele, dan zullen we die gegevens in een array 
opbergen; 
- de keus die de programmeertaal ons biedt: soms weinig meer dan: 
a. enkelvoudige variabelen, elk slechts geschikt voor waarden van een type: 
gehele getallen, reele getallen, waarheidswaarden, soms letters' 
b. een- of meer-dimensionale arrays, elk geschikt voor waarden van een 
type. 
8. I. Integer variabelen 
Een variabele die alleen een geheel getal als waarde kan hebben, wordt een 
inte~er variabele genoemd. Het voor.deel van het gebruik van integer. boven 
dat van real variabelen is, dat ze minder geheugenruimte vergen. In de 
meeste progra.mma's komen heel wat grootheden voor die van nature alleen ge-
hele getallen als waarde kunnen aannemen: tellers, de laagste en de hoogste 
index waar een array gevuld is, een variabele wa.arin geturfd wordt hoe vaak 
iets bepaalds is voorgekomen~ Een regelmatig voorkomend gebruik van integer 
variabelen zien we in het volgende voorbeeld" 
In een schaa.kpr.ogramma moeten de stukken van elkaar onderscheiden worden, 
en daartoe kr.ijgen de verschillende soorten elk een nummer: 
pion 1 toren 4 
paard 2 dame 5 
Zope:r 3 koning 6 
In het progra.mma kan dan een variabele geslagen stuk a.ls waarde bet kode-
getal krijgen dat bij het uist geslagen stuk hoorL 
Daarna kan in het programma staan; 
it ges Zagen stUk = 1 then 
it geslagen stuk = 5 then 
else 
De variabele gesZagen stuk is klaarblijkelijk van het type integer. Het is 
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raadzaam om bij het werken met zulke getal-koderingen aan het begin van het 
programma een aantal opdrachten te plaatsen als: 
pion := 1; paard .- 2; loper := 3; 
toren := 4; dame .-· 5; koning := 6 
Verderop kan het programma daardoor veel leesbaarder worden, en daardoor 
kunnen fouten voorkomen worden: 
it geslagen stuk =pion then ... else 
it geslagen stuk = dame then 
8.2. Real variabelen 
Een variabele die een (reeel) getal als waarde kan hebben, wordt een real 
variabele genoemd. Een real variabele kost in het algemeen evenveel tot 
tweemaal zoveel geheugenruimte als een integer variabele. Typische reals 
fysische grootheden als lengte, temperatuur, soortelijk. gewicht of 
resultaten van mathematische bewerkingen als wortel en sinus. 
8.3. Boolean variabelen 
Zoals in een real of integer variabele de uitk,omst van een berekening met 
getallen kan worden opgeborgen, zo kan in een boolean variabele het resultaat 
van een test worden bewaard. Omdat een test maar op twee manieren kan uit-
vallen, kan een boolean variabele alleen de waarde test klopt of test klopt 
niet krijgen. We schrijven deze waarden als true en false_. 
In sommige syst.emen beslaat een boolean variabele evenveel ruimte als een 
integer variabele, in andere passen er 20 a 30 boolean variabelen op de 
plaats van een integer variabele, 
Voorbeeld van een (weliswaar onnuttig) gebruik van een boolean variabele: 
it a > b then grater := ~ else grater := false; 
it grater then begin w := a; a := b; b := w end 
We zien dat in plaats van een test (zoals a > b) ook een boolean variabele 
(zoals grater) mag staan: deze boolean heeft al.s waarde immers de uitkomst 
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van een test. Hetzelfde verschijnsel we bij andere variabelen ook tegen-
gekomen in plaats van a := 3 + 4 kunnen we ook 
b := 3 + 4; 
a := b 
Het voorbeeld met de boolean variabele groter kan korter zo gesc.hreven worden: 
grater ::::: a > b; 
it. groter then ~ w ::::: a; a ::::: b; b ::::: w end 
Met de opdrac.ht groter ::::: a > b is niets vreemds aan de hand: net als in 
andere toekenningsopdrac.hten moet de waarde berekend warden van wat rechts 
van :::::: staat, en het resultaat van die berekening (hier of false) moet 
toegekend worden aan de variabele die links van := genoemd wordt. Met deze 
waarde wordt verder gewerkt zodra weer de waarde van de variabele gevraagd 
wordt. 
Een notatie: Lp.v. grater :=a > b; l<log .- niet groter s 
g:r.vter ::::: a > b; klog := 1 grater 
>>>> Hers c.hrij f het voorbeeld zonder boolean variabele. 
>33> Wat wordt het resultaat afgeleverd door de volgende 
a. p := 3; q ::::: 5; 
it. p > q then schrijf ("nee") eZse schrv1:jf ("ja") 
b. p .- 3; q ~ ••U Fi; gr ;:::: p > q; 
it. gr then schrijf ("nee") else schrijf (",ja") 
c. gr := false; 
gr then schrijf {"nee 11) e Zse s chrij f ) 
d. p .- 3; q ::::: 3; 
ven we: 
:!:..f_ p > q of p < q then schrijf ("nee") else schr1:Jf ( 11ja 11 ) 
e. p := 3; q := 3; gr := p = q; 
gr := •gr; 
gr then schrijf ("nee") else schri;ff 
f. p := 3; q := 3; 
it. false then schn'.Jf ("nee 
it. false of p = q then schrijf ("ja") 
g. gr• := true; p := 3; q := 3; 
it.··-1 gr then schri;ff ("nee"); 
gr en p :::: q then ("ja") 
47 
Om een nuttig gebruik van een boolean variabele te zien zullen we een algo-
ritme opstellen voor het volgende probleem. In een array a [1] t/m a [wijzer] 
staan getallen. Het getal in de variabele nieUJ;J moet toegevoegd worden als 
het niet in de array a voorkomt. 
Eerste niveau: 
i.ni ti.ali.satie; 
while er zijn nog meer getallen i.n a en 
nieUhJ nog niet aangetroffen do 
vergelijk nieUhJ met het volgende geta1 in a; 
ii niet gevonden then voeg nieuw toe 
Tweede niveau (zonder boolean variabele): 
1, := O; 
while i < wijzer en a [i + 1J I nieuw do i ::::: i + 1; 
{nu geldt of i .'.:., wijzer of a [i + 1] = nieuw, 
beide tegelijk kan niet} 
ii i <:: wij zer then 
begin wijzer := wijzer + 1; 
a [wijzer] := nieuw 
end 
Tweede niveau (met boolean variabele): 
i ::::: O; gevonden := false; 
while i < wijzer en -, gevonden do 
begin i ::::: i + 1; 
ii a [ i J = nieuw then gevonden .·::::: true 
end_; 
· {nu geldt of i > wijzer of gevonden} 
ii I gevonden then 
pegi71 wi,jzer := wijzer + 1; 
a [wijzer] ;:::: nieuw 
end 
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De versie met boolean variabele is leesbaarder, de korrektheid valt gemak-
kelijker in te zien, en hij is iets efficienter: nadat de while-loop is af-
gelopen hoeft alleen nog de waarde van gevonden te worden geinspecteerd om 
te zien of nieW/J moet worden toegevoegd. In de eerste versie moet de test 
i ?._wijzer worden uitgevoerd en dat zal iets meer werk zijn. 
Vaak is het gemakkelijk een grootheid die maar twee verschillende waarden 
kan krijgen in een boolean variabele op te bergen. 
In het schaakprogramma zou een inte~r variabele zet gebruikt kunnen worden 
om bij te houden wie aan zet is: zet heeft de waarde 1 als wit aan zet is, 
en 2 als zwart aan zet is. Als we dan zorgen voor de initialisatie 
wit := 1; zwart := 2 
en vervolgens zet := wit dan kan verderop in het programma staan: 
:!:i. zet = wit then ••• else ..• 
en om aan te geven dat nu de ander aan zet is: 
:!:i. zet =wit then zet := zwart else zet :=wit 
(Liever niet in plaats hiervan het ondoorzichtige : zet := 3 - zet), 
Als we in plaats van de integer variabele zet een boolean variabele wit aan 
zet gebruiken, dan kan vooraan in het programma staan: 
wit aan zet := tPue 
en verderop: 
:!:i. wit aan zet then •.• else 
en om de ander de beurt te geven 
wit aan zet := -, wit aan zet 
(d.w.z. de variabele wit aan zet krijgt als nieuwe waarde het tegengestelde 
van zijn oude waarde). 
8.4. Arrays 
In plaats van een aantal aparte variabelen gebruiken we arrays,als die 
variabelen als een serie gelijksoortige grootheden bewerkt moeten worden. 
We hebben al nuttig gebruik van arrays gezien, zoals voor een alfabetisch 
geordende lijst waaraan steeds een nieuwe naam moet worden toegevoegd, na-
dat deze met alle aanwezige namen vergeleken is en niet aangetroffen, 
Een regelmatig voorkomend nuttig gebruik van arrays is wat genoemd kan wor-
den "het koderen van een aantal alternatieven". We zien dit in het volgende 
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voorbeeld, weer ontleend aan een denkbeeldig schaakprogramma. Nadat een stuk 
geslagen is, willen we de waarde van dat stuk aftrekken van de totale waarde 
van de stukken op het bord (een paard is 3 pionnen waard, een toren 5, enz.). 
Niet zo handig is dan: 
:ft. ges Zagen stUk = pion then totaal .- totaal - 1 else 
:ft. geslagen stuk :::: pacwd then totaal .- totaal - 3 else 
:ft. geslagen stUk ::: Zope1' then totaaZ .- totaal 3 else 
il gee Zagen stUk = toren then totaal . - totaaZ - 5 else 
il ges Zagen stuk = dame then totaaZ . ·- totaaZ 9 
Beter is het aan het begin van het programma een array waarde te vullen: 
l 2 3 4 5 
wacwde [ 1 I 3 I 5 I 5 I 9 I 
In plaats van de vijf regels hierboven kan een regel dienst doen: 
totaaZ := totaal - waarde [gesZagen stukJ 
Het programma wordt hierdoor leesbaarder, waardoor fouten minder snel ge-
maakt warden, en, eenmaal gemaakt, eerder opvallen. 
8.5. Overbodige arrays 
Een heel belangrijke regel bij het kiezen van een data structure is 
gebruik geen arrax als het met enige variabelen even goed lukt. Een goede 
reden hiervoor is dat het werken met array-elementen een computer meer tijd 
kost dan het werken met enkelvoudige variabelen. Als in plaats van een gro-
tere array enkele losse variabelen gebruikt kunnen worden, is het voordeel 
duidelijk: minder geheugengebruik, want de geheugenruimte is beperkt. Een 
voorbeeld van het gebruik van enkele variabelen i.p.v. een grote array 
hebben we gezien in <25<, waar twee manieren ter sprake kwamen om termen 
van de rij van Fibonacci te berekenen. Doordat we met een rij getallen te 
doen hebben, 
dat is 
het misschien voor de hand een array te gebruiken. Maar 
want 
l. de output van b.v. de tiende term hoeft niet te wachten op de berekening 
ftiende; de output eist dus niet het opslaan in een array; 
2. voor het berekenen van een term alleen de twee voorafgaande termen 
nog nodig; de algoritme kan dus volstaan met twee va:riabelen om deze 
twee termen in te onthouden. 
so 
Als we in een programma met punten in een plat vlak willen werken, zullen we 
zo 1 n punt in het algemeen weergeven door zijn koordinaten in een rechthoekig 
assenstelseL De koordinaten van punt A zouden we dan kunnen opbergen in 
A [1] en A [2]. Een afstand AB zouden we zo berekenen: 
AB := wortel ((A [1] - B [1]) 2 + (A [2] - B [2]) 2) 
en de omtrek van de driehoek ABC zo 
omtrek := wortel ((A [1] - B [1JJ 2 + (A [2] - B [2 + 
wortel ((B [1] - C [1JJ 2 + (B [2] - c [2JJ 2J + 
wortel ((C [1] - A [1JJ 2 + (C [2] - A [2JJ 2J 
Er is in dit voorbeeld geen enkele reden om de beide koordinaten van een 
punt in een array van t~ee elementen op te bergen. 
Zo gaat het ook, en sneller: 
omtrek :::: wortel ((xa - xbJ 2 + 
wortel ((xb - xcJ 2 + 
wortel ((::cc - xa) 2 + 
2 (ya - yb) J + 
2 (yb - ye} J + 
2 (ye - yaJ J 
Als in het programma met een groter aantal punten gewerkt wordt, is he.t vaak 
wel handig de x-koordinaten in een array op te bergen, en de y-koordinaten 
in een andere. De omtrek van een veelhoek gevormd door de pun ten 
(x[J], y[l]), (x[2], y[2]), ..• (x[!O], y[!O]) kan dan zo berekend worden: 
omtrek := wortel ((x [1] - x [10JJ 2 + (y [1] - y [10JJ 2J; 
for i from 1 to 9 do 
omtrek := omtrek + wortel ((x [i + 1] - x [iJJ 2 + [i + 1] - y [iJJ 2 
en de koordinaten xz en yz van het zwaartepunt van deze tien punten: 
xz:=O;yz:=O; 
[_or i from .1 to 10 do 
begin xz := xz + x [i]; yz := yz + y [i] ~.!':!!:.; 
xz := xz I 10; yz := yz I 10 
Een vuistregel voor het vermijden van overbodig gebruik van arrays is 
als de index (of een v.an de indices) van de array overal in het programma 
een getal is, en nergens een variabele of een formule, dan is die arra;z 
(of die index) overbodig. 
Dat het nuttig kan arrays van kleine afmetingen te gebruiken hebben we 
gezien bij het turven van de frekwenties van de verschillende opeenvolgingen 
van nullen en enen in een rij • Daar is het handig een array van 2 x 2 
elementen te gebruiken: f [O, OJ voor de 0-0-opeenvolgingen, f CO, 1] 
voor de 0-1-opeenvolgingen, enz. 
8,6. Combinaties van arrays en variabelen 
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In <28< hebben we gezien dat de lijst namen werd weergegeven door een stelsel 
van arrays en variabelen: een tweedimensionale array die de letters van de 
namen bevat, een variabele die het aantal namen aangeeft, en een eendimensi-
onale array die van elke naam het aantal letters bevat, 
Kijken we nog eens naar het ontstaan van deze complexe data structure, dan 
zien we dat hij eigenlijk zo in elkaar zit: een een-dimensionale array van 
namen, met daarbij een variabele die de lengte aangeeft; elke naam is op zich 
ook weer een een-dimensionale array van letters, met elk een variabele die 
het aantal letters aangeeft. Deze konstruktie van een een-dimensionale array 
met een variabele die aangeeft tot waar de array gevuld is, zullen we in de 
prakt:i.jk vaak tegenkomen, zowel :i.n gevallen waar de gevuldheid van de array 
dens het proces verandert als in gevallen waar de algoritme 
moet zijn voor arrays van welke lengte dan oak. 
8.7, Het opbou.wen van data structures 
Het :i.s dat de keuze van de data structures niet uit 
de probleemstelling voortvloeit, maar :i.n belangrijke mate wordt gedikteerd 
door de algoritme. Andersom wordt de algor:i.tme ook weer beinvloed door de 
keuze van de data structures. Het is dan ook, vooral bij ingewikkelde al-
goritmen en data structures, nuttig de data structures te laten meegroeien 
met de algoritme. We hebben dit zien gebeuren het opstellen van de 
algoritme voor het alfabetiseren van een l:i.jst namen in <28<. Op het niveau 
waar hele namen met elkaar vergeleken warden, bestond de lijst uit een 
een-dimensionale array van namen met een variabele die de gevuldheid aangaf; 
pas op het niveau waar de algoritme met letters 
dimensionale array in het spel. 
werken, kwam de twee-
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> 34> Gegeven is als invoer de plaats van 10 kruisjes en 10 nulletjes op een 
JO x 10 bord, en wel in deze vorm: 
5,8 5,7 5,5 5,3 4,4 4,3 3,3 5,2 5,1 5,6 
4,10 4,9 5,9 4,8 3,7 2,6 4,7 2,5 4,5 4,6 






























5 6 7 8 9 lO 
Sc.hrijf een algoritme die de invoergetallen leest, en nagaat of er ver-
tikale en van 5 of meer aaneensluitende kruisjes of van 5 of meer 
aaneensluitende nulletjes voorkomen. Geef de output in deze vorm: 
koZom 4 6 nuZZen 
>35> Dezelfde opgave als >34>, maar nu moet de algoritme geen aaneensluitende 
rijen opsporen, maar vaststellen in welke kolom of rij het grootste aan-
tal symbol.en (kruisjes of nulletjes) van dezelfde soort voorkomt. 
De output zou voor het in >34> gegeven voorbeeld moeten luiden: 
koZom 5 7 kruisen 
In een ander geval zou de output kunnen zijn: 
rij 6 4 nuUen 
Kies de data structures met zorg. 
>36> Sc.hrijf een algoritme die van. een rij van 1000 invoergetallen (elk ge-
tal is of 1 of O) bepaalt hoevaak daarin rijen van I, 2 3 enz. ge-
lijke getallen voorkomen. 
Voorbeeld van zo'n rij (lO Lp.v. !OOO get.allen): 
OlOOl l l JOO 
Output: 
2 2 0 
3 0 0 
4 0 
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De linkerkolom geeft de lengte van de rijen aan, de middelste kolom het 
aantal keren dat een rij nullen van die lengte voorkomt, de rechter ko-
lom het aantal keren dat een rij enen van die lengte voorkomt" 
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9. Procedures 
Bij het detailleren van een algoritme zal het vaak. voorkomen dat op ver-
schillende plaatsen een (vrijwel) gelijke bouwsteen nodig is. Een een-
voudig voorbeeld daarvan hebben we in <18< gezien. De opdracht rangschik 
a, b en c in volgorde van oplopende waarden werd daar zo uitgewerkt: 
(A9. I) il a > b ~ wissel a en b; 
il b > c then wissel b en a; 
il a > b then wissel a en b 
Omdat de opdracht wissel p en q verfijnd kan worden tot 
(A9.2) w := p; p := q; q := w 
kan A9.l zo uitgewerkt worden: 
(A9. 3) il a > b then begin w .- a; a := b; b := w end; 
il b > a then begin w := b; b := a; (J := w end; 
il a> b then begin w := a; a := b; b := w end 
Eigenlijk hebben we A9.3 niet nodig, omdat A9.l en A9.2 al alle informatie 
geven. 
Gelukkig beschikt vrijwel elke programmeertaal over de mogelijkheid de lange 
versie A9.3 te omzeilen, en te volstaan met A9.I, vergezeld van een explica-
tie in de trant van A9.2. De explicatie wordt een procedure genoemd. In dit 
geval is het een procedure voor het van klein naar groot rangschikken van 
de waarden van twee variabelen. Bij het aanroepen van de procedure (d.w.z. 
het gebruik ervan in A9.I) wordt aangegeven omwelke variabelen het gaat, 
b.v. b en a. Deze b en a worden dan de parameters van die aanroep genoemd. 
In de eerste aanpak van <34< hebben we de bouwsteen output, die we op 
niveau 2 drie maal gebruikten, op niveau 3 verfijnd, zodat de gedetailleerde 
versie in de resulterende algoritme drie maal precies gelijk voorkwam. 
Hier zouden we een procedure output kunnen introduceren, met als tekst de 
verfijning van niveau 3. 
ij_ r>iahting = rij then schrijf ( 11rij 11) else sahrijf (''kolom"); 
sahrijf (nr) ;. sahrijf (max); 
il soort = kruis then sahrijf (''kruisen") else sahrijf ("nullen") 
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In de uiteindelijke tekst van de algoritme kunnen we dan, in plaats van deze 
drie regels, steeds schrijven: output. 
Omdat het drie keer om dezelfde tekst gaat, kunnen we volstaan met een pro-
cedure zonder parameters. 
9, 1, Notatie 
In de meeste programmeertalen moet ergens vooraan in het programma van elke 
te gebruiken procedure de naam en de tekst worden gegeven, en tevens moet 
daarbij worden aangegeven welke grootheden in de tekst parameters zijn, in 
de trant, van: 
procedur>e wisseZ (p, q): 
be~in w := p; p := q; q := w end 
Verder in de algoritme kan dan een aanroep staan als: 
w-issei (a, b) 
met de betekenis: 
w := a; a := b; b := w 
Eventueel kan binnen de tekst van een procedure weer een procedure aange-
roepen worden: 
p_rocedure sorteer 3 (x, y, z): 
beg.,in if. x > y then Wisse i (x, y); 
li y > z then wisse i (y, z); 
li x > y then wisseZ (x, y) 
end 
Hierdoor heeft de aanroep sorteer 3 (f, g, hJ de betekenis: 
li f > 
li g > 
f > 
g then wissei (f, g); 
h wissei (g, h); 
g then wissei g) 
en dit betekent dan weer: 
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it f > g !:._hen begin w := f; f.- g; g := w end; 
it g > h then begin w . - g; g . - h; h : = w end; 
if f > g then begin w .- f; f := g; g := h end 
In fig. 6 zien we hoe we ons de volgorde waarin de opdrachten van de ver-
schillende procedures aan de beurt komen, kunnen voorstellen. 
>37> Schrijf een procedure sorteer 2 die in de procedure sorteer 3 aange-
roepen kan worden. Laat wissel een bouwsteen zijn van sorteer 2. 
Schrijf daarna stapsgewijs de aanroep sorteer 3 N, j, ]() uit, zoals 
dat hierboven voor de aanroep sorteer 3 (f, g, h) gedaan is. 
Een opdracht als sahrijf (f[i]) kunnen we ook als aanroep van een procedure 
beschouwen. 
9.2. Functie-procedures 
Als vaak in een prograJlllna een opdracht voorkomt als 
a := 2 x n3 + 3 x n 2 - n + 2n I n4 
of t[iJ := 2 x i 3 + z x i 2 - i + i / i 4 
is het handig de gebruikte functie een naam te geven, b.v. f, en deze te ge-
bruiken: 
a ::::: f (n) 
en t[i] := f (i) 
Apart moet dan de betekenis van f worden gegeven, b.v. zo 
functi_€ f (y): 
f := 2 x y3 + 3 x y2 - y + ~ I y4 
Dergelijke functies zijn een soort procedures, die tevens een waarde afle-
veren. Voorbeelden van functie-procedures die we al gebruikt hebben, zijn 
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het programma: 
procedure wissel ( ••• ): 
sorteer ( •.. ) wissel ( .•. ) 
fig. 6 Geneste procedure-aanroepen 
wortel (zie 8.5), dobbel (zie >29> en >30>), midden (zie >23>), 
In de opdracht a := input is input te beschouwen als een aanroep van een 
functie-procedure zonder parameters, die ale waarde het volgende invoer-ge-
tal levert. 
9.3. Recursieve procedures 
Soms is het nuttig in de tekst van een procedure de procedure zelf weer aan 
te roepen. We kunnen ons de gang van zaken dan voorstellen als in fig. 7. 
Een voorbeeld vinden we in de volgende aanpak van het zoeken in een woorden-
boek door halveren (vgl. >23>), 
proaedux>e zoek (ond.eruijzer, bovem.iijzer): 
begin it bovem.iijzer - ond.eruijzer > 1 then 
end 
begin duim :=midden (ond.eruijzer, bovem.iijzer); 
ii z ~ element [duim] 'f:hen 
zoek (duim, bovem.iijzer) else 
zoek (ond.eruijzer, duim) 
end else 
-----ii element [ond.eruijzer] = z then sahrijf (ond.eruijzer) else 
ii element EbovenwijzerJ = z then sahrijf (bovenwijzer) else 
sahrijf ("niet aa:rMez1:g 11) 
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fig. 7 Recursieve procedure-aanroepen 
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De taak zoek (ond.e1'1J)ijzer, boveru11ijzer) kan beschreven warden als: 
indien er nog een element zit tussen de twee elementen aangewezen 
door ond.envijzer en bovenwijzer, verklein het interval tussen ond.er-
wijzer en boveru11ijzer dan totdat er geen meer tussen zit. 
Deze taak wordt door de recursieve (zich zelf aanroepende) procedure zoek 
zo aangepakt: 
indien er nog een element tussen zit, plaats dan de duim halverwege 
en doe nu hetzelfde tussen duim en boveru11ijzer of tussen ond.eT'Wijzer 
en duim. 
Omdat de tekst van een procedure als explicatie en niet als onmiddellijk uit 
te voeren opdracht moet warden beschouwd, is nog de opdracht zoek (1, N) 
nodig om het beschreven mechanisme aan het werk te zetten. 
Zoals we aan <23< hebben gezien, is voor dit probleem helemaal geen recur-
sieve procedure nodig. Later zullen we voorbeelden zien van problemen die 
zonder recursieve procedures zeer moeilijk, en met zeer gemakkelijk kunnen 
warden aangepakt. 
Het is duidelijk dat er in de teks.t van een recursieve procedure voor gezorgd 
moet warden dat niet onder alle omstandigheden weer een aanroep van de proce-
dure zelf uitgevoerd wordt, omdat de uitvoering van een aanroep van zo 1n pro-
cedure anders nooit zal eindigen. 
>38> Schrijf een recursieve functie-procedure faaulteit, zodat ,faaulteit (6) 
als waarde krijgt 6 x 5 x 4 x 3 x 2 x 1 u 720, enz. Zorg ervoor dat 
faculteit (O) = 
Schrijf ook een niet-recursieve procedure faa die hetzelfde doet. 
9.4. Wanneer een procedure gebruiken? 
Het is natuurlijk mogelijk voor elke bouwsteen op het eerste niveau van 
de hierarchie van een algoritme een procedure te schrijven, en voor elk van 
de bouwstenen waaruit zo'n procedure wordt opgebouwd weer een, enz. Wanneer 
is het nu raadzaam een bouwsteen werkelijk de vorm van een procedure te 
geven? 
I. Als een bouwsteen meermalen gebruikt wordt: dan spaart het schrijfwerk om 
elk van die keren een korte aanroep van een procedure te schrijven, die 
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dan een maal gedetailleerd word uitgeschreven. 
2. Als te voorzien is dat deze bouwsteen in latere programma's ook gebruikt 
zal kunnen worden: een procedure kan dan gemakkelijk worden overgenomen, 
omdat deze door middel van de parameters eenvoudig aan de nieuwe omstan-
digheden kan worden aangepast. Het is dan ook verstandig in dit geval 
ruim gebruik te maken van de mogelijkheid grootheden als parameter aan te 
wijzen. Zo zou de procedure zoek uit 9.3 beter nog een extra parameter 
kunnen hebben, nl. het gezochte element. Weliswaar is dat voor het zoeken 
van een bepaald element 2 niet nodig, maar in een nieuw programma moeten 
wellicht een aantal verschillende elementen x, y en 2 worden opgezocht. 
Als de procedure zoek dan de extra parameter heeft, kan geschreven worden: 
zoek (1, k, x); zoek (1, k, y); zoek (1, k, 2) 
Vuistregel: maak alle grootheden die een kontakt vormen met de wereld buiten 
de procedure tot parameters. 
3. Als een bepaalde bouwsteen een aktie beschrijft die voor het begrip een 
duidelijk afgeronde, eenvoudige betekenis heeft, maar waarvan de gedetail-
leerde versie er toch vrij ingewikkeld gaat uitzien: in het eigenlijke 
programma kan dan een korte begrijpelijke term gebruikt worden, b.v. 
sorteer (A, n) in plaats van het ondoorzichtige stuk programma, dat nu de 
tekst van de procedure sorteer vormt. 
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Uitwerking van de vraagstukken. 
~OJ< Woordenlijst: Atlantis, Utopia, Zaire 
Atlantis en Utopia worden niet, maar Zaire wordt wel gevonden. 
< 02< Bij de lossere definitie blijft de algoritme korrekt, Het korrektheids-
bewijs blijft opgaan, want dat maakt alleen gebruik van het feit dat de 
duim tussen beide wijsvingers belandt, 
<03< 8 munten: 
a. minimaal weging; b. maximaal 4 wegingen; c. omdat 1, 2, 3 en 4 
wegingen elk even waarschijnlijk zijn, is het gemiddelde 
(l + 2 + 3 + 4) I 4 = 2~ weging. 
2N munten: 
a. l weging; b. N wegingen; c. (N + 1)/2 wegingen. 
<04< We zullen de juistheid van de beweringen aantonen die tussen akkolades 
in de tekst van de algoritme zijn gevoegd (h is het aantal munten op 
de hoop): 
leg de munten op een hoop; 
{h even, h ? 2, zwaard~re op de hoop, geen munt apart} 
while {(h even, h? 2, zwaardere op de hoop, geen munt of 
zwaardere ligt apart} er ligt nog geen munt apart .do 
begin {h even, h ? 2, zwaardere op de hoop, geen munt apart} 
neem twee munten van de hoop; 
end 
((h even, h? O, zwaardere niet op de hoop, geen munt apart) 
of (h even, h ? 2 en zwaardere op de hoop, geen munt apart)} 
weeg de ene helft tegen de andere; 
if de balans slaat door then 
leg de zwaardere apart { zwaardere munt apart} 
{else h even, h ? 2~ zwaardere op de hoop, geen munt apart} 
{de zwaardere ligt apart} 
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We zullen met volledige induktie aantonen dat bewering 3 elke keer 
geldt als het proces deze bewering passeert. 
a. de eerste keer geldt bewering 3 omdat dit uit I en 2 volgt, 
b. geldt 3 eenmaal., dan is gemakkelijk in te zien dat 4 vervolgens 
ook geldt. Al.s de balans dan doorslaat zal bewering 5 gelden, zodat 
daarna het tweede deel van bewering 2 geldt, en bewering 3 nooit 
meer gepasseerd wordt. Slaat de balans niet door, dan geldt be-
wering 6, vervolgens het eerste deel van bewering 2, en dan be-
wering 3 weer. 
Konklusie: bewering 3 geldt inderdaad elke keer dat hij gepasseerd 
wordt. 
Volgens de bovengegeven redenering zal elk van die keren ook 4, en dan 
5 of 6, en vervolgens 2 weer gel.den. 
Als we nu het feit dat 2 telkens geldt, kombineren met de wetenschap 
dat 7 alleen bereikt wordt als niet aan de voorwaarde na while voldaan 
is, dan zien we dat 7 bereikt wordt als niet het eerste deel van 2 
geldt, maar het tweede deel: de zwaardere ligt apart. Hetgeen te be-
wijzen was. 
De eindigheid: Nadat de cyclus een zeker aantal keren is uitgevoerd is 
h"' 2 (als het proces niet al eerder beeindigd is). In dat geval zal 
de balans zeker doorslaan, zal de zwaardere zeker apart gelegd worden, 
en zal de cyclus dus niet nog eens worden uitgevoerd, 
<05< Met l munt werkt de algoritme ook goed, want aan de voorwaarde tussen 
while en do is de eerste keer al niet voldaan, zodat het stuk tussen 
begin en end niet een keer wordt uitgevoerd, en onmiddellijk de laat-
ste opdracht a.an de beurt komt. 
<06< 
We zullen de afwijkende munt apart leggen, en het antwoord op de vraag 
of deze munt zwaarder is dan de andere munten of lichter zullen we af-
leveren in de variabele signalement. 
weeg de ene helft van de munten tegen de andere helft; 
.8Wal'e groep := de zwaardere helft; 
liahte groep := de lichtere helft; 
weeg de ene helft van de zware groep tegen de andere helft; 
!:.f_ een van de helften is zwaarder then 
begin signalement := zwaarder; zware groep := de zwaardere helft; 
while de zware groep bevat meer dan een munt do 
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begin weeg de ene helft van de m.var>e groep tegen de andere hel~; 
zware groep := de zwaardere helft 
end; 
leg de nrunt die nu in de zware groep zit apart 
end else 
----
begin signalement := lichter; 
end 
while de liahte groep bevat meer dan een munt do 
begin weeg de ene helft van de liahte groep tegen de andere helft; 
liahte groep .- de lichtere helft 
end; 
leg de rm.mt die nu in de liahte groep zit apart 
We zien dat de beide begin-end stukken bijna gelijk zijn. Hiervan gebruik 
ma.kend kunnen we tot deze formulering komen: 
weeg de ene helft van de rm.mten tegen de andere helft; 
zware groep := de zwaardere helft; 
liahte groep := de lichtere helft; 
weeg de ene helft van de zware groep tegen de andere helft; 
!:.f_ een van de helften zwaarder then 
begin verdaahte groep := de zwaardere helft; 
signalement .- zwaarder 
end else 
begin verdaahte groep := liahte groep; 
signalement := lichter 
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7:Jhiie de verdachte groep bevat meer dan een munt :!:!?... 
~ weeg de ene helft van de vardachte groep tegen de andere helft; 
verdachte groep :~ de helft die aan het signalement beantwoordt 
end; 
leg de munt die nu in de verdachte groep zi t apart 
<07< Als het proces while belandt geldt altijd: 
de zwaardere munt zit in de verdachte groep. 
Bewijs: !, de eerste keer is dit gegeven; 
2. als het eenmaal geldt, dan komt de munt in groep 1, 
groep 2 of groep 3; groep 1 en groep 2 zijn even groot, als 
in een van beide de zwaardere munt zit, dan slaat de balans 
naar die ka.nt door, en wordt dat de verdachte groep, zodat 
de bewering weer geldt. Slaat de balans niet door, clan moet 
de zwaardere munt in groep 3 zitten, dan wordt die de 
verdachte g.r>oep, en ook clan geldt de bewering weer. 
Als de stelling elke keer geldt,·dan ook de laatste keer, a.ls er nog 
maar een munt in de verdachte groep zit. Het proces belandt dan 
de l.aatste opdracht, en legt deze zwaardere munt apart. Q.E.D. 
Eindigheid: de ve.r>dachte groep wordt al.tijd in drie groepen gesplitst 
die elk kleiner zijn dan hijzelf. Een van deze drie wordt 
telkens de nieuwe verdachte groep, zodat de verdachte groep 
elke slag minstens een kleiner wordt. Het aantal 
moet dus in een eindig aantal slagen bereikt worden. (Nul 
wordt nooit bereikt, omdat in een groep van nul munten 
nooit de zwaardere kan voorkomen.) Zodra het aantal l be-
reikt is houdt het proces op. 
<08< De korrektheid blijft onaangetast, want het bewijs uit <07< geldt 
voor A2.5, voor A2,6 en voor de versie van A2.6 waarin niet zo goed 
mogelijk in drieen wordt gedeeld. 
<09< De waarde van deze variabele wordt met l verhoogd. 
<10< a. 5; b, 3 c, 3 
<II< Ja, voor elke startwaarde van a en b. 
Als we deze beginwaarden A en B noemen, verloopt het proces zo: 
beginsituatie 
a ::::: a + b; 
b .- a - b - b; 
a .- a + b; 
b := a - b - b; 
<12< d .- o; o := b; b := a 
< 13 < w . - a; a : = b; b : ::::: w 










A - B 
A - B 
B + B 
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Deze methode van omwisselen kost minder variabelen, maar mee:r reken-
t:i.j d (behoud van ellende). 
< 15< De groots te van beide waarden van a en b wordt aan de variabele max 
toegekend. 
<16< Vier manieren: 
l. i:.f.. a > b then max := a else max := b; 
o > max then max := o 
2. max :::::: a; 
i:.f.. b > a then max :== b; 
i:.f.. o > max then max : = a 
3. max := a; 
i:.f.. b > max then max := b; 
i:.f.. a > max then max := o 
4 • i:.f.. a > b then 
beg_ir£ i:.f.. a > o max :== a else max 
i:.f.. b > o then max .- b else max := a 
.- o end else 
-----
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<17< Eerste opzet: 
ii a < b then omwisselen 
Uitgewerkt volgens <13<: 
ii a < b then 
beain w := a; a := b; b := w end 
<18< Naast enkele wat ingewikkeldere algoritmen kunnen we ook de volgende 
bedenken: 
zet a en b in goede volgorde 
zet b en c in goede volgorde 
{c heeft nu de grootste waardeJ 
zet a en b in goede volgorde 
Uitgewerkt: 
ii a > b then wissel a en b; 
ii b > c then wissel b en c; 
it a > b then wissel a en b 
Tenslotte: 
ii a > b then begin w . -· a; 
it b > c then beg.Jn w .- b; 
ii a > b then begin w .- a; 
a := b; 
b .- c; 
a := b; 
b := l.J enq; 
c := l.J end; 
b := w end 
<19< f2.!.. i from 1 to 100 d.o 
begin w : = a [ i J; a [ i J : == b [ i J; b [ i J : == w end 
<20< fE..r i [!'om -10 !3!.. 10 d.o v [i] :== i 
<21< waar := 1; 
for i f!om 2 to 100 do 
ii g [i] < g [waar>J then waar <-
minimum : = g [1.vaar] 
of: 
waar := 1; minimwn := g [waar]; 
[_or i [pom 2 to 100 do 
ii g [ i J < minimum then 
begin waar :== i; minimum := g [waar] end 
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<22< De verfijning van voeg oud [owl wijzer] aan nieuw toe kan er zo uit-
zien: 
n nieUhJ ::::: n nieuw + 1; 
nieWi! [n nieuw] := oud [oud wijzer] 
Dit maakt deze initialisatie nodig: 
n nieuw := 0 
De test: 
ii owl [owl wijzer] komt nog niet in nieuw voor then 
kan zo verfijnd worden: 
signaal := O; i := O; 
while i < n nieuw en signaal = 0 d.o 
begin i :::: i + 1_; 
nieuw [i] = oud [oud wijzerJ then signaaZ. .- .1 
end· _,
ii sign.a.al = 0 then 
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Tot een geheel samensteld: 
n nieWJJ := 0; 
tor oud wijzer f.rom 1 to n oud do 
begin signaal := O; i := O; 
end 
while i < n nieuw en signaal = 0 do 
begin i := i + 1; 
:ft. nieuw [ i J = oud [oud wij zer] then s1:gnaal . - 1 
end; 
:ft. signaal ::::: 0 then 
be~in n nieuw := n nieuw + 1; 
nieuw [n nieuwJ := oud [oud wijzer] 
end 
~23< oru:ler'Wijzer := 1; bovenwijzer := N; 
while boven:wijzer - onder'Wijzer > 1 do 
beflf:.n duim :=midden (onder'Wijzer, bovenwijzer); 
end; 
:ft. z 2 element [duim] then onder'Wijzer := duim 
else bovenwijzer .- duim 
:ft. element [onder'Wijzer] = z then sahrijf (onderuijzer} else 
:ft. element [bovenwijzex•] = z then schrijf (bovenwijzer} else 
schrijf ("niet aanwezig") 
<24< nullen := O; enen := O; 
for i f.rom 1 !:!.?... 10 0 0 do 
of 
if_ d [i] = 0 then nullen := nullen + 1 
else enen := enen + 1; 
schrijf (nullen); schxi.jf (enen) 
nullen := O; 
for i f.rom 1 !:!.?... 1000 do 
:ft. d [i] = 0 then nullen := nuUen + 1; 
schrijf (nullen); schrijf (1000 - nullen) 
<25< een := O; twee := O; d:t~e .- O; vier .- O; 
fE!:.. i from 1 to 1000 do 
if.. d [i] = 1 then een := een + 1 else 
if.. d [iJ = 2 then twee := twee + 1 else 
it. d [iJ = 3 then ~e := ~e + 1 else vier .- vier + 1; 
s ahrij f ( een); s chri,jf (twee); s ahrij f ( ~e); ( vier) 
<26< for t fr•om 1 to n do f [t] := O; 
[pr i from 1 to 1000 do f [d [iJJ :== f [d [i]J + 1; 
[,or t from 1 to n do befli:..n schrijf (t;J.; schrijf (f [tJJ end 
<27< Deze algoritme moet gedetailleerd worden: 
B initialiseer; 
for' i [rom 0 to 100 do 
A bereken de volgende term en voer deze uit 
69 
A: voor de bereken:i.ng van e.e.n term zijn de twee vorige termen nodig; 
daarvoor zullen we de variabelen vorige en eervvrige 
nieWJJe ::::: vorige + eervorige; sehrijf (niew»e); 
eervorige := vorige; vorige := nieUJ.Ue 
B: eervorige := O; schrijf (eervorige); vorige := 1; schrijf (vorige) 
Hiermee zijn al twee tennen uitgevoerd, zodat de re.gel tussen B en 
A gaat luiden: 
[,or i from 2 to 100 do 
Resultaat: 
eervorige := O; sahr-ijf (eervorige); vorige .- 1; sahrijf (eervo:l'?:ge); 
for i [.rom 2 to 100 do 
beg-in nieUJ.Ue := vorige + eervorige; schrz'.jf (nieUJ.Ue); 
eervorige := vorige; VoT"'ige := nieuwe 
end 
Om de re.gel beginnend met for uit de opgave. on:veranderd te laten~ kan 
deze konstruktie gebruikt warden: 
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for i i:!:£!!!. 0 to 100 do 
iJ. i = 0 then begin eervorige := O; schrijf (eervorige} end else 
ii. i = 1 then begin vorige := 1; schrijf (VoPige) end ~ 
begin nieuwe := vorige + eervoPige; schPijf (nieuwe); 
eervorige := vorige; vorige := nieuwe 
end 
of deze konstruktie: 
eervoPige := -1; vorige := 1; 
f OT' i i:!:£!!!. O to 100 do 
!:!fHlin nieuwe := eervorige + vorige; 
s chrij f ( nieuwe); 
eervoPige := vorige; vorige := nieuwe 
end 
<28< A 5.3 in de notatie met arrays: 
letteT' 1 := woord 1 [1]; letteT' 2 := wooPd 2 [1]; 
i := 1; 
while letter 1 = letteP 2 en 
i < aantal letters wooPd 1 en 
i < aantal letters woord 2 do 
begin i := i + 1; 
letter 1 := woord 1 [i]; letter 2 := woord 2 [i] 
end; 
iJ. letter 1 alfabetisch voor letter 2 of 
(i = aantal letters wooPd 1 en i < aantal letters woord 2) then ••• 
Bij het inpassen van dit stuk algoritme in A 7.2 moeten we oud [teller] 
i.p.v. woord 1 en oud [plaats] i.p.v. WoOT'd 2 plaatsen. 
woord 1 en woord 2 zijn een-dimensionale arrays van letters, oud moet 
een twee-dimensionale array van letters worden: 
oud I 2 3 4 5 6 7 8 9 IO 
I c 0 w z N 0 F s K I 
2 A A R D v A R K 
3 N E u M A N 
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De derde letter van de tweede na.am duiden we aan met oud [2,3], het aan-
tal letters van deze tweede naam met aantaZ letters oud [2], 
De opdracht uit A 7,2: 
laags te : = oud [p laats J 
moet nu gaan luiden: 
for Z [_rom 1 to aantal letters oud [plaats J do 
laagste [ZJ :== oud [plaats, ZJ; 
aantaZ letters Zaagste := aantaZ letters oud [pZaats] 
Zo uitgewerkt ga.at A 7.2 er zo uitzien: 
pZaats := 1; 
fpr teller fT'om 2 to aantal oud.e do 
begin letter .1 := oud [teller, 1]; letter 2 .- oud [plaats, 1]; 
i := 1; 
end; 
while "letter 1 :::: letter 2 en 
i < aantaZ "letters oud [teller] en 
i < aantal letters oud [plaats J do 
begin i :== i + 1; 
letter 1 := oud [teller, i]; letter [2] .- oud [pl.aats, i] 
end; 
it. letter 1 alfabetisch voor letter 2 of 
(i = aanta"l letters oud [teller] en 
i < aantal letters oud [p"laats]J then 
p Zaats . - ·te ZZer 
[,or l from 1 to aan ta l letters oud [p Zaats J dD 
laagste [l] := oud [plaats, lJ; 
aantal letters [laagste] := aantal l.etters oud [plaats] 
<29< Eerste niveau: 
B initialisatie; 
tor i from 1 :!:.E. 10000 dD 






A: naast het administreren van de worp door het verhogen van de waarde 
van de variabele f [worpJ,moeten we er ook voor zorgen dat in een va-
riabele na [vorige worp, worp] de opeenvolging van twee worpen wordt 
geadministreerd: 
f [worp] := f [worp] + 1; 
:f:.t. i > 1 then na [vorige worp, worp] := na [vorige worp, worp] + 1; 
vorige wo:rp := wo:rp 
B: for wo:rp from 1 to 6 d.o 
begin f [wo:rp J : = 0; 
end 
for vorige wo:rp from 1 to 6 do 
na [vorige wo.r>p, worp] := 0 
C: for worp from 1 to 6 d.o 
begin schrijf (wo:rp); schri;jf (f [wo:rp]} end; 
for vorige wo.r>p from 1 to 6 d.o 
begin schri;j[ ("na"); schri;jf (vorige wo:rp); 
f2!:. wo:rp from 1 to 6 do 
begin schri;jf (wo:rp); sohri;j[ (na [vorige wo:rp, worp]) end 
end 
Resultaat: 
for wo:rp from 1 to 6 do 
begin f [worp] := 0; 
end; 
for vorige wo.r>p from 1 to 6 do 
na [vorige wo:rp, wo.r>p J := 0 
tor i f Pom 1 to 10000 d.o 
begin wo.r>p := dobbei (6}; 
f [wo:rp] := f[worp] + 1; 
:f:.t. i > 1 then 
na [ vorige wo:rp, wo.r>p J : = na [ vorige worp, wo.r>p J + 1; 
vorige WO.l'p := WO.l'p 
for worp f:om 1 to 6 do 
begin schrijf (worp); schrijf (f [warp]) end; 
[gr vorige worp [!'om 1 to 6 do 
begin sahrijf ("na"); sahr>ijf (vorige worp); 
f.or worp fi'om 1 to 6 do 
b!Hf_in s chrij f (warp) ; s chrij f ( na [ voi>i ge 1,1orp, worp J J end 
end 
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<.30< Elke 6 in <29< moet in n veranderd worden, en de algoritme kan vooraf-
gegaan worden door de opdracht: n := input.; 
<3 J < pZaal;s :::::: k; rrrin := a [p Z.aats J; 
i[romk+1!£gdo 
it a [i] < min then 
begin p l.aats : = i; min : == a [p l.aats] end; 
a [pZ.aats] :=a [k]; a [k] := min 
<32 < tor p f:om k to g do 
schrijf de kleinste waarde van a [pJ t/m a [g] in a [p], en 
schrijf a [p] op de plaats wa.ar dit minimum gevonden was 
Gedetailleerd met behulp van <31<: 
for p f.rom k to g do 
begin pl.aats :== p; rrrin :::::: a [plaats]; 
end 
i f.Y'om p + 1 to g do 
it a [i J < rrrin then 
bea.in pl.aats :::::: i; rrrin :::::: a [plaats] end; 
a [pl.aats] :=a ]; a [p] :::::: rnin 
<33< Door elk van de algoritmen a t/m g wordt afgedrukt: 
<34< Eerste methode 
niveau I: 
A vul het bord; 
for x f:om 1 !£ 10 do 
B zoek in kolam x van 5 of meer, en druk ze af 
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niveau 2: 
A: maak het bard leeg; 
[.OF... s from 1 to 10 do 
begin lees stand; zet hier een kruis op het bard ~ 
for s [!'om 1 !£ 10 do 
begin lees stand; zet hier een nul op het bard end 
B: a.antal := O; 
f.or y from 1 to 10 do 
:!:.f dit veld is leeg then {evt. rij is nu afgelopen} 
begin :!:.f aantaZ ?". 5 then output; 
aantal := 0 
end 
else {er staat een kruis of nul op dit veld} 
:!:.f aantal = 0 then {begin van na leeg veld} 
begin soort ::= wat op dit veld staat; 
aantal := 1 
end 
else {er is al een , past deze 
:!:.fop dit veld staat een teken van de soort then {ja!} 
aantal := aantal + 1 
else {nee, dus einde oude rij, begin nieuwe} 
begin :!:.f aantal :?: 5 then output; 
aantal := 1; soort := deze andere soort 
end; 
{is er een rij van minstens 5 afgelopen aan het eind van de kolom?l 
:!:.f aantal ?". 5 then {ja!} output 
niveau 3: 
initialisatie: 
leeg := O; kruis .- 1; nul .- 2; 
maak het bard leeg: 
f.o: a f_rom 1 .10 do 
f.or y from 1 to 10 do veld y] .- Zeeg 
lees stand: 
x := read; y := read 
zet hier een kruis op het bord: 
veld [x, y] := kruia 
zet hier een nul op het bord: 
veld [x, y] := nul 
output: 
achrijf ("kolom"); ac'h:Pijf (x); sah'rijf (aantaZJ; 
:ft. soort = kruis then schrijf ("kruisen") 




leeg := O; kruis := 1; nul := 2; 
fE!:. x from 1 to 10 do [or y from 1 to 10 do Veld 
for s from 1 to 10 do 
y] ..... leeg; 
b_egin x := input; y := input; veld [x, y] ::::: kruis end; 
[or s f.rom 1 to 10 do 
begin x := input; y := input; veld [x, y] := nul end; 
for x from 1 E.?.. 10 do 
be~n aantal := O; 
end 
f.or y from 1 to 10 do 
it veld [x, y] = leeg then {evt. rij is nu afgelopen} 
begin it aantal :e 5 then 
beFJ.in schrijf ("kolom"); schr•ijf (x); sahrijf (aantal); 
it soort = kruis then schrijf ("kruisen") 
else schrijf ("nuUen") 
end; 
aantal := 0 
end else {er. staat een kruis of nul op dit veld} 
it aantal = 0 then {begin van rij na leeg veld} 
beain soort :::::: veld [x, y]; aantal := 1 end 
else {er. is al een rij, past deze daarbij?} 
it veld [x, y] = soort then {ja!} aantal :::::: aantal + 1 
else {nee, dus einde oude rij begin nieuwe} 
£.egin it aantal <:: 5 then 
begin schrijf (''kolom"); schrijf schrijf (aantal); 
it soo.rt = kruis then schrijf ( 11kruisen 11) 
else schrijf ( 11nuUen") 
end; 
aantal := 1; soort := veld [x, y] 
end; 
ii aantal ~ 5 then 
beg,.in schrijf (''kolom"); schr1'.jf (x}; sahrijf (aantaZJ; 
ii soort = kruis then schPijf (''kruisen 11) 




kruis := 1; nul := 2; 
io_"J? teken [porn kruis E2_ nul do 
C beg-in maak het bard leeg; 
B zet tekens op het bard; 
t:2£. x fr>om 1 to 10 do 
A zoek in kolom x rijen van 5 of meer tekens, en druk ze af 
end 
tweede niveau: 
A: aantal := O; 
[or y f!'om 1 E2_ .10 do 
ii. dit veZd is bezet P!:.f!!1 aantal := aantal + 1 else 
ii. aantal ~ 5 then 
begin output; aa:ntal := 0 end; 
ii. aantal ~ 5 then output 
B: iq_r s from 1 to 10 do 
begin x := input; y := input; 
bezet [x, y] := ~ 
end 
c: [pr x [_ram 1 to 10 do 
-r""' 
f£F. y [rom 1 to 10 do bezet [x, y] :=false 
de:rde niveau 
output: 
schPi,jj' (''kolom"J; schrijf 
ii. teken = kr>uis then schrijf ("kruisen") 
else s chrij f ("nu llen 11 ) 
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Resultaat: 
l<:ruis := 1; nuZ := 2; 
[_or teken f_rom kruis to nuZ do 
beg_in for x [ram 1 to 10 do 
end 
[_or y f_rom 1 to 10 do bezet 
for s from 1 to 10 do 
beg_in x := input; y:== input; 
bezet [ x, y J :== true 
end; 
f.01' x from 1 E?_ 10 do 
begin aantal := O; 
[_or> y l!:2!!J. 1 to 10 do 
yJ:= false; 
f:i bezet [x, yJ then aantal := aantal + .1 else 
f:i aantal 2 5 then 
end; 
begin schrijf ("kolom"); sch:r>ijf (x); schrijf (aantaZJ; 
f:i teken = kruis then schri;jf ( 11kru1:sen ") 
else sch:r>i;jf ("nuUen"); 
aantaZ :== 0 
end 
f:i aantaZ z. 5 then 
begin .cwhrijf ("kofom"); schri;jf (xJ.; schri;jf (aantaZJ; 
f:i teken :::: kruis then sch:r>ijf ("7<.ruisen") 
else schrijf ("nuUen") 
end 
Derde methode 
Omdat JO kruisjes en !O nulletjes slechts in enkele van de lO kolommen 
van het bord een tje van vijf kunnen vormen, is het handig om bij het 
lezen van de positie van de kruisjes en de nulletjes bij te houden hoe-
veel er in elke kolom staan~ Alleen in de kolommen met 5 of meer kruisjes 
en in die met 5 of meer nulletjes hoeft dan nog gezocht te worden, 
niveau 
initialiseer; 
kruis := 1; nuZ := 2; 
[.or teken [.rom kruis to nu Z do 
bef]:f:.n maak het bord leeg; 
end 
zet tekens op het bord en turf per kolom; 
[.or x [.rom 1 to 10 do 
J:.i er staan 5 of meer tekens in kolcm x then 
kijk of er een rij van 5 of meer is, en druk deze af 
De uitwe:rking ve:rschilt weinig van die van methode 2: 
initialiseer 
[.or x from 1 to 10 do aantaZ in koZom [x] ::::: 0 
zet tekens op het bord en turf per kolan: 
for s from 1 :!:£. 10 do 
begin x ::::: input; a.antal in kolom [x] := aantal in kolom [x] + 1; 
y : = input;; bezet [x, y J : = true 
end 
<35< eerste niveau: 
E initialiseer tellingen; 
fpr p [.rom 1 to 10 do 
{
be[J_in lees stand; 
A kruisentelling van deze kolcm met 1 verhogen; 
kruisentelling van deze rij met 1 verhogen 
end; 
[p1' p f.P.c!.m 1 to 10 do 
{
bef]:f:.n lees stand; 
B nullentelling van deze kolcm met 1 verhogen; 
nullentelling van deze met 1 verhogen 
end; 





A: x :== input; 
kruisen in kolom [x] :== kruisen in kolom [x] + 1; 
y :==input; 
kruisen in rij [y J :::: kruisen in rij + .1 
B: x := input; 
nullen in kolom [x] := nuZZen in kolom [x] + 1; 
y := -input; 
nuZZen in rij [yJ ;:::: nullen in rij [y] + 1 
C: kruis ;:::: 1; nul := 2; koZom := 1; rij := 2; 
nr := 1; soort ;:::: kruis; rich·ting := kolom; 
ma.x := kruisen in kolom [n.r]; 
f.or x ftE!!J_ 2 to 10 do 
it kruisen in kolom [x] > max then 
begi!J: nr := x.; ma.x ::::: kruisen in koZom [nrJ end.; 
f..O!.' Y fpom 1 to 10 do 
it kruisen in rij [y J > max then 
E:!f!in nr ::::: y; richtfog ::::: rij; ma.x := kruisen in rij [nrJ end; 
for x fpom 1 to 10 do 
it nuZZen in kolom [x] > ma.x then 
begin nr := x; richting := kolom; soort := nul; 
max := nullen in kolom [n.r] 
end; 
[2.r_ y from .Z to 10 ck; 
it nul Zen in rij [y J > ma.x then 
be[J.in nr :::: y_; richUng := rij; soort := nul; 
max := nullen in rij [nr] 
end 
D: it richting = r1:j then scihrijf ("rij") else schrijf (''kolom"); 
sahrijf (nr); sahrijf (ma.x); 
it soort == kruis then schrijf ("7cruisen"J else schrijf (l'nullen") 
E: for x from 1 to 10 do 
beg_in kruisen in kolom [x] := O; kruisen in rij [x] ::::: O; 
nullen in koZom [x] := O; nullen in rij [x] := 0 
end 
Resultaat: 
for x from 1 !£. 10 d.o 
begin kr>uisen in kolom [x] := O; kruiaen in r>ij [x] := O; 
nullen in kolom [x] := O; nullen in rij [x] := 0 
end; 
[g'X' p f X'om 1 to 10 do 
begin x :=input; k'X'uisen in kolom [x] := kruisen in kolom [x]; 
y := input; k!'uisen in rij [y] := k'X'uisen in + 1 
end.; 
fpr p from 1 10 d.o 
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begin x := input; nullen in kolom [x] := nullen in kolom [x] + 1; 
y := input; nullen in rij [y] := nuUen in ri,f [y] + 1 
end; 
kruis := 1; nul := 2; kolom := 1; T"ij := 2; 
nr := 1; soo!'t := k'X'uis; richting := kolom; 
max := kr•U1:sen in kolom [nrJ; 
[_or x from 2 to 10 do 
:f1 kruisen in kolom [x] > max then 
begin nr := max; max ::::: kruisen in kolom [nrJ end; 
for y from .1 to 10 do 
:f1 kruisen in rij [y] > max then 
begin nr := y; richting := rij; max .- kruisen in rij [nrJ end; 
[££. x f!'om 1 to 10 do 
:f1 nuUen in kolom [x] > max then 
begin nr := x; richting := kolom; soort := nul; 
max := nullen in kolom [nr] 
end; 
for y [.rom 1 !£. W do 
:f1 nullen in rij [y J > max then 
begin nX' := y; riahting := rij; soort .-
max := nullen in rij [nr] 
end; 
:f1 riahting :::: 1->ij then schrijf ( 
schrijf (nr); sahr'ijf (max); 
11 ) else schrijf ( 1'kolom 11); 
:f1 soort = kmis then sahrijf ("k:ruisen") else sehrijf ("nullen'') 
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Doordat het maximum gezocht moest worden in vier arrays, kost dit stuk 
van de algoritme nogal veel schrijfwerk. Ook het initialiseren en bij-
werken van deze vier arrays is vrij bewerkelijk om op te schrijven. 
Door gebruik te maken van slechts een array van dimensie 3 kan dit 
s chrij fwe:rk beko:rt wo:rden. Als variabele om b, v. he t aantal nullen in 
kolom 4 bij te houden gebruiken we in deze opzet aantal [nuZ, k0Zom3 4] 
(waarbij nuZ = 2 en koZom = 1), etc. 
kruis := 1; nuZ .- 2; ko"lom 
[or s from kruis to nu Z do 
[_or r from ko Zam to r1:j do 
for n [!'om 1 to 10 do aa:ntaZ 
s from kruis to nuZ do 
for r from kruis to rij do 
.- 1; rij .- 2• ,
[s, r, n] .- O; 
be~in n :=input; aantaZ [s, r, nJ := aantaZ 
soort := kruis; rich ting := ko Zom; nr . - 1; 
max := aantal [soort, riehting, nrJ; 
for s from kruis to nul do 
f£r r from koZom !£ r1:j do 
[_or n [,.rom 1 to 10 do 
ii aantal r, n] > max then 
begin soort := s; richting := r; nr := r; 
max := aan-l;al [soort, richting, r] 
r, nJ + 1 end; 
ii richt'ing = rij then schrijf ("rij") else sehrijf (''koZom"J; 
sehM:jf (nr); schrijf (max); 
ii soort = kruis then sehM:jf ("kruisen") else sehri.if ("nullen"J 
<36< Eerste niveau: 
A initialiseer de administratie; 
lengte := 1; soort := input; 
fE:!:. i from 2 to 1000 do 
begin niew.,; := 1:nput; 
ii niew» = soort then lengte .- lengte + 1 else 
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B begin aclministreer• de afgelopen rij; 
Zengte := 1; soort := nieUIJJ 
end 
end; 
C administreer de laatste ; 
D output 
Als de langste rij nullen of enen die voorkomt een lengte maxlengte 
heeft, zal de administratie moeten bestaan uit 2 x maxlengte variabelen, 
Het is duidelijk dat l .~ maxlengte s; !OOO, 
Het initialiseren zal nu bestaan uit het plaatsen van de waarde 0 in 
2 x 1000 variabelen, maar het lijkt verstandig de output af te breken 
bij de grootste aangetroffen lengte: maxZengte 
Tweede niveau: 
A: [pr lengte from 1 1000 do 
eeg_in f [ 0, leng-te ] . - 0; f 
maxlengte := _1; 
leng-te] . - 0 end_; 
B: f [soort, Zengte] := f [soort, Zengte] + 1; 
Zengte > maxlengte ~ maxZengte .- lengte 
c: hetzelfde als B 
D: tor lengte [rom 1 to maxZengte do 
begin schrijf (lengte); schrijf (f [0, lengte 
schrijf (f [1, Zengte]) 
end 
Resultaat: 
[or Zengte .from 1 to 1000 do 
begin f Zengte] .- O; f [_1, Zengte] .- 0 end; 
max lengte : = 1; 
lengte .- 1; soort ;.:::: input; 
for i 2 to 1000 do 
begin nieWi! := 
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<37< 
if.. nieU1JJ = soort then lengte := lengte + 1 else 
~gin f ISoort, lengte] := f [soort, lengte J + 1; 
if.. Zengte > maxlengte then max lengte . - Zengte; 
lengte := 1; soort := nieU1JJ 
end 
end; 
f [soort, lengte] := f [soort, lengte] + 1; 
if.. lengte > maxlengte then maxlengte := lengte; 
for• Zengte from 1 to maxlengte do 
begin schrijf (lengte); schrijf (f [0,lengte]); 
schrijf (f [1, lengte]} 
end 
E!_Y'Oaedure sorteer 3 ( i, j"' 
begin sorteer 2 (x, y); 
sorteer 2 (y, zl. ; , 
sorteer 2 (x, y) 
end 
p_r•oaedUl'e sorteer 2 (a, b): 
if.. a > b then wissel (a, b) 
r_rocedU£!:... wissel (p, q}: 
k): 
begin w := p; p := q; q := w end 
De aanroep sorteer 3 (i, j, 7<) betekent nu: 
sorteer 2 (i, j); sorteer 2 (j, k); sorteer 2 j); 
en dit betekent: 
i > j then wissel (i, j); 
it. j > k then wissel (j, k); 
it. i > j then w·isse l (i, j} 
en dit betekent tenslotte: 
·i > j then begin w .- ·i; i .- d; j := w end; 
:!:.f. j > k then begin w .- j .- k· , k := w end; 
:!:.f. i > j then ~ w .- i; i .- j; j := 1.J end 
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