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Michael Clark
The spacetime dimensions of the particle source in proton-lead collisions at
√
sNN =
5.02 TeV are measured with the ATLAS detector at the Large Hadron Collider.
Femtoscopic measurements are made from correlation functions built with charged
pions identified by their ionization energy loss. The measured HBT radii that rep-
resent the source dimensions are presented differentially as a function of centrality,
transverse momentum, and rapidity. The effect of jet fragmentation on the two-
particle correlation function is studied, and a method using opposite-charge pair
data to constrain its contributions to the measured correlations is described. The
measured source sizes are substantially larger in more central collisions and are
observed to decrease with increasing pair transverse momentum. A correlation of
the radii with the local charged-particle density dN/dy is demonstrated. The scaling
of the extracted radii with the mean number of participating nucleons is also used to
compare a parameterization of an initial-geometry model that allows for fluctuations
in the proton cross-section. The cross-term Rol is measured as a function of rapidity,
and a nonzero value is observed that agrees with hydrodynamic predictions. The HBT
radii are also shown for central events in intervals of azimuthal angle relative to the
2nd-order event plane, pair transverse momentum, and flow vector magnitude, where
the correlation functions are corrected for the event plane resolution. Significant
modulations of the transverse HBT radii Rout, Rside, and Ros are observed. The
orientation of this modulation is the same as that in heavy-ion collisions, in which
they are attributed to hydrodynamic evolution from an elliptic initial geometry. The
sign and transverse momentum dependence of these modulations are consistent with
a hydrodynamic evolution of a short-lived medium.
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and statistical uncertainties are shown with vertical lines. The horizontal
positions of the points are the average kT or y
?
pipi in each interval, and the
horizontal lines indicate the standard deviation of kT or y
?
pipi. The widths
of the boxes differ among centrality intervals only for visual clarity. 156
6.6 Exponential fit results for Rinv as a function of the cube root of aver-
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collision system components of the background amplitude are treated as
correlated and shown as error bands, and the systematic uncertainties from
charge asymmetry, Reff , the rapidity variation of the jet fragmentation
description, and two-particle reconstruction are treated as uncorrelated
and indicated by the height of the boxes. The horizontal error bars indicate
the systematic uncertainty from 〈dNch/dη〉 or dNch/dy?. 157
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points are the average kT or y
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represents the quadrature sum of the systematic uncertainties described
in Section 5.5, and statistical uncertainties are shown with vertical lines.
The horizontal positions of the points are the average kT or y
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pipi in each
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xxiii
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taken over |η| < 1.5 and (right) the local density, dNch/dy?, in intervals of
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6.12 Exponential fit results for Rside as a function of (left) the cube root of
average charged-particle multiplicity, 〈dNch/dη〉1/3, where the average is
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6.14 The Bose-Einstein amplitude, λosl, as a function of pair transverse mo-
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sum of the systematic uncertainties described in Section 5.5, and statistical
uncertainties are shown with vertical lines. The horizontal positions of the
points are the average kT or y
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pipi in each interval, and the horizontal lines
indicate the standard deviation of kT or y
?
pipi. The widths of the boxes
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6.16 The transverse area scale, RoutRside, plotted against the average multi-
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5.1 The average number of nucleon participants 〈Npart〉 [41] for each cen-
trality interval in the Glauber model as well as the two choices for the
Glauber-Gribov model with color fluctuations (GGCF) [139] (and refer-
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ric systematic uncertainties are shown for 〈Npart〉. The uncertainties in
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Matter at extremely high temperatures and densities is studied with relativistic
heavy ion (HI) collisions at the Relativistic Heavy Ion Collider (RHIC) and the
Large Hadron Collider (LHC). When nuclei with large atomic number (A  1)
collide at velocities approaching the speed of light c, the constituent nucleons melt
into a hot and dense fluid. The “little bangs” in these nucleus-nucleus (A+A)
collisions produce the state of matter present in the first microsecond of the universe.
Studying the properties of these collisions constrains the phase diagram of matter at
high temperatures and densities and provides another avenue for understanding the
evolution of the early universe [1].
Nuclear matter is now understood to be described by QCD, a non-abelian gauge
quantum field theory (QFT) defined by a simple symmetry but with rich and deep
phenomenology. The study of QCD matter is really the study of matter, as most of
the mass in the universe comes from the energy of the quarks and gluons (partons)
bound within protons and neutrons (nucleons). It is not obvious from first principles
that QCD at high temperatures exhibits a deconfined state of matter, in which the
partons are not bound but free to travel within the medium; however, state-of-the-art
numerical computations that run QCD on a discrete lattice show a crossover phase
transition. A deconfined phase of strongly-coupled quarks and gluons, the quark-
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gluon plasma (QGP), could be expected to behave like a fluid. The defining feature
of hydrodynamics is the complementary relationship between spatial anisotropies and
momentum anisotropies as hydrodynamics predicts a fluid acceleration in the direc-
tion of the negative gradient of the fluid pressure [2]. The experimentally measured
Fourier components of the particle production in A+A collisions are consistent with
hydrodynamic evolution of a fluid with a near-minimal specific viscosity η/s. By
contrast, a weakly-coupled gas would not have significant momentum anisotropies as
the partons would easily pass through the medium.
Sprays of particles produced in high energy collisions, known as jets, are sup-
pressed in A+A collisions. This indicates that the jets are being quenched by
a medium that forms before the jets can escape. The transverse momentum of
dijets1 produced in A+A collisions have a greater asymmetry than those in proton-
proton (pp) collisions, indicating that they dissipate different amounts of energy as
they traverse different path lengths in a medium [3, 4]. This dijet asymmetry is not
observed in proton-nucleus (p+A) collisions where the initial transverse size of the
collision is constrained to about 2 fm across. If a hydrodynamic fluid is produced in
such collisions it is likely to have a formation time on the order of 1 fm/c, by which
time any jets have traveled outside of the collision region.
It is not clear that hydrodynamics should apply in p+A and pp collisions where
the system size may not be significantly larger than the mean free path of the con-
stituents. However, the Fourier components of particle production in small systems
are suggestive of flow-like behavior, and even low-multiplicity pp collisions have a
significant 2nd-order Fourier coefficient v2. There are alternative explanations for
this phenomenon like the color-glass condensate (CGC) description [5] or a multiphase
transport (AMPT) model [6], and some recent measurements suggest that the origin
of the v2 in pp collisions may not be hydrodynamical [7]. A contemporary focus of
1pairs of jets that are back-to-back in the transverse plane
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high energy nuclear physics is determining the domain of validity for a hydrodynamic
description of QCD matter.
The technique of femtoscopy can address this question by providing information
about the spatio-temporal evolution of the particle sources produced in nuclear col-
lisions [8]. Femtoscopic measurements in gold-gold (Au+Au) collisions at RHIC and
lead-lead (Pb+Pb) collisions at the LHC have been consistent with a short-lived
hydrodynamically expanding source. Comparable analyses in proton-lead (p+Pb)
show similar signs of expansion in central collisions with a large number of nucleon
participants Npart, but the situation is not as clear in peripheral collisions [9, 10].
In particular, the source is observed to be contracted along the axis of greatest
particle flow in Au+Au [11–13] and Pb+Pb [14] collisions. This direct correspondence
between initial spatial anisotropy and final momentum anisotropy is a prominent
signal for hydrodynamics.
This thesis presents femtoscopic measurements of the source size and shape in
p+Pb collisions with the ATLAS detector from Ref. [15], which provides a finer
level of detail than previous measurements. Azimuthally-dependent results in central
p+Pb collisions are also presented, parts of which have been published in Ref. [16].
Both of these analyses introduce technical improvements to correction procedures
compared to what has been used so far in the literature. The results show clear
evidence that the collective behavior in central p+Pb is hydrodynamic in nature, but
these signatures are reduced in peripheral collisions.
This dissertation is organized as follows. Chapter 2 discusses the historical back-
ground of nuclear physics and some of the developments made in the study of heavy
ion collisions. It also introduces the framework for understanding femtoscopic mea-
surements in general. Chapter 3 motivates the design for high-energy collider ex-
periments and describes several components of the LHC and the ATLAS detector.
The process of reconstructing charged particles and identifying pions is discussed in
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Ch. 4. Chapter 5 provides the details of the measurement process for the analyses
and enumerates the systematic effects and uncertainties. The results of the ATLAS
femtoscopy measurements in p+Pb collisions are presented with discussion in Ch. 6,
including some comparisons to theoretical hydrodynamic models.
Conventions and definitions
In most cases dimensionless units are used such that c = ~ = kB = 1, although
occasionally the constants will be left in an equation that expresses a specific physical
scale. The time-positive Minkowski metric is used in relativistic expressions, so that
gµν = diag (1,−1,−1,−1).
The ATLAS coordinate system is used, which is right-handed with its origin at
the nominal interaction point (IP) in the center of the detector and the z-axis along
the beam pipe. Cylindrical coordinates (r, φ) are used in the transverse plane, where
φ is the azimuthal angle around the beam pipe. Transverse momentum is denoted by
pT. The pseudorapidity is defined in terms of the polar angle from the beam line θ




Both rapidity and pseudorapidity transform under a longitudinal boost with relative
velocity vz by an additive constant of tanh







2.1.1 History and experimental motivation
The atomic nucleus was discovered in the early 20th century [17], and a few years later
it was determined that it was composed of protons (p). An additional, electrically-
neutral nuclear constituent particle was proposed soon after and the neutron (n) was
finally discovered in the early 1930s [18]. This indicated that there was some new
type of interaction strong enough to overcome electrostatic repulsion between protons
that binds nucleons (p and n) together in the nucleus. A particle field, the pion (pi±,
pi0), was proposed to mediate this strong interaction [19]. Since the strong interaction
only acts over a length scale of about 2 fm, the mediating pion was predicted to have
a mass of about 100 MeV1. The charged pion was indeed discovered experimentally
in 1947 [20]. Pions can be interpreted as the Nambu-Goldstone bosons corresponding
1The potential mediated by a boson of mass m is proportional to − exp(−mcr/~)/r, where r is
the separation between a pair of participants. Thus the mass of a mediating boson for a potential




to the spontaneously broken chiral symmetry, which explains their relatively small
masses.
The expanding body of observed hadrons — particles bound by the strong nuclear
interaction — and the allowed decays thereof suggested additional conserved quantum
numbers and that they could be composed of constituent particles. It was noticed
that hadrons can be organized by their quantum numbers in a manner described
by an SU(3) flavor symmetry [21]. This suggests that hadrons are composed of
constituent particles called quarks, each with a quantum number called flavor that
can takes a value of “up” (u), “down” (d), or “strange” (s)2. The quark model was not
immediately accepted because free quarks were not (and still have not been) observed.
Scattering experiments were needed to probe the internal structure of hadrons.
Because electrons are point-like particles to the limits of current experiments, a
scattering process e−A → e−X is dependent only on the internal structure of the
target A. The electron scatters through a virtual photon that interacts directly with
the hadron in a process called deep inelastic scattering (DIS)3. The kinematics of the
electron in this type of experiment constrain the structure of the target hadrons.
Under the constraints of Lorentz and gauge invariance, the cross-section of an un-
polarized DIS process with incoming lepton and proton momenta k and P respectively







1 + (1− y)2)F2 (x,Q2)− y2FL (x,Q2)] (2.1)
where Q2 = −q2 is the absolute magnitude squared of the photon’s virtuality, y = q·P
k·P
is the fraction of the lepton’s energy lost in the nucleon’s rest frame, and x = Q
2
2q·P .
In the parton model, which describes the proton as approximately-free point-like
quarks in the infinite longitudinal momentum frame, x is interpreted as the fraction
2Three heavy flavors have since been discovered, “charm” (c), “bottom” (b), and “top” (t), but
heavy quarks and the hadrons composed of them decay very rapidly due to their larger mass.
3“deep” in that it probes the constituent structure of the target and “inelastic” because kinetic
energy and matter are exchanged in the creation of the product particles
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Figure 2.1: Deep inelastic scattering of a lepton on a hadron [22].
of the target proton’s momentum carried by a struck parton. The structure functions
Fi(x,Q
2) describe the inherent internal structure of the proton. The longitudinal
structure function FL = F2 − 2xF1 is zero by the Callan-Gross relation [24]. In
experiment the ratio 2xF1/F2 is consistent with unity independent of x. In the parton
model, where the proton is described in terms of free point-like quark constituents,









to lowest order in the strong coupling constant αs. The independence of Q
2 of the
PDFs is a manifestation of their point-like description in the parton model and is
known as Bjorken scaling. Logarithmic corrections are understood theoretically and
arise as gluon radiation from the quarks becomes relevant at small x (Fig. 2.2).
An experimental and phenomenological description of the nucleon structure func-
tions does not provide a complete description of the interactions among nucleon
7
Figure 2.2: The structure function F2 (x,Q
2) of the proton as a function of Q2 (left)
and of x (right) [23].
constituents. The success of gauge theories in describing quantum electrodynamics
(QED) (U(1)) and electroweak theory (U(2) = SU(2) ⊗ U(1)) suggests that some
other gauge theory may be able to describe the nuclear interaction. A quantum
field theory with an SU(Nc) “color” symmetry with Nc colors, called QCD, is one
such candidate. For it to be a believable description of the strong interaction it
must not only be consistent with experimental observations but also explain why
free quarks have never been observed. The rate of hadronic production in electron-
positron collisions is proportional to Nc, so experimental measurements of the ratio
4
R ≡ σ (e
+e− → hadrons)







have been made to determine the number of colors, showing very good agreement
with a value of Nc = 3. Though the non-abelian character of QCD makes many
practical calculations difficult, it has shown remarkable success in describing the
strong interaction, as will be discussed in the remainder of this section.
4at energies above the bb¯ threshold and below the mass of the Z boson
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2.1.2 The QCD Lagrangian







i /D −m)ψ . (2.4)
Here repeated indices are summed, where µ and ν indicate spacetime indices, a, b,
and c indicate color indices in the fundamental (N = 3) representation, and A, B, and
C indicated color indices in the adjoint (N = 8) representation. The slash notation
refers to contraction with the gamma matrices {γµ, γν} = 2ηµν5. The covariant
derivative is given by
Dµ ≡ ∂µ − igACµ tC (2.5)
where ACµ is the gluon field, t
C are the generators of the SU(3) gauge group, and g is
the strong charge constant. The constant g in the Lagrangian is always squared when






which is typically called the strong coupling constant. The gluon field strength tensor
is
GAµν ≡ ∂µAAν − ∂νAAµ + gfABCABµACν
where the SU(3) structure constants tA are defined such that
[tA, tB] = ifABCtC 6.





5with Minkowski signature (+−−−)
6In the SU(2) gauge group the adjoint representation is three-dimensional and the structure
constants are given by the anti-symmetric Levi-Civita symbol ABC
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Figure 2.3: The propagators and vertices in QCD along with the corresponding
Feynman rules for the amplitude factors [26]. The strong coupling charge is written
here as es =
√
4piαs, and the gauge parameter is denoted by λ.
The quark masses mq are generated by the mechanism of spontaneous electro-weak
symmetry breaking in which the Higgs field, coupling to fermions and electro-weak
gauge bosons, acquires a nonzero vacuum expectation value. This procedure induces
in the QCD vacuum a breaking of the chiral symmetry SU(Nf )×SU(Nf )→ SU(Nf )
in the massless Lagrangian.
The physical interaction vertices of QCD are a 3-point quark-gluon vertex analo-
gous to the QED vertex, a 3-gluon vertex and a 4-gluon vertex (Fig. 2.3). A scalar
ghost field7 also couples to the gluon as is generally necessary in non-abelian gauge
theories to prevent over-counting gauge-equivalent states [27]. The non-abelian nature
of QCD manifests in Feynman diagrams as the gluon self-interaction vertices. The
gluon-gluon interactions make QCD difficult to apply in theoretical calculations. In
7which has a spin of 0 yet anti-commutes like a fermion
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a classical theory, they prevent the principle of superposition from being applied in
chromodynamics. The highly-nontrivial gluon self-interaction is a crucial ingredient
in the richness of nuclear physics.
2.1.3 Running of the coupling constant
As is the case in all quantum field theories, the na¨ıve calculation of higher-order (in
αs) loop diagram integrals contain divergences in the amplitudes. In many theories,
including QCD [28], these infinities can be handled using a process called renormaliza-
tion. One description of renormalization is the introduction of an energy/momentum
cutoff scale. Physical calculations cannot depend on any such scales, so amplitude
calculations must be organized such that any dependence on the renormalization
scale cancels in a physical result, which can be done order-by-order in perturbation
theory. This process induces a scale dependence of the coupling constant αs on the
arbitrary renormalization scale µ. If the value of αs is known at a particular µ = µ0,




which to one loop is given by [29]









for Nc colors and Nf relevant quark flavors at the scale of the process. The leading








where ΛQCD is defined by a given value for αs at a scale µ0







The above expression for ΛQCD changes depending on the order of the perturbative
expansion and the renormalization scheme, but the physical meaning of ΛQCD is still
apparent. It is the energy scale below which the strong coupling diverges, showing an
explicit breakdown of perturbation theory. It is noteworthy that QCD predicts the
emergence of such a scale, even in the conformal8 theory. Practically the QCD scale
is often quoted around a value of
ΛQCD ≈ 200 MeV ,
but the precise value can differ by a factor of 2 or more depending on arbitrary choices
such as scheme, order, and gauge.
A convenient choice for the renormalization scale µ in Eq. (2.9) is to set µ2 = Q2
for a physical process with momentum transfer Q. This choice introduces some
theoretical and computational wrinkles but gives a simple and direct relationship to
experimental data. Experimental values of the strong coupling constant are typically
reported at the mass of the Z boson, with a current world average value of
αs(m
2
Z) = 0.1181± 0.0011
where mZ = 91.187 GeV. The running of the coupling is demonstrated by the
summary of experimental measurements in Fig. 2.4.
2.1.4 Asymptotic freedom
The strong coupling constant decreases with rising energy as shown in Eq. (2.9) and
Fig. 2.4. This phenomenon is known as asymptotic freedom and is necessary to explain
Bjorken scaling since without this feature the interaction between quarks bound in
a hadron could not be approximately ignored in a DIS process. It requires b0 > 0,
which for Nc = 3 QCD is true so long as there is no scale at which additional quark
8i.e. a scale-invariant Lagrangian with massless quarks
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Figure 2.4: Measurements of the strong coupling constant αs as a function of the
energy scale Q [23].
fields become relevant such that Nf > 16. Physically this is understood as arising
from the fact that the contributions to αs from gluon loops dominate over those from
quark loops [30].
Asymptotic freedom is not present in abelian gauge theories like QED, where the
screening of a bare electric charge causes the effective charge to decrease at large
distances, or equivalently the effective electric charge increases at higher energy. In
QCD the color field reinforces itself to induce an even stronger field so the effective
field strength does not decrease with increasing separation.
The phenomenology of jets relies heavily on asymptotic freedom. In high energy
hadronic and nuclear collisions, partons from each participant nucleon scatter with
large momentum transfer. Because the effective αs is small, the product quarks and
gluons are ejected with large transverse momentum and are not strongly coupled to
other partons in the collision. The stronger coupling at low Q2 also means that the
QCD radiation is emitted at small relative momentum from the hard parton. Thus
the decay products of these high-energy partons are produced in a parton shower and
13
Figure 2.5: Charmonium (cc¯) potential from a combination of perturbative QCD
(small r) and lattice QCD (large r) [33].
generate clumps of final-state particles known as jets.
2.1.5 Color confinement
In order to be trusted as a fundamental theory of nuclear interactions, QCD must
provide an understanding of the lack of experimental observation of free quarks or
gluons. Indeed the infrared divergence of αs(Q
2) suggests that there is some nontrivial
behavior as the separation between two colored particles is increased. Predictions
from QCD in this region cannot be investigated using perturbation theory since the
rapidly rising coupling constant precludes the convergence of any diagram expansion.
The numerical approach of lattice gauge theory [31] is successful at reproducing a
number of experimental measurements such as the light hadron mass spectrum [32].
Lattice gauge theory introduces a discrete grid spacing a along both spatial and
temporal dimensions, which acts as a regularization parameter. An extrapolation to
a vanishing grid spacing a→ 0 is performed in order to recover the continuous theory
of QCD.
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Figure 2.6: The color flux tube between a quark-antiquark pair and the breaking of
the flux tube into a new qq¯ pair from the vacuum.
The heavy quark-antiquark potential can be computed with perturbative QCD
(pQCD) at small separations and on the lattice for large separations, as shown in
Fig. 2.5. The charmonium lattice QCD potential with three light quarks and charm-




with A = 160 ± 4 MeV fm and σ = 790 ± 30 MeV/fm (Fig. 2.5). The first term has
the same form as an attractive Coulomb potential, albeit with a coupling constant
about 2 orders of magnitude larger than the electromagnetic (EM) coupling9. The
latter term resembles the potential from the force by a string of constant tension σ.
This invokes a description of the force between the two quarks as color “flux tubes”
of constant energy per length. The “string” term σ increases without bound at large
separations so a quark-antiquark pair cannot be separated with a finite amount of
energy. At some point it becomes more energetically favorable to produce a quark-
antiquark pair out of the vacuum than to maintain a long flux tube (Fig. 2.6). This
property is responsible for the phenomenon of confinement, which is the absence in
nature of bare color charges.
9where αEM~c ≈ 1.44 MeV fm
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Figure 2.7: A conjectured phase diagram for QCD matter. The transition from
hadronic matter to QGP at low baryon density is a smooth crossover. A critical
point is hypothesized but not established.
2.2 QCD at high temperatures
Given the observed properties of asymptotic freedom and color confinement, a natural
question to ask is whether nuclear matter has a phase transition at large density
and/or temperature. In a system with a low number of quarks, the color connection
keeps each bound tightly to others. At high densities, however, individual flux tubes
are not discernible, and individual color charges are easily balanced by nearby color
sources. Such a state could exhibit deconfinement, with color charge free to move as
electric charge does in a conventional plasma. This QGP is expected to have different
properties than hadronic matter.
Dimensional analysis suggests that the critical temperature Tc (at zero chemical
potential) should be on the order of magnitude of the only possibly relevant scale
Tc ∼ ΛQCD ∼ 1012 K .
Fig. 2.7 shows a conjectured phase diagram for QCD matter. The transition between
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hadronic matter and the QGP is a smooth crossover at low baryon density [34]. Above
some critical baryon density the transition is hypothesized to be first-order based on
a number of model approaches, but this has not been established. The existence of
such a critical point, along with its temperature and density in the phase diagram, is
an objective of experimental measurements particularly at RHIC.
2.2.1 Ultrarelativistic thermodynamics
For particles of negligible mass the probability of having energy E is calculated by
integrating over the density of states d
3x d3p
(2pi)3
δ (E − |p|) times the occupancy function.
With the statistical factor η = ±1, 0 for bosons/fermions and non-identical particles




eE/T − η (2.11)
where g is a degeneracy factor e.g. for multiple spin values. This yields expressions
























Relative to the energy and number density for non-identical particles, quantum
statistical effects increase the density for bosons and decrease it for fermions.












where the g terms are the total degeneracy factors for relevant particle species. For
instance, at low temperatures where a system is hadron gas the degrees of freedom
are the pions with 3 isospin possibilities, so gBE = 3 and gFD = 0. In QCD the energy
density becomes10




for Nf active quark flavors at the temperature scale. At a phase transition where the
active thermodynamic degrees of freedom become quarks and gluons from pions the
ratio ε/T 4 would be expected to increase by an order of magnitude.
2.2.2 Thermal quantum field theory
The probability of a thermal system to be in state ψ is proportional to e−βH(ψ) where
β = 1/T is the coldness and H is the Hamiltonian of the configuration. This is

















from which amplitudes can be calculated through functional derivatives of Z with
source terms J · ψ in the Lagrangian density. At the same time, by analogy with






10Gluons have 32 − 1 = 8 possible colors and 2 possible spins, while each flavor of quark has 3
possible colors and 4 spinor components.
18
Figure 2.8: The trace anomaly for several values of lattice spacing Nτ = 1/aT and
the continuum extrapolation (left) and thermodynamic quantities in the continuum
limit (right), both shown as a function of temperature [36]. The solid lines show the
predictions from the hadron resonance gas model and the Stefan-Boltzmann limit for
3 quark flavors at 19pi2/12 is shown by the straight dashed line.
in terms of the Hamiltonian density H. The Lagrangian can be related to the
Hamiltonian by a Wick rotation t → −iτ which transforms L → −H. With
the transformation of the temporal integral in the exponent i
∫




dτ this analogy can be made precise. The fields are periodic such that
ψ(β,x) = ±ψ(0,x) where the sign is determined by whether the field is a boson
or fermion. This periodicity leads to discretization of the allowed energies where
En = 2npiT for bosons and En = (2n+ 1)piT for fermions.
With this formalism the full power of perturbation theory can be applied to
calculate a number of observables [35]. The real-time tree-level propagators pick
up absorptive terms proportional to 2piδ(p2 −m2) 1
e|p0|/T∓1 for bosons/fermions. For
instance, computation of the free energy −T logZ leads to a corresponding LO





















2.2.3 Equation of state from lattice calculations
Thermodynamic quantities can be computed in lattice QCD at small chemical poten-
tial [36, 37]. The results are clearly distinct from the hadron resonance gas (HRG)
model [38], indicating that deconfinement is a fundamental property of the transition.
The trace anomaly T µµ = ε− 3p, where ε is the energy density and p is the pressure,
is computed in lattice calculations as a function of temperature. It vanishes in a
conformal theory, so the appearance of a significant trace anomaly with a peak around
200 MeV suggests the emergence of a scale dependence. The pressure is related to
the derivative of the trace anomaly up to factors of the temperature. From there, the
remaining combinations of thermodynamic quantities such as ε(T ) and the entropy
density s = ε+p
T
are computed, determining the equation of state (EoS).
Recent lattice QCD results are shown in Fig. 2.8. The large step in the ratios
ε/T 4 and s/T 3 around the critical temperature suggests a phase transition indicated
by the increase in the effective number of degrees of freedom in QCD matter. A
smooth crossover is observed with a critical temperature of Tc = 156.5± 1.5 MeV at
zero chemical potential [39], which is indeed close to ΛQCD as predicted by dimen-
sional analysis. Above the critical temperature, clear deviations are shown from the
predictions of the HRG model. The Stefan-Boltzmann limit does not appear to be
reached, which appears to be consistent with Eq. (2.22) which says that perturbative
corrections to the energy are negative.
2.2.4 Heavy ion collisions
Heavy ions, like gold-197 and lead-208, have hundreds of nucleons packed into a
spherical volume of radius 3
√
A ≈ 6 times that of a proton. This also corresponds to
an average transverse areal density of the same factor of 6 times larger than that of
a proton. In a head-on Au+Au or Pb+Pb collision, roughly 200 times the matter
interacts in a transverse area about 35 times larger than a pp collisions of the same
20
Figure 2.9: Diagram of the Glauber model nucleus-nucleus geometry with transverse
(a) and longitudinal (b) perspectives [40].
√
sNN. The high densities and temperatures reached in these collisions allow for the
potential to produce deconfined QGP matter.
The size and shape of the energy density deposited in a heavy ion collision varies
greatly depending on the impact parameter b, as illustrated in Fig. 2.9. The Glauber
model is used to describe the average energy density in nuclear collisions as a function
of impact parameter [40]. In the optical limit of smooth density, the nuclear density


















is set to fix the integral to the total number of nucleons11. The radial density
distribution for lead-208 is shown in Fig. 2.10, with R = 6.62 ± 0.06 fm and a =
0.55± 0.01 fm.




Figure 2.10: The density as a function of radius following the Woods-Saxon
distribution for the 208Pb nucleus.
The transverse density of a nucleus with mass number A at a transverse position













d2b TA(s)TB(s− b) , (2.25)
which has units of inverse area. The expected number of nucleon-nucleon collisions
Ncoll is obtained by multiplying the thickness function by the inelastic nucleon-nucleon
cross-section12
〈Ncoll(b)〉 = TAB(b)σNNinel . (2.26)
The number of nucleons in both target and projectile that interact is called the
12More rigorously, the probability distribution of Ncoll for a given impact parameter b is the





























The optical approximation taken here is not able to account for fluctuations in
nucleon positions within the nuclei. To remedy this, a Monte Carlo (MC) approach
can be taken which randomizes the impact parameter according to P (b) ∝ 2pib
and the positions of the nucleons within each nucleus according to the Woods-
Saxon distribution. One method is to tag a nucleon as wounded if its distance in
the transverse plane is within
√
σNNinel /pi of any nucleon in the other nucleus. The
expectation values of Ncoll and Npart can be calculated as a function of b by repeated
simulations. The Glauber MC model predicts some shadowing of the total nucleus-
nucleus cross-section relative to the optical approach, but differences in the expected
Ncoll and Npart are negligible [40].
In experiments the impact parameter cannot be measured directly so a proxy
must be used. This is typically the charged-particle multiplicity or the total energy
deposited at large |η|. Because there is a probabilistic component to the particle
production at a given b, results are often reported in intervals of event activity, either
in percentile or the corresponding expected Npart.
2.2.5 Proton-nucleus collisions
The initial motivation for studying proton-nucleus collisions is to understand cold nu-
clear matter (CNM) effects. Measurements from A+A collisions are often normalized
by the same quantities in pp collisions up to factors of Npart. Heavy ion collisions are
not completely equivalent to a sum of several pp collisions, due in part to the presence
of additional spectator nucleons. Proton-nucleus collisions can be used to control for
23
partN













 = 0.11σωGGCF 
 = 0.2σωGGCF 
 SimulationATLAS
-1bµ+Pb, 1 p
 = 5.02 TeVNNs
 [mb]NNσ



































 = 5.02 TeVNNs, 
-1bµ+Pb, 1 p
Glauber
 = 0.11σωGGCF 
 = 0.2σωGGCF 
Figure 2.11: The Npart distribution for proton-lead collisions using the Glauber model
and the generalized color fluctuation model (left), along with the 〈Npart〉 for the
corresponding centrality intervals with each model (right) [41].
these effects. The physics of p+A collisions has also turned out to be surprisingly
interesting in its own right.
In p+A collisions the expected number of collisions is given in terms of the single-
nucleon thickness function
〈Ncoll(b)〉 = TA(b)σNNinel (2.28)
and the number of nucleon participants is simply
Npart = Ncoll + 1 . (2.29)
Because the projectile consists of a single proton, event-by-event fluctuations in its size
can impact the Npart significantly. In A+A collisions the effect of such fluctuations
is washed out because the relative fluctuations in the projectile cross-section are
suppressed by a factor of A−1/2. The Glauber-Gribov color fluctuation (GGCF)
model provides the framework to describe this effect by parameterizing fluctuations
in σNNinel with the dimensionless parameter ωσ. The Npart distribution is shown in
Fig. 2.11 for the Glauber model and two values of the GGCF extension. Fluctuations
in σNNinel put higher weight into the high-Npart tail of the distribution.
Measurements of charged particle multiplicity and Z boson production suggest
that the geometry is best described by ωσ > 0 [41, 42]. The precise value is not
24
well-constrained but a value of ωσ = 0.11 is slightly preferred over the higher value
of 0.2. Results presented in this thesis will provide additional support for the GGCF
model with ωσ > 0.
2.2.6 Experimental status of the strongly-coupled QGP
Hard sector
The observation of jet quenching in Pb+Pb collisions is a signature of the formation
of an opaque medium [4]. The reduction of the ratio of sub-leading jet pT to leading
jet pT indicates that one of the jets travels a greater apparent distance through a
medium. This effect is drastic in central collisions but not significant in peripheral
collisions as shown in Fig. 2.12. This matter is likely composed of relatively soft
particles since if the energy loss was a result only of repeated hard scattering then
dijets would be deflected out of a co-linear plane. Dijet asymmetry has not been
observed in p+A collisions, but this does not necessarily rule out the formation of a
medium because it could have a formation time comparable to the transverse size of
the system.
Jet and particle production in heavy ion collisions is often reported in terms of








An RAA < 1 is called suppression, and is often interpreted as absorption or slowing
of the channel in question. As shown in Fig. 2.13, high-pT hadrons and jets are
suppressed in Pb+Pb collisions which suggests that they interact with a medium.
This suppression is stronger in central collisions where a greater mass and volume of
medium is produced [43]. The RAA for Z bosons is shown as a control measurement
because electoweak bosons do not interact via the color force and thus are expected
to pass through any QGP.
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For charged particles an apparent enhancement at high pT can be explained by the
GGCF model [44], as shown in Fig. 2.14. There is a sign of rapidity-dependent
jet suppression in central p+Pb collisions [45], although this is not a smoking gun
for any medium formation because RpPb is sensitive to other production effects like
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Figure 2.12: The distribution of the sub-leading jet suppression xJ as a function
of centrality in lead-lead collisions [4]. The observable xJ is defined as the ratio of
sub-leading to leading jet pT and is reduced relative to proton-proton collisions. The
distributions are unfolded to correct for detector resolution effects.
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Figure 2.13: Summary of the nuclear modification factor RAA for a few relevant
production channels in lead-lead collisions. No suppression is observed for the
colorless Z bosons, but high-pT jets and hadrons are suppressed with an increased
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Figure 2.14: RpPb for charged particles as a function of pT for different collision
geometries in the Glauber-Gribov color fluctuation model [44].
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Soft sector
Particle production in high energy collisions is often decomposed into azimuthal
















The vn are called the nth-order flow coefficients and the Ψn are the nth-order event







where wk weights the kth particle or calorimeter element and is typically the pT or ET
of the component. This provides a framework for testing the predictions of dynamical
models that describe the evolution of the initial energy deposited in the collision to
the final-state bulk of particles. For instance, a non-interacting gas model predicts
〈vn〉 = 0 for n ≥ 2, with nonzero flow coefficients only from fluctuations, and is ruled
out for A+A, p+A, and pp collisions.
Hydrodynamics is a simple model that only assumes the system can be described
by a fluid field with four-velocity uµ(xν) and imposes conservation of the stress-
energy tensor T µν and possibly other conserved charges. The input of hydrodynamics
is the specification of T µν itself, which typically includes an EoS and multiple free
parameters. Section 2.3 discusses relativistic hydrodynamic theory in detail. The
signature feature of fluid dynamics is the fact that accelerations are driven by pressure
gradients. For instance, in an ideal conformal fluid in d spacetime dimensions
u˙ = −1
d
∇ ln p (2.34)
where u is the vector part of uµ and p is the pressure. Thus the shape of the initial
energy density has a significant effect on the final particle distribution in Eq. (2.32),
as the fluid is pushed from regions of large density to small.
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Figure 2.15: Event-by-event viscous hydrodynamic simulations of lead-lead collisions
from Ref. [48] showing excellent agreement with experimental results as a function of
centrality (left) [49] and pT (right) [50].
For the fluid description to be valid, matter must be able to readily interact with
nearby fluid. If disturbances in the velocity and energy fields are not propagated
to nearby locations then the smooth description of the fields breaks down. This
requires the mean free path λmfp to be small compared to the length scale that the
system evolves over, or equivalently, that the viscosity is small. The applicability of
hydrodynamics is discussed in further detail in Section 2.3.2.
To a reasonable approximation, the 2nd- and 3rd-order flow coefficients are pro-
portional to the corresponding eccentricities of the transverse source density [51],
although vn for n ≥ 4 include higher-order products. The centrality of a A+A
collision provides a control on the initial ellipticity, which is small for head-on central
collisions with a circular transverse profile and larger for mid-central collisions with an
almond-shaped overlap profile. The v2 as a function of centrality behaves according to
this hydrodynamic prediction in Pb+Pb collisions. Higher-order flow coefficients do
not exhibit a strong centrality dependence because the higher-order eccentricities
are not greatly dependent on the centrality. The detailed simulations shown in
Fig. 2.15 exhibit this behavior with excellent agreement with data as a function
both of centrality and pT.
Another key observation in Au+Au collisions is the scaling of the hadron flow
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Figure 2.16: Elliptic, triangular, and quadrupolar flow coefficients from superSONIC
simulations (bands) compared to experimental data for proton-proton (left), proton-
lead (center), and lead-lead (right) collisions [63]. The specific viscosity parameters
used in the simulations are η/s = 0.08 and ζ/s = 0.01.
coefficient with the hadron’s number of constituent quarks nq [52]. The hadron elliptic





2 (KET/nq). This shows that the quarks themselves are indeed deconfined in
the flow of the system, which amounts to strong evidence for the existence of the
QGP.
In pp or p+A systems where the projectile has a radius that may be comparable to
or smaller than the formation time, hydrodynamics is not na¨ıvely expected. However,
observations of a near-side azimuthal correlations in p+Pb [53–55] and pp [56, 57]
collisions show that these also exhibit collectivity, which is defined as pair correlations
that arise not from direct interaction but from the global bulk evolution. This
“ridge” allows for the possibility of hydrodynamics in these smaller collisions, but
hydrodynamics is not a necessary condition for collective behavior. For instance, a
CGC model that invokes saturation of nuclear PDFs can predict a ridge in small
systems with some success [58–62].
Nevertheless, state-of-the-art viscous hydrodynamic simulations are capable of
describing the flow coefficients in pp, p+A, and A+A collisions simultaneously, as
shown in Fig. 2.16 [63]. Even in pp collisions the v2 seems to persist down to Nch ∼ 20
[64], however there is not yet complete agreement in the field over the experimental
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procedures used to extract the flow coefficients at very low Nch. For a review of
hydrodynamics in small systems consult Ref. [65].
2.3 Hydrodynamic description of heavy ion
collisions
2.3.1 Relativistic fluid dynamics
Under the constraints of Lorentz symmetry and neglecting fluctuations, the stress-
energy tensor of a perfect fluid described by flow four-velocity uµ(xν) is
T µν(0) = εu
µuν − p∆µν (2.35)
where ε and p(ε) are respectively the energy density and pressure in the local rest
frame. The co-moving time-like and space-like projection operators are uµuν and
∆µν ≡ gµν − uµuν , respectively. In the absence of sources there are four conserved
quantities corresponding to energy and three components of momentum.
∇µT µν = 0 (2.36)
Projecting this equation into time and space components yields the relativistic Euler
equations
Dε+ (ε+ p)∇⊥µuµ = 0 (2.37)
(ε+ p)Duµ + c2s∇µ⊥ε = 0 (2.38)
where D ≡ uµ∇µ is the co-moving time-like derivative, ∇µ⊥ ≡ ∆µν∇ν is the co-




can be identified with the speed of








which demonstrates that acceleration of the fluid is driven by pressure gradients.
The assumption of perfect fluidity is relaxed with the addition of the terms
T µν = T µν(0) + pi
µν + ∆µνΠ (2.40)
where piµν and Π are the shear stress and bulk stress that split the corrections into a
traceless and trace part respectively. To first order in gradients of uµ and ε,
piµν = −ησµν (2.41)
Π = −ζ∇⊥µuµ (2.42)
with




and η and ζ are the first order transport coefficients which are called the shear
viscosity and bulk viscosity, respectively. Applying energy-momentum conservation
(Eq. (2.36)) with these 1st-order corrections yields the relativistic Navier-Stokes
equations





(ε+ p)Duµ + c2s∇µ⊥ε = ∆µβ∇α
(
ησαβ + ζ∆αβ∇⊥ν uν
)
, (2.45)
but these equations violate causality by instantaneously propagating gradients to
viscous stresses. This causes instabilities in the solutions to these equations. Causality
can be recovered by expanding to second-order in the gradients [66] at the cost
of introducing 15 second-order transport coefficients, four of which vanish in flat
spacetime. State-of-the-art simulations of the QGP rely on second-order relativistic
hydrodynamics [67], though in practical applications many second-order coefficients
are still fixed to zero. In the conformal limit, for instance, ζ → 0 and there are five
nonzero second-order transport coefficients [68, 69].
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2.3.2 Applicability of hydrodynamics
In order for hydrodynamics to be capable of a valid description, additional terms in
the expansion of T µν must be small compared to existing terms. The magnitude of
the σµν gradients in Eq. (2.43) can be estimated by the inverse system size L−1. The
1st-order term must be small compared to the 0th-order term, so a condition for the
validity of hydrodynamics is [70]
η
(ε+ p)L
 1 . (2.46)
With the approximation that the mean free path is λmfp =
η
ε+p
, the condition is
expressed in terms of the Knudsen number
Kn ≡ λmfp
L
 1 . (2.47)
The series produced in the hydrodynamic gradient expansion is not strictly con-
vergent [71]. This is because the number of terms grows like the factorial of the
order of the expansion, and there is no lucky magic that exponentially suppresses
the magnitude of the transport coefficients. The Knudsen number in heavy ion
simulations is not typically orders of magnitudes below unity [72]; however, low-order
viscous hydrodynamics has had “unreasonable success” at describing many global
properties of heavy ion collisions.
Recent work has shown that the hydrodynamic expansion can be Borel-resummed
[73, 74], a method that produces an analytic continuation of the series. The stress-
energy tensor is split into a hydrodynamic attractor and a non-hydrodynamic com-
ponent, with the cost that the transport coefficients become explicit functions of ε
and the gradients of ε and uµ. In this framework the condition for the applicability of
hydrodynamics is weakened from thermal equilibrium to the requirement that these
non-hydro modes are negligible. In many examples it appears that the non-hydro
modes decrease exponentially quickly, which potentially explains the “unreasonable
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success” of viscous hydrodynamics. This also helps to explain the observations of
some hydro-like phenomena in p+Pb and even pp collisions, where the small system
size results in Knudsen numbers that are often greater than unity.
2.3.3 Transport coefficients of the QGP
Hydrodynamics provides the framework for describing the bulk motion of fluid matter
but is not capable of an independent determination of the EoS or the transport coef-
ficients. Assumptions or results from microscopic theory are required to say anything
about these quantities. The QCD EoS is under control from lattice calculations, as
discussed in Section 2.2.3.
At high temperatures the typical momentum is large, so the coupling is weak






with a constant of proportionality dependent on the number of active quark flavors.







to LO. The bulk viscosity is suppressed by four powers of αs relative to the shear
viscosity, and is expected to vanish for conformal theories and in both in the low and
high temperature limits. It is therefore often neglected in discussions of the QGP
viscosity, though it can be relevant near the transition temperature and can enhance
the Fourier harmonics of the particle production [77].
The entropy density s = (ε + p)/T also scales with the cube of temperature, so
the shear viscosity is often normalized by the entropy density to form the specific
viscosity η/s. In pQCD the value of the specific viscosity is close to unity near the
critical point. The condition for the validity of hydrodynamics from the previous
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discussion can be expressed as
η
s
 LT , (2.50)
which supports the intuition that matter with a small specific viscosity is expected
to behave like a perfect fluid. A lower bound can be placed on the viscosity based on
arguments from the uncertainty principle [78] such that η & 2T 3. With the Stefan-
Boltzmann entropy, a bound is placed on the specific viscosity
η
s
& 0.1 , (2.51)
so a perfect fluid is understood as one with viscosity that is not zero but is at the
lower bound. The η/s of the QGP is expected to have a minimum near the critical
temperature [79].
One of the most influential theoretical developments of the past few decades is the
conjectured relationship between quantum gravity in an Anti-de Sitter (AdS) space
and a strongly-coupled conformal field theory (CFT) [80]. This so-called AdS/CFT
correspondence allows calculations in a non-perturbative CFT to be replaced by an
associated calculation in weakly-coupled gravity, and is one of the only methods
available to complete analytic calculations in the completely non-perturbative region.







which is remarkably close to the bound from the uncertainty principle in Eq. (2.51).










which is positive in a non-conformal theory and larger than the perturbative calcu-
lation suggests. These bounds are not expected to be exact in QCD because it does
not have all the symmetries of the corresponding supersymmetric CFT.
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Experimental measurements of collective flow anisotropies have been used to
extract an experimental value of η/s ≈ 0.2 ≈ 2.5 1
4pi
[83]. Recent simulations using
the Kubo relations on the lattice for pure glue also report η/s ≈ 0.2 near the critical
point [84], with hints that it rises slowly with the temperature. The QGP is quite
close to a perfect quantum fluid.
2.4 Femtoscopy in heavy ion collisions
Space-time correlations between the photons are used in astronomy to measure the
size of stellar light sources. These Hanbury Brown and Twiss (HBT) correlations [85,
86] are a consequence of Bose-Einstein statistics and manifest as increased probability
for two photons to arrive at two detectors at similar times. The width of the
correlation in time difference is inversely proportional to the size of the distant star.
This process is called second-order interferometry, as it requires a decoherent source
in contrast to the type of interferometry exhibited in a classic double-slit experiment.
The procedure can be adapted to the tiny sources encountered in hadronic col-
lisions using correlations in relative momentum space [87]. Though Bose-Einstein
interactions yield the strongest resolution, in principle any non-trivial interaction can
be used to image the source density. The term femtoscopy is used to refer to any
measurement that provides spatio-temporal information of a hadronic source.
The measured HBT radii represent the dimensions of a nuclear source at freeze-
out after all interactions between a final-state particle and the bulk are finished. They
are therefore sensitive to predictions regarding hydrodynamic expansion of an initial
state. The results of femtoscopic measurements in p+Pb systems are of significant
interest because they can shed light on the extent to which hydrodynamics applies in
such small systems.
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2.4.1 Imaging the source density function
Momentum space correlation functions can be written out in terms of source density
functions, as detailed in the review in Ref. [8]. Particles are emitted on a freeze-out
hypersurface denoted by ∂Σ. The generation and interactions of n particles before
this hypersurface is described by a source density function sn(p1, x1; . . . ; pn, xn) of
outgoing particle momenta pi and initial spacetime coordinates xi. The hypersurface
∂Σ is not a region where each particle is created, but rather the surface of final
interaction of the emitted particles with the bulk. Though sn is only integrated over
∂Σ, the interactions before freeze-out are swept into the definition of sn. For two






















The ”smoothness approximation” is typically invoked to approximate pa ≈ mama+mbk.
It is then convenient to define a normalization of the two-particle source density. This





























If the resonances and other higher-order effects are ignored or removed, one can
make the approximation that s2(pa, xa; pb, xb) ≈ s1(pa, xa)s1(pb, xb) which imposes
the normalization constraint
∫
d3r S2,k(r) = 1.
Assuming that the center-of-mass motion is irrelevant after emission, the overall
phase eik·(xa+xb) can be factored out of the wavefunction (as in the example of




(|〈q|r〉|2 − 1) (2.56)
38
This shows that the wavefunction is a kernel that transforms the source density
function into the final-state correlation function. The wavefunction kernel is only
non-zero for interacting particles such that |〈q|r〉| = 1. For identical bosons, the
resolving power is particularly strong due to wavefunction symmetrization. In the
approximation that all particles of a given charge are pions, that they are created in a
fully chaotic source, and that they have no final-state interactions, the wavefunctions





















Plugging this back into the expression for the correlation function yields
Ck(q)− 1 =
∫
d3r Spipi,k(r) cos (q · r)
= F [Spipi,k] (q)
(2.58)
with the integration variable r = ∆x.
In principle, any two interacting particle species can be used to image the source
density. The stronger the interaction, the more powerful the kernel is at resolving
the source. Bose-Einstein interactions are especially useful in nuclear collisions due
to their increasing strength at small separations and the relative abundance of pions.
Some fraction of pions come from decays, long-lived resonances, or coherent
emission, and the source function must be correspondingly modified [88, 89]. Pairs
in which one or both pions do not come from the core should be considered non-
interacting since they are generated far apart, and the momentum scale of any Bose-
Einstein effects are under the momentum resolution of the detector. If the fraction of
pairs with pions that both originate from the core is parameterized by λ, the source
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function in Eq. (2.56) should be expanded as
S2(r; k)→ λS2,core(r; k) + (1− λ)S2,halo(r; k) (2.59)
where Sc is the source function for pairs with both pions in the core and Sh is the
source for pairs involving the halo. Pairs from the halo have a trivial wavefunction
since they are effectively non-interacting. For these the
(|〈q|r〉|2 − 1) term multiply-
ing Sh vanishes, and the correlation function becomes (hereafter we suppress some
labels and understand S to be the two-particle source function of the core)




= (1− λ) + λ
∫
d3r Sk(r) |〈q|r〉|2
= (1− λ) + λ
∫
d3r Sk(r)K(q, r) (1 + η cos (q · r))
(2.60)
where we have written the wavefunction as 〈q|r〉 = √K(q, r) 〈q|r〉free, with K
representing corrections to the free particle wavefunction, and where η is the spin
factor such that η = ±1 for bosons/fermions and 0 for non-identical particles. For
instance, K(q) = G(qinv) where G(qinv) is the Gamow factor accounts for Coulomb
interactions between the final-state pions. It is convenient to allow K to be a function
only of q, thus factoring it out of the integral. This approximation is reasonable so
long as the size of the source is small compared to the characteristic interaction
length of the pair. The particular choice for K, which includes a correction for
the non-zero source size, is discussed in Section 5.3.6. With this simplification the
correlation function can be expressed in a fairly general form as a function of the
Fourier transform of the pair source density.
Ck(q) = (1− λ) + λK(q) {1 + ηF [Sk] (q)} (2.61)
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2.4.2 Parameterization of the correlation function
Equation (2.61) relates an experimentally measured correlation function to the de-
scription of the source function encoded in its Fourier transform F [Sk](q). Extracting
the source function Sk(r) directly from Ck(q) by attempting to invert the Fourier
integral transform F is impractical due to the noise in the measured correlation
function. The standard approach is to assume some constraints about the form
of the source function that allow the correlation function to be described by a
parameterization. The measured correlation function is then fit to a functional form
to extract the parameters of the source function.
Le´vy parameter
When a generalization of the central limit theorem is considered, for which the
requirement for finite variance is relaxed, the Le´vy-stable distributions can be derived
[90]. Their characteristic functions13 are stretched exponentials, which are able to be
expressed in terms of elementary functions and thus lend themselves readily to fitting.
In the approximation of ellipsoidal symmetry of the source, the Bose-Einstein part of
the identical-pion correlation function can then be expressed as
CBE(q) = 1 + F [Sk](q) = 1 + e−‖Rq‖α (2.62)
where R is a symmetric matrix whose components are the HBT radii. The Le´vy
parameter α determines the tail weight of the underlying source density - the lower
it is, the heavier the tails are. Two particular cases are worth noting. If α = 2, the






. If α = 1 the correlation function is a generalized exponential and
the source density is Cauchy, proportional to (1 + xR−2x)−1. It is common practice
13i.e. Fourier transforms
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to fix α to one of these two values14. For the ATLAS p+Pb results α is fixed to 1
because this choice has good agreement with data. In A+A results α = 2 is often
used because this choice is often found to work better in those collisions.
Coordinate system
In three dimensions a longitudinal co-moving frame (LCMF) is used, which is boosted
to the longitudinal rest-frame of each pair of particles. The coordinate axes are
the Bertsch-Pratt coordinate system [91–93], which uses the “out-side-long” axes
to separate the transverse part into components parallel (“out”) and perpendicular
(“side”) to the pair’s transverse momentum kT.




qside ≡ (zˆ× kT) · q|kT| = −
zˆ · (paT × pbT)
kT
(2.65)






In a longitudinally-expanding hydrodynamic system this coordinate system is the
local rest frame of the fluid elements.







14The source densities corresponding to these stable functions have infinite variance if α < 2, but
the positive moments of the stable function itself are finite. In d spatial dimensions, the normalized












If it is assumed that the 1st moment was preserved under a fit (an assumption with validity depending
heavily on the shape of the measured correlation function), the fit parameters measured at one choice
of α could be related to those at another choice of α, for instance Rexpinv ∼
√
piRgaussinv . This relation
is sometimes used in the literature but it lacks rigorous motivation or support.
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Figure 2.17: The HBT radii in the Bertsch-Pratt coordinate system [8]. The
longitudinal radius Rlong is evaluated in the frame boosted to the pair’s longitudinal
momentum. The outwards transverse radius Rout is along the pair’s transverse
momentum, and Rside is the other transverse component.
The main HBT radii are the diagonal terms of this matrix, illustrated in Fig. 2.17.
The outwards radius Rout represents the radial depth of the region of homogeneity as
seen by the pair. In hydrodynamic models the value of Rout depends on the transverse
velocity and the lifetime of the source. The sideways radius Rside is the transverse
size of the source in the direction perpendicular to kT. The radius Rlong indicates the
longitudinal size of the region of homogeneity in the LCMF. Cross-terms Ros, Rol,
and Rsl are small relative to the main radii and in certain inclusive cases symmetries
fix some or all of them to zero.
For identical particles the correlation function is symmetric under exchange of the
pair, C(−q) = C(q), so a single component of q can always be chosen as positive.
The order of a particle pair is picked such that qout > 0. Aside from the azimuthally-
dependent results, the average azimuthal symmetry of the p+Pb system is invoked
so that C(−qside) = C(qside), and it will be sufficient to consider only the absolute
value |qside| and Ros = 0. In the azimuthally-dependent results, the Rol term is
sub-dominant compared to the other components15 and is fixed to zero, and only
the absolute value of qlong is considered. In both cases Rsl = 0. In summary, for
15as shown in the results
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Motivated by the Gaussian parameterization16, many results report the square of
the matrix R2 rather than the R matrix defined here with units of length. This must
be accounted for when comparing results using different conventions. Fortunately a
comparison is simple when the cross-terms are relatively small, as
R2 =










with Rsl = 0.
2.4.3 HBT radii under collective flow
The femtoscopic radii are not equivalent to the total size of the source but rather
indicate the size of the region of homogeneity. This volume is the effective size of
the source with which particles have equilibrium. Collective expansion makes it more
difficult for separate regions of the source to equilibrate as they are pushed apart
from each other. In an infinite volume the size of the region of homogeneity is set by




16i.e. the Le´vy parameter α = 2
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Figure 2.18: Particles with a higher pT give smaller values of Rlong under longitudinal
flow (left) and smaller values of the transverse radii under radial flow (right) [8].
where the collective velocity is described by the function u(x).
After a heavy ion collision the generated matter is spread longitudinally between
the nuclear remnants with boundaries traveling away from the IP at speed c. The
collective velocity profile is approximated as u = z/t in the absence of longitudinal
acceleration. The longitudinal radius is then determined by the expected emission
time
Rlong ≈ vthermal〈t〉 . (2.70)
The thermal velocity scales with
√
T/mT at large mT where mT =
√
m2 + p2T is the
transverse mass. However, because particles with larger mT are typically emitted
earlier, Rlong may be expected to decrease more rapidly than 1/
√
mT.
Transverse expansion is generated by the particular dynamics of the system, so
the dependence of the transverse radii on mT depends on the choice of blast wave
model. Generally a similar decrease with mT is predicted for Rout and Rside as well as
Rlong, as shown in Fig. 2.18. Generally the decrease of femtoscopic radii with rising
pair kT is interpreted as a signature of collective expansion [2].
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Figure 2.19: Summary of HBT radii as a function of the number of nucleon
participants Npart and of the average multiplicity. The linear scaling of each radius
with the cube root of Npart suggests that the final volume scales linearly with the
initial size.
2.4.4 Motivation for femtoscopy in proton-lead collisions
Past measurements of the HBT radii exhibit a scaling of each radius with the cube
root of Npart, as shown in Fig. 2.19, although the intercepts are positive and different
for each system. This indicates that the freeze-out size grows with the initial size,
because the volume immediately following the collision is proportional to Npart.
Femtoscopic measurements have already been made in p+Pb collisions [9, 10] but
there is space for advancement. The kT-dependence of these measured HBT radii
suggests collective expansion even in peripheral collisions. However, this pattern is
faked by the increasing relevance of jet fragmentation correlations at larger kT and
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Figure 2.20: HBT radii in gold-gold collisions as a function of azimuthal angle from
the second-order event plane. The source is contracted in-plane and extended out-of-
plane, consistent with the expectations from hydrodynamics [94].
in peripheral collisions, and the method used to account for this background is sus-
ceptible to this bias. Thus increasing sophistication in the methods used to constrain
this background are desirable. In addition, rapidity-dependent measurements of the
radii have the potential to have nontrivial behavior in an asymmetric p+A system,
and ATLAS is particularly well-suited to such a measurement with an inner detector
covering 5 units of pseudorapidity.
Because femtoscopy provides a measurement of the source’s spatial dimensions, it
is particularly useful for probing the hydrodynamic prediction that spatial anisotropies
lead to complementary momentum anisotropies. Elliptic modulation of the freeze-
out shape has been observed in Au+Au [11–13] and Pb+Pb [14] collisions. These
measurements show that the transverse radii are reduced along the event plane axis
47
Figure 2.21: The relative second-order Fourier coefficient of Rside in nucleus-nucleus
collisions compared to the initial source eccentricity calculated from the MC Glauber
model [14].
compared to out-of-plane, as shown in Fig. 2.20, consistent with the expectations from
hydrodynamics. The second-order Fourier coefficient of Rside is shown in Fig. 2.21 for
Au+Au and Pb+Pb systems as a function of the initial ellipticity computed in the
MC Glauber model. The final source ellipticity, indicated by Rside,c2/Rside,0, has the
same sign as the initial ellipticity but with a reduced magnitude. This is consistent
with an elliptic transverse source profile that expands more along the minor axis but
not enough to overtake the length of the major axis.
Azimuthal measurements are challenging outside of A+A collisions because the
resolution of the event plane Ψ2 depends heavily on the event activity. ATLAS has a
reasonably high event plane resolution in central p+Pb events with reasonably large
elliptic flow. An observation of the same type of azimuthal dependence of the HBT
radii that is observed in A+A collisions would provide compelling evidence for the
hydrodynamic behavior of central p+Pb collisions.
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Chapter 3
Experimental design and apparatus
3.1 Scattering experiments
3.1.1 History and motivation
The first modern scattering experiments were the Geiger-Marsden experiments in the
early 1910s, in which the Rutherford scattering of alpha (α) particles by gold foil was
observed [17]. While most α particles passed through the foil with little deflection,
a small fraction of them were deflected to extreme angles (Fig. 3.1). This result
provided evidence that electric charge within the foil was not distributed uniformly,
but localized in very small clusters – the nuclei of the gold atoms.
With elementary quantum mechanics, this type of elastic scattering can be un-
derstood more precisely. In the Born approximation, which is essentially the weak-
potential limit, the quantum amplitude f of a particle with incoming momentum
pi scattering elastically off a target potential V (x) with outgoing momentum pf is
proportional to the Fourier transform of the potential:
f (pf ; pi) ∝ −
∫
d3xV (x)e−i∆p·x (3.1)
where ∆p ≡ pf − pi is the momentum transferred to the projectile particle. The
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Figure 3.1: Rutherford scattering of alpha particles by gold foil, demonstrating the
existence of the atomic nucleus.
differential scattering cross-section dσ/dΩ (the scattering probability density per unit
area) is given by the square of the quantum amplitude, so it is proportional to the




∣∣∣∣∫ d3xV (x)e−i∆p·x/~∣∣∣∣2 = ∣∣∣V˜ (∆p)∣∣∣2 (3.2)
Because the net momentum transfer is constrained by the relative momentum between
projectile and target, larger momentum – or equivalently, higher energy – is required
to probe the finer structure of the target. This correspondence between center-of-
mass energy and the spatial resolution of the probe remains valid even for inelastic
collisions and strong interactions. The required energy to probe a distance scale can
be estimated with dimensional analysis. To resolve the structure of a target down to








Resolving individual atoms requires collisions with energy of order keV, resolving
the nucleus requires at least MeV scale energies, and resolving sub-nucleic structure
requires collisions of at least order GeV.
3.1.2 Accelerator physics
The energy of a beam collision is described by the Lorentz-invariant quantity
√
s
where s = (pa + pb)
2 with pa and pb being the four-momenta of the beam particles.
In the center-of-momentum frame,
√
s is the total energy of the collision. The beam
energy in heavy ion and proton-ion collisions is normalized by the mass of the nucleus.






In a fixed-target experiment using target particles of mass mt and a projectile
beam with particles of rest mass mp and energy E, the center-of-momentum energy
√




(mt +mp)2 + 2mt(E −mp) , (3.4)
which scales with the square root of the beam energy even for large energies. On the
other hand, if two beams are accelerated and directed into each other, the center-of-




(Et + Ep)2 − (|pt| − |pp|)2 , (3.5)
which scales linearly with the total energy, and is equal to 2E in the case where the
beams are identical. While fixed-target experiments were the first to be developed,
they are not as efficient at reaching high energies as dual-beam colliders. Modern high-
energy experiments therefore accelerate two particle beams and generate collisions by
intersecting the beams head-on.
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Figure 3.2: A linear accelerator.
Accelerator designs
The most straightforward method to accelerate charged particles to high energies
is to allow them to pass through a large voltage differential. A large voltage can be
produced, for instance, with a Van de Graaff generator [95]. The voltage differential is
limited by the insulation breakdown, which in practice caps the energy of accelerated
particles with charge Ze to a few Z · MeV. A modern linear particle accelerator (linac)
circumvents this issue by passing ions through a series of drift tubes with alternating
positive and negative potentials (Fig. 3.2). The drift tubes are constructed with
conducting material, so they shield the ions traveling through them from external
electric acceleration. Between the drift tubes, however, strong electric fields are
induced by the alternating potentials. This voltage difference is oscillated with
radio frequency (RF) and the apparatus is constructed such that ions injected at
a given velocity can pass through each gap with acceleration in the forward direction.
The Stanford Linear Accelerator Center (SLAC) hosts the largest linear accelerator,
which began operation in 1966. The 3 km long machine was capable of accelerating
electrons and positrons to energies of up to 50 GeV. While this is several orders
of magnitude higher than the energies accessible with a simple voltage differential,
increasing the energy further requires proportional increases in the length of the
accelerator, exacerbating technical difficulties in its placement, construction, and
maintenance.
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Figure 3.3: A cyclotron.
The cyclotron is another important fundamental progression in accelerator tech-
nology. Ions in a cyclotron are passed between two semi-cylindrical electrodes (“dees”)
that are driven with an alternating voltage (Fig. 3.3). A large electromagnet keeps
the particles traveling in a circular path contained within the dees. At non-relativistic
energies, the velocity of the ions is proportional to the radius of their path, so the time
taken for one revolution is independent of the velocity. If the voltage between the
electrodes is oscillated with a frequency equal to the cyclotron resonance frequency
fcyclo = qB/2pim, then ions are accelerated to higher energies with each pass between
the dees. At a fixed radius (and therefore fixed energy), the ion beam is allowed to
exit the cyclotron. Classically, the kinetic energy is proportional to the square of the
radius, inviting a comparison to a hypothetically coiled linac. Relativistic energies
can be attained with more sophisticated designs that vary either the frequency over
time or the magnetic field with the radial position, but as the velocity approaches c
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This shows that the energies accessible from a circular accelerator are directly limited
by the maximum strength of the magnetic field and the radius of the path.
The radius of a cyclotron design can only be increased so much before it becomes
infeasible. The synchrotron is a toroidal accelerator in which ion beams travel around
the torus, turned by dipole magnets along the path. Quadrupole and higher-multipole
magnets are used to maintain the focus of the beam and make fine-tuning adjustments
to the magnetic fields. This layout does not permit particles to be accelerated from
an arbitrarily small energy, so a synchrotron is generally filled with particles first
accelerated from a linac, and the ions are kept circling the path at the injection energy.
Once the beam pipe is filled, the energy of the ion beam is gradually increased by
RF cavities that oscillate to apply an acceleration to the particles. The oscillation
of the RF cavities groups the ions into bunches along the beam. The limiting factor
for synchrotron performance depends on the mass of the particle; for electrons the
power lost via synchrotron radiation Psynch-rad ∝ e2E4/m4R2 is the limiting factor in
the maximum energy.
Luminosity
The capability of an accelerator to provide collision events to a detector is char-
acterized by its luminosity. The rate of events dN/dt of a given set of processes
is proportional to the relevant cross-section of the collision participants σ. The





This definition is useful because it separates the contributions to the rate of observa-
tions into the independent contributions from physics (σ) and from the accelerator
(L ). The total number of events is proportional to the integrated luminosity Lint =∫
L dt.
N = σLint (3.9)
The quantity of data recorded in a time period is typically reported in terms of Lint.
For two bunched beams colliding head-on with identical Gaussian transverse





where the bunch crossings occur with frequency fcol, there are n1 and n2 particles in
each bunch, and σ∗x and σ
∗
y characterize the transverse beam size in the horizontal
and vertical directions at the IP. The quadrupole focusing magnets are placed to
alternatively squeeze the beam in the x and y directions. This leads to oscillatory















where the phase ψ is a function of s and dψ(s)/ds = 1/β(s). As long as the energy
of the beam is constant, this trajectory traces a closed path in the phase space for
each transverse direction, and the area of phase space is constant. The emittance 





and similarly for the y direction. Then the luminosity can be expressed as a function








If the crossing angle is non-zero or β is not minimized at the IP, the real luminosity
will be smaller than this optimal value. Eq. (3.14) shows that the keys to increasing
the efficiency of data-taking are to make highly-populated bunches cross at high fre-
quency, with low-emittance beams and optics that minimize the amplitude functions
at the IP.
3.2 The Large Hadron Collider
The LHC is a high-energy particle ring collider located near Geneva on the Swiss-
French border [96]. It was constructed by the European Organization for Nuclear
Research (CERN, for “Conseil europe´en pour la recherche nucle´aire”) and is currently
the highest energy particle accelerator in the world, with a design center-of-mass
energy for proton collisions of
√
s = 13 TeV. Two adjacent beam pipes lie in a 26.7
km circumference and are filled in an anti-aligned orientation so that the beams
can be crossed to generate collisions. While it was primarily designed to provide
proton-proton (pp) collisions, it is also capable of colliding lead (20882Pb) and xenon
(12954Xe) ions with themselves and with protons. The results of this thesis will use data
collected from the 2013 p+Pb collisions, which were taken at a center-of-mass energy
per nucleon of
√
sNN = 5.02 TeV.
3.2.1 Injection chain
Before being injected into the LHC, ion beams pass through a series of increasingly
large accelerators, incrementally raising their energy [98]. These lower-energy accel-
erators predate the LHC and have each been used for many collision experiments
throughout the history of CERN. The CERN accelerator complex is sketched in
Fig. 3.4.
Protons are first collected by ionizing hydrogen gas, then accelerated to a kinetic
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Figure 3.4: The LHC is the last ring (dark blue line) in a complex chain of particle
accelerators. The smaller machines are used in a chain to help boost the particles to
their final energies and provide beams to a whole set of smaller experiments [97].
energy of 50 MeV by the Linac 2 linear accelerator. The Proton Synchrotron Booster
(PSB) increases their energy to the relativistic level of 1.4 GeV. From there, the
beam is energized in the Proton Synchrotron (PS) to 25 GeV, then the Super Proton
Synchrotron (SPS) to 450 GeV. These proton beams from the SPS are used to fill the
LHC, where they are again accelerated to collision energies of a few TeVeach.
Lead ions are accelerated from rest by the Linac 3 linear accelerator, a dedicated
ion linac, to a kinetic energy of 4.2 MeVper nucleon (MeV/n). The Low Energy Ion
Ring (LEIR) raises their energy to 72 MeV/n and also applies electron cooling to the
ion beam. This process involves merging the ions with an electron beam and allowing
the mixture to come to thermal equilibrium so that the electron cloud absorbs thermal
energy from the ions. The ions are then re-separated from the electrons as they pass
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Figure 3.5: Schematic layout of the two beams of the LHC [99].
through a dipole magnet. This cooling step, which effectively reduces the phase space
volume of each bunch, is necessary to counteract the higher charge of the ions pushing
them apart. From the LEIR the lead ion beam is injected into the PS, which raises
its energy to 5.9 GeV/n, then the SPS, which raises it to 177 GeV/n. Finally, the
beam is injected into the LHC, where it is accelerated to a few TeV/ndepending on
the intended collision system.
3.2.2 LHC main ring
The LHC ring does not trace a perfect circle, but is actually composed of eight
alternating straight and curved arc sections through which pass two parallel beam
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Figure 3.6: A dipole magnet used to turn the beams along an arc. The two beams
travel in the evacuated beam pipes running anti-parallel to each other, which requires
the magnetic field in each to be opposite [100].
pipes (Fig. 3.5) [99]. The straight sections are each 528 m in length and contain the
RF cavities for acceleration, IPs for colliding beams at the various detector sites, and
other features like injection spots and beam dumps. The arc portions have a radius
of curvature of R = 2.8 km and use a total of 1232 superconducting dipole magnets
to turn the beams along the path.
The RF cavities operate at 400 MHz, which corresponds to RF buckets of 2.5 ns.
For ultra-relativistic beams, this corresponds to a minimum length spacing between
bunches of 0.75 m. Practically, however, the injection from the SPS limits the bunch
spacing to multiples of 25 ns, or 7.5 m separation. The LHC can thus fit a maximum
of 3560 bunches in each of its rings, but they are not completely filled because gaps
need to be left to allow safe beam dumps. As of 2018, the smallest bunch spacing
used for lead ions is 75 ns.
The dipole magnets (Fig. 3.6) have a maximum design strength of 10 T, although
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the active field strength must remain proportional to the current energy of the beam
fill. For the
√
sNN = 5.02 TeV p+Pb run they operated at 6.0 T with fully energetic
beams. In an asymmetric p+A beam configuration the beams must have different
energies in order to trace out paths with the same magnetic field and radius of
curvature. They operate at fixed beam rigidity |p|/Ze ∝ AEv/Z so that the per-
nucleon energy for beams near the speed of light is proportional to Z/A. To keep
the beams focused, 392 quadrupole magnets are arranged in an alternating-polarity
orientation. This scheme alternately squeezes the beams horizontally and vertically,
with a net effect of keeping the beam radius small. Over 6000 additional multipole
magnets are used for fine-tuning the magnetic fields. The electromagnets use niobium-
titanium (NbTi) as the conducting material, which has a critical temperature of 10 K
and a maximum critical magnetic field of 15 T. They are cooled with superfluid liquid
helium (4He) to a temperature of 1.8 K. A failure in the cooling system that allows the
magnet temperature to rise above its critical temperature causes it to quench. The
increase in resistance from the loss of superconductivity causes a rapid temperature
increase. This is particularly disastrous if the helium is heated to its gaseous phase,
causing it to explode1.
3.2.3 LHC experiments
The two largest LHC experiments, ATLAS2 [101] and CMS3 [102], are general-purpose
detectors that fulfilled one of their primary objectives with the joint discovery of the
Higgs boson in 2012 [103, 104]. They continue to be used in the search for physics
beyond the Standard Model such as supersymmetry and large extra dimensions. The
large rapidity coverage of their calorimeter and tracking systems also make them
1This actually occurred at the LHC in September of 2008, delaying operations for over a year.
2an “acronym” for A Toroidal LHC ApparatuS
3Compact Muon Solenoid
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highly capable of measuring both low- and high-energy probes of heavy ion collisions.
The ATLAS detector, which provided the data used in this thesis, is discussed in
more detail in Section 3.3.
Other than ATLAS and CMS, the LHC houses a number of other experiments
that are more specialized for specific purposes. ALICE4 [105] is a dedicated heavy-
ion detector that is particularly adept at the identification of particle species. With
many subdetectors spread over a forward region from its IP, the LHCb5 experiment
[106] can make detailed measurements of the decay products of b-quarks. Recently
it has led to the observation of possible pentaquark states [107]. TOTEM6 [108]
has detectors in the forward region over 200 m on either side of the CMS IP. Its
location near the beam pipe puts it in a position to detect the products of elastic
and diffractive collisions, which are characterized by a lack of color connection that
would otherwise produce particles in the mid-rapidity region. The LHCf7 experiment
[109] has two detectors along LHC beamline at 140 m away from the ATLAS IP on
either side. The latest experiment to join the ring is MoEDAL8 [110]. It is a mostly
passive detector located next to LHCb, with the goal of direct detector of magnetic
monopoles or other stable massive particles beyond the Standard Model.
3.2.4 Dataset provided
The results in this thesis use the 2013 LHC p+Pb dataset at a center-of-mass energy
per nucleon of
√
sNN = 5.02 TeV. The proton beam had an energy of 4 TeVand the Pb
ions had an energy per nucleon of Z/A · 4 TeV = 1.57 TeV, so the center-of-mass of a
proton and any one Pb nucleon had a longitudinal rapidity boost of yCM = 0.465. The
4A Large Ion Collider Experiment
5LHC beauty
6Total Cross Section, Elastic Scattering and Diffraction Dissociation Measurement at the LHC
7LHC forward
8the Monopole and Exotics Detector At the LHC
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Figure 3.7: The total integrated luminosity over the 2013 proton-lead data taking
period.
p+Pb run was divided into two periods between which the directions of the proton
and lead beams were reversed to allow for better control over various systematic
effects. The maximum luminosity was Lpeak = 110× 1027 cm−2 s−1 over the 32 stable
beam runs (16 in each period), though depending on the run Lpeak was as low as
22×1027 cm−2 s−1. The integrated luminosity of the data taking period from January
21 to February 10 is Lint = 28.1 nb
−1 (Fig. 3.7). The bunch spacing of the beams
was 200 ns, so the maximum bunch crossing rate was 5 MHz.
3.3 The ATLAS detector
The ATLAS experiment is a general purpose particle detector [101] located at Point
1 on the LHC ring, across the street from the main entrance to the CERN site at
Meyrin, Switzerland. Currently the largest volume accelerator detector in operation,
it encompasses 44 m along the beam axis, has a diameter of 25 m, and weighs about 7
kilotonnes (Fig. 3.8). Broadly speaking, the major subsystems of the ATLAS detector
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Figure 3.8: The ATLAS detector and major subsystems [111].
are (from inner- to outer-most): the inner detector (ID), the magnet system, the
calorimeters, and the muon spectrometer. The muon spectrometer is essential for
reconstructing a number of massive and exotic particles [112]; however, it will not be
discussed in detail here as it is not used in the analyses presented in this thesis. The
extensive trigger and data acquisition system is also crucial for successful operation.
The Minimum Bias Trigger Scintillator (MBTS) detector sits on each side at a rapidity
of 2.1 < |η| < 3.84. It is used to identify and trigger on minimum bias collisions.
The zero-degree calorimeter (ZDC) detectors are placed approximately 140 m on
either side of the nominal IP with a pseudorapidity of |η| > 8.3. They are used to
distinguish pileup events by detecting spectator nucleons that do not participate in
the interaction.
3.3.1 Magnets
Two superconducting magnet systems are used to generate a large magnetic field
with field lines parallel to the beam axis (Fig. 3.9) [113]. This magnetic field causes
charged particles to follow a curved path through the detector, allowing their charge
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Figure 3.9: A schematic of the ATLAS magnet system.
and transverse momentum to be measured according to pT = qBzR where R is the
radius of curvature in the transverse plane. A large solenoid 5.3 m in length and 2.3
m in diameter surrounds the ID and produces a 2 T magnetic field. It is designed to
produce as uniform of a magnetic field as is possible to allow precise measurements of
the momentum of charged particles in the ID. The toroid magnet system consists of
8 air-core coils in the barrel and two sets of 8 air-core toroids in each of the end-caps.
The magnetic field produced by these is non-uniform but bends charged particles
outside of the ID for measurements by the muon spectrometer.
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Figure 3.10: Computer-generated images of the ATLAS inner detector. The left
figure is a labeled graphic of the entire inner detector, and the right figure shows a
cross-section of the barrel region [114].
3.3.2 Inner detector
The ATLAS ID is designed to track the charged particles from collisions on their
path from the beam pipe to the calorimeters, thereby inferring their charge and
momentum [115–117]. It has a wide pseudorapidity coverage of |η| < 2.5 and full
azimuthal coverage in φ. The design resolution for the transverse momentum is
σpT/pT = 0.05% pT/1 GeV ⊕ 1%, with a transverse impact parameter resolution of
σd0 = 10µm for tracks with a central rapidity. Three sub-detectors are used, each in
their own layer around the beam line. From innermost to outermost, these are the
silicon pixel detector, the SCT, and the transition radiation tracker (TRT).
Pixel detector
The silicon pixel detector surrounds the beam pipe, covering radial distances from
50 mm to 150 mm, and is composed of 1744 silicon pixel modules [118]. These are
distributed over three concentric barrel layers and three disk layers on each endcap
(Fig. 3.11), so that the trajectory of a typical charged particle passes through three
points in the pixel detector. Each module is 16.4 mm by 60.8 mm and has 47 232 pixels
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Figure 3.11: Computer-generated cutaway of the Pixel subdetector of the ATLAS
inner detector [119].
of size 50 µm by 400 µm. A total of 80.4 million readout channels are supported by 16
radiation-hardened front-end chips bump-bonded to each sensor. A hit is recorded in
each pixel when the signal exceeds a tunable threshold, and the time over threshold
can be used to provide a measurement of ionization energy loss dE/dx used for particle
identification.
Semi-conductor tracker
The SCT consists of 4088 silicon-strip modules and covers a radial distance of 299
mm to 560 mm [120]. These are placed in four concentric barrel layers and two
endcaps of nine disks each. A typical particle originating from the beam interaction
region gets eight strip measurements in four space-points. Most modules have four
silicon-strip sensors, with two on each side glued back-to-back at a stereo angle of
40 mrad. The relative angle between strips give space-points at the crossings. The
sensors are daisy-chained together to form 768 strips each with a length of 12 cm.
A total of 6.3 million readout channels are provided by radiation-hardened front-end
readout chips.
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Figure 3.12: Computer-generated image of the ATLAS calorimeter systems [122].
Transition radiation tracker
The TRT covers the region from 563 mm to 1066 mm away from the beam line. It
consists of 298 304 proportional drift tubes (straws) each 4 mm in diameter [121]. The
straws are arranged in three cylindrical layers in the barrel region and are radially
oriented in 80 wheel-like modules in the endcaps. A typical track with pT > 0.5 GeV
and |η| < 2.0 crosses more than 30 straws. There are a total of 350 848 readout
channels. The TRT hits are generally useful to refine the transverse momentum
measurements of tracks seeded in the inner sub-detectors.
3.3.3 Calorimetry
The ATLAS calorimetry system (Fig. 3.12) covers nearly ten units of pseudorapidity
at |η| < 4.9. It provides measurements of high-energy particles by sampling the
energy deposited in the calorimeters’ dense active material [123]. An absorbing
material, placed in alternating layers with the active material, collects this energy
from the showers. ATLAS has two main categories of calorimeter, electromagnetic
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and hadronic. The former is designed to induce EM showers from electrons and
photons, and the latter is designed to stop hadrons like protons and neutrons with
both strong and EM interactions.
Electromagnetic calorimeter
The electromagnetic calorimeter is the innermost calorimeter layer and covers the
region |η| < 3.2. It is divided into a barrel region at |η| < 1.475 and an end-cap at
1.375 < |η| < 3.2, both of which use liquid argon (LAr) as an absorbing material [124]
and lead as an active material. Electrons and positrons lose energy primarily through
bremsstrahlung, radiating photons as they are slowed [125]. Photons are stopped by
the EM calorimeter via pair production of electron-positron pairs. A single electron
or photon passing through the EM calorimeter causes an electromagnetic cascade as
these processes are repeated by product particles with progressively smaller energies.
As the energy is dispersed through the increasing number of shower particles, they are
eventually slowed to a critical energy below which they interact through ionization
and excitation, depositing their energy in the material. The energy as a function of
path length ∆l can be described by exponential decay E = E0e
−∆l/X0 . A typical
photon or electron has a trajectory that, if extended beyond absorption, would cross
a minimum of about 25 radiation lengths X0 (Fig. 3.13).
Hadronic calorimeter
The hadronic calorimeter lies outside the EM calorimeter and is designed to stop
protons and neutrons as well as the remnants of EM cascades that are not completely
absorbed by the EM calorimeter. The barrel region, along with the extended barrel
region which encompasses the end-cap, cover |η| < 1.7 and comprise the tile system
[126]. The tile system does not use a LAr active material, but rather is made of
alternating steel plates and polystyrene scintillating tiles. The hadronic end-cap
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Pseudorapidity


































Figure 3.13: Thickness of the electromagnetic calorimeters in radiation lengths X0
as a function of absolute pseudorapidity |η| in the barrel (left) and end-cap (right)
regions.

































Figure 3.14: Nuclear interaction lengths for the combined ATLAS calorimetry system
as a function of absolute pseudorapidity |η|.
(HEC) detector covers 1.5 < |η| < 3.2 and uses a LAr active material with copper
absorbers. Most hadrons take a path that, if extended beyond the cascade, would
cross at least 10 nuclear interaction lengths (Fig. 3.14).
The hadronic cascade produced in the hadronic calorimeter is in some ways
analogous to an EM shower, though the interactions are mostly through the strong
force. Hadrons interact with the material and produce secondary particles that in
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turn produce their own shower, and energy is successively dispersed throughout the
products. The relative complexity of hadronic and nuclear processes makes a precise
description more difficult since there are a greater number of relevant particles and
nuclear resonances. Sophisticated MC simulations, which use detailed models of
the nuclear interactions, are required to accurately describe the physics of hadronic
calorimeters.
Forward calorimeter
The FCal consists of three layers situated underneath the endcap calorimeters at
3.1 < |η| < 4.9. It uses LAr as its active material. The first layer is designed
for electromagnetic calorimetry and uses copper as its absorbing material, while the
remaining two layers at larger |z| are intended primarily for hadronic calorimetry and
use tungsten as their absorbing material. Due to its location in the forward region
near the beam pipe the FCal receives a greater amount of radiation than the other
calorimeters. In heavy ion collisions the FCal is useful for measuring the centrality
and reaction plane of events.
3.3.4 Trigger
The LHC can deliver a bunch crossing as often as the bunch spacing time, which
was 200 ns for the p+Pb run but can be as rapid as 25 ns for pp collisions. It is
infeasible to record full events at the corresponding rate of up to 40 MHz, and many
of the bunch crossings have cosmic backgrounds, out-of-time pileup9, or no collision
at all. Therefore the ATLAS trigger system needs to be capable of rapidly evaluating
whether the data from an event is worth recording [127]. The trigger system has
three levels, each of which processes the data and filters events for the next level.
9The LHC RF has a frequency of 2.5 ns, but the timing is designed to only fill a bunch every 25
ns. Stray particles can still find their way into unintended RF buckets, causing out-of-time pileup
when they collide at the IP.
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The Level-1 (L1) trigger is a low-level hardware system that makes rapid determi-
nations based on activity in the calorimeters, MBTS, ZDC, and muon spectrometers
[128]. It uses parallel data pathways separate from the regular readout path, with
electronics optimized for speed over precision. The central trigger processor (CTP)
combines the L1 trigger signals into combinations of L1 bits which are used to seed
the Level-2 (L2) trigger.
The software-based High Level Trigger (HLT) is composed of the remaining two
trigger levels, the L2 trigger and Event Filter (EF) [129]. The L2 trigger uses regions
of interest determined by the L1 trigger to seed algorithms that perform a more
precise evaluation of the events. The items from the L2 trigger processing are passed
to the EF, which uses the full oﬄine readout path in order to mitigate biases from the
ultra-fast L1 response. An event is potentially recorded if it is selected by a trigger
chain, which is defined by a L1 seed with HLT items. Recording every event that
satisfies a trigger chain would still overwhelm the data acquisition system. Prescales
can be applied for items at any level in a trigger chain. A trigger item with a prescale
of N is only flagged to be recorded at every Nth instance of the trigger item firing.
The prescales of each trigger item are adjusted based on the physics goals of the run.
While many analyses of high energy data focus on the behavior of exceptional or
rare events, the results presented in this thesis are concerned primarily with minimum
bias (MinBias) events. The physics of interest is the bulk dynamics of the events on
average rather than jets or rare particle decays. General high-multiplicity and high-
transverse-energy triggers are used to supplement the size of the data sample for
central events. These triggers are only used in the regime where their efficiency is




Charged pion reconstruction and
identification
Charged particles produced in collisions at the ATLAS IP travel helical paths through
the ID due to the solenoid magnetic field. The three subdetectors register hits at
various space-point locations as these particles pass through them. There are often
11 silicon and 15–30 TRT hits for a typical particle of sufficiently high pT. The
trajectories of these particles must be reconstructed from the collection of all the
space-point hits in order to infer the initial momentum of all of the collision products.
This procedure is non-trivial and computationally intensive, particularly because the
trajectories of charged particles are altered when they pass through detector elements,
via ionization energy loss and multiple scattering.
4.1 Tracking algorithm
While the classification is not absolute, the ATLAS track reconstruction procedure
can be divided roughly into two parts: first track seeds are identified, then tracks
are extended and evaluated with a global fit [130]. Each of these procedures will be
described separately in the following sections. Overall, the reconstruction of collision
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Figure 4.1: Space-point seeds constructed from two (short, in red) or three (long, in
blue) hits in the barrel region of the pixel and SCT. Short seeds are used to determine
the z-coordinates of predicted vertex positions, which are used to constrain extensions
to three or more space points. Figure from Ref. [130].
vertices and the charged-particle products has very good performance, even in the
high-luminosity environment of the LHC with tens of simultaneous collisions [131].
4.1.1 Seeding track candidates
The baseline track finding algorithm uses inside-out reconstruction. Space-points are
collected by hits in the silicon detectors. In the pixel detector the 3D locations of
the hits are used, and in the SCT the crossing points of back-to-back strip pairs
with simultaneous hits are used. Pairs of space-points from the pixel detector are
used to construct short track seeds, which are used to find the longitudinal position
of vertices. A histogram is filled with the z-coordinate of straight-line extensions of
these track seeds to the beam line and peaks in this distribution are identified with
the z position of the vertices. These z-vertices constrain the extension of seeds from
two space-points to three (Fig. 4.1). The seed search can also be done without the
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z vertex constraint, inducing a significant increase in computational demands but
allowing for a greater efficiency to reconstruct decays from certain events. The seeds
with three space-points are fed to the track extension and fitting algorithm.
After the inside-out track reconstruction is completed, an additional round of
seeding is performed using an outside-in algorithm called back-tracking. This process
is designed to reconstruct secondary particles, which are generated in the decays of
primary particles and thus do not necessarily originate from near the beam line. The
TRT drift tube hits do not provide fine-scale information along the straw direction
so seeds are built in the r − φ plane in the TRT barrel and the r − z plane in the
TRT end-cap. Back-tracking is not well-suited for low-pT particles, which spiral out
of the ID without making it to the TRT, so particles targeted by the back-tracking
algorithm have reasonably straight-line trajectories. The Hough transform [132] is
used to detect straight-line sets of three TRT hits which are used as track candidate
seeds. The extension of these TRT segments into the silicon detectors are evaluated
in multiple η slices to accommodate the fact that the seed-finding is done in the
transverse plane.
Finally, the remaining silicon hits that have not been used in the inside-out or
back-tracking algorithms are used to seed an additional low-pT track reconstruction.
Charged particles with pT < 400 MeV do not necessarily pass through every layer
of the SCT. These tracks can have a transverse momentum as low as 100 MeV so
their transverse radius of curvature is small. Without a trajectory that is close to
a straight line in the transverse plane a larger set of possible track seeds must be
evaluated, so it is only computationally feasible to seed the low-pT tracking with
leftover space-points from the other two tracking algorithms. The efficiency below
pT = 400 MeV begins to fall rapidly with decreasing pT, but a significant fraction of
particles in this kinematic region are reconstructed, as shown in Section 4.3.
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Figure 4.2: The track parameters defining a helical trajectory.
4.1.2 Track extension and fitting
A helical track path is defined by the 5-tuple (d0, z0, θ, φ, q/p) where d0 and z0 are
the transverse and longitudinal distance from the beamspot at the point of closest
approach, θ and φ are the polar and azimuthal angles of the track at this point, and
q/p is the inverse magnitude of the track’s total momentum signed by the charge of
the particle1 (Fig. 4.2). However, every interaction with a detector element modifies
a charged particle’s trajectory through ionization energy loss and multiple scattering.
Since there are tens of hits in most tracks, a typical track has O(100) parameters in
its description, and the parameters before and after a hit are not independent. It is
computationally infeasible to process a single global fit for each track candidate with
so many correlated parameters. A Kalman filter approach is taken instead, which
1This ratio is related to the transverse radius of curvature R and the axial magnetic field B by
q/p = sin θ/BR.
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processes a track from one end to the other, updating the parameters and covariance
matrix along the way.
The three space-points in a track seed are sufficient to constrain a helical path.
This naive trajectory is used to build a road along which additional silicon hits are
checked for. The Kalman smoother-fitter follows the trajectory and incorporates
successive hits into the fit [133]. It predicts where hits for a track candidate would
be expected in other layers, and a track candidate is penalized if there are no hits
near the expected trajectory. Under typical LHC circumstances about 10% of seeds
result in a successful track candidate.
4.1.3 Ambiguity solving
Many of the track candidates at this point have holes, shared hits, or represent fake
tracks. The χ2 output of the Kalman filter is not a good quantity for determining
whether a track is a fake or not2. Instead, a track scoring strategy is used that
penalizes track candidates for holes using different weights depending on the location
of the hole in the detector [134]. In general, measurements from more precise detector
systems are given larger weights. Shared hits from two or more tracks are assigned to
the track with the largest score, and the remainder of the tracks with the shared hit
are refit neglecting this hit, and their score is re-calculated. Track candidates with
a score that falls below a certain quality threshold are removed, and this process is
performed iteratively until the set of tracks remains unchanged.
4.1.4 TRT track extension
The trajectory of each track from the silicon detectors is followed into the TRT,
where compatible hits are searched for. If a possible extension is found, the track is
2The χ2 should follow a corresponding χ2 distribution, which has a tail that extends to positive
infinity. Selecting tracks based on their χ2 would lead to a biased sample.
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refit and re-scored with the TRT hits. If the extended track has a higher score than
the silicon-only track, then the track is updated with the extension. Otherwise the
original silicon track is kept and the TRT hits are kept as outliers.
4.2 Track selection
The tracks used for the results in this thesis are inside-out and low-pT tracks. Tracks
from back-tracking are not used because they are typically secondary particles. The
oﬄine track selection is the same as that used in the p+Pb multiplicity analysis [41],
which is based on the pp MinBias spectra analysis [135] with some additional cuts on
impact parameter (d0 and z0) significance. These selection criteria are the following:
• The track must have pT ≥ 0.1 GeV and |η| < 2.5.
• A track with pT ≥ 0.1/0.2/0.3 GeV must have at least 2/4/6 SCT hits. These
transverse momentum cutoffs correspond approximately to thresholds after
which the track is expected to pass through the next SCT layer.
• At least one pixel hit is required, and if a B-Layer hit is expected based on the
trajectory then there is at least one B-Layer hit.
• The transverse and longitudinal impact parameters with respect to the primary
vertex (PV) must satisfy |dPV0 | < 1.5 mm and |zPV0 sin θ| < 1.5 mm.
• A significance cut is also placed on the impact parameters such that |dPV0 | <
3σdPV0 and |zPV0 sin θ| < 3σ(zPV0 sin θ).
4.3 Track reconstruction performance
High-energy pp and heavy ion collisions are generated with MC simulations to study
the performance of the track reconstruction algorithm. Proton-lead collision events
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Figure 4.3: The mean number of silicon hits per track in Run-1 proton-lead collisions
as a function of pseudorapidity (top) and azimuthal angle (bottom).
are produced with the Hijing Monte Carlo event generator [136] and the detector
material is simulated withGeant4 [137]. These simulations are able to provide a very
precise description of many track properties, such as the silicon hits per track shown
in Fig. 4.3. The track reconstruction efficiency is studied in these MC samples, with
results shown in Fig. 4.4. The probability to reconstruct a track with pT > 500 MeV
is roughly constant in the range of 75–80%. Below that the efficiency drops rapidly
with pT, down to the minimum pT of 100 MeV. The efficiency is slightly higher,
around 80%, in the barrel region |η| < 1, and drops to 70–75% throughout most of
the end-cap.
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Figure 4.4: The track reconstruction efficiency in Run-1 proton-lead collisions as a
function of transverse momentum (left) and pseudorapidity (right).
4.4 Pion identification
Charged particles are identified using a measurement of the ionization energy loss
(dE/dx) from the time-over-threshold of charge deposited in the hit pixels of a track.
Three working particle identification (PID) cut levels are defined based on dE/dx
approximations from hits in the pixel detector. A nominal selection is chosen, and
a looser selection (with high efficiency) and a tight selection (with high purity) are
used as systematic variations. The variables used for PID are defined in Ref. [138]:
L(X) is the likelihood of the particle being species X where X is pi, K, or p, and we
define P (X) ≡ L(X)
L(pi±)+L(K±)+L(p±) . Note that P (X) are not probabilities per se, but
are effective quantities to use in the selections.
For all cut levels it is required that the likelihood be positive for each particle
species, as a negative value represents an error code in the attempt to assign a
likelihood to that track. It is also required that the track has at least one good
pixel dE/dx hit.
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4.4.1 PID selection definitions
The “Loose” selection is defined by the following set of cuts:
• P (pi±) > 0.05
• if |p| < 1 GeV then P (K±) < 0.85
• P (p±) < max (0.5, 0.95− 0.15 GeV−2 |p|2)
• dE
dx
[ MeV g−1 cm2] < 1.4 + 0.4 GeV
2
|p|2
The Loose cut level removes tracks that are very likely to be kaons or protons while
retaining a high efficiency for pions.
The “Middle” cut level is defined by:
• |p| < 2.25 GeV
• P (pi±) > 0.05
• if |p| < 1 GeV then P (K±) < 0.85
• P (p±) < 0.95− 0.15 GeV−2 |p|2
• dE
dx
[ MeV g−1 cm2] < 1.1 + 0.2 GeV
2
|p|2
The Middle level is used as the nominal selection in the analysis. It achieves a higher
purity than the Loose definition while maintaining a reasonably high pion efficiency.
The “Tight” selection is defined by:
• At least 2 good pixel dE/dx hits.
• |p| < 1.25 GeV
• P (pi±) > 0.6
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Figure 4.5: The normalized pion likelihood P (pi) for tracks truth-matched to pions,
kaons, protons, respectively. The Loose cut level takes everything above the blue line,
the Middle level takes all of these that are also in between the violet lines, and the
Tight level picks tracks in the red outline at the top.
The Tight definition prioritizes getting a sample with a concentration of pions that
is around 98% for most of the charged particles in the analysis.
The P (X) variables described above are shown in this section as a function of
momentum, along with lines defining the above cuts. Data is taken from reconstructed
Hijing p+Pb data and the truth matching is done by requiring a truth matching
probability greater than 0.5.
Fig. 4.5 shows the distribution of P (pi) as a function of charge times momentum.
Since this quantity is associated with pions, it is required to be above a certain cutoff.
Lines are drawn to indicate the selection for each cut level, which include the |p| cuts
for each selection.
In Fig. 4.6 P (K) is plotted the same manner. The cut on this variable is used to
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Figure 4.6: The normalized kaon likelihood P (K) for tracks truth-matched to pions,
kaons, and protons, respectively. The Loose and Middle cut levels have identical cuts
on this variable: both selections reject tracks in the box outlined in blue. The Tight
cut level does not select directly on this variable, but the limit that is implied from
the cut on P (pi) is included in red.
reject some low-momentum kaons but is not intended to dominate the selection.
Fig. 4.7 shows the normalized proton probability for each particle species. The
momentum-dependent cut is intended to cut out a large number of protons along the
edge of the upper band without rejecting too many pions.
The Loose and Middle cut level definitions include an additional cut on dE/dx,
as illustrated in Fig. 4.8. The cut is applied in the Loose level to reject the high-
momentum tracks that are far from the pion band but not rejected by the other
cuts. In the Middle cut level it is taken further, and an additional slice is removed.
The Tight level requires no such additional cut on dE/dx, as the requirement that
P (pi) > 0.6 is stringent enough.
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Figure 4.7: The normalized proton likelihood P (p) for tracks truth-matched to pions,
kaons, and protons, respectively. The Loose and Middle cut levels both reject tracks
above the parabola, but the Loose level only applies the cut for P (p) > 0.5. As in
Fig. 4.6, the Tight cut level does not select directly on this variable, but the limit
that is implied from the cut on P (pi) is included in red.
4.4.2 PID Performance
The efficiency and purity of each cut level is studied in reconstructed p+Pb Hijing
simulation. The fraction of pions that pass each of these cut levels are shown in
Fig. 4.9. The Loose definition is shown to allow most (approximately 90%) pions
to remain in the sample. In contrast, the Middle and Tight selections have a pion
efficiency that drops off as a function of pT and |η|. The purity of pions in the sample
is plotted in Fig. 4.10. While the Loose cut only improves the purity slightly and
mostly at low pT and |η|, the Tight cut level provides a purity at the level of up to
99%. In interpreting these purities, it is important to keep in mind that the majority
of tracks that pass the single-particle and pair cuts have pT < 1 GeV and all of them
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Figure 4.8: Ionization energy loss dE/dx as a function of qp for the Loose (left) and
Middle (center) cut levels without their explicit cuts on dE/dx, which are shown in
red. The dE/dx after the Tight selection is shown in the right panel.
are . 1.5 GeV, due to the upper kT bin ending at 0.8 GeV.
The efficiency of each PID selection level for pions and other particles are shown
in Fig. 4.11, and the purity in Fig. 4.12. The purity of pairs (i.e. fraction of pairs in
























































Figure 4.9: The fraction of truth-identified pions and non-pions that pass each PID
cut level, as a function of pT (left) and η (right). The fractions are constructed from
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Figure 4.12: The pion purity from each PID cut level as a function of pT and η.
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Figure 4.13: Purity of identified pion pairs with the loose (top left), tight (top
right), and nominal (bottom) PID selections. The purities are estimated using fully
simulated Hijing proton-lead events, as a function of the pair’s average transverse
momentum kT and rapidity y
?
pipi. The rapidity is calculated using the pion mass for





The analyses presented in this thesis use the data from the 2013 p+Pb run at the LHC
with a center-of-mass energy of
√
sNN = 5.02 TeV for a total integrated luminosity
of 28 nb−1. The Pb ions had an energy per nucleon of 1.57 TeV and collided with the
4 TeV proton beam resulting in a net longitudinal boost of the center-of-mass system
of yCM = 0.465 in the proton direction relative to the ATLAS laboratory frame. The
p+Pb run was divided into two periods between which the directions of the proton
and lead beams were reversed. The data are presented using the convention that the
proton beam travels in the forward (+z) direction and the lead beam travels in the
backward (−z) direction. When the data from these two periods are combined, the
MinBias triggers sampled a total luminosity, after prescale, of 24.5 µb−1 and yielded
a total of 44 million events over the full centrality.
For results reported as a function of centrality, an additional high transverse
energy (HighET) trigger selection is included in the most central bin that requires
the total transverse energy in both sides of the FCal to be at least 65 GeV. The
HighET trigger sampled a total luminosity of 41.4 µb−1 after prescale and yielded
700 thousand events to the sample. Events from this trigger are only included in the
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0–1% centrality interval, where the HighET trigger is fully efficient.
Several high-multiplicity triggers (HMTs) are included to boost the sample used
in the azimuthal analysis, with oﬄine Nch cutoffs at 100, 130, 150, 180, 200, and 225
tracks. These HMTs provide a crucial 6.7 million events, as the MinBias triggers
provide only 200 000 events at Nch ≥ 150.
All events are required to pass a set of MinBias selection criteria. Events are
required to be included in the latest Good Runs List from ATLAS, which rejects
events recorded in conjunction with a technical difficulty in the detector. The MinBias
trigger requires either one hit in both sides of the MBTS or two hits in one side.
Additional HighET and high multiplicity triggers are included in some analysis bins
as discussed above. A timing cut is placed on the MBTS hits in each side such that
|∆tAC | < 10 ns. No more than one reconstructed PV or strong vertex (where a
strong vertex has more than 10 tracks or a total pT of tracks greater than 6 GeV) is
permitted in each event. Diffractive events are identified for rejection by a gap of two
units of pseudorapidity in event activity on the Pb-going side of the calorimeters [41].
Pileup events are also discarded using a run-dependent upper limit on the Pb-going
ZDC. In addition, events are discarded if an error flag is recorded in the LAr or tile
calorimeter systems, or if there is an indication that the event was not completely
recorded.
5.1.1 Centrality determination
The centralities of the p+Pb events are characterized following the procedures de-
scribed in Ref. [41], using the total transverse energy in the Pb-going side of the
FCal, ΣEPbT . The use of the FCal for measuring centrality has the advantage that
it is not sensitive to multiplicity fluctuations in the kinematic region covered by the
inner detector, where the measurements are performed. Measurements are presented
in this paper for the centrality intervals listed in Table 5.1. The events selected using
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Figure 5.1: The distribution of the total transverse energy in the FCal in the Pb-going
direction (ΣEPbT ) for the events used in the centrality-dependent analysis. Dashed
lines are shown at the boundaries of the centrality intervals, and the discontinuity at
ΣEPbT = 91.08 GeV corresponds to the lower ΣE
Pb
T boundary of the 0–1% centrality
interval. Negative values can occur because the mean noise is subtracted from each
calorimeter cell.
the HighET trigger are used only in the 0–1% centrality interval. Fig. 5.1 shows the
distribution of ΣEPbT values obtained from events included in this measurement. The
discontinuity in the spectrum occurs at the low edge of the 0–1% centrality interval,
above which the HighET events are included.
For each centrality interval, the average multiplicity of charged particles with
pT > 100 MeV and |η| < 1.5, 〈dNch/dη〉 and the corresponding average number of
participating nucleons, 〈Npart〉, are obtained from a previous publication [41]. Since
this analysis uses finer centrality intervals (no wider than 10% of the total centrality
range) than those used in Ref. [41], a linear interpolation over the Glauber 〈Npart〉 is
used to construct additional values for 〈dNch/dη〉 based on the published results. This
interpolation is justified by the result in Ref. [41] that charged-particle multiplicity
is proportional to 〈Npart〉 in the peripheral region. The values and uncertainties from
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〈Npart〉


















































−0.16 8.49± 0.02± 0.51
Table 5.1: The average number of nucleon participants 〈Npart〉 [41] for each centrality
interval in the Glauber model as well as the two choices for the Glauber-Gribov model
with color fluctuations (GGCF) [139] (and references therein), along with the average
multiplicity with pT > 100 MeV and |η| < 1.5 also obtained from Ref. [41]. The
parameter ωσ represents the size of fluctuations in the nucleon-nucleon cross section.
Asymmetric systematic uncertainties are shown for 〈Npart〉. The uncertainties in
〈dNch/dη〉 are given in the order of statistical followed by systematic.
this procedure are listed in Table 5.1.
5.1.2 Multiplicity selection
For the azimuthally-dependent results, events are selected by their reconstructed
charged-particle multiplicity Nch, with a minimum value of 150. Tracks are only
counted towards Nch if they have pT > 400 MeV, where the reconstruction efficiency
is relatively constant. This choice permits the straightforward inclusion of several
HMTs into the sample, which is particularly useful because only central events allow
a sufficiently high event plane resolution. The multiplicity distribution is shown in
Fig. 5.2 along with a scaled version to match the MinBias distribution.
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Figure 5.2: The charged-particle multiplicity Nch of tracks with pT > 0.4 GeV.
Each of the four cutoffs corresponds to additional triggers used in the analysis. The
distribution scaled down to match the scale of the events from the MinBias trigger is
also shown by the dashed blue line.
5.2 Flow vector determination








where the sum is taken over calorimeter cells and φi is the ATLAS detector coordinate
φ of the ith calorimeter cell. The two-component elliptic flow vector q2 is defined in





The elliptic flow used in this analysis is taken from calorimeter cells on the Pb-going
side of the detector with η < −2.5 for period B or η > 2.5 for period A, which has
the beam orientation reversed. This forward cut is made so as to not overlap with
the inner detector.
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Figure 5.3: The event plane angle Ψ2 in relation to the elliptic moment of transverse
energy. An exaggerated example of the transverse profile in a hydrodynamic system
is shown in blue. The pressure gradients are larger along the axis of narrower extent,
leading to greater final momentum in that direction.
The second-order event plane angle Ψ2 is defined as
2Ψ2 = atan2(q2,y, q2,x) (5.3)
and is degenerate under Ψ2 → Ψ2 + pi. The magnitude of the flow vector is |q2| =√
q22,x + q
2
2,y; this is essentially a proxy for the total event flow v2 but computed only in
the forward region to remove auto-correlations with the inner detector. An equivalent
expression of these equations is






A sketch of the relationship of event plane angle to transverse momentum is shown
in Fig. 5.3.
5.2.1 First-order correction
Due to non-uniformities in the calorimeter response the measurement of the q2 vector
can be biased. This leads to a non-uniform distribution of event plane angle Ψ2 with


































































































Figure 5.4: The average components of the q2 vector 〈q2,x〉 (left) and 〈q2,y〉 (right) for
each run. Runs up to 218589 are from period A, and use η > 2.5, while runs after
this are from period B and use η < −2.5.
This bias is corrected by subtracting off the mean q2 on a run-by-run basis. The
mean components of the q2 vector are shown in Fig. 5.4. The correction factors
are statistically consistent in different multiplicity intervals, so all multiplicities are
combined to increase their statistical significance.
5.2.2 Second-order correction
Some additional non-uniformities persist in the Ψ2 distribution even after correct-
ing for the nonvanishing 〈q2〉. These contribute to higher-order Fourier terms like
cos(4Ψ2) and sin(4Ψ2) in the distribution of the event plane angle Ψ2. They arise
because detector irregularities can lead to higher-order distortions in the distribution
of the matrix of products q2iq2j. In order to correct for these and make 〈q2iq2j〉
proportional to the identity matrix the mean-corrected q2 vector is multiplied by the








〈q22,x〉〈q22,y〉 − 〈q2,xq2,y〉2 and N = D
(〈q22,x〉+ 〈q22,y〉+ 2D). The compo-

























































































































































Figure 5.5: The average components of the < q2i q2j > matrix for each run. Runs up
to 218589 are from period A, and use η > 2.5, while runs after this are from period
B and use η < −2.5.
skew from the q2 distribution and causes it to have the same width in the q2,x and
q2,y axes.
As is the case for the mean subtraction correction, the correction factors are
consistent over multiplicity so the events are combined for improved statistical signif-
icance in the correction. Once these two corrections are applied run-by-run, the Ψ2
distribution is flat (Figs. 5.6 and 5.7).
5.2.3 Event plane angular resolution
The event plane angular resolution, defined as 〈cos(2δΨ2)〉 where δΨ2 is the difference
between true and measured Ψ2, is shown in Fig. 5.8 measured with the calorimeters
in the lead-going direction at η < −2.5. The resolution is shown separately for
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Figure 5.6: The distribution of second-order event plane angle after first- and second-
order flow vector corrections.
periods A and B, but since they are comparable only the combined resolution is
used. This quantity can be calculated from data using the three-sub-event method,
where two other subdetectors are chosen with rapidity ranges −2 < η < −0.5 and
0 < η < 1.5. In this expression each subevent is defined by pseudorapidity ranges
with a pseudorapidity gap of 0.5 left in between each subdetector so that biases are
not introduced from jets overlapping two subdetectors. The event plane resolution of
the nominal subdetector can be calculated with the following expression.
〈cos(2δΨ2)〉 =
√
〈cos(2ΨA2 − 2Ψ2)〉〈cos(2ΨB2 − 2Ψ2)〉
〈cos(2ΨA2 − 2ΨB2 )〉
(5.6)
Here ΨA2 refers to the event plane measured using calorimeters with −2 < η < −0.5
and ΨB2 refers to that with 0 < η < 1.5. Each of these additional subevents has first-
and second-order corrections applied that are derived for each region of the detector
in the same way that the corrections are derived for the nominal subdetector with
η < −2.5. Systematic uncertainties in the event plane resolution are taken from two
sources. The alternate subdetectors are shifted by ∆η = +0.5 and the difference
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Figure 5.7: The distribution of second-order event plane angle, in bins of flow vector
magnitude |q2|. Each panel shows a different interval of reconstructed charged particle
multiplicity Nch.
in the event plane resolution is symmetrized. Also, the alternate subdetectors are
calculated using the q2 from tracks weighted by their pT. This difference is also






















 179≤ chN ≤150 
 199≤ chN ≤180 
 224≤ chN ≤200 
 225≥ chN
 InternalATLAS
-1+Pb 2013, 28 nbp
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Figure 5.8: The event plane resolution as a function of the magnitude of the flow
vector |q2| calculated using calorimeter cells with η < −2.5. Four different intervals
of reconstructed track multiplicity Nch used in the analysis are shown. The systematic
uncertainties are shown in the bands, and statistical uncertainties are too small to be
visible.
5.3 Correlation function

















for pairs of particles with momenta pa and pb. The correlation function is expressed
as a function of the relative momentum q ≡ pa − pb in intervals of the transverse




/2. The correlation function
is measured in intervals of transverse pair momentum kT and either the rapidity y
?
pipi or
the azimuthal angle of the pair with respect to the second-order event plane, φk−Ψ2.
Because the second-order event plane angle is two-fold degenerate, the observables are
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Figure 5.9: A transverse projection of the kinematic variables of a track pair with
respect to the event plane.
invariant under an azimuthal rotation φk → φk+pi, and can be expressed without loss
of generality as functions of 2 (φk −Ψ2). The kinematic variables for the azimuthal
analysis are shown in a transverse projection in Fig. 5.9.
The numerator and denominator of Eq. 5.7 are expressed in terms of the variables
of interest with the following notation:
A [q; kT, y
?




B [q; kT, y
?




where A(q) is a histogram formed with pairs from the same event in each event
class and B(q) is a histogram formed with pairs that do not have correlations from
being in the same event but are also each drawn from the same event class. The
combinatorial background B(q) ≡ dN/dq|diff is constructed either by event mixing or,
for the azimuthal analysis, by the pair sampling procedure. Each of these approaches
will be described below. The ratio of the distributions defines the correlation function:
C [q; kT, y
?




which in practice is a function either of y?pipi or 2 (φk −Ψ2), not both.
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5.3.1 Track pair cuts
All particle pairs are required to have |∆φ| < pi/2. Without this cut an enhancement
is observed at large relative momentum from di-jets. While the physics of interest
happens at low relative momentum, an enhancement at large relative momentum can
affect the asymptotic normalization of the fit functions, which can in turn impact the
quality of the fit.
Opposite-sign pairs are rejected if their
√
s is near one of a few known resonances.
In calculating the invariant mass of each pair, the track masses are assumed to be one
of the sets of possible daughter particles (in this case pi± or K±). The pair is rejected
if their invariant mass is within 20 MeV of the mass of the possible parent particle,
except in the case of the ρ0, where pairs are rejected if they are within 2 half-widths
of mρ0 , at 626.2 MeV <
√
s < 924.4 MeV. The decays rejected are the following:
• ρ0 → pi+pi−
• K0S → pi+pi−
• φ(1020)→ K+K−
5.3.2 Event mixing
The event-mixed background B(q) ≡ dN/dq|mix is constructed by selecting one
particle from each of two events in the same event class as A(q). This approach
has the useful property that most single-particle efficiency, acceptance, and resolution
effects cancel in the ratio. This event mixing approach is therefore used when possible
except in the azimuthally-dependent analysis where it is precluded by the event plane
resolution correction.
Each particle in the background satisfies the same selection requirements as those
used in the same-event distribution. Event classes are categorized by centrality so
that events are only compared to others with similar multiplicities and momentum
101
distributions. Events are also sorted by the longitudinal position of the primary vertex
zPV so that the background distribution is constructed with pairs of tracks originating
from nearby space points, which is necessary for B(q) to accurately represent the as-
installed detector. The A(q) and B(q) distributions are combined over zPV intervals
in such a way that each of them represents the same zPV distribution.
5.3.3 Event plane resolution correction
The event plane resolution has the effect of reducing the second-order Fourier com-
ponents of event-by-event observables. For instance, given true and measured event






2 + δΨ2, the relevant Fourier components of
an azimuthally-dependent observable O are










{O,c2 cos [2(φ−Ψtr2 )]+O,s2 sin [2(φ−Ψtr2 )]} cos(2δΨ2)
(5.11)
where O,0 is the 0th-order Fourier component and O,c2 and O,s2 are the 2nd-order
cosine and sine Fourier components, respectively. Therefore, over many events the
event plane resolution effectively reduces the 2nd-order Fourier components of an
observable by a factor of 〈cos (2δΨ2)〉. A correction is performed on the same-event
distribution A, as described in Ref. [140], to compensate for this effect as well as the
effect of non-infinitesimal azimuthal bin widths:


















Aexp [q, 2 (φk −Ψ2)i] sin [2 (φk −Ψ2)i] (5.15)
and Nbins = 8 is the number of azimuthal bins. Only the 2nd harmonic is corrected
in this procedure. Higher-order harmonics, while potentially of physical interest, are
more difficult to measure and are not considered in this analysis.
The combinatoric background B(q) ≡ dN/dq|mix is traditionally constructed by
event mixing, that is, by selecting one particle from each of two events in the same
event class as A(q) as described in Section 5.3.2. However, with an azimuthally-
differential analysis the event plane resolution correction precludes event mixing
because there is no simple decomposition of a mixed-event distribution into its Fourier
components (as there are two independent event plane in each event pair). Previous
azimuthal femtoscopic measurements have corrected the mixed-event distribution B
in the same way that the same-event distribution A is corrected, as suggested in
Ref. [140]. However, this fails to account for the fact that the independent smearing
of the two event planes changes the shape of the pair distribution, and when projected
into q-space it cannot be simply corrected bin-by-bin.
On the other hand it is possible to correct the single-particle momentum distribu-
tion in the same way as Eq. (5.12). The dependent variables are pT and η instead of
q, and there are many more azimuthal bins (in Eq. 5.13 the Nbins = 64 of 2(φ−Ψ2)
as opposed to 8 bins of 2(φk−Ψ2)), but the procedure is otherwise identical. Pairs of
momentum are then sampled from this corrected distribution as discussed in detail
in Section 5.3.4.
The correlation function C(q) is then formed by taking the ratio of the corrected
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where Bcorr is generated by sampling pairs from N corr, as described in the following
sections.
5.3.4 Pair sampling
The single-particle distribution can be corrected for the event plane resolution, fol-
lowing the procedure for the pair distribution. It is not possible to correct the mixed-
event pair distributions properly, at least not without extending the analysis in an
additional dimension (Ψ2) which would require an infeasible amount of memory and
CPU resources. Pairs can be sampled from the single-particle distribution after it is
corrected. Building a background with sampling is usually not as precise as mixed-
event distributions, but in an azimuthal analysis the event plane resolution correction
is a dominant effect, so it is necessary to structure the measurement around it.
The sampling method does not account exactly for variations of the detector
acceptance and efficiency over pT, η, and φk, because each track contributes a count
to a bin which represents a small range of possible values of pT, η, and 2 (φk −Ψ2).
The sampled background pair distribution B(q) is multiplied by the ratio of an event-
mixed distribution to a sampled pair distribution (Fig. 5.10) in order to compensate
for the effect of the sampling procedure. Both distributions in this ratio are not
corrected for event plane resolution, since such a correction cannot be applied to
the mixed-event pair distribution. At small relative momentum, where the HBT
signal is relevant, there is no significant effect from the sampling. This multiplicative
correction is applied as a function of kT.
It is prohibitive statistically and/or computationally to bin the analysis in Ψ2 as



































































 < 0.5 GeVTk0.4 < 
Figure 5.10: The ratio of a sampled distribution to an event-mixed distribution, both
of which are not corrected for event plane resolution. This shows the effect of sampling
from a finite number of bins. The central points are shown as circles with statistical

















































 < 0.5 GeVTk0.4 < 
Figure 5.11: The ratio of an event-mixed distribution to an event-mixed distribution
with randomized azimuthal angle between the events. This demonstrates the effect
of not binning events in Ψ2. The central points are shown as circles with statistical
uncertainties and the bands indicate the systematic uncertainty, which is discussed
in Section 5.5.
a factor of 64. As a result, the sampled momentum p distribution does not fully
account for azimuthal anisotropies in the pair response of the detector. This effect
is described by the ratio of a distribution of mixed events to a similar distribution in
which one of the events is smeared by a random angle (Fig. 5.11). The background
is multiplied by this ratio, which is evaluated as a function of kT.
The single-particle experimental distribution N exp[pT, η, 2 (φ−Ψ2)] is corrected
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similarly to the pair distribution A(q) in Eq. (5.12), however it is also explicitly
symmetrized in φ so there is no sine term added.
N corr[pT, η, 2 (φ−Ψ2)] = N expsymm [pT, η, 2 (φ−Ψ2)] + 2ξN,c2(pT, η) cos [2 (φ−Ψ2)]
(5.17)
where
N expsymm [pT, η, 2 (φ−Ψ2)] ≡




Without the explicit symmetrization, fluctuations in the azimuthally-odd part of the
distribution can lead to nonphysical sine terms in the sampled background.
Events are grouped by run period, zvtx, charged-particle multiplicity Nch (with
pT > 400 MeV), and flow vector magnitude |q2|, for a total number of classes of
2× 40× 4× 5 = 1600. The events are combined within each run period, so that the
15 runs from period A and the 16 runs from period B are combined. This is necessary
to sufficiently populate the single-particle distributions to minimize auto-correlations.
Because the 3D momentum histograms need to be densely populated, a large number
of events are needed even when each event has a large multiplicity. The number of
events in each of these event classes is shown in Fig. 5.12. Each event class has a
minimum of 100 events, but most have greater than 1000.
Within each event class, tracks are sampled from the histogram of the single-
particle distribution N [pT, η, 2(φ−Ψ2)]. A pre-processing step is performed to sur-
jectively assign each bin of the 3D histogram an interval in (0, 1) with size proportional
to the bin content, representing the cumulative distribution function (CDF) of the
histogram distribution at each bin edge. For each new track a random number is
generated in the uniform distribution U(0, 1), and a bin is selected by binary search
according to the assignment from the pre-processing step. The values of the three
kinematic variables are set by generating uniform random variables from a range of


















Figure 5.12: Differential probability distribution of the number of event classes having
a given number of events, where the event class is determined by run period, zvtx,
multiplicity, and flow vector magnitude |q2|. The distribution is normalized to unity.
is optimized away, because given that a bin has been selected by the initial random
number, that number has a distribution U(a, b) where a and b are the endpoints of
its CDF interval. It can then be scaled linearly to lie between the bin edges of the
relevant kinematic variable.
When pairs tracks are drawn from the same distribution (i.e. same-charge particles
in an event class), an additional step is taken to simulate sampling without replace-
ment. If the second track is randomly drawn from the same bin as the first track,
the process continues as normal only with probability Nbin count−1
Nbin count
. In other words, the
bin is rejected with probability 1/Nbin count. Otherwise the bin is disallowed for the
second particle, and its bin is redrawn until it corresponds to a different bin than the
first particle’s. Without this correction for sampling-without-replacement, there is a
small but significant enhancement at low |q| of the sampled pair distribution relative
to the classically event-mixed distribution.
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Figure 5.13: The pT spectrum for positive tracks (left), and a zoomed view of the
low-pT region (right). Each segment is fit to a gamma distribution with variable
location which represents the smooth spectrum. The segments are determined by
edges at 100, 200, 300, and 400 MeV, where there are jumps in SCT hit requirements
or a turn-on of TRT seeding (at 400 MeV).
The physical pT distribution has a steep slope in many places, and the detector
response is relatively smooth as a function of pT. By contrast, the sampled distribu-
tion from the histogram of the single-particle distribution will have sharp jumps at
bin edges, so where the slope is large the value of the sampling distribution can be far
from that of a smooth one near a bin edge, as illustrated in Fig. 5.13. A correction
procedure is applied to remove these sharp edges in the pT profile of the sampled
distribution. In each event class, the pT distribution is fit to a 4-parameter gamma
distribution in four intervals (with boundaries corresponding to changes in the SCT
hit requirements). A first-order correction is performed to transform the random pT
value to another one in the same bin, to account for the slope of the probability
distribution in that bin. The slope used for this procedure is that computed from the
fit function in the pT interval. The adjusted pT is given by
pT → pT + f
′
2
(b− a)(pT − a)(b− pT) (5.19)
where the bin edges of the pT bin are a and b and the approximate numeric derivative
of the probability distribution is f ′. The result of this process is illustrated in Fig. 5.14
on a toy distribution. Samples are drawn from a coarse-binned distribution, and the
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Figure 5.14: An illustration of the effects of the pT slope correction on the sampled
momentum distribution. The course-binned histogram is used to generate samples
for the fine-binned histogram.
distribution of the modified random variable accounts for the underlying slope.
5.3.5 Parameterization of the correlation function
The Bose-Einstein enhancement in the invariant correlation functions is fit to an
exponential form:
CBE(qinv) = 1 + e
−Rinvqinv , (5.20)
where Rinv is the Lorentz-invariant HBT radius. This function corresponds to an
underlying Breit-Wigner source density.
The Bose-Einstein component of the three-dimensional correlation functions is fit
to a function of the form
CBE(q) = 1 + e
−‖Rq‖ , (5.21)
where R is the symmetric matrix in Eq. (2.67).
The full form of the invariant-correlation-function fit to like-charge track pair data
including the hard-process background description is
C(q) = N [1− λ+ λK(qinv)CBE(q)] Ω(q) , (5.22)
where N is a normalization factor, CBE(q) is given by Eq. (5.20) or Eq. (5.21),
the Coulomb correction K(qinv) is discussed in Section 5.3.6, and the hard process
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background Ω(q) is discussed in detail in Section 5.4. When opposite-charge pairs
are fit to constrain the jet fragmentation background, the same expression is used
but the sign of the Bohr radius in K(qinv) is flipped and the Bose-Einstein correlation
vanishes such that CBE(q) = 1.
5.3.6 Coulomb correction
The residual strong force between charged pions is subdominant to the Coulomb
effect and can be neglected in final-state effects [141]. In heavy ion collisions the
Bohr radius of a pair of pions (api = 387.5 fm) is significantly larger than the source
size, which is on the order of a few fermi. The nonrelativistic limit is appropriate
since in the region of interest the pions have low relative momentum. In the limit
where the pions come from a point source, their outgoing wavefunction squared is
given by the Gamow factor
|ψ(q, r = 0)|2








where a is the Bohr radius1. For opposite-charged pairs the correction can be
applied by taking a → −a, as this effectively flips the sign of the coupling constant
αEM .
For a source that has a non-zero spatial extent, a correction to this expression is
required. For a spherical Gaussian source of effective size Reff , the formula for a more




















1The literature contains various conventions for the factors of 2. Here the Bohr radius contains
the reduced mass and this definition of q has no factor of 1/2.
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The analytic gradient of the correlation function parameterization is used in the














The effective size Reff described here cannot be connected a priori to the HBT radii
without additional model-dependent assumptions. It is taken to be proportional to
Rinv with the constant of proportionality adjusted as a systematic variation.
Software implementations of 2F2(a1, a2; b1, b2; z) are not generally available. A
























The Pochhammer symbol (a)n is used to denote the rising factorial (a)n ≡ a(a +
1)...(a+ n− 1) = Γ(a+n)
Γ(a)





















This expression is a formally divergent asymptotic series for large negative z, so the
cutoff is chosen after the smallest term. In practice it agrees to within several digits
of precision relatively quickly.
Corresponding expressions for the confluent hypergeometric function appearing




























2n|z|n for z → −∞ . (5.29)
To apply the Coulomb correction in 3D out-side-long coordinates, the average kT
in each bin is used to determine qinv from q. The following expression takes advantage
of working in the LCMF so that kL = 0.
q2inv = |q|2 − Γ2 +
√
Γ4 − 4|kT|2q2out (5.30)
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5.3.7 Fitting the correlation function
For histograms representing the same-event distribution A(q) and mixed-event dis-
tribution B(q), the goal is to somehow pick the best choice for the parameters of
C(q) such that A ∼ BC. When fitting to histograms that have bins with possibly
small statistics, a simple χ2 minimization may not be sufficient and a log likelihood
ratio lnL must be maximized [143]. A likelihood for the correlation function can be
derived by assuming a flat Bayesian prior in the means for Poisson distributed A and
B, µ and ν [144]:
L(C|A,B) =
∫∫






























The likelihood is normalized by the maximum possible likelihood so that the test
statistic −2 lnL is non-negative and is zero for an exact match. The factor of −2 gives
it the same scaling as χ2, so −2 lnL is minimized and has 1σ errors at ∆(−2 lnL) = 1,
and the correspondence is exact in the high statistics limit. The sum of the likelihood
ratio over every bin i is the global test statistic, which is minimized with the Minuit
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package [145].
























Ci(Ai +Bi + 2)
]
+ 2(Bi + 2) ln
[
(1 + Ci)(Bi + 2)
Ai +Bi + 2
]}
(5.34)
In the above equations, Ci is shorthand for C(qi), the parameterization of the corre-
lation function at the center of the bin i, and Ai and Bi are the histogram contents
at bin i.
An alternative test statistic is used for the azimuthal results, as there are multi-
plicative corrections to B(q) that cause the bin contents to not be Poisson-distributed.
A statistic can be derived by taking bins of A and B to be gamma-distributed



















This choice reverts to the Poisson log-likelihood in the case of all weights being equal.
A likelihood is derived by taking
L (C|A,B) ∝
∫








which, after normalizing, gives a function to be minimized,





















When weighting events from several Nch intervals so as to follow a minimum-bias
distribution, the sample used in this analysis necessitates weights that can differ by
several orders of magnitude. This means that the values in bins with low counts may
be very poor representations of the actual distributions. To work around this issue,
the histograms from each multiplicity range are tracked separately and the combined
log-likelihood is a weighted sum of a log-likelihood calculated for each sample.






where each sample corresponds to a multiplicity interval between the turn-on multi-










Splitting the samples and combining them only at the minimization stage has the
effect that the number of degrees of freedom in the fit is increased by a factor of
Nsamples = 4.
5.3.8 Extracting Fourier components of HBT radii
Because the event plane resolution correction (e.g. Eq. (5.12)) changes the Fourier
components of A and N , statistical correlations are induced between the contents in
different azimuthal bins. As a result the fitted HBT radii in different azimuthal bins
are correlated. The propagation of the correlations from bins of A and B to the radii
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is quite complicated in general. We will motivate a reasonable parameterization of
the covariance matrix of the HBT radii by using the form of the correlations between
bins of the pair distribution A. The parameter values themselves will be adjusted
corresponding to the results of a toy MC study on the radii correlations. To the
extent that enhancements to the azimuthal modulation of the HBT radii are, like
























where 2φi is short for 2 (φk −Ψ2)i, Ri is R (φi) and Nbins = 8 is the number of
azimuthal bins, and in the above equation σ2k ≡ var(Rk) represents the statistical
uncertainties in the uncorrected HBT radii. With the simplifying assumption that
the statistical uncertainties in the radii are independent of the azimuthal bin, the








var (Rcorri ) var
(
Rcorrj
) = δij + Ξ cos [2(φi − φj)]1 + Ξ (5.40)
where Ξ = 2ξ(2+ξ)
Nbins
. This matrix can be inverted analytically to:




cos [2(φi − φj)]
}
. (5.41)
ForNbins > 2, the determinant of this correlation matrix is det(ρ) = (1 + ξ)
4 (1 + Ξ)−Nbins .2
A χ2 statistic can be minimized using these correlations, where Ri and σi are the
fitted value and uncertainty for the HBT radius in each azimuthal bin and R,n is the









fi ≡ R,0 + 2R,c2 cos(2φi) + 2R,s2 sin(2φi)
and 2φi is shorthand for 2 (φk −Ψ2)i.
2The determinant for Nbins = 2 is
1+4ξ+2ξ2
(1+ξ)4 , but this case is not relevant for this analysis.
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Statistical correlations with toy Monte Carlo study
The form of the correlations discussed so far in Section 5.3.8 was motivated by the
assumption that the azimuthal correlations between the radii are the same as the
correlations between azimuthal bins of dN/dφ or A(q) (Eq. (5.39)). In practice,
however, this overestimates the correlations between the radii. This assumption can
be relaxed by adjusting the ξ parameter in Eqs. (5.39) to (5.41) from a naive value
given by the exact expression in Eq. (5.13), re-written here for clarity:
ξnaive =
pi/Nbins
〈cos (2δΨ2)〉 sin (pi/Nbins) − 1.
Instead, a more precise value, ξtoy, is derived from a toy Monte Carlo study of the
azimuthal correlations. A convenient expression of this mapping is as a monomorphic
function of ξ, i.e. ξtoy(ξnaive).
To evaluate the real statistical correlations, Ntoy = 16 independent pseudo-experiment
samples are generated from the data. This value of Ntoy is large enough to generate a
significant probe of the statistical correlations, but small enough to remain accessible
given the large amount of computing resources needed to analyze each additional
sample. The Ntoy different versions of each relevant histogram are generated by
randomly drawing the value of each bin from a Gaussian distribution with mean and
variance equal to those of the bin content. Each of the independent Ntoy samples is
corrected for the event plane resolution, then the background distributions B(q) are
sampled from the corrected single-particle distributions, and finally the fit procedure
is applied to each corrected sample. The azimuthal correlations between each radii
observable are then computed directly. The correlation is fit to a function of the
form of Eq. (5.40), deriving an actual ξtoy from the naive value ξnaive. The correlation
matrix is shown for the three main radii in Fig. 5.15, along with the monomorphism for
the ξ parameter. Conveniently the correlations between all independent observables
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Figure 5.15: The statistical correlation matrix elements for the HBT radii Rout (top
left), Rside (top right), and Rlong (bottom left) from a toy Monte Carlo study. In each
|q2| interval the correlations are fit to a function ρ = Ξ1+Ξ cos (2∆φk) for 2∆φk > 0
where Ξ ≡ 2ξ(2+ξ)
Nbins
with Nbins = 8. The correlation strength parameter ξ from the toy
study is shown as a function of the naive value of ξ (bottom right), which determines
the azimuthal statistical correlations in the HBT radii.
ξtoy (ξnaive). A power-law parameterization is chosen for this data with a fit of
ξtoy = 0.354(ξnaive)
1.08. Uncertainties in the ξ parameter are not rigorously evaluated
because the value of this parameterization only effects the statistical uncertainties in
the radii, not the central points.
These correlations have a large impact on the uncertainties of these components
at low flow |q2|, where the event plane resolution correction is the largest.
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5.4 Hard-process correlations
An additional contribution to the correlation function with a width in qinv of order
0.5–1 GeV arises from hard processes in the event. It is more prominent at high kT,
which suggests that the correlation comes from jet fragmentation. This origin of the
effect was confirmed by running Hijing with the minimum pT for hard scattering
turned up to 20 GeV from the default of 2 GeV, which causes this feature to diminish
as shown in Fig. 5.16. Hijing has no Coulomb or Bose-Einstein effects, so any
effects in Fig. 5.16 are from charge/momentum conservation, resonance decays, and
jet fragmentation. The effect is more pronounced at high kT and low multiplicities,
where particle pairs are more likely to have come from the same mini-jet.
It should be noted that MC generators all tend to over-estimate the amplitude
of the contribution from hard processes. In the past a double ratio, i.e. the ratio of
the correlation function in data to MC, has been used but this produces a suspicious
depletion in the affected qinv region.
Rather than use a double-ratio, some femtoscopic analyses have described the
background with one or more be a free fit parameter. The results in this thesis
use a data-driven method to tune it by comparing to opposite-sign pairs, Coulomb-
corrected and with the largest resonance contributions removed, which do not have
a Bose-Einstein correlation. Figure 5.17, which is taken from data, shows that the
choice to tune from the amplitude of Gaussian fits to qinv or ∆η,∆φ correlations
does not significantly impact the result. This further supports the interpretation
that the enhancement in qinv comes from hard processes, as the peak in angular
coordinates is commonly associated with jets. Figure 5.18 shows the amplitudes
of the jet contribution to C(∆η,∆φ) comparing both ++ and −− to +−. The
correlation between ±± and +− demonstrates that, at least in principle, the +−
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Figure 5.16: The hard-process background in Hijing for either +− or ++ charged
pairs with major resonances removed from +−, with the minimum hard-scattering
pT set to the default of 2 GeV (left) and turned up to 20 GeV (right). Removing the
hard-scattering processes in this range diminishes or removes the non-femtoscopic
signal. The Gaussian fits are shown only to roughly indicate the amplitude and
width of the effects, and are not used in the analysis.
Though some resonances are removed from the +− correlation functions the
effect of jet fragmentation is not identical in same-charge and opposite-charge. The
relationship between the two correlation functions is studied in MC simulations so a
mapping can be developed between +− and ±±.
To isolate the effect of jet fragmentation particles from weak decays (η, η′, and ω)
were excluded. Pairs of particles from two-body resonance decays were also neglected
in order to remove mass peaks in the correlation function. The same pair mass cut
around the ρ resonance that is used in the data is applied in the MC, since the removal
of the corresponding region of phase space has a significant effect on the shape of the
correlation function.
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Figure 5.17: A comparison of the amplitudes of gaussian fits of the qinv and angular
(∆η,∆φ) correlation functions from opposite-sign pairs in the data. The pairs are
fully Coulomb-corrected (i.e. λ = 1) with an effective source size of Reff = 1 fm. The
different colors are different centralities, each with a range of kT.
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Figure 5.18: The amplitude of the jet contribution to C(∆η,∆φ) is largely correlated
between like-sign and unlike-sign pairs. The plots are nearly identical, except that
one is colored by centrality and the other by kT. Some points have very large errors
(with a sum of errors greater than 0.8) and are not shown.
5.4.1 Monte Carlo generators
A number of Monte Carlo generators were utilized during studies of the non-HBT
part of the correlation function. Detector simulation is not run on these samples. In
each of the following samples, 50 million (250 million for Pythia 8) MinBias events
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are generated at a center of mass energy per nucleon of
√
sNN = 5.02 TeV.
1. Hijing p+Pb [136]
The energy and boost settings are the same as in the nominal p+Pb recon-
structed simulation, except that the minimum hard-scattering transverse mo-
mentum is adjusted as described above. Turning off the flow, which shifts the φ
of particles in order to reproduce the flow harmonics vn, was not found to have a
significant effect on the momentum-space correlation functions. The minimum
hard-scattering pT parameter
3 is adjusted to show that the non-femtoscopic
background originates from minijets, as described in Fig. 5.16.
2. Hijing pp
The simulation is run at
√
s = 5 TeV with all of the same settings as the p+Pb
sample, except that both incoming particles are protons. No rapidity boost is
applied because the collision system is symmetric.
3. Pythia 8.2 pp [146]
The default ATLAS tune ”UE AU2-CTEQ6L1” is used with Pythia 8 at
√
s =
5.02 TeV. This utilizes the CTEQ 6L1 PDF from LHAPDF6 [147].
4. Herwig ++ 2.7 pp [148]
A known bug in Herwig ++ 2.7.1 prevented the use of the CTEQ6 PDF, so the
default MRST PDF was used instead. This should not be a significant issue
for these purposes, because the jet fragmentation is not very dependent on the
initial state.
It should be noted that the correlation functions predicted by Herwig are in
such significant and obvious disagreement with those seen in the data that they
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Figure 5.19: The tail weight parameter αbkgd of fits to C
±±(qinv) as a function of kT
in Pythia 8, in four multiplicity bins. αbkgd is limited by above at 2 (the Gaussian
case), and for low kT bins this is sufficient to describe the background shape. The





with kT in GeV.
of certain behavior of the correlation functions compared to Pythia in order
to establish an estimate for the systematic uncertainty arising from the details
of the generator (as will be described in Section 5.4.7).
5.4.2 Jet fragmentation in Lorentz invariant correlation
function
In order to describe the background satisfactorily it is necessary to loosen the as-
sumption of a Gaussian form in qinv. The qinv correlation functions in Pythia 8 were
fit to
Ω(qinv) = 1 + λbkgde
−|Rbkgdqinv|αbkgd (5.43)
The results are shown in Figs. 5.19 and 5.20.


























 < 0.2 GeVTk0.1 <  < 0.3 GeVTk0.2 < 
 < 0.4 GeVTk0.3 <  < 0.5 GeVTk0.4 < 
 < 0.6 GeVTk0.5 <  < 0.7 GeVTk0.6 < 






)− +(]  -1  [GeVinvbkgdR
1.2 1.4 1.6 1.8 2
)±



















2.8  < 0.2 GeVTk0.1 <  < 0.3 GeVTk0.2 < 
 < 0.4 GeVTk0.3 <  < 0.5 GeVTk0.4 < 
 < 0.6 GeVTk0.5 <  < 0.7 GeVTk0.6 < 






Figure 5.20: A comparison of same-sign to opposite-sign charged pairs with the
amplitude and width of α-stable fits in Pythia 8. Several multiplicities are shown
in each colored kT bin, with the multiplicity bins defined in Fig. 5.19, and the ++
and −− pairs are separated. The slopes and intercepts of the lines in the left plot
are shown in Fig. 5.21. The widths Rbkgd are fit to a simple ratio ρ from Eq. (5.48).
In the amplitude plot (left), the widths Rbkgd are fixed to the value extracted from
the right plot.
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Figure 5.21: The slopes (left) and intercepts (right) of the fits from Fig. 5.20 as
defined in Eq. (5.44). The parameters are each fitted to a function of the form
p1 +
p2
1+e−p3(kT−p4) . The results of the fits are displayed in Eqs. (5.46) and (5.47). The
procedure is perfomed in both forward (red) and central (blue) rapidity bins, and the
results are used as a systematic variation.
in Pythia 8 (which does not have Bose-Einstein or Coulomb effects) and the width
and height of the correlation functions were compared from like-sign to unlike-sign.
Fig. 5.20 shows the comparison for each kT bin for a few choices of multiplicity
(26 ≤ Nchtr ≤ 36, 37 ≤ Nchtr ≤ 48, 49 ≤ Nchtr ≤ 64, 65 ≤ Nchtr). The amplitudes
are compared on a log scale and straight lines are fit for each kT bin. The widths
R±±bkgd and R
+−
bkgd are taken to be proportional to each other by a constant factor. This
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assumption is clearly not perfect but becomes increasingly accurate at high kT, where
the background contribution is largest.
This kT dependence of fit parameters is used as a mapping from opposite-sign fits








and fixing µ(kT ), ν(kT ), and ρ from the Monte Carlo with the results shown in
Fig. 5.21:
log µ(kT[GeV]) = −2.26 + 1.97
1 + e−10.1(kT−0.383)
(5.46)




ρ = 1.33 (5.48)
The statistical errors on the above parameters are on the order of 10%.
5.4.3 Jet fragmentation in three dimensions
In the longitudinally co-moving frame of a particle pair produced in a jet, on averate
the axis of the jet will be aligned with the “out” direction and the plane transverse
to the jet’s momentum will be spanned by the “side” and “long” directions. In three
dimensions the correlation from jet fragmentation is factorized into components which
separately describe the “out” direction and both the “side” and “long” directions:
Ω(q) = 1 + λoslbkgd exp
(









bkgd are fixed to 1.5
and 1.7 respectively, as shown in Fig. 5.22. These parameters are not statistically
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Figure 5.22: The fit results from Pythia 8 of the shape parameters from Eq. (5.49).
The dashed lines indicate the constant values used in the analysis. While the results
are not well-described by a constant function, the difference in the shape of the
function is not extreme over the discrepancies observed.
consistent with constants independent of kT and multiplicity. However, at larger kT,
where the jet fragmentation is significant, the values do not vary enough to change the
shape of the function drastically. What is lost in precision is gained in the utility of
having good control over the remaining parameters. A systematic check is performed
to investigate the effect of the shape on the results, and the results are seen to be
insensitive at the 1% level to variations of 0.1 in the αbkgd parameters.
Just as is done for the qinv correlation functions, the amplitudes for three dimen-
















The numerical values used for mapping the amplitude λoslbkgd (Fig. 5.23), fragmen-
tation width colinear with the jet axis Routbkgd (Fig. 5.24), and fragmentation width
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Figure 5.23: Top: A comparison of same-sign to opposite-sign charged pairs with the
amplitude and width of three-dimensional fits in Pythia 8. Several multiplicities are
shown in each colored kT bin, with the multiplicity bins defined in Fig. 5.19, and the
++ and −− pairs are separated. The slopes and intercepts of the fit lines are shown
in the bottom left and right subfigures, respectively. The procedure is repeated in
both forward (red) and central (blue) rapidity bins, and the difference is used as a
systematic variation.
log µ(kT[GeV]) = −3.9 + 9.5kT − 6.4k2T (5.53)
ν(kT[GeV]) = 0.03 + 2.6kT − 1.6k2T (5.54)
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Figure 5.24: Left: The comparison of jet fragmentation width along the out-axis
between same- and opposite- sign charged pairs. The difference is modeled as a
kT-dependent constant additive factor. Right: the best-fit difference of the width
between same- and opposite-sign pairs. The lowest kT interval is not included in the
fit because the jet contribution is not large there, and its behavior does not fit the
trend.
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Figure 5.25: Left: The comparison of jet fragmentation width in the side-long plane
between same- and opposite- sign charged pairs. The difference is modeled as a
kT-dependent constant additive factor. Right: the best-fit difference of the width
between same- and opposite-sign pairs. The lowest kT interval is not included in the
fit because the jet contribution is not large there, and its behavior does not fit the
trend.
5.4.4 Difference between collision systems
The mapping from opposite- to same- sign correlation functions is derived from
Pythia 8, which simulates pp collisions but not nuclear collisions. Since the back-
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Figure 5.26: The background amplitude ratio (top) and the shape parameter (bottom)
in Hijing for both proton-proton (left) and proton-lead (right). The proton-lead has
about a 5-20% attenuation from proton-proton. For the amplitude comparison the
width ratio from opposite to same sign is forced to be a constant 1.08, which the ratio
tends to at high kT in Hijing for both systems. The shape, parameterized by αbkgd,
is quite similar between the systems.
ference is not expected between pp and p+Pb systems. Nevertheless the distinction
can and should be evaluated.
Since Hijing uses an old version of Pythia 6 its description of the fragmentation
function is not up-to-date, but Pythia alone does not simulate the same soft particle
production that Hijing does. Thus, Pythia 8 pp is used to derive the mapping
between +− and ±±, then corrected slightly for the difference between pp and p+Pb
observed in Hijing. A comparison of Hijing pp and p+Pb correlation functions
shows that the ratio of the background width is the same in each, at least at high kT
(about 1.08). This justifies using the width ratio from the updated Pythia 8, since
it suggests that changing from a proton-proton system to a proton-lead system does
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Figure 5.27: A comparison of the attenuation between opposite- and same-sign
correlation functions in Hijing proton-proton and Hijing proton-lead (all other
settings identical). The multiplicity slices in each kT bin are 26 ≤ N trch ≤ 36,
37 ≤ N trch ≤ 48, and 49 ≤ N trch ≤ 64. The difference between the ratio is slightly
more prominent in proton-lead, which is accounted for in the mapping and as a
systematic error. The variable µ is used here because this correction and variation is
applied directly into the µ of equations Eqs. (5.44) and (5.46).
not drastically alter the ratio of widths. We also see that in Hijing (with the width
ratio is fixed to 1.08) log λbkgd is decreased in p+Pb by 0.05 (high kT) to 0.2 (low kT)
(See Fig. 5.26). This difference is made more precise in Fig. 5.27, which quantifies
the difference in the amplitudes of the ratios of correlation functions. The extracted
scaling is applied to the background description in the data, and the spread in the
attenuation is accounted for as a systematic variation.
5.4.5 Mapping results
Figure 5.28 shows a few examples of the fit to opposite-sign correlation functions in
order to determine the background. These fit parameters are then used with the
mapping derived from the Monte Carlo to fix the background in same-sign fits. The
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Figure 5.28: Examples of the background fit to opposite-sign correlation functions
in the data. The shape parameter αbkgd is fixed from Pythia 8, and the amplitude
λ+−bkgd and width R
+−
bkgd are left as free parameters. A selection of centrality and kT
bins are chosen to cover a large range of the magnitude of the effect. Some resonances
are removed before filling the histograms, which accounts for the gaps and large error
bars in some bins.
5.4.6 Fits to Pythia
This section will show examples of how well the stretched exponential form fits the
correlation functions in Pythia 8. The parameters extracted from these fits are used
to form the mapping from opposite sign to same sign in the background description
of the data. A moderate multiplicity bin is shown in Fig. 5.30.
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Figure 5.29: The background parameters that are free fit parameters in the opposite
sign (left), and the like-sign parameters derived from the opposite-sign values using
Eqs. (5.44) to (5.47) (right). The αbkgd parameter is taken directly from Pythia 8
(Fig. 5.19). Statistical error bars are too small to be visible. The non-monotonicity
is not surprising, since the meaning of Rbkgd changes with αbkgd, which varies with
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Figure 5.30: Fits of the stretched exponential to correlation functions from Pythia 8
events with a truth-level multiplicity in the range of 49 ≤ Nch ≤ 64.
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5.4.7 Comparison of Herwig and Pythia 8
Both Pythia 8 and Herwig ++ are studied in order to understand the uncertainties
inherent in the background description. A direct comparison of the two is shown in
Fig. 5.31. Herwig tends to overestimate the mini-jet background more prominently
than Pythia 8 does, especially at low kT. Figure 5.32 compares the same and
opposite sign correlation functions in the simulations considered.
5.4.8 Incorporating the hard-process description into fit
This section will briefly summarize the process by which the jet background is mea-
sured and applied in the data analysis. An example using the Lorentz-invariant
correlation functions is shown in Fig. 5.34.
With αinvbkgd(kT), µ(kT), ν(kT), and ρ determined from Monte Carlo generator
samples, the mapping can be applied to the p+Pb data. As illustrated in Fig. 5.34, the
+− correlation function is fit to Eq. (5.43) for qinv > 0.1 GeV, with αbkgd fixed from
Pythia 8 and λinvbkgd
+− and Rinvbkgd
+− as free parameters. The µ, ν, and ρ parameters
are used to infer λinvbkgd
±± and Rinvbkgd
±±, which are fixed before the femtoscopic part of
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Figure 5.31: An illustration of the differences between the jet fragmentation contribu-
tion to C(qinv) predicted in Herwig and Pythia 8, for relatively higher multiplicities
49 ≤ N trch ≤ 64. The ratio of Herwig to Pythia 8 is shown in the lower boxes of each
























 < 0.6 GeVT0.5 GeV < k
 64≤ ch
tr














































 < 0.6 GeVT0.5 GeV < k
 64≤ ch
tr
















































 < 0.3 GeVT0.2 GeV < k
 < 0.4 GeVT0.3 GeV < k
 < 0.5 GeVT0.4 GeV < k
 < 0.6 GeVT0.5 GeV < k
 < 0.7 GeVT0.6 GeV < k
 < 0.8 GeVT0.7 GeV < k
µ log δ












Figure 5.33: The left plot compares the difference in +− and ±± correlation function
ratios between two generators. The multiplicity bins used are 26 ≤ N trch ≤ 36, 37 ≤
N trch ≤ 48, and 49 ≤ N trch ≤ 64. The lowest kT bin is not used because of large
statistical fluctuations in the fit parameters. While Herwig predicts an amplitude for
the ratio C+−/C±± that is clearly too small by inspection (i.e. it blatantly fails to
match the correlation functions in the data), the variation of the double ratio (Herwig
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Figure 5.34: Correlation functions in proton-lead data for opposite-charge (teal
circles) and same-charge (red squares) pairs. The opposite-charge correlation
function, with the most prominent resonances removed, is fit to a function of the
form in Eq. (5.43) (blue dashed line). The violet dotted line is the estimated jet
contribution in the same-charge correlation function, also of the form of Eq. (5.43),
and the dark red line is the full fit of Eq. (5.22) to the same-charge data.
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5.5 Systematic uncertainties and cross-checks
The average effect of each systematic on Rinv is shown in Table 5.2 for each kT bin.
The systematics in two centrality bins are shown in Tables 5.3 and 5.4. Similar tables
are shown for the 3D radii in Tables 5.5 to 5.7. The systematics listed there are
included in the final results.
5.5.1 Generator for hard-process description
The greatest difficulty by far in measuring HBT radii in small systems is in forming
an accurate description of the background contribution from hard processes. For
the uncertainty in the hard-process contribution two effects are considered. First,
the variation in the translation from pp to p+Pb is taken as an uncertainty in the
amplitude, as shown in Fig. 5.27. Secondly, as described in Section 5.4.7, the width of
the variation in the difference of C
+−
C±± between Pythia and Herwig (Fig. 5.33) is used
as an additional systematic variation in the background amplitude. This is to account
for uncertainty arising from the specific choice of Pythia as a generator. Both
uncertainties are expressed as a scaling factor times λbkgd, so they can be evaluated
by scaling µ (Eqs. (5.44) and (5.46)):
σlog µ = σ
pp→p+Pb1
log µ ⊕ σPythia−Herwiglogµ = 0.0413⊕ 0.116 = 0.123 (5.57)
The background amplitude λbkgd is thus scaled up and down by 12.3% to compute
the systematic from the background.
5.5.2 Rapidity dependence of hard-process description
The background amplitude relations in Eqs. (5.44) and (5.45) are evaluated with
Pythia in both central (|y?pipi| < 1) and forward (1 < |y?pipi| < 2) rapidity intervals.
The width relationship (Eq. (5.45)) does not change significantly, but the relationship
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between the amplitudes (Eq. (5.44)) does. The parameterization is varied from the
nominal (inclusive) expression to that for each of the different rapidity bins. In three
dimensions a 2nd-order polynomial is used instead of a sigmoid. This variation is
illustrated in Sections 5.4.2 and 5.4.3.
5.5.3 Jet fragmentation background in 3D
One alternative to Eq. (5.49) is to describe the jet fragmentation in three dimensions
as a simple function of qinv only. The average kT in each centrality/kT/y
?
pipi interval
can be used in Eq. (5.30) to contract q into qinv. The same parameters derived
in the Lorentz invariant correlations could be used to describe the three-dimensional
background as well. This turns out to be an over-simplification, as shown in Fig. 5.35.
The form in Eq. (5.49) is used as it clearly describes the jet fragmentation more
accurately.
5.5.4 Shape parameters of hard-process description




bkgd were varied by 0.1% from the
nominal values. The typical effect on the HBT radii was seen to be on order 0.5%,
and this variation is not included in the reported systematic errors.
5.5.5 Pion identification
The PID definition used for the nominal result is the “Middle” cut level defined in
Section 4.4. Systematic uncertainties from imperfections in the particle identification
are evaluated by repeating the analysis with both the “Loose” and “Tight” cut levels.
The effect on the radii is around 1–2% for the lower kT bins, but becomes more
significant at higher momentum bins (presumably because they are relatively more
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Figure 5.35: Two functional forms for describing three-dimensional jet fragmentation.
The blue line (Eq. (5.49)) is the one used in the results, and the purple line (which
describes the correlation as a function of qinv only) clearly does not enjoy the same
level of agreement.
5.5.6 Charge asymmetry
The distinction between positive and negative pairs could come from the orientation
of the overlap of the inner detector components. The nominal value is taken to be the
fit results from histograms filled with all same-sign pairs, and a systematic variation
is taken to positive and negative pairs.
5.5.7 Binning of z position of Primary Vertex
A significant difference in the radii at high kT was observed when it was required that
events only be mixed from within the same 5 mm wide bin in zvtx, the longitudinal
position of the primary vertex.
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The variations in the radii between a bin size of 2 mm and 5 mm were found
to be around 0.5%, so a bin size of 5 mm is chosen and a systematic uncertainty is
neglected. It is required that the event-mixing buffer in a given zvtx bin be full before
histograms are filled, which ensures that the signal and mixed-event background have
the same zvtx distribution.
5.5.8 Core fraction xc
A correlation function of the form
C(q) =
[





was also considered. In this form λ takes into account pion impurities, and
xc indicates the fraction of pairs that come from a core (i.e. not from long-lived
resonances or weak decays - see Fig. 5.36). The region of the correlation function
that drives the fit results is both at a larger qinv than where the Coulomb correction
K(qinv) 6= 1 and at smaller qinv than where e−Rinvqinv can be neglected. Here the
correlation function looks like C(q) ≈ 1 + xcλe−RqΩ(q), so the results are mostly
dependent only on the product xcλ.
The measured radii turn out to be for the most part extremely insensitive to
variations in the core fraction xc. To emphasize this, xc is varied between 0.4 and
0.9. This is surely an overestimation of the possible range, but the difference in the
radii is still less than one percent for nearly all bins.
Though a core fraction near 50% is physically reasonable (as in Fig. 5.36), it results
in λ parameters near 2. λ should always be less than 1 in order to be interpreted as a
coefficient of a Bose-Einstein enhancement. There is a redundancy in the description
of the correlation function using both xc and λ.
To avoid over-parameterizing the fit and to avoid questionable values of λ, the
choice was made to take λ = 1 and rename xc → λ, to match the form of the
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Figure 5.36: The core fraction xc measured in Pythia 8 by counting the pairs in









5.5.9 Effective size for the Coulomb effect
The non-zero effective size of the Coulomb correction Reff should only provide a
bin-by-bin difference of a few percent, even up to several fm. However, because
the parameter effectively changes the q range over which the Coulomb correction is
applied, varying this parameter can affect the HBT radii significantly. The parameter
Reff is taken to be proportional to the invariant HBT radius, such that Reff = ξRinv.
The nominal value of ξ is chosen to be equal to unity, and a variation down to
1/2 and up to 2 is taken to be the 1σsyst level.
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5.5.10 Projection of q onto qinv
The value of kT used to calculate qinv from q in the 3D fits (see Eq. (5.30)) is varied
±1 standard deviation of the kT in each bin. In three dimensions, the value of qinv
is only used in the Coulomb correction. The effect on the radii is small, and the
Coulomb correction is already varied through Reff , so this variation is not included.
5.5.11 Alternative test statistic
As an alternative check to the previous method, a Poisson log-likelihood that accounts
for uncertainty in both the signal and background can also be used. The mixed-
event background is weighted by the Coulomb factor K(qinv) from the discussion in
Section 5.3.6.
B˜ ≡ (1− λ)B + λBKCBE (5.59)
BK denotes the background formed by weighting each pair by the Coulomb correction
K(qinv). The variance in a given bin is
σ2
B˜
= (1− λ)2B + 2λ(1− λ)BKCBE + λ2BK2C2BE (5.60)
where following the notation introduced above, BK2 is the mixed-event background
in which each pair is weighted by the square of K(qinv). The negative log-likelihood
ratio that is minimized is then [144]














The alternative test statistic mentioned is checked to to ensure that the fit results
do not vary significantly as a result and the typical variation is less than 0.1%, well
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Figure 5.37: A comparison of reconstructed to truth correlation functions using
reconstructed Hijing events. The bottom shows the ratio of truth to reconstructed
correlation functions.
5.5.12 Two-particle track reconstruction effects
It is typically assumed that effects like tracking efficiency and acceptance factor out
of the ratio A(q)/B(q). However, one can reasonably question whether two-particle
effects like ghosting can affect the correlation function. To explore this possibility,
the ratio of reconstructed to truth correlation functions are shown in Fig. 5.37. A
significant effect above the few lowest qinv bins is not observed.
A minimum q cutoff is applied in the fits to avoid being affected by detector effects
like resolution and ghosting. The sensitivity of the results to this limit is checked by
taking qmininv = 30±10 MeV in the 1D fits and symmetrizing the effect of the variation
from |q|min = 25 + 25 MeV in the 3D fits.
5.5.13 Difference between two runs
A useful cross-check on the measurement is that the results should not differ sig-
nificantly between period A (Pb going in +z direction) and period B (proton going
in +z direction). Fig. 5.38 illustrates the difference observed between the two runs,
which is not significant. The differences are comparable to statistical uncertainties -
typically less than 0.5% at low kT and around 2% at the upper end of the kT bins.
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70-80% ++ 70-80% --60-70% ++ 60-70% --
50-60% ++ 50-60% --40-50% ++ 40-50% --
30-40% ++ 30-40% --20-30% ++ 20-30% --
10%-20% ++ 10%-20% --5-10% ++ 5-10% --
1-5% ++ 1-5% --0-1% ++ 0-1% --
2013 p+Pb, period B
 InternalATLAS
Figure 5.38: Results for Rinv split into both periods and both signs as a check. No
systematic uncertainties are included - this is intended as a cross-check.
5.5.14 Event plane resolution
Uncertainty in the 2nd-order event plane resolution is propagated through the event
plane resolution correction to the azimuthally-dependent results. There are two con-
tributions to the Ψ2 resolution, both of which are evaluated by changes to the two al-
ternate sub-detectors used in the three-sub-detector method of evaluating 〈cos(2δΨ2)〉.
For one variation, tracks weighted by their pT are used instead of calorimeter cells,
and for the other the rapidity windows of the alternate subsdetectors are shifted away
from the nominal sub-detector by ∆η = 0.5.
5.5.15 Sampling uncertainty
The effect of the sampling procedure on the pair distribution is evaluated by taking
the ratio of the distributions of sampled pairs to traditional event-mixed pairs, as
discussed in Section 5.3.4. The uncertainty is determined by evaluating this ratio
in the 8 intervals of φk − Ψ2 and 5 intervals of flow |q2|, and using one standard
deviation at the endpoints of the middle 68.27% interval (Fig. 5.10). This procedure
is measured separately for each kT bin.
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5.5.16 Azimuthal de-correlation in rotated event mixing
The sampling procedure necessitates an effective integration over event plane angle
Ψ2, or the computing demands of the analysis would be unmanageable. While there
is no dependence of the physics on the event plane angle due to average rotational
symmetry of the collisions, variations in the track reconstruction efficiency can affect
the correlation between pairs of tracks. A pair distribution formed with event mixing
is compared to a similar distribution in which one event is rotated azimuthally by
a uniform random angle. The ratio of these distributions indicates the effect of the
detector response on the pair correlation. The pair distribution is corrected by this
ratio. The uncertainty in the ratio is evaluated by taking the endpoints of the middle
68.27% of the variation in different runs and multiplicity bins (Fig. 5.11). This
accounts for variations in the pair response that may change between runs.
5.5.17 Summary tables and plots
Examples of the systematic uncertainties in the invariant parameters Rinv and λinv are
shown as a function of kT and centrality in Figs. 5.39 and 5.40. Typical systematic
uncertainties are also shown for the 3D radii Rout (Fig. 5.41), Rside (Fig. 5.42), Rlong
(Fig. 5.43), and Rol (Fig. 5.45), as well as the ratio Rout/Rside (Fig. 5.44) and the
amplitude (Fig. 5.46).
Fig. 5.47 shows the uncertainties contributing to the relative modulation of each
of the main HBT radii. The dominant systematic effect is the PID. This is partially
due to the fact that the PID systematic variation is performed by using looser and
tighter PID cuts, which gives the variation a statistical component as well. There
is also a physical element, as different particle species are expected to freeze out at
different times in an expanding source’s evolution.
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kT [GeV] 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8
Gen ⊕ Sys 2.1% 3.1% 5.5% 7.9% 10% 14% 19%
Jet y?pipi 3.6% 4.1% 5.1% 6.6% 2.1% 1.2% 1.1%
Reff 1.3% 1.1% 1% 0.95% 0.92% 0.9% 0.9%
PID 1.3% 2.2% 2.8% 3.3% 3.8% 4.3% 4.8%
+ + /−− 0.42% 0.47% 0.71% 0.58% 0.79% 1.3% 1.6%
Min q 0.77% 1% 1.3% 1.2% 1.2% 0.91% 0.88%
All 4.7% 6% 8.6% 11% 12% 15% 20%
Table 5.2: The effect of each systematic on Rinv, averaged over centrality and rapidity.
The quadrature average of the upper and lower systematic errors are divided by the
value, which is averaged equally over centrality bins from 0% to 80%. The total is the
same quantity evaluated when all systematic variations are used, so its square is not
necessarily equal to the sum of squares of all the individual contributions (though it
should not be drastically different).
kT [GeV] 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8
Gen ⊕ Sys 1.4% 2.1% 3.5% 4.8% 6.9% 10% 14%
Jet y?pipi 2.8% 3.1% 1.3% 3.5% 1.8% 0.56% 0.33%
Reff 1.2% 1.1% 1.1% 1% 1.1% 1% 1%
PID 0.2% 0.58% 0.52% 1.4% 2.8% 4.6% 4.9%
+ + /−− 1.2% 0.14% 0.44% 1.7% 1.4% 5.9% 1.6%
Min q 0.48% 0.66% 0.75% 0.6% 1% 0.34% 0.77%
All 3.6% 4% 4% 6.5% 7.9% 13% 15%
Table 5.3: The relative systematic uncertainties in Rinv in the 1-5% centrality interval.
The quadrature average of the upper and lower systematic errors are divided by the
nominal value to compute the relative uncertainty. The uncertainty is dominated
by the hard-process background description and the contribution from the effective
Coulomb size Reff is also significant at low kT.
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kT [GeV] 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8
Gen ⊕ Sys 2.1% 3.3% 6.2% 8.5% 11% 15% 20%
Jet y?pipi 4.6% 5.9% 8.4% 7.5% 2% 1.7% 1.7%
Reff 1.3% 1.2% 0.97% 0.87% 0.83% 0.81% 0.78%
PID 2.4% 4% 4.3% 4.2% 5.1% 7.7% 11%
+ + /−− 0.96% 0.66% 0.33% 3.5% 0.14% 1.5% 1.4%
Min q 0.9% 0.67% 1.5% 1.4% 0.94% 0.38% 1.2%
All 5.9% 8% 11% 13% 13% 17% 23%
Table 5.4: The relative systematic uncertainties in Rinv for the 60-70% centrality
interval, as in Table 5.3. The uncertainty is dominated by the hard-process
background description.
kT [GeV] 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8
Gen ⊕ Sys 0.3% 0.89% 2.4% 5.6% 11% 18% 28%
Jet y?pipi 14% 19% 26% 28% 27% 21% 14%
Reff 1.5% 1.1% 1.2% 1.6% 2.3% 3.1% 3.8%
PID 1.7% 3.2% 5.5% 8.7% 13% 19% 32%
+ + /−− 1.1% 0.84% 0.85% 1% 2.2% 2.8% 3.6%
Min q 3.6% 3.9% 3.8% 3.1% 2.1% 1.3% 1.1%
Bkgd kT 1% 1.3% 2.7% 4.4% 5.2% 4.9% 5.8%
All 15% 20% 27% 31% 32% 35% 49%
Table 5.5: The effect of each systematic on Rout, averaged over centrality as in Table
5.2.
kT [GeV] 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8
Gen ⊕ Sys 0.19% 0.65% 1.8% 4.4% 8.5% 14% 20%
Jet y?pipi 12% 16% 21% 23% 21% 16% 9.9%
Reff 1.7% 1.9% 1.9% 1.7% 1.6% 1.6% 1.5%
PID 1.3% 2.9% 5.3% 8% 9.2% 12% 18%
+ + /−− 0.53% 0.74% 0.78% 0.65% 1.7% 2.2% 4.9%
Min q 2.3% 3% 3.2% 2.6% 1.7% 0.98% 0.94%
Bkgd kT 0.92% 1.4% 2.6% 4.2% 4.7% 4.1% 4.5%
All 13% 17% 23% 25% 26% 26% 32%
Table 5.6: The effect of each systematic on Rside, averaged over centrality as in Table
5.2.
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kT [GeV] 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8
Gen ⊕ Sys 0.3% 0.75% 1.9% 4.3% 7.6% 12% 15%
Jet y?pipi 15% 18% 22% 22% 19% 14% 8.5%
Reff 1.5% 1.3% 1.3% 1.2% 1.1% 1.1% 1.1%
PID 1.5% 2.8% 4.6% 6% 6.3% 6.6% 11%
+ + /−− 0.44% 0.62% 0.61% 0.57% 0.98% 1.5% 3.2%
Min q 2.6% 2.8% 2.8% 2.1% 1.2% 0.62% 0.6%
Bkgd kT 1.3% 1.4% 2.7% 3.9% 4.1% 3.4% 2.9%
All 16% 18% 23% 24% 22% 20% 23%
Table 5.7: The effect of each systematic on Rlong, averaged over centrality as in Table
5.2.
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 < 0.5 GeVTk0.4 < 
Figure 5.39: The relative contributions of the various sources of systematic uncer-
tainty to the invariant radius Rinv. The typical trends with kT are shown on the left
and the trends with centrality (Npart) are shown on the right.
The systematic uncertainties for the Fourier components are smoothed over dif-
ferent values of |q2|. For each source of systematic variation, the uncertainty at
each point is averaged with the uncertainty of its nearest neighbors, with double
weighting given to its own value. This is done separately for the upwards and
downwards variations of each source of systematic uncertainty, before all contributions
are summed in quadrature. The use of this simple smoothing kernel reduces the effect
of statistical fluctuations in the systematic uncertainties, without drastically changing
the qualitative evolution of the size of the variations over |q2|.
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 < 0.5 GeVTk0.4 < 
Figure 5.40: The relative contributions of the various sources of systematic uncer-
tainty to the invariant Bose-Einstein amplitude λinv. The typical trends with kT are
shown on the left and the trends with centrality (Npart) are shown on the right.
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 < 0.5 GeVTk0.4 < 
Figure 5.41: The relative contributions of the various sources of systematic uncer-
tainty to the three-dimensional radius Rout. The typical trends with kT are shown on
the left and the trends with centrality (Npart) are shown on the right.
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 < 0.5 GeVTk0.4 < 
Figure 5.42: The relative contributions of the various sources of systematic uncer-
tainty to the three-dimensional radius Rside. The typical trends with kT are shown
on the left and the trends with centrality (Npart) are shown on the right.
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Figure 5.43: The relative contributions of the various sources of systematic uncer-
tainty to the three-dimensional radius Rlong. The typical trends with kT are shown
on the left and the trends with centrality (Npart) are shown on the right.
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Figure 5.44: The relative contributions of the various sources of systematic uncer-
tainty to the ratio Rout/Rside. The typical trends with kT are shown on the left and
the trends with centrality (Npart) are shown on the right.
  [GeV]Tk























-1+Pb 2013, 28 nbp





























-1+Pb 2013, 28 nbp




 < 0.3 GeVTk0.2 < 
Figure 5.45: The relative contributions of the various sources of systematic uncer-
tainty to the three-dimensional radius Rol. The typical trends with kT are shown on
the left and the trends with centrality (Npart) are shown on the right.
150
  [GeV]Tk















 Sys⊕Gen *yJet 
PID qMin 
effR −− / ++
ATLAS
-1+Pb 2013, 28 nbp





















 Sys⊕Gen *yJet 
PID qMin 
effR −− / ++
ATLAS
-1+Pb 2013, 28 nbp
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Figure 5.46: The relative contributions of the various sources of systematic uncer-
tainty to the three-dimensional Bose-Einstein amplitude λosl. The typical trends with
kT are shown on the left and the trends with centrality (Npart) are shown on the right.
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Figure 5.47: The symmetrized contribution of systematic uncertainties as a function
of flow vector magnitude |q2| for the second-order cosine terms of Rout (top left),
Rside (top right), and Rlong (bottom left), as well as the second-order sine terms of
Ros (bottom right). The total systematic uncertainty is shown along with the three





This chapter shows examples of one- and three-dimensional fits to correlation func-
tions, then presents results for extracted invariant and 3D source radii. The results
are shown as a function of kT, which can illustrate the time-dependence of the source
size. They are also shown as a function of y?pipi, showing any variations in source
size along the collision axis, and against several quantities related to multiplicity and
centrality. These results show the freeze-out density and the evolution of the source
with the size of the initial geometry. Comparisons to hydrodynamic models are made
for central events, showing good agreement with theory. Finally, HBT radii are shown
as a function of azimuthal angle with respect to the second-order event plane. The
second-order Fourier components are extracted and shown as a function of |q2| and
kT.
6.1 Correlation function fits
An example of a one-dimensional fit to C(qinv) using the functional form of Eq. (5.22)
is included in Fig. 5.34. Additional examples of one-dimensional fits for different kT
intervals are shown in Figs. 6.1 to 6.3 for very central (0–1%), semi-central (20–30%),
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Figure 6.1: Results of the fit to the one-dimensional correlation function in very
central (0–1%) events in three kT intervals. The dashed blue line indicates the
description of the contribution from jet fragmentation and the red line shows the
full correlation function fit. The dotted red line indicates the extrapolation of the fit


















-1+Pb 2013, 28 nbp
 = 5.02 TeVNNs
 < 0.2 GeVTk0.1 < 
 = 0.84invλ
 = 3.37 fminvR





































 < 0.5 GeVTk0.4 < 
 = 0.66invλ
 = 3.17 fminvR





































 < 0.8 GeVTk0.7 < 
 = 0.54invλ
 = 2.88 fminvR

















Figure 6.2: Results of the fit to the one-dimensional correlation function in semi-
central (20–30%) events in three kT intervals. The dashed blue line indicates the
description of the contribution from jet fragmentation and the red line shows the full
correlation function fit. The dotted red line indicates the extrapolation of the fit
function beyond the interval over which the fit is performed.
correlation functions generally describe the data well, with only small departures from
an exponential description.
Slices of a three-dimensional fit of C(q) to the three-dimensional variant of Eq. (5.22)
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Figure 6.3: Results of the fit to the one-dimensional correlation function in relatively
peripheral (60–70%) events in three kT intervals. The dashed blue line indicates the
description of the contribution from jet fragmentation and the red line shows the full
correlation function fit. The dotted red line indicates the extrapolation of the fit
function beyond the interval over which the fit is performed.
of qside ≈ qlong ≈ 0, and away from this slice the fit agrees better with the data (the
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Figure 6.4: Results of the 3D fit to the correlation function in the 0.4 < kT < 0.5 GeV,
−1 < y?pipi < 0 kinematic intervals and for the 10–20% centrality interval. The
left, middle, and right panels show the distributions versus qout, qside, and qlong,
respectively, with limits on the other two components of q such that |qi| < 40 MeV.
The dashed blue line indicates the description of the contribution from hard processes
and the red line shows the full correlation function fit. The dotted red line indicates
the extrapolation of the fit function beyond the interval over which the fit is
performed.
6.2 Lorentz invariant HBT radii
The results from fits of C(qinv) to Eq. (5.22) for the invariant radius, Rinv, are shown
in Fig. 6.5 in four selected centrality intervals. Only an intermediate rapidity interval
−1 < y?pipi < 0 is shown for these and similar results as a function of kT, as the
qualitative behavior is consistent in forward and backward rapidities. The clear
decrease in size with increasing kT that is observed in central events is not observed
in peripheral events. This is consistent with the interpretation that central events
undergo transverse expansion, since in hydrodynamic models higher-pT particles are
more likely to freeze out earlier in the event. Another way of understanding this trend
as evidence for transverse expansion is that there is a smaller homogeneity region for
particles with higher pT [2]. At low kT, ultra-central (0–1%) events have an invariant
radius significantly greater than peripheral (70–80%) events by a factor of about 2.6.
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Figure 6.5: The exponential invariant radii, Rinv, obtained from one-dimensional fits
to the qinv correlation functions shown as a function of pair transverse momentum, kT,
(left) and rapidity, y?pipi (right). Four non-adjacent centrality intervals are shown. The
vertical size of each box represents the quadrature sum of the systematic uncertainties
described in Section 5.5, and statistical uncertainties are shown with vertical lines.
The horizontal positions of the points are the average kT or y
?
pipi in each interval, and
the horizontal lines indicate the standard deviation of kT or y
?
pipi. The widths of the
boxes differ among centrality intervals only for visual clarity.
This difference becomes less prominent at high kT. In central events Rinv is larger
on the lead-going side than on the proton-going side, while in peripheral events the
rapidity dependence of the radius becomes constant.
Invariant radii are shown for several centralities in Fig. 6.6 (left) as a function
of the cube root of average dNch/dη. For both kT intervals shown, the scaling of
Rinv with 〈dNch/dη〉1/3 is close to linear but with a slightly increasing slope at higher
multiplicities. The invariant radius, Rinv, has a steeper trend versus multiplicity at
lower kT. Fig. 6.6 (right) shows Rinv in several centrality and rapidity intervals as
a function of the local particle density, dNch/dy
?, which is evaluated by taking the
average over the same interval used for the pair’s rapidity. The extracted radius and
the local particle density are seen to be tightly correlated, such that the radius can
be predicted, within uncertainties, by the local density alone.
The Bose-Einstein amplitude of the invariant fits, λinv, is shown in Fig. 6.7 as
a function of kT and y
?
pipi. At low kT, λinv has values near unity, and it decreases
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Figure 6.6: Exponential fit results for Rinv as a function of the cube root of average
charged-particle multiplicity 〈dNch/dη〉1/3 (left), where the average is taken over
|η| < 1.5, and as a function of the local density, dNch/dy?, over several centrality
and rapidity intervals (right). In the left plot the systematic uncertainties from
pion identification and from the generator and collision system components of the
background amplitude are treated as correlated and shown as error bands, and the
systematic uncertainties from charge asymmetry, Reff , the rapidity variation of the jet
fragmentation description, and two-particle reconstruction are treated as uncorrelated
and indicated by the height of the boxes. The horizontal error bars indicate the
systematic uncertainty from 〈dNch/dη〉 or dNch/dy?.
centrality intervals, with λinv having larger values in central events. In contrast, at
larger kT the amplitudes are indistinguishable between different centralities. The
amplitude exhibits no significant variation over rapidity.
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Figure 6.7: The Bose-Einstein amplitude, λinv, obtained from one-dimensional fits to
the qinv correlation functions shown as a function of pair transverse momentum, kT,
(left) and rapidity, y?pipi (right). Four non-adjacent centrality intervals are shown. The
vertical size of each box represents the quadrature sum of the systematic uncertainties
described in Section 5.5, and statistical uncertainties are shown with vertical lines.
The horizontal positions of the points are the average kT or y
?
pipi in each interval, and
the horizontal lines indicate the standard deviation of kT or y
?
pipi. The widths of the
boxes differ among centrality intervals only for visual clarity.
6.3 Three-dimensional HBT radii
The three-dimensional radii Rout, Rside, and Rlong are shown as a function of kT and
y?pipi in four selected centrality intervals in Figs. 6.8 to 6.10. In central collisions, the
3D radii exhibit an even steeper decrease with increasing kT relative to that observed
for the invariant radii in Fig. 6.5. A similar, but weaker trend is present in peripheral
events. Central collisions exhibit larger radii on the backward (Pb-going) side of
the event, while peripheral events show no distinguishable variation of the radii with
rapidity.
The 3D radii are also shown as a function of the cube root of both average event
multiplicity and local density in Figs. 6.11 to 6.13. These plots demonstrate the
relationship between the size and the density of the source at freeze-out. All of the
radii are seen to be very strongly correlated with the local density. The scaling of the
radii is not far from being linear with the cube root of multiplicity. This behavior is
qualitatively similar to the scaling of Rinv with 〈dNch/dη〉 in Fig. 6.6.
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Figure 6.8: Exponential fit results for the 3D source radius, Rout, as a function
of pair transverse momentum, kT, (left) and rapidity, y
?
pipi (right). Four non-
adjacent centrality intervals are shown. The vertical size of each box represents
the quadrature sum of the systematic uncertainties described in Section 5.5, and
statistical uncertainties are shown with vertical lines. The horizontal positions of the
points are the average kT or y
?
pipi in each interval, and the horizontal lines indicate
the standard deviation of kT or y
?
pipi. The widths of the boxes differ among centrality
intervals only for visual clarity.
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Figure 6.9: Exponential fit results for the 3D source radius, Rside, as a function
of pair transverse momentum, kT, (left) and rapidity, y
?
pipi (right). Four non-
adjacent centrality intervals are shown. The vertical size of each box represents
the quadrature sum of the systematic uncertainties described in Section 5.5, and
statistical uncertainties are shown with vertical lines. The horizontal positions of the
points are the average kT or y
?
pipi in each interval, and the horizontal lines indicate
the standard deviation of kT or y
?
pipi. The widths of the boxes differ among centrality
intervals only for visual clarity.
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Figure 6.10: Exponential fit results for 3D source radius, Rlong, as a function
of pair transverse momentum, kT, (left) and rapidity, y
?
pipi (right). Four non-
adjacent centrality intervals are shown. The vertical size of each box represents
the quadrature sum of the systematic uncertainties described in Section 5.5, and
statistical uncertainties are shown with vertical lines. The horizontal positions of the
points are the average kT or y
?
pipi in each interval, and the horizontal lines indicate
the standard deviation of kT or y
?
pipi. The widths of the boxes differ among centrality
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Figure 6.11: Exponential fit results for Rout as a function of (left) the cube root of
average charged-particle multiplicity, 〈dNch/dη〉1/3, where the average is taken over
|η| < 1.5 and (right) the local density, dNch/dy?, in intervals of y?pipi. In the left plot the
systematic uncertainties from pion identification and from the generator and collision
system components of the background amplitude are treated as correlated and shown
as error bands, while the systematic uncertainties from charge asymmetry, Reff , the
rapidity variation of the jet fragmentation description, and two-particle reconstruction
are treated as uncorrelated and indicated by the height of the boxes. The horizontal
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Figure 6.12: Exponential fit results for Rside as a function of (left) the cube root of
average charged-particle multiplicity, 〈dNch/dη〉1/3, where the average is taken over
|η| < 1.5 and (right) the local density, dNch/dy?, in intervals of y?pipi. In the left plot the
systematic uncertainties from pion identification and from the generator and collision
system components of the background amplitude are treated as correlated and shown
as error bands, while the systematic uncertainties from charge asymmetry, Reff , the
rapidity variation of the jet fragmentation description, and two-particle reconstruction
are treated as uncorrelated and indicated by the height of the boxes. The horizontal
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Figure 6.13: Exponential fit results for Rlong as a function of (left) the cube root of
average charged-particle multiplicity, 〈dNch/dη〉1/3, where the average is taken over
|η| < 1.5 and (right) the local density, dNch/dy?, in intervals of y?pipi. In the left plot the
systematic uncertainties from pion identification and from the generator and collision
system components of the background amplitude are treated as correlated and shown
as error bands, while the systematic uncertainties from charge asymmetry, Reff , the
rapidity variation of the jet fragmentation description, and two-particle reconstruction
are treated as uncorrelated and indicated by the height of the boxes. The horizontal
error bars indicate the systematic uncertainty from 〈dNch/dη〉 or dNch/dy?.
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The Bose-Einstein amplitude in the 3D fits, λosl, is shown in Fig. 6.14 as a
function of kT and y
?
pipi. Like the invariant amplitude, at low kT it is larger for
central events than for peripheral ones. The three-dimensional amplitude does not
decrease significantly with rising kT as the invariant amplitude does, except in the
most peripheral events. The 3D amplitude also exhibits no significant variation over
rapidity.
The ratio Rout/Rside (Fig. 6.15) is often studied because in models with radial flow,
Rout includes components of the source’s lifetime but Rside does not (see, for instance,
the discussion in Ref. [8]). A value of Rout/Rside less than one is observed and it de-
creases with increasing kT. The ratio is observed to be the same in different centrality
intervals within uncertainties. As explained in Ref. [149], several improvements to
naive hydrodynamic models—primarily pre-thermal acceleration, a stiffer equation of
state, and shear viscosity—all result in more sudden emission. This implies that a
value of Rout/Rside . 1 does not necessarily rule out collective behavior.
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Figure 6.14: The Bose-Einstein amplitude, λosl, as a function of pair transverse
momentum, kT, (left) and rapidity, y
?
pipi (right). Four non-adjacent centrality intervals
are shown. The vertical size of each box represents the quadrature sum of the
systematic uncertainties described in Section 5.5, and statistical uncertainties are
shown with vertical lines. The horizontal positions of the points are the average kT
or y?pipi in each interval, and the horizontal lines indicate the standard deviation of
kT or y
?
pipi. The widths of the boxes differ among centrality intervals only for visual
clarity.
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Figure 6.15: The ratio of exponential radii Rout/Rside as a function of pair transverse
momentum, kT, (left) and rapidity, y
?
pipi (right). Four non-adjacent centrality intervals
are shown. The vertical size of each box represents the quadrature sum of the
systematic uncertainties described in Section 5.5, and statistical uncertainties are
shown with vertical lines. The horizontal positions of the points are the average kT
or y?pipi in each interval, and the horizontal lines indicate the standard deviation of
kT or y
?
pipi. The widths of the boxes differ among centrality intervals only for visual
clarity.
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The transverse area scale RoutRside is shown in Fig. 6.16 as a function of both event
and local density. At lower kT, the transverse area scales linearly with multiplicity
over all centralities and rapidities. This result is consistent with a picture in which
the longitudinal dynamics can be separated from the transverse particle production,
and low-kT particles freeze out at a constant transverse area density.
The determinant of the 3D radius matrix, det (R), is shown in Fig. 6.17 as a
function of both the average and local density. While the transverse area scales
linearly with multiplicity at low kT, the volume scale grows linearly at higher kT,
implying a constant freeze-out volume density for particles with higher momentum.
Fig. 6.18 compares the volume scaling with 〈Npart〉 for the standard Glauber model
as well as for two choices of the GGCF model [139]. The parameter ωσ controls
the size of the fluctuations in the nucleon-nucleon cross-section within the GGCF
model. With the Glauber model, the scaling of the volume element with 〈Npart〉
has a significant upwards curvature. Including Glauber-Gribov fluctuations in the
〈Npart〉 calculation results in a more modest curvature in the scaling of det (R). This
result suggests that the fluctuations in the nucleon-nucleon cross-section are a crucial
component of the initial geometry description in p+Pb systems. The values and
systematic uncertainties of 〈Npart〉 in each model are listed in Table 5.1.
The cross-term, Rol, which couples to the lifetime of the source [150], is shown
in Figs. 6.19 and 6.20. A significant departure from zero is observed in this param-
eter in central events, but only for rapidities y?pipi & −1. For the 0–1% centrality
interval, in 0.2 < kT < 0.4 and −1 < y?pipi < 1, Rol is measured to be nonzero
with a significance of 7.1/7.3/5.1 σ (statistical/systematic/combined). The next
most central interval, 1–5%, has a nonzero Rol with a significance of 5.2/5.8/3.9
σ (statistical/systematic/combined). This suggests that the particle production at
middle and forward rapidities is sensitive to the local z-asymmetry of the system.
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Figure 6.16: The transverse area scale, RoutRside, plotted against the average
multiplicity, 〈dNch/dη〉, (left) and the local density, dNch/dy?, as a function of rapidity
(right). The systematic uncertainties from pion identification and the generator
and collision system components of the jet background description are treated as
correlated and shown as error bands. The systematic uncertainties from charge
asymmetry, Reff , rapidity variation of the jet fragmentation, and two-particle track
reconstruction effects are treated as uncorrelated and indicated by the height of the
boxes. The horizontal error bars indicate the systematic uncertainty from 〈dNch/dη〉
or dNch/dy
?. The slope and intercept of the best fit to the right-hand plot are shown
with combined statistical and systematic uncertainties.
can be chosen so that qout is greater than zero relies on the assumption that both
particles in the pair are the same species, or at least that they are characterised
by the same momentum distributions. In principle, final-state interactions between
different particle species could break this symmetry of the correlation function and
lead to a nonzero Rol term. However, the systematic uncertainties shown in Fig. 5.45
demonstrate that Rol is not sensitive to particle identification, particularly at low kT.
At larger kT the systematic effect from PID looks larger, but the variations are likely
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Figure 6.17: The volume scale, det (R), plotted against the average multiplicity,
〈dNch/dη〉, (left) and the local density, dNch/dy?, as a function of rapidity (right). In
the left plot, the systematic uncertainties from pion identification and the generator
and collision system components of the jet background description are treated as
correlated and shown as error bands, while those from charge asymmetry, Reff ,
rapidity variation of the jet fragmentation, and two-particle track reconstruction
effects are treated as uncorrelated and indicated by the height of the boxes. The
widths of the boxes indicate the systematic uncertainty in 〈dNch/dη〉 or dNch/dy?.
〉partN〈














 = 0)σωGlauber (
 = 0.11σωGGCF 
 = 0.2σωGGCF 
Correlated
Uncorrelated




-1+Pb 2013, 28 nbp
 = 5.02 TeVNNs
ATLAS
〉partN〈














 = 0)σωGlauber (
 = 0.11σωGGCF 
 = 0.2σωGGCF 
Correlated
Uncorrelated




-1+Pb 2013, 28 nbp
 = 5.02 TeVNNs
ATLAS
Figure 6.18: The scaling of the volume element, det (R), with 〈Npart〉 calculated with
three initial geometry models: standard Glauber as well as Glauber-Gribov (GGCF)
for two choices of the color fluctuation parameter, ωσ. Each of the panels shows a
different kT interval. The systematic uncertainties from the pion identification and
the generator and collision system components of the background description are
treated as correlated and shown as error bands. The systematic uncertainties from
charge asymmetry, Reff , rapidity variation of the jet background, and two-particle
reconstruction are treated as uncorrelated and indicated by the height of the boxes.
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Figure 6.19: The cross-term, Rol, as a function of the pair’s rapidity, y
?
pipi, in a
wide range of centrality intervals (left) and in the four most central event classes
(right). The vertical size of each box represents the quadrature sum of the systematic
uncertainties described in Section 5.5, and statistical uncertainties are shown with
vertical lines. The horizontal positions of the points are the average y?pipi in each
interval, and the horizontal lines indicate the standard deviation of y?pipi in the
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Figure 6.20: The cross-term, Rol, as a function of average event multiplicity,
〈dNch/dη〉, (left) and the local density, dNch/dy? (right). The vertical size of each box
represents the quadrature sum of the systematic uncertainties described in Section 5.5,
and statistical uncertainties are shown with vertical lines. The widths of the boxes
indicate the systematic uncertainties in the corresponding quantities.
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6.4 Comparison with hydrodynamic model
Interferometry radii have been calculated in recent hydrodynamic simulations of
central p+Pb collisions [151]. In general the agreement is quite good with the exper-
imental HBT radii from central collisions with ATLAS. The theoretical predictions
overstate Rside in comparison to the data, and understate Rlong at low kT, but overall
capture the kT-dependence of the radii well, as shown in Fig. 6.21. The tilt of the
rapidity dependence, shown in Fig. 6.22, is not as large in the simulations as it is in
the data, though the slope of the radii with respect to y?pipi is in qualitative agreement.
The rapidity dependence of the out-long cross-term, in the fourth panel of Fig. 6.22,
exhibits remarkable agreement between theory and experiment in both magnitude and
shape. These calculations show that hydrodynamics provides an accurate description
of ultra-central (0–1%) p+Pb collisions.
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Figure 6.21: Comparison of ATLAS HBT radii in central proton-lead collisions to
theoretical hydrodynamic calculations from Ref. [151]. The three main HBT radii
Rout, Rside, and Rlong as well as the out-long cross-term Rol are shown as a function
of pair transverse momentum kT.
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Figure 6.22: Comparison of ATLAS HBT radii in central proton-lead collisions to
theoretical hydrodynamic calculations from Ref. [151]. The three main HBT radii
Rout, Rside, and Rlong as well as the out-long cross-term Rol are shown as a function
of rapidity y?pipi.
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6.5 Azimuthal dependence and Fourier
components of HBT radii
The source radii are shown as a function of 2 (φk −Ψ2) in Fig. 6.23 for the HBT matrix
elements Rout, Rside, Rlong, and Ros in the intermediate kT interval from 0.3 to 0.4
GeV. The transverse components Rout, Rside, and Ros are normalized by the zeroth-
order Fourier component of Rside in each kT and |q2| interval, and Rlong is normalized
by the zeroth-order Fourier component of Rlong. Each quantity is shown in each of
the five |q2| intervals used in the analysis with increasing offsets in steps of 0.1. The
result of sinusoidal fits to the data, as described in Sect. 5.3.8, are shown in solid lines.
The transverse radii, Rout and Rside, show significant modulation in the orientation
compatible with the initial elliptic orientation predicted by hydrodynamics.
The normalized second-order Fourier components of the radii are shown in Fig. 6.24
for five intervals of kT. Each kT interval has a small horizontal offset for visibility. The
statistical uncertainties are shown with vertical bars and the systematic uncertainties
with shaded bands.
The modulation of the outwards radius Rout is stronger than that of the other
two radii. The sideways radius Rside gives the cleanest picture of the geometrical
modulation. Since Rside indicates a length perpendicular to the pair’s transverse
momentum, the fact that it is larger in-plane than out-of-plane indicates that the
source is spatially extended out-of-plane at freeze-out. As the modulation of Rout is
in the other direction, this is consistent with an elliptical transverse density with its
minor axis aligned with the EP, as predicted by hydrodynamics. The longitudinal
radius Rlong displays comparable modulation in sign and magnitude to Rside. This
could suggest that the source experiences greater longitudinal expansion in-plane than
out-of-plane. The cross-term coupling the Rout and Rside terms, Ros has no zeroth
Fourier component so it is normalized by Rside,0. The sign of the modulation is also
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Figure 6.23: The three-dimensional HBT radii as a function of φk in the transverse
momentum interval of 0.3 < kT < 0.4 GeV. Results are shown for each of five
intervals of flow vector magnitude |q2| with vertical offsets increasing in steps of 0.1.
Statistical uncertainties are indicated by the vertical bars at each point and systematic
uncertainties are denoted by the boxes.
consistent with that observed in A-A collisions [11–14].
In each of the results shown in this section, the modulation at low |q2| cannot
be distinguished from zero within uncertainties. Hydrodynamics does not predict
elliptical spatial anisotropies in events with low flow, and the vanishing event plane
resolution makes the measurement difficult in that limit, which is reflected in the
large statistical and systematic uncertainties in the second-order components of the
radii.
Fig. 6.25 shows the normalized second-order Fourier terms of each component
of the three-dimensional HBT matrix. The second-order terms are normalized by
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Figure 6.24: The Fourier terms of the HBT radii as a function of flow vector
magnitude |q2|. The cosine terms are shown for the diagonal radii and the sine
terms are shown for the cross-term Ros. Five intervals of transverse momentum kT
are shown with small horizontal offsets for visual clarity. Statistical uncertainties are
shown with vertical bars and systematic uncertainties are indicated by the shaded
bands.
are shown with vertical bars while the systematic uncertainties are indicated by the
shaded bands. Each point is a weighted statistical average of the values over all |q2|
flow values. The cosine terms of the diagonal radii approach zero at low kT. At larger
kT, the cosine term of Rside is positive while that of Rout is negative. This orientation
of the elliptic modulation is consistent with that predicted in hydrodynamics, and
with the kT dependence observed in Pb+Pb collisions [14]. Because higher momentum
particles are emitted earlier from a collectively expanding source, the fact that Rside
has a larger Fourier component at higher kT suggests that the source evolves over time
from more elliptic to less elliptic. By contrast, the second-order Fourier component
of Rout does not become increasingly negative at higher kT, but Rout does not have
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Figure 6.25: The Fourier terms of the HBT matrix as a function of kT. Each point
is averaged over all flow vector magnitudes |q2|. The cosine terms are shown on the
left and the sine terms on the right. Vertical lines at each point indicate statistical
uncertainties and shaded bands indicate systematic uncertainties.
as purely a geometric interpretation as Rside because in hydrodynamic models it also
depends on the source lifetime. The cosine component of Rlong is qualitatively similar
to Rside (positive and increasing with rising kT) but with a systematically smaller
magnitude. The cosine term of Ros is consistent with zero, as expected by symmetry.
However, its sine term is positive and rises with increasing kT. This is consistent with
the rotation of an elliptic source that is initially compressed along the event plane





The results in this dissertation comprise many detailed measurements of two-pion
correlation functions in p+Pb collisions at
√
sNN = 5.02 TeV with the ATLAS
detector at the LHC. The size and shape of the particle source are presented as
a function of event centrality, transverse momentum, rapidity, and azimuthal angle
with respect to the second-order event plane. These include the Lorentz invariant
HBT radius Rinv as well as the main 3D radii Rout, Rside, and Rlong. The cross-terms
Ros (coupling “out” and “side” components) and Rol (coupling “out” and “long”) are
included in the azimuthally- and rapidity-dependent analyses, respectively.
The procedures developed in these results include some major technological im-
provements in the analysis procedure compared to previous measurements. A data-
driven technique is developed for constraining the contribution of jet fragmentation to
the correlation function, which is a dominant systematic in small systems, particularly
pp and peripheral p+A collisions. This approach reduces the number of assumptions
necessary for describing this background. A sampling method is also developed to
correct the azimuthally-dependent correlation functions for the event plane resolution,
addressing an oversight made in the literature up to this point.
The HBT radii, representing the size of the source’s region of homogeneity along
the outwards (along kT), sideways (other transverse), and longitudinal axes, are
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significantly larger in central collisions. In central collisions, the radii exhibit a strong
decrease with rising kT, which is indicative of collective expansion. This trend is
significantly diminished in peripheral collisions, where within uncertainties there is
no significant slope of the radii with respect to kT. Hydrodynamics may therefore be
an appropriate description of central p+Pb collisions and yet fail in peripheral ones.
Within a kT interval, the source radii increase monotonically from peripheral to
central collisions. At lower kT the slope of this increase is larger and the radii are
proportional to 〈dNch/dη〉1/3. The radii are evaluated as a function of the rapidity-
dependent multiplicity dNch/dy
? and each of them fall on a single curve, implying
that they depend only on the local density.
A nonzero cross-term Rol coupling the “out” and “long” components is observed
at low kT in the forward direction of central events. This demonstrates a breaking
of the boost-invariance of the source function on the proton-going side. In hydrody-
namic models this indicates both longitudinal and transverse expansion, and indeed
hydrodynamic predictions reproduce the rapidity dependence of Rol in central (0–1%)
collisions. This gives another indication of hydrodynamics that is only significant in
central events.
The transverse HBT area det (RT) = RoutRside − R2os is proportional to the local
multiplicity dNch/dy
? at low kT, suggesting a constant areal density. At higher kT (&
0.5 GeV) the volume element det (R) is instead linear in the multiplicity. The freeze-
out volume increases steadily with 〈Npart〉. With the standard Glauber geometry, the
ratio of det (R) to Npart rises rapidly around 〈Npart〉 & 12, but in a GGCF model
the increase is much more modest. A strict linear scaling of det (R) with 〈Npart〉 is
not necessarily expected, but extreme deviations like that shown with the Glauber
model are difficult to explain. Previous results have supported the GGCF models
over standard Glauber, and these results provide some additional evidence for this
view. Even with allowances for fluctuations in the proton size, the expansion factor
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(i.e. ratio of final volume to initial size) still appears to be greater in central events,
possibly indicating a turn-on of hydrodynamics.
The ratio of Rout to Rside is less than unity for all centrality and kinematic
selections. The value of Rout/Rside is interpreted as growing with the lifetime of
the source, since in hydrodynamic models the lifetime contributes to Rout but not
to Rside. It decreases with rising kT, which is consistent with the description that
higher-momentum particles freeze out from the source at earlier times. The small
value is consistent with an explosive expansion of the source. There is little centrality
dependence, although it is slightly higher in very central events, and there is no
significant rapidity dependence of Rout/Rside.
The modulation of the HBT radii with respect to the second-order event plane
in very central p+Pb events with Nch ≥ 150 is also measured. In events with a
large flow the second-order Fourier components of the HBT radii can be extracted
with good precision. In events with low anisotropy the poor event plane resolution
precludes distinguishing the modulation from zero. A similar dependence of the radii
on the azimuthal angle relative to the second-order event plane is observed as in A+A
collisions. The transverse radii are suppressed in-plane and enhanced out-of-plane,
which is the same orientation required for the initial conditions in hydrodynamic
models with a short lifetime of the medium. The kT-dependence of the Fourier
components of the radii is also consistent with the predictions from hydrodynamics
and shows that the ellipticity of the expanding source decreases throughout the
duration of its evolution. The longitudinal ratio Rlong modulation indicates that the
medium has a greater longitudinal expansion along the event plane. These results
support the interpretation that short-lived hydrodynamic evolution is a source of
the flow-like azimuthal multiplicity distributions in central p+Pb events and present
a significant challenge to competing descriptions that do not directly link initial
geometry to final-state momentum distributions.
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In summary, the results presented in this dissertation provide detailed measure-
ments of the p+Pb source density as a function of all the most significant event-
level and kinematic variables. The highly-differential measurements include the first
rapidity- and azimuthally-dependent femtoscopic results in p+A collisions. Theoreti-
cal computations have already shown some success in describing central p+Pb events
and the opportunity to post-dict the Fourier components of the azimuthal HBT radii
is available. The evidence for hydrodynamic behavior is compelling in central p+Pb;
however, it remains incumbent upon the field to determine precisely how and where
the onset of hydrodynamics occurs.
Recent theoretical work has provided some explanation for the unreasonable suc-
cess of hydrodynamics, even in systems that are not expected to last long enough to
reach full thermal equilibrium. Experiments should continue to work to establish a
precise quantitative description of the domain of applicability of hydrodynamics. This
is challenging, since the turn-on is not likely to occur suddenly in any of the relevant
physical variables like Npart, multiplicity, and transverse momentum. It now seems
clear that central p+Pb collisions evolve through hydrodynamics, but measurements
of collective and hydrodynamic behavior need to be refined in peripheral p+Pb and
pp collisions. For the various correlation analyses used to probe the bulk behavior,
the systematic effects in these smaller systems are much more significant due to lower
Nch, poorer event plane resolution, and the increased relative contribution of jets.
If the technique for constraining the jet contribution presented in this thesis is
able to be improved in future iterations, femtoscopy would be able to better constrain
the kT-dependence of the source and determine where collective expansion is an
appropriate description. This may become increasingly feasible as fragmentation
functions are better understood and the information is implemented into MC event
generators.
Azimuthal femtoscopy may be able to be extended down to mid-central p+Pb, or
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even peripheral p+Pb and pp collisions, with a data sample a few orders of magnitude
larger. A larger dataset is necessary because the event plane resolution is poor
outside of central p+Pb collisions, and the correction procedure increases statistical
uncertainties. Computational demands for such a jump are likely prohibitive at the
moment, but by the time Run 3 is underway at the LHC, resources may be more
readily available for such an approach.
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