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I. INTRODUCTION 
Throughout history, mathematicians tried to solve com­
plex problems using various imaginative methods. It was not 
until the late eighteenth century that the groundwork for 
artificial sampling was laid down as one of the techniques 
used to solve the numerous unsolved problems. Buffon pro­
posed and solved the famous 'needle problem' in the estima­
tion of IT in 1777 in his 'Essai d'Arithmétique morale' and 
Hall (1873) documented the experimental results using this 
probabilistic sampling technique. 
Although the sampling technique was introduced over two 
hundred years ago, and despite its demonstrated problem solv­
ing capacity, it was not then widely recognized as a serious 
alternative to the analytical approach. Its importance was 
neglected partly due to the fact that large scale manual 
sampling was both time consuming and tedious. 
Besides the general applications in areas of mathematics 
and statistics, the advent of operations research and system 
analysis in recent years has made sampling techniques indis­
pensable in many parametric studies. It is not uncommon 
that a model of a physical system is so complicated that 
numerical analysis becomes impossible. Another common 
application is the study of alternatives in the system over 
a wide range of environments. 
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The growth in the usage of sampling techniques ties 
closely with development of calculating machines. With the 
introduction of computers, the investigators are freed from 
the tedious manual work and can devote more time to the 
algorithmic aspect of the sampling techniques. Von Neumann, 
Ulam and Metropolis were among the pioneers in the 1940s to 
develop and apply these techniques to various otherwise 
unsolved problems. The name, Monte Carlo Method, was intro­
duced to represent sampling techniques used to study proba­
bilistic and system simulation problems, as well as determin­
istic problems. Spanier and Gelbard (1969) applied the 
technique as a tool in solving neutron transport problems in 
nuclear physics. Hammersley and Handscomb (1964) have given 
a full account of Monte Carlo methods. With the wide accep­
tance of the Monte Carlo Method, serious studies have been 
conducted to develop the theory and applications of the 
techniques. 
The Monte Carlo Method can abstractly be stated as 
follows; 
Let F be a distribution function on some probability 
space, S and let g be any real valued function on the same 
space, then the expected value of g with respect to F is 
h(g,F) = / g(x) dF(x). 
S 
The strong law of large numbers states that, if the ex­
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pectation of g exists, then with probability 1.0 the mean of 
g for a sample of M from F, namely 
M 
m(g,F,M) = { E g(XJ)}/M 
i=l  ^
tends to h(g,F) as M where x^ 's are independently distrib 
uted according to F. 
In general, system simulation can be described as the 
technique of solving problems by following the changes over 
time of a dynamic model in a system. A perfect example will 
be the computer system simulation. Kobayashi (1978) has 
cited the simulation as an important means of determining the 
performance differences between alternative configurations 
(both hardware and software) of a computer system, whether 
it be in its design stage, its installation stage, or its 
timing stage. In industry, there are numerous systems in 
different areas at different stages that can modelled and 
studied, such as transportation, scheduling, job shop,queue-
ing, inventory, complex network analysis, etc. In applied 
statistical methodology, it can be used to estimate distri­
bution of complicated functions of random variables, such 
as test statistics and estimators. 
In any numerical simulation using sampling techniques, 
there are three stages of development, namely, 
1. probabilistic modelling of the problem; 
2. applying methods to reduce the variance of 
4 
the estimate of the solution; and 
3. generation of random variables used in 
the simulation. 
It should be noted that a simulation model differs from an 
analytical model in some aspects. In the latter, it is 
necessary to consider all the constraints set by the analyt­
ic technique and to avoid complication of the overall model, 
hence many assumptions may have to be made to meet these 
constraints. Whereas in simulation models, the constraints 
can be relaxed and the construction of models can be done 
more freely. Each section of the simulation model can be 
described mathematically in a straightforward manner without 
regard for the complexity that may have been introduced. 
Randomness is fundamental to most simulation studies. 
The minimum criteria for a uniform random number sequence to 
be considered as adequately random are: 
1. equidistributed - evenly distributed over 
the interval (0,1); and 
2. uncorrelated - the random numbers generated are 
independently and identically 
distributed. 
Chambers (1977) stated the following definition of a 
random sequence : 
Let ®k-l^  be an arbitrary effectively 
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computable function of k-1 binary arguments yielding positive 
integer values, for k=l,2 j, and let [b^ ] be a random 
sequence. Then a subsequence [Bj] of [b^ ]^ can be defined by 
recursion: 
®i * h' 
with i = 
Then [b^ ] is said to be random if every choice of the func­
tion, i, lead to a sequence [Bj] with limiting frequencies 
the same as [b^ ]. Knuth (1969) has given a similar but more 
complicated and extensive argument for randomness. However, 
the randomness so defined is not operationally verifiable 
because an algorithm, X, cannot be devised such that given 
any sequence [b^ ], X will always terminate after checking a 
finite number of elements of [b^ ]^ and decide whether the 
sequence is random or not. In other words, if such algorithm 
X exists, then there must exist another algorithm, Y, that 
can be used to generate the sequence [b^ ]. Hence, the true 
randomness of the sequence [b.] is contradicted because the 
j bit generated by Y is deterministic and computable. 
This leads to the fact that any sequence produced by an 
algorithmic generator is not random. On the other hand, if 
the generator is nonalgorithmic, the question of randomness 
remains. The advances of the Monte Carlo technique triggered 
the various studies on methods of generating 'truly random' 
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numbers. Jansson (1966) listed six classes of random number 
generators; 
1. dice-like methods; 
2. uniform random number tables; 
3. physical devices; 
4. post arithmetic procedures applied 
to random numbers ; 
5. arithmetic procedures; and 
6. digits in transcendental numbers. 
Tippett (1927) published the first uniform random 
number table of 10,400 four digit numbers using digits from 
census reports. But a much elaborated and improved uniform 
random number table of one million random digits was pub­
lished by RAND (1955) using a combination of physical and 
digital devices. Dice-like methods are generally too tedious 
to be of any practical purposes in large scale simulation, 
let alone the difficulty in perfecting and verifying the un-
biasedness of the dice in use. Due to the lack of in-depth 
knowledge on transcendental numbers, this class of generator 
is not common among investigators, although Franklin (1965) 
has used and proved that such a generator is feasible. 
Physical devices, if used under control to avoid any serial 
correlation, may produce sequences of truly random numbers. 
But a frequent checking of their performance is necessary 
to guarantee the randomness,hence making it much less 
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preferable as a random number generator. Arithmetic 
procedures usually employ a recurrence relationship. As 
previously mentioned, this class of generators cannot pro­
duce a sequence of truly random numbers. However, these 
deterministic and reproducible properties, though obviously 
rule out the true randomness, may indeed be beneficial. In 
simulation studies where the best configuration is chosen 
among a number of alternatives, the environment should ideal 
ly be in exact parallel in all cases with the exception of 
the variable parameters under study. Therefore, reproduci­
bility is much desirable. 
For all practical purposes, a pseudorandom number 
generator will suffice in simulation studies if the sequence 
of pseudorandom numbers produced will behave as if it were 
random. The problem remains to test the various properties 
of the sequence of numbers. Some commonly used tests are 
listed in Jansson's (1966) book on random number generators. 
An acceptable pseudorandom number generator should 
possess the following characteristics: 
1. simple and short procedures (yet with the advance 
of computer technology, this trait characteristic 
may be relaxed somewhat); 
2. long period (since a sequence will repeat itself 
exactly after a full period, a reasonably long 
period is more than desirable); and 
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3. statistical acceptability (the sequence of number 
has to pass certain statistical tests against non-
equidlstribution, serial correlation, etc.). 
Among the many arithmetic procedures, the middle square 
method proposed by von Neumann in the 1940s was phrased out 
because of its fast degeneracy. Others, like the additive 
recurrence method known as the Fibonacci generators, have 
their shortcomings. Their period, which is all important in 
random number generation, depends heavily on a number of 
factors which includes the choice of the initial seed value 
and whether the characteristic polynomials modulo are primi­
tive, Irreducible or reducible. There have not been suffi­
cient studies in these aspects to make the proper choices in 
order to warrant an acceptable long period length. 
Although the feedback shift register method, introduced 
by Tausworthe (1965), shows great promise in that it has a 
large period and guaranteed multidimensional uniformity, the 
multiplicative congruential method is still the favorite among 
all competitors due to its simplicity in application. In spite 
of its popularity, there is in general one shortcoming of most 
multiplicative congruential generators, namely, its nonporta-
bility. Since the optimal period length of a multiplicative 
congruential pseudorandom number generator relies on the 
computer word length, if the same algorithm is applied to a 
computer of different word length, then the desirable 
reproducibility of the generator is destroyed. The solution 
to this problem is Istudied in Chapter VI in order to preserve 
the desired trait and make any random number generators of 
arbitrary period lengths portable. 
Muller (1980) has forecasted the future trend of 
computer technology : within the next decade, investiga­
tors can afford to maintain a personal computer with reason­
able capacity, hence making the portability feature of 
algorithms even more important. Chambers (1980) has also 
mentioned the fact that due to the rapid development of 
computer hardware, the need for and the inadequacies of 
programs for statistical analysis and other purposes will 
become more visible and more critical in many computer 
environments. 
In most installations, pseudorandom integers or frac­
tions are the basic material for simulation and other distri­
bution and processes are generated from these. There exist 
many general techniques for generating arbitrary distribu­
tions. Specialized techniques are used frequently to take 
advantage of the known properties of specific distributions. 
A thorough review of different techniques can be found in 
Kennedy and Gentle (1980). 
One trivial technique most commonly used is the inverse 
distribution function method. For a continuous distribution 
F(x), where Prob(X £ x) = F(x) = p, the inverse probability 
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law states that if u is distributed uniformly over the inter­
val (0,1), then X = F~^ (u) has the distribution F. If F~^ (u) 
exists, we can use pseudorandom fractions to simulate F by 
the sequence F~^ (u^ ). But in many cases where F"^ (u) cannot 
be obtained explicitly, one has to resort to other methods. 
Some of the general techniques used are: 
1. approximation of the inverse functions ; 
2. rejection method; 
3. method of mixtures ; 
4. table lookup method; and 
5. various special techniques tailored 
to specific distributions. 
In general, no matter which techniques one chooses to use, 
there remains the assumption that there exists a sufficient 
random number generator that will produce uniform(0,l) random 
variables with acceptable randomness. 
It is no surprise that some commonly used distributions 
receive more attention than others, such as the family of 
normal distributions. There are probably more alternative 
random number generators for the normal distribution than any 
other distributions. Despite the claims that some of the 
normal random number generators are very efficient, in view 
of the importance of a fast and efficient normal random 
number generator, we have made further improvements and 
devised an exceptionally efficient algorithm utilizing a 
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combination of various techniques. The results are given in 
/, 
Chapter II. 
/ 
/In Chapter III, we look into some distributions with 
noted significance but for which generators are lacking, 
namely, the various families of noncentral distributions such 
aé the noncentral chisquare, the noncentral F, etc. 
«^Other common families of distributions are in the 
discret^  category : the multinomial and the hypergeometric 
distribution^  are examples. If we look at these two 
V • 
distributions)as random sampling from populations of multi-
I pie attributes with infinite or finite population size, we 
should realize the importance of their applications in var­
ious industrial areas. At present, the existing methods used 
to generate random numbers from the two distributions are 
merely direct trivial approaches which have not fully 
utilized the characteristics of the distributions. It results 
in extremely long execution time. We will study in detail 
the techniques involved in the efficient random number 
generators for the two distributions in Chapter IV and 
Chapter V, respectively, and suggest new algorithms that are 
more efficient than currently existing ones. 
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II. NORMAL RANDOM VARIATES GENERATION 
A. Introduction 
A random variable X is normally distributed if it has 
the probability density function 
1 g-{(X-u)/a}2/2 (2.1) 
(27r)% 
and the probability density function of Y = (X-u)/a is 
« 
which does not depend on the parameters y, o. This is called 
the standard form of normal distribution. 
There is no doubt as to the importance of the normal 
distribution. It has always held a central position in 
statistics, both in theory and its applications. It is also 
widely used as an approximation to other distributions. In 
practice, the assumption of normality is frequently used 
even when nonnormality is probably the real situation. 
Since the family of normal distributions is the most 
often used family of continuous distribution other than the 
uniform distribution, a considerable amount of work has been 
done to obtain fast and accurate algorithms for computer 
generation of random normal variates. One large area of 
application is in simulation studies. 
Using the central limit theory, one of the first 
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proposed approximations to the standard normal random 
variate was obtained by generating n Uniform (0,1) indepen­
dent variates and computing 
n 
E U. - n/2 
X , 1-1  ^ (2.3) 
(n/12)* 
as an approximate standard normal random variate. The 
accuracy of approximation depends on the size of n. In spite 
of its simplicity in general, it is not considered to be 
efficient because of the large number of Uniform (0,1) 
random variates needed. Another method due to Maritsas 
(1973) makes use of a digital Gaussian generator in addition 
to the hardware peripheral to obtain a quick and accurate 
Normal (0,1) generation. Box and Muller (1958) transformed 
two independent Uniform (0,1) variates to two independent 
Normal (0,1) random variates by the following: 
={-2XTi(Uj)}^ cos(2TrU2) 
Xg ={-2ATi(Ui)}^ sin(2TTU2). (2.4) 
Neave (1973) has warned of the quality of the random 
variates generated by the above method. Later, Chay, Fardo, 
and Mazumdar (1975), and Colder and Settle (1976) suggested 
modifications to improve its performance. Yet the require­
ment of square roots, trigonometrical and logarithmic 
computations in such transformations makes it. very undesir­
able in terms of efficiency. 
! 
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A further modification of the Box-Muller method by 
Marsaglia (1962) avoided the evaluation of the trigonometric 
function using a method suggested by von Neumann (1951) for 
generating sines and cosines of random angles, and this is 
known as the Polar method. To avoid the logarithmic 
computation, Sibuya (1962) proposed a rejection method. 
Computer programs have been written by Shafer (1962), Pike 
(1965), and Bell (1968) for various modifications of the 
Box-Muller method. 
A simple mixture and rejection method was devised by 
Marsaglia and Bray (1964) to simplify the computation of 
random variates from Normal (0,1). Nonetheless, a signifi­
cant number of Uniform (0,1) variates is needed to perform 
the necessary transformation. A somewhat faster algorithm, 
known as the trapezoidal method, which was in fact a 
modification of the previous method was suggested by Ahrens 
and Dieter (1972). 
Attempts have been made to decompose the normal density 
into various mixtures of distributions, namely, rectangular, 
wedge, and tail. Marsaglia, MacLaren and Bray (1964), Ahrens 
and Dieter (1972), Marsaglia, Ananthanarayanan and Paul 
(1976), Kinderman and Ramage (1976) have all recommended 
various methods in this general approach. Methods based on 
such decomposition are by far the most efficient techniques 
used in generating normal random variates. 
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Other references which contain interesting algorithms 
are Forsythe (1972), Âhrens and Dieter (1973), Brent's (1974) 
modification of Forsythe's method, a polynomial approximation 
to the inverse cumulative density function by Muller (1958b), 
Gebhardt (1964), a rejection method by Butcher (1961), 
Wetherill's (1965) series approximation to the inverse 
cumulative density function. Dieter and Ahrens' (1973) 
center-tail method, Shepherd and Hynes' (1976), Shepherd 
and Stamer's (1977) table lookup procedure using spline 
interpolation, and Gates' (1978) method using Butler's (1970) 
algorithm. These algorithms are, however, either not exact 
or inefficient compared with the rectangle-wedge-t.a^ .1 
decomposition approach. 
Comparative studies of various algorithms have also been 
made by Ahrens and Dieter (1972, 1974), Atkinson and Pearce 
(1976), Kinderman and Ramage (1976) and Payne (1977). A 
comprehensive description of the various major algorithms is 
given by Kennedy and Gentle (1980). 
B. Methods and Procedures 
As previously noted, the rectangle-wedge-tail 
decomposition method is generally considered to be the most 
efficient. By means of the decomposition of the normal 
density into a mixture of various densities of rectangles. 
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wedges, and tail, one can take advantage of the ease of 
generating a rectangular distribution in a large portion of 
the time. In addition, because of the symmetry of the 
normal density around zero, only the half normal density 
is needed to pair with a random sign to form the required 
normal random variate. 
Essentially, the method is to generate X from F(x) 
where 
F(x) = pjFj^ (x) + pgFgCx) + ..... + PjjF^ (x) (2.5) 
for certain distributions F^ , F g F^ . Hence X will 
be generated according to distribution Fj with probability 
pj. If the mixture is useful it must be the case that the 
distribution Fj(x) which are difficult to generate will be 
associated with a relatively small pj. If such arrangement 
is made, then a very efficient method is obtained since the 
average execution time will be small. 
Let f(x) = F'(x), and f.(x) = F'.(x) denote derivatives J J 
of the respective functions, and 
f(x) = p^ fj^ (x) + P2f2(x) + + (2.6) 
where f•(x) 2 0, (a density function of the probability 
J 
density function) and 1=1,2,.....,n. To implement the 
rectangle-wedge-tail method of normal random varlates 
generation, Knuth (1969) and Ahrens and Dieter (1974) 
suggested the division of the Interval, (0,3) into twelve 
17 
equal parts over which the rectangles and wedges are formed 
with the tail in the interval (3,«>). To facilitate the use 
in a binary computer, it was further suggested that the p^ 's 
for the twelve rectangular densities to take the value of 
multiples of 1/256, resulting in an additional twelve more 
smaller rectangles to be used as correction for the larger 
rectangles. The total area under the large rectangles is 
.88, that is, on average 88% of the time uniform densities 
Fj, F2 F^ g will be used (Figure II.1). The binary 
representation of a random binary integer between 0 and 255 
was used to couple with three auxiliary tables to obtain 
speed in generation of uniform variables for use relative to 
the rectangular densities. The smaller rectangles are 
handled similarly with another set of auxiliary tables. 
1. The Rectangle 
The variable associated with the rectangular density 
can be produced in the form of 
X = Xj + hU, j=l,2, n (2.7) 
where Xj is discrete, U Uniform (0,1), and h is the width of 
the rectangles. 
2, The Wedge 
The wedge is treated with a nearly linear density 
algorithm suggested by Marsaglia (1962) which is basically 
a rejection method described as follows: 
For any distribution density f(x) satisfying the 
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following conditions: 
f(x) = 0 for X < s and for x > s+h 
It follows that 
a - b(x-s)/h £ f(x) < h - b(x-s)/h 
for s £ X £ s+h 
where a, b, s, h are the Intercepting points as shown In 
Figure II.2. This Is the basis for algorithm NL given below. 
Algorithm NL: 
1. generate two Independent random variables U, V 
from Uniform (0,1); 
If U > V, exchange U + V. 
11. If V £ a/b, go to Iv. 
111. If V > U + (l/b)f(s+hU), go to 1. 
Iv. set X +- s+hU. 
Proof : 
When step Iv Is reached, the point (U,V) Is a random 
point In the area shown In Figure II.3, namely, 
0<U<V<U+ (l/b)f(s+hU). 
The conditions ensure that 
a/b < U + (l/b)f(s+hU) < 1. (2.10) 
The probability that X < s+hx, for 0 £ x £ 1, Is the ratio 
of the area to the left of the vertical line U = x In 
Figure II.3 to the total area, namely. 
(2.8) 
(2.9) 
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Fig. II.1. Division of the half normal densities 
s+h 
(x-s)b/h slope = 
s+h 
0 <x $1 x> 1 
Fig. II.2. The nearly linear densities 
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X 1 s+hx 
1/b / f(s+hU)dU/ 1/b/ f(s+hU)dU =7 f(v)dv. (2.11) 
0 0 s 
The density function of the wedges are as shown In 
Figure II.1 with 1 £ j £ 12. In order to use the algorithm 
NL, we have to determine the values of a^ , bj, sj, and h of 
the various densities. Here we have 
fj+24<*) = (2.12) 
with 
Pj+24 = (2/ir)^  (2.13) 
s. 
where 
h - 1/4; 
Sj = (j-l)/4; and 
j^+24^ *^  is a triply truncated normal distribution 
as shown in Figure II.1. 
Therefore X has the correct distribution. The aj's and bj's 
are defined as follows: 
for X ^  1 
j^+24^ ®j^ ' 
bj = -h.f'j^ 2^ (Sj+h); (2.14) 
for X > 1 
Sj = fj+24^ *j) + 
bj = fj_j_2^ (Sj); (2.15) 
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where Xj is the root of the equation ~ -bj/h and 
has to be solved by iterations. 
3. The Tail 
The tail area is computed on the average only one time 
in four hundred. It is treated by a more complicated modi­
fied Polar method suggested by Marsaglia (1964) and is 
described as follows: 
One of a pair of absolute normal, variates (x^ , Xg) 
lying in the first quadrant but outside the square (Figure 
II.4 ) is needed. The pair (x^ , Xg) is generated by choosing 
a normal point outside the quarter circle, rejecting it if it 
lies inside the square. Thus, if u^ , U2 are independent, 
Uniform (0,1), conditioned by u^  ^+ Ug^  < 1, then 
x, = u.( 9 + 2w )%. 
X ,  = U , (  9  (2.16) 
"1' + "2' 
where w has the exponential distribution. The value w may be 
provided in the form of -^ (^u^ z+Ug^ ), since (u^ +^Ug^ ) is 
Uniform (0,2) and is independent of *1/^ 2' Then if (xj, Xg) 
lies outside the square, the coordinate that is greater than 
or equal to 3 is taken. 
This overall method of mixtures is called the rectangle-
wedge-tail (R-W-T) method. Marsaglia et al. (1964) have 
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U 
Fig. II.3. The region of acceptance 
k 
.0027 .000007 
.0057 
.9889 \ .0027 
& 
Fig. II.4. The region of acceptance in normal tail 
generation 
23 
implemented this algorithm in both binary and decimal comput­
ers. Storage spaces of 456 and 289 are required, respective­
ly, for various auxiliary tables for lookup and cutoff 
values. In Knuth's (1969) simplified version, only 101 
storage spaces are needed. We will now describe a modifi­
cation of the (R-W-T) method that gives increased efficiency 
and has not previously appeared in the literature. 
4. Modified Rectangle-Wedge-Tail Method 
Here no attempt is made to modify the existing R-W-T 
method using the Alias algorithm introduced by Walker (1974) 
and improved by Kronmal and Peterson (1979a). A more 
detailed description of the Alias algorithm will be given 
later in Chapter V . In general, Alias method decomposes 
the probability density function of a discrete distribution 
having a finite number of outcomes into a equiprobable mix­
ture of two-point distributions. Having done this, for each 
random variate desired, the following steps are performed; 
i. generate U on Uniform (0,1). 
ii. set I +U+ (I '\j Uniform (l,n)); 
set U + I-U (U 'V Uniform (0,1) and independent of I), 
iii. set X I if U £ Fj 
-t- Lj otherwise. 
Only a table of cutoff values , F, and a table of 
aliases, L, are needed for the implementation of this 
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algorithm. Only one uniform random, variate is required every 
time the Alias method is executed. A technique is used to 
obtain two uniform random variates, one discrete Uniform 
(l,,2,.....,n) and the other continuous Uniform (0,1), by 
stripping the integer and fractional parts from the uniform 
random variate generated. 
Using Alias algorithm, the (R-W-T) type mixture of a 
half normal density can be further decomposed and represented 
by a number of two-point mixture densities. The method will 
now be described: 
Let us consider the mixture of the half normal 
distribution of rectangles, wedges and tail described by the 
following mixture. 
where f, 's are the rectangular densities, f« 's are the 
i^ i^ 
wedge densities and fg the tail density with the p^  's, 
P2 's and pg being the corresponding probabilities, and n 
being the number of rectangles. These can then be trans­
formed into an equiprobable mixture, 
f(X) = pj fj (X) + pg fg (x) + pgfgCx) (2.17) 
i=l,2 
i 
f(x) = pjfj(x) + pgfgCx) + + 
n 
= E p^ f^ (x) 
1=1  ^^  
(2 .18)  
f(x) can be expressed as an equiprobable mixture of 
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two-point distributions, i=l,2......,n in such a way 
that j is a mass point of q^ (.) resulting in 
f(x) = (1/n) S S q.CDf^ Cx) , 0<q,(I)<l (2.19) j=l 1=1 J  ^ J 
where 
n 
(1/n) • Z q.(I) = PT. for all I, 1=1,2, ,n (2.20) j=l J  ^
n 
Z q.(I) = 1, for all j, j=l,2,.....,n. (2.21) 
1=1 J 
The q.(I) are the cutoff values, F., and lA. are the mass J J J 
points of q.(I) that are not I. The following modifications 
: 
to the basic R-W-T method are made: 
i. no attempt is made to use small rectangles 
for correctional purposes. 
ii. Alias and cutoff tables will be generated for 
the twenty-five mass point densities so that 
an equiprobable mixture will result. 
The decision was made to generate tables using extended 
precision arithmetic. The tables needed are: 
F(25) cutoff table, 
IA(25) Alias table, 
D(12) rejection table of (a/b) in the 
wedge density generation and 
E(12) rejection table used in the wedge 
density generation. 
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Table II.1. Cutoff values, allas values, D-table and 
E-table in the modified R-W-T method for 
the normal random variates generation 
Index Mass point F(I) IA(I) D(I) E(I) 
1 .1933341 .3951204 2 .5078945 16.0000000 
2 .1760327 1.4285086 3 .7862811 8.0000000 
3 .1505687 2.7717637 4 .9019650 5.3333333 
4 .1209854 3.9258599 5 .9780804 4.0000000 
5 .0913245 4.3025636 6 .9925308 3.0789622 
6 .0647588 5.9215335 7 .9798153 2.4376805 
7 .0431387 7.0000000 0 .9685648 1.9952999 
8 .0269955 7.6748871 1 .9582501 1.6722535 
9 .0158698 8.3967456 1 .9485542 1.4264169 
10 .0087642 9.2191038 1 .9392912 1.2334014 
11 .0045468 10.1136695 1 .9303464 1.0781085 
12 .0022159 11.0553981 1 .9216453 0.9506907 
13 .0040786 12.1019648 1 
14 .0094796 13.2369902 2 
15 .0132517 14.3312914 2 
16 .0149588 15.3739709 2 
17 .0146864 16.3671604 2 
18 • .0129263 17.3231587 2 
19 .0103574 18.2589357 3 
20 j .0076226 19.1905642 3 
21 .0051815 20.1295373 3 
22 .0032655 21.0816366 4 
23 .0019130 22.0478256 4 
24 .0010438 23.0260952 5 
25 .0026998 24.0674949 5 
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The values of the elements in the above tables are shown 
in Table II.1. The F values are already adjusted by having 
F(I) = F(I) +1-1 
in order to save one step later in the calling program. The 
decomposition of the half normal curve is shown in Figure 
II.5. Now a modified R-W-T method is described as follows: 
Algorithm Modified R-W-T (n=12) 
i. generate one Uniform (0,1) number, U, and determine 
the random sign: if 10*U+1 is even then the sign is 
negative, else the sign is positive. 
ii. call the Alias algorithm and determine I and U, 
where I ~ discrete Uniform (l,2n+l); 
set lU = Integer[U*(2n+l)+1]} 
set U = U*(2n+1; 
if U > F(IU), IU=IA(IU); 
I = lU; 
U = U*(2n+l)-IU. 
iii. if I £ n, then X = (I-l)/4 + .25U; go to vi. 
iv. if I £ 2n, then generate two uniform random 
variates U^ , Ug; 
if Uj > Ug, exchange Uj^  H2» 
set S = (I-l)/4; 
set X = S + .25U; 
if Ug _< D(I-n), go to vi; 
set T = (I-n)/4; 
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if Ug > U + E(I-n)*(e"(*^ "G=)/2_i) to iv; 
otherwise go to vi. 
V .  i f  I = 2n+l: 
get £ 1; where U^ , Ug are 
independent and from Uniform (0,1); 
let W  =  U j 2  +  Ug:; 
let T = {9 - 2*&n(W)/W}%; 
let X = T*Max(Uj, U^ ); 
if X < 3, go to V ,  otherwise go to vi. 
vi. attach sign; X = X*sign. 
The mixture of the three groups of densities can be 
shown as the following : 
f(x)=.898535fj(x)+.098765f2(x)+.002700f3(x) (2.22) 
A program coded in Fortran for the generation of the 
various tables and the generation of the normal random 
variates is shown in Appendix II.1. This modified algorithm 
has definite advantage over the original R-W-T method 
because of both the reduction in total storage space and the 
average number of comparisons needed to locate the corres­
ponding mass point density of each uniform random variate 
generated. 
In spite of the previous improvements, greater efficiency 
can be achieved by taking full advantage of the properties of 
the Alias method. Considering the problem in more detail, we 
find that only one Uniform (0,1) random variate is actually 
29 
20 
3 2 1 
Fig. II.5. Modified R-W-T partitions in the half 
normal curve 
8 
6 
. 2  
260 161 0 
k 3 1 2 
Fig. II.6. R-T-T partitions in the half normal curve 
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required to pinpoint the corresponding mass point. In 
addition, the wedge section is, at best, cumbersome, and 
though theoretically exact, the a/b rejection values (D 
table) cannot be obtained accurately because 'a' cannot be 
solved explicitly when X > 1. This shortcoming is apparently 
shown in the published table by Marsaglia et al. (1964) in 
which a/b values have only up to three significant digits; 
Although, in theory, the R-W-T algorithm is exact, in 
practice, the exactness is questionable. Moreover, about 
ten percent of the time the wedge section is selected and 
the algorithm has to use at least two Uniform (0,1) random 
variates at each generation of one nomal variable. Besides, 
with the tail being in the interval of (3,*), the probability 
of .0027 (about one in 400) is still more than is desirable 
because of the long execution time involved in normal tail 
generation. Improvements have to be made in order to further 
reduce the probability of encountering the tail section. 
Although the area enclosed between the interval (3,4) can be 
treated as a long wedge and a thin rectangle, the curvature 
of the wedge makes it inefficient in the nearly linear 
density algorithm. 
5. The Rectangle-Triangle-Tail Method 
To overcome all the shortcomings, a further modification 
of the R-W-T is introduced here and it is called the R-T-T 
method (Figure II.6). The following modifications are made: 
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i. the total area under the half normal curve is 
divide into 161 parts; 
between the interval (0,4), the area is 
sliced with equal spacing into 80 parts 
and the entire graph of f(x) for x >  ^
is considered the tail area. 
ii. Alias table and cutoff table are generated 
for the 161 mass point densities. 
iii. the wedges are treated as triangles because 
of the almost linear property of the curvature 
in such small partitions, the exactness of this 
substitution will be discussed later. 
In this algorithm, only the following two tables are needed: 
F(16l) cutoff table and 
IÂ(161) Alias table. 
Values of the elements of the tables are shown in Table II.2. 
Algorithm R-T-T (n=80) 
i. generate one Uniform (0,1) number, U, and determine 
the random sign: if 10*U+1 is even then the sign is 
negative, else the sign is positive. 
ii. call the Alias algorithm and determine I and U, 
where I 'u discrete Uniform (l,2n+l); 
set lU = Integer[U*(2n+1)+1]; 
set U = U*(2n+1); 
if U > F(IU), lU = lA(IU); 
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Table II.2. Cutoff values and alias values in the R-T-T 
method for the normal random variâtes 
generation 
Index Mass point probability F-Table lA-Table 
1 .3984439140933331D. •01 .52922086736409610 00 2 
2 .3969525474755863D-01 .18829035294550560 01 3 
3 .3944793309064722D-01 .26429263243653100 01 4 
4 .3910426939740516D-•01 .30975391744595470 01 5 
5 .3866681168014606D-01 .43736349137223270 01 6 
6 .3813878154591545D-01 .55340647978181980 01 7 
7 .3752403469155903D-01 .66464620867369840 01 8 
8 .3682701403020008D-•01 .78269299106778300 01 9 
9 .3605269624603532D-01 .81138048186408850 01 10 
10 .3520653267630351D-01 .92594859395402660 01 11 
11 .3429438550181523D-01 .10257543303332640 02 12 
12 .3332246028906030D-•01 .11968647010658530 02 13 
13 .3229723596667544D-01 .12531026480345980 02 14 
14 .31225393336563990-•01 .13784889909796650 02 15 
15 .3011374321537230D-01 .14805201681079000 02 16 
16 .2896915527604424D-•01 .15593496603451220 02 17 
17 .2779848861299982D-01 .16154575057129520 02 18 
18 .2660852498977993D-•01 .17482950457592520 02 19 
19 .2540590564682766D-01 .18604888948299550 02 20 
20 .2419707245182744D-01 .19522499011981560 02 21 
21 .2298821406834075D-01 .20238383795738110 02 22 
22 .2178521770317683D-01 .21752765177219630 02 23 
23 .2059362687192353D-01 .22075630282511370 02 24 
24 .19418605498251580-01 .23205328643493580 02 25 
25 .18264908538836620-01 .24148392488686150 02 26 
26 .17136859204719220-01 .25908373025776750 02 27 
27 .16038332734134390-01 .26492023371284580 02 28 
28 .14972746563520750-01 .27903207998063040 02 29 
29 .13943056644485990-01 .28148926487212090 02 30 
30 .12951759566542690-•01 .29234494362919470 02 31 
31 .12000900069655500-01 .30166917009212830 02 32 
32 .11092083467905760-•01 .31952742447544660 02 33 
33 .10226492456361120-•01 .32599445334838920 02 34 
34 .94049077376549570-•02 .33123178523581000 02 35 
35 .86277318826202060-02 .34512243356682860 02 36 
36 .78950158300611040-•02 .35783340905322700 02 37 
37 .72064874335959580-02 .36943585382131640 02 38 
38 .65615814774441300-02 .38000000000000150 02 0 
39 .59594706068602450-02 .38959474767704500 02 1 
40 .53990966512994540-02 .39869254560859210 02 1 
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Table II.2. (continued) 
Index Mass point probability F-Table lA-Table 
41 .4879201857900790D-02 .4078555149912203D 02 1 
42 .4398399598026961D-02 .4170813589528234D 02 1 
43 .3955004158922852D-02 .4263676566958658D 02 1 
44 .3547499284610437D-02 .4357114094482228D 02 1 
45 .3173965183555375D-02 .4451100839455241D 02 1 
46 .2832703774149975D-02 .4545606530763815D 02 1 
47 .2521821991510411D-02 .4640601334063317D 02 1 
48 .2239453029476275D-02 .4736055193774568D 02 1 
49 .1983735439172433D-02 .4831938140570676D 02 1 
50 .1752830049350582D-02 .4928220563794544D 02 1 
51 .1544934713433991D-02 .5024873448886287D 02 1 
52 .1358296923363704D-02 .5121868580466156D 02 2 
53 .1191224360756258D-02 .5219178712208176D 02 2 
54 .1042093481438534D-02 .5316777705051160D 02 2 
55 .9093562501558550D-03 .5414640635627509D 02 2 
56 .7915451582951680D-03 .5512743877048552D 02 2 
57 .6872766690589420D-03 .5611065154371849D 02 2 
58 .5952532419754594D-03 .5709583577195805D 02 3 
59 .5142640923035578D-03 .5808279651886087D 02 3 
60 .4431848411922186D-03 .5907135275943195D 02 3 
61 .3809762098208210D-03 .6006133716978115D 02 3 
62 .3266819056188264D-03 .6105259578680463D 02 3 
63 .2794258414869479D-03 .6204498756047940D 02 3 
64 .2384088201456341D-03 .6303838382004345D 02 4 
65 .2029048057292534D-03 .6403266767372241D 02 4 
66 .1722568939047541D-03 .6502773335991866D 02 4 
67 .1458730804661548D-03 .6602348556595505b 02 4 
68 .1232219168468630D-03 .6701983872861234D 02 4 
69 .1038281295657714D-03 .6801671632886009D 02 4 
70 .8726826950426533D-04 .6901405019139019D 02 5 
71 .7316644628277066D-04 .7001177979785153D 02 5 
72 .6119019301115951D-04 .7100985162107480D 02 5 
73 .5104649743423699D-04 .7200821848608691D 02 5 
74 .4247802705492413D-04 .7300683896235584D 02 5 
75 .3525956823661921D-04 .7400567679048610D 02 6 
76 .2919469257904228D-04 .7500470034550522D 02 6 
77 .2411265802251369D-04 .7600388213794162D 02 6 
78 .1986554713920672D-04 .7700319835308941D 02 6 
79 .1632564087656625D-04 .7800262842818112D 02 6 
80 .1338302257644104D-04 .7900215466663480D 02 7 
81 .3322026741143808D-04 .8000534846305323D 02 7 
82 .8288589384043786D-04 .8101334462809830D 02 7 
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Table II.2. (continued) 
Index Mass point probability F-Table lA-Table 
83 .1318043720057501D-03 .8202122050389291D 02 7 
84 .1798723048974972D-03 .8302895944108850D 02 7 
85 .2264524405231182D-03 .8403645884292421D 02 8 
86 .2714527779735685D-03 .8504370389725374D 02 8 
87 .3144708380847065D-03 .8605062980493163D 02 8 
88 .3552133539612467D-03 .8705718934998776D 02 8 
89 .3933954657221774D-03 .8806333666998126D 02 8 
90 .4289468556702529D-03 .8906906044376290D 02 9 
91 .4613265614454376D-03 .9007427357639270D 02 9 
92 .4906830636366216D-03 .9107899997324549D 02 9 
93 .5168023398079971D-03 .9208320517670907D 02 9 
94 .5395362565965845D-03 .9308686533731205D 02 9 
95 .5589211486279940D-03 .9408998630492910D 02 9 
96 .5758664734830655D-03 .9509255350223077D 02 10 
97 .5872482006974555D-03 .9609454696031229D 02 10 
98 .5964081851092202D-03 .9709602171780258D 02 10 
99 .6021544269434387D-03 .9809694686273789D 02 10 
100 .6047224654097796D-03 .9909736031693098D 02 10 
101 .6042448503994266D-03 .1000972834209143D 03 11 
102 .6008792074633680D-03 .1010967415524016D 03 11 
103 .5946465910191866D-03 .1020957381011541D 03 11 
104 .5859396708193330D-03 .1030943362870019D 03 11 
105 .5749188604236488D-03 .1040925619365282D 03 11 
106 .5618294457150064D-03 .1050904545407601D 03 12 
107 .5466966209804651D-03 .1060880181559778D 03 12 
108 .5299547901036700D-03 .1070853227212067D 03 12 
109 .5117526884628612D-03 .1080823921828425D 03 12 
110 .4924440435065828D-03 .1090792834910045D 03 13 
111 .4720048170338961D-03 .1100759927755424D 03 13 
112 .4508860580874474D-03 .1110725926553521D 03 13 
113 .4292081035392791D-03 .1120691025046698D 03 13 
114 .4071618166694964D-03 .1130655530524838D 03 13 
115 .3849520475210011D-03 .1140619772796509D 03 14 
116 .3627636839548575D-03 .1150584049531167D 03 14 
117 .3406340185721120D-03 .1160548420769901D 03 14 
118 .3189490217773020D-03 .1170513507925061D 03 14 
119 .2975387067955587D-03 .1180479037317941D 03 15 
120 .2768298286234235D-03 .1190445696024084D 03 15 
121 .2566458035903208D-03 .1200413199743780D 03 15 
122 .2373031368131020D-03 .1210382058050269D 03 15 
123 .2187124858977277D-03 .1220352127102295D 03 16 
124 .2009406789314895D-03 .1230323514493080D 03 16 
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Table II.2. (continued) 
Index Mass point probability F-Table . . lA-Table 
125 .1840868055491740D-•03 .1240296379756934D 03 16 
126 .1680670043365088D-•03 .1250270587876982D 03 16 
127 .1530215240781431D. •03 .1260246364653766D 03 17 
128 .1389116676568762D-•03 .1270223647784928D 03 17 
129 .1257351007824828D-•03 .1280202433512260D 03 17 
130 .1135229309938500D-•03 .1290182771918900D 03 17 
131 .1021163731222817D-•03 .1300164407360727D 03 18 
132 .9167447945495747D-•04 .1310147595911922D 03 18 
133 .8200341517704701D-04 .1320132025498435D 03 18 
134 .7320856152785872D-•04 .1330117865784060D 03 19 
135 .6516402503510473D-04 .1340104914080306D 03 19 
136 .5782419336108040D-•04 .1350093096951311D 03 19 
137 .5106424557726211D-04 .1360082213435379D 03 20 
138 .4512085153113104D-•04 .1370072644570965D 03 20 
139 .3972421306423411D-•04 .1380063955983033D 03 20 
140 .3478112710252821D-04 .1390055997614635D 03 21 
141 .3046211787969855D-04 .1400049044009786D 03 21 
142 .2657239945066833D-•04 .1410042781563116D 03 21 
143 .2311313942320189D-04 .1420037212154471D 03 22 
144 .2012494299947382D-04 .1430032401158229D 03 22 
145 .1740900871994892D-04 .1440028028504039D 03 23 
146 .1495995346857415D-04 .1450024085525084D 03 23 
147 .1291786335216620D-04 .1460020797759997D 03 23 
148 .1103932566395065D-04 .1470017773314319D 03 24 
149 .9475430632347791D-05 .1480015255443318D 03 24 
150 .8114861181978718D-05 .1490013064926503D 03 25 
151 .6876259562613877D-•05 .1500011070777896D 03 25 
152 .5877050501859786D-05 .1510009462051308D 03 26 
153 .5001996825315948D-05 .1520008053214889D 03 27 
154 .4182943001975709D-05 .1530006734538233D 03 27 
155 .3555466159114655D-05 .1540005724300516D 03 28 
156 .3015805263923757D-05 .1550004855446475D 03 29 
157 .2489594654185888D-05 .1560004008247393D 03 29 
158 .2078170770216127D-05 .1570003345854940D 03 30 
159 .1725062595150747D-05 .1580002777350778D 03 31 
160 .1475787702631499D-05 .1590002376018201D 03 33 
161 .5927355887975661D-04 .1600095430429796D 03 34 
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I = lU; 
U = U*(2n+l)-IU. 
iii. if I < n, then X = (I-l)/20 + .05U; go to vi. 
iv. set S = (I-80)/20; 
if I < 2n, X = S - {g: - U*(.05):}%; 
go to vi. 
V. if I = 2n+l: 
get £ 1; where and Ug are 
independent and from Uniform (0,1); 
let W = + Ug:; 
let T = {16 - 2&n(W)/W}%; 
let X = T*Max(Uj, Ug); 
if X < 4, go to V, otherwise go to vi. 
vi. attach sign: X = X*sign. 
The computer program coded in Fortran is shown in 
Appendix II.2. The table generation portion of the program 
can be omitted if the output F and lA table values are output 
and stored for later generation of the normal random variates. 
The transformation of the small triangular area into 
the triangular density is shown in Figure II.7. The validity 
of the triangular section where X = S - {S^  -U*(.05)^ }^ , and 
S = (1-80)/20 can be verified as follows: 
yo(*2-*l)/2 = 1 (2.23) 
= 2/(X2-XI )  
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Fig. II.7. The triangular densities 
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slope = -yo/<*2"*l^  
= -2/(x2-Xj)2. (2.24) 
Solving for y, we have 
(y-0)/(x-X2) = -ZVCxg-X}): 
y = -2/(X2-X )^2(X-X2) 
= 2X2/(X2-Xj)^ -2X/(X2-XJ)^  (2.25) 
such that 
f(x) = 2x2/(x2"*i)^ "2*/(*2"*l)^  (2.26) 
and 
F(x) = 2x2/(x2-x2)^ x-{l/(x2-xj)^ }x^ . (2.27) 
When U from Uniform (0,1) is generated, we have 
U = 2X2/(X2-Xj)2X-{1/(X2-X2)2}X2. (2.28) 
Let Xj = X2, d = (x^ -x^ ), then we have 
x2 - 2X.X + Ud = 0. (2.29) 
J 
Solving for x, we have 
where d here is the width of the rectangle and equals .05. 
X = X. - {(X.:-Ud2)}%, (2.30) 
J  J  
C. Results 
The result of the algorithm R-T-T is really amazing due 
to the fact that f(x) can be represented by 
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f(x) = + P2^ f2^ (x) + pgfgCx), 1=1,2 f • • • > 80 
or 
f(x) = pjfj(x) + P2f2(x) + P3^ 3^ *^ ' 
where 
80 
and 
f(x)=.9799960fj(x)+.01994669f2(x)+.0000593f3(x). (2.31) 
It shows that 98 percent of the time a uniform distri­
bution is generated and about 2 percent of the time a tri­
angular distribution is needed which requires no additional 
Uniform (0,1) random variates, but can be obtained by one 
simple computation. The tail area needs only to be generated 
on the average one time in 16870. 
Kronmal and Peterson (1979b) have used a somewhat 
different approach to the generation of standard normal 
random variates via Walker's (1974) Alias algorithm. They 
choose to decompose the half normal density f(.), as an 
equiprobable mixture of 32 different densities, f^ (.), 
i=l,2,...,32, where 
(l/32)f^ (.) = f(.) (2.32) 
and 
f^ (.) = + Si,2^ *^  ®i,3^ *^  ^  (2.33) 
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I = 161 006 tail 
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density-
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determine I, U 
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sign 
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standard 
normal random 
variates 
Fig. II.8. R-T-T algorithm for generating: standard 
normal random variates 
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where the subdenslties g. •(.), j=1,2,3,4 are chosen such J- » J 
that the g^  j(.) has the same shape as the density it 
represents, the gj^  2^ *) Si $( ) are both uniform sub-
densities used as corrections to g^  ^i ^  ^ in case of 
rejection, and the g^  ^ (.) is used to generate the tail of 
the half normal graph by a reciprocal approach. However, 
the algorithm uses two rejections and two sets of Alias 
numbers requiring, on the average, 2.05 uniform random 
variates with 1.67 comparisons and 2.1 table lookups; 
whereas in algorithm R-T-T, on the average only one uniform 
random variate is needed with two comparisons and one table 
lookup. This is a substantial increase in efficiency. 
The accuracy of the triangular distribution will now 
be considered. Due to the smallness of the partitions, the 
curve is almost a straight line, hence it is possible to 
approximate the wedges by triangles without significant loss 
of accuracy. The discrepancy between the total triangular 
area and the total wedge area is 1.9802x10"®, which in terms ' 
of the total absolute error is 3.95x10'®, a negligible amount if 
one takes into account the digital computer characteristics -
most function evaluations are done by iterations within a 
certain degree of absolute error. Comparing with the R-W-T 
method, the uncertainty in a/b values in the rejection region 
would outweigh any inaccuracy, if any, in the triangular 
substitution for the wedges. Besides, it totally eliminates 
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the tedious computation of a, b, a/b and the E table 
necessary for the rejection method in the wedge section. 
Since essentially the R-T-T method uses only one 
Uniform (0,1) distribution 99.99994 percent of the time 
whereas all other existing normal random variate generators 
require more than one Uniform (0,1) distribution plus various 
special functions which may be very time consuming, it can 
easily be concluded that the R-T-T method is an extremely 
efficient and accurate algorithm. 
A further subdivision of the slices may increase the 
total rectangular area, but due to the exactness of the 
present situations and the extra storage spaces that have to 
be installed, it may not be necessary or justified. 
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III. NONCENTRAL RANDOM VARIATES GENERATION 
I 
A. Introduction 
In 1928 Fisher derived the noncentral chisquare 
distribution as a limiting case of the distribution of the 
multiple correlation coefficient. Subsequently he obtained 
other noncentral distributions, such as noncentral t, non-
central F and noncentral beta distributions, though not 
under the same names. Fatnaik (1949) has used the noncentral 
chisquare distribution to approximate the power of the chi­
square test and the noncentral F distribution to study the 
properties of analysis of variance tests under nonstandard 
conditions. Tang (1938) has also given a direct derivation 
of the noncentral distributions and applied the distributions 
to a variety of power function studies. 
The noncentral distributions are important in statistical 
theory and applications both in their own rights and as 
intermediate steps in the derivation of other distributions. 
In the distribution of sum of squares 
n _ 
S* = Z (X, - X)2 where 
i=l J 
n 
X = (1/n) Z X. and j=i 3 
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X2,X2>... are independent normal, variables with Xj dis­
tributed normally with expected value y and standard 
deviation a for j=l,2,...,n, then is distributed as a times 
a noncentral chisquare with (n-1) degrees of freedom and 
. . .  . .  m  
noncentrality parameter z {(Pi-y)/cf}^ . The noncentral chi-
i=l 
square distribution is also widely used in mathematical 
physics, in communications theory on signal detection and in 
the approximate determination to the power of chisquare tests 
applied to contingency tables. The noncentral F distribution 
is used in the calculation of the power function of the 
general linear hypothesis which includes the estimation of 
the effect on the power function of analysis of variances 
tests, and of nonrandom effects in the residual over certain 
types of noise-perturbed channels. The t statistic, 
v^ (X-yo)/S, is used to test the hypothesis that the mean of 
the population equals to If however, the population mean 
yi is not po, then the t statistic is distributed otherwise. 
The power of the t test is then calculated as partial 
integral of the probability density function of the non- , 
central t distribution. It is also used in the power deter* 
mination of the t test of two normal populations of common 
variance and, the confidence interval calculation for the 
ratio of population mean to standard deviation. 
In the case of a noncentral chisquare distribution, we 
have 
45 
x'^ (h) where v is the degrees of freedom and 
V 
E d.^ = h is the noncentrality parameter. 
i=l / 
The d^ 's are constants such that u-|^ ,U2» •. • »u^  are independent 
unit normal variates and the distribution of • E (u.+d.)* 
1=1  ^ 1 
depends on only through the sum of their squares. The 
cumulative distribution function of is 
P(x'v*(h) < X) = P(x;v,h) (3.1) 
= e"^ ^^  Z (h/pj^ 2'^ /2+jr(v/2+j)}"^ J yV/Z+j-lg-y^ dy 
j=0 J' 0 
It can be also be expressed as a weighted sum of central 
chisquare probabilities with weights equal to the probabili­
ties of a Poisson distribution with expected value h/2. 
p(x:v,h) = e-h/2 < %) (3.2) 
-(x+h)/2 00 v/2+j-l . j 
= 5 I (3.3) 
2^  j=0 r(v/2+j)22j j| 
If h=0, then the noncentral chisquare distribution degenerates 
to the central chisquare distribution. 
For noncentral F distributions, we have either singly or 
doubly noncentrality represented by F'^ ^^ ^^ (hj), ^  V2,V2^ 2^^  
and F*' (hn.h») respectively where 
1' 2 
F*' (h,,ho) is defined as the distribution of the ratio 
Vj,V2 
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(3.4) 
F'vi,vg(hi) defined as the distribution of the ratio 
(3.5) 
F'vi,v9(h?) defined as the distribution of the ratio 
(x,^ Vvi){x\^ '(h2)/V2)"^  (3.6) 
The noncentral t distribution, t*^ (h) can be regarded 
as a special case of noncentral F distribution with 1 and v 
degrees of freedom and noncentrality h. It can also be 
doubly noncentrally distributed. The noncentral beta dis­
tribution is generated by the distribution of the ratio 
In spite of the significant roles played by the non-
central distribution, relatively little attention is given to 
their random variates generation. Johnson and Hegemann 
(1974) have devised a procedure to generate random matrices 
with noncentral distributions as a function of the matrices 
generated. The procedure, though generalized, is inefficient 
because it requires at least one independent standardized 
normal random variate and one independent chisquare varigte 
for each generation of one element in the matrix. In 
(3.7) 
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addition, rigorous summations and calculations are necessary 
for most elements. 
Since the noncentral distributions are simply related, 
it suffices to generate random variates from the noncentral 
chisquare distribution and express other random noncentral 
variates through a simple transformation. So in this vein 
we shall focus on the generation of the random variates 
generation from the noncentral chisquare distribution. 
B. Methods and Procedures 
1. Algorithm M2 (Appendix III.1.) 
Since the noncentral chisquare distribution can be 
expressed as a mixture of central chisquare distribution, a 
logical approximate method to generate random variates from 
the noncentral chisquare distribution will be to replace the 
(h) by a multiple of central x^ » namely cx^ ,^ such that 
this approximation is acceptable to a certain extent. 
Patnaik (1949) has suggested an approximation, cx^ ,^ with c 
and f so chosen that the first two moments of the two 
variables x'v^ (h) and cxf^  agree, 
f = (v+h)^ /(v+2h) 
= h^ /(v+2h) + V ,  (3.8) 
c = (v+2h)/(v+h) (3.9) 
It should be noted that for v and h fixed, the error of this 
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approximation to P(x;v,h) is 
O(h^ ) as h -> 0 and 
O(h^ ) as h -»• 00. 
2. Algorithm M3 (Appendix III.2) 
A further improvement by introducing an additional 
constant, b, has been suggested by Pearson (1959) such that 
the first three moments of xVy^ Ch) and c(x£^ +b) agree. The 
values so chosen are, 
b = -h:/(v+3h); (3.10) 
c = (v+3h)/(v+2h)} (3.11) 
f = (v+2h)V(v+3h)2. (3.12) 
The error of this approximation to P(x;v,h) is 
O(h^ ) as h -»• 0 and 
0(h"^ ) as h 00. 
3. Algorithm NP (Appendix III.3) 
Sankaran (1963) has applied the Wilson-Hilferty 
approximation to central chisquare distribution to the 
noncentral case and obtain a number of possible approxi­
mations, one of which yields remarkable accuracy for all 
h for so simple an expression. Here we have 
{X'v"(h)/(v+h)}(^  
approximates normal with expected value 
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u = l+d(d-l)(v+2h)/(v+h)2-d(d-l)(2-d),(l-3d)(v+,2h)2 
/2/(v+h)- (3.13) 
and. variance 
s2 = 2d2(v+2h)/(v+h)2{1-(l-d)(1-3d)(v+2h)/(v+h)*} (3.14) 
where 
d = l-(2/3)(v+h)(v+3h)/(v+2h)2  (3.15) 
Although the expression appears complicated, It Is possible 
to apply the approximation to a very efficient generation of 
varlates from the noncentral chlsquare distribution. We only 
need one standard normal random, variate in addition to the 
necessary transformation to obtain one noncentral chlsquare 
random variate: 
{x'^ =^ (h)/(v+h)}'^  = sX + u (3.16) 
x'v=(h) = e(l/d){&n(sX+u)}(^ h^) (3.17) 
4. Algcirithm EX (Appendix III.4) 
Johnson and Leone (1964) and Kerridge (1965) have shown 
the derivation of the noncentral chlsquare distribution by a 
process of Induction, and thus obtained the simple relation­
ship , 
X'v:(h) = X'i:(h) + x^ -l' (3.18) 
where x'i^ (h) and Xy_i^  are mutually Independent. This 
enables us to obtain an exact algorithm to generate non-
central chlsquare random varlates. It amounts to the 
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generation of a central chisquare random variate with v-1 
degrees of freedom with the addition of a noncentral chi­
square random variate with one degree of freedom, 
+ (y+l>^)' <3.19) 
where y is a unit standard normal random variate. 
The problem remains of being able to generate 
efficiently a central chisquare distribution with v-1 degrees 
of freedom, the obvious method is by 
m 
X = -2&n Z U4 where U.. 'v- U(0,1) (3.20) 
i=l 1 
where X has a distribution with 2m degrees of freedom. If 
v-1 is odd, we can then use Z = X + y where y is a unit 
standard normal random variate. In addition to this 
standard procedure, the Wilson-Hilferty transformation is a 
possible substitute to speed up the generation process if 
the degrees of freedom is large enough. Mathur (1961) has 
shown that for n, the degrees of freedom greater than 15, 
the maximum absolute error is only .00092 which is relatively 
low. The transformation requires 
X = n{y(9+9n)% + 2/(9n) + 1}= (3.21) 
where y is a unit standard normal random variate. 
We shall proceed to study the various approximate and 
exact algorithms coded in Fortran language. The standard 
normal random variates required are generated using the 
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algorithm R-T-T introduced in Chapter II. 
C. Results 
All the four algorithms are coded in Fortran and run on 
the National Advanced System AS/6 at Iowa State University. 
Since in both algorithms M2 and M3 the adjusted degrees of 
freedom are fractional, thus the transformed gamma random 
variâtes are used instead of central chisquare random 
variâtes. The subroutine used is GGAMR from the IMSL 
library. 
One thousand noncentral chisquare random variates are 
generated from each of the four algorithms. The degrees of 
freedom arbitrarily chosen is 25 and the noncentrality param­
eter is 5. The results are shown in Table III.l. 
All the random variates generated have passed the 
goodness of fit test with M2 slightly less desirable than 
the other three generators. Since the computational time 
for both M2 and M3 is not significantly different, M3 is the 
preferable choice over M2 if a moment approximation random 
variate generator is used. Algorithm NP is surprisingly 
efficient and accurate, and requires approximately the same 
amount of execution time as M2 or M3. Algorithm EX, as 
expected, requires almost twice the amount of execution time 
as the other generators in spite of its simplicity in form 
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Table III.l. Execution time for the four 
noncentral chisquare generators 
Algorithm Exact W-H Approximation 
M2 .47 .43 
M3 .48 .43 
NP .47 — — — 
EX .85 .79 
1000 random variâtes generated 
degrees of freedom =25 
noncentrality parameter = 5.0 
i • 
execution time measured in seconds 
I 
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because it needs two random variates, one from a central 
chisquare distribution and the other from a standard normal 
distribution for each generation of a noncentral chiaquare 
random variate. 
When the Wilson-Hilferty approximation is used instead 
of an exact method for generation of central chisquare 
random variates, a saving of .06 second per 1000 chisquare 
random variates is made. Since the amount of execution time 
saved is really insignificant, the exact method is preferred. 
Both M3 and Np are good approximate generators. But if 
exactness is desired, EX should be chosen over the others. 
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IV. MULTINOMIAL RANDOM VARIATES GENERATION 
A. Introduction 
For practical applicational purposes, efficiency in the 
generation of random numbers' from multivariate distributions 
is in much greater demand than that of the univariate ones. 
However, despite such needs in various industrial areas for 
Monte Carlo and simulation work, it has received relatively 
little attention in research. The lack of in-depth 
investigations may be due to the fact that multivariate dis­
tributions are in general of more complex forms than uni­
variate ones and frequently generalization was made from 
univariate distributions to their related multivariate 
families without modifications for improvement in efficiency. 
For the general problem of generation from multivariate 
distributions, we may identify three basic procedures: 
1. project the multivariate space onto a one 
dimensional space (this is generally useful only 
for discrete variates); 
2. build the random vector from a succession of 
marginal and conditional distributions; and 
3. use special properties of the distribution to 
build the random vector directly (see Kennedy 
and Gentle (1980)). 
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Here, the problem of generating variates from the 
multinomial distribution, Mult(N,k,£) is being considered, 
where 
k 
P = (pi,p2 Pfc)» Pi = 1 (4.1) 
and 
P(Xj=Xj,X2=X2 " XjlxgL-.Xjçl Pl*l 
for X2,X2,...,x% > 0, 
k 
. ï Xi=N (4.2) i=l 
= 0 otherwise. 
B. Methods and Procedures 
1. The Naive Method 
This is the most obvious and probably the most used 
method for generating from Mult(N,k,£). It is done by. 
generating N variates from the uniform distribution, U(0,1), 
and for each uniform variate, U., increment X. (which was 
J • ^ 
initialized to 0) by 1 if 
i i+1 
Z p^  < U. < Z p*. where p« = 0. 
t=0 ^  J - t=0 ^  ° 
This method is simple and direct but unfortunately the 
generation time required is linear in N and in k which makes 
it very undesirable in many Monte Carlo studies. 
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2. The Decomposition Method 
The Multinomial distribution can be decomposed into 
marginal and conditional binomial distributions by grouping 
classes together. This decomposition yields a simple method 
for generating multinomials. The method relies on the fact 
that if 
Xj.Xg,...~ Mult(N,k,£) 
then 
Xj B(n,Pi) (4.3) 
and 
Xg.Xg X^  / Xj^ Xj^  'V/ Mult(N-X2,k-l,£*) (4.4) 
where £* is a (k-l)-vector which i element is Pi+i/d'Pi^ ' 
It should be noted that a straight forward application of 
this method would also be linear in N and in k. A better 
than linear time in N is achieved by use of a method of 
Relies (1972) for each binomial variate generation. In 
addition, by judiciously choosing the order of decomposition 
of the multinomials into binomials, a better than linear 
time in k is also achieved. 
The parameters p^ 's are ordered such that 
>... 
and a new variate Yj is introduced such that Yj = X^ .^ Two 
methods of decomposition are considered here to see if there 
is an improvement in efficiency by a more complicated means 
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of decomposition: 
i. Method (1): 
generate Y^ ; 
Yg/Yi; 
Yg/Y^ /Yg: etc. 
with the corresponding ordered parameters, p^ 's. 
ii. Method (2): 
t 
generate W,where W, = Z Y. 
 ^ A j=l J 
t 
with • z p, s .5 (WT is a binomial variate) and 
i=l 
continue decomposing and N-W^  as conditional 
binomial variates until all k classes of 
multinomial variates are obtained. 
In the above procedure,we are essentially regrouping 
the original multivariate classes, say P2»P2» • • • »Pit into 
binomial superclasses, say pj and Pjj. with the probability 
parameter associated with pj. denoted as q. For generating 
random variates from Bin(N,q), we may think of the binomial 
variates as sum of Bernoulli 0-1 (failure-success) variates, 
Relies (1972) suggested a random median method for a 
fast binomial variate generation in which execution time 
grew only logarithmically with N. The random median algo-
ritiim utilizes the fact that if M, the random median from 
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a sample of size N from U(0,1) is less than q, then if N is 
odd, at least [N/2]+l (N/2 if N is even) Bernoulli successes 
have occurred. The remaining task is to count the number of 
points between M and q of the remaining [N/2]. This proce­
dure is repeated for Method (1) with the reparameterization 
of the p^ 's after the random variates for each class are 
generated. For Method (2), the process is repeated for each 
random variate generation until all the classes in each 
superclass are exhausted. • 
Relies further suggested the approximation of random 
median, M which has Beta(n,n) distribution where 2n-l = N 
is odd using 
t^ (z) = .5 + (n/3)%i$(z/[(4n-l)/3]%) - .5} (4.5) 
for large n, and t^ (z) ^  Beta(n,n). 
Ahrens and Dieter (1974) derived an improved rejection 
algorithm for an exact symmetric beta function generation. 
Both algorithms are compared in terms of efficiency and 
accuracy in this study. 
3. The Normal Approximation Method 
In addition, a method of a crude normal approximation 
for binomial random variates is also employed. The unordered 
first class p^  is chosen arbitrarily as superclass pj and 
the remaining classes decompose as p^ »^ The approximation 
and reparameterization are repeated for k-1 classes. 
The algorithms given above were coded in Fortran and run 
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on the National Advanced Systems AS/6 at Iowa State 
University. The subroutine can be found in Appendix IV.1 
through Appendix IV. 3, with the exception of the naive 
algorithm which was available as the subroutine GGMUL in the 
IMSL library. 
In this study, N of sizes 20,100, and 500 are used, k 
is arbitrarily chosen to be 5. A sample size of 1000 is 
used. 
C. Results 
In general, even without any improved algorithms, the 
efficiency for generating multinomial variates can be im­
proved by just ordering the p^ 's in descending order. 
1. The Decomposition Methods 
In comparing the two methods of decomposition it is 
found that the execution time for both methods is comparable 
with minimal advantage of Method (2) over Method (1) under 
extreme cases where all classes (p^ '^s) are identical. The 
results of a study using sample size of 1000 are shown in 
Table IV.1. The lack of significant improvement of (2) over 
(1) is attributed to the fact that even when q is much small­
er than M, it takes only a few passes before M comes close to 
q. In view of the extra programming and sampling time 
required for Method (2), it suffices to employ Method (1) in 
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normal approximation 
Fig IV.1. Plot of execution time versus N 
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subsequent runs. 
2. The Four Basic Algorithms 
. 1  
The four basic algorithms under study are the naive, 
normal approximation, approximate median and exact median 
algorithms. Empirical studies of the four algorithms are 
summarized in Table IV.2 and Table IV.3. A plot of execution 
time versus N is shown in Figure IV.1. 
The study shows that the extra execution time required 
by an exact algorithm for generating beta variates is 
minimal over the approximate one. Moreover, the increase in 
accuracy by employing an exact beta generation algorithm is 
fairly, large. It might be that there is a certain bias 
embedded in the normal approximation of the symmetrical beta 
distribution suggested by Relies. 
The most used naive method is very undesirable in terms 
of execution time for large N. Anyway for small N (N £ 20) 
this shortcoming is not significant. The crude normal 
approximation, surprisingly, shows a rather good result for 
large N in terms of accuracy and execution time which only 
depends linearly on the number of classes (k) in the 
multinomial distribution. 
As a general rule of thumb, one could find both accuracy 
and efficiency using the naive method when N £ 20, the normal 
approximation when N > 100 and exact median algorithm when 
20 < N < 100. 
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Table IV.1. Execution time comparison between 
method (1) and (2) 
N Method (1) Method (2) 
lèentlcal 
= .2 
20 
100 
500 
7.68 
12.90 
18.31 
7.04 
12.24 
.17.64 
Pi = .41 
P2 = .30 
P3 " 
P4 = .10 
P5 = .04 
20 
100 
500 
6.44 
11.39 
6.50 
11.47 
Multlndmlal(N,5,p^ ), 1 = 1,2,...,5 
sample size = 1000 
execution time measured In seconds 
Table IV.2. Execution time for various algorithms 
Algorithm N Exec, time In seconds 
20 5.79 
naive 100 — — — — 
500 — — — — 
20 2.89 
normal 100 2.87 
approx. 500 2.86 
20 7.60 
exact 100 13.41 
median 500 19.47 
20 7.68 
approx. 100 12.90 
500 18.31 
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Table IV.3. Goodness of fit tests for different algorithms 
N naive normal approx. exact med. approx. med. 
Pr. Pr. X^  Pr. X = Pr. 
20 5.57 S.25 142.55 <.005 5.24 
m
 
C
M
 ill 87.50 <.005 
100 34.05 <.005 2.64 S.635 249702 <.005 
500 6.91 = .15 0.83 s .94 250233 <.005 
= chisquare value 
Pr.= probability of greater value 
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V. HYPERGEOMETRIC RANDOM VARIATES GENERATION 
A. Introduction 
If a sample,size n is drawn without replacement from a 
dichotomous population of size N containing k items with 
the characteristic of interest, then x, the number of items 
with the characteristic in the sample,has the hypergeometric 
distribution, 
( X )( nZx) 
P(X=x; N,n,k) =  ^ (a. <• k. < b) (5.1) 
 ^n ^  
where 
a = Max[0, n-(N-k)], 
b = Min[k, n]. 
Another situation where hypergeometric distribution arises is 
in the theory of exceedances. If two independent random 
samples of sizes n^  and ng are drawn from a population in 
which a measured character has a continuous distribution, the 
\ 
number of exceedances Eg  ^is defined as the number of 
observed values in the second sample exceeding at least 
(n^ -m+l) of the values in the first sample. Then we have 
65 
ni+oz-m-x x+m-l . 
 ^ ni-m m+1 ' 
iq+H- <5-2) 
< Bj > 
The hypergeometrlc distribution can also be considered 
as a binomial distribution sampling scheme without replace­
ment, that is, it will replace binomial distribution when 
the finiteness of sample size is taken into consideration. 
General applications of hypergeometric distribution have 
been found in industrial quality control problems, estimation 
of the size of animal population from 'capture-recapture' 
data, in linguistic and medical modelling problems and many 
other sampling problems from a finite population. In spite 
of its wide application and usefulness in a variety of 
studies, random variate generation from this distribution 
has not received adequate attention. This might partially 
be due to the fact that no closed form inverse transformation 
is available which makes it especially difficult for direct 
implementation of standard generation techniques. 
Guenther (1973) has developed a sample size formula for 
hypergeometric sampling plan based on Wise's (1954) approxi­
mation which remotely relates to hypergeometric random 
variates generation. Normally, a simple binomial approxi­
mation of hypergeometric distribution is used whenever N is 
large. Brunk et al. (1968) have made extensive comparisons 
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of the four different forms of binomial approximation to the 
hypergeometric distribution due to the interchangeability of 
n and k, and of x and (n-x), resulting in symmetry of the 
four possible forms : 
P(X=x;N,n,k); 
P(X=x;N,k,n); 
P(X=n-x;N,N-k,n); and 
P(X=k-x;N,N-n,k). (5.3) 
They have confirmed Lieberman and Owen's (1961) 
suggestion that the binomial approximation with the smallest 
'sample size' will yield the best approximation. In general, 
sample size 'k' will be, in most cases, the smallest among 
the four possible sizes of n, k, N-k, and N-n. One can 
safely use a simple binomial approximation of hypergeometric 
distribution whenever N is large and the ratio n/N is less 
than 0.1. Other than this, one may try the various approxi­
mations available. A Poisson approximation may be used when 
k/N is small and n is large, such that 
P(X=x;N,n,k) = ( ^  )(l/kl)e"*k/N (5.4) 
Nicholson (1956) has suggested a refined normal 
approximation. In all, when great accuracy is not of great 
concern, the various approximations can be applied, provided 
efficient methods for generating the binomial. Poisson or 
normal random variates are available. But when accuracy is 
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desired, the only exact method available is the direct naive 
approach. It utilizes the Bernoulli property by generating 
U(0,1) random variates at least n times (assuming n, k the 
sample and the class sizes), testing each time whether it 
possesses the characteristic of interest, and updating the 
population and sample sizes, as well as the ratio of updated 
items of interest to updated population size. It is a 
cumbersome procedure which requires a number of operations 
and a computation time linear in Min[n, k]. 
As mentioned previously in Chapter IV, any naive 
approach for which generation time is linear in any 
parameters in the distribution is far from desirable. Hence, 
we shall proceed to search for a more efficient algorithm 
for hypergeometric random variates generation. 
B. Methods and Procedures 
1. Algorithm HYPl 
The Alias method for rapidly generating discrete random 
numbers with general distribution was first developed by 
Walker (1974, 1977) and later modified by Kronmal and 
Peterson (1979a). It is a fast efficient method which 
utilizes a two-point distribution. 
Theorem: 
Any discrete distribution p^ /.) with a finite number, 
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n, of outcomes can expressed as an equlprobable mixture of a 
two-point distribution. It follows that 
p^ (.) = (l/m)q. (.) + [(m-l)/m] (5.5) 
m 
where q. (.) is a two-point distribution and p^ C^.) is a 
m 
(m-1)-point distribution. 
The Alias method requires the generation of two tables, 
namely, F and L where Fj^ , i=l,2 n are fractions of cutoff 
values and i=l,2,...,n are aliases. These tables are 
needed for the subsequent generation of random variates. For 
each random variate, the following steps are performed: 
i. generate U from U(0,1); 
ii. set 1 *• +U+ (I ~ discrete Uniform[l,2,... ,n]) ; 
iii. set U I-U (U ^  U(0,1) independent of I) ; 
iv. set X •<- I if U £ Fj 
4- Lj if otherwise. 
Since the hypergeometric distribution is a discrete 
distribution with finite outcomes, it appears that it is an 
appropriate candidate to utilize the Alias method. It 
remains necessary to obtain all the discrete probabilities 
needed to generate the F and L tables. The direct calcula­
tion from the equation (5.1) is possible but tedious. However, 
the recurrent relationship of the hypergeometric distribution 
makes it possible to facilitate the computation with ease, 
here we have 
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P(X=x+l;N,n,k) = 
k ., N-k 
x+1  ^^  n-(x+l) 
k! (N-k)1 
(x+l)I(K-x-l)l (n-x-1)I(N-k-n+x+1)! ' ^ n ' 
_ (k-x) kl (n^ x) (N-k) 1 N v 
(x+l)xl(k-x)I(N-k-n+x+1)(n-x)!(N-k-n+x+1)!' - n 
Hence, P(X=0;N,n,k) is calculated as follows. 
_ (N-k)1 (N-n)In! 
(N-k-n) In! TTT 
_ (N-n)I/(N-n-k)l 
Nf/<S-k)l 
N-k 
n (i) 
- i=N-n-k 
N 
n (i) 
i=N-k 
The remaining densities can be obtained easily by 
multiplying the appropriate factors. 
The algorithm for generating the F and L tables as well 
as the algorithm HYPl are coded in Fortran in Appendix V.l. 
A moderate population size (N) of 100, defective size (k) of 
40 and a sample size (n) of 25 is used in this study. The 
- (&;%) (N-k-n+x+1) P(X=x;N,n,k) (5.6) 
P(X=0;N,n,k) 
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P(X=0;100,25,40) computed is .21A0672699294988D-06 and the 
P(X=25;100,25,40) is .1658645315169639D-12. It should be 
noted that even the extensive hypergeometric tables prepared 
by Lieberman and Owen (1961) show probabilities to only six 
decimal places which are very inadequate in this case. Not 
only does the recurrent relationship of the hypergeometric 
probabilities require very precise numeric values, but the 
table generation portion of the program will also only work 
n 
if S p. = 1. Hence, extreme care has to be taken in order 
i=l  ^
to ensure the correct executions. An extended precision 
arithmetic for the probability computations is essential 
and a final check for the sum of the total probabilities is 
n 
required. However, to guarantee that Z pu = 1, the minute 
n • i=l ' 
difference, d = 1 - Z p. is either added to or subtracted 
i=l 
from one of the classes depending on whether d is negative 
or positive. The class chosen here is the one with 
P{X = [(n+l)(k+l)/(N+2)];N,n,k} (5.8) 
which reaches a maximum value and will thus be least affected 
by the slight discrepancy. 
We plotted the probability density function of the 
hypergeometric distribution in our study in Figure V.l and 
examined the general pattern. 
In spite of the moderate population and sample sizes 
used, extreme values appeared at both ends of the density 
graph resulting in long tails. The extreme value tail on 
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the left will lengthen even more if the ratio k/N is small. 
So it is possible to increase the efficiency by modifying 
the Alias procedure. If the extreme values are truncated at 
both ends and the remaining classes are reparameterized to 
take on new probabilities, a much smaller table generating 
portion is needed. The extreme values are retained as they 
are. The three steps for generating random variates are 
modified as follows : 
i. generate U from U(0,1); 
ii. if p^  < U < Pp, then just proceed 
with the usual Alias procedure mentioned 
earlier, otherwise U is compared with the 
extreme value to decide on the needed random 
variate (p^  and p^  are the cumulative right 
extreme values and left extreme values, respectively). 
This modified method will be most efficient if the 
number of classes is relatively large. In our study, any 
mass point probability density of <.001 is considered small 
enough to be an extreme value, and 13 classes out of the 
total of 26 classes were deleted from the Alias generating 
algorithm. Also the cumulative probability density of the 
13 classes deleted is <.01. In other words, only one percent 
of the time the algorithm will go to extreme values search 
portion of step ii. In general, a predetermined value for 
the cumulative extreme values can be incorporated in the 
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distribution (P(X=x;100,25,40)) 
73 
program to ensure the efficiency of the modified method. 
2. Algorithm HYP2 
Bounds on hypergeometrlc probabilities have been worked 
out by Srodka (1963) who showed that 
( I )(^ )X((N-k)^ <il-x))n-K(i + 
, < P(X=x;N,n,k). < 
( )(k/N)*(l - k/N)*"*(l + [6n^ +6n-l]/12N)"^  (5.9) 
for sufficiently large N, this can be simplified to 
/ ^ \,k-X\X,(N-k)-(n-x)\n-x 
( X N ' ( N * 
. < P(X=x;N,n,k) < 
( ^ )(k/N)*(l - k/N)*-*(l - n/N)-* (5.10) 
It is possible to Implement these bounds in a rejection 
method. The rejection method required f(x) and g(y) being 
probability distribution functions and h(x) a given function. 
The following steps are needed: 
1. generate X from distribution having the 
probability density function f(x). 
11. generate independently Y from distribution 
having the probability density function g(y). 
ill. if Y £ h(x), deliver Z = X, else go to 1. 
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The probability distribution function of Z generated is 
f(z) G{h(x)} 
'/ f(s) G{h(s)}ds 
— 00 
The main task is to find the majoring function M(x) 
where M(x) 2 p(x) where p(x) is the desired probability 
distribution function. Then h(x) is found to be p(x)/M(x). 
Since 
P(X=x;N,n,k) =  ^ < (JJ) (k/N)*(l-k/N)*^ "*(l-n/N) 
<S> 
(k) (N-k) 
h(x) = * /(*)(k/N)*(l-k/N)*-*(l-n/N)-* (%) 
_ kl (N-k) I nl(N-n)l, nl ,«\X 
xl (k-x) I  (n-x) ! (N-k-n+x) ! fT! x^l (n-x) I  ^  
/(l-k/N)*-*(l-n/N)"* 
= {kl(N-k)j(N-n)1(i,n/N)"}{(k-x)!(N-k-n+x)}"^  
(k/N)"*(l-k/N)"*+* 
= {K}{A(x)}(k/N)"* (l-k/N)"^ '*'^  (5.11) 
The algorithm will then be as follows: 
i. generate X from Binomial (n,k/N) (this 
can be done efficiently using the procedures 
introduced in Chapter IV). 
ii. generate Y from Uniform (0,1). 
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iii. if Y < K.A(x) •(k/N)"*-(l-k/N)"'^ "*, then 
deliver Z = X, else go to i. 
K = k!(N-k)!(N-n)1(l-n/N)^ /N! being a constant can be 
computed before the start of the generation procedures. 
A(x) can also be computed beforehand using the recurrent 
relationship and stored as a real array: 
A(x+1) = [(k-x-1)I(N-k-n+x+1)I]'^  
= (K-x)"A(x)/(N-k-n+x+l) (5.12) 
where x = 0, 1 , . , . , n. 
C. Results 
We have introduced here, other than the simple binomial 
approximation, three new algorithms dealing with the hyper-
geometric random variâtes generation, namely, the HYPl 
algorithm, the modified HYPl algorithm and the HYP2 algo­
rithm. Cautions have to be taken due to the smallness of the 
probabilities involved. In all cases, extended precision 
arithmetic is essential and recommended to make the 
algorithm work. Further improvements in the rejection 
method (HYP2) may be possible to make the algorithm more 
efficient. It is possible to generalize the methods such 
that we apply them to the multivariate hypergeometric case 
which is not that uncommon in numerous studies or applica­
tions. It is of the form 
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P t ^ 2 ~ * 2  '  *  "  *  * ^ 2  '  "  * ^ i n ^  
Z ( Ùi ) 
 ^ (5.13) 
m 
where 2 %, = n, and 0 £ x. ^  k., 1=1,2,...,m. 
1=1  ^  ^
In direct application of the Alias method, one might 
try to project the multivariate space onto a one dimensional 
space. This undoubtedly will result in a large number of 
classes of various combinations. Hence, the modified HYPl al­
gorithm might be appropriate. Nonetheless, if m is large, then 
even the modified method may not be feasible. In such case, 
a binomial approximation is suggested using the similar ideas 
as in the multinomial random variates generation which 
utilizes the decomposition of the multivariate hypergeometric 
distribution into marginal and conditional hypergeometric 
distributions. 
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VI. A PORTABLE UNIFORM RANDOM NUMBER GENERATOR 
WITH ARBITRARY PERIOD LENGTHS 
A. Introduction 
Multiplicative congruential methods introduced by Lehmer 
(1951) for generating pseudorandom uniform distributed var­
iâtes have been around for many years. Despite some of their 
shortcomings, which can be avoided by judiciously choosing 
the multiplier and modulus, their popularity has increased 
over the years. Many investigators prefer and feel com­
fortable using the congruential methods for random number 
generation over others due to their simplicity and efficiency. 
There is no question about their simplicity. The 
method is based on a simple recursive power residue proce­
dure. Also, with the chosen modulus close to the physical 
maximum word length of the computer in use, a satisfactory 
long period length can be achieved. 
The tremendous attention given to maximun possible 
period length is understandable and can be seen in some of 
the works by Séraphin (1969) in his BAL program using a 
modulus of 23 2, RANDU of Fortran subprogram using a 
modulus of 2^ 1, by Downham and Roberts (1967), Whittlesey 
(1968) and Lewis et al. (1969) using a prime modulus of 
23I_i. The reason for choosing a modulus of around 2'^  or 
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2^ 2 is obvious - they were all using computers with a phys­
ical word length of 32 bits. 
Schrage (1979) has suggested a Fortran implementation 
of à random number generator which produces a sequence of 
random integers that is machine independent as long as the 
machine can represent all integers in the interval 
[2 3 1+1, 231-1], Kruskal (1969) has also proposed an 
extremely portable random number generator which utilizes an 
integer approach during the intermediate computing steps. 
Gentle (1979) has mentioned the general trend in statistical 
softwares on a subroutine library with specific emphasis on 
the importance of portability such that the package can be 
used in a variety of computer environments. 
The machine dependent property of most congruential 
methods contributes to the nonportability of the random 
number generators, since the methods are implemented with 
thé maximum period length in mind which in turn depends on 
the physical word length of different types of computers. 
The seriousness of the portability of random number genera­
tors has attracted increasingly more attention in recent 
years. Meanwhile, the machine dependent congruential 
methods are still widely used. 
Due to the blooming business and availability of com­
puting machines from different manufacturers, computers of 
different physical word lengths are produced. It creates a 
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certain problem when one investigator tries to duplicate 
or verify the work of another if a traditional congruential 
random number generator is used by the latter. It is 
relatively easy to exactly duplicate the pseudorandom 
variates generated by a congruential method if one has at 
his disposal a computing machine with longer physical word 
length. It is more complicated otherwise and a special 
effort has to be made in order to accomplish the task. 
In light of such need, we shall introduce here an 
extended precision random number generator which can be used 
to duplicate the exact sequence of pseudorandom variates 
generated by a congruential method under any computer 
environments. Besides, if computing time is of no sig­
nificance to the user, this method can serve as a regular 
random number generator of any desirable period lengths. 
B. Methods and Procedures 
The generator utilizes the extended arithmetic tech­
niques on integer numbers. Hill (1968) and Tienari and 
Suokonautio (1966) have worked extensively on programming 
precision of arbitrary lengths. But they have only dealt 
with floating point numbers of constant length. An 
extended arithmetic package (EAP) coded for the IBM7090 was 
also developed by Blum (1965) and was claimed to have both 
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accuracy and efficiency in computation. 
In congruential random number genei^ ation, the recurrence 
relationship is 
IX^ +i = mod(P) (6.1) 
where A is the multiplier and P the modulus. In our study, 
the extended arithmetic for both multiplication and division 
is needed, implicitly will be the addition and subtraction. 
It should be noted that due to the nature of the 
extended arithmetic computation, no negative number should 
appear as a result of overflow or underflow. As a matter of 
fact, overflow or underflow, if appears, will result in error 
and termination of the program to avoid further unwanted 
errors. This problem can easily be avoided by considering 
the anticipated magnitude of the products ahead of time, and 
using a larger input array size to store the resultant 
extended length integers. 
Prior to using the generator, the value of the integer 
NDD must be decided, where NDG is the number of decimal 
digits per word on the machine such that the word would be 
large enough to hold 2*10^ ^^ -2 and NDD is even. A word here 
is the storage unit holding one integer in the computer 
language used, in our case, Fortran. The even property of 
the integer NDD is needed to facilitate and improve the 
efficiency of multiplication operations. Two other integer 
values are needed prior to operations. They are used to 
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detect overflow and to be used in multiplication processes. 
Their relative values are 
GLCl = lO^ DD, 
GLC2 = ioNDD/2 
The extended length integers are stored in 1-dimension 
arrays whose sizes have to be decided ahead of time. Below 
is the example of the number 123456789109876543210 being 
stored in array X with NDD chosen as 6: 
X(5) X(4) X(3) X(2) X(l) 
123 436789 109876 543210 4 
The first element of the array X represents the sign 
and the number of words needed to hold the full integer. 
Hence, 
X(5)*10*'3+X(4)*10*':+X(3)*10G'i+X(2)*10*'0 
represents the absolute value of the integer at 6 significant 
decimal digits per word with X(2) containing the least sig­
nificant part. Zero is represented by X(l) being zero. 
The choice of NDD is essential for the efficiency of 
the extended arithmetic operations. An appropriate number 
should be chosen such that 10^ ^^  is still representable by 
the computer in use. 
By checking the first elements of the arrays, addition 
and subtraction can be performed with relative ease. In 
multiplication operations, every single element is split 
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into the most significant and least significant halves. 
They are then scaled if needed, multiplied and results 
assembled to give the final product. This is made possible 
by choosing an even number of decimal digits per word 
beforehand. 
Although the division is essential in the generator, a 
full division operation is unnecessary due to the fact that 
only the remainder of the division process is needed to 
generate the pseudorandom number and to be used as the 
subsequent seed. Pope and Stein (1960) have derived a 
divide-and-correct procedure for multiple precision division. 
Here the procedure is modified and customized to the need of 
the generator. The basic method involved a straightforward 
way to divide the leading two digits of the current partial 
remainder by the leading digit of the divisor. The 
estimate for the quotient digit is then used to multiply 
with the whole divisor and compare with the current partial 
remainder. Necessary corrections are made and a new partial 
remainder is obtained. This goes on until the partial 
remainder is no longer divisible by the divisor. A brief 
description is listed below: 
a = x b + r  0 £ r < b  ( 6 . 2 )  
assuming a and b can be represented as integer to the base 
B by 
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n . 
a = E a.B^  (6.3) 
j=0 J 
m . 
b = S b.B^  (6.4) j=0 J 
where a > 0, b > 0 and m < n. Hence, the quotient can be 
n m 
written in the form 
n-m . 
X = Z X.B^  0 _< X < B (6.5) j=o ] 
for j=0,1,...,n-m. 
Now» let us consider the partial remainder 
n-m . m+j+1 
q(j) = a - b Z X.B^  = Z X.(j)B^ . (6.6) 
i=j+l -^  i=0 1 
In order to determine X, let 
and define 
Xj* = [q*(j)/b^ ], an integer. (6.8) 
The initial quotient digit X is taken to be 
= Xj* 0 < Xj* < B-1 (6.9) 
Xj = B-1 Xj* > B (6.10) 
The quantity 
r* = q(j) - X.B^ b (6.11) 
is then computed. If r* < 0 or r* 2 B^ b, then B^ b is added 
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to or subtracted from r* accordingly until 0 £ r* < B^ b 
with being decreased by one for each addition and 
increased by one for each subtraction. The final r* is 
then used as q(j-l) and the final quotient digit as Xj. 
The process is repeated until exhaustion. The efficiency of 
the process has been studied by Pope and Stein (1960) who 
have established the following: 
Lemma 
If 3 < B/2 < b, then -2 < X.-7. < 0 
- J J -
In other words, for B > 6 and b^  ^sufficiently, large, at 
most two corrections of the trial quotient digit may be 
necessary. 
Stein (1964), having noted that overestimation in the 
basic method is the general case, has tried to make 
improvements by increasing the divisor by one. However, 
the modified method has not increased the efficiency. Hence -
the original basic algorithm is preserved in the generator 
with modifications. A brief example of the extended 
precision division operation is shown in Appendix VI.2. 
The extended precision random number generator RANDOM 
(IX,NR,D,A,M,R,Q,E,F,X,Z,U,UU,FLO) can be called with the 
following input: 
U - array size; 
UU - 2*U; 
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A(U) - multiplier; 
M(U) - modulus (period length); 
Q(U), E(U)»F(U) - work space used in division; 
X(UU),Z(UU) - work space used in multiplication; 
R(U) - the input initial values for the random 
number generator ; 
IX(NR,U) - the output matrix of the random 
variates in integer mode (between 0 and M); 
FLO(NR) - the output vector of the random variates 
in extended precision mode; 
NR - number of random variates desired. 
The detailed subprogram RANDOM coded in Fortran is in 
Appendix VI.2. 
C. Results 
It is apparent that the generator RANDOM is relatively 
time consuming and expensive when compared with other regular 
congruential generators. But in cases when an investigator 
is determined to duplicate a random sequence in order to 
verify certain results, it is by all means a useful tool 
without which, only the availability of a parallel computing 
machine can accommodate the work. Furthermore, with the 
advances in computer technology, it will be of no surprise 
that soon the reduction in computation time will make this 
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generator a lot more attractive because of its flexibility. 
In addition, for those who own a personal microcomputer or 
other powerful calculator, since computation time is of less 
concern, the generator can be implemented into the computer/ 
calculator library. 
If we examine the division operation carefully, we can 
see that a great improvement in efficiency can also result 
if the modulus chosen has a significantly large first digit. 
But it may not be of interest to the user since in duplica­
tion of another congruential generator, the size of the 
modulus is fixed. 
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VII. SUMMARY 
In our study, we have looked into the generation of 
random variates from four families of statistical distri­
bution: namely, the normal, the noncentral, the multinomial 
and the hypergeometric. We have also devised a portable 
uniform random number generator with arbitrary period 
lengths. 
For normal random variates generation, two new 
algorithms are proposed, the modified R-W-T and the R-T-T 
methods which incorporate both the Alias algorithm and the 
method of mixtures. The R-T-T method results in a fast and 
accurate algorithm which outperforms all existing normal 
random variates generators. 
For the class of noncentral distributions, noncentral 
chisquare random variates generation is singled out, since 
all other noncentral distributions can be expressed through 
a simple transformation of the noncentral chisquare distri­
bution. Four algorithms, namely, M2, M3, NP, and EX are 
introduced. M2 and M3 are approximations of noncentral 
chisquare distribution by a multiple of central chisquare 
distributions such that the first few moments of the vari­
ables from both distributions agree. NP is a normal 
approximation of the noncentral chisquare distribution. EX 
is devised through the decomposition of the noncentral 
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chisquare distribution of n degrees of freedom into a central 
chisquare distribution of n-1 degrees of freedom and a non-
central chisquare distribution of 1 degree of freedom. Both 
M3 and NP are accurate and efficient approximate generators. 
But EX will generate exact noncentral chisquare random 
variates with approximately twice the generation time for 
either M3 or NP. 
For multinomial random variates generation, we use a 
random median approach to a fast and efficient algorithm. 
The multinomial distribution is first decomposed into margin­
al and conditional binomials. Two methods of decomposition 
are compared. The algorithm, exact median method, is then 
compared with three other algorithms, namely, the naive, the 
normal approximation, and the approximate median methods. 
For the hypergeometric distribution, we have introduced, 
other than the simple binomial approximation, three exact 
methods: the HYPl method, the modified HYPl method and the 
HYP2 method. The first two methods utilize an Alias approach 
while the third one is a rejection method. Due to the 
smallness of the probabilities involved in hypergeometric 
distribution even with a moderate number of classes, it is 
advisible to use the extended precision arithmetic for all 
computations. 
A portable uniform random number generator, RANDOM, is 
devised, which can be used to duplicate any random sequences 
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generated by other congruential random number generators 
with different period lengths. It can also be used as a 
regular congruential uniform random number generator with 
arbitrary period lengths. 
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Appendix II.1. Modified R-W-T algorithm for the normal 
random variates generation 
SaBEOUTINE a*T(gR,NR,DSEED) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THE SUBBOOTINB RHT WILL GENERATE AN ARRAY OF NORMAL C 
C VARIATES USING A RECTANGLES,WEDGES AND TAIL ALGORITHM C 
C WITH THE ALIAS APPROACH. PN(NR) IS THE OUTPUT ARRAY IN C 
C DOUBLE PRECISION NODE. C 
C - N IS THE INTEGER NUMBER OF RECTANGLES LYING BETWEEN C 
C 0 AND 3 IN THE HALF NORMAL CURVE. 12 IS USED HERE. C 
C - H IS THE WIDTH OF RECTANGLES DEPENDING ON N. .25D0 C 
C IS USED HERE. C 
C - NR IS THE INTEGER NUMBER OF NORMAL RANDOM VARIATES C 
C DESIRED AND SUPPLIED BY THE USER. C 
C - F(25) IS THE TABLE OF ADJUSTED CUTOFF VALUES. C 
C - IA(25) IS THE TABLE OF ALIAS VALUES. C 
C - D(12) IS THE TABLE OF A/B REJECTION VALUES USED IN C 
C IN THE WEDGE SECTION. C 
C - E(12) IS ANOTHER TABLE OF REJECTION VALUES USED IN C 
C THE WEDGE SECTION- C 
C - DSFED IS THE INPUT INITIAL SEED IN DOUBLE PRECISION C 
C MODE FOR THE GENERATOR. C 
C CGUBF5(DSEBD) IS A RANDOM NUMBER GENERATOR. THREE C 
C STATEMENTS MUST APPEAR IN THE CALLING PROGRAM,NAMELY C 
C "DOUBLE PBECISION F (25) ,D (12) ,E(12) C 
C "INTEGER IA(25)", C 
C "COMMON BLK1/F,IA,D,E" C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DOUBLE PRECISION P (25) , BM (NR) , D ( 12) , E (12) , SIGN, UU, U, V 
DOUBLE PRECISION U1,U2,RJ,W,T,SJ,DSEED,H 
DOUBLE PRECISION DSQRT,DBLE,DMAX1,DMIN1,DEXP,DLOG 
INTEGER lA (25) 
COMMON BLK1/F,IA,D,E 
N=12 
H=.25D0 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
C THIS PORTION OF THE PROGRAM CALLS THE ALIAS TABLE TO C 
C DETERMINE J, THE APPROPIATE PROBABILITY SECTION CHOSEN C 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
N = 12 
H=. 25D0 
II=2*N+1 
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Appendix II.1. (continued) 
DO 1000 1=1,NR 
0=GGHBPS (DSEED) 
00=U*II 
OB=0*10 
IR=IfIX(0Q)+1 
SIGN=r.DO 
IF(nOD(IB,2) .EQ.O) SIGN=-1.D0 
IU=IFIX(UIJ) f 1 
IF (UO. GT. F (lU) ) IO=IA (lU) 
J=IU 
IF(J.GT.2*N) GO TO 200 
IF(J.GT.M) GO TO 100 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C J IS IN THE RECTANGLE SECTION C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
SJ=(J-1.D0)/N*3.D0 
RN(I)=SJ+H*U 
GO TO 900 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C J IS IN THE «EDGE SECTION C 
C C 
CCCrCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
100 X1=GGUBFS(DSEED) 
X2=GGUBFS(DSEED) 
01=DBLE{X1) 
II2=DBLE(X2) 
U=D«IN1 (Ur,tf2) 
V=DHAX1 (01,U2) 
SJN=(J-N-1.DO)/N$3.DO 
SJN1=(J-N) •3.D0/N 
RN(I)=SJN+H*U 
IP(V,1E.D(J-N) ) GO TO 900 
RJ=U+E(J-N)*(bEXP(-(RN(I) **2-(SJNl**2)/2.D0)-1.D0)) 
IF(V.GT.RJ) GO TO 100 
GO TO 900 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C J IS IN THE TAIL SECTION C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
200 X1=GGUBFS(DSEED) 
X2=GG0BFS (DSEED) 
U1=DB1E (XI) 
100 
Appendix II.1. (continued) 
U2=DfiLE(I2) 
W=01*01+»2*U2 
IP(W.GB. l.DO) GO TO 200 
T^DSQBT (9.D0-2.DO*DLOG(W) /W) 
R*(I)-T*DMAX1(U1,U2) 
IP(Bli(I).LT.3.D0) GO TO 200 
900 RW(I)=SIGN*BN(I) 
1000 COMTINDE 
RETURN 
END 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THIS BLOCK DATA SOEROUTINE WILL INITIALIZE THE P-TABLE, C 
C THE lA-TABLE, THE D AND THE E VECTORS. C 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
BLOCK DATA 
DOUBLE PRECISION F (25) , D ( 12) , E ( 12) 
INTEGER IA(25) 
COMMON BLK1/P,IA,D,E 
DATA P/0.3951204060903584000,0.1428508586928389DO1, 
» 0.2771763704B56727D01>0.3925859944896361D01, 
• 0-4302563568854644D01,0-5921533514672477D01, 
» 0-6999999999999999D01,0.7674887081412427D01, 
• 0.8396745647944418001,0.9219103756168819001, 
• 0.1011366953126943002,0.1105539810514903D02, 
• 0.1210196482412793002,0.1323699019501653002, 
• 0.1433129141553440002,0.1537397086579212002, 
• 0. 1636715044587552002,0. 1732315867408202002, 
• 0.1825893573492452002,0.1919056416436947002, 
• 0.2012953731671231002,0.2108163661029461002, 
• 0.2204782557326659002,0.2302609515502220002, 
• 0.2406749490158151D02/ 
DATA IA/2,3,4,5,6,7,0,1,1,1,1,1,1,2,2,2,2,2,3,3,3, 
• 4,4,5,5/ 
DATA 0/0.5078945199856428000,0.7862811224626070000, 
» 0.9019650462373571000,0.9780804310643808000, 
• 0.9925307685776117000,0.9798152573233709000, 
• 0.9685648254425717000,0.9582501159738738000, 
» 0.94a55ti 1929704680000,0. 9392912360521931000, 
• 0.9303463943878421000,0.9216453372930696000/ 
DATA E/0. 1600000000000000002,0. 8000000000000000001, 
• 0.53 33333333333333001,0.4000000000000000001, 
• 0.3078962214587208001,0.24 37680485542787001, 
• 0. 1995299871621917001,0. 1672253526481769001, 
» 0.1426416923928199001,0.1233401389609145001, 
• 0.1078108473581537001,0.9506907387938602000/ 
END 
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Appendix II.2. R-T-T algorithm for the normal random 
variates generation 
SUBROUTINE RTT(F,IA,BN,NR,DSEED) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THS SUBROUTINE RTT HILL GENERATE AN ARRAY OF NORMAL C 
C VARIATES USING A RECTANGLES,TRIANGLES AND TAIL ALGORITHM C 
C WITH THE ALIAS APPROACH. RN(NR) IS THE OUTPUT ARRAY IN C 
C DOUBLE PRECISION MODE. C 
C BEFORE THIS SUBROUTINE IS CALLED, GENRR(F,IA,P) SHOULD C 
C BE CALLED TO INITIALIZE THE F AND lA VALUES. C 
C - N IS THE INTEGER NUMBER OF RECTANGLES LYING BETWEEN C 
C 0 AND 4 IN THE HALF NORMAL CURVE. 80 IS USED HERE. C 
C - a IS THE WIDTH OF RECTANGLES DEPENDING ON N. .OSDO C 
C IS USED HERE. C 
C - NR IS THE INTEGER NUMBER OF NORMAL RANDOM VARIATES C 
C DESIRED AND SUPPLIED BY TH? USER. C 
C - F(161) IS THE TABLE OF ADJUSTED CUTOFF VALUES. C 
C - IA(161) IS THE TABLE OF ALIAS VALUES. C 
C GGUBFS(DSEED) IS A UNIFORM NUMBER GENERATOR. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DOUBLE PRECISION F ( 161) ,RN (NR) 
INTEGER IA(161) 
H=0.05D0 
DOUBLE PRECISION DMAX1,DSQRT,W,T,DSEED,DL0G,H,SIGN, 
* XJ,U1,U2 
D O  1000 1=1,NR 
U=GGUBFS (DSEED) 
UU=U*II 
UB=U*10 
IP=IFIX(UR)+1 
SIGN=1.D0 
IF(M0D(IH,2) .EO.O) SIGN=-1.D0 
IU=IFIX(UU) +1 
IF (UU.GT.F (lU) ) IU=IA(IU) j=in 
IF(J.GT.2*N) GO TO 200 
IF(J.GT.N) GO TO 100 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C c 
c J IS IN THE RECTANGLE SECTION C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
XJ=(J-1.D0)/N*4 
RN(I)=XJ+H*U 
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Appendix II.2 (continued) 
GO TO 900 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C J IS IN THE TRIANGLE SECTION C 
C C 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
100 XJ=(J-R)*4.D0/N 
RN(I)=XJ-DSQRT(XJ**2-0*H**2) 
GO TO 900 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C J IS IN THE TAIL SECTION C 
C C 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
200 X1s66UBFS(DSEED) 
X2=GGHBfS(DSEED) 
Ol=DBLE(i£1) 
0 2=DBLE(X2) 
W=U1*01+U2*02 
IPfN.GE.1.D0) GO TO 200 
T=DSQRT(9.DO-2.DO*DLOG(W)/W) 
HN(I)=T»DHAXl(U1,n2) 
IP(BN (I)-LT.3.D0) GO TO 200 
900 RN(I)=SIGN*BN(I) 
1000 CONTINUE 
RETORN 
END 
SUBROUTINE GENER(F,IA,P) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C GENER IS THE SUBROUTINE USED TO GENERATE THE MASS POINT C 
C PROBABILITIES FOR USE IN THE ALIAS ALGORITHM. GENER C 
C SHOULD BE EVOKED BEFORE THE SUBROUTINE RTT. IT WOULD C 
C THEN INITIALIZE THE F AND lA VALUES USED IN THE C 
C SUBSEQUENT RTT SUBROUTINE. C 
C F (161) - CUTOFF VALUES TO BE GENERATED. C 
C IA(161) - ALIAS VALUES TO BE GENERATED. C 
C P(161) - MASS POINT DENSITIES TO BE GENERATED. C 
C MDNORD(Y,PP) - STANDARD NORMAL PROBABILITIES GENERATOR. C 
C TABLE(P,F,IA,II) - ALIAS ALGORITHM SUBROUTINE. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DOUBLE PRECISION TP,TPR,Y,PP,H,C1,C2 
DOUBLE PRECISION DEXP,PI2,TPT,P(161),F(161) 
DIMENSION IA(161) 
C1-PI2 
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Appendix 11.2 (continued) 
P1=0.5D0 
H=80 
H=0.05D0 
TPT=TPB»TP=Ï=OO.DO 
H=80 
H-0.05D0 
DO 10 1=1,N 
Y=Y+H 
CALL HDKOBD(Y,PP) 
C2=DEXP(-Y**2/2.D0)*H 
P(I)=PI2»C2 
P(I+N) =2.D0*PP-2.D0*P1-P(I) 
P1=PP 
TPa=TPR+P(I) 
TPT= (C 1-C2) •H/2. DO+TPT 
C1=C2 
TP=TP+P(I)+P(I + N) 
10 CONTINUE 
II=2*N+1 
P (II) =1.DO-TP 
CALL TABLE(P,F,IA,II) 
RETORN 
END 
SUBEOUTINE TABLE(E,F,IA,H) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C TABLE IS AN ALIAS SOBBOUTINE USED TO GENERATE THE C 
C ADJUSTED CUTOFF VALUES (F-TABLE) AND THE ALIAS VALUES C 
C (lA-TABLE). C 
C E(N) - INPUT MASS POINT PROBABILITIES. C 
C F(N) - OUTPUT ADJUSTED CUTOFF VALUES. C 
C IA(N) - OUTPUT ALIAS VALUES. C 
C N - INPUT NUMBER OF MASS POINTS. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION IA(N) 
DOUBLE PRECISION E(N),P(N),XI,XN 
XN=N 
XI=1-D0/XN 
K=0 
J=0 
JT=0 
KB=0 
DO 60 1=1,N 
IAlI)=0 
IF(E(I)-II) 10,30,40 
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Appendix II.2 (continued) 
10 IP(J.EG.O) GO TO 20 
IA(J)=I 
J=I 
GO TO 60 
20 JB=I 
J=I 
GO TO 60 
30 P(I) = 1.D0 
GO TO 60 
40 IF(K. EQ.O) 
IA(K)xI 
K=I 
GO TO 60 
50 KB=I 
K=I 
60 CONTINUE 
70 IF(KB.EQ.O) GO TO 110 
K=KB 
KB=IA(K) 
P(K)=XN*E(K) 
IF(JT.EQ.J) GO TO 90 
80 IP(JB.EQ.O) GO TO 110 
J=JB 
JB=IA (J) 
f (J)=XR»E (J) 
90 P(K)=F(K)+P(J)-1.D0 
IA(J)=K 
IP(F(K).GE.1-DO) GO TO 80 
100 J=K 
JT=J 
GO TO 70 
110 DO 120 1=1,N 
T(I)=F(I) *1-1.DO 
120 COMTINOE 
BETIJBN 
END 
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Appendix III. 1. Algorithm M2 for the generation of 
noncentral chisqiiare random variates 
SOBRODTINE M2(DSEED,S,N,nV,WK,DF) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
C C 
C H2 USES PATNAIK'S (1949) MOMENT APPROXIMATION OF THE C 
C HOMCENTRAl CHISQUABE DISTRIBUTION BY A CENTRAL CHI- C 
C SQUARE DISTRIBUTION SUCH THAT THE FIRST TWO MOMENTS C 
C OF BOTH DISTRIBUTIONS AGREE. C 
C C 
C DSEED - INPUT DOUBLE PRECISION SEED FOR THE C 
C GENERATOR. C 
C N - NUMBER OF NONCENTBAL CHISQUARE RANDOM C 
C VARIATES DESIRED. C 
C RV - OUPUT ARRAY OF DIMENSION N OF THE NON- C 
C CENTRAL CHISQUARB RANDOM VARIATES. C 
C DF - INPUT DEGREES OF FREEDOM FOR THE NON- C 
C CENTRAL CHISQUARB DISTRIBUTION. C 
C S - INPUT NONCENTRALITY PARAMETER. C 
C WK - WORKSPACE OF DIMENSION 1. C 
C GJAMR - AN INSL SUBROUTINE USED TO GENERATE N C 
C GAMMA RANDOM VARIATES. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION RV (N) ,WK(1) 
DOUBLE PRECISION RN(N),DSRED 
A=DF/2.0 
D1 = DF+S 
D2=DF+2.*S 
C=D2/D1 
F=D1**2/D2 
CALL GGAMR(DSEED,A,N,WK,RV) 
DO 10 1=1,N 
RV(I)=RV(I)*2. 
10 CONTINUE 
RETURN 
END 
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Appendix III.2. algorithm H3 for the generation of 
nonceutral chisguare random variates 
SUBROUTINE M3(DSEED,S,N,RV,WK,DF) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCGCCCCC 
c c 
C n2 OSES PEABSON'S (1959) MOMENT APPROXIMATION OF THE C 
C KONCBNTRAL CHISQUAEE DISTRIBUTION BY A CENTRAL CHI- C 
C SQUARE DISTRIBUTION SUCH THAT THE FIRST TTHREE C 
C MOMENTS OF BOTH DISTRIBUTIONS AGREE. C 
C C 
C DSEED - INPUT DOUBLE PRECISION SEED FOR THE C 
C GENERATOR. C 
C N - NUMBER OP NPNCENTRAL CHISQUARE EAND01 C 
C VARIATES DESIRED. C 
C RV - OUPUT ARRAY OF DIMENSION N OF THE NON- C 
C CENTRAL CHISQUARE RANDOM VARIATES. C 
C DP - INPUT DEGREES OF FREEDOM FOR THE NON- C 
C CENTRAL CHISQUARE DISTRIBUTION. C 
C S - INPUT NONCENTHALITY PARAMETER. C 
C MK - WORKSPACE OP DIMENSION 1. C 
C GGAMP - AN IMSL SUBROUTINE USED TO GENERATE N C 
C GAMMA RANDOM VARIATES. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION RV (N) ,HK (1) 
DOUBLE PRECISION DSEED 
A=D P/2. 0 
D2=DF+2.*S 
D3=DP+3.*S 
B=-S**2/D3 
C=D3/D2 
F=D2**3/D3**2 
CALL GGAMR(DSEED,A,N,WK,RV) 
DO 10 1=1,N 
RV(I)=(RV(I))*2.*C*B 
10 CONTINUE 
RETURN 
END 
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Appendix III.3. Algorithm MP for the generation of 
noncentral chisquare random variates 
SUBROUTINE NP(DSEgD,S,N,QV,RN,FT,IA,Df) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C NP USES SANKARAN'S (1959) MODIFIED HILSON-HILPERTÏ C 
C APPROXIMATION TO NONCENTRAL CHISQ0AR3 DISTRIDOTIOB. C 
C C 
C DSEED - INPUT DOUBLE PRECISION SEED FOR TKE C 
C GENERATOR. C 
C N - NUMBEK OF NONCENTRAL CHISQUARE RANDOM C 
C VARIATES DESIRED. C 
C PV - OUPUT ARRAY OF DIMENSION N OF THE NON- C 
C CENTRAL CHISQUARE RANDOM VARIATES. C 
C DP - INPUT DEGREES OF FREEDOM FOR THE NON- C 
C CENTRAL CHISQUARE DISTRIBUTION, C 
C S - INPUT NONCENTRALITY PARAMETER. C 
C FT - INPUT DOUBLE PRECISION ARRAY OF DIMENSION C 
C 161 USED IN SUBROUTINE RTT. C 
C IA - INPUT ARRAY OF DIMENSION 161 USED IN C 
C SUBROUTINE RTT. C 
C RN - INPUT DOUBLE PRECISION ARRAY OF DIMENSION C 
C N USED IN SUBROUTINE RTT, C 
C RTT - SUBROUTINE INTRODUCED IN CHAPTER II USED C 
C TO GENERATE STANDARD NORMAL RANDOM C 
C VARIATES. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCrCCCCCCCCCCCCCCCCCCC 
DIMENSION RV(N),IA (161) 
DOUBLE PRECISION DSEED,RN(N),FT(161) 
D1=DF+S 
D2=DP*2.*S 
Dj=DF+3.*S 
H = 1.-2./3.*D1*D3/D2**2 
XB=1.+H*(n-1.) •D2/D1*»2-H*(H-1.) • (2,-H) » (1-3.*H) 
.*D2**2/2./D1**4 
SD=SQRT (H**2*2. *D2/D1**2*(1.-(1 .-H)*(1.-3.*H) *D2/D1**2) ) 
CALL RTT (FT,IA,RN,N, DSEED) 
DO 10 1=1,N 
D=SNGL (RN (I) ) *SD*XB 
P=AL0G(0)/H 
RV(I)=EXP(P) »(S + DF) 
10 CONTINUE 
RETURN 
END 
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Appendix III.U. Algorithm EX for the generation of 
noncentral chisquare random variates 
SlIBBOUTIME %X(DSEED,S,N,RV,RN,WK,FT,IA,DP) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C EX USES AN EXACT APPBOACH TO GEMEBATS NONCENTRAL C 
C CHISQOABE RANDOM VARIATES BY DECOMPOSING THE DENSITY C 
C INTO A MIXTORE OF NONCENTRAL CHISQOABE DENSITY OF ONE C 
C DEGREE OF FREEDOM AND CENTBAL CHISQUARE DENSITY OF C 
C DP-1 DEGREES OP FREEDOM. C 
C C 
C DSEED - INPUT DOUBLE PRECISION SEED FOB THE C 
C GENERATOR. C 
C N - NUMBER 07 NONCENTRAL CHISQUARE RANDOM C 
C VARIATES DESIRED. C 
C RV - OUPDT ARRAY OF DIMENSION N OF THE NON- C 
C CENTRAL CHISQUARE RANDOM VARIATES. C 
C DP - INPUT DEGREES OF FREEDOM FOR THE NON- C 
C CENTBAL CHISQUARE DISTRIBUTION. C 
C S - INPUT NONCENTRALITY PARAMETER. C 
C FT - INPUT DOUBLE PRECISION ARRAY OF DIMENSION C 
C 161 USED IN SUBROUTINE HTT. C 
C lA - INPUT ARRAY OF DIMENSION 161 USED IN C 
C SUBROUTINE RTT. C 
C RN - INPUT DOUBLE PRECISION ARRAY OF DIMENSION C 
C N USED IN SUBROUTINE RTT. C 
C HK - WORKSPACE OF DIMENSION 1. C 
C GGAMR - AN IMSL SUBROUTINE USED TO GENERATE N C 
C GAMMA RANDOM VARIATES. C 
C RTT - SUBROUTINE INTRODUCED IN CHAPTER II USED C 
C TO GENERATE STANDARD NORMAL RANDOM C 
C VARIATES. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCÇCCCCCCCC 
DIMENSION RV(N),R(ID),IA(161),NK(1) 
DOUBLE PRECISION DSEED,BN(N),FT(161) 
A=(DF-1)/2 
S=SQRT(S) 
CALL RTT (FT,IA,BN,N,DSEED) 
CALL GGAMR(DSEED,A,N,WK,RV) 
DO 10 1=1,N 
RV(I) = (SNGL(RN(I))+S)**2+RV(I)*2 
10 CONTINUE 
RETURN 
END 
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Appendix III.5 Algorithm APCHI2 for the generation of 
central chisquare random variates using 
the Wilson-Hilfery approximation 
SUBROUTINE APCHI2(DSEED,EV,RNFT,IA,DF) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C APCHI2 USES THE WILSON-HILFERTY APPEOXIMATION TO C 
C GENERATE CENTRAL CHISQUARE RANDOM VARIATES. C 
C C 
C D3EED - INPUT DOUBLE PRECISION SEED FOR THE C 
C GENERATOR. C 
C N - NUMBER OF NONCENTRAL CHISQUARE RANDOM C 
C VARIATES DESIRED. C 
C RV - OUTPUT ARRAY OF DIMENSION N OF THE C 
C CENTRAL CHISQUARE RANDOM VARIATES, C 
C DF - INPUT DEGREES OF FREEDOM FOB THE C 
C CENTRAL CHISQUARE DISTRIBUTION. C 
C FT - INPUT DOUBLE PRECISION ARRAY CP C 
C DIMENSION 161 USED IN SOUBRÔUTINE RTT. C 
C lA - INPUT ARRAY OF DIMENSION 161 USED C 
C IN SUBROUTINE RTT. C 
C RN - INPUT DOUBLE PRECISION ARRAY OF C 
Ç DIMENSION N USED IN SUBROUTINE RTT. C 
C RTT - SUBROUTINE INTRODUCED IN CHAPTER II C 
C USED TO GENERATE STANDARD NORMAL C 
C RANDOM VARIATES. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DOUBLE PRECISION RN(N),DSEED, FT (161) 
DIMENSION RV(N) ,IA (161) 
CALL %TT(FT,IA,RN,N,DSEED) 
DO 10 1=1,N 
RV(I)=DF*(SNGL(BN(I) ) *SQRT (2 ./9./DF)+2./9./N + 1. ) **3 
10 CONTINUE 
BETUEN 
END 
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Appendix IV.1. Subroutine APMRD for multinomial random 
variatcs generation 
SUBROUTINE APMED(P,K,Nl,N,Na,DSEED) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THIS SUBROUTINE USES AN APPROXIMATE MEDIAN METHOD TO C 
C GENERATE RANDOM VARIATES FROM THE MULTINOMIAL DISTRI- C 
C BUTION. C 
C P(K) -DISCRETE PROBABILITIES OF THE MULTINOMIAL C 
C DISTRIBUTION; C 
C K -NUMBER OF CLASSES IN THE DISTRIBUTION; C 
C N1 -INPUT SAMPLE SIZE FROM WHICH THE RANDOM C 
C VARIATES ARE TO BE GENERATED; C 
C M -NUMBER OP RANDOM VARIATES NEEDED; C 
C NR(N,K)-OUTPUT MULTINOMIAL RANDOM VARIATES; C 
C DSEED -INPUT INITIAL VALUE FOR THE RANDOM VARIATE C 
C GENERATORS, C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION P(K),NR(N,K),PI(K) 
COMMON P(K) 
CALL SORT(K) 
DO 100 J=1,N 
1 = 1 
15 NR(J,I)=RBIN0M(N1,P(I),DSEED) 
N1=N1-NR (J,I) 
1=1 + 1 
IF(I.LT.K.) THEN DO 
PS1=P{I-1) 
CALL CHANGE(I,P,PS1,K) 
GO TO 15 
ELSE DO 
NR(J,I)=N1 
END IF 
100 CONTINUE 
RETURN 
END 
SUBROUTINE CHANGE(NN,PP,P51,K) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C THIS SUBROUTINE CALCULATES THE REMAINING ADJUSTED PI'S C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION PP(K) 
DO 1 II=NN,K 
PP(II)=PP(II)/(1-PS1) 
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Appendix IV.1. (continued) 
1 CONTINOE 
RBTORN 
END 
FUNCTION EBINOM(NN,PP,KK) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THIS SUBfiOOTINE OSES HELLO'S SYMMETRIC BETA ESTIMATE C 
C PBOCBDORE TO APPROXIMATE A BINOMIAL RANDOM VARIATB C 
C PNOBa IS A NORMAL CDF ROUTINE C 
C GSHQF IS A NORMAL(0,1) RANDOM VARIATR GENERATOR C 
C GGUBFS IS A UNIFORM(0,1) RANDOM VARIATE GENERATOR C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
RBETA(A)=-.011663+1.023326*PNORM(GGNQF(DSEED)/ 
S0RT((4.*A-1.)/3.)) 
IBINOM=0 
N=NN 
P=PP 
1 IF(N.LT.15) GO TO 6 
2 IF(H0D(N,2) .EQ. 1) GO TO 3 
N=N-1 
IF(GGUBFS(DSEED).LE.P) IBINON=IBINOM+1 
3 N=N/2 
R=RBETA (FLOAT (N + 1)) 
IF (R. LE.P) GO TO 5 
4 P=P/R 
GO TO 1 
5 IBINOM=IBINOM+N+1 
P=(P-R)/(1.-R) 
GO TO 1 
6 IF(N.EQ.O) GO TO 8 
DO 7 1=1, N 
IF (GGUBFS (DSEED) .LE. P) IBIN0M=IBIN )M + 1 
7 CONTINUE 
8 RBINOM=TBINOM 
RETURN 
END 
SUBROUTINE SORT (N) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C c 
c THIS IS A SORTING SUBROUTINE USED TO SORT THE C 
C PROBABILITY CLASSES OF THE MULTINOMIAL DISTRIUBTION C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
COMMON P(K) 
M=N 
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Appendix IV. 1. (continued) 
20 M=M/2 
IF(H) 30,40, 30 
30 K=N-M 
J=1 
41 I=J 
49 1=I+M 
IP(P(I)-P(L)) 50,60,60 
50 B=P(I) 
P(I)=P(t) 
P(L)=B 
I=I-M 
IF(I-I) 60,49,49 
60 J=J+1 
If(J-K) 41,41,20 
40 RETORN 
END 
FONCTION PNOaM(X) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THIS IS A NOBHAl COMUIATIVE DISTRIBUTION FONCTION C 
C ROUTINE C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C=SQRT(-5) 
IP(X) 2,2,1 
1 PN0Rm=.5+.5*ERF(C*X) 
60 TO 10 
2 PNORM=.5+.5*BRF(-C*X) 
10 RETURN 
END 
113 
Appendix IV.2. Subroutine EXMED for multinomial random 
variates generation. 
SUBBOOTINE EXNED(P,K,N1,N,NR,DSEED) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
C THIS SOBBOUTINB USES ATI EXACT MEDIAN METHOD TO C 
C GENERATE RANDOM VARIATES FROM THE MULTINOMIAL DISTRI- C 
C BOTION. C 
C P(K) -DISCRETE PROBABILITIES OF THE MULTINOMIAL C 
C DISTRIBUTION; C 
C K -NUMBER OF CLASSES IN THE DISTRIBUTION; C 
C N1 -INPUT SAMPLE SIZE FROM HHICH THE RANDOM C 
C VARIATES ARE TO BE GENERATED; C 
C N -NUMBER OF RANDOM VARIATES NEEDED; C 
C NR(N,K)-OUTPUT MULTINOMIAL RANDOM VARIATES; C 
C DSEED -INPUT INITIAL VALUE FOR THE RANDOM VABIATE C 
C GENERATORS. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION P(K),NR(N,K),PI(K) 
COMMON P(K) 
CALL SORT(K) 
DO 100 J=1,N 
15 NB(J,I)=RBIN0H(N1,P(I),DSEED) 
N1=N1-NR(J,I) 
1=1 + 1 
IF(I.LT.K.) THEN DO 
PS1 = P(I-1) 
CALL CHANGE (I,P,PS1,K) 
GO TO 15 
ELSE DO 
Na(J,T)=Nl 
END IF 
100 CONTINUE 
RETURN 
END 
SUBROUTINE CHANGE(NN,PP,PS1,K) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC C c 
c THIS SUBROUTINE CALCULATES THE REMAINING ADJUSTED PI'S C 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
DIMENSION PP(K) 
DO 1 II=NN,K 
PP(II)=PP(II)/(1-PS1) 
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Appendix IV.2. (continued) 
1 CONTINUE 
RETORN 
END 
FUNCTION aBINOM(NN,PP,KK) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c THIS SUBROUTINE USES AN EXACT ALGORITHM TO CALCULATE C 
C A SYMMETRIC BETA VARIABLE. HENCE IT HILL GENERATE C 
C AN EXACT BINOMIAL RANDOM VARIATE C 
C PNORM IS A NORMAL CDF ROUTINE C 
C 66NQF IS A NORMAL(0,1) RANDOM VARIATE GENERATOR C 
C 6GUBFS IS A UNIFORM(0,1) RANDOM VARIATE GENERATOR C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
IBINOM=0 
N=NN 
P=PP 
1 IF(N.LT.15) GO TO 6 
2 IF(M0D(N,2).EQ.1) GO TO 3 
N=N-1 
IF(GGUBFS(DSBF.D) .LE.P) IBIN0M=IBIN0M+1 
3 N=N/2 
NM=N+1 
CALL BETAX(NM,KK,R) 
IF (R.LE.P) GO TO 5 
4 P=P/R 
GO TO 1 
5 IBIN0M=IBIN0M+N+1 
P=(P-R)/(1.-R) 
GO TO 1 
6 IF(N.EQ.O) GO TO 8 
DO 7 1=1,N 
IF(GGUBFS(DSEED).LE.P) IBIN0H=IBIN0M+1 
7 CONTINUE 
8 RBINOH=IBINOM 
RETURN 
END 
SUBROUTINE SORT(N) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C c 
c THIS IS A SORTING SUBROUTINE USED TO SORT THE C 
C PROBABILITY CLASSES OF THE MULTINOMIAL DISTRIUBTION C 
c ; C 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
COMMON P(K) 
M=N 
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Appendix IV.2. (continued) 
20 M=S/2 
IP (11) 30,40, 30 
30 K=N-M 
J=1 
m I=J 
49 i=i+a 
IF(P(I)-P(L)) 50,60,60 
50 B=P(I) 
P(I)=P(L) 
P(L)=B 
1=1-1! 
IF (1-1) 60,49,49 
60 J=J+1 
IF(J-K) 41,41,20 
40 BETI7BR 
END 
FONCTION PNOaM(X) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THIS IS K NORMAL COMOLATIVE DISTRIBUTION FUNCTION C 
C ROUTINE C 
C C 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
C=S0BT(.5) 
IP(X) 2,2,1 
1 PNORM=.5+.5*ERF(C*X) 
GO TO 10 
2 PN0RM=.5+.5*gRF(-C*X) 
10 RETURN 
END 
SUBROUTINE BETAX(N,DSPEP,X) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C c 
C THIS SUBROUTINE WILL GENERATE AN EXACT SYMMETRIC C 
C BETA VARIATE C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
A=N-1. 
T=S0RT(A*2.) 
1 S=GGNQF (DSEED) 
X = .5+S/(2*T) 
XF(X.LT.O..OR.X.GT. 1.) GOTO 1 
S4=S**4 
U^GGUBFS (DSEED) 
IF(U.LE. (1.-S4/(8*H-12))) RETURN 
IPfU.GE.(1.-S4/(8*N-8) + (S4/(8*N-8))**2/2)) GOTO 1 
I F ( A L 0 G ( U ) . G T . A * A L 0 G ( 4 * X * ( 1 . - X ) ) + S * * 2 / 2 )  G O T O  1  
RETURN 
END 
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âppendix IV.3. . Subroutine NORAPH foc multinomial random 
variates generation. 
SUBROUTINE N0EAPB(P,K,N1,N,NR,DSEED) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c C 
C THIS SOBROaTIME USES A CRUDE NORMAL APPROXIMATE C 
C RETROD TO GENERATE MULTINOMIAL RANDOM VARIATES C 
C P(K) -DISCRETE PROBABILITIES OF THE MULTINOMIAL C 
C DISTRIBUTION; C 
C K -NUMBER OF CLASSES IN THE DISTRIBUTION; C 
C N1 -INPUT SAMPLE SIZE PROM WHICH THE RANDOM C 
C VARIATES ARB TO BE GENERATED; C 
C N -NUMBER OF RANDOM VARIATES NEEDED; C 
C NR(N,K)-OUTPUT MULTINOMIAL RANDOM VARIATES; C 
C DSEED -INPUT INITIAL VALUE FOB THE RANDOM VARIATE C 
C GENERATORS. C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION P(K),NR(N,K> 
DO 100 J=1,N 
K1=K-1 
DO 50 1=1,K1 
MU=N1*P(I) 
SIG=SQRT(N1*P(I)*(1-P(I))) 
NR(J,I)=MU+GGNQF(DSEED)*SIG 
IF(NR(J,I) .GE.N1) THEN DO 
11=1+1 
NR(J,I)=N1 
DO 20 JJ=II,K 
NR(J,II)=0 
20 CONTINUE 
END IF 
N1 = N1-NR(J,I) 
IF(I.EQ.Kt) GO TO 50 
CALL CHANGE(I+1,P,P(I),K1) 
50 CONTINUE 
NR(J,K)=N1 
100 CONTINUE 
RETURN 
END 
SUBROUTINE CHANGE(NN,PP,PS1,K) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
c THIS SUBROUTINE CALCULATES THE REMAINING ADJUSTED PI'S C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION PP(R) 
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Appendix IV.3. (continued) 
DO 1 II=NN,K 
PP(II) =PP (II)/(1-PS1) 
1 CONTINUE 
BEÏUBN 
END 
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Appendix 7.1. Subroutine HïPI for the generation of 
hypergeonetric random variates 
SnBROUTINE HYP1(N,K,NS,IR,P,IA,P,IX,II,DSEED) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c C 
C THIS SUBROUITNE OSES AN ALIAS APPROACH TO GENERATE C 
C HYPERGEOPIETRIC RANDOM VARIATES C 
C N - INPUT POPULATION SIZE C 
C K - INPUT CLASS SIZE C 
C NS - INPUT SAMPLE SIZE C 
C la - THE MINIMUM OP K AND NS PLUS ONE C 
C F - WORKSPACE OF SIZE NS NEEDED FOB THE ALIAS TABLE C 
C IN DOUBLE PRECISION MODE C 
C lA - WORKSPACE OF SIZE NS NEEDED FOR THE ALIAS TABLE C 
C P - WORKSPACE OF SIZE NS NEEDED FOR THE ALIAS TABLE C 
C IN DOUBLE PRECISION MODE C 
C II - NUMBER OF RANDOM VARIATES DESIRED C 
C IX - OUTPUT VECTOR OF RANDOM VARIATES OF SIZE II C 
C DSEED - INPUT INITIAL VALUE IN DOUBLE PRECISION FOR THE C 
C UNIFORM RANDOM NUMBER GENERATOR C 
C GGUBFS- UNIFORM RANDOM NUMBER GENERATOR (0,1) C 
C c 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION lA(IR) 
DOUBLE PRECISION F(IR),P(IR),DSEED,PR,DN,DM,DK,DD,DC, 
* TP,DP 
K=HAXO(IS,K) 
M=MINO(IS,K) 
DN=DFLOAT(N) 
DH=DFLOAT(M) 
DK=DFLOAT(K) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C THIS. PORTION OF THE PROGRAM WILL GENERATE THE PROBABILITY C 
C DENSITIES OF THE HTPERGEOMETRIC DISTRIBUTION USING THE C 
C DENSITIES OF THE HIPERGEOMETRIC DISTRIBUTION USING THE C 
C RECURSIVE RELATIONSHIP OF C 
C P(X+1/N,M,K)=P(X/N,M,K)*(K-X)*(M-X)/(X+1)/(N-K-M+X+1) C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DD=DN-DK 
DC=DN 
PRsDLOG (DD)-DLOG (DC) 
MM=M-1 
DO 10 1=1,MM 
DD=DD-1.D0 
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Appendix V.1. (continaed) 
DC=DC-1.DO 
PH=PP.+DLOG (DD)-DLOG (DC) 
10 CONTINUE 
P{1)=:>EXP(PB) 
TP=0. DO 
DO 15 1=1,M 
P(I*1) =P (I) • (K-I + 1) * (M-I + 1)/I/(N-K-M*I) 
TP=TP+P(I) 
15 CONTINUE 
TP=TP+P(M + 1) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
C ADJUST FOB THE PROBABILITY DENSITIES WHEN SUM OF ALL C 
C THE PI'S DOES NOT EQUAL EXACTLY ONE C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
I=(N+1)*(K+1)/(N+2) 
DP=1. DO-TP 
IP(DP) 16,18,17 
16 P(I)=P(I)-DP 
GO TO 18 
17 P(I)=P(I) +DP 
18 CONTINUE 
CALL TABLE(P,F,IA,IR) 
19 CONTINUE 
DO 20 J=1,II 
U=GGUBFS(DSEED)*IB 
IU=IFIX(U)+1 
IF(U.GT.F(TU)) IU=IA(IU) 
IX(J)=IU-1 
60 CONTINUE 
BBTUBN 
END 
SUBROUTINE TABLE(E,F,IA,N) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C c 
c THIS SUBROUTINE OSES THE ALIAS ALGORITHM TO GENERATE THE C 
C CUTOFF TABLE AND THE ALIAS TABLE WHEN THE PROBABILITY C 
C DENSITIES OF SIZE N ARE INPUT C 
C c 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION IA(N) 
DOUBLE PRECISION R (N) , P (N) , XI, XN 
XN=N 
XI=1.D0/XN 
K=0 
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Appendix V.I. (continued) 
J=0 
JT=0 
KB=0 
DO 60 1=1,N 
IA(I)=0 
IP(B(I)-XI) 10,30,40 
10 IF(J.EQ.O) GO TO 20 
IA(J)=I 
J=I 
GO TO 60 
20 JB=I 
.7=1 
GO TO 60 
30 F(I) = 1.D0 
GO TO 60 
«10 IF(K.EQ.O) GO TO 50 
IA(K)=I 
K=I 
GO TO 60 
50 KB=r 
K=I 
60 CONTINOE 
70 IF(KB.EQ.O) GO TO 110 
K=KB 
KB=IA(K) 
F(K)=XN*B(K) 
IP(JT.EQ.J) GO TO 90 
ao IP{JB.EQ. 0) GO TO 110 
J — J B 
J3=IA(J) 
P(J)=XN*E(J) 
90 F (K)=P(K) •F(J) -1.D0 
IA(J)=K 
IF(F(K) .GB. l.DO) GO TO 80 
100 J-K 
JT=J 
GO TO 70 
110 DO 120 1=1,M 
F (I)=F(I)+1-1.00 
120 CONTINUE 
RBTUBN 
END 
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Appendix V.2. Subroutine HYP2 for the generation of 
hypergeometric random variates 
SOBBOHTINR HYP2(N,K,NS,II,IR,JJ,A,DSgED) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THIS SUBROUTINE USES k REJECTION METHOD TO GENERATE AN C 
C EXACT HYPERGEOMETRIC RANDOM VARIATE C 
C H - INPUT POPULATION SIZE C 
C K - INPUT CLASS SIZE C 
C NS - INPUT SAMPLE SIZE C 
C II - NUMBER OF RANDOM HYPERGEOMETRIC VARIATES DESIRED C 
C IK(I)- OUTPUT ARRAY OF HYPERGEOMETRIC RANDOM VARIATES C 
C A(JJ)- WORKSPACE OF SIZE JJ USED BY THE SUBROUTINE C 
C IN EXTENDED PRECISION MODE C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION IR(II) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
c CALCULATE THE CONSTANTS FOR THE ARRAY A (JJ) C 
C c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
DOUBLE PRECISION A(JJ),DSEED,B,C,?,G,KK 
NKNS=N-K-NS 
B=1.D0 
DO 10 1=2,K 
B-B/I 
IF(r.EQ-NKNS) C=B 
10 CONTINUE 
A(1)=C*B 
NS1=NS+1 
DO 20 1=2,NSI 
11=1-1 
A (I) =A(I1)*(K+I+1)/(N-K-NS+I) 
20 CONTINUE 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C CALCULATE THE CONSTANT KK C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
NK=N-K 
NKNS1=NKNS+1 
NNS1=N-NS+1 
F=1.D0 
DO 30 I=NKNS1,NK 
P=P*I 
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Appendix V.2. (continued) 
30 CONTINUE 
F=P/C 
G=1.D0 
DO (*0 I=NMS1,N 
G=G/I 
aO CONTINOE 
FK=FLOAT(K) 
FS=FLOAT(M) 
FHS=FLOAT (NS) 
KK=1.D0/B*F*G*(1.D0-FNS/FN) **NS 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THE GENERATION PROCEDURE C 
C RBIHOM IS A BINOMIAL RANDOM VARIATES GENERATOR C 
C GGOBFS IS A UNIFORM (0,1) RANDOM NUMBER GENERATOR C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
P=FK/FN 
DO 300 J=1,II 
100 IX=RBINOM(NS,P,DSEED) 
Y=GGUBFS(DSEED) 
IM=H+IX 
Z=XK*A(IX)/(FK/FN)**IX/(1.-FK/FNS) **IN 
IF(Y-Z) 200,200,100 
200 IR(J)=IX 
300 CONTINUE 
RETURN 
END 
FUNCTION RBINOM(NN,PP,DSEED) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
C THIS SUBROUTINE USES AN EXACT ALGORITHM TO CALCULATE C 
C A SYMMETRIC BETA VARIABLE. HEUCE IT WILL GENERATE C 
C AN EXACT BINOMIAL RANDOM VABIATE C 
C PNORM IS A NORMAL CDF ROUTINE C 
C GGNQF IS A NORMAL(0,1) RANDOM VARIATE GENERATOR C 
C GGUBFS IS A UNIFORM (0,1) RANDOM VABIATE GENERATOR C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DOUBLE PRECISION DSEED 
IBINOM=0 
N=NN 
P=PP 
1 IF(N.LT.15) GO TO 6 
2 IF(H0D(N,2)-EQ. 1) GO TO 3 
N=N-1 
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Appendix V.2. (continued) 
! 
IF(GGUBPS(DSEED).LE.P) IBIN0M=IBINQM+1 
3 N=N/2 
NM=N+1 
CALL BETAX(HH,DSEED,R) 
IF(H.LE.P) GO TO 5 
4 P=?/R 
GO TO 1 
5 IBIH0H=IBIN0H+N+1 
P=(P-R)/(1.-R) 
GO TO 1 
6 IF(N.EQ-O) GO TO B 
DO 7 1=1, N ' 
IF (GGUBFS(DSFED) .LE. P) IBIN0M=IBIN0M + 1 
7 CONTINUE 
8 RBINOM=IBINOM | 
RETURN 
B S D  
FUNCTION PNORH(X) 1 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c : c 
C THIS IS A NORMAL CUMULATIVE DISTRIBUTION FUNCTION ! C 
C ROUTINE ; C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCGCC 
C=SQRT(.5) 
IF(X) 2,2,1 
1 PN0aM=.5+.5*ERF(C*X) 
GO TO 10 : 
2 PNJRM=.5+.5*EEF(-C*X) 
10 RETURN 
END 
SUBROUTINE BETAX (N, DSEED, X) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C THIS SUBROUTINE WILL GENERATE AN EXACT SYMMETRIC C 
C BETA VARIATE C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DOUBLE PRECISION DSEED 
A=N-1. 
T=SQRT(A*2.) 
1 S=36NQF (DSEED) 
X=. 5+S/(2*T) 
IF(X.LT.O..OR,X.GT.1.) GO TO 1 
S4=S**4 
U=GGUBFS(DSEED) 
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Appendix V.2. (continued) 
IF(0.GE.(1.-S4/(8#R-A) + (S4/(8*N-8))**2/2)) GO TO 1 
IF(&LOG(0).GT.A*ALOG(4*X*(1.-X))+5**2/2) GOTO 1 
BBTDBN 
END 
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Appendix VI. 1. A portable extended precision random number 
generator with arbitrary period lengths 
SOBROnTIME RANDOM(IX,P10,NR,D,A,M,B,Q,E,P,X,Z,U,Oa) 
CCCCCCCCCCCCCCCCCCCCCCCÇCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
C THIS PROGRAH HILL GENERATE RANDOM NUMBERS BETWEEN 0 AND C 
C 1 WITH A SPECIFIED PERIOD AND MULTIPLIER. IT ALSO C 
C PROVIDES A FIXED POINT NUMBER OUTPUT WITHIN THE PERIOD C 
C LENGTH IN ARRAY FORM. USER SUPPLIES THE UPPER LIMIT OF C 
C THE ARRAY SIZES, U AND UU (2*U) AND THE BASE VALUE. C 
C THE NUMBER OF DIGITS D IN ONE WORD MUST BE EVEN AND C 
C LARGE ENOUGH TO HOLD 2*10**D-2. C 
C THE RANDOM NUMBER GENERATOR USED HERE IS THE CONVENTIONAL C 
C CONGRUENTIAL ALGORITHM USING THE RECURSIVE RELATIONSHIP C 
C IX (1 + 1) = IX(I)*A MOD M C 
C WHERE A IS THE MULTIPLIER AND M IS THE PERIOD LENGTH C 
C IX,P,M,BASE ARE TO BE INPUT IN ARRAY FORM. C 
C GLCI AND GLC2 HAVE TO BE DECIDED AND DECLARED GLOBALLY C 
C AFTER D HAS BEEN CHOSEN. C 
C C 
C GLCI - 10»»D C 
C GLC2 - 10**(D/2) C 
C R(U) - THE INITIAL IX INPUT AND ALSO THE OUPUT RANDOM C 
C NUMBER BETWEEN 0 AND M IN INTEGER ARRAY C 
C A(U) - THE MULTIPLIER IN INTEGER MODE C 
C M(U) - THE MODULUS (PERIOD LENGTH) IN INTEGER MODE C 
C X(DU)- WORK SPACE USED IN MULTIPLICATION IN INTEGER MODE C 
C Z(UU)- WORK SPACE USED IN MULTIPLICATION IN INTEGER MODE C 
C Q(D) - WORK SPACE USED IN DIVISION IN INTEGER MODE C 
C E(U) - WORK SPACE USED IN DIVISION CN INTEGER MODE C 
C F(U) - WORK SPACE USED IN DIVISION IN INTEGER MODE C 
C NR NUMBER OF RANDOM VARIATES DESIRED C 
C IX(NR,U) - OUTPUT RANDOM VECTOR IN INTEGER MODE C 
C FLO(NR) - OUTPUT RANDOM VECTOR BETWEEN 0 AND 1 C 
C c 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
INTEGER A(U),M(U),R(U),R(U),E(U),F(U),X(UU),Z(Un),D,UU 
• GLCI,GLC2,D, BASE,IX (NR,U) 
DOUBLE PRECISION PO,FLO(U),DFIX 
GLC1=10**D 
GLC2=10**(D/2) 
DO 500 J=1,NR 
BASE=1 
DO 10 1=1,D 
BASE=BASE*10 
10 CONTINUE 
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Appendix VI.1. (continued) 
PO=0.D0 
DO 20 1=1,NM 
II=N-I+3 
P0= (DFLOAT(M (II) ) •PO) •BASE 
20 CONTINDB 
PO=1.DO/(PO + M(2) 
CALL MULT (GLC1,GLC2,R,A,F,n,Ua,&30,X,Z) 
CALL HMB (GLCl,GLC2,F,M,g,R,E,P,X,Z,U,00,630) 
N=R(1)-1 
DFIX=0.D0 
DO 30 1=1,N 
II=N-I+3 
DFOX=(DFLOAT(R(II))*DFIX)*BASa 
30 CONTINOE 
DFIX=DFIX*R (2) 
fLQ(J)=DFIX*P 
DO 100 K=1,0 
IX(J,K)=E(K) 
100 CONTINUE 
500 CONTINUE 
GO TO 1000 
999 PRINT,'THE NUMBER IS TOO LARGE, TRY LARGER BASE* 
1000 BBTORN 
END 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCÇCCCCCCCCCCCCCCCCCCCC 
C C 
C THIS S03R00TINE PERFORMS THE EXTENDED PRECISION C 
C MULTIPLICATION C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCGCCCCCCCCCCCCCCCCCCCC 
SUBROUTINE HOLT (GLC1,GLC2,A,B,C,U,UU,•,H, E) 
INTEGER A(U) ,B(0) ,C (U) ,0,0U,H (OU) ,E(UO) 
N=ABS(A(1))+1 
M = ABS(B(1))+1 
K=N+M+1 
IF(N*M.EQ.O) THEN DO 
C(1)=0 
ELSE DO 
H(1)=0 
DO 200 1=2,N 
DO 100 J=2,M 
X1=A(I)/GLC2 
Y1=B(J)/3LC2 
X2=A(I)-X1*GLC2 
Y2=B(J)-Ï1*GLC2 
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Appendix VI.1. (continued) 
P=X1*Y1 
Q=X2»Y2 
P1=X1*Y2 
P2=P1/GLC2 
P1=P1-P2*G1C2 
01=X2*Y1 
Q2=Q1/GLC2 
Q1=Q1-02*GLC2 
Q3=Q/G1C2 
Q=0-Q3*GLC2 
Q3=Q3+PUQ1 
01=Q3/GLC2 
03=Q3-Q1*GLC2 
P=P+Q1+P2+Q2 
P4=I+J 
E(P4)=P 
E(P4-1)=Q + 03*G1C2 
E(1)=P4 
IP(P.EO.O) E(1)=P4-1 
Pl=P4-2 
DO 10 J=2,P1 
E(J)=0 
10 CONTINUE 
CALL ADDSS(GLC1,GLC2,H,E,H,K,&41) 
100 CONTINUE 
200 CONTINUE 
300 IP (H (1) .GT.a) HET0BN1 
C(1)=ISIGN(1,A(1))*ISIGN(1,B(1))*H(1) 
DO 400 J=2,H(1) 
C(J)=H(J) 
400 CONTINUE 
END IF 
RBTOBN 
END 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C THIS SUBROUTINE PEBFOBffS THE EXTENDED PRECISION DIVISION C 
C AND RETAINS ONLY THE BEMAINDEB C 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
SUBROUTINE RNB (GLC1,GLC2,A,B,Q,R,E,F,X,Z,U,UU,*) 
INTEGER A(0) ,B(U),Q(U),R(U),E(0),F(U) ,X(UU),Z(UU),U,UU 
N=ABS(A(I))+1 
M=ABS(B(1))+1 
ID=B(M) 
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Appendix VI.1- (continued) 
Q(1)=2 
MM=M-1 
J=a-M 
DO 100 1=1,J 
ITR=A (A ( 1)-1+2) »GLC1+A (A (1)-1+1) 
ITQ=ITR/ID 
Q(3)=ITR/GLC1 
Q(2)=ITQ-Q(3)*GLC1 
II=J-I 
E(1)=Mm+II 
I0=E(1)-MM+1 
DO 10 IJ=2,I0 
E (IJ) =0 
10 CONTINOE 
DO 20 IJ=I0+1,B(1) + 1 
E(IJ)=B(IJ-MM + 1) 
20 CONTINUE 
CALL N0LT(GLCl,GLC2,0,E,F,a,S36,X,Z) 
CALL SUB(SLC1,GLC2,A,F,R,U,636) 
WHILE (R(I).LE.O) DO 
DO 25 I=1,R(1)+1 
A(I)=R(I) 
25 CONTINUE 
CALL ADD (GLC1,GLC2,A,E,R,E,F,U,G36) 
END WHILE 
A(1)=R(1) 
DO 30 IJ=2,R(1) 
A (IJ)=R(lj) 
30 CONTINUE 
100 CONTINUE 
GO TO 1000 
999 RETURN1 
1000 RBTDRN 
END 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC C c 
C THIS SUBROUTINE PERFORMS THE EXTENDED PRECISION ADDITION C 
C OF THE SAME SIGN C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
SUBROUTINE ADDSS (GLC1,GLC2,A,B,C,U,*) 
INTEGER A(U) ,B(U) ,C(U) ,U,GLC1,GLC2 
LOGICAL S 
I=ABS(A(1))+1 
K= ABS (B(1))+1 
S=.FALSE. 
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Appendix VI.1. (continued) 
IP(I.GT.K) S=.TBOE. 
IF(S) THEM DO 
M=1 
IP3=K 
ELSE DO 
M=K 
IP3=I 
END I? 
IF(H.GT.O) RETUEHl 
H=0 
DO 10 J=2,IP3 
C(J) =N+A (J)4B(J) 
lF(C(a) .6E.GLC1) THEN DO 
C (J)=C(J)-GLCl 
N=1 
ELSE DO 
N=0 
END IF 
10 CONTINOE 
IF(S) THEN DO 
DO 20 J=IP3+1,M 
C(J) = N+A(J) 
IF(C(J) .GE.GLC1) THEN DO 
C(J)=C (J)-GLCl 
N= 1 
ELSE DO 
N=0 
END IF 
20 CONTINOE 
ELSE DO 
DO 30 J=IP3+l,a 
C(J)=N+B(J) 
IT(C(J) .GE.GLCl) THEN DO 
C(J)=C (J)-GLCl 
N=1 
ELSE DO 
N=0 
END IF 
30 CONTINDB 
END IF 
IF(I*K.EQ.O) THEN DO 
IF(S) THEN DO 
I=ISIGN(1,A(1)) 
ELSE DO 
I=ISIGN(1,B(1)) 
END IF 
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Appendix VI. 1. (continued) 
ELSE DO 
I=ISIGN(1,A(1)) 
END IF 
IF(M.EQ.1) THEN DO 
m=M+i 
IF(M.GT.D) RETOKNI 
C(H)=1 
C(1)=M*I 
ELSE DO 
C(1)=N*I 
END IF 
RETURN 
END 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c C 
C THIS SOBROOTINE PERFORMS THE EXTENDED PRECISION ADDITION C 
C OF THE OPPOSITE SIGN C 
C C 
CCCCCCCCCCGCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
SOBROOTINE ADDOS (GLC1,GLC2,A,B,C,F,G,0,*) 
INTEGER K(0),B(0),C(0),0,F(0),G(0),GLC1,GLC2 
I = ABS(A(1))+1 
K=ABS(B(1)y + 1 
M=0 
IF (I.GT.K) THEN DO 
ELSE DO 
IF(K.GT.I) THEN DO 
M=2 
ELSE DO 
J=I 
END IF 
END IF 
10 WHILE(M.EQ.O.AND.J.GT.O) DO 
IFCA(J).GT.B(J)) THEN DO 
M=1 
ELSE DO 
IF(B(J) .GT.A (J)) THEN DO 
M=2 
ELSE DO 
I —K—J""! 
J® J- 1 
END IF 
END IF 
END WHILE 
IF(M.EO.O) THEN DO 
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Appendix VI. 1. (contioaed) 
C(1)=0 
ELSE DO 
P=K 
IF(H.EQ. 1) P=I 
END IF 
IF(P.GT.O) BETU5N1 
IF(H.EQ.I) THEN DO 
DO 20 J=2,I 
F(J)=A(J) 
20 CONTINUE 
DO 30 J=2,K 
G(J)=B(J) 
30 CONTINOE 
DO 40 J=K+1,P 
G(J)=0 
ttO CONTINUE 
ELSE DO 
DO 50 J=2,I 
G(J)=A(J) 
50 CONTINUE 
DO 60 J=I=1,P 
G (J)=0 
60 CONTINUE 
DO 70 J=2,K 
F(J)=B(J) 
END IF 
DO 100 J=2,P 
IF(F(J) .LT.G(J) ) THEN DO 
F (J)=F (J) •GLC1 
G(J+1)=G(J+1)+1 
END IF 
C(J)=F(J)-G(J) 
100 CONTINUE 
WHILE (C (P) .EQ.O) DO 
P=P-1 
END WHILE 
C(1)=P 
IF( (H.EQ. 1. AND.A(I) .LT.O) .OR. (M.NE. 1. AND. A (l).GE.O) ) 
• C(1)=-P 
RETURN 
END 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
c THIS SUBROUTINE DECIDES WHETHER THE EXTENDED PRECISION C 
C ADDITION IS OP THE SAME OR THE OPPOSITE SIGN C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
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Appendix 71.1. (continued) 
SUBBOOTINE ADO (G1C1,GLC2,A,B,C,P,G,0,*) 
INTEGBE A(U),B(0),C(%),P(U),G(D),a 
IP(A(1)*B(1).LT.O) THEN DO 
CALL ADDOS(GLC1,GLC2,A,B,C,P,G,0,&8) 
ELSE DO 
CALL ADDSS(GLC1,GLC2,A,B,C,0,&8) 
TÎHD IF 
GO 10 1000 
999 RETURH1 
BETOBN 
END 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C C 
C THIS SUBBOOTINE PERFORMS THE EITENDED PRECISION C 
C SOBRACTION C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
SOBEOUTINE SOB (GLCl,GLC2,A,B,C,0,*) 
IBTEGBE A(D),B(0),C(0),0 
J=A(1)*B(1) 
IP(J.EO.O) THEN DO 
IF(A.EQ.O) THEN DO 
C(1)=-B(1) 
I=ABS(B(1))+1 
DO 10 J=2,I 
C(J)=B(J) 
10 CONTINUE 
ELSE DO 
C(1)=A(1) 
I=ABS(A(1) + 1 
DO 20 J=2,I 
C(J)=A(J) 
20 CONTINUE 
END IF 
ELSE DO 
IF(J.GT.O) THEN DO 
CALL ADD0S(GLC1,GLC2,A,B,C,U,S25) 
ELSE DO 
CALL ADDSS(GLC1,GLC2,A,B,C,U,B25) 
END IF 
END IF 
GO TO 1000 
999 RETURN 1 
RETURN 
END 
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Appendix VI.2. h simple numerical divide-and-correct 
example in multiple precision arithmetic 
Beginning; 
g(j) = a < 
therefore 
j = 2 
B b = 3 11 00 00 00 
g*(j) =1 23 
bm = 3 
12» = [123/3] 
= 41 
r* - g (2) - Jt •flJb 
= 123156789 - (41 ) • (100»«2) • (311 ) 
= -4053211 
Since q* < 0, therefore 
BJb is added to r* where B-^b =(100**2) *(311) 
we have 
r*(1) = r* • 3110000 
= -943211 
and 
Z* - 41-1 = 40 
2 
r*(2) = r*(1) • 3110000 
= 2166789 
and ^ 
*2 = 40-1 = 39/. 
How g(1) = 2 16 67 89 
Xi* = [216/3] 
^ - 72 
r* - 2166789 - (72) *(100**1)* (311) 
= -72411 
H D D  = 2  
B = 100 
a = 1 23 45 67 89 5 
k = 3 11.2 
X = V Y BJ 
(n=6) 
(m=3) 
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Appendix VI.2. (continued) 
C*(1) a r* + 31100 
= -41311 
and 
*1* = 72-1 = 71 
r»(2) - r*(1) • 31100 
= -10211 
aad ^ 
II* = 71-1 = 70 
r*(3) = r * { 2 )  • 31100 
= 20889 
and 
Xi* = 70-1 = 69/. 
Ilov g(0) = 2 08 89 
Xo* = [208/31 
= 69 
r» = 20889 - (69) *(100**0) *(311) 
= -570 
r*(1) = -570 + 311 
= -259 
and 
Xq* =69-1 = 68 
r*(2) = r»(1) • 311 
= 52 
and 
Xq* = 68-1 = 67/. 
Hence 
the quotient = 39 69 67 
and the remainder = 52. 
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