Abstract. In this paper we consider three-dimensional incompressible magnetohydrodynamics equations. By using interpolation inequalities in anisotropic Lebesgue space, we provide regularity criteria involving the velocity or alternatively involving the fractional derivative of velocity in one direction, which generalize some known results.
Introduction and main results
In this paper, we consider the three dimensional magnetohydrodynamics (MHD) equations:
in R 3 × (0, ∞),
where u = (u 1 , u 2 , u 3 ), b = (b 1 , b 2 , b 3 ) and p are velocity field, the magnetic field and the scalar pressure, respectively. The parameters ν > 0, η > 0 denote the kinematic viscosity and the magnetic diffusivity, respectively. The incompressible MHD equations describe the motion of an electrical conducting fluid in the presence of a magnetic field and have an important meaning in physics and other applied areas such as geophysics, astrophysics, and engineering problems (see [1] ).
The local well-posedness of the Cauchy problem (1.1) in the usual Sobolev spaces H s (R 3 ) was established in [2] for any given initial data (u 0 , b 0 ) ∈ H s (R 3 ), s ≥ 3. However, global regularity is still an open problem. There were numerous important progresses on its fundamental issue of the regularity for the weak solution to (1.1) (see [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ). We would like to mention that He and Xin [8, 9] realized that the velocity fields played a dominate role in the regularity of the solutions to 3D incompressible MHD equations, and established the global regularity of the strong solution involving only the velocity field for the first time.
Very recently, Jia and Zhou [16] established the global regularity criterion for (1.1) as follows: And in [17] , Lin and Du showed that the weak solution remains smooth on (0, T ] × R 3 if the derivatives of the velocity in one direction satisfy the condition
for some i = 1, 2, 3 and T > 0.
The purpose of this paper is to generalize the recent results in [16, 17] and establish two sufficient conditions for the global regularity of strong solutions to system (1.1). Our idea and proof framework of main results come from [18] [19] [20] , in which the authors established some important regularity criteria for the 3D Navier-Stokes equations. Before stating our main results, we introduce some basic functional spaces and the definitions of the weak and strong solutions.
We denote by L q and H m the usual L q -Lebesgue and Sobolev spaces, respectively. Set V = {φ : the 3D vector valued C ∞ 0 functions and ∇ · φ = 0}, which will compose the space of test functions. Let H and V be the closure spaces of V in L 2 under L 2 -topology, and in H 1 under H 1 -topology, respectively. A pair (u, b) of measurable functions is called a weak solution to (1.1) with (u 0 , b 0 ) ∈ H, provided that (u, b) satisfies the following three conditions:
, where V ′ is the dual space of V ; (2) the weak formulations of the MHD equations:
for every t and almost every t 0 .
In addition, if (u 0 , b 0 ) ∈ V , a weak solution is said to be a strong solution to (
Throughout the paper, we denote ∇ h = (∂ 1 , ∂ 2 ) and (i, j, k) belongs to permutation group S 3 :=span{1, 2, 3}. We also agree that
For simplicity, we assume ν = η = 1 throughout this paper. Denote
The main results in this paper are stated as follows.
Remark 1.1 When we fix p = α, compared with the sufficient condition (1.2) as stated in [16] , the condition (1.5) involves only the velocity fields.
As a corollary of Theorem 1.1, we can further obtain the following criterion in terms of the fractional derivative of velocity field in one direction.
3 with divu 0 = divb 0 = 0, and (u, b) be a weak solution of (1.1). Suppose that for some i ∈ {1, 2, 3},
(1.6)
Remark 1.2 If we take γ = 1, then the sufficient condition (1.6) naturally turn into condition (1.3). Thus condition (1.6) is a generalization of condition (1.3) as stated in [17] in terms of derivatives of the velocity fields in one direction.
Proof of main results
In this section, we give complete proofs of the results described in Section 1. To do this, we adopt the similar proof framework used in [18] [19] [20] . Firstly we recall the following inequalities which may be found in [21] [22] [23] (see also [20] ):
and
Proof of Theorem 1.1
Similar to the Navier-Stokes equation, the global existence of weak solutions to the MHD equations can be proved by applying Galerkin's method and compact argument, see [22] . It is also well known that there exists a unique strong solution for a short time interval if (u 0 , b 0 ) ∈ V . Furthermore, this strong solution is the only weak solution with the initial value (u 0 , b 0 ), on the maximal interval of existence of the strong solution. Let (u, b) be the strong solution with the initial value
, where [0, T * ) is the maximal interval of existence of the unique strong solution. When T * ≥ T , there is nothing to prove, while when T * < T , then our strategy is to show that the H 1 norm of this strong solution is bounded on [0, T * ), provided condition (1.5) or (1.6) holds. Thus the interval [0, T * ) can not be a maximal interval of existence, and this leads to a contradiction.
In the following we assume that (u, b) is the strong solution on its maximal interval of existence [0, T * ) satisfying T * < T . Recall that the strong solution is indeed the weak solution on [0, T * ). Therefore, by the energy inequality (
Without loss of generality, we consider the case
Next, let us show that the H 1 norm of the strong solution (u, b) is bounded on interval [0, T * ). We start with the estimates of
Taking the inner product of the first equation and second equations in (1.1) with −∆ h u and −∆ h b in H, respectively, we have
Attention is now focused on bounding these terms; we start with I 1 . By integration by parts and the incompressible conditions, one gets
where we have used
Similarly, we can estimate the terms I 2 , I 3 and I 4 as follows.
due to ∇ · b = 0. Similar to the estimate for I 1 , we have
Combining the above estimates with (2.3), it is clear that
Now we estimate K 1 and K 2 . Employing Lemma 2.1, we have that for (p,
Thus, by (2.8), Hölder's inequality and Young's inequality, it follows that
In a similar way, one has
Collecting the above two estimates, we have
Integrating in time and using Hölder's inequality lead to
where
(2.10)
Step 2. Estimates for ∇u L 2 and ∇b L 2 . Taking the inner product of the first and second equations in (1.1) with −∆u and −∆b, respectively, we have
In the following, we establish the bounds of J 1 -J 4 . For the first term J 1 , we have
Recalling (2.4), one gets
For J 12 , applying integration by parts and ∇ · u = 0 yield that
As a consequence,
Similarly, by (2.6), one gets
Thanks to (2.5), it holds that
Plugging the above estimates into (2.11) yields
We now estimate the terms H 1 -H 5 one by one. To estimate the first term H 1 , we apply Hölder's inequality and Young's inequality to derive
Similarly, one has
On the other hand, the following relation
derived from Lemma 2.1 together with Hölder's inequality ensures that
Thus, substituting the above estimates into (2.12), we get
Integrating in time and using Hölder's inequality, we have
Next, we establish the bound of Y (t).
where we have used (2.1) and (2.9) and G(t) is defined in (2.10). Substituting (2.10) into (2.14) and applying Hölder's inequality and Young's inequality again, we deduce
where we have used (2.1) again. Finally, by (2.13) and (2.15), we have
. Thus, Gronwall's inequality guarantees that 
Proof of Corollary 1.1
In this subsection, we will prove Corollary 1.1. Firstly, when γ ∈ [0, 1 α ), the desired result follows directly from the embedding theorem
, 1], our objective is to prove that
is a sufficient condition. It is easy to check that the integral term
dτ satisfies the condition of Theorem 1.1 with δ ∈ (2, ∞). By Lemma 2.1 and the interpolation theorem, we obtain that for δ ∈ [ Since the value of θ is independent of δ, it is clear that H(δ) is a strictly increasing function in terms of δ on interval [2, α] . This together with the fact H( and Theorem 1.1 gives the desired result of Corollary 1.1.
