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 MCMC METHOD FOR MARKOV MIXTURE SIMULTANEOUS-EQUATION
MODELS: A NOTE
I.  INTRODUCTION




t, t = 1,...,T, (1)
Pr(st = i | st−1 = k)=pik, i,k = 1,...,h, (2)
where s is an unobserved state, y is an n×1 vector of endogenous variables, x is an m×1
vector of exogenous and lagged endogenous variables, A0 is an n×n matrix of parameters,
A+ is an m×n matrix of parameters, T is a sample size, and h is the total number of states.
Denote the longest lag length in the system of equations (1) by ν . The vector of right-
hand variables, xt, is ordered from the n endogenous variables for the ﬁrst lag down to the
n variables for the last (ν th) lag with the last element of xt being the constant term.
For t = 1,...,T, denote
Yt = {y1,...,yt}.
We treat as given the initial lagged values of endogenous variables Y0 = {y1−ν ,...,y0}.
Structural disturbances are assumed to have the distribution:







where N(a,b) refers to the normal pdf with mean a and covariance matrix b and In is an
n×n identity matrix. Following Hamilton 1989 and Chib 1996, we impose no restrictions
on the transition matrix P =[pik].MARKOV SIMULTANEOUS EQUATIONS 2
The reduced-form system of equations implied by (1) is:
y 
t = x 
t B(st)+u 











In the reduced form (4)-(6), B(st) and ut(st) involve the structural parameters and shocks
across equations, making it impossible to distinguish regime shifts from one structural
equationto another. In contrast, thestructuralform(1)allowsone toidentifyeach structural
equation, such as the policy rule, for regime switches.
II. PRIOR RESTRICTIONS
II.1. Restrictions on time variation. If we let all parameters vary across states, it is rela-
tively straightforward to apply the existing methods of Chib 1996 and Sims and Zha 1998
to the model estimation because A0(st) and A+(st) in each given state can be estimated
independent of the parameters in other states. But with such an unrestricted form for the
time variation, if the system of equations is large or the lag length is long, the number of
free parameters in the model becomes impractically large. For a typical monthly model
with 13 lags and 6 endogenous variables, for example, the number of parameters in A+(st)
is of order 468 for each state. Given the post-war macroeconomic data, however, it is not
uncommon to have some states lasting for only a few years and thus the number of asso-
ciated observations is far less than 468. It is therefore essential to simplify the model by
restricting the degree of time variation in the model’s parameters. Such a restriction en-
tails complexity and difﬁculties that have not been dealt with in the simultaneous-equation
literature.


















If we place a prior distribution on D(st) that has mean zero, the speciﬁcation of S is consis-
tent with the reduced-formrandom walk feature implied by existing Bayesian VAR models
(Sims and Zha 1998). As can be seen from (4) and (7), this form of priortends to imply that
greater persistence (in the sense of a tighter concentration of the prior on the random walk)
is associated with smaller disturbance variances. This is reasonable, as it is consistent withMARKOV SIMULTANEOUS EQUATIONS 3
the idea that beliefs about the unconditional variance of the data are not highly correlated
with beliefs about the degree of persistence in the data.





¯ a0,j, ¯ dij, , ¯ cj Case I
¯ a0,jξ j(st), ¯ dij, ξ j(st), ¯ cjξ j(st) Case II
a0,j(st), ¯ dij, λ ij(st),cj(st) Case III
, (8)
where ξ j(st) is a scale factor for the jth structural equation, a0,j(st) is the jth column
of A0(st), dj(st) is the jth column of D(st), dij, (st) is the element of dj(st) for the ith
variable at the  th lag, the last element of dj(st), cj(st), is the constant term for equation j.
The parameter λ ij(st) changes with variables but does not vary across lags. The variability
across variables is necessary to allow long run (policy) responses to vary over time, while
the restrictionon thetime variationacross lags is essential topreventover-parameterization.
The bar symbol over a0,j, dij, , and cj means that these parameters are state-independent
(i.e., constant across time).
Case I represents a traditional constant-parameter VAR equation, which has been dealt
with extensively in the literature and thus will not be a focal discussion of this paper. Case
II represents a structural equation with time-varying disturbance variances only. Case III
represents a structural equation with time-varying coefﬁcients. 1
II.2. Identifying restrictions. It is well known that the model (1) would be unidentiﬁed
without further identifying restrictions. We follow the identiﬁed VAR literature and apply



































where bj and gj are the free parameters “squeezed” out of a j and dj by the linear restric-
tions, oj and rj are the numbers of the corresponding free parameters, columns of U j are
orthonormalvectors in the Euclidean space Rnh, and columns ofVj are orthonormalvectors
in Rmh.
1The reduced-form equation for Case III, however, has both time-varying coefﬁcients and heteroscedastic
disturbances. This fact reinforces the point that one should work directly on the structural form, not the
reduced-form, of the model.MARKOV SIMULTANEOUS EQUATIONS 4
The restricted form (9) - (10) encompasses many existing models. For example, the
restrictions imposed on the three-equation system of Taylor 1999 (one of the equations is
the widely-used Taylor rule) fall into this form where a0,j(1)=···= a0,j(h) and dj(1)=
···= dj(h) for all j’s. Similarly, the Rudebusch and Svensson 2002’s empirical model is of
the form with different lag structures imposed on differentequations, which is summarized
by (10).
II.3. Prior distributions. In additionto these identifyingrestrictions, we use the reference
prior on A0 and D in the existing literature. The prior distributions take the Gaussian form:
π (a0,j(k)) = N(0,H0j), k = 1,...,h, j = 1,...,n; (11)
π (dj(k)) = N(0,H+j), k = 1,...,h, j = 1,...,n. (12)
We follow Sims and Zha 1998 to incorporate into the model the n+1 “dummy observa-
tions” formed from the initial observations (Y0). These dummy observations, used as an
additional prior component, express widely-held beliefs in unit roots and cointegration in
macroeconomic series and play an indispensable role in improving out-of-sample forecast
performance. Let Yd be an (n+1)×n matrix of dummy observations on the left hand side
of system (1) and Xd be an (n+1)×m matrix of dummy observations on the right hand

























These results, combined with (9), (10), (11), and (12), lead to the prior distributions for the



















The priordistributionforξ j(k)is taken as π (ζ j(k))=Γ (α ζ ,β ζ )fork ∈{1,...,h}, where
ζ j(k) ≡ ξ 2
j (k) and Γ (·) denotes the standard gamma pdf with β ζ being a scale factor (not
an inverse scale factor as in the notation of some textbooks). The prior pdf for λ ij(k) is
N(0,σ 2
λ ) for k ∈{ 1,...,h}.MARKOV SIMULTANEOUS EQUATIONS 5
The prior of the transition matrix P takes a Dirichlet form as suggested by Chib 1996.
For the kth column of P, pk, the prior density is





where α ik > 0 for i = 1,...,h.
There are three steps in setting up a prior for pk. First, the prior mode of pik is chosen to
be υ ik such that ∑
h
i=1υ ik = 1. Let
υ zj= max{υ 1j,...,υ hj}.
In general, we set z = j or υ zj= υ jj, reﬂecting beliefs in the concentration on the diagonal
of P.
In the second step, choose the priorvariance of pzjto be ε zjsuch that is sufﬁcientlysmall
to have a real solution for α zj in the following third order polynomial
φ 3α 3
zj+φ 2α 2






φ 3 = ε zj(1+ψ zj)3,













φ 0 = ε zj(h−ψ zj)(h−ψ zj−1)2.
Given the prior modes {υ 1j,...,υ hj} and the solution α zj, the third step involves solving








 ς  
j
(h−1)×1





where α  
j is the (h−1)×1 subvector of α j without the zth element, B 
j is the (h−1)×(h−





1−υ 1j −υ 1j ... −υ 1j
υ 2j 1−υ 2j ... −υ 2j
. . .
. . . ... . . .





,MARKOV SIMULTANEOUS EQUATIONS 6
β  
j is the (h−1)×1subvector ofthe zth column of the above matrix withoutthe zth element,
and ς  










It can be veriﬁed that the values of all elements of α j constructed above imply
ε zj≥ Var(pkj), ∀k ∈{ 1,...,h}.
III. POSTERIOR ESTIMATE
As shown in Section II.3, the restricted parameters (through identiﬁcationand the degree
of time variation) are functions of the free parameters. We gather different groups of free
parameters as follows, with the understanding that we sometimes interchange the use of
free parameters and original (but restricted) parameters.





ζ j(k), j = 1,...,n, k = 1,...,h
 
, for Case II;
λ =
 
λ ij(k), i, j = 1,...,n, k = 1,...,h
 
, for Case III;
g =
 





bj, j = 1,...,n
 
;
θ = {p,γ ,g,b}.
The overall likelihoodfunction π (YT |θ )can be obtained by integrating over unobserved
states the conditional likelihood at each time t and by recursively multiplying these condi-
tional likelihood functions forward (Kim and Nelson 1999):






































[Pr(st | st−1)Pr(st−1 |Yt−1,θ )]. (18)MARKOV SIMULTANEOUS EQUATIONS 7
The probability Pr(st−1 | Yt−1,θ ) can be updated recursively. We begin by setting Pr(s0 |
Y0,θ )=Pr(s0)=1/h.F o r t = 1,...,T, the updating procedure involves the following
computation:
Pr(st |Yt,θ )=
π (yt |Yt−1,st,θ )Pr(st |Yt−1,θ )
∑
h
st=1[π (yt |Yt−1,st,θ )Pr(st |Yt−1,θ )]
. (19)
From the Bayes rule, the posterior distribution of θ conditional on the data is
π (θ |YT) ∝ π (θ )π (YT | θ ), (20)
where the prior π (θ ) is speciﬁed in Section II.3.
Inorderto avoidverylongstartupperiodsfortheMCMC sampler, itis importanttobegin
with at least an approximate estimate of the peak of the posterior density (20). Moreover,
such an estimate is used as a reference point in normalization to obtain likelihood-based
statistical inferences. Because the number of parameters is quite large for our models (over
500), we used an eclectic approach, combining the stochastic expectation-maximizing al-
gorithm with various optimization routines.
IV. INFERENCE
Our objective is to obtain the posterior distribution of functions of θ such as impulse re-
sponses, forecasts, historical decompositions, and long-run responses of policy. It involves
integrating over large dimensions many highly nonlinear functions. Because most of these
dimensions are related to unobserved states, there is no analytical solution for π (θ |YT), nor
is it possible to simulate from its distribution. One can, however, use a Gibbs sampler to
obtain the joint distribution π (θ ,ST |YT) where
St = {s0,s1,...,st}, ∀t ∈{ 1,...,T}.
The Gibbs sampler we propose here involves sampling alternatively from the following
conditional posterior distributions:
Pr(ST |YT, p,γ ,g,b),
π (p |YT,ST,γ ,g,b),
π (γ |YT,ST, p,g,b),
π (g |YT,ST, p,γ ,b),
π (b |YT,ST, p,γ ,g).
It has been shown in the literature that such a Gibbs sampling procedure produces the
uniquelimitingdistributionthatisthe posteriordistributionofST and θ (e.g., Geweke1999).MARKOV SIMULTANEOUS EQUATIONS 8
IV.1. Conditional posterior distribution of ST. Denote
St = {st,...,sT}, Yt = {yt,...,yT}, ∀t ∈{ 1,...,T}.
Paths of ST are simulated recursively backward from the last conditional posterior distri-
bution whose pdf is Pr(ST | YT, p,γ ,g,b) or Pr(ST | YT,θ ). To see how this recursion is
accomplished, observe that
Pr(ST |YT,θ )=Pr(sT |YT,θ )···Pr(st |YT,St+1,θ )···Pr(s0 |YT,S1,θ ); (21)
and
Pr(st |YT,St+1,θ ) ∝ Pr(st |Yt,θ )Pr(Yt+1,St+1 |Yt,st,θ )
∝ Pr(st |Yt,θ )Pr(st+1 | st,θ )Pr(Yt+1,St+2 |Yt,st,st+1,θ )
∝ Pr(st |Yt,θ )Pr(st+1 | st,θ ), (22)
because Pr(Yt+1,St+2 | Yt,st,st+1,θ ) is independent of st when st+1 is given. Relationship
(22) implies that
Pr(st |YT,St+1,θ )=
Pr(st |Yt,θ )Pr(st+1 | st,θ )
∑
h
st=1[Pr(st |Yt,θ )Pr(st+1 | st,θ )]
. (23)
The backward recursion begins by drawing the last state sT from Pr(sT|YT,θ ) according to
(19) and drawing st recursively given the path St+1 according to (23). It can be seen from
(21) that draws of ST this way come from Pr(ST|YT,θ ).
IV.2. Conditional posterior distribution of p. Given the path ST, the posterior distribu-
tion of p is reduced to the following distribution:
π (p | ST) ∝ Pr(ST | p)π (p).

















The resulting conditional posterior pdf is also of Dirichlet:
π (pk | ST)=D(α 1k +n1k,...,α hk+nhk), ∀k ∈{ 1,...,h}. (25)MARKOV SIMULTANEOUS EQUATIONS 9
IV.3. Conditional posterior distribution of γ , g,o rb. The likelihood function condi-
tional on ST and θ is




π (yt|Yt−1,st,θ ), (26)
where π (yt|Yt−1,st,θ )is given by (17). The joint posterior pdf of γ , g, and b conditional on
YT, ST, and theotherparametersis proportionaltothe conditionallikelihood(26)multiplied
by theGamma priordistributionof ζ , theGaussian priordistributionofλ , and theGaussian
prior distributions of g and b, speciﬁed by (13) and (14). This joint distribution involves
a large number of parameters and has an unrecognized analytical form that is impossible
to simulate accurately. In what follows, we derive the conditional posterior distribution of
each individual group of parameters from which random values of the parameters can be
accurately simulated. We begin with Case III and work backward to Case II.
IV.3.1. Additional Notation. The following notation, which will be repeatedly used for


































































































































¯ d1j,1 ··· ¯ d1j,ν
. . . ... . . .




where en,i is a standard unit vector of size n×1 with the ith element being 1 and 0n is an
n×n matrix of zeros. Let Tk be the total number of observations such that st = k. The











B1 0 ··· 0
0 B2 ··· 0
. . .






.MARKOV SIMULTANEOUS EQUATIONS 10


















































λ 1j(k) 0 ··· 0
0 λ 2j(k) ··· 0
. . .
. . . ... . . .






















  ¯ dj,1 =( Dj,1⊗In)ϒ λ j(k).
Withthis and somealgebraic work,one can showthat theconditionalposteriordistributions
of λ , g, and b have the following forms:
π (λ j(k) |YT,ST, ¯ dj,1,cj(k),a0,j(k)) = N(  λ j(k),   Ψ 4 j(k)), (27)
π (gj |YT,ST,λ j,bj)=N(  gj,   Ψ 6 j), (28)



















  λ j(k)=  Ψ 4 j(k)Ψ 3 j(k),
  Ψ −1





































Ψ 3 j(k)=ϒ   
D1, j⊗In
  
Ψ 1 j,1(k)a0,j(k)−Ψ 2 j,12cj(k)
 
,


















  gj =   Ψ 6 jV 
j Ψ 5 jbj,
  Ψ −1
6 j =V 
jdiag
  






+j,MARKOV SIMULTANEOUS EQUATIONS 11
Ψ 5 j = diag
  



























Ψ 7 j = diag
  





Except (29), one can generate random values directly from the other two conditional
posterior distributions (27) - (28). As for the conditional posterior density of b, we use the
Gibbs sampling idea of Waggoner and Zha 2003a to sample bj one at a time conditional
on bi for i  = j and the other parameters. Unlike constant-parameter simultaneous-equation
models, however, the posterior density of bj conditional on all the other parameters in
our case has no recognized form. We thus use a Metropolis algorithm with the following















j is a proposal draw and κ j,IV is a scale factor that can be adjusted to keep the
acceptance ratio optimal (e.g., between 25% and 40%).
IV.3.3. Case II. If the jth structural equation is Case II,2 λ ij(k) is equal to 1 for all i ∈
{1,...,n} and k ∈{1,...,h}. Thus, Λ j(k)=In and ∆ j(k)=Im ∀k ∈{ 1,...,h}. The condi-
tional posterior distributions of g and b have the same densities as (28) and (29) except the
terms Ψ 2 j(k), Ψ 1 j(k), and Ψ 0 j(k) are now replaced by






























The conditional posterior distribution of ζ j(k) has the following pdf






  ζ j(k)/2+1/β ζ
 
∝ ζ j(k)Tk/2+α ζ −1e
−
 





2Other equations may be Case III or II.MARKOV SIMULTANEOUS EQUATIONS 12
where



























  ¯ dj,
and ¯ dj =[¯ d 
j,1 ¯ cj] .
IV.3.4. Additional Case. There may be situations where one is willing to consider iden-
tifying restrictions for different lag structures across equations to reduce the number of
parameters while imposing no restrictions on the degree of time variation in a0,j(st) and
dj(st). With little modiﬁcation, the analytical results derived in the previous sections apply
to this case as well. Because such identifying restrictions are still in the form of (9) and
(10), it can be seen that the conditional posterior distributions of g j and b are the same as
(28) and (29), except ∆ j(k)=Im ∀k ∈{ 1,...,h} in the expressions for   Ψ −1
6 j and Ψ 5 j in
Section IV.3.2.
V. NORMALIZATION
To obtain accurate posterior distributions of functions of θ (such as long run responses
and historical decompositions), we must normalize both the signs of structural equations
and the labels of states; otherwise, the posterior distributions will be symmetric with mul-
tiple modes, making statistical inferences of interest meaningless. Such normalization is
also necessary to achieve efﬁciency in evaluating the marginal likelihood for model com-
parison.3 For both purposes, we normalize the signs of structural equations the same way.
Speciﬁcally, we use the Waggoner and Zha (2003b) normalization rule to determine the
column signs of A0(k) and A+(k) for any given k ∈{ 1,...,h}.
Two other normalizations, scale normalization on ζ j(k) and λ j(k) and label normaliza-
tion on the states, require additional treatment. The rule applied to inference is different
from that used for evaluating the marginal likelihood.
V.1. Error bands. We ﬁrstobtainthe posteriorestimate ofθ underthe restrictionsζ j(k)=
1 and λ j(k)=1h×1 forall j ∈{1,...,n}and k ∈{1,...,h}, where the notation1h×1 denotes
the h×1 vector of 1’s. Let ˆ ζ j(k) and ˆ λ j(k) be the posterior estimates of ζ j(k) and λ j(k).
3Note that the marginal data density is invariant to the way parameters are normalized, as long as the
Jacobian transformations of the parameters are taken into account explicitly.MARKOV SIMULTANEOUS EQUATIONS 13





i=1 ˆ ζ j(i)






i=1 ˆ λ 2
ij(i)
, ∀i, j ∈{ 1,...,n},i∈{ 1,...,h}, (33)
and adjust the other affected parameters accordingly. This normalization simply rescales
the posterior estimates and has no material consequences. But for statistical inference, the
normalization this way on each posterior draw of ζ j(k) and λ j(k) creates a better-behaved
normalized posterior distribution.
To continue this scale normalization, we simulate Markov chain Monte Carlo (MCMC)
draws of θ as detailed in Section IV with ζ j(k)=1 and λ j(k)=1h×1 for all j ∈{ 1,...,n}
and k ∈{ 1,...,h}. For each posterior draw of ζ jj(k2) and λ j(k1), we normalize these
random values in the manner of (32) and (33) and adjust accordingly the values of the other
affected parameters such as A0 and D.
To perform label normalization, compute ∑
T
t=1 P(st = k| ˆ θ ) for k = 1,...,h, where ˆ θ is
the posterior estimate of θ . Reorder the states so that state i corresponds to the state that
has the ith largest sum. We then label the simulated states from the posterior distribution as
follows. 4
(1) Let i = 1.
(2) For each MCMC draw of states ˜ st for all t = 1,...,T, permute the states such that
∑
t∈{t:˜ st=i}
P(st = i| ˆ θ ) ≥ ∑
t∈{t:˜ st=k}
P(st = i|ˆ θ ), k = 2,...,h.
(3) For i = 2,...,h−1, repeat the previous step successively.
The normalized draws of θ after rescaling and relabeling are used in constructing the error
bands of functions of θ for statistical inference. None of the normalized draws, however,
is used in the Gibbs sampling procedure for two reasons. First, it can be seen from (32)
and (33) that the scaling normalization leads to the change of the unnormalized prior to the
normalized prior that has an unrecognized pdf form (because of the complicated Jacobian
term). Second, if the labeling normalization involves a swap of, say, λ j(1) and λ j(k) for
k  = 1, one of the swapped priors will be the inverse of a normal prior distribution. In
4This label normalization requires the number of permutations only on the order of h 2 and thus is a
computationally efﬁcient way to approximate Wald normalization discussed by Hamilton, Waggoner, and
Zha 2003 or the normalization that maximizes the correlation of the time path of probabilities of drawn
states with the time path of posterior estimates of state probabilities. The latter two normalizations require
h! permutations. The normalization described here works well if there are a few enduring states. Otherwise,
one could obtain reduced-form residuals of some important variable such as the interest rate and normalize
the states from the smallest residual to the largest residual.MARKOV SIMULTANEOUS EQUATIONS 14
both situations, it is very inefﬁcient (if not impossible) to sample from the corresponding
normalized conditional posterior distribution at each Gibbs sampling step. Such problems
associated with explicit changes of prior pdfs do not exist for normalized draws because
the Jacobian terms are implicitly taken into account after the normalization.
V.2. Marginal data density. The marginal data density (or marginal likelihood) is invari-
ant to normalization. To see this point, let ρ be the normalized θ and note
π (YT)=
 
π (YT|θ )π θ (θ )dθ
=
 
π (YT|ρ )π θ (ρ )|∂θ /∂ρ |dρ
=
 
π (YT|ρ )π ρ (ρ )dρ .
(34)
Since ρ is simply a normalized version of θ , the likelihoods π (YT|θ ) and π (YT|ρ ) are the
same. One can compute the marginal data density through either θ or its normalized pa-
rameterization. Withoutnormalization, itwouldbe very inefﬁcienttocompute the marginal
data density because of the multi-mode nature of the unnormalized posterior distribution.
If one works with the normalizedparameterization, on the other hand, the implicit Jacobian
term |∂θ /∂ρ | may be difﬁcult or even impossible to derive analytically. We recommend
some, not all, normalizationin computing the marginal data density. Speciﬁcally, we simu-
late MCMC posterior draws of θ with ζ i(k)=1 and λ j(k)=1h×1 for all j ∈{1,...,n} and
k ∈{ 1,...,h}. For each posterior draw, we apply the label normalization for k > 1 only.
We do not perform the scaling normalization at all. Unlike Section V.1, the normalized
draw this way is used for the next Gibbs step. In this normalized Gibbs process, all priors
are the identical and no Jacobian terms are involved.
VI. MODEL FIT
To select a model that ﬁts best to the data, we need to estimate the marginal data density
π (YT) for each model and then compare the marginal data densities among different mod-
els. We apply both the modiﬁed harmonic mean method (MHM) of Gelfand and Dey 1994
and the method of Chib and Jeliazkov 2001. The MHM method is quite efﬁcient for most
models considered in this paper, but it may give unreliable estimates for some models
whose posterior distributions have multiple modes. In such a situation, we also use the
Chib and Jeliazkov to check the robustness of the estimate.
The method of Chib and Jeliazkov 2001 utilizes the following identity
π (YT)=
 
π (YT | θ )π (θ )dθ
=
π (YT | θ ∗)π (θ ∗)
π (θ ∗ |YT)
,MARKOV SIMULTANEOUS EQUATIONS 15
where θ ∗ can be any point in the support of the θ parameter space. The prior ordinate
π (θ ∗) is readily available by direct calculation. It is also straightforward to compute
the likelihood ordinate π (YT | θ ∗) using (16). The evaluation of the posterior ordinate
π (θ ∗ |YT) demands intensive computation because it involves reduced MCMC runs for
the following n+3 blocks of conditional probability densities











π (g∗ |YT,b∗)π (γ ∗ |YT,g∗,b∗)π (w∗ |YT,γ ∗,g∗,b∗).
(35)































































A choice of b∗
i proves less straightforward. Initially, we set b∗
i = ˆ bi. Because the joint
posterior distribution of b1,...,bn is highly non-Gaussian in simultaneous equation models
like this, the posterior estimate ˆ bi may turn out to be in the very low probability region of
the conditional or marginal distribution of bi, rendering ˆ bi to be a poor choice. To choose
an efﬁcient point, we perform an additional reduced Gibbs run to set b∗
i at the value of b 
iMARKOV SIMULTANEOUS EQUATIONS 16









For other posterior ordinates in (35), we use the method proposed by Chib 1995. Estima-
tionofπ (g∗ |YT,b∗)involvessimulatingrandomvaluesof{ST,g,γ , p}fromπ (ST,g,γ , p|YT,b∗).




j . Estimation of π (γ ∗ |YT,b∗,g∗) involves simulat-






is non-Gaussian for Case II, we generate several random draws of γ and set γ ∗ to be the






in our reduced Gibbs run.
Finally, π (p∗ |YT,b∗,g∗,γ ∗) is estimated with random values of {ST, p} simulated from

















The value of θ ∗ so chosen changes randomlyas the number of MC draws increases. This
feature safeguards our procedure from producing an erroneous evaluation of π (YT) likely
to occur with any ﬁxed value of θ that happens to be in the tail of one of the n conditional
posterior distributions in (35). The computational cost can be quite high for large models
with the non-Gaussian shape of the posterior distribution.
The modiﬁed harmonic mean (MHM) method of Gelfand and Dey 1994 seems to be
a more efﬁcient procedure, at least for the time-varying identiﬁed models studied here.
Denote the support of π (θ |YT) by Θ π . Let p(θ ) be a weighting function that must be a pdf





π (YT | θ )π (θ )
π (θ |YT)dθ . (36)
A numerical evaluation of the integral on the right hand side of (36) can be done through
the Monte Carlo integration





π (YT | θ (i))π (θ (i))
, (37)
where θ (i) is the ith draw of θ from the posterior distribution π (θ |YT). A popular choice
of p(θ ) is a truncated normal pdf (Geweke 1999), which turns out to be a poor choice for
our problems because each element of the parameter vector w in the transition matrix is
bounded between 0 and 1. To deal with this problem, we regroup the parameter vector θ
into twoblocks. The ﬁrst block, denoted by θ 1, contains all the parameters except w and the
second block consists of w only. Denote the supports for these two blocks of parameters byMARKOV SIMULTANEOUS EQUATIONS 17
Θ 1,π and Θ 2,π . Let ¯ θ 1,N1 and Ω 1,N1 be the sample posterior mean and the sample posterior
covariance matrix of θ 1 with N1 MCMC draws. For r ∈ (0,1), deﬁne
Θ N1,r =
 
θ 1 : (θ 1− ¯ θ 1,N1) Ω
−1




where n1 is the dimension of θ 1 and χ 2
r (n1) is the inverse of the chi-squared cdf with n1
















(θ 1− ¯ θ 1,N1) Ω
−1




Recall that the indicator function χ ()returns 1 when the statement in parentheses is true
and 0 otherwise. For Case II, since the parameter ζ jj(k2) is always greater than 0, the
support Θ N1,r is not contained in Θ 1,π . Following Geweke 1999, we redeﬁne the support
to be Θ N1,r ∩Θ 1,π and calculating a rescaling constant, denoted by qN1,r, for p 
1(θ 1). The
constant qN1,r can be approximately by the proportion of i.i.d. draws of θ 1 from (38) that
fall in Θ 1,π . This approximation is very accurate so long as qN1,r is not close to 0. The
weighting function for θ 1 is
p1(θ 1)=




Every parameter in the second block p is bounded between 0 and 1. If the weighting
function p2(w) were truncated-normal, the rescaling constant would be very close to 0.
Thus, we use a Dirichlet distribution as the weighting function of p j ∀j ∈{ 1,...,h} and
∀x ∈{ 1,2}. Let ¯ pij and V(pij) be the sample posterior mean and the sample posterior
variance of pijwith N2 MCMC draws. The weighting function p2(pj) is deﬁned as




¯ ¯ pij¯ pij if ¯ ¯ pij> 0
1i f ¯ ¯ pij< 0
,
¯ ¯ pij=
¯ pij(1− ¯ pij)
V(pij)
−1.
It can be shown that the mean and variance for p2(pj) are exactly equal to ¯ pijand V(pij).





p2(pj).MARKOV SIMULTANEOUS EQUATIONS 18
VII. CONCLUSION
This paper extends the existing MCMC simulation methods to a system of simultaneous
equations with hidden Markov chains. It overcomes analytical and computational difﬁcul-
ties that arise when one restricts the degree of time variation on the system. We derive
the probability density functions of conditional posterior distributions used for the MCMC
simulations and develope software that enables one to obtain the solution on a standard PC
desktop. Sims and Zha 2004 have applied this method to addressing various questions re-
garding monetary policy. Despite intensive computation needed to get reliable results, we
hope that further innovations in numerical methods and computer technology will make
our method easier for applied researchers to use.
REFERENCES
CHIB, S. (1995): “Marginal Likelihood from the Gibbs Output,” Journal of the American
Statistical Association, 90, 1313–1321.
(1996): “Calculating Posterior Distributionsand Model Estimates in Markov Mix-
ture Models,” Journal of Econometrics, 75, 79–97.
CHIB, S., AND I. JELIAZKOV (2001): “Marginal LikelihoodFromthe Metropolis-Hastings
Output,” Journal of the American Statistical Association, 96(453), 270–281.
GELFAND,A .E . ,AND D. K. DEY (1994): “Bayesian Model Choice: Asymptotics and
Exact Calculations,” Journal of the Royal Statistical Society (Series B), 56, 501–514.
GEWEKE, J. (1999): “Using Simulation Methods for Bayesian Econometric Models: In-
ference, Development, and Communication,” Econometric Reviews, 18(1), 1–73.
HAMILTON, J. D. (1989): “A New Approach to the Economic Analysis of Nonstationary
Time Series and the Business Cycle,” Econometrica, 57(2), 357–384.
HAMILTON, J. D., D. F. WAGGONER, AND T. ZHA (2003): “Normalization in Econo-
metrics,” Manuscript, University of California (San Diego) and Federal Reserve Bank of
Atlanta.
KIM, C.-J., AND C. R. NELSON (1999): State-Space Models with Regime Switching. MIT
Press, London, England and Cambridge, Massachusetts.
RUDEBUSCH, G. D., AND L. E. SVENSSON (2002): “Eurosystem monetary targeting:
lessons from U.S. data,” European Economic Review, 46(3), 417–442.
SIMS,C .A . ,AND T. ZHA (1998): “Bayesian Methods for Dynamic Multivariate Models,”
International Economic Review, 39(4), 949–968.
(2004): “Were There Regime Switches in US Monetary Policy?,” Manuscript,
Princeton University and Federal Reserve Bank of Atlanta.
TAYLOR, J. B. (1999): “The robustness and efﬁciency of monetary policy rules as guide-
lines for interest rate setting by the European Central Bank,” Journal of Monetary Eco-
nomics, 43, 655–679.MARKOV SIMULTANEOUS EQUATIONS 19
WAGGONER,D .F . ,AND T. ZHA (2003a): “A Gibbs Sampler for Structural Vector Autore-
gressions,” Journal of Economic Dynamics and Control, 28(2), 349–366.
(2003b): “Likelihood Preserving Normalization in Multiple Equation Models,”
Journal of Econometrics, 114(2), 329–347.
DEPARTMENT OF ECONOMICS,P RINCETON UNIVERSITY,FEDERAL RESERVE BANK OF ATLANTA
E-mail address: sims@princeton.edu, tzha@mindspring.com