. The authors applied their embedded pair to one-dimensional and two-dimensional problems in numerical experiments. However, the extended Runge-Kutta-Nyström type methods by Yang et al. are designed for one-dimensional perturbed oscillators or systems of perturbed oscillators with a diagonal and positive semidefinite matrix M and a function f(y). For multidimensional perturbed oscillators y 00 + My = f(y) with M 2 R mÂm , a symmetric positive semi-definite matrix, the order conditions of the extended RKN-type methods must be reanalyzed. In this paper, the order conditions for the multidimensional perturbed oscillators are stated and accordingly Fang et al.'s ERKN method of order five for systems of perturbed oscillators is reconsidered.
The numerical experiments of the fifth order ERKN method for multidimensional perturbed oscillators are accompanied in comparison with some existing well-known methods in the scientific literature. Ó 2011 Elsevier Inc. All rights reserved.
Introduction
Mathematical models of problems in science and engineering often involve one or more ordinary differential equations. Numerical methods of ordinary differential equations play the central role in a multitude of applications. In applied mathematics, mechanics, physics, astronomy, molecular biology and engineering, for modeling physical processes one often needs to integrate numerically second-order initial value problems of the form (PDE) into a set of coupled ordinary differential equations (ODEs) in time. Usually, m is large in that case. Early work in the scientific literature on the numerical integration of the system (1) were mostly concerned with the one-dimensional case y 00 ðtÞ þ x 2 yðtÞ ¼ f ðt; yðtÞÞ; t 2 ½t 0 ; T;
or with the case where the frequency matrix M ¼ x 2 I is a diagonal matrix. Via the B-series theory, new approaches to constructing RKN-type methods for perturbed oscillators (2) have become available and we refer the reader to [1] [2] [3] [4] [5] [6] . These ARKN methods (RKN methods adapted to perturbed oscillators (1)) modified the updates of the classical Runge-Kutta-Nyström (RKN) methods so that they can be able to integrate the unperturbed problem y 00 + x 2 y = 0 exactly. Taking into account the special structure of the Eq. (2) caused by the term x 2 y and reforming further the classical Runge-Kutta-Nyström (RKN) methods Yang et al. [7] proposed a new family of extended RKN (ERKN, in short notation) methods, which inherit the oscillatory feature of the unperturbed oscillators in both the internal stages and the updates. The pioneer work of ARKN methods from one-dimensional case to multidimensional case can be found in [8] , but is not satisfactory (see [6] in details). Afterwards Wu et al. successfully extended the ARKN methods from one-dimensional version to the multi-dimensional version [9, 10] . For systems of perturbed oscillators with a diagonal and positive semi-definite matrix M, Yang et al. [7] proposed ERKN methods, but multidimensional ERKN methods for the general system (1) must be reformulated and the order conditions need to be restated based on the B-series theory associated with the extended Nyström trees (EN-trees, in short notation) presented in [7] . This paper is organized as follows. For the misleading of multidimensional ERKN methods with matrix decomposition, we show the obstacles from one-dimension to multi-dimension using matrix-decomposition based on Yang et al.'s approach [7] in Section 2. In Section 3 we restated these ERKN methods and the corresponding order conditions for the multidimensional case. Section 4 is concerned with the implementation issues of the multidimensional ERKN methods for systems of perturbed oscillators (1) and a fifth order ERKN method for multidimensional perturbed oscillators (1) is considered with numerical experiments compared with some existing well-known methods in the scientific literature. Section 5 is devoted to conclusions.
Obstacles of multidimensional ERKN methods using matrix decomposition from one-dimension to multi-dimension
When M is diagonal with nonnegative entries in (1), namely, 
where v = hx. In (4), the coefficients a ij ðvÞ; b i ðvÞ, i, j = 1,. . . , s are even functions of v since the integrals in (4) are even functions of v, Now we turn to the numerical integration of multidimensional perturbed oscillators (1). In Yang et al.' ERKN methods (4), one may believe that using matrix-decomposition could extend M to symmetric positive semi-definite matrices easily. But, unfortunately, it is not true from the standpoint of scientific computing.
From the elementary theory of matrices, since M is symmetric positive semi-definite, there exist an orthogonal matrix P and a positive semi-definite diagonal matrix X so that M can be expressed as which is more expensive than f(y(t)) to calculate point by point and step by step as z(t) is changed with t.
Since matrix X is diagonal, ERKN methods in [7] can now be applied to the transformed system (5) straightforwardly and then give the following transformed scheme
It is true in pure mathematics that system (1) is equivalent to (5) . However, the common computational practice tells the fact that numerical mathematics is totally different from pure mathematics. It is clear and well-known that the equivalence in mathematical sense does not ensure the equivalence in numerical sense. Now let us show the following observations and analysis in detail.
in numerical computation means more computational cost must be required and at least extra double storage space in a digital computer must be charged heavily since at least two matrices M and P must be employed in the machine arithmetic besides X.
(ii) It should be pointed out that in actual computation both matrices P and X can be available approximately, consequently, the error propagation brought by the approximation must be estimated in advance. (iii) For calculating the vectors transformed zðtÞ ¼ PyðtÞ and Pf ðP T zÞ point by point in each step again more and more computational cost will be charged. It should be also noted that usually f is nonlinear, which is more expensive to evaluate than the linear part. (iv) The accuracy of decomposition M % P T X 2 P in actual computation depends on the condition numbers with respect to eigenvalues of matrix M. Especially, in ill-conditioned case the decomposition may be not reliable and lead to unfavorable problems. (v) For the special matrices M with structure (e.g., band matrix etc.), the transformation cannot make full use of the potential and possible properties offered by the structure, which may simplify and reduce the cost of evaluations and storage space.
Of course, formula (6) can also be denoted by y(t). To this end, however, a large number of additional matrix evaluations must be involved due to using the transformation. In fact, multiplying matrix P T in each step and denoting
in (7) . This means that in order to express the approximate solution in original variable y through the transformed scheme, the matrix W must be calculated by (8) . Undoubtedly, the evaluation matrix W is expensive so are / i ðhWÞ; b i ðhWÞ; b i ðhWÞ and a ij (hW). From the analyses stated above, it is very clear that the complexity for both running time and storage space in numerical computation brought by the equivalence in mathematical sense will lead to very serious problems and significant drawbacks. More exactly, the equivalence is at the cost of extra matrix-matrix computations and a large number of storage spaces in a computer. Moreover, extra error may be produced by using the matrix-decomposition. Therefore, the conclusion is that the transformation is expensive in computational complexity and the effective multidimensional ERKN methods for multidimensional perturbed oscillators (1) should be explored further.
Multidimensional ERKN methods for multidimensional perturbed oscillators (1)
In this section we consider the effective ERKN methods for the numerical integration of multidimensional perturbed oscillators (1) and the corresponding order conditions.
As mentioned in Section 1 the author of paper [8] was the first who attempted to extend ARKN methods in [1] from the scalar equations to the systems. But the order conditions in paper [8] are based on the one-dimensional theory. Likewise, the approach in Yang et al. [7] on the ERKN methods, the matrix M is only diagonal with nonnegative entries and the obstacles from onedimension to multi-dimension in terms of matrix-decomposition are shown in Section 2. The extension of neither the ARKN methods nor the ERKN methods to systems of perturbed oscillators can be straightforward. Using the B-series theory, the successful extension of ARKN methods from scalar equations to systems can be found in Wu el al. [9] and from the analysis in Section 2, multi-dimensional ERKN methods for multidimensional perturbed oscillators (1) should be restated as well.
Firstly, we define
Then we have the following results for the exact solution of the system (1) and its derivative. (1) and its derivative satisfy
ðt À nÞ/ 1 ððt À nÞ 2 MÞf ðnÞdn;
for t 0 , t 2 (À1, + 1), wheref ðnÞ ¼ f ðyðnÞÞ. In (10), the integral of a matrix function is understood as component wise. A proof of this theorem can be found in Wu el al. [9] . Consequently, if y(t n ) and y 0 (t n ) are prescribed, it follows from (10) that for arbitrary number l 2 R
where V = h 2 M. The change of variable n = t n + hz yields
Obviously, for achieving a numerical integrator for the system (1) the integrals in (12) are approximated with some higher order quadrature formulas. This results in ERKN schemes for the multidimensional perturbed oscillators (1). 
where
:
Traditionally, it is convenient to express the equations of (13) in block-matrix notation in terms of Kronecker products
where e = (1,1, . respectively. The trapezoidal discretization of the integrals in the formulas (12) with a fixed step size h yields the explicit scheme
For a theoretical analysis of formulas (15) and its application to oscillatory systems of differential equations, see Hairer and Lubich [11] . In practical computation, instead of applying the formulas (15) directly, we have the following schemes M for / 0 (V) and I m for / 1 (V). In what follows we will consider the order conditions for the multidimensional ERKN methods (13) based on the theory of extended Nyström trees (which we denote by EN-trees) in [7] adapted to the multidimensional perturbed oscillators (1). This generalization is feasible and the new theory is well-established provided every x 2 in the paper [7] is replaced by the matrix M and every v 2 there is replaced by the matrix V. In particular, all the definitions of the set of branches BT, the set of EN-trees T, the functions q(s) (the order of s), a(s) (the number of possible monotonic labellings of s) and c(s) (the signed density of s) are exactly the same as those in [7] . The elementary differential F and the vector UðsÞ ¼ ðU i ðsÞÞ s i¼1 of elementary weights for the internal stages have the same form as those in [7] . In order to understand the higher derivatives a 
where A q is a linear operator in the sense that A q V q ¼ A q ðV; . . . ; V |fflfflfflffl ffl{zfflfflfflffl ffl} q Þ (so are the other terms), then we have are satisfied simultaneously, where y(t n + h) and y 0 (t n + h) are the exact solution of (1) and its derivative at t n + h, respectively, and y n+1 and y 0 nþ1 are the one step numerical results obtained by the method from the exact starting values y n = y(t n ) and y 0 n ¼ y 0 ðt n Þ (the local assumptions). Therefore the formulas (15) and (16) are both of order two. The matrix-valued functions / 0 (M) and / 1 (M) are defined by (9) and next we need to define
Then the asymptotic expansions of the true solution to the problem (1) and its derivative in powers of h are given, respectively, by On the other hand, a direct application of the second equation in (17) of Theorem 3.2 gives the expansions of the numerical solution as
Then we have the following results of order conditions (for a detailed analysis the reader is referred to [12] ). 
where s is the EN-tree associated with an elementary F ðsÞðy n ; y 0 n Þ of the function f(y, y 0 ) at ðy n ; y 0 n Þ.
Moreover, we have 
where s is the EN-tree associated with an elementary differential F ðsÞðy n ; y 0 n Þ of the function f(y, y 0 ) at ðy n ; y 0 n Þ. The necessity follows from the independence of EN-trees.
Implementation issues of ERKN methods and numerical experiments
Let us turn to the implementation issues of the multidimensional ERKN methods (13) for multidimensional perturbed oscillators (1). In the implementation of an ERKN method (13) of order p for the multidimensional perturbed oscillators (1), in order to avoid the direct evaluations of the functions / 0 (V) and / 1 (V), some modifications to the standard formulae should be made. Instead of calculating the functions / 0 (V) and / 1 (V) some Taylor polynomials P 0 and P 1 of / 0 (V) and / 1 (V) be employed, respectively, where P 0 and P 1 satisfy
with V = h 2 M and q P p (see [8] ). The weight functions b i (V) and b i ðVÞ should also be replaced by some appropriate orders of truncations of their Taylor series.
In this section, in order to show the implementation issues of an ERKN method for multidimensional perturbed oscillators we use two model problems whose solutions are known to be oscillatory. The integrators we select for comparison are:
MERKN5: the four-stage explicit modified ERKN5 method [13, 14] of order five defined by
where the b i and b i are obtained by taking
It is verified that the method MERKN5 is of order five. ARKN3s4: the three-stage ARKN method ARKN4:8(b) of order four given in [8] . SRKN3s4: the three-stage symplectic Runge-Kutta-Nyström method of order four given in [15] . RKN4:5: the fourth-order RKN method given in [16] . RKN4:6: another fourth-order RKN method given in [16] .
For each experiment, we will display the efficiency curves: accuracy versus the computational cost measured by the number of function evaluations required by each method. Problem 1. Consider the wave equation (see [8] )
x; uÞ; 0 < x < 1; t > 0; uð0; tÞ ¼ 0; uð1; tÞ ¼ 0; uðx; 0Þ ¼ aðxÞ; u t ðx; 0Þ ¼ 0; Here the initial and Dirichlet boundary conditions are chosen in such a way that the exact solution is given by u(x, t) = a(x)cos(10 t), and the problem represents a vibrating string with speed 10. In order to solve this problem, we carry out a semi-discretization on the spatial variable by using second-order symmetric differences and obtain the following system of second-order ODEs in time
( where Dx = 1/N is the spatial mesh step, x i = iDx and u i (t) % u(x i , t), i = 1,. . . , N À 1. This semi-discrete oscillatory system can be cast into the form where U(t) denotes the (N À 1)-dimensional vector with entries u i (t),
which is a positive definite matrix with (N À 1) different eigenvalues, and Fðt; UÞ ¼ ðf ðt; x 1 ; u 1 Þ; . . . ; f ðt; x NÀ1 ; u NÀ1 ÞÞ T :
The system is integrated on the interval t 2 [0, 100] with N = 20 and the integration steps h = 0.1/2 j , j = 1,. . . , 4. The numerical results are presented in Fig. 1 .
Problem 2. Consider the sine-Gordon equation with periodic boundary conditions (see [8] )
@x 2 À sin u; À1 < x < 1; t > 0; uðÀ1; tÞ ¼ uð1; tÞ:
( We carry out a semi-discretization on the spatial variable by using second-order symmetric differences and obtain the following system of second-order ODEs in time
where Following the paper [8] , we take the initial conditions as 
Conclusions
We analyze and show the obstacles of multidimensional ERKN methods from using matrix decomposition based on Yang et al.' ERKN methods [7] . We restate the ERKN methods for multidimensional perturbed oscillators (1) by means of the integral equations (10) . Unlike the methods proposed by Garcí a et al. [16] , the multidimensional ERKN methods (13) also share the favorable property that they integrate exactly the multidimensional unperturbed oscillators y 00 þ My ¼ 0 and the coefficients in both the internal stages and the updates depend on the matrix of principal frequencies. In particular, for multidimensional perturbed oscillators (1) the internal stages Y i of a multidimensional ERKN method equal the exact solution y(t) at t = t n + c i h, i = 1,. . . , s respectively. Using the B-series theory associated with the extended Nyström trees developed by Yang et al. [7] , the order conditions for multidimensional ERKN methods are restated. These order conditions have a similar form to those for the classical RKN methods after introducing the matrix /-functions defined by (9) and (19), which are a natural generalization of the G-functions used in González et al. [17] . The numerical experiments accompanied show the effectiveness of the new MERKN5 methods compared with the classical symplectic RKN methods and the multidimensional ARKN methods when applied to multidimensional perturbed oscillators (1).
