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Re´sume´ : Dans beaucoup d’applications il est utile de repre´senter une grande
quantite´ de donne´es en les regroupant en une hie´rarchie de classes de´crites a`
un niveau d’abstraction ade´quat. La repre´sentation ge´ne´rique que nous utilisons
ici est un treillis de Galois, i.e. un treillis correspondant au partitionnement des
termes d’un langage de repre´sentation en classes d’e´quivalence relativement a`
leur extension (l’extension d’un terme est la partie d’un ensemble d’instances qui
satisfait ce terme). L’avantage d’une telle structure est qu’elle repre´sente exhaus-
tivement l’ensemble des concepts qui peuvent eˆtre distingue´s en fonction de leur
extension. Son principal de´savantage est sa taille qui peut eˆtre tre`s grande dans
le cas d’applications re´elles. Nous proposons ici de re´duire la taille du treillis,
simplifiant ainsi la repre´sentation des donne´es, tout en conservant sa structure
formelle de treillis de Galois et son exhaustivite´. Pour cela nous utilisons une par-
tition pre´liminaire des donne´es correspondant a` l’association d’un type a` chaque
instance. En rede´finissant la notion d’extension d’un terme de manie`re a` tenir
compte, a` un certain degre´ α, de cette partition, nous aboutissons a` des treillis de
Galois particuliers appele´s treillis de Galois Alpha.
Mots-cle´s : Regroupement conceptuel,Treillis de Galois
1 Introduction
Dans beaucoup d’applications il devient primordial d’aider interactivement un utili-
sateur a` acce`der a` une grande quantite´ de donne´es. Une manie`re de proce´der consiste a`
regrouper les instances en classes, elle-meˆmes organise´es en une hie´rarchie, et de´crites
a` un niveau d’abstraction ade´quat. La repre´sentation de de´part que nous utilisons ici
est un treillis de concepts. Dans un tel treillis chaque noeud correspond a` une classe
repre´sente´e par son extension (les instances de la classe) et son intention (les proprie´te´s
communes a` la classe exprime´es comme un terme d’un langage de classes). Le treillis
de concepts constitue une repre´sentation exhaustive des concepts sous-jacents a` l’en-
semble des instances : tout sous-ensemble des instances constituant l’extension d’un
terme du langage est associe´ a` un et un seul noeud du treillis. Son principal de´savantage
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est sa taille qui peut eˆtre tres grande dans le cas d’applications re´elles. Plusieurs tech-
niques ont e´te´ propose´es pour re´duire la taille du treillis en e´liminant une partie de
ses noeuds (e.g. (Hereth et al., 2000)). En particulier un treillis de concepts fre´quents
(Waiyamai & Lakhal, 2000) repre´sente la partie supe´rieure d’un treillis de concepts :
seuls les noeuds dont l’extension est suffisament grande (relativement a` un seuil) sont
repre´sente´s. Dans l’approche pre´sente´e ici nous controˆlons le nombre de noeuds du
treillis en tenant compte, dans une certaine mesure associe´e a` un degre´ α, d’une par-
tition a priori des donne´es. Cette partition est constitue´e d’un ensemble de classes de
base : chaque classe est associe´e a` un type de base : celui des instances qui la consti-
tuent. Ainsi dans un jeu de donne´es concernant le catalogue e´lectronique de produits
informatiques C/Net (http ://www.cnet.com), il y a 59 types de base diffe´rents (e.g.
Laptops, Harddrive, NetworkStorage) pour 2274 instances. Les classes de base sont
alors utilise´es pour ajouter un crite`re de fre´quence locale a` la notion d’extension de la
manie`re suivante : une instance i appartient a` extα(T ) (laα-extension d’un terme T du
langage de classes), lorsque, d ’une part, elle appartient a` l’extension de T , ext(T ), (i.e.
i a toutes les proprie´te´s qu’exprime T ), et d’autre part, au moins α % des instances de la
classe de base de i appartiennent aussi a` ext(T ). Cette nouvelle notion d’α-extension
induit de nouveaux treillis de concepts, plus flexibles, qui ont formellement la structure
de treillis de Galois, et que nous appelons ici treillis de Galois Alpha ou plus simple-
ment treillis Alpha. Pour en revenir a` l’exemple du catalogue electronique, conside´rons
un treillis de concepts fre´quents. La proprie´te´ ”support” n’apparaıˆt dans aucun noeud
car elle n’est pas globalement fre´quente (13 produits sur 2274). Dans un treillis Alpha
(avec α plus petit que 92) la proprie´te´ ”support” apparaıˆt dans au moins un terme, car
dans la classe de base HardDrives 92 % des instances sont vendues avec un ”sup-
port”. Autrement dit le treillis de Galois Alpha introduit une notion de fre´quence locale
qui permet de faire apparaıˆtre dans le treillis des proprie´te´s qui ne sont fre´quentes que
dans certaines classes de base.
Nous montrons que pour un meˆme langage et un meˆme ensemble d’instances, le treillis
de Galois Alpha est plus grossier que le treillis de concepts : les noeuds du treillis de
Galois Alpha constituent un sous-ensemble des noeuds du treillis de concepts. Nous
montrons e´galement que les valeurs de α de´finissent un ordre total sur les treillis de
Galois Alpha : le treillis de Galois Alpha induit par extα1 est plus grossier que celui
induit par extα2 si α1 ≥ α2. Cet ordre total permet en particulier de faire des ”zooms”
successifs sur les treillis de Galois Alpha permettant ainsi de controˆler la taille du treillis
et de tenir compte a` la fois des limitations de l’utilisateur (ce qu’il peut appre´hender)
et de ses de´sirs (ce qui l’interesse). L’ide´e est de construire dans un premier temps un
treillis grossier (avec ext100) puis de raffiner une partie de ce treillis, de´limite´e par deux
noeuds (ascendant/descendant), en faisant de´croıˆtre la valeur de α. Une telle strate´gie
de zoom/raffinement successifs est imple´mente´e dans le syste`me ZooM (Pernelle et al.,
2002) de´die´ a` la re´pre´sentation de donne´es par des treillis a` diffe´rents niveaux d’abs-
traction.
Le cadre ge´ne´ral des treillis de Galois est donne´ en section 2. En section 3 nous pre´sentons,
et illustrons sur un exemple simple, les treillis de Galois Alpha. La section 4 presente
des expe´riences, mene´es sur les donne´es de C/net, qui mettent l’accent sur la robus-
tesse de cette repre´sentation en particulier en pre´sence de donne´es exceptionnelles re-
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lativement a` leur classe de base (avec des valeurs de α proches de 0 ou de 100). La
section 5 traite d’abord des re`gles d’implications particulie`res associe´es aux treillis de
Galois Alpha, puis de la comparaison du point de vue ensembliste associe´ a` la notion
d’ α-extension avec celui de la the´orie des ensembles ”rugueux” (rough sets). Enfin la
conclusion relie ce travail a` d’autres travaux sur les treillis de concepts et trace quelques
perspectives de recherche.
2 Pre´liminaires et de´finitions
Les principales de´finitions, preuves et re´sultats concernant les correspondances et
treillis de Galois sont pre´sente´es entre autres dans (Birkhoff, 1973). D’autres re´sultats
sur les treillis de Galois rede´finis dans le champ de l’Analyse Formelle de Concepts
apparaissent dans (Ganter & Wille, 1999) et, dans le cadre de l’Analyse des Objets
Symboliques, dans (Bock & Diday, 2000). Nous utilisons ici une pre´sentation plus large
que celle de (Ganter & Wille, 1999) dans la mesure ou` nous ferons varier par la suite la
notion d’extension. Dans la suite du papier nous appelons treillis de Galois la structure
formelle que nous de´finissons ci-dessous et re´servons le terme treillis de concepts aux
treillis de Galois pre´sente´s dans (Ganter & Wille, 1999).
De´finition 1 (Ensembles ordonne´s et treillis)
Un ensemble ordonne´ est un couple (M,≤) ou` M est un ensemble et ≤ une relation
d’ordre (reflexive, antisyme´trique et transitive) sur M. Un ensemble ordonnne´ (M,≤)
est un treillis ssi pour tout couple d’e´le´ments (x,y) de M il existe un plus petit majorant
(ou supremum) x ∨ y, et un plus grand minorant (ou infimum) x ∧ y
De´finition 2 (Correspondance de Galois )
Soient m1 : P → Q et m2 : Q → P des fonctions de´finies sur deux ensembles ordonne´s
(P,≤P ) et (Q,≤Q). (m1,m2) est une correspondance de Galois si pour tout p, p1, p2 de
P et pour tout q, q1, q2 de Q :
C1- p1 ≤P p2 ⇒ m1(p2)≤Q m1(p1)
C2- q1 ≤Q q2 ⇒ m2(q2)≤P m2(q1)
C3- p ≤P m2(m1(p)) et q ≤Q m1(m2(q))
L’exemple ci-dessous sera utilise´ pour illustrer les diffe´rentes notions presente´es en
section 2 et 3.
Exemple 1
Les deux ensembles ordonne´s sont (L,) et (P(I), ⊆) :
- L est un langage dont un terme est un sous-ensemble d’un ensemble d’attribut A =
{t1, t2, t3,a3,a4,a5,a6,a7,a8}. Ici c1  c2 signifie que le terme c1 est moins spe´cifique
que le terme c2 (par exemple, {a3,a4}  {a3,a4,a6}),
- I est un ensemble d’individus = {i1,i2,i3,i4,i5, i6,i7,i8}.
Soient int et ext deux fonctions telles que :
int : P(I)→L et ext : L→ P(I) avec :
int(e1) = ensemble des attributs communs a` tous les individus de e1
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ext(c1) = {i ∈ I tels que i isa c1} ou` isa est l’appartenance usuelle d’un individu a` un
terme. ext(c1) est donc l’ensemble des individus qui ont tous les attributs de c1.
L’exemple 1 est de´crit en Figure 1 : chaque ligne i repre´sente l’ intention int({i}) d’un
individu de I et chaque colonne j repre´sente l’ extension ext({j}) d’un attribut de A.
int et ext forment une correspondance de Galois sur L et P(I),
FIG. 1 – Exemple 1. Tab(i, j) = 1 si le jeme attribut appartient au ieme individu.
Nous rappelons ci-dessous la de´finition d’un ope´rateur de fermeture
De´finition 3 (Fermeture)
w est un ope´rateur de fermeture sur un ensemble ordonne´ (M,≤) ssi pour tout couple
(x,y) d’e´le´ments de M on a :
- x ≤ w(x) (extensivite´)
- Si x ≤ y alors w(x) ≤ w(y) (monotonie)
- w(x) = w(w(x)) (idempotence)
Un e´lement de M tel que x=w(x) est appele´ un terme ferme´ de M relativement a` w.
Dans une correspondance de Galois, m1 ◦ m2 et m2 ◦ m1 sont des ope´rateurs de
fermeture pour P et Q.
Example : Dans l’exemple 1, ext({a4}) = {i1, i3, i4}, int({i1, i3, i4}) = {a4, a6}.
Le terme {a4, a6} est ferme´ car int(ext({a4}) = {a4, a6}.
De´finition 4 (Treillis de Galois)
Soient m1 : P → Q et m2 : Q → P deux fonctions de´finies sur les treillis (P,≤P ) et
(Q,≤Q), telles que (m1,m2) est une correspondance de Galois.
Soit G={ (p,q), ou` p est un e´le´ment de P et q un e´le´ment de Q, tels que p=m2(q) et q =
m1(p)}
Soit ≤ la relation de´finie par : (p1,q1)≤ (p2,q2) ssi q1 ≤Q q2.
(G,≤) est un treillis appele´ treillis de Galois. Nous utiliserons si ne´cessaire la notation
comple`te G(P,m1, Q,m2).
Exemple : Dans l’exemple 1, G={(c,e) ou` c appartient a` L, et e appartient a` P(I)
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et tels que e=ext(c) et c=int(e)}. (G, ≤) est un treillis de Galois avec ≤ de´finie par :
(c,e) ≤ (c’,e’) ssi e ⊆ e’ (ce qui est en fait e´quivalent a` c  c’). Le treillis de Galois
correspondant a` l’exemple 1 est presente´ Figure 2.
FIG. 2 – Le treillis de Galois correspondant a` l’exemple 1.
Remarquons qu’un noeud d’un treillis de Galois est un couple d’e´le´ments ferme´s de
P et Q. De plus les fonctions m1 et m2 de´finissent des relations d’e´quivalence sur les
treillis P et Q :
De´finition 5 (Relations d’e´quivalence sur P et Q)
Soient ≡P et ≡Q les relations d’ e´quivalence de´finies sur P et sur Q par m1 et m2,
c.a`.d. soient p1 et p2 des e´le´ments de P et q1, q2 des e´lements de Q, alors :
p1 ≡P p2 ssi m1(p1) = m1(p2), et q1 ≡Q q2 ssi m2(q1) = m2(q2)
Lemme 1
Soient p un e´le´ment de P, et q un e´le´ment de Q, m2(m1(p)) est l’unique plus grand
e´le´ment de la classe d’ e´quivalence de ≡P contenant p et m1(m2(q)) est l’unique plus
grand e´le´ment de la classe d’ e´quivalence de ≡Q contenant q.
Ainsi, une proprie´te´ caracte´ristique des treillis de Galois est que chaque noeud (p, q)
est constitue´ de repre´sentants de classes d’e´quivalence de ≡P et de ≡Q.
Dans notre exemple, nous avons utilise´ le langageL, de´fini comme l’ensemble P(A)
des parties d’un ensemble d’attributsA, comme premier treillis, et l’ensembleP(I) des
parties d’un ensemble d’individus I comme second treillis. Ces treillis, associe´s aux
deux fonctions int et ext, de´finissent un treillis de Galois particulier nomme´ treillis de
concepts (Ganter & Wille, 1999). Dans un treillis de concepts, un noeud (c, e) est un
concept, c est l’ intention et e est l’extension du concept. Les treillis de concepts sont
inte´ressant a` la fois d’un point de vue pratique, dans la mesure ou` ils expriment d’une
manie`re rigoureuse les deux facettes d’un concept, et d’un point de vue the´orique car il
a e´te´ montre´ que tout treillis fini peut se re´ecrire comme un treillis de concepts (Ganter
& Wille, 1999).
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3 Treillis de Galois Alpha
Dans ce qui suit nous conside´rons, sans perte de ge´ne´ralite´, L = P(A) et prenons
comme point de de´part le treillis de conceptsG(L, ext,P(I), int) pris comme exemple
ci-dessus. Puis nous pre´sentons une variante de ext dont la relation d’e´quivalence as-
socie´e≡‘L est plus grossie`re que celle associe´e a` ext (cf la de´finition 11) ce qui conduit
a` des classes d’e´quivalence plus grandes sur L et donc a` un treillis de Galois constitue´
d’une partie seulement des noeuds du treillis de concepts associe´ a` ext.
La nouvelle notion d’extension repose sur l’association d’un type pre´-de´fini a` chaque
individu. Les individus sont regroupe´s en classes de base correspondant a` ces types.
La premie`re ide´e consiste alors a` conside´rer, pour construire le treillis de concepts, les
classes de base plutoˆt que les individus (cf (Pernelle et al., 2001)).
Supposons par exemple que les attributs t1, t2, t3 correspondent aux trois types pos-
sibles pour les individus de l’ensemble I de l’exemple 1. A partir de ces types on en-
gendre 3 classes de base BC1, BC2, BC3 dont les descriptions sont les suivantes :
BC1={i1,i2}, int(BC1)= {t1,a3,a6} (les attributs communs a` i1 et i2) ; BC2={i3,i4,i5},
int(BC2)= {t2,a6} ; BC3={i6,i7,i8}, int(BC3)= {t3,a3,a6,a8}.
Il est maintenant possible de construire un treillis de concepts avec un nouvel ensemble
de trois individus : {bc1,bc2,bc3} (appelons les les prototypes de leur classe de base
respective) tels que, pour tout index i, int(BCi) = int({bci}). Ce treillis de Galois,
repre´sente´ Figure 3, est un cas particulier de treillis de Galois Alpha, beaucoup plus
petit que le treillis de concepts original.
Cependant il semble inte´ressant de concevoir une approche interme´diaire, dans laquelle
on conserverait une influence de la partition des donne´es en classes de base sans pour
autant se restreindre, comme ci-dessus, a` ne conside´rer que des re´unions de classes de
base dans les extensions.
C’est cette approche interme´diaire qui conduit aux treillis de Galois Alpha.
3.1 Alpha de´finitions
De´finition 6 (Alpha satisfaction)
Soit α un nombre entre [0,100]. Soient e = {i1, . . . , in} un ensemble d’individus, et T
un terme de L.
e α− satisfait T (e satα T ) ssi | ext(T ) ∩ e | ≥
| e | .α
100
La α-satisfaction d’un terme de L e´tant de´finie relativement a` un ensemble d’indivi-
dus, nous l’utilisons pour tester si un pourcentage α % des instances d’une classe de
base satisfait un terme de L. Nous ajoutons alors cette contrainte a` la relation d’ap-
partenance isa entre les individus et les termes de L. Nous appelons cette nouvelle
notion (appartenance de l’individu a` un terme plus α-satisfaction de la classe de base
de l’individu a` ce meˆme terme) la α-appartenance.
De´finition 7 (Alpha appartenance)
Soit I un ensemble d’individus et BC une partition finie de I (en classes de base). Soit
BCl : I → BC la fonction telle que BCl(i) est la classe de base de l’ individu i, et soit
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T un terme de L, alors :
i isaα T ssi i isa T et BCl(i) satα T
Exemple (exemple 1) : Soit T={a6,a8}, ext(T) = {i1,i3,i5,i6,i7,i8}.
BC1 sat50 T puisque i1 isa T et | BC1 |= 2. En conse´quence i1 isa50 T .BC2 sat60 T
puisque | ext(T ) ∩ BC2 |≥ |BC2|.60100 . Ainsi nous avons i3 et i5 isa60 T . Finalement
BC3 sat100 T puisque 100 % des individus de BC3 appartiennent a` l’extension de T .
Ainsi nous avons i6, i7, et i8 isa100 T .
Nous utilisons maintenant la Alpha appartenance pour de´finir la notion d’extension
que nous utiliserons dans les treillis de Galois Alpha.
De´finition 8 (Alpha extension d’un terme)
La α-extension d’un terme T dans I , relativement a` la partition BC, est de´finie comme
suit :
extα(T ) = {i ∈ I | i isaα T }
Exemple (exemple 1) : Soit T={a6,a8}, ext0(T)= ext(T) = {i1, i3,i5, i6,i7,i8}
ext60(T)= {i3,i5,i6,i7,i8} et ext100(T)= {i6,i7,i8}
La proposition suivante de´finit une nouvelle correspondance de Galois a` partir des
fonctions int et extα. Elle ne´cessite de de´finir un treillis Eα de sous-ensembles de
I correspondant a` une partie seulement de P(I). Un e´le´ment de Eα est constitue´ de
parties suffisamment grandes de diffe´rentes classes de base (c.a`.d de parties dont la
cardinalite´ est supe´rieure ou e´gale a` α % de la classe de base correspondante).
Proposition 1
Soit Eα le sous-ensemble de P(I) de´finit comme suit : :
Eα = {e ∈ P(I) | ∀i ∈ e, | e ∩BCl(i) | ≥
|BCl(i)|.α
100 }.
Alors : int et extα de´finissent une correspondance de Galois entre L et Eα.
Preuve : La preuve de cette proposition repose sur le 1) du the´oreme 1 pre´sente´ a` la
section suivante et est en conse´quence donne´e apre`s l’e´nonce´ de ce the´ore`me, sous la
forme de la preuve d’un corollaire.
Nous pouvons maintenant de´finir les treillis de Galois Alpha associe´s a` cette nouvelle
correspondance de Galois.
De´finition 9 (Treillis de Galois Alpha)
Soit G={ (c,e) ou` c est un e´le´ment de L, e est un e´le´ment de Eα, e=extα(c) et c=
int(e)}. Le treillis de Galois correspondant G(L, extα, Eα, int) est appele´ treillis de
Galois Alpha et est note´ Gα.
Lorsque α = 0, on a Eα = P(I) et extα = ext. Ainsi le treillis de Galois Alpha est
dans ce cas le treillis de concepts associe´ aux meˆmes attributs et aux meˆmes instances.
Lorsque α = 100, l’extension associe´e a` un noeud de ce treillis de Galois Alpha est
constitue´ de classes de base entie`res . En conse´quence le treillis de Galois Alpha est le
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treillis de concepts obtenu en conside´rant comme instances les prototypes des classes
de base.
Le treillis de Galois Alpha G100 de l’exemple 1 est repre´sente´ Figure 3. La Figure 4
pre´sente la partie supe´rieure de G60. Notons que les intentions des noeuds de G100 sont
aussi les intentions de noeuds de G60 qui sont eux meˆmes les intentions de noeuds du
treillis de concepts initial G0 (voir Figure 2).
FIG. 3 – α =100 : le treillis de Galois Alpha G100 de l’exemple 1 est beaucoup plus petit que le
treillis de concepts initial pre´sente´ Figure 2.
{a6,a8}{i3,i5,i6,i7,i8}
{a6}{i1,i2, ... ,i8}
{t2,a6}{i3,i4,i5}
{t3,a3,a6,a8}{i6,i7,i8} {t2,a4,a6}{i3,i4}
{a3,a6}{i1,i2,i6,i7,i8}
FIG. 4 – α = 60 : La partie supe´rieure de G60 de l’exemple 1. Les nouveaux noeuds, relativement
a` G100 sont d’un gris plus clair.
Dans la section suivante nous de´taillons comment s’ordonnent les treillis Alpha.
3.2 Ordres sur les treillis de Galois Alpha
Dans (Ganter & Kuznetsov, 2001) les auteurs formalisent l’extension de l’analyse for-
melle de concepts a` des langages plus sophistique´s. Une notion de projection est utilise´e
pour re´duire le langage et ainsi re´duire la taille du treillis de Galois. Inde´pendamment,
(Pernelle et al., 2002) utilise la meˆme notion de projection pour faire varier le langage
mais l’utilise e´galement en la nommant projection extensionelle, pour modifier la fonc-
tion d’extension ext.
Nous rappelons ci-dessous la notion ge´ne´rale de projection, ainsi qu’une relation
d’ordre sur les relations d’e´quivalence :
De´finition 10 (Projection)
Proj est une projection d’un ensemble ordonne´ (M,≤) ssi pour tout couple (x,y) d’
e´le´ments de M :
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x ≥ Proj(x) (minimalite´)
if x ≤ y then Proj(x) ≤ Proj(y) (monotonie)
Proj(x) = Proj(Proj(x)) (idempotence)
En changeant ext, une projection extensionnelle transforme un treillis de Galois en un
treillis plus petit pour lequel la relation d’ e´quivalence≡′L est plus grossie`re et dont les
classes d’ e´quivalence sur L incluent celles de la relation d’origine :
De´finition 11
Soit≡1L la relation associe´e a` la fonction ext1 et≡2L celle associe´e a` ext2, alors, ≡2L est
dite plus grossie`re que ≡1L ssi pour tout couple (c1,c2) d’ e´le´ments de L on a :
si ext1(c1) = ext1(c2) alors ext2(c1) = ext2(c2).
Le the´ore`me suivant est prouve´ dans (Pernelle et al., 2002) :
The´ore`me 1 (Un ordre extensionnel sur les correspondances de Galois)
Conside´rons les fonctions int et ext de´finissant une correspondance de Galois sur L et
E et proj une projection de E. Notons E′ = proj(E) et ext′ = proj ◦ ext. Alors :
1) int, ext’ de´finissent une correspondance de Galois sur L et E′.
2) Le treillis de Galois G′(L, ext′, E′, int) a la proprie´te´ suivante : pour tout noeud
g’=(c,e’) deG′ il existe un noeud g=(c,e) deG(L, ext, E, int), avec la meˆme intention
c, tel que e’=proj(e).
3) ≡′L est plus grossie`re que ≡L.
Nous dirons alors que G’ est plus grossier extensionnellement que G.
Le corollaire suivant de ce the´ore`me de´montre la proposition 1.
Corollaire 1
SoitG(L, ext,P(I), int) un treillis de Galois. Soit extα=projα◦ext etEα = projα(P(I))
avec pour tout e de P(I) :
projα(e) = e− {i/ i ∈ e et | e ∩BCl(i) | <
| BCl(i) | .α
100
}
1) int, extα de´finissent une correspondance de Galois sur L et Eα.
2) Le treillis de Galois G′(L, extα, Eα, int) est tel que : pour tout noeud g’=(c,e’) de
G′ il existe un noeud g=(c,e) de G(L, ext,P(I), int), avec la meˆme intention c, tel que
e’=projα(e)
preuve : Le corollaire de´coule directement du the´ore`me dans la mesure ou` on prouve
que projα est une projection (on de´montre ainsi la proposition 1).
projα(e) est inclus dans e puisqu’ on retire des e´le´ments de e, donc projα est minimal.
Si e est inclus dans e′, chaque e´le´ment de e retire´ par la projection sera aussi retire´ de e′,
projα(e) est donc inclus dans projα(e’) et projα est monotone. Finalement, projα est
idempotent puisque plus aucun e´le´ment de projα(e) ne peut eˆtre retire´ par une seconde
application de projα.
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De plus nous pouvons ordonner ces fonctions d’extensions selon la valeur de α : Pour
tout couple (α1, α2) tel que α1 ≤ α2, on a extα2 = projα ◦ extα1 avec α = α2. En
consequence, la valeur de α de´finit un ordre total sur les treillis de Galois Alpha :
Proposition 2 (Un ordre total sur les treillis de Galois Alpha)
Notons≡α la relation d’ e´quivalence sur L associe´e a` extα. Alors pour tout couple (α1,
α2) tel que α1 ≤ α2, ≡α2L est plus grossie`re que≡α1L
Preuve : projα est une projection pour toute valeur de α appartenant a` [0,100].
extα1=projα ◦ ext avec α = α1 et extα2=projα ◦ extα1 avec α = α2. Selon le 3) du
the´ore`me 1, ≡α2L est alors plus grossie`re que≡α1L
Exemple : ≡100L est plus grossie`re que ≡60L qui est elle-meˆme plus grossie`re que ≡0L
qui est la relation d’e´quivalence≡L du treillis de concepts .
Cette dernie`re proposition permet de faire des raffinements successifs de treillis de
Galois Alpha (voir la section 4).
Il existe aussi un ordre partiel associe´ a` la partition initiale BC de I en classes de base.
Supposons que nous retirions certaines classes de base de I , re´duisant ainsi l’ensemble
d’instances a` I ′ associe´ a` une partition re´duite BC′ constitue´e des classes de base res-
tantes. Il est aise´ de montrer (la preuve est ici omise) qu’il y a une projection proj telle
que le treillis E′α correspondant s’e´crit simplement proj(Eα). En conse´quence nous
avons la proprie´te´ suivante :
Proposition 3 (Un ordre partiel sur les treillis de Galois Alpha)
Soit BC′ un sous-ensemble des classes constituant BC, alors, pour la meˆme valeur α, le
treillis de Galois Alpha G′ associe´ a` BC′ est plus grossier que le treillis de Galois Alpha
G associe´ a` BC.
Un cas particulier inte´ressant est celui de la partition {I} constitue´e d’une seule
classe, c’est a` dire le cas ou` toutes les instances partagent le meˆme type. Le treillis
de Galois Alpha correspondant est la partie supe´rieure du treillis de concepts de´fini par
le meˆme langage L et le meˆme ensemble I d’individus, et est constitue´ des noeuds
dont l’extension est plus grande que α100 |I|. Cette structure a e´te´ re´cemment e´tudie´e et
a e´te´ nomme´e treillis Iceberg ou treillis de concepts fre´quents (Stumme et al., 2002;
Waiyamai & Lakhal, 2000). Dans ces structures α100 correspond a` la valeur du seuil sur
le support minsupp.
Notons que du fait de la proposition 3, le treillis fre´quent de chaque classe de base
BCi d’une partition BC est toujours plus grossier que le treillis de Galois Alpha cor-
respondant a` BC.
4 Imple´mentation et Expe´riences
Le programme ALPHA qui construit les treillis de Galois Alpha utilise une approche
top-down classique dans laquelle on spe´cialise l’intention c d’un noeud en ajoutant
d’abord un nouvel attribut a puis en appliquant l’ope´rateur de fermeture int ◦ extα a`
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c
⋃
{a}. Chaque noeud ainsi engendre´ doit eˆtre compare´ aux noeuds de´ja` construits (et
range´s dans une file) de manie`re a` e´viter les doublons. Nous avons expe´rimente´ ALPHA
sur un ensemble de 2274 produits informatiques, partitionne´s en 59 types, extraits du
catalogue C/Net. Chaque produit peut eˆtre de´crit a` l’aide de 234 attributs.
Dans notre premie`re expe´rience nous avons construit le treillis G100 a` partir de l’en-
semble des 2274 produits (ainsi pratiquement re´duit a` 59 instances prototypiques), puis
nous avons progressivement baisse´ la valeur deα et calcule´ les treillisGαcorrespondants.
Comme on peut le constater ci-dessous le nombre de noeuds (et donc le temps CPU)
croıˆt exponentiellement de 211 concepts a` 165369 lorsque α varie de 100% a` 91%. Il
est donc ici clairement impossible d’avoir une vue comple`te des donne´es au niveau des
instances (c.a`.d. pour α=0) et meˆme le relaˆchement de la partition en classes de base
(commenc¸ant avec α=100) doit eˆtre limite´ :
Alpha 100 98 96 94 92 91
Noeuds 211 664 8198 44021 107734 165369
Notre seconde expe´rience concerne la partie de G100 comprise entre, d’une part, le
noeud dont l’ extension contient les 3 classes de base (Laptop (252 instances pour 39
attributs implique´s dans les descriptions), Hard-drive(45 instances, pour 22 attributs
implique´s), Network-storage(4 instances, pour 16 attributs implique´s)) et, d’autre part,
le noeud Bottom. Le nouveau G100 contient maintenant 5 noeuds (nombre a` comparer
au nombre maximum de noeuds 23 = 8). Le treillis Gα est calcule´ pour toutes les va-
leurs entie`res de α entre 100% et 0% et sa taille compare´e a` celle du treillis fre´quent
correspondant (cf. Figure 5). Nous nous inte´ressons d’abord aux valeurs e´leve´es de
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FIG. 5 – Nombre de noeuds vs Alpha pour les treillis de Galois Alpha et les treillis fre´quents
α. Partant du treillis G100, de nouveaux noeuds apparaissent lorsque α de´croıˆt. Ainsi
pour α = 99%, un nouveau noeud apparaıˆt sous le noeud de G100 repre´sentant la classe
Laptop. L’intention de ce nouveau noeud contient maintenant l’attribut ”network-card”.
Ceci est duˆ au fait que la plupart des instances de la classe Laptop posse`de une carte
re´seau. Ainsi en affaiblissant la contrainte sur la classe de base nous e´vitons les quelques
instances exceptionnelles de Laptop pre´sentes dans le catalogue et qui masquaient cette
proprie´te´ ”par de´faut” de Laptop dans le treillisG100. De la meˆme manie`re les instances
de hard-drives sont vendues avec une maintenance (la proprie´te´ ”support”) . Ainsi pour
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α = 92%, un nouveau noeud repre´sentant les instances de hard-drives posse´dant la
proprie´te´ ”support” apparaıˆt. Remarquons que dans ce cas l’attribut ”support” est rare
si l’on conside`re tous les individus (”support” apparaıˆt dans 13 produits sur 301) et ne
serait pas conside´re´ dans un treillis de concepts fre´quents, alors qu’il est fre´quent dans
la classe hard-drive (13 produits sur 15) et ainsi apparaıˆt dans le treillis de Galois Al-
pha G90. En re´sume´, en faisant diminuer α a` partit de 100 % on a une vision plus fine
des donne´es en tenant compte de proprie´te´s qui sont pertinentes (i.e. fre´quentes) dans
certaines classes de base.
Si on conside`re maintenant que l’on part du treillis de concepts original et que l’on
fait croıˆtre lentement α de 0 vers des valeurs faibles (de l’ordre de 10%), certaines ins-
tances, exceptionnelles dans leur classe de base relativement a` un certain terme t de L,
disparaıˆtront de la α-extension de t . Ces instances sont exceptionnelles car elles appar-
tiennent a` l’extension du terme t alors meˆme que peu d’instances de cette meˆme classe
de base appartiennent a` cette extension. En conse´quence, certaines proprie´te´s tre`s rares
dans certaines classes de base, ne seront plus utilisables pour distinguer les concepts.
Par exemple, quelques Laptops seulement ont la proprie´te´ ”Digital-Signal-Protocol”,
et ainsi pour α = 6% , les noeuds dont l’intention contient la proprie´te´ ”Digital Si-
gnal Protocol” ne contiennent plus d’instances de Laptop dans leur extension. Ainsi
les termes de la forme {Laptop, Digital-Signal-Protocol, ... , } deviennent e´quivalents
au noeud Bottom, alors que d’autres termes incluant ” Digital-Signal-Protocol” de-
viennent e´quivalents (car leur extensions ne diffe`rent que par la pre´sence d’instances de
Laptop ). L’effet re´sultant est une diminution du nombre de noeuds. Une lecture plus
pre´cise de la Figure 5 montre qu’il peut y avoir beaucoup de noeuds meˆme pour des
valeurs e´leve´es de α. Dans cet exemple particulier ceci est du au fait qu’une classe de
base, Laptop, a un treillis fre´quent qui envahit le treillis Alpha. Une expe´rience mene´e
sur une partie seulement des donne´es du catalogue ( 24 classes de base repre´sentant
en tout 1187 objets) obtenues en retirant certaines classes envahissantes, montre que le
treillis Alpha re´sultant est plus de´taille´ (pour une meˆme valeur α) que le treillis fre´quent
correspondant (voir aussi Figure 6 ) :
Alpha 100 80 50 30 0
Noeuds Alpha 158 842 1493 1900 2202
Noeuds Frequent 2 18 18 50 2202
5 Le point de vue Alpha
5.1 Re`gles d’implication Alpha
Les re`gles d’association, dans le domaine de la fouille de donne´e, sont des implica-
tions dont la valeur de ve´rite´ est observe´e sur un ensemble d’instances I . Chaque re`gle
est associe´e a` une valeur de support (la fre´quence de sa partie pre´misse dans I), et a`
une valeur de confiance. Lorsque la confiance est fixe´e a` 1, les re`gles sont dites re`gles
d’implication. Lorsque l’on conside`re les treillis de concepts, l’ordre partiel induit sur
les termes du langage par la correspondance de Galois, correspond a` un ensemble de
re`gles d’implication. Plus pre´cise´ment, T2 I T1 signifie que extI(T1) ⊆ extI(T2) i.e.
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FIG. 6 – Nombre de noeuds vs Alpha pour les treillis de Galois Alpha et les treillis fre´quents
l’implication logique T1 → T2 est vraie sur I . Pour une telle re`gle, on appelera T1 la
partie gauche (ou pre´misse) et T2 la partie droite (ou conclusion) de la re`gle.
Les re`gles d’association correspondant a` un ensemble d’instances I sont souvent
construites en deux e´tapes : on construit le treillis de concepts associe´ a` I , puis on
extrait du treillis les re`gles d’association. L’ide´e ge´ne´rale est qu’un noeud d’un treillis
de concepts correspond a` une classe d’e´quivalence de termes partageant tous la meˆme
extension. L’intention du noeud, c.a`.d. son plus grand e´le´ment (le plus spe´cifique), a
donc la meˆme extension que les termes les plus petits (les plus ge´ne´raux) de la classe
d’e´quivalence. En prenant comme partie gauche un terme minimal et comme partie
droite un terme ferme´ on obtient un ensemble de re`gles d’implications. Une partie
de cet ensemble forme la base de Guigues-Duquenne des re`gles d’implications as-
socie´es a` I (Guigues & Duquenne, 1986). Pour rendre les re`gles plus lisibles, la partie
droite de la re`gle est retire´e de la partie gauche. Par exemple, conside´rons le noeud
(abc, {i1, i2, i3}) et supposons que les plus petits termes de la classe d’ e´quivalence
sont {a, b}, avec extI(a)= extI(b) = {i1, i2, i3}. On obtient alors les re`gles d’impli-
cation {a → abc, b → abc} qui se re´e´crivent {a → bc, b → ac}. Dans les treillis
fre´quents, l’extension d’un terme est rede´finie comme vide lorsque le terme n’est pas
fre´quent dans I , c’est a` dire quand son extension contient moins de minsupport ∗ |I|
instances de I . En consequence les re`gles d’ implication extraites des noeuds restants
ont toutes un support plus grand que minsupport.
En ce qui concerne les treillis de Galois Alpha, T2 α T1 signifie que extα(T1) ⊆
extα(T2) et nous dirons que la α − implication T1 →α T2 est vraie sur le couple
(I,BC). Ces re`gles de´rivant d’un treillis de Galois, , c.a`.d. correspondant a` l’inclu-
sion de l’extension de la partie gauche dans l’extension de la partie droite, les α −
implications ont les proprie´te´s suivantes :
-Si T1 →α T2 et T2 →α T3, alors T1 →α T3 (Transitivite´)
-SI T1 →α T2 , et T1  T, alors T →α T2 (Monotonie)
-SI T1 →α T2 et T ′1 →α T ′2, alors T1 ∪ T ′1 →α T2 ∪ T ′2 (Additivite´)
De plus on dispose du modus ponens en tant que re`gle d’infe´rence :
Si i isaα T1 et T1 →α T2, alors i isaα T2
La proprie´te´ d’additivite´ au niveau des instances s’e´crit alors comme suit :
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Si i isaα T1 et i isaαT2 et BCl(i)satαT1 ∪ T2 alors i isaαT1 ∪ T2
Nous n’approfondirons pas ici les α − implications et la construction d’une base
de telles re`gles d’une manie`re semblable a` la construction de la base de Guigues-
Duquenne. Nous voudrions cependant illustrer sur un exemple ce en quoi elles per-
mettent d’exprimer des notions d’exceptions lorsque les individus sont e´tiquete´s par
des types.
Pour cela supposons que nous se´parions des espe`ces animales (chacune correspon-
dant a` une instance) en les classes de base suivantes : mammife`res, oiseaux, insectes.
Nous cherchons a` extraire des re`gles ge´ne´rales de ces donne´es. Une re`gle intuitive est
par exemple : ”un animal qui vole devrait avoir des ailes. Cette implication est vraie
aussi bien pour les oiseaux (les oiseaux coureurs, comme l’autruche, ne contredisent
pas la re`gle) que pour les insectes. Pour eˆtre universelle, la re`gle devrait aussi eˆtre vraie
pour les mammife`res, qui en ge´ne´ral ne volent pas, mais est contredite par l’e´cureuil
volant. L’approche Alpha ici permet de tirer parti de ce que peu de mammife`res volent
(en d’autre termes, la pre´misse de la re`gle n’est pas fre´quente dans la classe mammife`re
a` laquelle appartient l’individu qui falsifie la re`gle). Utiliser une α-extension permet de
retirer l’e´cureuil-volant de l’extension de la pre´misse de la re`gle. Ici, une valeur faible
de α est suffisante pour obtenir une re`gle d’ α− implication (avec donc une confiance
de 1) exprimant que les animaux volant ont des ailes. Bien suˆr des valeurs plus e´leve´es
de α, (proches de 100) e´vitent aussi la falsification de cette re`gle. Cependant dans ce
dernier cas, une re`gle d’ α-implication exprime quelque chose de diffe´rent : elle ne
s’applique a` un individu que lorsque la pre´misse de la re`gle est commune a` la plupart
des individus de la meˆme classe de base. Dans notre exemple, seuls les oiseaux seraient
ainsi concerne´s par une telle re`gle mais pas les insectes.
5.2 Alpha extensions et ”Rough sets”
Nous traitons ici du point de vue ensembliste de ce travail. Nous conside´rons qu’un
individu i α-appartient a` un sous-ensemble e de I (nous noterons i ∈α e) lorsque i
appartient a` projα(e). Dans ce cas i isaα T s’e´crit i ∈α ext(T ). Un autre point de vue
ensembliste traite de donne´es partitionne´es a priori en classes de base : il s’agit de la
the´orie des ensembles rugueux (la the´orie des rough sets ((Pawlak, 1996)). Dans cette
the´orie, tout sous-ensemble e de I a un plus grand minorant inf(e) et un plus petit ma-
jorant sup(e) pris parmi les re´unions de classes de base. Si on compare la vue ensem-
bliste Alpha avec celle des ensembles rugueux, on constate imme´diatement que pour
tout sous-ensemble e de I , on a proj100(e) = inf(e). Dans la the´orie des ensembles
rugueux l’appartenance rugueuse µe(i) est la proportion d’individus de la meˆme classe
de base que i qui appartiennent a` e. Pour comparer ces deux visions ensemblistes nous
utilisons α pour discre´tiser l’appartenance µ. Ceci conduit a` la relation d’appartenance
suivante :
De´finition 12
Soient i un e´le´ment de I et e un sous-ensemble de I . La fonction d’appartenance ru-
gueuse seuille´e ∈Rα se de´finit comme suit :
i ∈Rα e ssi µe(i) ≥ α100
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Remarquons que lorsque i /∈ ext(T ), on a i /∈α ext(T ), alors qu’il est parfaitement
possible d’avoir i ∈Rα ext(T ). En effet le partitionnement sur les ensembles rugueux
exprime une indiscernabilite´ entre individus de la meˆme classe de base. Ainsi dans la
the´orie des ensembles rugueux il y a un certain degre´ d’appartenance de i a` e de`s que
e
⋂
Bc(i) n’est pas vide. Au contraire, du point de vue ensembliste Alpha, l’apparte-
nance de i a` un ensemble e est un pre´-requis pour la α-appartenance. La α-appartenance
exprime donc a` quel point l’appartenance a` e est fre´quente aussi parmi les individus de
la meˆme classe de base que i : si i est exceptionnel relativement a` un terme t, alors
i n’appartient pas a` extα(t) meˆme si i appartient a` l’extension classique de t. Une
consequence heureuse de la vue ensembliste Alpha est l’opportunite´ de construire des
treillis de Galois. Il est aise´ de voir que pour α 6= 100 la fonction ext correspondant a`
la vue ensembliste rugueuse (donc utilisant ∈Rα ) ne forme pas, avec la fonction int, une
correspondance de Galois (voir la condition C3 dans la de´finition 2).
6 Travaux proches, conclusion et perspectives
Des travaux re´cents en Repre´sentation des Connaissances et en Apprentissage par
Machine se sont inte´resse´s aux correspondances et structures de Galois avec des lan-
gages de termes plus complexes que les ensembles d’attribut. (Ganter & Wille, 1999;
Ganascia, 1993; Liquiere & Sallantin, 1998; Ganter & Kuznetsov, 2001). Nous avons
vu ci-dessus qu’en modifiant la notion d’extension en se re´fe´rant a` une partition de l’en-
semble des instances I , on modifie le treillis des extensions qui n’est plus P(I) et on
obtient une nouvelle famille de treillis de Galois. En particulier nous avons vu que les
treillis Iceberg (ou treillis de concepts fre´quents) (Waiyamai & Lakhal, 2000; Stumme
et al., 2002) sont formellement des treillis de Galois Alpha particuliers pour lesquels
tous les individus appartiennent a` la meˆme et unique classe de base. D’autre part, les
re`gles d’ implication associe´es aux treillis Alpha correspondent a` l’inclusion des α-
extensions et une base canonique de telles α− implications pourrait eˆtre extraite d’un
treillis Alpha de la meˆme manie`re qu’une base canonique de re`gles d’implications peut
eˆtre extraite d’un treillis de concepts fre´quents. Remarquons que les α− implications
he´ritent de la structure de treillis de Galois des proprie´te´s inte´ressantes (comme la tran-
sitivite´) inhabituelles lorsqu’on travaille avec des re`gles ”approximatives”.
En ce qui concerne la construction des treillis Alpha, il serait inte´ressant d’adapter
des algorithmes efficaces de construction de treillis de concepts (e.g. (Kuznetsov &
Obiedkov, 2002)). Cependant, la proprie´te´ 3 conduit a` une autre manie`re d’engendrer
les treillis de Galois Alpha en construisant d’abord les treillis fre´quents correspondant
a` chaque classe de base, puis en les fusionnant a` l’aide d’un ope´rateur de subposition.
Un tel ope´rateur a e´te´ re´cemment propose´ par (Valtchev et al., 2002) pour construire
et maintenir efficacement un treillis de concepts. Remarquons que dans notre cas ce
proce´de´ de construction est la base d’une incre´mentalite´ par classes de base des treillis
de Galois Alpha. Pour conclure il y a encore beaucoup a` faire pour expe´rimenter et
examiner les proble`mes the´oriques et pratiques concernant les treillis Alpha et les α-
implications correspondantes. Cependant nous pensons que cette structure repre´sente
un outil flexible d’investigation des donne´es permettant de traiter des exceptions rela-
tives a` un point de vue pre´liminaire des donne´es associe´ a` un typage. Ce point de vue
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pre´liminaire est une partie du biais que tout utilisateur averti applique pour extraire et
apprendre des connaissances a` partir de donne´es.
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