Most current models of memory predict that the presence of increasingly well-learned, or strong, items in memory will cause increasing interference. This phenomenon, the list-strength effect, occurs as predicted when memory is tested by free recall but not when a recognition test is used. Four experiments use end-of-session testing to demonstrate that redistribution of storage time or effort from strong to weak items on mixed lists does not occur and therefore cannot be masking interference by strong items. Delay between study and test is found to cause memory loss independent of the basic list-strength findings. It is concluded that the presence of strong items in memory does not interfere with recognition performance and that interference is due to failures of retrieval rather than to composition or other forms of destructive interaction during storage.
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Most current models of memory predict that the presence of increasingly well-learned, or strong, items in memory will cause increasing interference. This phenomenon, the list-strength effect, occurs as predicted when memory is tested by free recall but not when a recognition test is used. Four experiments use end-of-session testing to demonstrate that redistribution of storage time or effort from strong to weak items on mixed lists does not occur and therefore cannot be masking interference by strong items. Delay between study and test is found to cause memory loss independent of the basic list-strength findings. It is concluded that the presence of strong items in memory does not interfere with recognition performance and that interference is due to failures of retrieval rather than to composition or other forms of destructive interaction during storage.
Many types of interference phenomena have been linked to memory loss. Does interference occur during storage or retrieval? McGeoch (1942) viewed interference primarily as a form of retrieval failure caused by response competition at the time of retrieval. In contrast, Melton and Irwin (1940) saw one component of interference as a storage phenomenon stemming from the unlearning of prior events when later, highly related events are learned. Barnes and Underwood (1959) provided an empirical argument that both storage-and retrieval-based forms of interference take place. Starting in the 1960s, interest in this issue waned, partly because new and more complex models seemed to show that a model taking the retrieval view would be able to handle the results (e.g., Anderson & Bower, 1972; Atkinson & Shiffrin, 1968; Crowder, 1976; Mensink & Raaijmakers, 1988; Raaijmakers & Shiffrin, 1980 , 1981 .
The recent rise of interest in connectionist and neural net models has aroused new interest in whether interference takes place at storage or retrieval and has tied the question to the issue of the nature of storage and representation in long-term memory. With few exceptions, network models incorporate interference during storage caused by actions of composition and distribution. Claims are now made that interference during storage may be compatible with the observed results (e.g., Anderson, 1973; Eich, 1982 Eich, ,1985 Murdock, 1982; Pike, 1984) . The research presented in this article addresses the locus of interference and the nature of memory storage. It yields a pattern of interference results that strongly constrain memory models. Alternative explanations of these results are tested empirically. We thank Douglas Hintzman, Bennet Murdock, Jr., and an anonymous reviewer for very helpful comments during the review process.
Correspondence concerning this article should be addressed to Kevin Murnane, Psychology Department, Pennsylvania State University, 519 Moore Building, University Park, Pennsylvania 16802.
List-Strength and List-Length Effects
What happens to memory for a target item as the strength of other items stored in memory increases? Most current models of memory predict that interference is monotonically related to storage strength. Thus memory performance for a target item is predicted to decrease as the strength of other items increases. Shiffrin and his colleagues have termed the predicted phenomenon a list-strength effect (Murnane & Shiffrin, 1991; . Tulving and Hastie (1972;  see also Hastie, 1975) showed a positive list-strength effect using a free-recall paradigm. In a series of experiments using single words and pairs of words as stimulus materials, Ratcliff et al. (1990) replicated Tulving and Hastie's finding for free recall and also examined the effect in cued-recall and recognition paradigms. They found a clear and positive list-strength effect in free recall, an absent or weakly positive effect in cued recall, and an absent or marginally negative effect in recognition. Murnane and Shiffrin (1991) replicated the finding of an absent effect in recognition under a variety of testing conditions using sentences as stimulus materials.
It is informative to compare interference effects caused by list strength with interference effects due to list length. A listlength effect occurs when adding new items to a list harms memory for other list items. Length effects are extremely robust and are reliably found in free recall, cued recall and recognition (see Crowder, 1976 , for a review; and for recognition, see Atkinson & Joula, 1973; Gillund & Shiffrin, 1984; Ratcliff & Murdock, 1976; Strong, 1912) . Current memory models tend to have difficulty simultaneously predicting the presence of a list-length effect and the absence of a list-strength effect for recognition because they employ the same theoretical mechanisms to account for both types of interference. For this reason, the pattern of list-length and list-strength data shown in Table 1 provides a strong constraint for models of memory.
The core of the problem is that storing an item in memory, whether it be a new item, as in a list-length manipulation, or a repetition of an old item, as in a list-strength manipulation, tends to add noise to the recognition retrieval process, and 855 this noise decreases performance for all items on the list. In most models, recognition decisions are based on the result of a global familiarity process in which activations of the representations of individual items in response to a memory probe are summed over the set of stored items. In many of these models, variance in mean familiarity for a particular list can be calculated as the sum of the variances associated with each item on the list. Shiffrin et al. (1990) have shown that a positive list-strength effect will occur whenever the variance associated with strong items is greater than the variance associated with weak items. This will almost always be the case within a global familiarity model of recognition because strengthening items by repeating them simply adds variance components to the sum of variances.
Whether variance must increase and corresponding liststrength effects must occur is determined in large part by the nature of the stored memory representation. Let us begin with separate storage models that assume that individual items are stored separately in memory without mutual interference. Shiffrin's SAM model (Gillund & Shiffrin, 1984; Raaijmakers & Shiffrin, 1980 ,1981 and Hintzman's MINERVA 2 (Hintzman, 1986) are examples of models that posit separate storage but assume that global activation occurs during recognition testing. A key assumption in these models concerns how item repetitions are stored. If item repetitions are separately stored, strong-item interference (i.e., a positive list-strength effect) is predicted. This is because each separately stored item repetition adds its own activation to the global sum of activations, increasing the noise in the recognition process. The increase in noise results in a decrease in performance.
If, on the other hand, item repetitions are assumed to accumulate into a single memory representation of increasing strength, the resultant model is not mandated to predict strong-item interference. In fact, Shiffrin et al. (1990) showed that the SAM model with such an assumption and with an added differentiation assumption (to be explained later) could predict the pattern of data. Murnane and Shiffrin (1991) tested the assumption of accumulated storage in a pair of experiments using sentences as stimulus materials. Under conditions designed to produce separate storage (repetitions of a target word in the context of quite different sentences), a positive list-strength effect was observed; under conditions designed to produce accumulated storage (repetitions of a target word in a sentence that itself repeats), the list-strength effect was absent. Murnane and Shiffrin quantified the differentiation model suggested by Shiffrin et al. (1990) and fit it successfully to the results.
Let us now turn to models that propose composite and distributed storage. In a composite model, the same set of subunits in the memory is used to store many different items; in most models of this type that have been proposed to date, an item loses some of its individual identity upon storage when it is added to the composite representation. Models such as Eich's CHARM (1982 , 1985 or Murdock's TODAM (1982) posit linear methods of composition at storage and decomposition at retrieval. Connectionist or neural net models such as those of Ackley, Hinton, and Sejnowski (1985) , Hopfield (1982 Hopfield ( , 1984 , Kohonen (1984) , and McClelland and Rumelhart (1985) posit nonlinear composition and decomposition mechanisms. Although each of these models employs different procedures for recognition, global summation of item information and mutual interference among items occur at the time of storage. These models have serious difficulties explaining the list-strength findings. They treat item repetitions and presentations of new items in similar fashion; the item is simply added to the composite memory trace, linearly or nonlinearly, with a consequent increase in noise and decrease in performance for all stored items.
Not all composite models must incorporate structural interference during storage. Grossberg and Stone (1986) describe a neural net model that allows separate and possibly noninterfering storage at some points. In addition, sparse networks (e.g., Kanerva, 1988) in which memory size is very large relative to the number of stored items may be able to store items with little interference (possibly at the cost of losing most of the benefits of composite storage). Whether systems of this type can predict the list-strength results is presently unknown.
The strong constraints for models imposed by the liststrength findings require that the paradigm be examined carefully. Could the lack of a list-strength effect in recognition be caused by an experimental artifact hiding the presence of strong-item interference? To answer this question, we now turn to an examination of the mixed-pure experimental paradigm commonly used in list-strength studies.
The Mixed-Pure Paradigm It is useful to utilize mixed lists that are composed of both strong and weak items when assessing whether strength variations in some list items affect memory for other list items. In the mixed-pure paradigm, the strong items on the mixed list are compared with corresponding items on a list composed of all strong items (termed pure-strong). The total number of items is equal on each list to control for list length. Similarly, weak items on the mixed list are compared with items on a list composed of all weak items (pure-weak), the total number of different items again being equal. In the experiments described below, item strength is manipulated by spaced repetitions; weak items are presented once, and strong items are presented three times each. Spacing produces large strength variations and makes the storage of the repetitions somewhat independent (see e.g., Atkinson & Joula, 1973; Hintzman, 1974; Hintzman, Block, & Summers, 1973; Ratcliff & Mur-dock, 1976 ). There must be some dependence also, however, because we are making the assumption that repetitions accumulate into a single stronger memory representation. Mixed lists are made up of half weak (once presented) items and half strong (three times presented) items. The number of unique items on each list is held constant to avoid confounding listlength and list-strength effects. In the present studies, sentences composed of all different content words are used as stimuli. A pure-weak list contains 10 once-repeated sentences for a total of 10 study trials. A pure-strong list contains 10 three-times-repeated sentences for a total of 30 study trials. A mixed list contains 5 once-presented sentences (mixed-weak) and 5 three-times-repeated sentences (mixed-strong) for a total of 20 study trials. Each list is tested before a subsequent list is presented.
Comparison of items of the same strength across different list types ought to reveal the presence of strong-item interference. If strong-item interference takes place, performance for pure-weak items ought to be better than performance for mixed-weak items because the strong-other items on the mixed list will interfere more than the weak-other items on the pure-weak list. Likewise, performance for mixed-strong items ought to be better than performance for pure strong items because of the increased level of strong-item interference on the pure strong list. If recognition performance is measured by d', then these statements can be represented as or PW(rf') -
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If both are found, then a positive list-strength effect is said to be present. It is important to realize that these measures are sensitive to factors other than list strength. For example, any factor that enhances performance for weak items on the mixed list relative to weak items on the pure-weak list or that depresses pure-weak performance relative to mixed-weak performance will have a negative effect on the difference measure. We next consider some of these factors.
Rehearsal Redistribution
The use of mixed lists that contain both weak and strong items makes the mixed-pure paradigm especially sensitive to rehearsal redistribution. Redistribution can act to offset strong-item interference (see Fritzen, 1975; Hastie, 1975; Murnane & Shiffrin, 1991; Ratchffet al, 1990 ). Rehearsal redistribution, or redistribution of coding effort, takes place when subjects take rehearsal time or effort away from the study of strong items on a mixed list and give that time or effort to study of the weak items on the list 1 (or vice versa, though that possibility is not of present interest). Subjects may be tempted to do this when presented with a second or third item repetition because the item is likely to seem familiar or well learned. Rather than spend time storing a well-learned item, the subject may decide to devote the allotted study time to a weak item. Redistribution of this type can only take place on mixed lists. On pure lists, some items may be rehearsed more than others, but what some items lose, other items of the same class gain.
If weak items on the mixed list are receiving extra rehearsal, they will, on average, be stored in memory with more strength than weak items on the pure-weak list. Thus, mixed-weak performance will be enhanced relative to pure-weak. If the mixed weak items are given enough extra rehearsal, performance for mixed weak may become superior to performance for pure-weak, even though mixed-weak items are being harmed by strong-item interference. A similar argument holds for strong items: Taking rehearsal time away from strong items on the mixed list reduces their storage strength relative to pure-strong items. Ratcliff et al. (1990) used several techniques to eliminate rehearsal redistribution. Strong and weak items on mixed lists were blocked so that if redistribution took place, it ought to have occurred only at the boundaries between blocks; paired associates were used as stimulus materials with explicit instructions to subjects to rehearse together only members of a pair; strong-item repetitions were spaced far enough apart to decrease the chance that subjects would recognize differences in presentation frequencies; subjects studied lists under incidental learning conditions that provided no motivation to rehearse the items for future memory testing. Although Ratcliff et al. used these disincentives and found no list-strength effect in their studies, they did not explicitly test rehearsal borrowing. Murnane and Shiffrin (1991) assessed the presence of redistribution by examining item performance as a function of the strength of the preceding and following items. They found no evidence of rehearsal redistribution. The analyses, however, assume that rehearsal borrowing takes place between adjacent items and are insensitive to any borrowing that may take place between nonadjacent items (see Brodie, 1975; Brodie & Murdock, 1977) . Murnane and Shiffrin (1991) also examined the question of rehearsal redistribution by measuring weak-item performance as a function of serial position in mixed lists. If rehearsal redistribution takes place, weak items that appear late on a mixed list ought to benefit more than weak items that appear early. This is due to the late-appearing weak items being more likely to be surrounded by second and third strong-item repetitions than the early-appearing weak items. Once again, little evidence for rehearsal redistribution was found. Nevertheless, the analysis is open to the criticism that redistribution may not be limited to adjacent or nearly adjacent study positions. Furthermore, a finding of serial position effects could be caused by many factors other than rehearsal redistribution.
It should be emphasized that we are not arguing against rehearsal redistribution effects in general; these surely occur in numerous settings. Of present interest is only whether redistribution plays a significant role in these list-strength studies, studies generally designed specifically to eliminate rehearsal borrowing. This question will be tested empirically. Evidence against rehearsal borrowing makes it possible to draw strong conclusions about the locus of forgetting effects on the basis of the rest of the list-strength findings.
The Present Research
The experiments reported in this article are designed to test the rehearsal redistribution hypothesis through the addition of a surprise end-of-session recognition test to the standard mixed-pure paradigm. Current memory models suggest that retrieval on end-of-session tests is like retrieval from one long list in that recognition decisions are based on activations summed over items on all of the study lists combined. This means that if strong-item interference is a real effect (which we doubt), then stronger items might well hinder other items at session's end but there should be no effect of the list type on which an item was originally studied.
The idea is illustrated in Figure 1 . On tests that immediately follow list presentation (call these in-session tests), a weak target from a pure-weak list, "A" in the example in Figure 1 , is tested in a memory context of two other weak items. A weak item from a mixed list, "D" in Figure 1 , is tested in a memory context of two strong items. If strong-item interference takes place, the other strong items on the mixed list interfere more with memory for D than the other weak items interfere with memory for A. On the end-of-session tests, when the pure and mixed lists are combined for recognition purposes, both A and D are retrieved in a context of three weak and two strong items. The other strong items interfere equally with memory for A and D. Thus, the list of origin no longer matters. To determine whether end-of-session testing effectively simulates retrieval from one long list, a list-length control is added to the standard mixed-pure paradigm. A list-length effect is predicted for in-session comparisons of performance on short and long lists. If activations are summed over all study lists for end-of-session tests, the list-length effect ought to disappear. The list-length control is a particularly good one for reasons already discussed. Memory models tend to predict both length and strength effects as the result of increased interference from new item presentations or old item repetitions.
Several important questions can be addressed with this design. If rehearsal borrowing takes place, the weak items on mixed lists will be stored with more strength than weak items on pure lists, and the strong items on mixed lists will be stored with less strength than those on pure lists. These strength differences should carry over to end-of-session tests, where they would produce a negative list-strength effect. Of course, rehearsal redistribution may or may not take place independently of strong-item interference. According to the rehearsal redistribution hypothesis, the absent list-strength effect in session is due to rehearsal borrowing acting to offset strongitem interference. Because end-of-session testing eliminates strong-item interference that is based solely on the type of original study list (a factor contributing to a positive liststrength effect) while preserving the effects of rehearsal redistribution (a factor contributing to a negative list-strength effect), the hypothesis that strong-item interference takes place predicts a more negative list-strength effect on end-of-session tests. An exception occurs if general memory loss causes the measure of the size of the effect caused by rehearsal redistribution to be less at session's end than in session. In this case, movement from a negative in-session-list-strength effect to a less negative, but nonzero, end-of-session effect may still be consistent with in-session-strong-item interference. However, such an explanation would require considerable shrinking of the measure of strength differences at session's end, perhaps caused by some sort of floor effect. The possible presence of such a lessening of strength differences at the end of the session can be assessed by comparing the main effect of item strength on in-session and end-of-session tests.
To summarize, rehearsal redistribution affects storage strength that should act at session's end. This can be independently verified because strong items should be better than weak items at session's end. Interference from stronger other items on a list should not be seen at session's end if the whole session acts as one long list. Whether the session acts as one long list may be verified by checking to see whether the listlength effect disappears at session's end. If so, rehearsal redistribution in session will produce a negative list-strength effect at session's end. An absent list-strength effect at session's end would indicate that rehearsal borrowing did not take place. Finally, if the main effect of strength is not seriously reduced at session's end, the end-of-session-list-strength effect should directly measure rehearsal redistribution effects. Thus, this measure should be (a) negative if rehearsal redistribution had occurred and (b) more negative than the in-session effect if strong-item interference had acted at the in-session test to counteract the effects of rehearsal borrowing.
Other Factors That May Affect the Difference Measures
For in-session tests, factors such as number of presentations that make up a list, lag between study and test (measured in time, number of items, number of presentations, or number of arithmetic problems), and serial study and test position may all affect the list-strength measures to the degree that they differ between pure and mixed lists. The basic mixedpure design used by Murnane and Shiffrin (1991) is illustrated in Figure 2 . It can be seen that mixed and pure lists differ in a number of respects. Consider several of these factors.
Number of Presentations
Mixed and pure lists differ in number of study trials. If information from each study trial contributes separately to recognition, which would be the case in all strongly composite models and all separate storage models in which item repetitions are separately stored, a list-strength effect is predicted for reasons that underlie the list-length effect. That is, pureweak performance will gain relative to mixed-weak, and mixed-strong performance will gain relative to pure-strong. Thus, the list-strength measure (measured by Equations 1 and 2) would be moved in a positive direction. This effect is predicted by most models, and the absence of this effect produces the strong constraints on models.
Lag Between Study and Test
It is well known that performance declines with time between study and test (e.g., Shepard, 1967; Strong, 1913; Underwood, 1957) . How performance depends on the type of information filling the interval is less clear. In any case, performance on shorter lists should be better than performance on longer lists because the average time between study and test is less for shorter lists. This factor will thus produce a positive list-strength effect as measured by Equations 1 and 2.
Retroactive Interference From Arithmetic Inserted Between Study and Test
Delay effects can be controlled by restricting attention to items that are a fixed distance from the end of the study list (Bowles & Glanzer, 1983; Shulman, 1974) . The use of differential arithmetic has the potential, however, for introducing a different confound. If, contrary to the usual expectations, the arithmetic task interferes with memory performance for list items more than the presentations themselves do, performance on short lists will be harmed relative to performance on long lists because the short lists are followed by more arithmetic. This will tend to produce a negative list-strength effect as measured by Equations 1 and 2 when differential periods of arithmetic are used to equate the total time from the beginning of study to the beginning of test.
Retroactive Interference From Study Items Between Study and Test
The average number of study presentations between study and test of a target item varies with different length lists. If subsequent study presentations interfere, performance will tend to be better on short lists, on the average, because the average number of subsequent study presentations is less on short lists. This will tend to produce a positive list-strength effect as measured by Equations 1 and 2.
Proactive Interference From Study Items Preceding the Target Item
The average number of study presentations preceding study of a target item also varies with different length lists. If previous study presentations interfere, performance will again tend to be better on short lists, on the average, because the average number of preceding study presentations is less on short lists. This will tend to produce a positive list-strength effect as measured by Equations 1 and 2.
Serial Study Position
Serial-position effects are fairly inconsistent across recognition studies. Sometimes primacy is observed (e.g., Shulman, 1974) , sometimes recency, and sometimes other patterns. If primacy or recency produces a gain in performance over a fixed number of positions (or a fixed total gain) regardless of list length, then shorter lists would gain more than longer lists, because a larger proportion of the list would partake of the gain. Similar reasoning applies to list-strength manipulations, so this factor tends to produce a positive list-strength effect as measured by Equations 1 and 2.
Test Position
It is commonly found that performance declines with test position (e.g., Ratcliff & Murdock, 1976; Shulman, 1974) . Our measures of the list-strength effect are not affected by test position effects because the average test position is the same for all but the long lists on both in-session and end-of-session tests.
It should be noted that most of these factors produce a positive effect on the list-strength measures. Only one of the conditions, when differential arithmetic is used, might produce a negative effect. Thus, in general, if rehearsal redistribution can be ruled out, a failure to observe a positive liststrength result strongly constrains theory.
Introduction to the Experiments
The research described in this article was designed with a set of a priori predictions involving specific comparisons between conditions and directions of expected difference. For this reason, the statistical analyses of greatest importance are the planned contrasts, which are measured by matched subject t tests (although analyses of variance [ANOVAs] were also carried out and are reported).
The results of the planned contrasts are presented in separate tables for each experiment. Each contrast is represented by a table entry that includes the conditions being compared, the difference in mean scores between these conditions, the standard error of this difference, the degrees of freedom of the test, the t score, and the associated p value. The tables are organized to reflect the specific sets of hypotheses being tested. Wherever possible, general comparisons between lists are followed by within-list comparisons to control for study position. Tests of item strength are given in Part I of each table. The prediction for all of these tests is that strong items will be recognized better than weak items in all conditions. Tests for list-length effects are given in Part II. The general prediction for these tests is that a list-length effect will be present insession and that this effect will disappear at session's end. List-strength tests are given in Part III. The most important contrasts occur when study-test lag is controlled. For these conditions, on the basis of previous research, list-strength effects should be absent or slightly negative in session. If no interference from stronger items is operating, the degree of negativity will reflect the amount of rehearsal redistribution, and similar list-strength results are expected in session and at session's end. If interference from stronger items is occurring in session, then the list-strength measure should be more negative at session's end, a prediction tested in Part IV of the tables. Finally, for contrasts in which the study-test lag is not equated for mixed and pure conditions, positive or negative list-strength effects should occur in session in accordance with the hypothesis that performance declines with lag. That is, if lags are shorter for pure-weak relative to mixed and mixedstrong relative to pure-strong, a positive list-strength effect should appear. When the reverse is true, a negative effect would not be inconsistent with the literature. (Examination of only those test trials in which a sentence was tested for the first time showed that the range of test positions available for analysis was both too short and too early in the testing sequence to provide useful information).
should appear. All such effects are predicted to reappear at session's end only to the degree that serial-position effects are due to strength differences. To reiterate, for lag-equated comparisons, the effect should be absent (or slightly negative) both in session and at session's end.
All statistical analyses were performed on individual subject d's computed for each condition. Individual hit or false-alarm rates greater than 0.95 or less than 0.05 were adjusted to 0.95 and 0.05, respectively. (A number of other adjustment schemes were examined and results of this method were found to mirror closely both parametric analyses with other adjustments and nonparametric analyses calculated on nonadjusted d's).
Although statistical analyses are based on the averages of d's calculated for individual subjects, an informative description of the results is available from the hits and false alarms averaged across subjects and then converted to d' scores, which we will term d". 
Experiment 1
Using sentences as stimulus materials, Murnane and Shiffrin (1991, Experiment 2) demonstrated the absence of a liststrength effect under a variety of testing conditions. Experiment 1 was designed to replicate Murnane and Shiffrin's Experiment 2 for single-word tests with the addition of endof-session testing to provide an additional direct test of the rehearsal redistribution hypothesis. As in Murnane and Shiffrin, sentences were used to help subjects focus their attention on the current stimulus item and thereby minimize rehearsal borrowing.
Method
Design. Four types of sentence lists were presented, each followed by single-word, old-new, recognition tests. To prevent retrieval from short-term or working memory on the in-session tests, an arithmetic task of fixed duration was interpolated between study and test (Peterson & Peterson, 1959) . Two instances of each of the four types of list were shown for a total of eight list presentations. The order of presentation of the eight lists was randomized over experimental sessions. After all lists were presented and tested, a surprise end-ofsession single-word, old-new recognition test was given. If a word was tested at session's end, all of the other words from its sentence were also tested (at randomly spaced intervals). The end-of-session test sentences were selected from those on all eight lists that had not been tested during the session. In other words, a sentence may not have been tested; if tested, all of its words were tested in session or at session's end, but not at both times.
The four types of list were pure-weak (PW), pure-strong (PS), mixed (M), and long (L). All but the long list were composed of 50 unique content words arranged in 10 unique sentences. Mixed lists consisted of 20 study presentations divided between 5 once-presented (weak, MW) and 5 three-times-presented sentences (strong, MS), Pure-weak lists consisted of 10 study presentations for 10 once presented sentences. Pure-strong lists consisted of 30 study presentations for 10 three-times-presented sentences. Repetitions of sentences were randomly spaced, and weak and strong sentences were randomly intermixed on mixed lists. The long list was composed of 150 unique content words arranged in 30 unique and once-presented sentences. The design is summarized in Figure 3 .
For in-session testing, the pure and mixed lists were each followed by tests of 20 targets, 5 words from each of 4 sentences. Twenty distractors were also tested for a total of 40 single-word tests after each list. These targets and distractors were randomly intermixed for each subject. The 30 sentences on the long list were broken down into 6 blocks of 5 sentences. Two sentences from each of the first two blocks and 1 sentence from each of the remaining four blocks were tested for a total of 8 tested sentences. Thus, the long list was followed by 40 targets (8 sentences x 5 words) randomly intermixed with 40 distractors.
Four sentences from each of the mixed and pure lists, two sentences from the first two blocks of the long list, and one sentence from each of the final four blocks on the long list were tested on the end-ofsession tests. Thus, at session's end, there were 200 targets (20 sentences x 5 words per sentence x 2 presentations of each type of list) randomly intermixed with 200 distractors.
Materials. Stimulus materials were sentences of the form "The adjective noun verbed the adjective noun," such as "The alert boy found the magic sword." Sentences were divided into 18 groups of nine sentences. Two groups were assigned to each of the pure and mixed lists, and the remaining 6 groups were divided between the long lists. Groups of sentences were randomly assigned to lists for each experimental session. Each set of nine sentences was then randomly divided into five study sentences and four distractor sentences for each subject. (Although the relation of the study and distractor sentences within groups was random, we used the assignment of distractors to a given group to define an arbitrary list of origin for a distractor test. Analysis of distractors at session's end in this way produced slightly differing false-alarm rates for different conditions.)
Procedure. Each subject set in an individual booth with a CRT monitor and keyboard. All experimental materials were presented on .60
.99 the monitor. Numeric answers for the addition task were entered on the numeric keypad and "old" or "new" recognition responses were entered using the [F] or [J] keys on the main body of the keyboard. Mapping of recognition response to key was alternated over booths. Screen presentation and response collection were controlled by a DEC PDP 11/34 computer. A set of instructions was left in each booth. At the beginning of each experimental session the experimenter read these instructions to the subjects and asked them to read along with him. Subjects were told that the experiment had two parts and that the experimenter would tell them about the second part after the first part was completed. Subjects were then told that they would be shown sentences and would be asked to recognize individual words from those sentences. Subjects were asked to devote full attention to each sentence presentation, whether or not it was a repetition of an earlier sentence. A short practice session was completed to give subjects experience with the experimental task.
Presentation of each list was preceded by a short warning signal. Each study sentence remained on the screen for 7 s. List presentation was followed by a signal to prepare to begin the addition task. Singledigit numbers then appeared on the screen, one at a time, with each successive number erasing the previous one for 5 s per digit. After the fifth digit, subjects were told to enter the sum and were allowed 5 s to do so (these responses were not collected). A short warning then prepared subjects to begin testing. For each test trial, an individual word appeared on the screen. Subjects had 5 s to respond (whether the word was old or new). The word disappeared from the screen as soon as the response key was pressed. Subsequent test trials were initiated after 5 s had elapsed or after all subjects had responded, whichever came first.
After all eight lists had been presented and tested, the experimenter returned to the room. Subjects were given an opportunity to take a short break if they so desired. The instructions for the end-of-session tests were then given. Response procedure and timing were exactly the same as for the in-session tests except that instructions were to respond "old" if the test word had appeared in any sentence on any list in the first part of the experiment. The 400 test trials were given with a 20-s rest period after every 80 trials.
Subjects. Sixty subjects participated in Experiment 1 in partial fulfillment of an optional requirement for an introductory psychology class. Data from one additional subject was ignored because of equipment failure. Twelve experimental sessions were run, with 4 to 6 subjects participating in each session.
Results and Discussion
Summary results in terms of d" are given in Figure 3 . Hit rates, false-alarm rates, and adjusted d's for Experiment 1 are shown in Table 2 . Planned contrasts are given in Table 3 . A Test (in session vs. end of session) x List (mixed vs. pure) x Item Type (strong vs. weak) repeated measures ANOVA was carried out. In this and all subsequent experiments, the long list was not included as a level on the list factor so that the List x Item interaction could serve as an uncontaminated indicator of the list-strength effect. All relevant comparisons involving the long list were carried out as planned contrasts. The ANOVA showed in-session performance to be better than end-of-session performance, F(l, 51) = 554.88, p < .0005, strong items to be better recognized than weak items, F(\, 51) = 105.17, p < .0005, and pure-list performance to be marginally better than mixed-list performance, F{1, 51) = 4.01, p = .05. The list-strength effect, as measured by the List Note. HR = hit rate; FAR = false-alarm rate; d' = sensitivity measure calculated from truncated hit and false-alarm rates for each subject and each condition and then averaged over subjects; PW = pure-weak; MW = mixed-weak; MS = mixed-strong; PS = purestrong; L = long; MW1 = first half of mixed list; MW2 = second half of mixed list; LI = first third of long list; L2 = second third of long list; L3 = last third of long list. Shiffrin et al. (1990) , such a result is difficult to reconcile with composite storage models that assume mutual interference among items at storage and difficult to reconcile with separate storage models in which item repetitions are separately stored. Thus the evidence favors the view that separate items are stored separately, without mutual interference, but that repetitions are accumulated into a single memory representation.
Although the results of Experiment 1 are fairly clear, a few issues need further examination. There were serial-position effects that did affect the list-strength analyses, but these could not be examined for strong items because strong items had study positions distributed across the entire study list. Also, tests of strong and weak items were mixed following mixed lists, allowing for the possibility that the recognition criteria for pure and mixed lists were not equal. If target and distractor distributions have unequal variances (Ratcliff & McKoon, in press) , criterion shifts could distort the d' analyses. Both these issues and some related ones are addressed if strong and weak sentences are blocked at both study and test. This idea forms the basis for Experiment 2.
x Item Type interaction, failed to reach significance. None of the other interaction terms was significant.
Part I of Table 3 shows that strong items are better recognized than weak items, both in session and at session's end. The failure to find a significant Item x Test interaction indicates that item strength carried over to session's end. If anything, item strength had more of an effect at the session's end, which can be seen by comparing the average strong to weak d" ratios for in-session (1.30) and end-of-session (1.60) testing.
Part III of Table 3 shows very small and insignificant negative list-strength effects for lag-equated comparisons in session (replicating Murnane & Shiffrin, 1991, Experiment 2) . Similar findings were observed at session's end. Part IV of Table 3 shows no tendency for an increasingly negative liststrength effect at the session's end. None of the list-strength comparisons, for lag-equated conditions, in session or at session's end, reached significance.
This pattern argues against rehearsal redistribution and against interference from stronger items.
Part III of Table 3 compares list-strength effects for items in groups of 10 study positions.
5 There was a difference in lag between study and test for mixed and pure lists, for items in the first 10 study positions (i.e., comparisons involving the first half of the mixed list [MW1] in Table 3 ). The positive list-strength effect for these items could have been due to elapsed time or to interference from intervening items. Note, however, that, averaging across the entire list, this lag effect tends to produce a positive effect on the difference measures we use to measure the list-strength effect. Thus, the failure to observe a significantly positive list-strength result overall is even more surprising and makes the possibility of strong-item interference even less likely.
Thus, this study shows that increasing item repetitions does not harm recognition memory for other items. As argued by Experiment 2
Method
Design. The design of Experiment 2 is illustrated in Figure 4 . Experiment 2 used the same general paradigm as Experiment 1 with the difference that items were blocked at both study and test. Half of 3 The higher end-of-session ratios could be due to serial-position effects operating in-session that are gone at session's end. Because strong items are given spaced repetitions, a strong item takes up several list positions and hence is subject to serial-position effects different from those for weak items. If performance declines with lag, this factor would depress the strong-to-weak ratio for in-session tests. However, serial-position effects may disappear at session's end, leading to a higher strong-to-weak ratio. In any case, the observed strength effects are very large relative to any confounds that may be introduced by serial position, given the size of our observed serial-position effects. According to the SAM model, ratios of d's are an appropriate measure to compare relative performances (see Shiffrin et al., 1990) , but the possible effect of uncontrolled factors near the floor for performance makes us unwilling to take the present quantitative comparisons too seriously. We simply report the ratios for the reader's convenience. 4 Because, as indicated in Footnote 2, the words from a sentence were tested in positions distributed through the test list, test position effects are not easy to examine or evaluate. Nevertheless, we observed no appreciable change in the false-alarm rates and hit rates between the first and second halves of the long test list, for both Experiments 1 and 4. Furthermore, although there were very few data points, we looked at hit rates (and false-alarm rates) for the first item tested from a given sentence, when it was tested in the first half of the long-list test sequence; a comparison with similar items tested anywhere in the pure-weak test list revealed strong list-length effects, of roughly comparable magnitude to those reported in the tables. Thus, we doubt that test position effects are distorting the list-length comparisons reported for Experiments 1 and 4.
5 Because weak items were randomly distributed throughout the mixed list, it sometimes occurred that individual subjects had all five weak sentences in one half of the mixed list. Thus, comparisons of the pure-weak list with the two halves of the mixed-weak list involve different numbers of different subjects. and ran in 21 sessions with from 3 to 6 subjects participating in each session.
Results and Discussion
The results are summarized by the d" averages in Figure 4 (the long list results from the first 10 sentences are given separately for the first 5 and second 5 sentences). Hit rates, false-alarm rates, and adjusted subject d's are shown in Table 4 . Planned contrasts are shown in Table 5 . A Test x List x Item Type repeated measures ANOVA was performed on the data. Performance on in-session tests was much better than performance at session's end, F(l, 103) = 1,168.97, p < .0005, and strong items were better recognized than weak ones, F\l, 103) = 236.97, p < .0005. The main effect of list type failed to reach significance.
The three-way interaction for test, list, and item type just failed to reach significance, F(l, 103) = 3.58, p = .052. The list-strength measures were significantly different from zero as indicated by the List X Item Type interaction, F{1, 103) = 8.37, p = .005. No other interactions reached significance.
Part I of Table 5 shows that strong items are better recognized than weak items for all comparisons, in session and at session's end. If anything, the advantage of strong over weak items was greater at session's end, as illustrated by the strong to weak ratios of 1.26 in session and 1.64 at session's end, although, as noted in Footnote 3, this increase may be due to relatively small and uncontrollable serialposition effects. Thus, any item strengthening caused by rehearsal borrowing ought to carry over to the end-of-session measures.
Part II of Table 5 shows strong list-length effects for all in-session comparisons and no list-length effect for end-of-session comparisons, except for a small list-length effect at session's end for weak items in the last 10 study positions. (The in-session findings are confounded with test position, a confounding that will be removed in Experiment 3.)
Part III of Table 5 shows no list-strength effects in session or at session's end when lag is equated (i.e., the comparisons marked with a superscript a in Table 5 ). The slightly positive effect at session's end EXPERIMENT 2 the 10 sentences on the pure and mixed lists appeared in Block 1, and the other half appeared in Block 2. On pure-strong lists, repetitions within each block of 5 sentences were randomly spaced, subject to the constraint that each of the 5 sentences appeared before any of them repeated. That is, within each block, all 5 sentences were presented in random order, followed by a repetition of all 5 sentences in a rerandomized order, followed by a final rerandomized repetition. Strong and weak items on the mixed list were separately blocked. Strong-item repetitions were spaced in the same fashion as on the pure-strong list. On one mixed list, the weak items appeared in Block I and the strong in Block 2. This order was reversed on the other mixed list. Whether subjects received the weak items in the first block on the first of two mixed list presentations was randomized over experimental sessions. In-session tests were blocked so that items that had appeared in the first study block were tested first and items that had appeared in the second study block were tested second. Instructions, debriefing, and all experimental procedures were otherwise identical to those employed in Experiment 1.
Subjects. One hundred and four subjects participated in Experiment 2. Two additional subjects were eliminated from the analysis for failure to follow instructions in one case and for equipment failure in the other. Subjects participated in the experiment in partial fulfillment of an optional requirement for an introductory psychology class .64 .65 .54 Note. HR = hit rate; FAR = false alarm rate; d' = sensitivity measure calculated from truncated hit and false alarm rates for each subject and each condition and then averaged over subjects; PW = pure-weak; MW = mixed-weak; MS = mixed-strong; PS = purestrong; L = long; Block 1 = first five sentences; Block 2 = second five sentences; LI = first third of long list; L2 = second third of long list; L3 = last third of long list.
was actually opposite to that needed to affirm the rehearsal redistribution hypothesis. Part IV of Table 5 shows this point clearly (a negative value indicates a positive shift in the list-strength effects at session's end).
The Block 1 data, for which lag was not equated, show a positive list-strength effect in session and no effect at session's end. These data would be consistent with strong-item interference but could also be due to performance declining with study-test lag. The absence of a list-strength effect for Block 2, where lag between study and test is controlled, suggests that the lag explanation is the correct one. Related to this point, a composite system in which storage of recent items causes massive interference with items stored earlier, but in which earlier items do not interfere with later ones (e.g., Ratcliff, 1990) , may be consistent with the list-strength data from this experiment. However, a model of this type would be inconsistent with the liststrength results in Experiment 1 and with the list-length findings in both studies.
The results of Experiment 2 are again in accord with the hypotheses that there is no rehearsal redistribution, no interference from stronger items, and memory loss associated with longer lags between study and test. The force of the argument is not as strong as in Experiment 1, however, because a small but significant end-of-session-list-length result was found for the last 10 items on the long list. Were this to indicate list-specific retrieval at session's end, then the failure to find a list-strength effect in session could still be ascribed to a trade-off of interference and rehearsal redistribution (a trade-off maintained at session's end). This explanation is unlikely in light of the considerable forgetting by session's end (presumably caused by activation of items from other lists than that of the test item), the fact that list-length effects are small and nonsignificant when averaged over the entire list, the fact that the explanation does not hold for our other studies, and the fact that a simpler and more consistent explanation in terms of lag is available. (Although we could raise various speculations concerning the cause of the end-of-session list-length effect in this study, there is no evidence to confirm these.)
The possibility that mixing of strong and weak tests may have contaminated the comparisons of mixed and pure lists can be ruled out for Experiment 2 because blocking of items at test simulates testing from a pure list, at least for items in the first block.
The overall pattern of data in both studies from in-session and end-of-session testing for both strong and weak items is consistent with the hypothesis that memory performance declines with increasing lag between study and test. However, in both studies, items equated for lag were at the end of the study list. More may be learned about the cause of the study position effects if lag is equated for items at the beginning of the list.
Experiment 3
In Experiment 3, lag for items early on the study list is controlled by equating the time between the beginning of study and the beginning of test. This is accomplished by inserting different lengths of time spent performing an arithmetic task after different length study lists (Bowles & Glanzer, 1983; Shulman, 1974) .
The design for Experiment 3, which is shown in Figure 5 , controls for any primacy effects that may be present and permits separation of study-position effects stemming from elapsed time or arithmetic between study and test from effects that are based on the number of intervening study trials. If performance declines as a function of time rather than of number of intervening study trials, the list-strength effect should be absent for Block 1 items and negative for Block 2 items. If the number of intervening study trials rather than time causes memory loss, then the list-strength effect should be positive for items in Block 1 and missing for items in Block 2.
Method
Design. Experiment 3 was identical in design to Experiment 2, with the exception that different amounts of arithmetic were inserted after study lists of different lengths to equate the overall time between the beginning of study and the beginning of test. The two pure-weak lists (10 study trials in 70 s) were followed by 170 s of arithmetic, the two mixed lists (20 study trials in 140 s) were followed by 100 s of arithmetic, and the pure-strong and long lists (30 study trials each in 210 s) were followed by 30 s of arithmetic. Thus, the elapsed time from the beginning of study to the beginning of test was 240 s for every list. Instructions, stimulus materials, and all experimental procedures were exactly the same as in Experiments 1 and 2.
Subjects. Fifty-nine subjects participated in the experiment in partial fulfillment of an optional requirement for an introductory psychology class. Data from 2 additional subjects were ignored for failure to follow instructions in one case and equipment failure in the other. Twelve experimental sessions were run with from 4 to 6 subjects participating in each session.
Results and Discussion
Summary results in terms of d" are given in Figure 5 (the first group of 10 sentences in the long list is broken down into two blocks of 5 sentences each). Hit rates, false-alarm rates, and adjusted d's are shown in Table 6 . Planned contrasts are shown in Table 7 . A Test x List x Item Type repeated measures ANOVA showed that in-session performance was markedly better than end-of-session performance, F(l, 58) = 249.23, p < .0005, and that recognition of strong items was better than weak items, F(l, 58) = 148.09, p < .0005. The main effect of list did not reach significance. The Test x Item interaction was significant, F(l, 58) = 15.68, p < .0005. The List x Item interaction was also significant, F(l, 58) = 13.05, p = .001, indicating a list-strength effect different from zero. The three-way interaction of Test x List x Item Type was also significant, F(l, 58) = 4.72, p = .034. The Test x List interaction failed to reach significance.
Part I of Table 7 shows the usual effect of strength, both in-session and end-of-session, except for the mixed-list items from Block 1 at session's end (an exception probably responsible for the Item x Test interaction). In general, however, the strength effect held up well at session's end as illustrated by the strong to weak ratios of 1.61 in session and 1.52 at session's end. Note also that uncontrolled serial-position effects, if present, would enlarge the in-session ratio relative to the end-of-session ratio. Thus, it seems safe to assume that strength effects caused by rehearsal redistribution, if they had occurred, would produce noticeable effects at session's end.
Part II of Table 7 shows generally that a list-length effect occurs in session and disappears at session's end. However, the in session breakdowns by study position just failed to reach significance separately (probably because the lower number of observations reduced the power of the test). Separate examination of Blocks 1 and 2 showed the expected listlength effect for Block 1, f(58) = 2.69, p = .009, SE = 0.095. There was no list-length effect for items in Block 2, ?(58) = 0.36, p = .721, SE = 0.113. The list-length effect for Block 1 items disappeared at end-of-session testing, t(5S) = -0.11, p = .909, SE = 0.080. Block 2 items also showed no end-ofsession-list-length effect, /(58) = -.25, p = .804, SE = 0.089.
Part III of Table 7 shows generally negative list-strength effects for in-session tests, and these are significantly negative for Block 2 items. This result was expected because of lag differences in Block 2. In the lag-controlled conditions of Block 1, the nonsignificantly negative list-strength effect is consistent with the results of Experiments 1 and 2. All liststrength effects at session's end were slightly, but not significantly, negative. Part IV of Table 7 shows the shifts of the list-strength effect to be in the opposite direction from that needed to argue for strong-item interference.
The finding that an in-session-list-strength effect was absent in Block 1 and negative in Block 2 (Part III, Table 7 ) was directly in accord with simple time-lag accounts of the observed study-position effects and contradicted the predictions of accounts that were based only on the number of study Note. HR = hit rate; FAR = false-alarm rate; d' = sensitivity measure calculated from truncated hit and false-alarm rates for each subject and each condition and then averaged over subjects; PW = pure-weak; MW = mixed-weak; MS = mixed-strong; PS = purestrong; L = long; Block 1 = first five sentences; Block 2 = second five sentences; LI = first third of long list; L2 = second third of long list; L3 = last third of long list.
trials intervening between study and test of a particular target item. There remains the possibility that the study-position effects are due to retroactive interference from the arithmetic task. This hypothesis predicts a negative list-strength effect for both strong and weak items in session. The strong-item prediction is upheld statistically but the weak-item prediction is not. It seems clear that neither form of retroactive interference, taken alone, can account for the observed pattern of study-position effects. However, interference from both arithmetic and intervening items in combination is perfectly confounded with simple lag. Thus, the study position results of Experiment 3 are consistent with either interpretation. As was true of Experiment 2, contamination of the data induced by mixing strong and weak tests could not have occurred for items in Block 1 because items were tested in blocks according to strength.
The use of different durations of arithmetic in Experiment 3 appeared to produce a few idiosyncratic effects, such as the failure to find a list-length effect for in-session items in Block 2 and the loss of a strong-item advantage for mixed-list Block 1 items at session's end. To explore these effects further and to improve the reliability of the findings, Experiment 4 contrasts equal and differential arithmetic conditions. This study also eliminates the blocking of items by strength in case this procedure itself introduces a confounding factor, such as differential context cues associated with different portions of a given list that differ in strength.
Experiment 4
Experiment 4 manipulates the arithmetic task within a single experiment. The list-strength predictions are straightforward given the assumption that forgetting occurs with lag: For conditions in which lag for end-of-list items is equated (by using equal periods of arithmetic after all lists), pureweak performance is expected to be equivalent to second-half mixed-weak, and greater than first-half mixed-weak performance. The opposite pattern of results is predicted for conditions in which lag for start-of-list items is equated (by using different periods of arithmetic after different list types): Pureweak performance is predicted to be equivalent to first-half- mixed-weak, and worse than second-half mixed-weak, performance.
Method
Design. Duration of time spent doing arithmetic was manipulated within subjects. In the equal arithmetic conditions, one of each type of list was followed by 30 s of arithmetic. In the differential arithmetic conditions, the arithmetic task encompassed 170 s after the pure-weak list, 100 s after the mixed list and once again, 30 s after the pure-strong and long lists. The data from the two pure strong lists were combined for the analyses, as were the data from the two long lists, because the duration of arithmetic after these lists did not differ between the equal and differential arithmetic conditions. List presentation order was randomized for each experimental session. The design is illustrated in Figures 6 and 7 . Instructions, stimulus materials, and all experimental procedures were exactly the same as in Experiments 1 through 3.
Subjects. One hundred subjects participated in Experiment 4 in partial fulfillment of an introductory psychology course requirement. Data from 1 other subject was ignored because of equipment failure. Twenty-one experimental sessions were run with from 3 to 6 subjects participating.
Results and Discussion
Summary results in terms of d" are given in Figures 6 and 7. Hit rates, false-alarm rates, and adjusted d'% are given in Table 8 . Planned contrasts are given in Tables 9 and 10 . A Test x List x Item x Arithmetic (equal vs. differential) repeated measures ANOVA was carried out. The ANOVA showed that performance on in-session tests was better than on end-of-session tests, F{\, 103) = 402.42, p < .0005, and strong items were much better recognized than weak items, F(l, 103) = 349.65, p < .0005. Neither the main effects of list nor arithmetic reached significance. The Test x Item inter- As was the case in Experiments 1 and 2, strong items were better recognized than weak in all conditions (Part I, Tables  9 and 10 ). The main effect of strength was also very strong at session's end, as illustrated by the strong to weak ratios: 1.43 in session and 1.61 at session's end. When taken in combination with the results of Experiments 1 and 2, this suggests that the failure to find a strength advantage at session's end for Block 1 mixed-list items in Experiment 4 is an unreliable minor aberration.
Parts II of Tables 9 and 10 shows large list-length effects in session that largely disappeared at session's end. An exception occurred for comparisons involving the third block of 10 items in the differential arithmetic condition: In session, a list-length effect was not present as was the case for Experiment 3, and at session's end, a list-length effect was present. It may be that a combination of interference from the arithmetic on the pure-weak list and a recency advantage on the long list combined to produce this rather inexplicable result (see Footnote 4).
Parts HI and IV of Tables 9 and 10 showed the usual pattern of list-strength findings. In general, a positive liststrength effect was not observed on the in-session tests. The equal arithmetic comparisons produced an absent effect except for the comparison with early items on the mixed-weak list, which produced a positive effect (Part III, Table 9 ). All of the differential arithmetic comparisons produced a negative effect (Part III, Table 10 ). Both positive and negative effects .68 .62
1.17 Note. HR = hit rate; FAR = false-alarm rate; d' = sensitivity measure calculated from truncated hit and false-alarm rates for each subject and each condition and then averaged over subjects; PW = pure-weak; MW = mixed-weak; MW1 = mixed-weak, first half of list; MW2 = mixed-weak, second half of list; MS = mixed-strong; PS = pure-strong; L = long; LI = first third of long list; L2 = second third of long list; L3 = last third of long list; pure-strong and long data shown under equal arithmetic are identical for the two arithmetic conditions. are expected on the basis of the usual lag effect (interference from the arithmetic task or effects caused by its duration).
Small and insignificant positive list-strength effects were observed in all conditions at end of session (Part III, Tables 9  and 10 ). If rehearsal redistribution had occurred, and the strength advantages incurred through borrowing had translated to session's end, negative list-strength effects would be expected. Direct test of the rehearsal redistribution hypothesis showed no change between in-session and end-of-session tests for equal arithmetic items (Part IV, Table 9 ) and a change in the opposite direction to that predicted by rehearsal borrowing for differential arithmetic items (Part IV, Table 10 ).
With one exception, the serial-position-list-strength findings for both equal and differential arithmetic conditions are in agreement with the hypothesis that performance declines with time between study and test. Comparison of performance for mixed-weak items from the second half of the differential arithmetic list and the first half of the equal arithmetic list (see Table 8 ) reveals the exception. Approximately 100 s pass from the end of study to the beginning of test for both of these conditions, and hence, if time were the sole factor responsible for the serial-position effects, they both would be expected to show equal performance. However, the first-half equal arithmetic items are recognized better than the secondhalf differential arithmetic items.
If retroactive interference from the arithmetic task was the only factor producing the serial-position effects, the abovenoted exception would be predicted. However, the hypothesis that arithmetic is the sole factor involved also predicts a negative list-strength effect for weak items on the first half of the differential arithmetic list and an absent effect for items on the first half of the equal arithmetic list. Neither of these predictions is fulfilled. Similarly, the data from Experiment 4 are inconsistent with the view that retroactive interference from the study items that appear between study and test is the factor responsible for the study-position effects. The predictions of this hypothesis are in accord with the equal arithmetic comparisons but are contradicted by the differential arithmetic comparisons. The predictions are a positive liststrength effect for weak items on the first half of the differential arithmetic list and an absent effect for the second-half items. However, the data show an absent effect for first-half items and a negative effect for items in the second half of the mixed list. Whatever the cause of the serial-position effects, it is clear that performance differs as a function of serial position and that when serial position is controlled, no evidence of difference between mixed and pure performance is observed.
We have argued that list effects disappear at session's end because at the end-of-session test, the individual lists effectively merge into one large list. This raises the possibility that extraneous information (noise) across lists, or some other factor, such as decreasingly effective storage. Figure 8 helps to determine which is the case by plotting the list-length effect as a ratio of short to long list d" (the actual d" values are given in Table 11 ). The fact that the list-length effect does not decrease suggests that the performance decrease across lists is due to decreasing storage. (This argument depends upon analyzing the list-length effect as a ratio, but the results are similar when the list-length effect is analyzed as a difference of d" values, as shown in Table 11 ). It is also illuminating to examine the list-strength effect across lists, as shown as a d" ratio in Figure 8 . This ratio also stays fairly constant across lists, near a value of 1. The actual d" values as a function of list position are given in Table 11 . ( These results suggest to us that the subject was reasonably successful at fulfilling the task demands: focusing retrieval mainly on the most recent list in session and on the entire session at session's end. They also suggest that the failure to observe a positive list-strength result is not due to averaging across successive input lists.
Summary of the Experimental Results
When organized under the hypothesis that performance declines with lag between study and test, the results from the four experiments are remarkably consistent. Consider the insession results. A list-strength effect was absent in every case in which lag between study and test was controlled. Where lag was uncontrolled, list-strength effects were either positive (Experiment 1, early items; Experiment 2, Block 1; Experia similar mechanism operates during the session, such that the effective list at any test consists of all words from prior presentations in the session. A milder form of this hypothesis would weight prior lists in the session by a forgetting factor determined by the age of the list. If so, one could argue that the list-strength effect is not seen in session because the effect that exists early in the session becomes attenuated later and averaging across the session washes out the effect. The fact that a large difference between list-length and list-strength effects exists in session but not at session's end argues against this view. Nonetheless, the hypothesis may be further tested by checking for a decrease across the eight lists in the session of certain performance indices: overall performance, listlength effect, and list-strength effect.
We give the results for Experiment 1 only (these are typical). Overall performance, summed across all conditions, is given in Figure 8 as a function of list position in session. Because of the small numbers of observations, the data are given in terms of d", calculated from hit and false-alarm rates, each averaged across subjects. Clearly performance decreases across lists. This decrease could be due to an accumulation of : mixed-weak; MS = mixed-strong; ment 4, equal arithmetic, early items) or negative (Experiment 3, Block 2; Experiment 4, differential arithmetic, late items), all in accord with the hypothesis that longer study-test lags reduce performance. In contrast, the hypothesis of strongitem interference predicts a positive list-strength effect in all cases.
The possibility that strong-item interference occurred as predicted but was masked by rehearsal redistribution appears unlikely in the face of the end-of-session results. There was very good evidence that factors affecting storage strength produce large and measurable effects both in session and at session's end. This is indicated by the fact that the main effect of item strength that was observed in session in all four experiments carried over quite generally to session's end, (the only exception occurring for mixed-list items from Block 1 of Experiment 3). Further, judging from the strong to weak ratios, the strength effect was only marginally reduced in magnitude in one experiment (Experiment 3). Because rehearsal redistribution should affect storage strength, redistribution effects ought to be evident at session's end, where they would alter the list-strength measures. Because no such liststrength effects were observed at session's end (at best, small and insignificant negative list-strength effects occurred in some conditions of some experiments), one would have to argue that redistribution effects were again being cancelled by interference from stronger items. But the list-length results provide strong evidence that interference from other items on a given list only affect performance in session. This evidence is based on the fact that the list-length effects observed in session generally disappeared at session's end. It is hard to see how list-length effects could disappear without list-strength effects (if they existed) doing so also. This line of reasoning leads to the prediction that a more negative list-strength effect ought to result at session's end (if in-session-strong-item interference is offset by rehearsal redistribution). This prediction failed in every case except one (Experiment 2, Block 1), and the exception is equally explicable, according to the lag hypothesis. This line of reasoning is perhaps slightly weakened by the occasional, erratic, and minor variations in the listlength findings. However, these few cases do not present a consistent picture, and in the great majority of cases the listlength findings exhibited the expected pattern.
The results of these four experiments provide clear evidence that strong-item interference does not take place in recognition. If rehearsal redistribution does take place, and the evidence indicates that it must be small in magnitude, it is not sufficient to mask the effects of strong-item interference on in-session tests. In addition, there is strong evidence that performance declines as the lag between study and test increases; this lag factor is sufficient to account for the observed in-session-list-strength effects in these four experiments. Strictly speaking, the present results apply only to paradigms using sentence stimuli. However, the failure to observe positive list-strength results occurs in paradigms using word pairs as well, which suggests that the present conclusions apply fairly generally.
These findings provide strong constraints for memory models. In particular, it is difficult to reconcile the results reported here with models in which interference (strictly, from spaced repetitions) takes place at storage because interference would then inevitably appear at test. Of course, one should not assume that it is easy to develop an acceptable model for these results once it is assumed that interference is a retrieval phenomenon. It is possible to find such a model, however, as we now demonstrate by example.
A SAM Model for List-Strength, List-Length, and Lag Effects
In the SAM model (Gillund & Shiffrin, 1984; Raaijmakers & Shiffrin, 1980 , 1981 , interference takes place at retrieval, and different items are assumed to be stored separately in memory without mutual interference. Recognition in SAM is based on a global familiarity process in which memory representations are individually activated by a probe cue and then summed. The sum of these activations, termed familiarity, and denoted F, is compared with a criterion for purposes of making a recognition decision.
The sum of activations is given by the following equation:
Associative strengths between cues and items stored in memory are represented as S(Q it Ij) w >, in which Q, represents the rth cue, Ij represents theyth stored item and H>, represents the weight given cue i. Weights are constrained to sum to 1.0 (see Gronlund & Shiffrin, 1986) . In single-item recognition, the memory is probed with two cues. The item cue is the test item presented for recognition; the context cue is assumed to be contextual information that focuses retrieval on the target list or lists. Shiffrin et al. (1990) presented a general version of the SAM model that was shown to be capable of predicting both an absent or negative list-strength effect and a positive list-length effect for recognition. Murnane and Shiffrin (1991) specified the model for sentence stimuli, quantified it, and fit it to data with good results. There are two key differences between the new version of SAM proposed by Shiffrin et al. and earlier versions. The new version incorporates a differentiation as-sumption along with the assumption that item repetitions are accumulated into a single stored memory representation.
The absence of a list-strength effect for recognition poses a problem for any separate storage model in which recognition is based on global activation and in which item repetitions are stored separately. If each repetition of an item is separately stored, each will contribute noise to the recognition process and a positive list-strength effect will be predicted. Accumulation of item repetitions into a single, stronger memory representation avoids this problem. However, with accumulation comes an increase in strength, and how the stronger memory representation does not increase the noise in the recognition process must be explained. Further, it must be explained why stronger other memory representations result in interference for free recall but not for recognition.
The preferred solution proposed by Shiffrin et al. (1990) involves a differentiation assumption. It is assumed that the similarity between a stored item and a cue item with which it was not rehearsed decreases as the stored item becomes stronger or better learned, presumably because the differences between the two become more salient. The more dissimilar the item cue and the stored item, the less the stored item is likely to be activated by the item cue. The context cue, on the other hand, will produce more activation of strong items. This is due to the accumulation of strong-item repetitions resulting in more or stronger contextual information stored in the stronger memory representation. The overall result is that strong items tend to be activated more than weak items in response to the context cue, but this increase is offset by a tendency for strong items to be activated less in response to the item cue. Thus, strong and weak items tend to contribute the same net level of activation (and thus variance on the assumption that variance depends on the mean). If stronger items contribute no additional variance to the recognition process, strong-item interference does not occur and a positive list-strength effect for recognition is not predicted. The presence of a list-strength effect in free recall is predicted on the grounds that in free recall, the memory is often probed with a context cue alone. In this situation, strong items in memory are activated more than weak items and thus produce interference (in SAM, this occurs because stronger items are selectively sampled in a memory search; for a discussion of the cued-recall predictions, see Shiffrin et al., 1990) .
Is this model compatible with the new data reported here? Although quantitative prediction of the magnitudes of the observed effects is a project for future research, the model is qualitatively consistent with the new data once appropriate assumptions concerning context cues and context changes are taken into account.
In SAM, two of the main sources of forgetting that apply in recognition are (a) an increase in the number of items activated by the probe cues, which increases variance and reduces performance, and (b) a reduction in the activation of the target image (relative to the rest of the activation of memory), which reduces the mean activation difference between target and distractors. List-length effects are explained in SAM as an example of Factor 1. Shifts in context between study and test caused by subject strategies or external events can have either of the two effects. Some of the effects of context change are described by Raaijmakers (1988, 1989) , but their concern was interference between lists of paired associates sharing stimulus terms, and somewhat different assumptions are needed for the present paradigm.
Suppose that context shifts very slowly and gradually during presentation of a list and during presentation of events intervening between study and test, such as arithmetic. If the current context tends to be used as a probe cue, then the most recent items will exhibit enhanced performance caused by Factor 2. Also, increasing periods of arithmetic will lead to decreased performance for the same reason. The lag effects observed in the present studies can be interpreted in this manner. Suppose that at session's end the subject chooses a generalized context cue that will tend to activate all lists, not just the most recent one. This cue may not be as efficient in activating items stored in memory as that usually adopted at list's end, but even if it were as efficient, the much greater number of items activated would cause marked performance decrements at session's end. This loss would primarily reflect the operation of Factor 1. Even more important, if the context cue activates items on all lists, rather than on one specific list, then performance is determined by the composition of the entire session rather than by the number and type of items on any given list. This explains why both list-length effects and list-strength effects (if they existed) would disappear at session's end. Both would be replaced by effects of session length and session strength (if such existed). Similar reasoning shows why serial-position effects due to context and effects caused by different periods of arithmetic would also disappear at session's end. Only serial-position effects caused by storage strength effects (such as extra rehearsal given to initial list items) would still be seen at session's end. Finally, it should be noted that item strength (determined by rehearsal time, for example) would still produce performance differences at session's end despite the general decrement in performance (because strong items would be activated more than weak items when the matching item is used as a probe cue; when the probe matches the image, differentiation of course does not apply).
This account would not be difficult to quantify and apply to the present experiments. However, the extra parameters associated with the assumed changes in the context cue would ensure a successful outcome. Other experiments would be needed to explore contextual shifts in detail before a quantitative fit would provide useful information. For present purposes, it is sufficient to note that the new data reported here are consistent with this account. Moreover, the account was developed in advance of the studies and, in fact, led to the experimental design.
The one area in which a model of the present type might need careful quantification is that concerned with the amount of forgetting between in-session and end-of-session testing. The difference between list length and session length might be large enough to lead to an overprediction of the observed forgetting. Even if this is the case, there are several other possibilities available within the SAM framework that could be utilized to modify the predicted amount of forgetting. For example, the weight given to the context cue might be lower at session's end, leading to less forgetting. Alternatively, the list context might activate some items not on the list in addition to list items, also decreasing the predicted degree of forgetting. Such issues must be left to future research.
In summary, at least at a qualitative level, the data reported here appear to be consistent with the SAM model suggested by Shiffrin et al. (1990) , supplemented by assumptions concerning context shifts. Thus, by example, separate storage models in which interference takes place at retrieval rather than at storage have the potential to predict the entire pattern of interference data discussed in this article. The compatibility of other models with these data will be taken up in the General Discussion.
General Discussion
Stronger items were recognized better both in session and at session's end. Items on longer lists were recognized worse in session, but not at session's end. List-strength effects were absent both in session and at session's end when study-test lag was equated. These findings support the following claims: (a) If rehearsal redistribution on mixed lists takes place at all, it is a minor effect that does not markedly affect item performance on mixed versus pure lists; (b) a factor or factors associated with increasing lag between study and test causes increasing memory loss on in-session tests; and (c) Interference from strong items does not occur in recognition. These findings provide a strong constraint for memory models.
Interference at Storage
As was demonstrated with the SAM model, models in which interference among items takes place at retrieval but not at storage have the potential to predict the present data when supplemented with suitable assumptions. Models in which interference takes place at storage do not appear to have this potential. This is certainly true of models in which new items and spaced repetitions of old items are treated similarly, in the sense that both interfere with other stored items. The addition of either type of input to memory interferes with other items already present. The result is that forgetting is predicted as a function of both list length and list strength. It is, of course, logically possible to argue that interference occurs at storage, but is caused only by new items, not by repetitions of old items. (Also, the argument that interference effects occur at retrieval is orthogonal to the argument that some sort of general decay of information takes place during delay intervals, an issue to which the present data do not speak.)
Composite Versus Separate Storage
It is currently the case that separate storage models of memory tend to posit retrieval-based interference whereas composite memory models tend to posit storage-based interference. Thus, it may appear that the present data are being used to rule out composite memory models. This is not the case. Composite distributed memory models are readily available that do not imply mutual interference among inputs or do not imply appreciable interference. It is well known, for example, that if all inputs to the memory are orthogonal, n vectors of size n can be stored in an n x n matrix without interference (e.g., Kohonen, 1982 Kohonen, , 1984 . The assumption of orthogonality is unrealistic, but even more important, a great deal of interference occurs once memory "fills up." Another alternative is a composite memory store that is very large relative to the number of stored items (e.g., Kanerva, 1988 , moves somewhat in this direction). In a system of this type, subsequent inputs need not be stored in the same subunits with prior inputs, and interference might be negligible. It should be noted, however, that the elimination of interference at storage might be purchased at some cost. Models that follow this route might have to build in separate mechanisms to predict memory phenomena such as interference, forgetting, prototype formation, generalization, and pattern matching; it is the ability to predict such phenomena on the basis of item interactions at storage that have made composite models so attractive in the first place.
A variety of mixed models may also be capable of predicting the present findings. Mixed models posit composite storage at some points in the system but separate storage at others, or interference at storage at some points but noninterference at others. Examples might include Grossberg and Stone (1986) and Kruschke (1990) . Such mixed models must be explored in future research.
Eyewitness Memory: Interference at Storage?
It is not easy to find data in the literature that bear on the issue of the locus of interference. The traditional memory arguments concerning unlearning versus competition are not relevant. For example, Mensink and Raaijmakers (1988) explain most of this data with a separate storage model. One paradigm that has sometimes been raised with regard to this issue is that of misleading information in the eyewitness memory literature. There are findings that could be claimed to show that postevent misleading information may overwrite or eliminate prior information (e.g., Loftus, 1975 Loftus, , 1979 Loftus, Miller, & Burns, 1978) , and other findings seem to demonstrate that later information may blend with prior information to produce a memory representation that is neither one nor the other but a combination of both (Loftus, 1977; 1979) .
In experiments in which it appears that storage of new information eliminates earlier information, subjects are usually shown a series of pictures depicting an event and are then given postevent misleading information. For example, a stop sign may be shown in an initial sequence of pictures depicting an automobile accident. In the experimental condition, later descriptions of the accident might make reference to a yield sign. Experimental subjects given a two-choice forced recognition test typically choose the yield sign far more often than subjects in control conditions. Do such results indicate that the initial memory representation of a stop sign has been replaced with a representation of a yield sign? McCloskey and Zaragoza (1985) added a testing condition in which distractors in the recognition test had not been previously seen or mentioned. For example, subjects saw a sequence of pictures that included a man picking up a hammer from a toolbox as a noncentral event. After the event, experimental subjects were told that the tool was a screwdriver, control subjects were simply told that it was a tool. When asked to choose between hammer and screwdriver on the recognition test, the experimental subjects tended to choose screwdriver, replicating Loftus's findings. However, when asked to choose between hammer and wrench, performance of the experimental and control groups was indistinguishable.
The McCloskey and Zaragoza results appear to provide clear evidence that the initial information was not eliminated or overwritten. Metcalfe (1990) used her CHARM model to predict this pattern of results. She assumed that both the original information (hammer) and the later information (screwdriver) entered memory, the latter being stored somewhat more strongly. Although the model succeeded in explaining the results, it did so mainly by assuming that both traces entered the composite memory, interfering with each other little (if any) more than any other two items entered into memory. That is, the interference in CHARM was nonspecific, a "screwdriver" interfering with "hammer" to about the same degree that any other input would have. Thus the predictions depend on storing both traces in memory, with interference being (at most) nonspecific. The issue of the locus of nonspecific interference is not addressed by the data from these paradigms. For this reason, it seems fair to say that the evidence from this type of paradigm is consistent with an account in which nonspecific interference occurs at either retrieval or storage (as shown by Metcalfe). The data are probably not consistent with a model positing specific interference between the two critical items.
The reports of memory blends appear to provide even stronger evidence in favor of interference that takes place at storage. In these experiments (e.g., Loftus, 1977) , subjects see a sequence of events that might include, say, a green car. Experimental subjects are then given the misleading postevent information that the car was blue. When they are later asked to choose the color chip that best matches the color of the car, these subjects, on average, choose a color much closer to blue than do subjects who did not receive the misleading information. Such results are not difficult to predict on the basis of composite models. However, they are equally compatible with accounts in which the observed blending arises during the retrieval process. Research in this area does not yet seem to provide a fundamental basis for choosing between models assuming interference at storage or retrieval.
Conclusion
In conclusion, the pattern of interference data discussed in this article provide strong constraints for models of memory. We showed that rehearsal redistribution was probably not playing a significant role in the mixed-pure paradigm, nor were serial-position effects masking interference by stronger items. Thus, we concluded that interference from stronger items does not occur in recognition testing, at least in paradigms of the type described here. Such results pose a challenge for models in which mutual interference among items takes place at storage. Until it can be shown that a model in which interference takes place at storage can predict the present pattern of results, it may be concluded that the interference responsible for list-length and list-strength effects takes place at retrieval.
