A fuzzy neural network (FNN) 
Introduction
Fuzzy systems have been applied in control problems for a long time, mainly for complex systems whose analytic formula is unknown and cannot be easily identified. Practical situations show that only a limited number of input-output pairs of vectors together with knowledge about the system dynamic are known a priori [1] [2] . Often, in these cases, practical control strategies have been directly implemented only relying on skilled system operators. The main task here is to design a neuro-fuzzy controller able to approximate the operator actions in some optimal manner and make it available as a screening tool for helping them in the control center.
Several attempts for solving nonlinear problems based on either neural networks [3] or fuzzy approaches [4] have been reported presenting very encouraging results. Nevertheless, it seems that neuro-fuzzy approaches whose inherit the generalization ability from standard neural networks and the robustness in handling inputoutput mapping of linguistic variables from fuzzy systems are natural candidates [5] . Recently, new classes of adaptive neural fuzzy networks for fuzzy modeling and control of dynamic systems have been presented. They have presented superior performance from the design point of view and accuracy compared to alternative approaches reported in the literature when applied to well-known benchmark problems [6] [7] .
Since linguistic modeling of complex irregular systems constitutes the heart of many control and decision making systems, an approach to determine linguisticfuzzy rules is timely needed. In fact, generally speaking, the operator's experience should be expressed as "IF-THEN" fuzzy knowledge rules that can be used in fuzzy-associative-memory (FAM) look-up-table approaches [8] . However, FAM banks are difficult to achieve for both main reasons: firstly, acquiring and expressing operator experiences as fuzzy knowledge rules it is not a simple task to achieve; secondly, often the final bank is sparse preventing practical use. Indeed, experts usually are able to express their knowledge about the system behavior mainly concerning to extreme points of the state variable ranges but out of stressing operation, they finding difficult to provide reliable information how the system performs.
In this paper, a fuzzy neural network (FNN) architecture for generating fuzzy rule based from sparse expert knowledge about the system dynamic is proposed and its performance in solving the truck backer-upper nonlinear control problem is analyzed. Even in situation where the FNN approaches are implemented with small constant learning parameters there is no guarantee they properly converge [9] . They have been adapted using heuristics to improve fast convergence or a desired level of performance [10] . In this paper, a fuzzy logic controller (FLC) for adapting the FNN learning and momentum parameters during the learning phase is also proposed.
The rest of the paper is organized as follows. In Section 2, the h level set (α-cuts) definition is brief reviewed and the neuro-fuzzy network architecture is described. Section 3 presents the FNN learning algorithm. Section 4 describes the fuzzy logic controller (FLC) for adapting both the FNN learning and momentum parameters during the learning phase. Section 5 illustrates some experimental results of the FNN using the truck backer-upper problem and compare its performance with related approaches [8] . Finally, concluding remarks are given in Section 6.
The Neuro-Fuzzy Proposal
A multi-layer feedforward neural network that can handle fuzzy information may be designed according to Ishibuchi et al [11] proposal considering the following procedures: a) fuzzy numbers are propagated through the neural network; b) a single unit is used for dealing with a fuzzy number; c) the extension principle [12] defines the inputoutput relation for each unit and the actual fuzzy output calculations are performed using interval arithmetic for all h level sets (α-cuts); d) the standard BP (Back Propagation) learning algorithm [13] must be extended to accomplish with fuzzy weights and biases needs. Inputs and outputs are also fuzzy vectors.
Triangular fuzzy numbers and h level sets
Symmetric triangular fuzzy numbers may be used for representing fuzzy weights, biases, inputs and outputs
denotes a triangular fuzzy number as shown in Fig.1 . The membership function of X may be defined as Figure 1 : Representation of the fuzzy number X
The level sets of fuzzy numbers may be defined as
where µ X (x) is the membership function of X and R is the set of all real numbers. Each h-level set defines a closed interval on the support of X, denoted by
U h and it can be calculated as
Architecture
A three-layer feedforward neural network with n I input units, n H hidden units and n O output units may be fuzzified according to the following equations, for each h-level set:
Input units:
Hidden units:
Output units:
where W ji and W kj are the fuzzy weights between the input-hidden layers and hidden-output layers, respectively. f (.) is the activation function f (x) = 1/(1+e −x ). 
FNN Learning Algorithm
Let T p = (T p1 , T p2 , . . . , T pn0 ) be the n 0 -dimensional fuzzy target vector corresponding to the fuzzy input vector X p . A cost function for h-level sets of the fuzzy output O pk from the kth output units and the corresponding fuzzy target T pk may be calculated as follows:
where
The cost function for the h-level sets of the fuzzy output vector O p and the fuzzy target vector T p are defined as
The input-output pair (X p , T p ) has the cost function:
A backpropagation learning algorithm may be derived using the cost function e ph without distorting the fuzzy weight shapes if their h-level sets are independently updated [11] .
The triangular fuzzy weights W kj , W ji and triangular fuzzy biases Θ k , Θ j may be denoted by:
The fuzzy weight W kj = (w L kj , w C kj , w U kj ) between the jth hidden unit and the kth output unit can be updated by using the cost function e ph as follows:
where η and α are learning and momentum parameters, respectively, and t represents the number of epochs.
The derivatives in equations (17) and (18) are calculated as follows:
Therefore, due to (3) and (4), the equations (19) and (20) are rewritten as:
These equations show how the error signals are back propagated through neural network. Similarly, the fuzzy weight W kj = (w 
After adjusting W kj through equations(23)-(25), the range limits have to be checked. In case where the lower limit becomes larger than the upper limit, the following heuristics should be used:
The fuzzy weight W ji and the fuzzy biases Θ k , Θ j are updated in the same way as the fuzzy weight W kj .
Convergence control
In spite of the learning and momentum parameters play an important role to improve the convergence of the learning phase, in practical situation they have been obtained by trial-error attempts, left as small constant values or updated by using heuristics [10] . In these cases, there is no guarantee the learning process will converge [9] .
In this section, to provide a desired level of performance, a fuzzy logic controller (FLC) for adapting the FNN learning and momentum parameters during the learning phase is proposed. The input signals used in the fuzzy controller are both the error e(t − 1) and changeof-error, ce(t − 1), that can be given as (Fig.3) :
where t is the number of epochs, m is the total number of input-output pairs (X p , T p ) and e p is the cost function defined by (14) . The output of the fuzzy controller is the learning parameter η. The momentum parameter α is defined as follows:
The equation (30) above shows that at the beginning of the learning process when η is large, α is small. This guides the net fast towards a minimum point. however, nearby a minimum, it is desirable having η small and α large. The membership functions and the FAM table used in the fuzzy convergence controller are shown in Fig. 4 "IF e is medium and ce is zero THEN η is medium" which corresponds to the central cell in Table 1 .
Simulations and results

Backing up a truck problem
The performance of the proposed FNN approach is analyzed in solving the backing up a trucker problem, originally proposed by Nguyen & Widrow [14] . This 
where (x, y) gives the truck position; φ is the angle between the car and the horizontal reference, θ is the control angle and r = vt (v = 1.0 m/s is the truck speed and t = 1.0s the sampling time). As in Kosko [8] , the input variables are the angle φ and the position x. The output variable is the angle θ. Fig. 6 shows the fuzzy sets defined to these variables, similarly to Kosko's . 
Results
In all simulations, the net structure is composed by n I = 2 input units, n H = 6 hidden units and n O = 1 output unit. The h level set is defined as {0.2, 0.4, 0.6, 0.8, 1.0}. Fuzzy weights and biases are initialized in the closed interval [−1, 1] and the condition for halting the training is the number of training epochs (1000 iterations).
In order to verify the generalization ability of the FNN, three sets of known rules (scenarios) were considered as shown in Table 2 . The superscripts a, b or c indicate the scenario at which a specific rule belongs to. Hence, scenario (a) has nine known rules, (b) has six and (c) five. The goal is training the FNN in order to generate a complete table (FAM bank) for each scenario.
After all FAM banks have been obtained for the scenarios a, b and c they were used for solving the truck backer-upper problem and the final result compared with those obtained by Kosko [8] . In Table 3 , the final states of the variables (x, y, φ) for two initial positions (20, 20, 30
• ) and (30, 10, 220 • ) are shown. Fig. 7 shows the results for all scenarios. The obtained results indicate scenario c presents a performance similar to Kosko's. This similarity degree may be better analyzed using the concept of linguistic trajectory. Hence, consider that the state variables x 1 e x 2 could have n 1 and n 2 linguistic values, respectively. In this situation, (n 1 × n 2 ) corresponds to the maximum number of rules in the fuzzy knowledge database. By definition, the crisp point (x 1 , x 2 ) in the state space belongs to the subspace associated with rule j, if:
where, µ Rj (x 1 , x 2 ) and µ R k (x 1 , x 2 ) are fuzzy relation degrees associated to the j-th and k-th rules, respectively.
The state variables trajectories can be mapped in the fuzzy rules subspaces and the rules sequence been fired is called "linguistic trajectory". Fig. 8 shows an example of the linguistic trajectories obtained from scenario c and the Kosko's FAM bank, both starting from the same initial position (30, 10, 220
• ). Notice that the FNN was able to determine a bank that conducts the truck for the "docking zone" (final state), spending less energy than Kosko's bank.
Conclusion
A fuzzy neural network (FNN) architecture for generating fuzzy rule database from sparse expert knowledge and handling fuzzy information (fuzzy input and output vectors) was proposed. In order to improve its convergence during the learning phase, a fuzzy convergence controller for automatic adaptation of the learning and momentum parameters was described. The FNN performance was analyzed in solving the truck backer-upper nonlinear control problem and the results compared to Kosko's [8] . Simulation results and comparison of analysis show that the proposed FNN presents good trajectories, driving the truck to the desired final state, consuming less energy than Kosko's. A self-organizing FNN is under investigation for solving practical real-time MIMO problems taking into account sparse information acquired from multiple experts. Further improvements will be soon reported.
