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Abstract
We look for solutions to a fractional Schrödinger equation of the following form
(−∆)α/2u+
(
V (x)− µ|x|α
)
u = f(x, u)−K(x)|u|q−2u on RN \ {0},
where V is bounded and close-to-periodic potential and − µ|x|α is a Hardy-type potential. We assume that V
is positive and f has the subcritical growth but not higher than |u|q−2u. If µ is positive and small enough we
find a ground state solution, i.e. a critical point of the energy being minimizer on the Nehari manifold. If µ is
negative we show that there is no ground state solutions. We are also interested in an asymptotic behaviour
of solutions as µ→ 0+ and K → 0.
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and localized potentials, Hardy inequality, sign-changing nonlinearity
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1. Introduction
We consider the following nonlinear, fractional Schrödinger equation with external, Hardy-type potential
(−∆)α/2u+
(
V (x) − µ|x|α
)
u = f(x, u)−K(x)|u|q−2u on RN \ {0} (1.1)
where α ∈ (0, 2), µ ∈ R and N > α, with u ∈ Hα/2(RN ). The fractional Schrödinger equation arises in
many models from mathematical physics, e.g. nonlinear optics, quantum mechanics, nuclear physics (see e.g.
[18, 30, 33, 39, 40, 46, 52, 56, 58, 59] and references therein). We focus on the external potential of the form
V (x) − µ|x|α , where V ∈ L∞(RN ) is close-to-periodic potential and − µ|x|α is Hardy-type potential. Note that
the Hardy-type potential does not belong to the Kato’s class, hence it is not a lower order perturbation of the
operator −∆+ V (x) (see [45]).
The fractional Laplacian can be defined via Fourier multiplier |ξ|α, i.e. the operator (−∆)α/2, for a
function ψ : RN → R, is given by the Fourier transform by the formula
F
(
(−∆)α/2ψ
)
(ξ) := |ξ|αψˆ(ξ),
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where
Fψ(ξ) := ψˆ(ξ) :=
∫
RN
e−iξ·xψ(x) dx
denotes the usual Fourier transform. When ψ : RN → R is rapidly decaying smooth function, it can be defined
by the principal value of the singular integral
(−∆)α/2ψ(x) = cN,αP.V.
∫
RN
ψ(x)− ψ(y)
|x− y|N+α dy, (1.2)
where
cN,α :=
2αΓ
(
N+α
2
)
2πN/2|Γ(−α/2)| > 0.
Here, Γ denotes the Gamma function, i.e. a function defined for complex numbers z with Re(z) > 0 by the
formula
Γ(z) :=
∫ ∞
0
xz−1e−x dx
and extended to a meromorphic function on the set C \ {0,−1,−2, . . .}. Both definitions of the fractional
Laplacian are equivalent, i.e. on L2(RN ) they give operators with common domain and they coincide on
this domain (see [35]). It is known that (−∆)α/2 reduces to −∆ as α → 2− (see [16]). In this paper we
identify (−∆)α/2 with the classical Laplace operator −∆ for α = 2. In what follows we will use the following
characterization of the fractional Sobolev space, for 0 < α < 2:
Hα/2(RN ) :=
{
u ∈ L2(RN ) :
∫∫
RN×RN
|u(x)− u(y)|2
|x− y|N+α dx dy +
∫
RN
|u(x)|2 dx <∞
}
with the associated scalar product:
Hα/2(RN )×Hα/2(RN ) ∋ (u, v) 7→
∫∫
RN×RN
(u(x)− u(y))(v(x) − v(y))
|x− y|N+α dx dy +
∫
RN
u(x)v(x) dx ∈ R.
See e.g. [10, 16] for more background about the fractional Laplace operator and fractional Sobolev spaces.
Equation (1.1) describes the behaviour of the so-called standing wave solutions Φ(x, t) = u(x)e−iωt of the
following time-dependent fractional Schrödinger equation
i
∂Φ
∂t
= (−∆)α/2Φ+
(
V (x) − µ|x|α + ω
)
Φ− g(x, |Φ|).
Such an equation was introduced by Laskin by expanding the Feynman path integral from the Brownian-like
to the Lévy-like quantum mechanical paths (see [36, 37]). The time-dependent equation is also intensively
studied (see e.g. [28, 38]).
The nonlinearity f satisfies the following conditions:
(F1) f : RN × R → R is measurable, ZN -periodic in x ∈ RN and continuous in u ∈ R for a.e. x ∈ RN ,
moreover there are c > 0 and 2 < q < p < 2∗α :=
2N
N−α such that
|f(x, u)| ≤ c(1 + |u|p−1) for all u ∈ R, x ∈ RN ,
(F2) f(x, u) = o(|u|) uniformly in x as |u| → 0+,
(F3) F (x, u)/|u|q →∞ uniformly in x as |u| → ∞,
2
(F4) u 7→ f(x, u)/|u|q−1 is increasing on (−∞, 0) and on (0,∞).
Note that our conditions imply that for every ε > 0 there is Cε > 0 such that
|f(x, u)u| ≤ ε|u|2 + Cε|u|p. (1.3)
To study the asymptotic behaviour of solutions we need additionaly the following assumption:
(F5) for a.e. x ∈ RN the function f(x, ·) is of C1-class and there are 2 < r ≤ p and c > 0 such that
f(x, u)u− 2F (x, u) ≥ b|u|r and |f ′u(x, u)| ≤ c(1 + |u|p−2)
for all u ∈ R and a.e. x ∈ RN .
We impose on K the following condition:
(K) K ∈ L∞(RN ) is ZN -periodic in x ∈ RN , K(x) ≥ 0 for a.e. x ∈ RN .
In what follows the external potential V satisfies:
(V ) V ∈ L∞(RN ) is the sum V = Vloc+Vper, where Vper ∈ L∞(RN ) is ZN -periodic in x ∈ RN and Vloc(x)→ 0
as |x| → ∞; moreover
V0 := ess inf
x∈RN
V (x) > 0.
Moreover Vloc ∈ Ls(RN ), where s ≥ Nα .
In view of (V ) the following norm
‖u‖2 := cN,α
∫∫
RN×RN
|u(x) − u(y)|2
|x− y|N+α dx dy +
∫
RN
V (x)|u(x)|2 dx (1.4)
is equivalent to the classic one in Hα/2(RN ). Moreover, if Vloc = 0, ‖ · ‖ is ZN -invariant, i.e.
‖u‖ = ‖u(· − z)‖
for any z ∈ ZN .
Recall that u ∈ Hα/2(RN ) is a weak solution to (1.1) if for every function ϕ ∈ C∞0 (RN ) there holds
cN,α
∫∫
RN×RN
(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|N+α dx dy +
∫
RN
V (x)u(x)ϕ(x) dx − µ
∫
RN
u(x)ϕ(x)
|x|α dx
−
∫
RN
(
f(x, u)ϕ−K(x)|u|q−2uϕ) dx = 0.
It is classical to check that the functional J : Hα/2(RN )→ R given by
J (u) := cN,α
2
∫∫
RN×RN
|u(x)− u(y)|2
|x− y|N+α dx dy +
1
2
∫
RN
V (x)|u(x)|2 dx− 1
2
∫
RN
µ
|x|α |u(x)|
2 dx− I(u),
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where
I(u) :=
∫
RN
(
F (x, u(x)) − 1
q
K(x)|u(x)|q
)
dx,
is of C1-class and critical points of J are solutions of (1.1). We are looking for a groud state solution, i.e. a
critical point being a minimizer of J on the Nehari manifold
N := {u ∈ Hα/2(RN ) \ {0} : J ′(u)(u) = 0}. (1.5)
Obviously N contains all nontrivial critical points, hence a ground state is the least energy solution.
The classical Schrödinger equation (the case α = 2) has been studied by many authors; see for instance
[1, 6, 9, 12, 13, 34, 41, 43, 44, 54, 55] and references therein. In the local case, the Schrödinger equation appears
also as an approximation of the Maxwell equation. The fractional case has been also widely investigated in
[2, 5, 7, 14, 15, 21–23, 25, 31, 47, 51, 57]; see also references therein.
There is a lot of results concerning the case Γ = 0 and µ = 0. The existence of nontrivial solutions was
obtained by S. Secchi in [48] for a subcritical f ∈ C1(RN × R) satisfying the Ambrosetti-Rabinowitz type
condition 0 < µF (x, u) < uf(x, u) for µ > 2 and a coercive potential V ∈ C1(RN ). The Nehari manifold
method was also introduced in [48] with the classical monotonicity condition: t 7→ t−1uf(x, tu) is increasing
on (0,∞). The variational setting for fractional equations was also provided in [50]. M. Cheng proved in
[11] that (1.1) has a nontrivial solution for the subcritical nonlinearity f(x, u) = |u|p−1u + ωu and a coercive
potential V (x) > 1 for a.e. x ∈ RN . He showed also that there is a ground state solution being minimizer on
the Nehari manifold for 0 < ω < λ, where λ = inf σ(A) and σ(A) is the spectrum of the self-adjoint operator
A := (−∆)α/2 + V (x) on L2(RN ). For f(x, u) = |u|p−1, where p is a subcritical exponent, there is a positive
and spherically symmetric solution (see [17]). The uniqueness of ground states Q = Q(|x|) ≥ 0 of an equation
(−∆)α/2Q + Q − Qβ+1 = 0 in R was obtained by R.L. Frank and E. Lenzmann in [24]. Recently, S. Secchi
proved the existence of radially symmetric solution of (−∆)α/2u+ V (x)u = g(u) for g which does not satisfy
the Ambrosetti-Rabinowitz condition ([49]). Such a result was known before for α = 2 and constant potentials
V ([4]).
The local case α = 2 with Vloc = 0, Γ = 0 and q = 2 has been studied by Q. Guo and J. Mederski (see
[29]) using Cerami sequences under more general assumption on V = Vper that zero lies in the spectral gap of
−∆+ V (x).
In our case the nonlinear term depends on x, does not satisfy the Ambrosetti-Rabinowitz condition and
the classical monotonicity condition is violated, moreover the potential is singular and the term − µ|x|α does not
belong to the Kato’s class. Our main tool, which allows us to deal with such potentials, is the fractional Hardy
inequality. This fact has been intensively studied by many authors (see for instance [8, 19, 20, 26, 27]). To
deal with the sign-changing behaviour we use the variational setting based on the Nehari manifold technique
from [6].
Now we state our main results concerning the existence of ground state solutions depending on the sign
of Vloc and the sign of µ < µ∗, where µ∗ is a constant defined below.
Theorem 1.1. Suppose that (V ), (K) (F1)–(F4) are satisfied, Vloc ≡ 0 or Vloc < 0, and 0 ≤ µ < µ∗. Then
(1.1) has a ground state, i.e. there is a nontrivial critical point u of J such that J (u) = infN J .
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Theorem 1.2. Suppose that (V ), (K), (F1)–(F4) are satisfied, µ < 0 and
Vloc(x) >
µ
|x|α for a.e. x ∈ R
N \ {0},
in particular Vloc > 0 can be considered. Then (1.1) has no ground states.
We are also interestend in the behaviour of solutions in asymptotic cases.
Theorem 1.3. Suppose that (V ), (F1)–(F5) are satisfied, Vloc ≡ 0 and µ = 0. Moreover assume that every
function in the sequence (Kn) satisfies (K) and Kn → 0 in L∞(RN ). If un is a ground state solution of (1.1)
with K ≡ Kn, then there is a sequence (zn) ⊂ ZN such that
un(· − zn)→ u0 in Hα/2(RN ),
where u0 is a ground state solution of (1.1) with K ≡ 0.
Theorem 1.4. Suppose that (V ), (K), (F1)–(F5) are satisfied, Vloc ≡ 0. Moreover assume that the sequence
(µn) satisfies 0 ≤ µn < µ∗ and µn → 0. If un is a ground state solution of (1.1) with µ = µn, then there is a
sequence (zn) ⊂ ZN such that
un(· − zn)→ u0 in Hα/2(RN ),
where u0 is a ground state solution of (1.1) with µ = 0.
To our best knowledge, Theorems 1.1 and 1.2 were known before only for α = 2, Vloc ≡ 0, q = 2 and
K ≡ 0 (see [29]). Similarly as in Section 6 we can show Theorem 1.3 in the local case (α = 2), which is a new
result. Theorem 1.4 has been shown before only for α = 2, q = 2 and K ≡ 0 (see [29]).
Let us briefly describe the structure of this paper. In the second section we introduce some preliminary
facts - the fractional Hardy inequality and the variational setting, which allows us to deal with sign-changing
nonlinearities. The third section concerns the analysis of bounded Palais-Smale sequences. In the fourth
section we provide the proof of Theorem 1.1 using preliminary facts and the decomposition of Palais-Smale
sequences. The fifth section contain the proof of Theorem 1.2. In sixth and seventh sections we provide proofs
of Theorems 1.3 and 1.4.
2. Preliminary facts
Let us recall the fractional Hardy inequality, which is the main tool and allows us to deal with Hardy-type
potentials.
Lemma 2.1 ([26][Theorem 1.1]). There is HN,α > 0 such that for every u ∈ Hα/2(RN ) and N > α there
holds ∫∫
RN×RN
|u(x) − u(y)|2
|x− y|N+α dx dy ≥ HN,α
∫
RN
|u(x)|2
|x|α dx.
Moreover, in view of [26], the sharp constant HN,α can be estabilished and it is equal
HN,α = 2π
N/2Γ
(
N+α
4
)2 |Γ(−α/2)|
Γ
(
N−α
4
)2
Γ
(
N+α
2
) .
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Define
µ∗ := HN,αcN,α = 2α
(
Γ
(
N+α
4
)
Γ
(
N−α
4
)
)2
.
Note that in the local case (α = 2) we obtain
µ∗ = 4
(
Γ
(
N
4 − 12 + 1
)
Γ
(
N
4 − 12
)
)2
= 4
(
N
4
− 1
2
)2
=
(N − 2)2
4
.
This same constant has been obtained in [29] and it is the sharp constant in the Hardy inequality in H1(RN ).
Lemma 2.2. Let 0 ≤ µ < µ∗. There exists 1 > DN,α,µ > 0 such that for any u ∈ Hα/2(RN )
DN,α,µ‖u‖2 ≤ ‖u‖2 − µ
∫
RN
u2
|x|α dx ≤ ‖u‖
2.
Proof. We have
‖u‖2 = cN,α
∫∫
RN×RN
|u(x)− u(y)|2
|x− y|N+α dx dy +
∫
RN
V (x)|u|2 dx.
Put
‖u‖2µ := ‖u‖2 − µ
∫
RN
|u|2
|x|α dx.
In view of Lemma 2.1
cN,α
∫∫
RN×RN
|u(x)− u(y)|2
|x− y|N+α dx dy ≥ cN,αHN,α
∫
RN
|u(x)|2
|x|α dx.
Then µ < µ∗ means that
1 ≥ 1− µ
cN,αHN,α
> 0.
Then
cN,α
∫∫
RN×RN
|u(x)− u(y)|2
|x− y|N+α dx dy − µ
∫
RN
|u(x)|2
|x|α dx (2.1)
≥
(
1− µ
cN,αHN,α
)
cN,α
∫∫
RN×RN
|u(x)− u(y)|2
|x− y|N+α dx dy ≥ 0.
On the other hand
‖u‖2µ ≥
(
1− µ
cN,αHN,α
)
cN,α
∫∫
RN×RN
|u(x)− u(y)|2
|x− y|N+α dx dy. (2.2)
From (2.1) we have
‖u‖2µ ≥
∫
RN
V (x)u2 dx. (2.3)
Combining (2.2) and (2.3) we obtain
‖u‖2µ =
1
2
‖u‖2µ +
1
2
‖u‖2µ
≥ 1
2
(
1− µ
cN,αHN,α
)
cN,α
∫∫
RN×RN
|u(x)− u(y)|2
|x− y|N+α dx dy +
1
2
∫
RN
V (x)u2 dx
≥ 1
2
(
1− µ
cN,αHN,α
)
‖u‖2.
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We will briefly introduce the abstract setting from [6]. Suppose that E is a Hilbert space with respect to
the norm ‖ · ‖E . Let us consider a functional J : E → R of the general form
J (u) = 1
2
‖u‖2E − I(u),
where I : E → R is of C1-class. The Nehari manifold for the functional J is given by
N = {u ∈ E \ {0} : J ′(u)(u) = 0}.
Let us recall a critical point theorem from [6], which is based on the approach of [53], [42] and [3].
Theorem 2.3 ([6][Theorem 2.1]). Suppose that the following conditions hold:
(J1) there is r > 0 such that a := inf‖u‖E=r J (u) > J (0) = 0;
(J2) there is q ≥ 2 such that I(tnun)/tqn →∞ for any tn →∞ and un → u 6= 0 as n→∞;
(J3) for t ∈ (0,∞) \ {1} and u ∈ N
t2 − 1
2
I ′(u)(u)− I(tu) + I(u) < 0;
(J4) J is coercive on N .
Then infN J > 0 and there exists a bounded minimizing sequence for J on N , i.e. there is a sequence
(un) ⊂ N such that J (un)→ infN J and J ′(un)→ 0.
From the proof of [6][Theorem 2.1] it follows that for every u ∈ E \ {0} there is unique number t(u) > 0
such that t(u)u ∈ N . Moreover the function m : {u ∈ E : ‖u‖E = 1} → N given by m(u) = t(u)u is an
homeomorphism. We will check that (J1)–(J4) are satisfied for (E, ‖ · ‖E) =
(
Hα/2(RN ), ‖ · ‖µ
)
, provided that
0 ≤ µ < µ∗.
Lemma 2.4. Let 0 ≤ µ < µ∗ and assume that (F1)–(F4), (K) and (V ) are satisfied. (J1)–(J4) are satisfied
for (E, ‖ · ‖E) =
(
Hα/2(RN ), ‖ · ‖µ
)
.
Proof. (J1) Fix ε > 0. Observe that (F1) and (F2) implies that F (x, u) ≤ ε|u|2 + Cε|u|p for some Cε > 0.
Therefore ∫
RN
F (x, u) dx −
∫
RN
1
q
Γ(x)|u|q dx ≤
∫
RN
F (x, u) dx ≤ Cµ(ε‖u‖2µ + Cε‖u‖pµ),
for some constant Cµ > 0 provided by the Sobolev embedding theorem and Lemma 2.2. Thus there is
rµ > 0 such that ∫
RN
F (x, u) dx −
∫
RN
1
q
Γ(x)|u|q dx ≤ 1
4
‖u‖2µ
for ‖u‖µ ≤ rµ. Therefore
J (u) ≥ 1
4
‖u‖2µ =
1
4
r2µ > 0
for ‖u‖µ = rµ.
(J2) By (F3) and Fatou’s lemma we get
I(tnun)/tqn =
∫
RN
F (x, tnun)
tqn
dx− 1
q
∫
RN
Γ(x)|un|q dx→∞.
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(J3) Fix u ∈ N and consider
ψ(t) =
t2 − 1
2
I ′(u)(u)− I(tu) + I(u)
for t ≥ 0. Then ψ(1) = 0 and
dψ(t)
dt
=
∫
RN
tf(x, u)u− f(x, tu)u dx+ (tq−1 − t)
∫
RN
Γ(x)|u|q dx.
Since u ∈ N ∫
RN
f(x, u)u dx−
∫
RN
Γ(x)|u|q dx = ‖u‖2µ > 0.
Therefore, for t > 1, we have
dψ(t)
dt
<
∫
RN
tq−1f(x, u)u− f(x, tu)u dx = tq−1
∫
RN
f(x, u)u− f(x, tu)u
tq−1
dx < 0,
by (F4). Similarly dψ(t)dt > 0 for t < 1. Therefore ψ(t) < ψ(1) = 0 for t 6= 1, i.e.
t2 − 1
2
I ′(u)(u)− I(tu) + I(u) < 0.
(J4) Let (un) ⊂ N be a sequence such that ‖un‖µ →∞ as n→∞. (F3) implies that
f(x, u)u = q
∫ u
0
f(x, u)
uq−1
sq−1 ds ≥ q
∫ u
0
f(x, s)
sq−1
sq−1 ds = qF (x, u)
for u ≥ 0 and similarly f(x, u)u ≥ qF (x, u) for u < 0. Therefore
J (un) = 1
2
‖un‖2µ −
∫
RN
F (x, un) dx+
1
q
∫
RN
Γ(x)|un|q dx =
=
(
1
2
− 1
q
)
‖un‖2µ +
∫
RN
1
q
f(x, un)un − F (x, un) dx ≥
≥
(
1
2
− 1
q
)
‖un‖2µ →∞
as n→∞, since q > 2.
The following fact is very useful to deal with the Hardy-type term and plays a very important role in the
proof of the decomposition result.
Lemma 2.5. If |xn| → ∞, then for any u ∈ Hα/2(RN ),∫
RN
1
|x|α |u(· − xn)|
2 dx→ 0.
Proof. Let ϕm ∈ C∞0 (RN ) and ϕm → u in Hα/2(RN ) as m→∞. Take Rm > 0 large enough that
suppϕm ⊂ B(0, Rm).
Obviously, for any m there is n(m) such that |xn(m)| −Rm ≥ m and n(m) is increasing. We get∫
RN
1
|x|α |ϕm(· − xn)|
2 dx =
∫
RN
1
|x+ xn|α |ϕm|
2 dx =
∫
B(0,Rm)
1
|x+ xn|α |ϕm|
2 dx
≤ 1
(|xn| −Rm)α
∫
B(0,Rm)
|ϕm|2 dx ≤ 1
mα
∫
RN
|ϕm|2 dx→ 0
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We have∫
RN
1
|x|α |u(· − xn)|
2 dx ≤
∫
RN
1
|x|α |u(· − xn)− ϕm(· − xn)|
2 dx+
∫
RN
1
|x|α |ϕm(· − xn)|
2 dx
=
∫
RN
1
|x|α |u(· − xn)− ϕm(· − xn)|
2 dx+ o(1).
In view of the fractional Hardy inequality we obtain∫
RN
1
|x|α |u(· − xn)− ϕm(· − xn)|
2 dx ≤ 1
HN,α
∫∫
RN×RN
|u(x)− ϕm(x)− u(y) + ϕm(y)|2
|x− y|N+α dx dy → 0,
since ϕm → u in Hα/2(RN ).
3. Profile decomposition of bounded Palais-Smale sequences
The main theorem in this section is a modification of the decomposition results from [6][Theorem 4.1] and
[5][Theorem 3.1], in the spirit of [32]. We consider the functional J : Hα/2(RN )→ R of the form
J (u) = 1
2
‖u‖2 − µ
∫
RN
u2
|x|α dx−
∫
RN
G(x, u) dx,
where the norm is defined by
‖u‖2 = cN,α
∫∫
RN×RN
|u(x) − u(y)|2
|x− y|N+α dx dy +
∫
RN
V (x)u2 dx.
The norm is associated with the following scalar product
〈u, v〉 := cN,α
∫∫
RN×RN
|u(x)− v(y)|2
|x− y|N+α dx dy +
∫
RN
V (x)u(x)v(x) dx.
We suppose that G(x, u) =
∫ u
0 g(x, s) ds, where g : R
N × R→ R satisfies:
(G1) g(·, u) is measurable and ZN -periodic in x ∈ RN , g(x, ·) is continuous in u ∈ R for a.e. x ∈ RN ;
(G2) g(x, u) = o(|u|) as |u| → 0+ uniformly in x ∈ RN ;
(G3) there exists 2 < r < 2∗α such that lim|u|→∞ g(x, u)/|u|r−1 = 0 uniformly in x ∈ RN ;
(G4) for each a < b there is a constant c > 0 such that |g(x, u)| ≤ c for a.e. x ∈ RN and a ≤ u ≤ b.
We will also denote
J∞(u) = J (u)− 1
2
∫
RN
Vloc(x)|u|2 dx.
Theorem 3.1. Suppose that (G1)–(G4) and (V ) hold and 0 ≤ µ < µ∗. Let (un) be a bounded Palais-Smale
sequence for J . Then passing to a subsequence of (un), there exist an integer ℓ > 0 and sequences (ykn) ⊂ ZN ,
wk ∈ Hα/2(RN ), k = 1, . . . , ℓ such that:
(a) un ⇀ u0 and J ′(u0) = 0;
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(b) |ykn| → ∞ and |ykn − yk
′
n | → ∞ for k 6= k′;
(c) wk 6= 0 and J ′∞(wk) = 0 for each 1 ≤ k ≤ ℓ;
(d) un − u0 −
∑ℓ
k=1 w
k(· − ykn)→ 0 in Hα/2(RN ) as n→∞;
(e) J (un)→ J (u0) +
∑ℓ
k=1 J∞(wk) + µ2
∑ℓ
k=1
∫
RN
|wk|2
|x|α dx.
Remark 3.2. Note that (G2)–(G4) imply that for every ε > 0 there is Cε > 0 such that
|g(x, u)| ≤ ε|u|+ Cε|u|r−1
for any u ∈ R and a.e. x ∈ RN .
Remark 3.3. In view of Remark 3.2 and continuous Sobolev embeddings there is constant ρ > 0 such that
‖v‖ ≥ ρ > 0
for every nontrivial, critical point of J on Hα/2(RN ). It is also true for J∞.
Proof. Step 1: We may find a subsequence of (un) such that un ⇀ u0, where u0 ∈ Hα/2(RN ) is a critical
point of J .
Since (un) ⊂ Hα/2(RN ) is bounded, we may assume that (up to a subsequence) un ⇀ u0 in Hα/2(RN ) and
un(x) → u0(x) for a.e. x ∈ RN , for some u0 ∈ Hα/2(RN ). Take any ϕ ∈ C∞0 (RN ) and observe that
J ′(un)(ϕ) − J ′(u0)(ϕ) = 〈un − u0, ϕ〉 − µ
∫
RN
(un − u0)ϕ
|x|α dx−
∫
RN
(g(x, un)− g(x, u0))ϕdx.
By the weak convergence we have that 〈un − u0, ϕ〉 → 0. Moreover, for any measurable set E ⊂ suppϕ we
have ∫
E
|g(x, un)ϕ| dx ≤ C(|un|2|ϕχE |2 + |un|r−1r |ϕχE |r)
and therefore by the Vitali convergence theorem∫
suppϕ
(g(x, un)− g(x, u0))ϕdx→ 0.
In view of the Hardy inequality (Lemma 2.1), (un) is bounded in L2
(
RN , dx|x|α
)
, hence we may assume that
un ⇀ u0 in L
2
(
R
N ,
dx
|x|α
)
.
Thus
µ
∫
RN
(un − u0)ϕ
|x|α dx→ 0.
Hence J ′(un)(ϕ) → J ′(u0)(ϕ) and therefore J ′(u0) = 0.
Step 2: Let v1n = un − u0. Suppose that
sup
z∈RN
∫
B(z,1)
|v1n|2 dx→ 0. (3.1)
Then un → u0 and (a)–(e) hold for ℓ = 0.
Let v1n = un − u0 and suppose that
sup
z∈RN
∫
B(z,1)
|v1n|2 dx→ 0.
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Observe that
J ′(un)(v1n) = 〈un, v1n〉 − µ
∫
RN
unv
1
n
|x|α dx−
∫
RN
g(x, un)v
1
n dx
= ‖v1n‖2 + 〈u0, v1n〉 − µ
∫
RN
unv
1
n
|x|α dx−
∫
RN
g(x, un)v
1
n dx
and therefore
‖v1n‖2 = J ′(un)(v1n) +
∫
RN
(g(x, un)− g(x, u0)) v1n dx+ µ
∫
RN
(un − u0)v1n
|x|α dx.
We have J ′(un)(v1n)→ 0, since un is a Palais-Smale sequence. Moreover, the Vitali convergence theorem and
the Lion’s lemma ([48][Lemma 2.4]) imply∫
RN
(g(x, un)− g(x, u0)) v1n dx→ 0.
Hence
‖v1n‖2 = µ
∫
RN
|v1n|2
|x|α dx+ o(1).
Recall that, for µ < µ∗ we have
DN,α,µ‖v1n‖2 ≤ ‖v1n‖2 − µ
∫
RN
|v1n|2
|x|α dx = o(1).
Therefore un → u0 in Hα/2(RN ) and by the continuity of J we have J (un)→ J (u0).
Step 3: Suppose that there is a sequence (zn) ⊂ ZN such that
lim inf
n→∞
∫
B(zn,1+
√
N)
|v1n|2 dx > 0.
Then there is w ∈ Hα/2(RN ) such that (up to a subsequence):
(i) |zn| → ∞, (ii) un(·+ zn) ⇀ w 6= 0, (iii) J ′∞(w) = 0.
(i) and (ii) are standard. Put vn = un(·+ zn) and denote that
J ′∞(vn)(ϕ) − J ′∞(w)(ϕ) =
= 〈vn − w,ϕ〉 −
∫
RN
(g(x, vn)− g(x,w))ϕdx− µ
∫
RN
(vn − w)ϕ
|x|α dx−
∫
RN
Vloc(x) (vn − w)ϕdx.
By the weak convergence 〈vn − w,ϕ〉 → 0. By the Vitali convergence theorem∫
RN
(g(x, vn)− g(x,w))ϕdx→ 0.
Take a measurable set E ⊂ suppϕ and observe that∫
RN
|Vloc(x) (vn − w)ϕ|χE dx ≤ |Vloc|∞
∫
suppϕ
|vn − w||ϕχE | dx ≤ |Vloc|∞|vn − w|2|ϕχE |2
and therefore by the Vitali convergence theorem∫
RN
Vloc(x) (vn − w)ϕdx→ 0.
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Hence
J ′∞(vn)(ϕ) − J ′∞(w)(ϕ) = −µ
∫
RN
(vn − w)ϕ
|x|α dx + o(1).
Again, in view of the Hardy inequality (Lemma 2.1), we may assume that vn ⇀ w in L2
(
R
N , dx|x|α
)
, thus
∣∣∣∣
∫
RN
(vn − w)ϕ
|x|α dx
∣∣∣∣→ 0.
Thus J ′∞(vn)(ϕ) → J ′∞(w)(ϕ). We need to show that J ′∞(vn)(ϕ)→ 0. In this purpose observe that
J ′(un) (ϕ(· − zn))→ 0,
since (un) is a Palais-Smale sequence. On the other hand
0 ← J ′(un) (ϕ(· − zn))
= 〈vn, ϕ〉 −
∫
RN
g(x, vn)ϕdx −
∫
RN
Vloc(x)vnϕdx+
∫
RN
Vloc(x)unϕ(· − zn) dx − µ
∫
RN
unϕ(· − zn)
|x|α dx
= J ′∞(vn)(ϕ) +
∫
RN
Vloc(x+ zn)vnϕdx− µ
∫
RN
unϕ(· − zn)
|x|α dx.
By the Vitali convergence theorem we have∫
RN
Vloc(x+ zn)vnϕdx→ 0.
Moreover, in view of the Hölder inequality, boundedness of (un) in L2
(
RN , dx|x|α
)
and Lemma 2.5 we have
∣∣∣∣
∫
RN
unϕ(· − zn)
|x|α dx
∣∣∣∣ ≤
(∫
RN
u2n
|x|α dx
) 1
2
(∫
RN
|ϕ(· − zn)|2
|x|α dx
) 1
2
→ 0.
Finally J ′∞(vn)(ϕ)→ 0. Thus J ′∞(w) = 0.
Step 4: Suppose that there exist m ≥ 1, (ykn) ⊂ ZN , wk ∈ Hα/2(RN ) for 1 ≤ k ≤ m such that
|ykn| → ∞, |ykn − yk
′
n | → ∞ for k 6= k′,
un(·+ ykn)→ wk 6= 0, for each 1 ≤ k ≤ m,
J ′∞(wk) = 0, for each 1 ≤ k ≤ m.
Then,
(1) if supz∈RN
∫
B(z,1)
∣∣un − u0 −∑mk=1 wk(· − ykn)∣∣2 dx→ 0 as n→∞, then∥∥∥∥∥un − u0 −
m∑
k=1
wk(· − ykn)
∥∥∥∥∥→ 0;
(2) if there is (zn) ⊂ ZN such that
lim inf
n→∞
∫
B(zn,1+
√
N)
∣∣∣∣∣un − u0 −
m∑
k=1
wk(· − ykn)
∣∣∣∣∣
2
dx > 0,
then there is wm+1 ∈ Hα/2(RN ) such that (up to subsequences):
12
(i) |zn| → ∞, |zn − ykn| → ∞, for 1 ≤ k ≤ m,
(ii) un(·+ zn) ⇀ wm+1 6= 0,
(iii) J ′∞(wm+1) = 0.
Put ξn = un − u0 −
∑m
k=1 w
k(· − ykn).
(1) In view of Lion’s lemma ([48][Lemma 2.4]) ξn → 0 in Lr(RN ). Note that
J ′(un)(ξn) = ‖ξn‖2 + 〈u0, ξn〉+
m∑
k=1
〈wk(· − ykn), ξn〉 − µ
∫
RN
unξn
|x|α dx−
∫
RN
g(x, un)ξn dx
and therefore
‖ξn‖2 = J ′(un)(ξn)−
m∑
k=1
〈wk(· − ykn), ξn〉+
∫
RN
(g(x, un)− g(x, u0))ξn dx+ µ
∫
RN
(un − u0)ξn
|x|α dx.
We have J ′(un)(ξn)→ 0, since (un) is a Palais-Smale sequence. Since J ′∞(wk(· − ykn)) = 0 we have
〈wk(· − ykn), ξn〉 =
∫
RN
g(x,wk(· − ykn))ξn dx +
∫
RN
Vloc(x)w
k(· − ykn)ξn dx+ µ
∫
RN
wk(· − ykn)ξn
|x|α dx
and therefore
‖ξn‖2 = o(1)−
m∑
k=1
∫
RN
g(x,wk)ξn(·+ ykn) dx−
m∑
k=1
∫
RN
Vloc(x)w
k(· − ykn)ξn dx
+
∫
RN
(g(x, un)− g(x, u0))ξn dx+ µ
∫
RN
(un − u0)ξn
|x|α dx− µ
m∑
k=1
∫
RN
wk(· − ykn)ξn
|x|α dx.
We can easily show that
−
m∑
k=1
∫
RN
g(x,wk)ξn(·+ ykn) dx −
m∑
k=1
∫
RN
Vloc(x)w
k(· − ykn)ξn dx+
∫
RN
(g(x, un)− g(x, u0))ξn dx→ 0,
hence
‖ξn‖2 = µ
∫
RN
(un − u0)ξn
|x|α dx− µ
m∑
k=1
∫
RN
wk(· − ykn)ξn
|x|α dx+ o(1) = µ
∫
RN
|ξn|2
|x|α dx+ o(1).
Since µ < µ∗ we have
DN,α,µ‖ξn‖2 ≤ ‖ξn‖2 − µ
∫
RN
|ξn|2
|x|α dx = o(1)
and therefore
ξn → 0 in Hα/2(RN ).
(2) Suppose that
lim inf
n→∞
∫
B(zn,1+
√
N)
∣∣∣∣∣un − u0 −
m∑
k=1
wk(· − ykn)
∣∣∣∣∣
2
dx > 0.
Then (i) and (ii) hold as in Step 3. Put vn = un(·+ zn). Then for ϕ ∈ C∞0 (RN ) we have
J ′∞(vn)(ϕ)− J ′∞(wm+1)(ϕ)→ 0
and J ′∞(vn)(ϕ)→ 0 as in Step 3.
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Step 5: Conclusion.
In view of Step 1, we know that un ⇀ u0 and J ′(u0) = 0, which completes the proof of (a). If condition (3.1)
from Step 2 holds, then un → u0 and theorem is true for ℓ = 0. On the other hand, one has
lim inf
n→∞
∫
B(yn,1)
|v1n|2 dx > 0
for some (yn) ⊂ RN . For each yn ∈ RN we may find zn ∈ ZN such that
B(yn, 1) ⊂ B(zn, 1 +
√
N).
Then
lim inf
n→∞
∫
B(zn,1+
√
N)
|v1n|2 dx ≥ lim infn→∞
∫
B(yn,1)
|v1n|2 dx > 0.
Therefore in view of Step 3 we find w such that (i)–(iii) hold. Let y1n = zn and w
1 = w. If (1) from Step 4
holds with m = 1, then (b)–(d) are true. Otherwise (2) holds and we put (y2n) = (zn) and w
2 = w. Then we
iterate the Step 4. To complete the proof of (b)–(d) it is sufficient to show that this procedure will finish after
a finite number of steps. Indeed, observe that
lim
n→∞ ‖un‖
2 − ‖u0‖2 −
m∑
k=1
‖wk‖2 = lim
n→∞
∥∥∥∥∥un − u0 −
m∑
k=1
wk(· − ykn)
∥∥∥∥∥
2
≥ 0
for each m ≥ 1. Since wk are critical points of J∞, there is ρ0 > 0 such that ‖wk‖ ≥ ρ0 > 0, so after a finite
number of steps, say ℓ steps, condition (1) in Step 4 will hold.
Step 6: We will show that (e) holds:
J (un)→ J (u0) +
ℓ∑
k=1
J∞(wk).
Note that
J (un) = J (u0) + J (un − u0) + 1
2
〈un − u0, u0〉+ 1
2
〈u0, un − u0〉
+
∫
RN
[G(x, un − u0) +G(x, u0)−G(x, un)] dx− µ
∫
RN
(un − u0)u0
|x|α dx.
Since un ⇀ u0 we have
1
2
〈un − u0, u0〉 → 0, 1
2
〈u0, un − u0〉 → 0.
Thus
J (un) = J (u0) + J (un − u0) +
∫
RN
[G(x, un − u0) +G(x, u0)−G(x, un)] dx − µ
∫
RN
(un − u0)u0
|x|α dx+ o(1).
Let us consider the function H : RN × [0, 1]→ R given by H(x, t) = G(x, un − tu0). Therefore
G(x, un − u0)−G(x, un) = H(x, 1)−H(x, 0) =
∫ 1
0
∂H
∂s
(x, s) ds.
Note that∫
RN
[G(x, un − u0) +G(x, u0)−G(x, un)] dx =
∫
RN
[∫ 1
0
∂H
∂s
(x, s) ds+G(x, u0)
]
dx
=
∫
RN
∫ 1
0
∂H
∂s
(x, s) ds dx +
∫
RN
G(x, u0) dx
=
∫ 1
0
∫
RN
−g(x, un − su0)u0 dx ds+
∫
RN
G(x, u0) dx.
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Let E ⊂ RN be a measurable set. From the Hölder inequality we have∫
E
|g(x, un − su0)u0| dx ≤ C
∫
E
|un − su0||u0| dx+ C
∫
E
|un − su0|r−1|u0| dx
≤ C|(un − su0)χE |22|u0χE |22 + C|(un − su0)χE |r−1r |u0χE |r.
Then (g(x, un − su0)u0) is uniformly integrable and by the Vitali convergence theorem we get∫ 1
0
∫
RN
−g(x, un − su0)u0 dx ds→
∫ 1
0
∫
RN
−g(x, u0 − su0)u0 dx ds.
On the other hand we we have∫ 1
0
∫
RN
−g(x, u0 − su0)u0 dx ds =
∫
RN
∫ 1
0
−g(x, u0 − su0)u0 ds dx
=
∫
RN
∫ 1
0
∂
∂s
[G(x, u0 − su0)] ds dx
=
∫
RN
G(x, 0) −G(x, u0) dx =
∫
RN
−G(x, u0) dx.
Finally ∫
RN
[G(x, un − u0) +G(x, u0)−G(x, un)] dx→
∫
RN
[G(x, u0)−G(x, u0)] dx = 0.
We obtained that
J (un) = J (u0) + J∞(un − u0) + 1
2
∫
RN
Vloc(x)(un − u0)2 dx− µ
∫
RN
(un − u0)u0
|x|α dx+ o(1).
For a measurable set E ⊂ RN there holds∫
E
|Vloc(x)||un − u0|2 dx ≤ |VlocχE |s|un − u0|22s
s−1
,
where s ≥ Nα . While 2ss−1 ≥ 2 and 2ss−1 = 21− 1
s
≤ 21− α
N
= 2NN−α , we have that (un−u0) is bounded in L
2s
s−1 (RN )
and in view of the Vitali convergence theorem we have∫
RN
Vloc(x)(un − u0)2 dx→ 0.
Hence
J (un) = J (u0) + J∞(un − u0)− µ
∫
RN
(un − u0)u0
|x|α dx+ o(1).
Since un ⇀ u0 in L2
(
RN , dx|x|α
)
, we have
∫
RN
(un − u0)u0
|x|α dx→ 0.
Hence
J (un) = J (u0) + J∞(un − u0) + o(1).
We obtain that J∞(un − u0) =
∑ℓ
k=1 J∞(wk(· − ykn)) + o(1) in the same way. Thus
J (un) = J (u0) +
ℓ∑
k=1
J∞(wk(· − ykn)) + o(1)
= J (u0) +
ℓ∑
k=1
J∞(wk)− µ
2
ℓ∑
k=1
∫
RN
|wk(· − ykn)|2
|x|α dx+
µ
2
ℓ∑
k=1
∫
RN
|wk|2
|x|α dx+ o(1).
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From Lemma 2.5 we have
µ
2
ℓ∑
k=1
∫
RN
|wk(· − ykn)|2
|x|α dx→ 0
and therefore
J (un) = J (u0) +
ℓ∑
k=1
J∞(wk) + µ
2
ℓ∑
k=1
∫
RN
|wk|2
|x|α dx+ o(1).
4. Existence of solutions
Proof of Theorem 1.1. From Theorem 2.3 there is a bounded minimizing sequence (un) ⊂ N such that
J ′(un)→ 0, J (un)→ c,
where
c = inf
N
J > 0.
Suppose that Vloc ≡ 0. Then J = J∞ and in view of Theorem 3.1 we have
c← J (un)→ J (u0) +
ℓ∑
k=1
J (wk) + µ
2
ℓ∑
k=1
∫
RN
|wk|2
|x|α dx ≥ J (u0) + ℓc.
If u0 6= 0 we obtain c ≥ (ℓ + 1)c and ℓ = 0, thus u0 is a ground state solution. If u0 = 0 we obtain
J (u0) = J (0) = 0 and c ≥ ℓc. Since c > 0, we have ℓ = 1 and wk 6= 0 is a ground state.
Suppose now that Vloc < 0. Denote c∞ = infN∞ J∞ > 0. As in [6] we can show that c∞ > c. Indeed, take a
critical point u∞ 6= 0 of J∞ such that J∞(u∞) = c∞. Let t > 0 be such that tu∞ ∈ N . While V (x) < Vloc(x),
we obtain
c∞ = J∞(u∞) ≥ J∞(tu∞) > J (tu∞) ≥ c > 0.
Then
c← J (un)→ J (u0) +
ℓ∑
k=1
J∞(wk) + µ
2
ℓ∑
k=1
∫
RN
|wk|2
|x|α dx ≥ J (u0) + ℓc∞.
Since c∞ > c, we have ℓ = 0 and u0 6= 0 is a ground state solution.
5. Nonexistence of ground states
Proof of Theorem 1.2. Suppose that u ∈ N is a ground state solution of (1.1). Denote by Jper the energy
functional with µ = 0 and Vloc ≡ 0, and let Nper be the corresponding Nehari manifold. Let t > 0 be such
that tu ∈ N0. Then
cper := infNper
Jper ≤ Jper(tu) = J (tu)− 1
2
∫
RN
Vloc(x)|tu|2 dx+ µ
2
∫
RN
|tu|2
|x|α dx < J (tu) ≤ J (u) =: c.
Fix z ∈ ZN and uper ∈ Nper . Then there is t(z) > 0 such that t(z)uper(· − z) ∈ N . Observe that
1
|t(z)|q−2
(
‖u0‖2 − µ
∫
RN
|u0(x− z)|2
|x|α dx
)
=
1
|t(z)|q
∫
RN
f(x, t(z)u0)t(z)u0 dx − 1|t(z)|q
∫
RN
K(x)|t(z)|q|u0|q dx
≥ 1|t(z)|q
∫
RN
qF (x, t(z)u0) dx−
∫
RN
K(x)|u0|q dx
= q
∫
RN
F (x, t(z)u0)
|t(z)|q dx−
∫
RN
K(x)|u0|q dx.
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The right hand side tends to ∞ as t(z)→∞, while the left hand side stays bounded. Hence (t(z)) is bounded
if |z| → ∞. Hence, take any sequence (zn) ⊂ ZN such that |zn| → ∞. We may assume that t(zn) → t0 as
n→∞ and t0 ≥ 0. Observe that, in view of Lemma 2.5,
Jper(uper) = Jper(uper(· − z)) ≥ Jper(t(z)uper(· − z))
= J (t(z)uper(· − z))− |t(z)|
2
2
∫
RN
Vloc(x)|uper(x− z)|2 dx+ µ|t(z)|
2
2
∫
RN
|uper(x− z)|2
|x|α dx
≥ c− |t(z)|
2
2
∫
RN
Vloc(x+ z)|uper|2 dx+ µ|t(z)|
2
2
∫
RN
|uper(x− z)|2
|x|α dx
≥ c+ o(1).
Taking infimum over uper ∈ Nper we obtain cper < c ≤ cper - a contradiction.
6. Asymptotic behaviour of ground states as Kn → 0
Let (Kn) be a sequence of functions such that for every Kn the condition (K) holds and Kn → 0 in
L∞(RN ). Denote by Jn the energy functional for K ≡ Kn.
Lemma 6.1. Suppose that (F1), (F2) and (V ) hold. Then there is a positive radius r > 0 such that
a := inf
n≥1
inf
‖u‖µ=r
Jn(u) > 0.
Proof. Fix ε > 0. From (1.3) we have
F (x, u) ≤ ε|u|2 + Cε|u|p
for some Cε > 0. Therefore, in view of Sobolev inequalities,∫
RN
F (x, u) dx−
∫
RN
Kn(x)|u|q dx ≤
∫
RN
F (x, u) dx ≤ C (ε‖u‖2µ + Cε‖u‖pµ)
for some C > 0. Hence, there is r > 0 such that∫
RN
F (x, u) dx −
∫
RN
Kn(x)|u|q dx ≤ 1
4
‖u‖2µ
for ‖u‖µ ≤ r. Hence
Jn(u) ≥ r
2
4
for ‖u‖µ = r.
Recall that for any n ≥ 1 there is a ground state solution un in the corresponding Nehari manifold Nn
(Theorem 1.1). By J0 and N0 we denote the energy functional and the corresponding Nehari manifold for the
problem with K ≡ 0. In view of Theorem 1.1 there is a ground state also for J0.
Lemma 6.2. Assume that (F1)–(F4) and (V) hold. We have
lim
n→∞ infNn
Jn = infN0 J0.
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Proof. Let cn = infNn Jn > 0 and c0 = infN0 J0 > 0. From Theorem 1.1 there are un ∈ Nn and u0 ∈ N0 such
that
Jn(un) = cn, J0(u0) = c0.
Take tn > 0 such that tnun ∈ N0 and observe that
cn = Jn(un) ≥ Jn(tnun) = J0(tn) + tqn
∫
RN
Kn(x)|un|q dx ≥ c0 + tqn
∫
RN
Kn(x)|un|q dx.
Now, take t′n > 0 such that t′nu0 ∈ Nn and note that
c0 = J0(u0) ≥ J0(t′nu0) = Jn(t′nu0)− (t′n)q
∫
RN
Kn(x)|u0|q dx ≥ cn − (t′n)q
∫
RN
Kn(x)|u0|q dx.
Hence
c0 ≤ c0 + tqn
∫
RN
Kn(x)|un|q dx ≤ cn ≤ c0 + (t′n)q
∫
RN
Kn(x)|u0|q dx. (6.1)
We will show that (t′n) is bounded. Suppose by contradiction that, up to a subsequence, t
′
n → ∞. Since
t′nu0 ∈ Nn we have that
‖t′nu0‖2µ −
∫
RN
f(x, t′nu0)t
′
nu0 dx +
∫
RN
Kn(x)|t′nu0|q dx = 0.
Thus
0 =
‖u0‖2
|t′n|q−2
−
∫
RN
f(x, t′nu0)u0
|t′n|q−1
dx+
∫
RN
Kn(x)|u0|q dx = o(1)−
∫
RN
f(x, t′nu0)u0
|t′n|q−1
dx→ −∞.
This contradiction shows that (t′n) is bounded and therefore in view of (6.1)
cn → c0.
Lemma 6.3. For every choice of ground states un of Jn, the sequence (un) is bounded in Hα/2(RN ).
Proof. Suppose that ‖un‖µ →∞. Then
c0 = lim
n→∞Jn(un) = limn→∞
(
Jn(un)− 1
q
J ′n(un)(un)
)
= lim
n→∞
[(
1
2
− 1
q
)
‖un‖2µ +
1
q
∫
RN
f(x, un)un − qF (x, un) dx
]
≥ lim
n→∞
[(
1
2
− 1
q
)
‖un‖2µ
]
→∞
- a contradiction.
Proof of Theorem 1.3. Let µ = 0 and Vloc ≡ 0. We claim that there is a sequence (yn) ⊂ ZN such that
lim inf
n→∞
∫
B(yn,1+
√
N)
|un|2 dx > 0.
Indeed, suppose that it is not true. From the fractional Lion’s lemma we have
un → 0 in Lt(RN ) for 2 < t < 2∗α.
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Since un ∈ Nn, we have
‖un‖2 =
∫
RN
f(x, un)un dx−
∫
RN
Kn(x)|un|q dx
≤ ε|un|22 + Cε|un|pp −
∫
RN
Kn(x)|un|q dx
→ ε lim sup
n→∞
|un|22
and taking ε → 0+ we obtain ‖un‖ → 0, and therefore un → 0 in Hα/2. However, in view of Lemma 6.1 we
have
Jn(un) ≥ Jn
(
r · un‖un‖
)
≥ a > 0
and on the other hand
lim sup
n→∞
Jn(un) = − lim sup
n→∞
∫
RN
F (x, un) dx ≤ 0
- a contradiction. Thus
lim inf
n→∞
∫
B(yn,1+
√
N)
|un|2 dx > 0
for some (yn) ⊂ ZN . Then, in view of Lemma 6.3, (up to a subsequence) there is u 6= 0 such that
un(·+ yn)→ u in L2loc(RN ),
un(·+ yn) ⇀ u in Hα/2(RN ),
un(x+ yn)→ u(x) for a.e. x ∈ RN .
Denote wn := un(·+ yn). Take any ψ ∈ C∞0 (RN ). We have
J ′0 (wn) (ψ) = J ′n(un) (ψ(· − yn))−
∫
RN
Kn(x)|un|q−2unψ(· − yn) dx = −
∫
RN
Kn(x)|un|q−2unψ(· − yn) dx.
Moreover ∣∣∣∣
∫
RN
Kn(x)|un|q−2unψ(· − yn) dx
∣∣∣∣ ≤ |Kn|∞
∫
RN
|un|q−1|ψ(· − yn)| dx ≤ |Kn|∞|wn|q−1q |ψ|q.
Therefore
|J ′0 (wn) (ψ)| ≤ |Kn|∞|wn|q−1q |ψ|q
The sequence (wn) is bounded in Hα/2(RN ) (see Lemma 6.3), which implies boundedness in Lq(RN ). Hence
J ′0 (wn) (ψ)→ 0.
On the other hand - we have
J ′0(wn)(ψ) = 〈wn, ψ〉 −
∫
suppψ
f(x,wn)ψ dx+
∫
suppψ
Kn(x)|wn|q−2wnψ dx.
In view of the weak convergence wn ⇀ u we have 〈wn, ψ〉 → 0. Take any measurable set E ⊂ suppψ and note
that ∫
E
|f(x,wn)ψ| dx ≤ C
∫
E
|wnψ|+ |wp−1n ψ| dx ≤ C
(|wn|2|ψχE |2 + |wn|p−1p |ψχE |p) .
Hence, for every ε > 0 there is δ > 0 such that for |E| < δ∫
E
|f(x,wn)ψ| dx < ε.
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Thus, in view of the Vitali convergence theorem∫
suppψ
f(x,wn)ψ dx→
∫
suppψ
f(x, u)ψ dx.
Similarly ∫
suppψ
|wq−1n ψ| dx ≤ |wn|q−1q |ψχE |q < ε
for sufficiently small δ > 0 and |E| < δ. Hence∫
suppψ
|wq−2n |wnψ dx→
∫
suppψ
|uq−2|uψ dx.
Thus
J ′0(wn)(ψ)→ J ′0(u)(ψ).
Therefore J ′0(u)(ψ) = 0 and u is the critical point of J0. Put
c0 := infN0
J0, cn := infNn Jn = Jn(un).
In view of Lemma 6.2, we have cn → c0 as n→∞, i.e. Jn(un)→ c0. The Fatou’s lemma gives
c0 = lim inf
n→∞ Jn(un) = lim infn→∞
(
Jn(un)− 1
2
J ′n(un)(un)
)
(6.2)
= lim inf
n→∞
[
1
2
∫
RN
f(x,wn)wn − 2F (x,wn) dx −
(
1
2
− 1
q
)∫
RN
Kn(x)|un|q dx
]
≥ 1
2
lim inf
n→∞
[∫
RN
f(x,wn)wn − 2F (x,wn) dx
]
+ lim inf
n→∞
[
−
(
1
2
− 1
q
)∫
RN
Kn(x)|un|q dx
]
=
1
2
lim inf
n→∞
[∫
RN
f(x,wn)wn − 2F (x,wn) dx
]
≥ 1
2
∫
RN
[f(x, u)u− 2F (x, u)] dx
=
∫
RN
[
1
2
f(x, u)u− F (x, u)
]
dx +
1
2
J ′0(u)(u) = J0(u) ≥ c0.
Thus u is a ground state for J0, i.e. J0(u) = c0.
Now we are going to show that un → w in Hα/2(RN ). We have
‖wn − u‖2 = J ′n(un) [wn(· − yn)− u(· − yn)]− 〈u,wn − u〉
−
∫
RN
f(x,wn)(wn − u) dx+
∫
RN
Kn(x)|wn|q−2wn[wn − u] dx
By the weak convergence, we have 〈u,wn − u〉 → 0. Moreover
J ′n(un) [wn(· − yn)− u(· − yn)] = J ′n(un)(un)− J ′n(un) (u(· − yn)) = −J ′n(un) (u(· − yn))
and
J ′n(un) (u(· − yn)) = 0.
Therefore
‖wn − u‖2 = −
∫
RN
f(x,wn)(wn − u) dx+
∫
RN
Kn(x)|wn|q−2wn[wn − u] dx+ o(1).
Since cn → c0, we have that cn = Jn(un) is bounded. Moreover (wn) is bounded. Put
G(x, u) :=
1
2
f(x, u)u− F (x, u) ≥ 0.
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Note that ∫
RN
G(x,wn)−G(x,wn − u) dx =
∫
RN
∫ 1
0
d
dt
G(x,wn − u+ tu) dt dx
=
∫ 1
0
∫
RN
g(x,wn − u+ tu)u dx dt,
where g(x, u) := ∂∂uG(x, u). Observe that
g(x, u) =
1
2
f ′u(x, u)u +
1
2
f(x, u)− f(x, u) = 1
2
f ′u(x, u)u−
1
2
f(x, u).
From (F5) we see that
|f ′u(x,wn − u+ tu)(wn − u+ tu)| ≤ c(|wn − u+ tu|+ |wn − u+ tu|p−1). (6.3)
Since (wn − u + tu)n is bounded in Hα/2(RN ), taking (F1), (6.3) and Hölder inequality into account we see
that for every ε > 0 there is δ > 0 such that∫
E
|g(x,wn − u+ tu)u| dx < ε
for every n and every measurable subset E ⊂ RN such that |E| < δ. Therefore (g(x,wn − u + tu)u)n is
uniformly integrable. Moreover for any ε > 0 there is a measurable subset E ⊂ RN of finite measure |E| <∞,
such that for any n ≥ 1 ∫
RN\E
|g(x,wn − u+ tu)u| dx < ε.
Thus (g(x,wn − u+ tu)u)n is tight on RN . Hence, in view of the Vitali convergence theorem∫
RN
g(x,wn − u+ tu)u dx→
∫
RN
g(x, tu)u dx.
Hence ∫
RN
G(x,wn)−G(x,wn − u) dx →
∫ 1
0
∫
RN
g(x, tu)u dx dt
=
∫
RN
∫ 1
0
g(x, tu)u dt dx =
∫
RN
G(x, u) dx.
Recall that, in view of (6.2)
c0 = lim
n→∞
[∫
RN
G(x,wn) dx
]
=
∫
RN
G(x, u) dx.
Hence ∫
RN
G(x,wn − u) dx→ 0.
By (F5) we have
|wn − u|rr =
∫
RN
|wn − u|r dx ≤ 2
b
∫
RN
G(x,wn − u) dx→ 0.
Hence wn → u in Lr(RN ). From the continuous embedding Hα/2(RN ) ⊂ Lt(RN ) for t ∈ [1, 2∗α], we know that
(wn) is bounded in Lt(RN ) for every 1 ≤ t ≤ 2∗α. In particular, (wn) is bounded in L2(RN ) and in L2
∗
α(RN ),
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so in view of Hölder inequality wn → u in every Lt(RN ) for t ∈ (2, 2∗). Note that for every δ > 0 there is
Cδ > 0 such that ∣∣∣∣
∫
RN
f(x,wn)(wn − u) dx
∣∣∣∣ ≤ δ
∫
RN
|wn||wn − u| dx+ Cδ
∫
RN
|wn|p−1|wn − u| dx
≤ δ|wn|2|wn − u|2 + Cδ|wn|p−1p |wn − u|p
→ δ lim sup
n→∞
(|wn|2|wn − u|2) .
Taking δ → 0+ we obtain ∣∣∣∣
∫
RN
f(x,wn)(wn − u) dx
∣∣∣∣→ 0.
Moreover ∣∣∣∣
∫
RN
Kn(x)|wn|q−2wn[wn − u] dx
∣∣∣∣ ≤ |Kn|∞
∫
RN
|wn|q−1|wn − u| dx
≤ |Kn|∞|wn|q−1q |wn − u|q → 0,
since (wn) is bounded in Lq(RN ). Therefore
‖wn − u‖2 = −
∫
RN
f(x,wn)(wn − u) dx+
∫
RN
Kn(x)|wn|q−2wn[wn − u] dx+ o(1)→ 0.
7. Asymptotic behaviour of ground states as µ→ 0
Proof of Theorem 1.4. The proof is similar to proof of Theorem 1.3 and [29][Theorem 1.2], hence we provide
only a sketch of the reasoning. Let Jn be the energy functional with µ = µn. For any n ≥ 1 there is ground
state un in the corresponding Nehari manifold Nn. We also denote by J0 the energy with µ = 0 and by
u0 ∈ N0 the ground state for J0 in the corresponding Nehari manifold N0. Similarly as in [29] we show that
inf
n≥1
inf
‖u‖=r
Jn(u) > 0.
Then we provide the following inequality
cn := Jn(un) ≥ J0(u0) + µn
2
∫
RN
|tnu0|2
|x|α dx ≥ cn +
µn
2
∫
RN
|tnu0|2
|x|α dx,
where tn > 0 is such that tnun ∈ N0. Again, as in [29], using the fractional Hardy inequality (Lemma 2.1) we
show that
µn
2
∫
RN
|tnu0|2
|x|α dx→ 0.
Hence cn → c0 := J0(u0). As in proof of Theorem 1.3 we show that there is a sequence (yn) ⊂ ZN such that
lim inf
n→∞
∫
B(yn,1+
√
N)
|un|2 dx > 0
and
un(·+ yn)→ u in L2loc(RN ),
un(·+ yn) ⇀ u in Hα/2(RN ),
un(x+ yn)→ u(x) for a.e. x ∈ RN .
Using the fractional Hardy inequality and Lemma 2.5 we can repeat the reasoning from the proof of Theorem
1.3 and show that un(·+ yn)→ u in Hα/2(RN ) and u is a ground state for J0.
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