Note on the mean error and standard deviation in the output of a least square quadratic filter - case 20061-1 by Kreer, J. G.
SUBJM~ Note on the  Mean 
Deviation i n  t h e  
Square Quadrat ic  
Er ror  and Standard DATG J u l y  13, 1964 
Output of a Least 
F i l t e r  - Case 20061-1 FROM, J. G. Kreer 
ABSTRACT 
The s t a t i s t i c s  of t h e  output of a "Least Squares 
Quadrat ic  F i l t e r "  a r e  discussed and expressions derived f o r  
t he  means and standard devia t ions  of t h e  es t imates  of posi-  
t i on ,  ve loc i ty ,  and acce lera t ion ,  including e f f e c t s  of 
corre la ted  no i se .  It i s  shown t h a t  t h e  e r r o r s  of the  mean 
are of the  form of a "Dynamic Tracking Error ' '  proport ional  t o  
t h e  t h i r d  and f o u r t h  time d e r i v a t i v e  and t o  the square of the  
smoothing i n t e r v a l  f o r  the v e l o c i t y  and acce le ra t ion  estimates 
and t o  i t s  f o u r t h  power f o r  t h e  p o s i t i o n  es t imates .  
\ 
The 
standard devia t ions  are shown t o  vary inverse ly  as the  square 
r o o t  of t h e  number of samples a s  would be expected and i n  
a d d i t i o n  the standard devia t ion  of the ve loc i ty  estimate i s  
Inverse ly  proport ional  t o  the  smoothing period and t h a t  of t h e  
a c c e l e r a t i o n  t o  the  square of the smoothing per iod.  A l l  of 
these assuming uncorrelated noise samples. 
duces a d d i t i o n a l  terms whose v a r i a t i o n  cannot be expressed a s  
simply as  above but depends upon the  au tocor re l a t ion  func t ion  
Corre la t ion  i n t r o -  
&* 
of the no i se .  
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MEMORANDUM FOR FILE 
I n  many cases the r a t e  a t  which radars generate  
data exceeds the r a t e  a t  which the  assoc ia ted  transmission 
l i n e s  o r  data processing equipment can accept  i t .  Many sub- 
te r fuges  are used t o  match the two r a t e s ,  ranging a l l  the  way 
from merely dropping a l l  of t h e  excessive pieces  of da ta  
generated by the  radar  t o  very sophis t ica ted  s t a t i s t i c a l  pro- 
cedures.  Which one i s  t o  be used i n  any p a r t i c u l a r  problem 
w i l l  depend upon t h e  circumstances and cons t r a in t s  of the 
problem. For example if the e r r o r s  of the  radar da ta  a r e  
very small compared wi th  the accuracy required by the  problem 
then  the s imple discarding of the superfluous data  i s  a q u i t e  
s a t i s f a c t o r y  s o l u t i o n  of the problem. On the other  hand i f  
t he  radar noise  i s  l a r g e  compared t o  the  required accuracy 
then  it w i l l  be necessary t o  use a l l  of the  ava i l ab le  data 
w i t h  the most e f f i c i e n t  s t a t i s t i c a l  processing. 
To determine r a t i o n a l l y  what procedures t o  use 
r equ i r e s  a knowledge of  t h e  e f f e c t  of the procedure upon the 
mean e r r o r ,  standard deviat ion and possibly o ther  s t a t i s t i c s  
of the observed da ta .  It i s  the  purpose of t h i s  memorandum 
- 2 -  
t o  present  such information for a procedure sometimes ca l l ed  
a "Least Square Quadrat ic  F i l t e r "  e 
i n  grouping a number, M, of the data p o i n t s  t o g e t h e r , f i t t i n g  
them by least squares methods t o  a quadra t ic  func t ion  of t i m e  
and then assuming the value of the func t ion  a t  the mid-point 
of the time i n t e r v a l  covered by the group of po in t s  t o  be 
the value which would have been observed a t  t ha t  time by a 
radar perturbed by very much smaller noise .  Sometimes when 
these q u a n t i t i e s  a r e  of i n t e r e s t  the  s lope and curvature  of 
the quadrat ic  func t ion  are a l s o  assumed t o  equal t h e  rate of 
change and second d e r i v a t i v e  of the  observed da ta ,  Conse- 
quent ly  we w i l l  a l s o  present  t h e  e r r o r s  t o  be expected i n  
these quan t i t i e s .  
This  procedure c o n s i s t s  
To s ta te  the problem exac t ly  we assume t h a t  some 
c h a r a c t e r i s t i c  of t he  s a t e l l i t e  o r  o the r  ob3ect being 
tracked i s  given by a func t ion  X(t)  which can be expanded i n  
a Taylor s e r i e s  convergent over the time I n t e r v a l  of i n t e r e s t  
o r  a t  l e a s t  i s  continuously d i f f e r e n t i a b l e  f o u r  times over 
t ha t  i n t e r v a l .  
d i s tance ,  range r a t e ,  azimuth, or e l e v a t i o n  or it may be a 
X ( t )  may be a s i n g l e  observable such as 
+ lh i s  measured or  observed a t  a sequence of times t 
where h i s  the i n t e r v a l  between t h e  equal ly  spaced i n s t a n t s  and 
- 
i , J  - to,3 
W . 
i s  the i n s t a n t  a t  which w e  choose t o  s t a r t  counting the to, 3 
sequence i n  a p a r t i c u l a r  run designated by the  subsc r ip t  3 .  
The r e s u l t s  of t hese  observations i s  a sequence of values 
X ( t  ) equal t o  the t r u e  value X ( t , )  p lu s  a per turb ing  noise  
N 3 ( t i )  We w i l l  determine est imates  X 3 ( t o ) ,  X 3 (t,), and 
A 
X 3 ( t o )  by f i t t i n g  the observed q u a n t i t i e s  t o  a quadra t ic  
r e l a t i o n  by least  squares.  
c1 
3 1  A /? 
I n  summary w e  have an  observable c h a r a c t e r i s t i c  of 
a tracked target  X ( t )  f o r  which we observe a t  equal ly  spaced 
time i n t e r v a l s ,  h, a s e t  of values  % ( t  ) equal t o  the t r u e  
values  X ( t i )  contaminated by noise  samples N ( t  ), not neces- 
s a r i l y  uncorrelated,  from these  we make es t imates  X 3 0  ( t  ), 
4 n 
X 3 ( t o ) ,  and X 3 ( t o )  of the observable and i t s  f i r s t  two time 
de r iva t ives  a t  the mid-point of the  smoothing interval,(M-l)h,  
Sy fitting t he  observations i n  the  l e a s t  squares sense t o  a 
quadra t ic  equat ion I n  t ime. 
3 1  
A 
3 1  
F ina l ly  t o  complete t h i s  s t a t e -  
ment of nomenclature we w i l l  de r ive  expressions - f o r  - the means 
/1 A - 
of the  populations of es t imates  t(to), X ( t o ) ,  and X ( t o )  
toge ther  with the standard devia t ions  of these  same popula- 
t i o n s  designated by u , u4, and uA. The d e t a i l s  of these 
f x  x 
der iva t ions  are given In  the appendix. 
The r e s u l t i n g  expressions for the  es t imates  taken 
from t h e r e  a re :  
. . 
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l2 Zj(t1) (I - y) e X,(to) = 
M ( M 2 - l ) h  
A 
M ( M  -4)h 
X, ( t0 )  = 
M( M 2 - 1 )  ( M2-4) h2 
i n  which we have a l s o  replaced the sums of powers of In t ege r s  
by the i r  well known values  i n  terms of Bernoul l l  numbers. For 
t he  first few of these r e l a t i o n s  one may see, f o r  example, 
"Mathematical Tables  from Handbook of Chemistry and  physic^"^ 
eighth ed i t ion ,  page 249. 
To car ry  the a n a l y s i s  f u r t h e r  we no te  tha t  x can be 
expressed as the sum of X and N where X w i l l  be independent 
of the  p a r t i c u l a r  t r i a l  j and N w i l l  be a s t o c h a s t i c  sample 
dependent on the t r i a l  but  chosen from a populat ion whose 
s t a t i s t i c s  a r e  independent of both the t r i a l  and the p lace  ir, 
the  sequence, although the  c o r r e l a t i o n  between two samples of 
N will general ly  depend upon the  d i s t ance  i n  the sequence 
separa t ing  t h e  two samples. Under the l i m i t a t i o n s  placed 
e a r l i e r  on t h e  func t ion  X ( t )  we may write: 
m 
- 5 -  
+ 1 *-. x(t)[ti-to14 + 0 (rti-to15) 
If we choose to to be midway between the first and 
last of the M instants this becomes: 
xJ(ti) = X(to) + i(to)h (i - T )  M - 1  + 3 1 .* X(to)h 
0 (h5 - Fl5) 
and by adding N (t ) to this and substituting the results 
into the expressions for the estimates in place of %(ti) we 
J i  
obtain expressions which can be averaged over a large number 
of 3 values to obtain the mean of the estimate populations. 
The next step is to subtract these means f rom the appropriate 
expression for an individual estimate, square the difference 
ar,d agsin average avzr 3 .  
out in detail in the appendix to this memorandum. 
are: 
Again these operations are carried 
The results 
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P(to) = X(to) + 3 - h 4 .** X(to) 
2 - X( A to) = X(to) + 3 d ~  M -1 h2 'j?.'(to) 
and for the standard deviations due to noise: 
M- 1 
I r  [N(T)N(t+rh)-v2][M-r] x 
1 2 2 (3M 2 -7+6Mr-3r2) (M-r-1) (M-r+l) 1 28M2-20w-5r -52) r - 40 240 r( 3312-7) * - 00 
2 a0 = 
X h2M( M2-1) 
M- 1 
24 
h2M 2 2  (M -1)2 [N(t)N(t+rh)-x*] [(M-r)3-(1+3r2)(M-r) 1 
m 
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M-1 
1800 E [N(t)N(t+rh)-$1 [M-r] x 
X h%?(h?-1)2(h8-4)2 
- (M-r-l)(M-r+l)(3[M-rl2-7) - (M-r-l)(M-r+l)(&+& 2 -3) - G 
these expressions for the standard deviations simplify greatly 
if we make the assumption that the successive samples of noise 
are uncorrelated. In that case we have: 
02 = 720 
X h4M(M2-1) (M2-4) 
Whether or not this is a valid approximation depends upon the 
power spectrum of the disturbing noise N(t) and on the sampling 
interval h. Rice has stated" that: 
*'hathematical Analysis of Random Noise", 3. 0. Rice, E T J ,  
V o l .  23, pp. 285. 
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N( t)  N (  t+rh)  -g2 =si w ( f )  cos Zrrfrhdf 
where n ( f )  is  the power specbrum of N ( t ) .  
as: 
T h i s  may be w r i t t e n  
N( t)N( t+rh)  -m2 = J-, W ( X )  cos XdX 
and s ince  the i n t e g r a l  has f i n i t e  value f o r  a l l  values  of h 
the c o r r e l a t i o n  func t ion  must eventua l ly  decrease a t  least as 
fast  as inverse ly  with h and hence can be made a s  small as  
may be des i r ab le  by t ak ing  h large enough. T h i s  i s  not  
necessa r i ly  the desirable th ing  t o  do however s ince  Increas ing  
h inev i t ab ly  decreases  M i f  we have a bounded smoothing t i m e  
and hence may a c t u a l l y  Increase  u e The optimum s i z e  of h 
w i l l  t he re fo re  have t o  be inves t iga ted  f o r  a p a r t i c u l a r  prob- 
l e m  a f te r  the  power spectrum of t h e  d i s tu rb ing  noise  i s  known. 
2 
Referr ing now t o  the population means w e  see tha t  
i f  X ( t )  i s  t r u l y  a quadra t ic  func t ion  and i s  zero  then  there  
i s  no e r r o r  In t h e  mean but if X ( t )  i s  not  exac t ly  a quadra t ic  
func t ion  of t i m e  but on the  contrary has nonzero t h i r d  and 
f o u r t h  de r iva t ives  there w i l l  be a so  ca l l ed  I? dynamic e r r o r "  
- 9  - 
I1 o r  t r a c k i n g  e r r o r "  which i s  propor t iona l  t o  the f o u r t h  time 
d e r i v a t i v e  of X( t )  f o r  the e r r o r  i n  the p o s i t i o n  and acce l -  
e r a t i o n  estimates and t o  the t h i r d  d e r i v a t i v e  f o r  t he  e r r o r  
of the v e l o c i t y  estimate. Further i f  we c a l l  (M-1)h the 
11 smoothing i n t e r v a l  T then  the  
g ropor t lona l  t o  T 
dynamic e r r o r "  i n  p o s i t i o n  i s  
4 while that i n  v e l o c i t y  and a c c e l e r a t i o n  i s  - -  
2 propor t iona l  t o  T . 
To summarize we have derived expressions f o r  t he  
estimates of pos i t ion ,  ve loc i ty ,  and a c c e l e r a t i o n  as obtained 
from t h i s  method. These expressions show t h r e e  types  of 
e r r o r j  a. an e r r o r  i n  the mean due t o  t h e  f a c t  that t h e  
a c t u a l  v a r i a t i o n  of  t h e  observable i s  not  t r u l y  a quadratic3 
b. a var iance due t o  t he  var iance i n  the contaminating noise  
which can never be completely el iminated with a f i n i t e  sample3 
and C. another  component of the  var iance due t o  c o r r e l a t i o n  
of the contaminating noise samples. I n  addi t ion ,  we have 
discussed a t  least  t h r e e  parameters of the system which are 
wholly o r  p a r t l y  under cont ro l  and can be ad jus ted  t o  optimize 
the o v e r a l l  r e s u l t  i n  some d e s i r e d  sense.  These parameters 
a r e  the sampling i n t e r v a l ,  t h e  smoothing i n t e r v a l ,  and the 
power spectrum of the contaminating noise .  
WH-4325- JGK- JP 
_ _  A t t  . 
J. G. XREER 
Appendix 
copy t o  
See next page 
- 10 - 
copy t o  
Department 4325 
Messrs. J.  J. Hibbert  - Bellcomm 
R .  W .  Sea r s  - Bellcomm (25) 
C.  A .  Armstrong - WH 
R .  B. Blackman - MH 
A .  J. Claw - WH 
A .  R .  Eckler  - WH 
F. T .  Geyling - WH 
R .  E .  Graham - WH 
E .  G .  H a l l i n e  - WH 
R .  W .  Hamming - MH 
H. D. H e l m s  - WH 
S.  Horing - WH 
R .  E .  Markle - WH 
T .  F. McIntosh - WH 
A .  J .  Rainal  - WH 
R .  G .  Rausch - WH 
D. V. Wadsworth - WH 
F. E .  Willson - WH 
R .  P. Booth - WH 
APPENDIX 
Derivat ion of Means and Standard Deviation of 
E s t i m a t e s  of Pos i t ion ,  Velocity,  and Accelerat ion as  Obtained 
by a "Least Squares Quadrat ic  F i l te r" .  
We assume a n  observable c h a r a c t e r i s t i c  of a target 
o r  sa te l l i t e  designated X ( t )  contaminated by a noise  N 3 (t) and 
the sum sampled a t  equal ly  spaced i n s t a n t s  ti t o  produce 
samples 2 (t  ) = X ( t , )  + N ( t  ) . We s e l e c t  a group of M 
consecutive samples covering a time i n t e r v a l  T = (M-1)h 
where h i s  the sampling i n t e r v a l .  
the least  squares  sense t o  a quadra t ic  we f i rs t  form the 
r e s i d u a l s  E 
three unknown c o e f f i c i e n t s .  
of t i m e  of the quadra t i c  func t ion  the midpoint of the i n t e r v a l  
T. T h i s  gives: 
3 1  3 1  
To f i t  these samples i n  
by sub t r ac t ing  from each 2 a quadra t ic  with 1 3 3  
Further w e  choose f o r  t h e  o r i g i n  
2 M-1 - p l 6  X ( t o ) h 2  (1 - 7) M- 1 
1 0  3 € 
w e  then  square t h i s  expression and sum the r e s u l t  over a l l  of 
the M values  of 1. 
w i t h  r e s p e c t  t o  X, X, and X and equate each of the p a r t i a l  
d e r i v a t i v e s  t o  zero s o  as t o  minimize the sum of the squares 
We then d i f f e r e n t i a t e  t h l s  sum p a r t i a l l y  
A 4  h 
. 
A-2 
of the residuals, 
linear equations in the undetermined coefficients: 
This procedure gives the following three 
6,(t ) + -$& M M2 1 h2 
(t ) - 
0 
0 2 3 0  
12 
0 
in which we have used the relations 
0 
y (i - y) = 71 (i - y ) 3  = 0 
0 0 
which can be found for example, In the "Mathematical Tables 
from Handbook of Chemistry and Physics" eighth edition, 
page 249, 
A-3 
Solving these equat ions g ives  
360 A %,(to) = 
M ( M 2 - 1 )  (M2-4)h2 
but by d e f i n i t i o n  
m '?(t 0 )h4 (i - y)4 + 0 (h5 - ?I5) 
where 0 (h5 ri - 5, i n d i c a t e s  a remainder which vanishes 
2 3  4 ' L  - 4  - a8 h vanishes even though divided by h, h , h , o r  h but  
approaches a f i n l t e  l i m i t  when divided by h3 and becomes 
i n f i f i i t e  if divided by a higher power of h. Neglecting t h i s  0 
remainder term, s u b s t i t u t i n g  the r e s t  of the expression i n t o  
* 
A - 4  
the expressions f o r  the three estimates and performing the  
ind ica ted  summations wherever poss ib l e  gives,  
M-1 
i2 
M ( 8 - l ) h  E NJ(tJ) (I - 9) 
A-5 
30 M X o ( t )  + I - M ( 8 - 1 )  M ( 2 - 1 )  ($-4)h2 l2 M( 2-4)h2 
M-1 
= X ( t o )  + - d * X ' ( t o ) h 2  $4 + 360, E N j ( t i )  (i - yy - 
M( ,$-lj( 2-4)h2 
M-1 ~. -
30 E N j ( t i )  
' M(2-4)h2 
The remainder of our der iva t ion  must take account 
of the  s t o c h a s t i c  na ture  of N ( t  ) . 
we cannot de r ive  a complete expression f o r  an ind iv idua l  t r i a l ,  
rather we de r ive  s ta t i s t ics  of the  population of the r e s u l t s  
of many such t r ia l s ,  We w i l l  be sat isf ied wi th  der iv ing  expres- 
s i o n s  f o r  the three means, and the  three standard devia t ions  
Cb nl+knllcrh A U A I V  - 0 s -  ___ hlsrher v moments could be derived by the same methods. 
Because of t h i s  charac te r  J i  
A-6 
To de r ive  the mean of the populat ions we simply 
average the above expressions over many runs not ing that  
x( to) i( tP) x( to) y( to) and * X (  to) are Independent of j 
and tha t  
J 
1 
T h i s  givesr 
2 - a(to) = X ( t o )  + h G * y l t o ) h 2  M -1 
Subt rac t ing  these  mean values  from t h e  correspondlng 
ind iv idua l  es t imates  gives  f o r  t he  res idua ls3  
A - 7  
- M-1 
360 E [Nj(t,)-xl A A (t0)-X(to) = 
M ( P - 1 )  (18-4)h2 e 
We now square these expressions obtaining: 
M-1 M-1 
225 E E [N (t )-r][N (t )-XI 3 i  3 k  
MqM2-4 l2 0 0  
M-1 M-1  
A - 8  
The next step I s  to average these expressions over the popula- 
tion of runs 1.e. over all 3 .  To do this we note that the only 
factors in the expressions which depend upon 3 are the factors 
lnvolvlng the noise and that the averaging can be performed 
before the summation. Therefore the quantity to be averaged 
I s  [Nj(ti)-R][Nj(tk)-W], 
plication. This gives: 
We first perform the indicated multl- 
The averaging can then be performed term by term, Thus: 
Ave N (t )N (t ) = N(ti)N(tk) J 1 J k  
Hence 
Substituting thts h t s  the expz3essions already obtained for the 
square of the deviations we obtain for the square of the standard 
deviat ions: 
A-9 
0 0  
M-1 M-1 2 M-1 M-1 225 E x k  [-)-@I p - ~ ] ~  k - ~ ]  
M q  P-4)2 0 0  
A-10 
IT2 t o  t h l s  point  t he  only assumption w e  have made 
ahoul; N ( t )  2.8 t h a t  it is a s t o c h a s t i c  process.  We have gone 
a8 fm: 88 seems poss ib le  without making fur ther  r e s t r i c t i o n s  
on the noist?. The l e a s t  s t r i n g e n t  r e s t r i c t i o n  w e  can make a t  
%his poli.nt l a  t h a t  N ( t )  i s  s t a t iona ry ,  1.e. t h a t  any s t a t i s t i c s  
which W E  determine f o r  t h e  process w i l l  be Independent of t h e  
time 01: % h e 3  occurrence e Under t h i s  assumption the co r re l a -  
t l o n  i”calic1;Il;n N( t ) N( tk) -R2 w i l l  depend only upon the  
absc)l.llS;i% v-a:,-v.e of t he  d i f f e rence  between ti and tk and upon 
the poxan. s,:jt?ctrum of t h e  noise ,  If w e  make t h i s  more 
strI.ngent assumption then  by changing the order  of summation 
and suminll,ng f i rs t  over terms f o r  which the  absolu te  value of 
the dfl.fI.‘rx~.iace between t 
i 
. 
and tk i s  constant and then over the I 
. ? a  of t h i s  d i f f e rence  w e  ob ta in  t h e  following 
s ~ ~ i i e w l ~ ; . ~  L s.”l.inGl.er expressions .,
M-1 
2 144 M(I? 1 (?-$) [ N ( t ) N ( t + r h ) - N  4 ] 
X 
2 129600 
'fi X = $($-1)2($-4)% 
M-1 M-r-1 
259200 E [ N ( t ) N ( t + r h ) - 5 )  E - 3 [i.. - F] 2- 
0 M~ (2-1, ( 2 - 4 )  a4 
M-r-1 2 M-1 4 3200 E [ N ( t ) N ( t + r h ) - $ 1  E [i - F] + 
2(2-1) (2 -4 )2h4  0 
M-1 ~- - 
M [?-$I + l8O0 E [-)-$I [M-r- l ]  
To s i m p l i f y  these  expressions w e  must eva lua te  
c e r t a i n  sums which are  not  i n  t h e  standard form which w e  have 
been us ing  but  r e q u i r e  a c e r t a i n  amount of a l g e b r a i c  manipu- 
l a t i o n  t o  put  them i n  t h a t  form. They are: 
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Substituting these relations into the expression for 
the three variances and combining terms where such combination 
results in some simplification gives: 
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