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1. Introduction
In this paper we study the existence and uniqueness of a solution (u1(x, t), u2(x, t)) to the transmission problem
∂2ui
∂x21
+ ∂
2ui
∂x22
= f0i(x, t) in GiT , ui(x, 0) = 0, i = 1, 2; (1.1)
r−1−γ

∂u1
∂t
− ∂u2
∂t

+

∂u1
∂n
− ∂u2
∂n

+ h

∂u1
∂r
− ∂u2
∂r

= f (r, t) on gT ; (1.2)
∂u1
∂n
− k∂u2
∂n
− kd1

∂u1
∂r
− ∂u2
∂r

= f1(r, t) on gT ; (1.3)
∂u1
∂n
= 0, on {x1 = 0, x2 < 0} × [0, T ]; ∂u2
∂n
= 0, on {x1 = 0, x2 > 0} × [0, T ]; (1.4)
where h, d1, γ and k are some real numbers, such that γ , h, k > 0, k ≠ 1; and f0i, i = 1, 2, f , f1 are given functions.
Here for a given angle β, β ∈ (0, π/2),
G1 = {(x1, x2) : x1 > 0,−∞ < x2 < x1 tanβ}, G1T = G1 × [0, T ],
G2 = {(x1, x2) : x1 > 0, x1 tanβ < x2 <∞}, G2T = G2 × [0, T ],
g = {(x1, x2) : x1 > 0, x2 = x1 tanβ}, gT = g × [0, T ], (1.5)
n is a normal to g directed into the domain G1; and (r, ϕ) is the polar coordinate system in the plane (x1, x2) with
r =

x21 + x22 and ϕ = arctan x2x1 .
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Fig. 1.
Analysis of problem (1.1)–(1.4) is important in order to study the two-phase free boundary problem for the Laplace
equation (the two-phase Hele–Shaw problem) if an initial shape of a free boundary has a corner point. We recall that the
two-phase Hele–Shaw problem (the Muskat problem) describes the evolution of the interface between the two immiscible
incompressible fluids (for example, water and oil). The motion of fluids is subjected to the Darcy law, i.e. fluid velocities are
proportional to the pressure gradients, and the law ofmass conservation. TheMuskat problem is then formulated as follows.
LetΩ be a double-connected bounded open domain in R2 with the boundary ∂Ω = 0102,0102 = ∅ (see Fig. 1).
Let 0(t) (an unknown boundary), for each t ∈ [0, T ], be a simple closed curve 0(t) ⊂ Ω that separates Ω into two
subdomainsΩ1(t) andΩ2(t) such thatΩ = Ω1(t)0(t)Ω2(t), and ∂Ωi = 0i0(t), i = 1, 2.
In the Muskat problem we are looking for the fluid domains Ωi(t) and the fluid pressure pi(y, t), y ∈ Ωi(t), t ∈
[0, T ], i = 1, 2, such that
∆ypi = 0 inΩi(t), i = 1, 2, t ∈ [0, T ]; (1.6)
p1 − p2 = 0 on 0(t); (1.7)
Vn = −k1 ∂p1
∂n
= −k2 ∂p2
∂n
on 0(t); (1.8)
pi = ψi(y) on 0iT = 0i × [0, T ]; (1.9)
Ωi(0), 0(0) are given. (1.10)
Here ∆y = ∂2
∂y21
+ ∂2
∂y22
, n is the normal to 0(t) directed intoΩ1(t), Vn is the velocity of points 0(t) in the direction of n; k1
and k2 are positive constants, k = k2k1 , ψi(y) are given positive functions.
We suppose that 0(0) has an angle point of opening δ, δ ∈ (0, π), β = π2 − δ2 , and the origin of the coordinate system
(y1, y2) is placed at the vertex of this corner (see Fig. 1). For the sake of simplicity, we consider problem (1.6)–(1.10) under
assumptions thatΩi(0) and0(0) are symmetric with respect to y2-axis,ψi(y) are even functions in y1 and seek a symmetric
solution with the condition
∂pi
∂y1

y1=0
= 0, i = 1, 2. (1.11)
One can see that Eqs. (1.6) and (1.7) together with the second equality in (1.8) define the transmission problem with the
interface 0(t), and the first equality in (1.8) serves to find the unknown curve 0(t) that is called the free boundary. The
Muskat problemwith a regular initial interface was studied in the case of zero surface tension (ZST) by Yi [1,2], Ambrose [3],
Siegel et al. [4], Degtyarev [5]; and in the case of nonzero surface tension by Hong et al. [6]. In the case of the presence of
some singularity on a free boundary, the solvability of the Muskat problem with surface tension in weighted Hölder classes
has been proved in [7]. Note that the case of the two-phase Hele–Shaw problem without surface tension with a singular
shape of the free boundary has not yet been studied. The general approach to the analysis of free boundary problems in
smooth classes consists of the following. First, the problem in an unknown domain is reduced to a nonlinear problem in a
fixed domain. Then the existence of one-to-one solvability of the corresponding linearized problem allows one to reduce
the initial problem to a fixed point problem.
This method has been proposed by Bazaliy in [8] to study the Stefan problem in the case of the regular initial data; next
this approach has been applied to investigate the one-phase Hele–Shaw problem or the Muskat problem in [9,10,7,5,1,2].
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In this approach to the Muskat problem with ZST and the irregular initial data, the main analytical difficulties are
connected with the proof of the one-to-one solvability of the corresponding linear problem. The essential part of this proof
consists of the investigation of model nonclassical boundary value problem (1.1)–(1.4).
Moreover, the mathematical interest in the problem studied in this paper is due to its peculiarities. The first of them is
the presence of the singular domains (plane corners) where problem (1.1)–(1.4) is formulated.
Note that classical boundary value problems for elliptical and parabolic equations in domains with singularities appear
in many applications. The state of the theory of such boundary value problems in nonsmooth domains, as of about thirty
years ago, was described in detail in the well-known survey of Kondratiev and Oleinik [11]. In particular, elliptic boundary
value problems in domains with conical and dihedral singularities have been extensively studied, starting with Kondratiev’s
famous paper [12]. In this field of researches it should be also noted the works of Borsuk and Kondratiev [13], Grisvard [14],
Maz’ya and Plamenevskii [15], Solonnikov and Zaionchkovskii [16]. The results of those investigations are formulated in
bothW l,p and C l+α spaces and corresponding weighted classes, where the desired functions together with their derivatives
are bounded with some power weights in the Lp or Cα norms.
As for boundary value problem (1.1)–(1.4), it does not fit in the theoretical framework of the problems mentioned above
because of its nonclassical boundary value conditions. After the application of the Laplace transformation with respect to t
problem (1.1)–(1.4) can be considered as an interface problem for Poisson equations. In this case conditions (1.2) and (1.3)
acquire a form
r−1−γ ν

uˆ1 − uˆ2
+ ∂ uˆ1
∂n
− ∂ uˆ2
∂n

+ h

∂ uˆ1
∂r
− ∂ uˆ2
∂r

= fˆ (r, ν) on g, (1.12)
∂ uˆ1
∂n
− k∂ uˆ2
∂n
− kd1

∂ uˆ1
∂r
− ∂ uˆ2
∂r

= fˆ1(r, ν) on g; (1.13)
where uˆi(·, ν), i = 1, 2, and fˆ (·, ν), fˆ1(·, ν) are the Laplace transformations of the functions ui(·, t), i = 1, 2, f (·, t) and
f1(·, t) correspondingly.
Thus the presence of the interface conditions (1.12), (1.13) is the second feature of the problem investigated in this paper.
In the case of the smooth interfaces a substantial amount of results related to the problem with discontinuous coefficients
(the transmission problem) was obtained in the papers of Ladyzhenskaia [17], Oleinik [18], Schechter [19], Roitberg and
Sheftel’ [20], Sheftel’ [21] for the W l,p and C l+α spaces. Later the transmission problems (also called interface problems)
for elliptic equations with a nonsmooth interface have been studied in the space W l,p by Kellogg [22], Ben M’Barek and
Mérigot [23], Lemrabet [24], Nicaise [25]; and in the weighted Hölder classes by Bazaliy and Vasylyeva [26]. However,
the authors of these papers considered a transmission problem with the simpler transmission condition: uˆ1 − uˆ2 = fˆ ,
than (1.12).
The last complication in (1.1)–(1.4) is stipulated by the presence of dynamic boundary condition (1.2). One of the simple
examples of a boundary value problem for an elliptical equationwith a dynamic boundary condition is the following problem
for the function u(x, t), (x, t) ∈ ΩT = Ω × (0, T ) (hereΩ is some domain in Rn),
∂2u
∂x21
+ ∂
2u
∂x22
= f0 inΩT ; (1.14)
∂u
∂t
+ ∂u
∂n
= f on ∂ΩT = ∂Ω × [0, T ]; (1.15)
u(x, 0) = 0, x ∈ Ω. (1.16)
Problems like (1.14)–(1.16) appear in the investigations of diverse processes in physics and chemistry [27–29]. Here we
make no pretence to provide a complete survey on the results related to a problem of the type (1.14)–(1.16) and present
only some of them. In the casewhereΩ is the upper half space in Rn and the right-hand sides f and f0 are nonlinear, problem
(1.14)–(1.16) has been studied recently in [30–34] where the global existence and uniqueness of positive solutions or a
nonexistence of solutions have been proved. As for the case of the bounded domain with a smooth boundary and nonlinear
right hand sides in (1.14)–(1.16), these problems have been investigated in [9,35–38]. Paper [38] is devoted to the study of
the boundedness and of a priori bounds of the global solutions. Problems of the regularity of classical solutions have been
researched with the semigroup approach in [35–37], and with the potential technique in [9].
The problem analogous to (1.14)–(1.16) where condition (1.15) substituted by
r−1−γ
∂u
∂t
+ ∂u
∂n
− h∂u
∂r
= f on ∂ΩT = ∂Ω × [0, T ], (1.17)
was studied by Solonnikov and Frolova; Bazaliy and Vasylyeva; and the existence and uniqueness of a solution have been
proved in weighted Sobolev classes in [39] for γ = −1 (i.e., without the singular term at the time derivative in condition
(1.17)), and weighted Hölder spaces [40,41] for any value of γ .
The solvability of a problem similar to (1.1)–(1.4) if Gi, i = 1, 2, are half spaces was investigated in [1,2]. It should be
remarked, that problems analogous (1.1)–(1.4) appear in the investigations of free boundary problems where they arise
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as a linearized version of free boundary problems. Therefore, the solvability of problem (1.1)–(1.4) in the weighted Hölder
classes plays a significant role in studying the two-phase free boundary problem for the Laplace equation (the two-phase
Hele–Shaw problem) if the initial shape of a free boundary has a corner point.
In the present paperwe establish the existence anduniqueness of the solution (u1, u2) of problem (1.1)–(1.4), and provide
sharp estimates for it. In the subsequentworkwewill use these results to study theMuskat problemwith ZST andnonsmooth
boundaries and to establish the existence and uniqueness of a solution in a small time interval. The estimates that are derived
in the present paper are in terms of the weighted Hölder norms.
The paper is organized as follows: In Section 2, we define the weighted Hölder spaces and state the main result,
Theorem 2.1. Section 3 is devoted to the investigation of problem (1.1)–(1.4) in the case of f0i, f1 ≡ 0 and the principal result
of this section is formulated in Theorem 3.2. To prove this theoremwe first derive, in Section 3.1, an integral representation
for the function (u1, u2) in the case where an angle β is a rational part of π . Then, in Section 3.2, we estimate ui, i = 1, 2,
togetherwith their derivatives, and at last, in Section 3.3, using the technique from [7], we complete the proof of Theorem3.2
for arbitrary β . In Section 4, we prove Theorem 2.1 based on Theorem 3.2 and results from [26].
2. Weighted Hölder spaces and the main result
Let D be a given domain in R2 with a corner point at the origin of coordinates and let DT = D×[0, T ]. Denote the distance
from the origin of coordinates to the point y ∈ D¯ by r(y). We set r(y, x) = min{r(y), r(x)}, x, y ∈ D¯. Let s be a certain given
number, L be an integer, L ≥ 0, α ∈ (0, 1). The Banach space EL+α,α,αs (D¯T ) is the set of functions u(x, t)with the finite norm
∥u∥EL+α,α,αs (D¯T ) =
L
|l|=0

sup
D¯T
r |l|−s(x)|Dlxu(x, t)| + ⟨Dlxu(x, t)⟩(α)x,s−|l|,DT + ⟨Dlxu(x, t)⟩(α)t,s−|l|,DT + [Dlxu(x, t)](α,α)s−|l|,DT

,
where
⟨u⟩(α)x,s,DT = sup
(x¯,t),(x,t)∈D¯T ,|x−x¯|<r(x,x¯)/2
rα−s(x, x¯)
|u(x¯, t)− u(x, t)|
|x− x¯|α ,
⟨u⟩(α)t,s,DT = sup
(x,t),(x,τ )∈D¯T
r−s(x)
|u(x, t)− u(x, τ )|
|t − τ |α ,
and
[u](α,α)s,DT = sup
x¯,x∈D¯,t,τ∈[0,T ],
|x−x¯|<r(x,x¯)/2
rα−s(x, x¯)
|u(x¯, t)− u(x, t)− u(x¯, τ )+ u(x, τ )|
|x¯− x|α|t − τ |α .
In a similar way we introduce the space EL+α,α,αs (∂DT ). If the domain D does not contain a corner point, the definition of the
space EL+α,α,αs (D¯T ) remains the same with r(x) ≡ 1. In this case we use the notation EL+α,α,α(D¯T ) too. For functions u(x)
independent of t we use spaces EL+αs (D¯) and EL+α(D¯).
Consider domains in R2:
B1 =

(ξ1, ξ2) : −∞ < ξ1 <∞,−π2 < ξ2 < β

, B1T = B1 × [0, T ],
B2 =

(ξ1, ξ2) : −∞ < ξ1 <∞, β < ξ2 < π2

, B2T = B2 × [0, T ], (2.1)
and introduce the Banach space CL+α,α,α(B¯iT ) of functions vi(ξ , t), i = 1, 2, with the norm
∥vi∥CL+α,α,α(B¯iT ) =
L
|l|=0

sup
B¯iT
|Dlξvi(ξ , t)| + ⟨Dlξvi(ξ , t)⟩(α)ξ,BiT + ⟨Dlξvi(ξ , t)⟩(α)t,BiT + [Dlξvi(ξ , t)](α,α)BiT

,
where ⟨·⟩(α)ξ,BiT and ⟨·⟩(α)t,BiT are the Hölder constants with respect to ξ and t correspondingly, and
[vi](α,α)BiT = sup
ξ¯ ,ξ∈B¯i,t,τ∈[0,T ],
|ξ−ξ¯ |<r(ξ ,ξ¯ )/2
|vi(ξ¯ , t)− vi(ξ , t)− vi(ξ¯ , τ )+ vi(ξ , τ )|
|ξ¯ − ξ |α|t − τ |α .
Consider domains Gi, i = 1, 2, (see their definition (1.5)) in R2. Let (ξ1, ξ2) be the new variable such that
ξ1 = ln r = ln

x21 + x22, ξ2 = ϕ = arctan
x2
x1
. (2.2)
Then under the given transformation the strip Bi is the image of Gi.
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Remark 2.1. One can check that
ui(x, t) ∈ EL+α,α,αs (G¯iT ) iff esξ1ui(x(ξ), t) ∈ CL+α,α,α(B¯iT ).
The main result of this paper is the following:
Theorem 2.1. Let α ∈ (0, 1), β ∈ (0, π/2); s ∈

max{ 12 ; b
∗
2β ; a
∗
2β }; ππ+2β

where numbers b∗ and a∗ are some positive
constants dependent on k, h, d1 and β; and
f0i ∈ Eα,α,αs−2 (G¯iT ), i = 1, 2, f1, f ∈ E1+α,α,αs−1 (g¯T );
f0i, f1, f = 0, if either t ≤ 0 or |x| > R0, (2.3)
for some positive number R0. Then there exists a unique solution (u1(x, t), u2(x, t)) of problem (1.1)–(1.4), ui ∈ E2+α,α,αs (G¯iT ),
i = 1, 2, and the estimate holds:
2
i=1
∥ui∥E2+α,α,αs (G¯iT ) + ∥r
−1−γ (∂u1/∂t − ∂u2/∂t)∥E1+α,α,αs−1 (g¯T )
≤ const.

2
i=1
∥f0i∥Eα,α,αs−2 (G¯iT ) + ∥f1∥E1+α,α,αs−1 (g¯T ) + ∥f ∥E1+α,α,αs−1 (g¯T )

. (2.4)
Note that the results of Theorem 2.1 give the behavior of solution (u1, u2) to problem (1.1)–(1.4) near singularities as
ui ∼ rs, r → 0 and s ∈

max{ 12 ; b
∗
2β ; a
∗
2β }; ππ+2β

. It is also possible to get the greater exponent of the solution decrease rate
near a corner point under the condition that the angular opening δ = π2 − β is sufficiently small (see Remark 4.1).
For the sake of clarity, here we shall represent the proof of this theorem in the case of k > 1, the case of 0 < k < 1 has
been proved with the same arguments.
For simplicity, we shall first investigate problem (1.1)–(1.4) in the case of homogenous conditions (1.1) and (1.3), i.e. we
shall prove Theorem 2.1 for the solution (u1, u2) of the following problem
∂2ui
∂x21
+ ∂
2ui
∂x22
= 0 in GiT , ui(x, 0) = 0, i = 1, 2, (2.5)
r−1−γ

∂u1
∂t
− ∂u2
∂t

+

∂u1
∂n
− ∂u2
∂n

+ h

∂u1
∂r
− ∂u2
∂r

= f (r, t) on gT , (2.6)
∂u1
∂n
− k∂u2
∂n
− kd1

∂u1
∂r
− ∂u2
∂r

= 0 on gT , (2.7)
∂u1
∂n
= 0, on {x1 = 0, x2 < 0} × [0, T ]; ∂u2
∂n
= 0, on {x1 = 0, x2 > 0} × [0, T ]. (2.8)
3. The solvability of problem (2.5)–(2.8)
At the beginning, we will study problem (2.5)–(2.8) in the case of the angle β is a rational part of number π :
β = r
p
π, p, r are integer, p > 2r, r = 1, 2, . . . , and r
p
is not a reducible fraction. (3.1)
3.1. Construction solution in the case of β = rπp
Let β satisfy (3.1). The change of variables (2.2) transforms system (2.5)–(2.8) to the form
∂2ui
∂ξ 21
+ ∂
2ui
∂ξ 22
= 0 in BiT , ui(ξ , 0) = 0, i = 1, 2, (3.2)
e−γ ξ1

∂u1
∂t
− ∂u2
∂t

−

∂u1
∂ξ2
− ∂u2
∂ξ2

+ h

∂u1
∂ξ1
− ∂u2
∂ξ1

= eξ1 f (ξ1, t) on bT , (3.3)
∂u1
∂ξ2
− k∂u2
∂ξ2
+ kd1

∂u1
∂ξ1
− ∂u2
∂ξ1

= 0 on bT , (3.4)
∂u1
∂ξ2

ξ2=− π2
= 0, ∂u2
∂ξ2

ξ2= π2
= 0, (3.5)
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where Bi and BiT , i = 1, 2, are given with (2.1), and
b = {(ξ1, ξ2) : −∞ < ξ1 <∞, β = ξ2}, bT = b× [0, T ].
We will seek a solution to problem (3.2)–(3.5) in the form
ui(ξ1, ξ2, t) = esξ1wi(ξ1, ξ2, t), i = 1, 2, (3.6)
where the number swill be chosen later on. For functionswi(ξ , t)we have
1wi + 2s∂wi
∂ξ1
+ s2wi = 0 in BiT , wi(ξ , 0) = 0, i = 1, 2, (3.7)
e−γ ξ1

∂w1
∂t
− ∂w2
∂t

−

∂w1
∂ξ2
− ∂w2
∂ξ2

+ h

∂w1
∂ξ1
− ∂w2
∂ξ1
+ s(w1 − w2)

= e(1−s)ξ1 f (ξ1, t) on bT , (3.8)
∂w1
∂ξ2
− k∂w2
∂ξ2
+ kd1

∂w1
∂ξ1
− ∂w2
∂ξ1
+ s(w1 − w2)

= 0 on bT , (3.9)
∂w1
∂ξ2

ξ2=− π2
= 0, ∂w2
∂ξ2

ξ2= π2
= 0. (3.10)
We denote by w˜(λ, ξ2, t) the Fourier transform of w(ξ1, ξ2, t), and by wˆ(·, ν) the Laplace transform of w(·, t), and use the
notation ′′∗′′ instead of ‘‘ ’’.
After application of the Fourier and Laplace transformations we get
∂2w∗i
∂ξ 22
+ ρ2w∗i = 0, ρ = iλ+ s, w˜i(λ, ξ2, 0) = 0, i = 1, 2, (3.11)
ν(w∗1(λ− iγ , ν)− w∗2(λ− iγ , ν))−

∂w∗1
∂ξ2
− ∂w
∗
2
∂ξ2

+ hρ(w∗1 − w∗2) = f ∗(λ+ i(1− s), ν) on ξ2 = β, (3.12)
∂w∗1
∂ξ2
− k∂w
∗
2
∂ξ2
+ kd1ρ(w∗1 − w∗2) = 0 on ξ2 = β, (3.13)
∂w∗1
∂ξ2

ξ2=− π2
= 0, ∂w
∗
2
∂ξ2

ξ2= π2
= 0. (3.14)
To satisfy the boundary conditions on ξ2 = ±π2 , we set
w∗1(λ, ξ2, ν) = M1(λ, ν) cos ρ

ξ2 + π2

, w∗2(λ, ξ2, ν) = M2(λ, ν) cos ρ

ξ2 − π2

,
and to find the functionsMi(λ, ν), i = 1, 2, we have two transmission equations (3.12) and (3.13). It is easy to show that
M1(λ, ν) = M2(λ, ν)d1k cos ρ(β − π/2)− k sin ρ(β − π/2)d1k cos ρ(β + π/2)− sin ρ(β + π/2) . (3.15)
One can get the representation ofM2(λ, ν), and then for
N(λ, ν) = M2(λ, ν) cos ρ(β − π/2) (3.16)
we obtain
νN(λ− iγ , ν) tan(ρ + γ )(β + π/2)− k tan(ρ + γ )(β − π/2)
d1k− tan(ρ + γ )(β + π/2) + ρN(λ, ν)
×

−h− tan ρ(β − π/2)+ (h+ tan ρ(β + π/2))d1k− k tan ρ(β − π/2)
d1k− tan ρ(β + π/2)

= f ∗(λ+ i(1− s), ν).
It is naturally to introduce the new function
v(λ, ν) = N(λ, ν)B(ρ), B(ρ) = tan ρ(β + π/2)− k tan ρ(β − π/2)
d1k− tan ρ(β + π/2) , (3.17)
and then we come to the equation
νv(λ− iγ , ν)+ ρD(ρ)v(λ, ν) = f ∗(λ+ i(1− s), ν), (3.18)
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with
D(ρ) = [(h+ d1k) sin ρ(β + π/2) cos ρ(β − π/2)− k(d1 + h) sin ρ(β − π/2) cos ρ(β + π/2)
− (k− 1) sin ρ(β + π/2) sin ρ(β − π/2)][sin ρ(β + π/2) cos ρ(β − π/2)
− k sin ρ(β − π/2) cos ρ(β + π/2)]−1 ≡ A1
A2
.
Next
A2 = sin 2βρ + sinπρ2 −
k(sin 2βρ − sinπρ)
2
= (k− 1)(d sinπρ − sin 2βρ)
2
,
A1 = 12 {(1− k)(h sin 2βρ − cos 2βρ)+ [(h+ 2d1k+ hk) sinπρ − (k− 1) cosπρ]}
= −

a21 + b21
2
(sin(2βρ − α1)− q2 sin(πρ − α2)), (3.19)
where d = k+1k−1 > 1, b1 = b2 = k−1, a1 = h(k−1), a2 = h+2d1k +hk, sinα1 = b1√a21+b21 , sinα2 =
b2√
a22+b22
, q2 =
√
a22+b22√
a21+b21
.
Thus
D(ρ) =

1+ h2 sin(2βρ − α1)− q2 sin(πρ − α2)
sin 2βρ − d sinπρ . (3.20)
First we consider the case q2 > 1. The case of 0 < q2 ≤ 1 we will discuss later on. Denote,
y = 2βρ, then πρ = q1y, q1 = p2r and q1 > 1 since β < π/2.
Consider the function
S1(y) = sin(y− α1)− q2 sin(yq1 − α2). (3.21)
This is the entire function which can be represented in the form of an infinite product [42]. Due to the definitions in (3.19)
y = 0 is the simple root of S1(y). Next S1(y) is the periodic function with the period 4πr , and for q2 > 1 there are 2p simple
roots in the interval [0, 4πr). Denote roots of S1(y) in [0, 4πr) as: a˜0 = 0 < a˜1 < a˜2 < · · · < a˜2p−1 < 4πr . One can easily
check that
π i+ α2 − π/2
q1
< a˜i <
π i+ α2 + π/2
q1
, i = 0, 2p− 1. (3.22)
Then
S1(y) = const.y
2p−1
i=1

1− y
a˜i
 ∞
n=1

1− y
2
(4πrn)2
 2p−1
i=1

1− y
a˜i + 4πrn

×

1− y
a˜i − 4πrn

, const. = m1 = cosα1 − q1q2 cosα2.
It should be observed that the factor y
∞
n=1

1− y2
(4πrn)2

corresponds to the root y = 0, and this one
1− y
a˜i
 ∞
n=1

1− y
a˜i + 4πrn

1− y
a˜i − 4πrn

corresponds to the root y = a˜i. Denote by
ηin =
a˜i + 4πrn
2β
, κ in =
−a˜i + 4πrn
2β
, as n = 1, 2, . . . ,
then
S1(2βρ) = 2βm1ρ

2p−1
i=1
ηi0 − ρ
ηi0
 ∞
n=1
2p−1
i=0
(κ in + ρ)(ηin − ρ)
κ inη
i
n
.
Similar calculations can be done with the function
S2(y) = sin y− d sin q1y. (3.23)
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Note that S2(y) is the odd function which has the period 4πr . Denote by b˜i, i = 0, 2p− 1, roots of S2(y) in [0, 4πr) and as
it is easy to examine
b˜0 = 0 < b˜1 < · · · < b˜2p−1,
π i− arcsin(1/d)
q1
< b˜i <
π i+ arcsin(1/d)
q1
for i = 0, 2p− 1. (3.24)
Let
ρ in =
b˜i + 4πrn
2β
.
In these notations we get
S2(2βρ) = 2βm2ρ

2p−1
i=1
(ρ i0 − ρ)(ρ i0 + ρ)
(ρ i0)
2
 ∞
n=1
2p−1
i=0
(ρ in + ρ)(ρ in − ρ)
(ρ in)
2
, m2 = 1− dq1.
Now we reduce difference Eq. (3.18) to the standard form. To this end we change the variables
iλ = γ z, ρ = γ z + s, v(λ− iγ , ν) = v(−iγ z − iγ , ν) := c(z + 1, ν),
and Eq. (3.18) becomes
νc(z + 1, ν)+ (γ z + s)D(γ z + s)c(z, ν) = f ∗(−iγ z + i(1− s), ν), (3.25)
where
D(γ z + s) = m3
2p−1
i=1
(ρ i0)
2
γ ηi0
(η¯i0 − z)
(ρ i−s,0 − z)(ρ i+s,0 + z)
∞
n=1
2p−1
i=0
(ρ in)
2
κ inη
i
n
(η¯in − z)(κ¯ in + z)
(ρ i−s,n − z)(ρ i+s,n + z)
, (3.26)
m3 =

1+ h2 a1 − q1a2
1− dq1 , η¯
i
n =
ηin − s
γ
, κ¯ in =
κ in + s
γ
, ρ i±s,n =
ρ in ± s
γ
.
Comparison (3.20) with (3.26) for z = 0 gives
G(s) =

1+ h2 sin(2βs− α1)− q2 sin(πs− α2)
sin 2βs− d sinπs = m3
2p−1
i=1
η¯i0
γ ηi0
(ρ i0)
2
ρ i−s,0ρ
i
+s,0
×
∞
n=1
2p−1
i=0
η¯inκ¯
i
n
ρ i−s,nρ i+s,n
(ρ in)
2
ηinκ
i
n
,
and, hence,
D(γ z + s) = G(s)
2p−1
i=1
ρ i−s,0ρ
i
+s,0
η¯i0
(η¯i0 − z)
(ρ i−s,0 − z)(ρ i+s,0 + z)
∞
n=1
2p−1
i=0
ρ i−s,nρ i+s,n
κ¯ inη¯
i
n
(η¯in − z)(κ¯ in + z)
(ρ i−s,n − z)(ρ i+s,n + z)
. (3.27)
The investigation of difference Eq. (3.25) consists of the analysis of the corresponding homogeneous equation
c0(z + 1, ν)+ γ z + s
ν
D(γ z + s)c0(z, ν) = 0, (3.28)
and using the method of a variation of constant to find a solution of nonhomogeneous equation (3.25) [39]. To construct a
solution of (3.28), it suffices to find a solution relevant to every factor in the product γ z+s
ν
D(γ z + s). In this way we get
c0(z, ν) = eiπz(γ /ν)z−1/20

z + s
γ

A(z)E(z), (3.29)
where E(z) is an arbitrary periodic function with the period 1, and 0(z) is the gamma-function. One can check using the
property of the gamma-function, that eiπz(γ /ν)z−1/20(z + s
γ
) is generated by the factor −(γ /ν)(z + s
γ
). We denoted by
A(z) a solution of the problem
A(z + 1) = D(γ z + s)A(z),
which is represented as
A(z) =

G(s)
2p−1
i=1
ρ i−s,0ρ
i
+s,0
η¯i0
z−1/2 2p−1
i=1
0(1+ ρ i−s,0 − z)
0(1+ η¯i0 − z)0(ρ i+s,0 + z)
×
∞
n=1
2p−1
i=0
0(1+ ρ i−s,n − z)0(κ¯ in + z)
0(1+ η¯in − z)0(ρ i+s,n + z)

ρ i−s,nρ i+s,n
η¯inκ¯
i
n
z−1/2
eR(n), (3.30)
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where
R(n) = κ¯ in(1− ln κ¯ in)+ ρ i−s,n(1− ln ρ i−s,n)+ η¯in(ln η¯in − 1)+ ρ i+s,n(ln ρ i+s,n − 1). (3.31)
The function R(n) is chosen in order to the infinite product in (3.30) converges for each complex z outside the poles of the
corresponding gamma-functions.
Proposition 3.1. Let q2 > 1 and β satisfy (3.1), then the following statements are true out of the poles of 0(1 + ρ i−s,0 − z),
i = 1, 2p− 1;0(1+ ρ j−s,n − z), and 0(κ¯ jn + z), j = 0, 2p− 1, n = 1, 2, . . . .
i: The infinite product in representation (3.30) of the function A(z) converges for each complex z.
ii: There hold
A(z) = [D(γ z + s)]z−1/2ec1z+c2 ln z+O(1), (3.32)
|A(z)| ≤ const.e−α2|Imz|, (3.33)
as |Imz| → ∞ and Rez remains bounded,
where c1 and c2 are some constants, sinα2 = b2
(a22+b22)1/2
, α2 ∈ (0, π/2).
The proof of statements from Proposition 3.1 has been obtained with arguments analogous to those in [39] (see the proofs
of Propositions 5.1 and 5.2 there). Note that inequality (3.33) is a simple consequence of asymptotic representation (3.32).
For our purpose we choose the function E(z) as
E(z) =
3
i=1
sinπ(1+ ρ i−s,0 − z)
sinπ(1+ η¯i0 − z)
sinπ(1+ ρ4−s,0 − z) sinπ(1+ ρ5−s,0 − z). (3.34)
One can easily check that
E(z) ≈ const.e2π |Imz| as |Imz| → ∞, (3.35)
and the function
E(z)
3
i=1
0(1+ ρ i−s,0 − z)
0(1+ η¯i0 − z)
0(1+ ρ4−s,0 − z)0(1+ ρ5−s,0 − z)
does not have any poles if
Rez ≠ ma˜ + 1− s
γ
+ a˜j
2βγ
, j = 1, 3, ma˜ = −1,−2, . . . ; (3.36)
and does not have any nulls if
Rez ≠ mb˜ + 1−
s
γ
+ b˜i
2βγ
, i = 1, 5, mb˜ = −1,−2, . . . . (3.37)
We can formulate the following properties of the function c0(z, ν).
Proposition 3.2. Let q2 > 1, β satisfy (3.1).
i: There are no any poles of the function c0(z, ν) if
− s
γ
< Rez < 1− s
γ
+ 6
γ
for β = π/3, and − s
γ
< Rez < 1− s
γ
+ b˜6
2βγ
for β ≠ π/3, (3.38)
and (3.36) holds with ma˜ = −1,−2, . . .−Ma˜, where the integer number Ma˜ satisfies to inequality
1 ≤ Ma˜ < 1+ 4
γ
. (3.39)
ii: The function c0(z, ν) does not vanish if
− s
γ
− b˜1
2βγ
< Rez < 1− s
γ
+ a˜4
2βγ
, (3.40)
and (3.37) holds with mb˜ = −1,−2, . . .−Mb˜, where the integer number Mb˜ satisfies to inequality
1 ≤ Mb˜ < 2+
7
γ
. (3.41)
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iii: Let conditions of (ii) hold, then the following estimates are true
1
|c0(z, ν)| ≤ const.

e(α2−ε)Imz, Imz →+∞,
e(2π−α2+ε)Imz, Imz →−∞, (3.42)
where ε is a sufficiently small positive constant, 0 < ε < α2.
Proof. Note that the function 0(z + b)where b is a real number does not have any poles if Rez > −b. So the statements (i)
and (ii) are obtained with simple calculations if one takes into account properties (3.36) and (3.37) together with estimates
(3.22) and (3.24) for a˜j and b˜i correspondingly.
Using estimate (3.33) together with the asymptotic representation (3.35) for E(z) and
0(z) = exp

(z − 1/2) ln z − z + ln 2π
2
+ 1
12z
+ O(1/z2)

,
(ν/γ )−z+1/2eiπz ≈ const.eImz(arg ν−π), as |Imz| → ∞,
we deduce (3.42). 
Now we return to inhomogeneous equation (3.25) and seek its solution in the form
c(z, ν) = c0(z, ν)Y (z, ν).
It is easy to see that Y (z, ν) satisfies the equation
Y (z + 1, ν)− Y (z, ν) = f
∗(−iγ z + i(1− s), ν)
νc0(z + 1, ν) ≡ F(z, ν). (3.43)
Let ζ = −δ∗ + iy, y ∈ R1, δ∗ ∈ [0, 1],
K(ζ ) = 1
2i
[cotπζ + i] sin
2 πa
sin2 π(ζ + a) , 0 < a− δ
∗ < 1. (3.44)
Note that K(ζ ) is periodic of the period 1 with simple poles at ζ = 0,±1, and multiple poles at ζ = −a. In addition, K(ζ )
satisfies the following inequalities if |y| → ∞:
|K(ζ )| ≤ const.

e−4πy, y →+∞,
e2πy, y →−∞. (3.45)
We search for a solution of (3.43) in the form (see [39])
Y (z, ν) =

Lδ∗
F(z + ζ , ν)K(ζ )dζ , (3.46)
where Lδ∗ is a contour on the complex plane ζ , and Lδ∗ coincides with the line Reζ = −δ∗, δ∗ ∈ (0, 1). In the case of δ∗ → 1
this contour goes around the pole ζ = −1 to the right along a circle of a small radius; and the pole ζ = 0 to the left for
δ∗ → 0.
Proposition 3.3. Let q2 > 1, β satisfy (3.1). The function Y (z, ν) defined in (3.46) is a solution of (3.43) if
− s
γ
− b˜1
2βγ
< Rez < − s
γ
, Rez ≠ mb˜ + δ∗ −
s
γ
+ b˜i
2βγ
,
δ∗ ∈ [0, 1], i = 1, 5, mb˜ = −1,−2, . . . ,−Mb˜. (3.47)
Proof. Using estimates (3.45) and (3.42), we conclude that
|K(ζ )|
|c0(z + 1+ ζ , ν)| ≤ const.e
−(4π+ε−α2)|y| → 0, as |y| → ∞, (3.48)
if, as it follows from (iii) of Proposition 3.2, Rez satisfies the conditions
− s
γ
− b˜1
2βγ
< Rez < − s
γ
+ a˜4
2βγ
,
Rez ≠ mb˜ + δ∗ −
s
γ
+ b˜i
2βγ
, i = 1, 5, k = −1,−2, . . . ,−Mb˜, δ∗ ∈ [0, 1]. (3.49)
Moreover, if condition (3.49) holds, the function 1c0(z+1+ζ ,ν) does not have any poles (see (ii) from Proposition 3.2).
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The function eξ1(1−s)f (ξ1, t) is uniformly bounded and f ∗(−iγ z+ i(1− s), ν) is analytic in z for Rez < 0. This fact follows
from the definition of the Hölderweighted spaces and properties of the function f (r, t) (see conditions (2.3) of Theorem2.1).
Thus, the properties of the function f (r, t) together with inequality (3.48) ensure the fulfilment
|F(z + ζ , ν)K(ζ )| → 0, |y| → ∞, (3.50)
if Imz is bounded and Rez meets requirements (3.49).
The all written above means the function F(z + ζ , ν)K(ζ ), ζ = −δ∗ + iy, δ∗ ∈ (0, 1), is analytic in a strip Rez ∈
(C1 − sγ , C2 − sγ )where (C1 − sγ , C2 − sγ ) is any subdomain of (3.47).
Thus, we can conclude the integral in (3.46) is well defined for Reζ = −δ∗, with δ∗ ∈ (0, 1), and Rez satisfies (3.47).
Further, the same arguments as in Proposition 6.1 from [39] together with estimate (3.50) allow us to conclude that the
function Y (z, ν) given with (3.46) is a solution of (3.43) if conditions (3.47) are saved. 
Now we can formulate the following results concerning the solution c(z, ν) of Eq. (3.25).
Lemma 3.1. Let q2 > 1, β satisfy (3.1).
i: The function
c(z, ν) = c0(z, ν)

Lδ∗
F(z + ζ )K(ζ )dζ (3.51)
is a solution of (3.25).
ii: The function c0(z,ν)c0(z+1+ζ ,ν) is analytic in z if ζ = −δ∗ + iy, y ∈ R1, δ∗ ∈ [0, 1], and
− s
γ
< Rez < − s
γ
+ 3
γ
, Rez ≠ ma˜ − s
γ
+ a˜j
2βγ
, Rez ≠ mb˜ + δ∗ −
s
γ
+ b˜i
2βγ
,
j = 1, 3, i = 1, 5, ma˜ = 0,−1,−2, . . . ,−Ma˜ + 1, mb˜ = −1,−2, . . . ,−Mb˜, (3.52)
where numbers Ma˜ and Mb˜ satisfy inequalities (3.39) and (3.41).
Proof. The first statement of Lemma 3.1 is a simple consequence of Proposition 3.3 and of the method of the construction
to solution c(z, ν). We remind that c(z, ν) = c0(z, ν)Y (z, ν), where c0(z, ν) is a solution of Eq. (3.25) with f ∗ ≡ 0.
As for the second statement of Lemma 3.1, the results (i) and (ii) of Proposition 3.2 mean that the function c0(z,ν)c0(z+1+ζ ,ν) is
analytic if
− s
γ
< Rez < − s
γ
+min

1+ 6
γ
; a˜4
2βγ

, if β = π
3
; (3.53)
− s
γ
< Rez < − s
γ
+min

1+ b˜6
2βγ
; a˜4
2βγ

, if β ≠ π
3
; (3.54)
and
Rez ≠ ma˜ − s
γ
+ a˜j
2βγ
, Rez ≠ mb˜ + δ∗ −
s
γ
+ b˜i
2βγ
,
j = 1, 3, i = 1, 5, mb˜ = −1,−2, . . . ,−Mb˜, ma˜ = 0,−1, . . . ,−Ma˜ + 1, δ∗ ∈ [0, 1]. (3.55)
As it follows from estimates (3.22) and (3.24) for a˜j, b˜i:
min

1+ b˜6
2βγ
; a˜4
2βγ

>
3
γ
if β ≠ π/3, β ∈ (0, π/2);
min

1+ 6
γ
; a˜4
2βγ

>
3
γ
, if β = π
3
. (3.56)
Thus, the statement (ii) of this lemma follows from (3.53)–(3.56). 
Nowwe return to the case of 0 < q2 ≤ 1. Note that the unique difference of this one from the studied above case (q2 > 1)
is connected with the roots of the function S1(y).
Let us consider the function S1(y)q2 = 1q2 sin(y − α1) − sin(q1y − α2) with 1q2 ≥ 1. Like the arguments written above,
we conclude that the function S1(y)q2 is the periodic function with the period 4πr . As for roots of this function in the interval
[0, 4πr), one can show the following statements (here we will use the same notation for the roots of S1(y)q2 ).
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i: If q2 ≤ 1 and q1α1 − α2 ≠ 0, then the function S1(y)q2 has 4r simple roots in [0, 4πr): a˜0 = 0 < a˜1 < · · · < a˜4r−1 < 4πr .
ii: If q2 = 1q1 and q1α1 − α2 = 0, then the function
S1(y)
q2
has 4r roots in [0, 4πr): a˜0 = 0 < a˜1 < · · · < a˜4r−1 < 4πr , but
some of these roots can have the third order. For example, a˜0 is the third order root.
iii: If q2 ≤ 1, q2 ≠ 1q1 and q1α1 − α2 = 0, then there are (4r + P) simple roots in [0, 4πr): a˜0 = 0 < a˜1 < · · · < a˜4r <· · · < a˜4r+P−1 < 4πr , where P is integer and 2 ≤ P ≤ 8r .
Remark 3.1. Repeating the arguments like them of Propositions 3.1–3.3, we deduce that the results of Lemma 3.1 hold in
the case of q2 ≤ 1.
Nowwe can construct the solutionswi(ξ1, ξ2, t), i = 1, 2, of problem (3.7)–(3.10). To this end, we use Eqs. (3.15)–(3.17)
together with the results of Lemma 3.1 and Remark 3.1. Let
B1(ρ) = tan ρ(β + π/2)− k tan ρ(β − π/2)d1k− k tan ρ(β − π/2) ,
then we have obtained by using the definition of B(ρ) in (3.17)
w∗1(λ, ξ2, ν) =
cos ρ(ξ2 + π/2)
B1(ρ) cos ρ(β + π/2) c0(iλ/γ , ν)

Lδ∗
F(ζ + iλ/γ , ν)K(ζ )dζ ,
w∗2(λ, ξ2, ν) =
cos ρ(ξ2 − π/2)
B(ρ) cos ρ(β − π/2) c0(iλ/γ , ν)

Lδ∗
F(ζ + iλ/γ , ν)K(ζ )dζ . (3.57)
Denote by
L

iλ
γ

:= c0

iλ
γ
, ν

e
πλ
γ (γ /ν)
− iλγ + 12 = A

iλ
γ

E

iλ
γ

0

iλ+ s
γ

;
Φ1(λ, ξ2) := cos ρ(ξ2 + π/2)cos ρ(β + π/2) , Φ2(λ, ξ2) :=
cos ρ(ξ2 − π/2)
cos ρ(β − π/2) ;
R1(λ, x, y) :=
L

iλ
γ

L

iλ
γ
+ 1− δ∗ + iy
 1
B1(ρ)
eix(λ+γ y),
R2(λ, x, y) :=
L

iλ
γ

L

iλ
γ
+ 1− δ∗ + iy
 1
B(ρ)
eix(λ+γ y). (3.58)
Using Lemma 3.1 and representations (3.58), one can easily check the following results.
Remark 3.2. The functions Φ1(λ,ξ2)B1(ρ) and
Φ2(λ,ξ2)
B(ρ) are analytic with respect to λ if (3.52) holds with Rez = − Imλγ .
Let
ϕ(ξ1, t) = e(1−s)ξ1 f (ξ1, t).
Note that ϕ(ξ1, t) ∈ C1+α,α,α(b¯T ) as it follows from the definition of the weighted space and properties of the function
f (ξ1, t).
After that we take advantage of the equality
1
2π i
 i∞
−i∞
ν−δ
∗+iyeνtdν = t
−1+δ∗−iy
0(δ∗ − iy)
and apply inverse Laplace and Fourier transformations to functionsw∗i (λ, ξ2, ν), i = 1, 2.
We obtain the solution in the form:
w1(ξ1, ξ2, t) = const.
 t
0
dτ

1
γ (t − τ)
1−δ∗  ∞
−∞
dxϕ(ξ1 − x, τ )e(ξ1−x)γ δ∗
×
 ∞
−∞
dy
e−iy(ln γ (t−τ)+ξ1) sin2 πa
sinπ(δ∗ − iy)0(δ∗ − iy) sin2 π(a− δ∗ + iy)
 ∞
−∞
dλR1(λ, x, y)Φ1(λ, ξ2),
w2(ξ1, ξ2, t) = const.
 t
0
dτ

1
γ (t − τ)
1−δ∗  ∞
−∞
dxϕ(ξ1 − x, τ )e(ξ1−x)γ δ∗
×
 ∞
−∞
dy
e−iy(ln γ (t−τ)+ξ1) sin2 πa
sinπ(δ∗ − iy)0(δ∗ − iy) sin2 π(a− δ∗ + iy)
 ∞
−∞
dλR2(λ, x, y)Φ2(λ, ξ2). (3.59)
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As follows from Lemma 3.1, Remarks 3.1 and 3.2 and the definition of L( iλ
γ
) (see (3.58)), the integrands
Ri(λ, x, y)Φi(λ, ξ2), i = 1, 2, in representations (3.59) are analytic with respect to λ if
C∗1 −
s
γ
<
−Imλ
γ
< C∗2 −
s
γ
, (3.60)
where the interval (C∗1 − sγ , C∗2 − sγ ) has to satisfy the two following conditions.
i: First, (C∗1 − sγ , C∗2 − sγ ) is any subdomain of the interval [− sγ , 3γ − sγ ].
ii: The second condition means that the interval (C∗1 − sγ , C∗2 − sγ ) does not contain any numbers:
ma˜ − s
γ
+ a˜j
2βγ
; δ∗ +mb˜ −
s
γ
+ b˜i
2βγ
, (3.61)
where δ∗ ∈ [0, 1];ma˜, mb˜ and i, j are integer and i = 1, 5, j = 1, 3;ma˜ = 0,−Ma˜ + 1,mb˜ = −1,−Mb˜; and (3.39) and
(3.41) hold forMa˜, Mb˜.
We will show here how the interval (C∗1 − sγ , C∗2 − sγ ) can be constructed. Let C1 and C2, C1 < C2, be any numbers from
[0, 3
γ
], then the interval (C1 − sγ , C2 − sγ ) meets the requirement of i:. To satisfy condition (3.61), we apply the following
procedure. At first, we build the bounded integer subsets: J ⊆ [1, 3], I ⊆ [1, 5], N a˜ ⊆ {0,−1, . . . ,−Ma˜ + 1},N b˜ ⊆
{−1,−2, . . . ,−Mb˜} such that
C1 ≤ mb˜ + δ∗ +
b˜i
2βγ
< C2, ifmb˜ ∈ N b˜, i ∈ I;
C1 ≤ ma˜ + a˜j2βγ < C2, ifma˜ ∈ N
a˜, j ∈ J. (3.62)
Denote by
b˜∗
2βγ
:= max
mb˜∈N b˜,i∈I,δ∗∈[0,1]

mb˜ + δ∗ +
b˜i
2βγ

, (3.63)
and
a˜∗
2βγ
:= max
ma˜∈N a˜,j∈J

ma˜ + a˜j2βγ

. (3.64)
Then the interval

− s
γ
+max{C1, a˜∗2βγ , b˜
∗
2βγ };− sγ + C2

satisfies condition (3.61).
At last, we chose C∗1 and C
∗
2 as
C∗1 := max

C1,
a˜∗
2βγ
,
b˜∗
2βγ

, and C∗2 := C2. (3.65)
For example, the numbers C1 = 12γ and C2 = π(π+2β)γ satisfy the condition i :and, following the technique written above,
we can choose C∗i , i = 1, 2, as
C∗1 := max

1
2γ
,
a˜∗
2βγ
,
b˜∗
2βγ

; C∗2 :=
π
(π + 2β)γ . (3.66)
Thus the interval

max

1
2γ ,
a˜∗
2βγ ,
b˜∗
2βγ

− s
γ
; π
(π+2β)γ − sγ

meets the requirements i : and ii :.
Hence we deduce the following results.
Lemma 3.2. Let β ∈ (0, π/2) and satisfy (3.1). The solution (w1(ξ1, ξ2, t), w2(ξ1, ξ2, t)) of model problem (3.7)–(3.10) is
represented by (3.59) where
− s
γ
+ C∗1 < −
Imλ
γ
< − s
γ
+ C∗2 , (3.67)
where C∗1 and C
∗
2 satisfy (3.65).
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It should be noted that the conditions on the weight s are deduced from Lemma 3.2. The integrands
Ri(λ, x, y)Φi(λ, ξ2), i = 1, 2, in representations (3.59) have to be analytic with respect to λ in the case of Imλ = 0. Then
inequality (3.67) for Imλ = 0 leads to the following requirements on s:
γ C∗1 < s < γ C
∗
2 , if β ∈ (0, π/2), (3.68)
where C∗1 and C
∗
2 satisfy (3.65). In particular, the value of s satisfied the condition of Theorem 2.1 is suitable (see (3.66)).
3.2. Estimates of solutions ui(ξ1, ξ2, t) to problem (3.2)–(3.5) in the case of β = rpπ
Note that the estimates for solutions ui(ξ1, ξ2, t), i = 1, 2, are the simple consequence of the corresponding estimates
to the functionswi(ξ1, ξ2, t), i = 1, 2, if one takes into account equalities (3.6).
Lemma 3.3. Let β meet requirement (3.1), β ∈ (0, π/2), s satisfy condition (3.68), the function f (ξ1, t) = ϕ(ξ1, t)e(s−1)ξ1
meet requirements (2.3). Then there hold
2
i=1
{∥wi∥C2+α,α,α(B¯iT ) + ∥e−γ ξ1∂wi/∂t∥C1+α,α,α(b¯T )} ≤ const.∥ϕ∥C1+α,α,α(b¯T ), (3.69)
2
i=1
∥wi∥C1+α,α,α(B¯iT ) ≤ const.Tα
∗−α max{1, Rα∗γ0 }∥ϕ∥C1+α,α,α(b¯T ), (3.70)
where 0 < α < α∗ < 1.
Proof. Denote by
H(y, t − τ , ξ1) := e
−iy(ln γ (t−τ)+ξ1) sin2 πa
sinπ(δ∗ − iy)0(δ∗ − iy) sin2 π(a− δ∗ + iy) . (3.71)
It is easy to obtain the following asymptotic representations to the functions H(y, t − τ , ξ1),Φi(λ, ξ2), i = 1, 2,
(see (3.58) to the definition ofΦi) if Imλ satisfies condition (3.67):
Φ1(λ, ξ2) ∼

const., |Reλ| < 1,
const.e−(β−ξ2)|Reλ|, |Reλ| → ∞; (3.72)
Φ2(λ, ξ2) ∼

const., |Reλ| < 1,
const.e−(ξ2−β)|Reλ|, |Reλ| → ∞; (3.73)
Φi(λ, β) ≡ 1; (3.74)
H(y, t − τ , ξ1) ∼ const., as |y| < 1, (3.75)
H(y, t − τ , ξ1) ∼ const.eiy ln |y|+δ∗−iy−iyξ1−iy ln γ (t−τ)− 5π2 |y|, as |y| → ∞. (3.76)
Using notations (3.58) and (3.71), we can rewrite representations (3.59) for the functionswi(ξ1, ξ2, t), i = 1, 2, as
wi(ξ1, ξ2, t) = const.
 t
0
dτ

1
γ (t − τ)
1−δ∗  ∞
−∞
dxϕ(ξ1 − x, τ )e(ξ1−x)γ δ∗
×
 ∞
−∞
dyH(y, t − τ , ξ1)
 ∞
−∞
dλRi(λ, x, y)Φi(λ, ξ2). (3.77)
Due to properties (3.72)–(3.74) of the functions Φi(λ, ξ2), i = 1, 2, it is enough to deduce estimates (3.69), (3.70) in the
case of ξ2 = β . In addition, to prove Lemma 3.3 in this case, it is necessary to obtain the asymptotic representations in y
and λ of the integrands H(y, t − τ , ξ1)Ri(λ, x, y)Φi(λ, ξ2), i = 1, 2, in (3.77), and after that to repeat the all arguments of
Section 3–6 from [41]. The behavior of H(y, t − τ , ξ1) andΦi(λ, ξ2), i = 1, 2, are given in (3.72)–(3.76). Thus we need only
asymptotic of the functions Ri(λ, x, y), i = 1, 2. To this end, we do the change of variables as well as in Section 3 [41]:
λ
γ
+ y = k, k := k1 + ik2, ρ = s+ iγ (k− y). (3.78)
In the new variables the functions Ri(λ, x, y) are rewritten as
R1(γ (k− y), x, y) := L(i(k− y))L(ik+ 1− δ∗)
1
B1(s+ iγ (k− y)) e
ixγ k1−xγ k2 ,
R2(γ (k− y), x, y) := L(i(k− y))L(ik+ 1− δ∗)
1
B(s+ iγ (k− y)) e
ixγ k1−xγ k2 , (3.79)
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where k2 (as it follows from conditions on Imλ) belongs to a strip (3.67), and then
wi(ξ1, ξ2, t) = const.
 t
0
dτ

1
γ (t − τ)
1−δ∗  ∞
−∞
dxϕ(ξ1 − x, τ )e(ξ1−x)γ δ∗
×
 ∞
−∞
dyH(y, t − τ , ξ1)
 ∞
−∞
dk1Ri(γ (k− y), x, y)Φi(λ, ξ2). (3.80)
It is important to note that k2 may be chosen to depend on x, such that the factor e−k1xγ together with the properties
of the function ϕ(x, t) ensure the convergence of the integral with respect to x in representations (3.80) as |x| → ∞ if
corresponding integrals with respect to y and k1 are restricted.
After that, we decompose like [41] the domain of integration (y, k1) into the half planes: (y, k1)+ = {(y, k1) : y > 0,
k1 ∈ R1} and (y, k1)− = {(y, k1) : y ≤ 0, k1 ∈ R1}, such that (y, k1)+ =8i=1 G+i and (y, k1)− =8i=1 G−i , where
G+1 = {(y, k1) : y ∈ (0, 2M), k1 ≥ 3M},
G+2 = {(y, k1) : y ≥ 2M, k1 ≥ y+M},
G+3 = {(y, k1) : y ≥ 2M, y−M ≤ k1 < y+M},
G+4 = {(y, k1) : y ≥ 2M,M < k1 ≤ y−M},
G+5 = {(y, k1) : y ≥ 2M,−M ≤ k1 < M},
G+6 = {(y, k1) : y ≥ 2M, k1 < −M},
G+7 = {(y, k1) : y ∈ (0, 2M), k1 ≤ −3M},
G+8 = {(y, k1) : y ∈ (0, 2M),−3M ≤ k1 ≤ 3M}.
Note that G−i , i = 1, 8, can be obtained from corresponding G+i , i = 1, 8, if we change y onto (−y) in G+i , i = 1, 8
(see Fig. 2).
Further, using estimates like (3.32), (3.33), (3.35) together with the well known behavior of the gamma- function, we
obtain asymptotic representation of ek2xγ−ixγ k1Rj(γ (k − y), x, y) ≡ ℑj, j = 1, 2, in the each domain G+i pointed out above.
Thus, we have got
ℑj ∼

const.
e−

3π
2 −α2

y−iy[c1+ln(k1−y)]+ik1 ln k1−yk1
k1−δ∗1

k1 − y
k1
−k2−c2+ sγ −1/2
, in G+1 ,
const.
e−

3π
2 −α2

k1−iy[c2+ln(k1−y)]+ik1 ln k1−yk1
k1−δ∗1

k1 − y
k1
−k2−c2+ sγ −1/2
, in G+2 ,
const.
e−

3π
2 −α2

k1−ik1[c2+ln |k1|]
k
1−δ∗−k2−c2+ sγ −1/2
1
, in G+3 ,
const.
e

3π
2 −α2

(y−2k1)−iy[c1+ln |k1−y|]+ik1 ln |k1−y|k1
k1−δ∗1
 |k1 − y|
k1
 s
γ −k2−c2− 12
, in G+4 ,
const.e

3π
2 −α2

|y−k1|+i(k1−y)[c1+ln |k1−y|]|k1 − y|−k2−c2+ sγ −1/2, in G+5 ,
const.
e

3π
2 −α2

y−iy[c1+ln |k1−y|]+ik1 ln |k1−y|k1
|k1|1−δ∗
k1 − yk1
−k2−c2+ sγ −1/2 , in G+6 , G+7 ,
const., in G+8 .
After that, the proof of Lemma 3.3 is deduced by this asymptotic together with (3.72)–(3.76) and the technique from
Sections 3–6 in [41]. 
Finally, results of Lemmas 3.2 and 3.3, equality (3.6) and the properties of the weighted space EL+α,α,αs (see Remark 2.1)
lead to the following in the case of β = rpπ, β ∈ (0, π/2).
Theorem 3.1. Let α ∈ (0, 1), β be given with (3.1), s satisfy condition (3.68), and the function f (r, t)meet requirements (2.3).
Then there exists a unique solution (u1, u2) of problem (2.5)–(2.8) such that ui ∈ E2+α,α,αs (G¯iT ), i = 1, 2, and the estimates hold:
2
i=1
{∥ui∥E2+α,α,αs (G¯iT ) + ∥r
−1−γ ∂ui/∂t∥E1+α,α,αs−1 (g¯T )} ≤ const.∥f ∥E1+α,α,αs−1 (g¯T ), (3.81)
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Fig. 2.
2
i=1
∥ui∥E1+α,α,αs (G¯iT ) ≤ const.T
α∗−α max{1, Rα∗γ0 }∥f ∥E1+α,α,αs−1 (g¯T ), (3.82)
where α < α∗ < 1.
3.3. The proof of Theorem 2.1 in the case of an arbitrary β
In this subsectionwe extend the results of Theorem3.1 into the general case ofβ , and after thatwe can prove Theorem2.1
in the case of problem (2.5)–(2.8). To this end we reduce the case of an arbitrary β to special one (3.1) with themethod from
Subsection 3.3 in [7].
Let β ∈ (0, π/2) be an arbitrary irrational number, dm be a rational value, and
βm = πdm : βm → β asm →∞,
G(m)1 = {(x1, x2) : x1 > 0, x2 < x1 tanβm}, G(m)1T = G(m)1 × [0, T ];
G(m)2 = {(x1, x2) : x1 > 0, x2 > x1 tanβm}, G(m)2T = G(m)2 × [0, T ];
g(m) = {(x1, x2) : x1 > 0, x2 = x1 tanβm}, g(m)T = g(m) × [0, T ].
For every βm we consider the following problem
∆xu
(m)
i = 0 in G(m)iT , u(m)i (x, 0) = 0,
∂u(m)i
∂n

x1=0
= 0, i = 1, 2;
∂u(m)1
∂n
− k∂u
(m)
2
∂n
− kd1

∂u(m)1
∂r
− ∂u
(m)
2
∂r

= 0 on g(m)T r−1−γ

∂u(m)1
∂t
− ∂u
(m)
2
∂t

+

∂u(m)1
∂n
− ∂u
(m)
2
∂n

+ h

∂u(m)1
∂r
− ∂u
(m)
2
∂r

= f (r, t) on g(m)T . (3.83)
We have proved in Theorem 3.1 that there exists a unique solution (u(m)1 , u
(m)
2 ) of problem (3.83) for everym, and
2
i=1
{∥u(m)i ∥E2+α,α/3,αsm (G¯(m)iT ) + ∥r
−1−γ ∂u(m)i /∂t∥E1+α,α,αsm−1 (g¯(m)T )} ≤ c∥f ∥E1+α,α,αsm−1 (g¯(m)T ), (3.84)
and
2
i=1
∥u(m)i ∥E1+α,α,αsm (G¯(m)iT ) ≤ const.T
α∗−α max(1, Rα
∗γ
0 )∥f ∥E1+α,α,αsm−1 (g¯(m)T ), (3.85)
where constants do not depend onm; and
sm ∈ (γ C∗1m, γ C∗2m) if βm ∈ (0, π/2), (3.86)
where the numbers C∗1m and C
∗
2m satisfy (3.65), and C
∗
1m = max{C1m, a˜
∗
m
2βmγ
,
b˜∗m
2βmγ
}, C∗2m is any number of the interval (C∗1m, 3γ ].
Let
b∗
2β
= limm→∞ b
∗
m
2βm
; a
∗
2β
= limm→∞ a
∗
m
2βm
. (3.87)
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As it follows from the definitions of βm, C∗im, i = 1, 2, and (3.86), it is possible to select the same value sm := s for allm in
estimates (3.84), (3.85). Note that this chosen value s satisfies condition of Theorem 3.1.
Using the change of variables (2.2) as well as in Section 3.1, we reduce problem (3.83) to the corresponding problem like
(3.7)–(3.10) in the strip. Then system (3.83) takes the form:
∂2u(m)i
∂ξ 21
+ ∂
2u(m)i
∂ξ 22
= 0 in B(m)iT , u(m)i (ξ , 0) = 0, i = 1, 2,
e−γ ξ1

∂u(m)1
∂t
− ∂u
(m)
2
∂t

−

∂u(m)1
∂ξ2
− ∂u
(m)
2
∂ξ2

+ h

∂u(m)1
∂ξ1
− ∂u
(m)
2
∂ξ1

= eξ1 f (ξ1, t) on bmT ,
∂u(m)1
∂ξ2
− k∂u
(m)
2
∂ξ2
+ kd1

∂u(m)1
∂ξ1
− ∂u
(m)
2
∂ξ1

= 0 on bmT ,
∂u(m)1
∂ξ2

ξ2=− π2
= 0, ∂u
(m)
2
∂ξ2

ξ2= π2
= 0, (3.88)
where
B(m)1 = {(ξ1, ξ2) : −∞ < ξ1 <∞,−π/2 < ξ2 < βm}, B(m)1T = B(m)1 × [0, T ],
B(m)2 = {(ξ1, ξ2) : −∞ < ξ1 <∞, βm < ξ2 < π/2}, B(m)2T = B(m)2 × [0, T ],
b(m) = {(ξ1, ξ2) : −∞ < ξ1 <∞, βm = ξ2}, b(m)T = bm × [0, T ].
After that we introduce the new variables, which transform the strip B(m)iT into BiT :
ξ˜1 = ξ1, ξ˜2 = ξ2 − χ(ξ2)(βm − β), (3.89)
where χ(ξ2) ∈ C∞0 , χ(ξ2) = 1, if ξ2 ∈ (βm − ε, βm + ε), χ(ξ2) = 0, if ξ2 ∉ (βm − 2ε, βm + 2ε), with the same ε for all
m : 0 < ε < π8 − βm4 . We save the previous notations for the functions u(m)i , i = 1, 2, f , and obtain
∆ξ˜u
(m)
i = (βm − β)(2− (βm − β)χ ′)χ ′
∂2u(m)i
∂ξ˜ 22
+ (βm − β)χ ′′ ∂u
(m)
i
∂ξ˜2
≡ f (m)0i in BiT , i = 1, 2;
e−γ ξ˜1

∂u(m)1
∂t
− ∂u
(m)
2
∂t

−

∂u(m)1
∂ξ˜2
− ∂u
(m)
2
∂ξ˜2

+ h

∂u(m)1
∂ξ˜1
− ∂u
(m)
2
∂ξ˜1

= eξ˜1 f (ξ˜1, t) on bT ,
∂u(m)1
∂ξ˜2
− k∂u
(m)
2
∂ξ˜2
+ kd1

∂u(m)1
∂ξ˜1
− ∂u
(m)
2
∂ξ˜1

= 0 on bT ,
∂u(m)1
∂ξ˜2

ξ˜2=− π2
= 0, ∂u
(m)
2
∂ξ˜2

ξ2= π2
= 0, u(m)i (ξ˜ , 0) = 0, i = 1, 2. (3.90)
It is easy to check that ∥f (m)0i e(s−2)ξ˜1∥Cα,α,α(B¯iT ) → 0 asm →∞.
As it has been proved above there exists a unique solution (u(m)1 , u
(m)
2 ) of problem (3.90) for eachm. Moreover estimates
(3.84), (3.85) together with definitions of the space EL+α,α,αs lead to inequalities
2
i=1
∥e−sξ˜1u(m)i ∥C1+α,α,α(B¯iT ) ≤ const.Tα
∗−α max{1, Rαγ0 }∥e(−s+1)ξ˜1 f ∥C1+α,α,α(b¯T ),
2
i=1
∥e−sξ˜1u(m)i ∥C2+α,α,α(B¯iT ) + ∥e(−s−γ )ξ˜1∂u(m)i /∂t∥C1+α,α,α(b¯T ) ≤ const.∥e(−s+1)ξ˜1 f ∥C1+α,α,α(b¯T ). (3.91)
If one takes into account that any bounded set in CL+α,α,α is compact, then it is possible to pass to the limit in (3.90) and
(3.91) asm →∞ and to obtain, that limiting functions are the solution ofmodel problem (2.5)–(2.8) for any irrational angle
β ∈ (0, π/2). Estimates (3.81) and (3.82) follow from inequalities (3.91). Thus we can conclude the following.
Theorem 3.2. Let conditions of Theorem 2.1 be satisfied, then there exists a unique solution (u1, u2) of problem (2.5)–(2.8) such
that ui ∈ E2+α,α,αs (G¯iT ), i = 1, 2, and estimates (3.81) and (3.82) hold.
If, in addition, s satisfies condition (3.68), then the results of Theorem 3.1 are saved.
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4. The proof of the main results
At last, we show that the results of Theorem 2.1 are a simple consequence of Theorem 3.2 in the case of problem
(1.1)–(1.4).
We look for a solution of problem (1.1)–(1.4) as
ui = U¯i + ¯¯U i, i = 1, 2, (4.1)
where functions U¯i, i = 1, 2, are solutions of the transmission problem
∂2U¯i
∂x21
+ ∂
2U¯i
∂x22
= f0i in GiT , U¯i(x, 0) = 0, i = 1, 2,
U¯1 = U¯2, ∂U¯1
∂n
− k∂U¯2
∂n
= f1 on gT ,
∂U¯1
∂n
= 0, on {x1 = 0, x2 < 0} × [0, T ]; ∂U¯2
∂n
= 0, on {x1 = 0, x2 > 0} × [0, T ]; (4.2)
and functions ¯¯U i, i = 1, 2, are the solution of problem (2.5)–(2.8) with f (r, t) := f − ∂U¯1∂n + ∂U¯2∂n .
After that, we apply Theorem 1.1 from [26] to problem (4.2) and obtain the existence of a unique solution (U¯1, U¯2), U¯i ∈
E2+αs (G¯iT ), i = 1, 2, and the estimate
2
i=1
∥U¯i∥E2+αs (G¯iT ) ≤ const.

2
i=1
∥f0i∥Eαs−2(G¯iT ) + ∥f1∥E1+αs−1 (g¯T )

,
where s ∈

1
2 ,
π
π+2β

, β ∈ (0, π/2).
To prove that U¯i ∈ E2+α,α,αs (G¯iT ), i = 1, 2, and the estimate like (2.4), it is enough to consider problem (4.2)with functions
[U¯i(x, t1)− U¯i(x, t2)] and to apply the results from [26]. Thus
2
i=1
∥U¯i∥E2+α,α,αs (G¯iT ) ≤ const.

2
i=1
∥f0i∥Eα,α,αs−2 (G¯iT ) + ∥f1∥E1+α,α,αs−1 (g¯T )

. (4.3)
Moreover, as it follows from the third condition in (4.2)
∂U¯1
∂t
− ∂U¯2
∂t
= 0 on gT . (4.4)
As for functions ¯¯U i, i = 1, 2, results of Theorem 3.2 with s ∈ (γ C∗1 , γ C∗2 ), where C∗1 = max{ 12γ , b
∗
2βγ ,
a∗
2βγ } and
C∗2 = π(π+2β)γ (see (3.66)), lead to inequality
2
i=1
{∥ ¯¯U i∥E2+α,α,αs (G¯iT ) + ∥r
−1−γ ∂ ¯¯U i/∂t∥E1+α,α,αs−1 (g¯T )}
≤ const.
∂U¯1∂n

E1+α,α,αs−1 (g¯T )
+
∂U¯2∂n

E1+α,α,αs−1 (g¯T )
+ ∥f ∥E1+α,α,αs−1 (g¯T )

. (4.5)
Thus, the proof of Theorem 2.1 follows from equality (4.1) and (4.3)–(4.5).
Note that in the case of β ∈ (π/4;π/2) we can obtain the better behavior of solution (u1, u2) near the corner point.
To this end, it is enough to repeat the proof of Theorem 2.1 and to apply theorem 2.1 and Remark 2.1 from [26] instead of
Theorem 1.1 [26] in the case of the functions U¯i, i = 1, 2. After that, it is necessary to use results of Theorem 3.2 with the
corresponding C∗i , i = 1, 2, for the functions ¯¯U i. Thus, we can conclude the following.
Remark 4.1. The results of Theorem 2.1 hold if s satisfies the following conditions
i.
s ∈

max

2+ 1
2
; b
∗
1
2β
; a
∗
1
2β

; 5π
π + 2β

if β ∈ (2π/5;π/2);
ii.
s ∈

max

π
β
; b
∗
2
2β
; a
∗
2
2β

; 5π
π + 2β

if β ∈ (π/3; 2π/5);
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iii.
s ∈

max

π
2β
; b
∗
3
2β
; a
∗
3
2β

; 3π
π + 2β

if β ∈ (π/4;π/3),
where numbers b∗i and a
∗
i , i = 1, 3, depend on k, h, d1, β and are constructed as well as b∗ and a∗ (see (3.63), (3.64)).
It should be remarked that the results of (i) and (ii) from Remark 4.1 will be play significant role in the future investigations
of the Muskat problem with ZST in the case of nonregular interface.
Remark 4.2. If we replace boundary condition (1.2) by
r−1−γ

∂u1
∂t
− ∂u2
∂t

−

∂u1
∂n
− ∂u2
∂n

− h

∂u1
∂r
− ∂u2
∂r

= f (r, t) on gT (4.6)
in problem (1.1)–(1.4) and repeat the proofs of Theorem 2.1 and Remark 4.1 in the case of problem (1.1), (4.6), (1.3) and
(1.4), then results of Theorem 2.1 and Remark 4.1 are saved for this problem.
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