Speech separation can be formulated as a supervised learning problem where a machine is trained to cast the acoustic features of the noisy speech to a time-frequency mask, or the spectrum of the clean speech. These two categories of speech separation methods can be generally referred as the masking-based and the mapping-based methods, but none of them can perfectly estimate the clean speech, since any target can only describe a part of the characteristics of the speech. However, the estimated masks and speech spectrum can, sometimes, be complementary as the speech is described from different perspectives. In this paper, by adopting an ensemble framework, a multi-target deep neural network (DNN) based method is proposed, which combines the masking-based and the mapping-based strategies, and the DNN is trained to jointly estimate the time-frequency masks and the clean spectrum. We show that as expected the mask and speech spectrum based targets yield partly complementary estimates, and the separation performance can be improved by merging these estimates. Furthermore, a merging model trained jointly with the multi-target DNN is developed. Experimental results indicate that the proposed multi-target DNN based method outperforms the DNN based algorithm which optimizes a single target.
Introduction
Speech separation is helpful to improve speech intelligibility [1] or the accuracy of the automatic speech recognition (ASR) [2] . When only one speaker is of interest, it aims to extract the speech signal from the interfering background noises. Recently, great progresses have been achieved by solving the problem in a supervised learning framework. Given the noisy speech and based on the selected training targets, a machine is trained to map from the input features to the output targets. Depending on the training targets, supervised speech separation methods can be categorized as (a) masking-based and (b) mapping-based approaches.
Masking-based approaches employ an ideal time-frequency (T-F) mask as the computational target, and the commonly used ideal masks include the ideal binary mask (IBM) [3] and the ideal ratio mask (IRM) [4] . The IBM value of a T-F unit is assigned to 1 if the local signal-to-noise ratio (SNR) is above a local criterion, and 0 otherwise, hence non-zero IBM units indicate the target speech dominance. Early learningbased IBM estimation methods include the Gaussian mixture models (GMM) based method [1] , support vector machines (SVM) based method [5] , and multilayer perceptron (MLP) based method [6] which adopts one hidden layer in the neural network. Recently the deep neural network (DNN) consisting of two or more hidden layers have been adopted [7] , and the separation performance is significantly improved because of the superior model representation capability of DNN. The IRM of one T-F unit is defined as the ratio between the powers of the target signal and mixture, and taking the IRM rather than the IBM as target leads to a better speech quality [7] . In [7] , a DNN based IRM estimation method has been proposed.
On the other hand, mapping-based methods directly predict the clean spectrum from the mixture. A typical DNN and mapping-based method in this category is developed in [8] , and it is extended by [9] in which the global variance equalization, dropout, and noise-aware training are exploited to improve the generalization ability to new speakers. In [10] , in addition to estimating the target speech, the DNN is trained to jointly estimate the speech and noise.
The targets can only model the speech characteristics from a certain perspective. Thus the masking-based and mappingbased methods perform differently on speech separation. According to [11] , mapping-based methods are more robust to the snr variation, while the masking methods can use the training data more efficiently, because they explore the mutual information between target speech and interfering noise. besides the t-f units in which the target can be well estimated by either both or none of these two categories, there always will be some "gray areas", in which the target can only be accurately estimated by one of the two categories. In other words, the masking-based and mapping-based methods provide complementary estimation results for the t-f units in the gray areas.
In this paper, we integrate the masking-and mapping-based targets into a single DNN, and propose an ensemble learning framework to combine complementary estimation results for better speech separation. A multi-target DNN is first trained, which jointly predicts both the clean speech spectrogram and the T-F masks including the IBM and IRM, and an output averaging strategy is utilized to improve the separation performance. In order to merge the DNN outputs which correspond to different targets more effectively, an additional one-hidden-layer MLP is further developed. In the final step, the multi-target DNN and the merging MLP are jointly trained to achieve overall optimization. By conducting experiments in different noisy conditions, we demonstrate the effectiveness of the proposed method over other DNN based speech separation methods.
System description

System overview
The core of the proposed system is a multi-target DNN, as illustrated in Fig. 1 . With the multi-target DNN, the input features are mapped to three different output targets: the clean speech spectrogram, the IBM and the IRM.
The multi-target DNN learns to estimate three different targets at the same time. Therefore it is able to model the commonalities and differences across different targets. This method can improve the learning efficiency and prediction accuracy for the task-specific models, when compared to training the models separately [12] .
Inputs and outputs
We compute the input features based on the short time Fourier transform (STFT) of the mixture signal. Under the sampling frequency of 16 kHz, first the STFT is obtained using the 320-point (20 ms) hamming window with 50% overlap. As the STFT is conjugate symmetric, in each frame, a preliminary feature vector is formed using the amplitude of only the first 161 STFT coefficients. Then the vector is cubic-rooted and normalized to be zero-mean and unit-variance. The STFT based feature vectors for the DNN are finally generated by concatenating the feature vector of current frame with those of the previous 2 and subsequent 2 frames, thus a 161 × 5 = 805 dimensional feature vector is obtained for each frame. Now let us consider the training targets. For each frame, as we want to recover the clean speech, the clean speech spectrogram is simply the 161-dimensional STFT vector of the clean speech signal without cubic-rooting and normalization. The IBM and IRM based target vectors are also 161-dimensional, whose elements are defined respectively as in (1) and (2):
Where S(t, f ) and N (t, f ) denote the STFT of speech and noise in the T-F unit (t, f ), respectively.
Model configurations
The model is trained to minimize a mean square error (MSE) based loss function formulated by equally weighting these three different training targets. In the output layer, the output transformation function is chosen as the rectified linear units (ReLU) for the clean speech spectrogram based target, since the amplitude spectrogram are all greater than 0, and as sigmoid for the IBM/IRM based targets since both IBM (t, f ) and
The DNN has three hidden layers containing 1024 ReLU nodes.
Outputs merging
With the three estimated targets of the multi-target DNN, the mapping based, IBM based and IRM based estimations of the separated speech amplitude spectrogram, can be individually obtained. We denote them asŜM (t, f ) (mapping based), SB(t, f ) (IBM based) andŜR(t, f ) (IRM based), respectively. SM (t, f ) is simply the estimated clean amplitude spectrogram in the output layer, andŜB(t, f ) andŜR(t, f ) are obtained by applying the estimated IBM and IRM on the mixture signal, which is done by conducting the element-wise multiplication between the noisy spectrogram and the mask. To get the final estimation, the three estimations are merged by taking the average:
where the subscript "AV G" means exploiting the averaging strategy.
We should note the merging strategy in (3) is not guaranteed to be optimal since equal importance is assigned to each of the three estimations, but the correctness of each estimation is unknown in advance. Here, a better merging method based on MLP learning is proposed, by which the final estimation is expressed as a function of the above three preliminary estimations:
where g(·) is the transformation function represented by the MLP. The MLP has only one hidden layer consisting of 1600 ReLU nodes, and takes the MSE between the estimation and target as the loss function. By using the preliminary estimates as inputs and the real clean amplitude spectrogram as the target, the MLP is trained to yield a final amplitude spectrogram estimation from the multi-target DNN outputs and the noisy amplitude spectrograms. Normalization is not applied to the inputs which make it easy to connect it to the multi-target DNN.
The diagram of the system is illustrated in Fig. 2 . In fact, using MLP can be seen as adding additional layers to the multitarget DNN, and the whole system can be regarded as a new DNN, but the intermediate connections between nodes are more meticulously designed and trained. We can also notice that the noisy amplitude spectrogram is needed to generate the inputs of the MLP, this is equivalent to adding a connection between the input layer to the hidden layer containing the multi-target outputs. In this way, by concatenating the multi-target DNN and MLP and forming a new DNN system, a better performance can be achieved.
Experiments
Dataset and Evaluation
We construct a dataset with the IEEE corpus [13] as speech and the NOISE-92 [14] database as noise. The IEEE corpus consists of 720 utterances from a single male. The NOISE-92 has 15 noise types, with each recording approximately 4 minutes long. All signals in the generated dataset are re-sampled to 16 kHz sampling rate.
A training set is collected by firstly randomly selecting 500 speech utterances and then mixing them with 10 randomly selected types of noise at SNRs = {−3, 0, 3} dB. Then totally 500 (speech) × 10 (noise) × 3 (SNR) = 15000 mixtures are generated in the training set. The development set utilizes another 60 speech utterances and adopts the same noise data as in the training set. In the test set, 60 utterances are randomly selected from the remaining subset of the speech corpus, and are contaminated with all 15 noise types at SNRs = {−6, −3, 0, 3, 6} dB, resulting in 60×15×5 = 4500 mixtures. In the experiment, to test the generalization ability, for each selected noise recording, the first half the signal is used in the training and development set, and the second half is used in the test set.
We report the performance under the all-matched, SNRunmatched, noise-unmatched and all-unmatched conditions. We can note that 5 noise types and two SNRs = {−6, 6} dB are not included in the training set. The all-matched case means that both the tested SNRs and noise types are present in the training set, while the all-unmatched case means the totally opposite setup. The other two possible combinations in terms of noise type and SNR are denoted as SNR-unmatched and noiseunmatched respectively.
We evaluate the speech separation performance in terms of short-time objective intelligibility (STOI) [15] and perceptual evaluation of speech quality (PESQ) [16] . Both metrics are widely used in the speech separation research. STOI is a standard objective metric for speech intelligibility by computing the correlation of short-time temporal envelopes between the clean and separated speech. The STOI varies in [0, 1], and a higher value indicates the better speech intelligibility. PESQ measures speech quality by computing disturbance between the clean speech and the separated speech using cognitive modeling, which ranges in [-0.5, 4.5], and is large if the speech quality is high. 
Results
Since the proposed method is based on multi-target DNN, three baseline systems based on single-target DNN are developed. These baseline systems use the clean amplitude spectrogram, IBM and IRM as the target, and are denoted as "spec", "IBM" and "IRM" respectively for simplicity. Each baseline DNN model contains three 1024-node ReLU hidden layers, which is the same as the multi-target DNN in the proposed method. In the output layer, the "spec" DNN uses ReLU as the transformation function, and the "IBM" and "IRM" DNNs use the sigmoid function instead. All models are trained 200 epochs with the Adam optimizer [17] and use the development set for early stopping control. The separation performances of these baselines are summarized in Fig. 3 . We can see that all baseline methods can improve the speech intelligibility and quality. The IBM based baseline has significantly higher STOI, but only improves slightly on PESQ. The IRM-based and the mapping-based methods show comparable results. In detail, the mappingbased method can achieve better PESQ, and shows better generalization ability when the SNR changes. The IRM-based method also shows a slightly better generalization ability on the noise type variation.
The separation performance of each estimated target of the proposed multi-target DNN is shown in Fig. 4 , and compared with the best results of the single target DNN under each condition. It can be observed that the outputs from the proposed multi-target DNN outperform the corresponding single target model.
Finally, we compare the merging performance and the results are shown in Fig. 5 . The vertical axis is zoomed in for clarity. It is clear that generally merging improves the separation performance, and this shows the effectiveness of multi-target learning. Compared with the single-target based methods, the simple averaging merging strategy yields better results, and merging the outputs with fixed multi-target DNN using the MLP further increases the STOI and PESQ. By using a joint model consisting of a multi-target DNN and MLP, the system achieves the best performance amongst all evaluated systems. The parameter size of the comparison models shown in Fig. 5 are comparable, because we remove one hidden layer from the multi-target DNN when it is working together with a MLP.
Conclusions
In this work, we combine the masking-and mapping-based speech separation methods into a multi-target DNN, and estimate both T-F masks and the clean amplitude spectrogram. The multi-target DNN outperforms any of the model trained with a single target. The separation performance can be improved by further merging the multi-target DNN's outputs, because the estimated time-frequency masks and the clean spectrogram are partly complementary. A MLP based merging method is proposed, and a new DNN and MLP based model is developed to jointly train the DNN and MLP. Experiments show that the multi-target DNN outperforms the single-target based model, and the proposed joint model obtains the best separation performance.
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