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:118ABSTRACT
Program execution monitors are used to improve human beings’ understanding of program run-time
behavior in a variety of important applications such as debugging, performance tuning, and the study of
algorithms. Unfortunately, many program execution monitors fail to provide adequate understanding of
program behavior, and progress in this area of systems software has been slow due to the difﬁculty of the
task of writingexecution monitors.
In high-level programming languages the task of writing execution monitors is made more complex by
features such as non-traditionalcontrolﬂow and complex semantics. Additionally,in many languages, such
as theIcon programminglanguage, a signiﬁcantpart of theexecutionbehaviorthatvariousmonitorsneed to
observe occurs in the language run-time system code rather than the source code of the monitored program.
This dissertation presents a framework for monitoring Icon programs that allows rapid development
of execution monitors in the Icon language itself. Monitors have full source-level access to the target
programwithwhichtogatherandprocessexecutioninformation,withoutintrusivemodiﬁcationtothetarget
executable. Inaddition,theframework supportsthe monitoringof implicitrun-timesystembehaviorcrucial
to program understanding.
In order to demonstrate its practicality, the framework has been used to implement a collection of
program visualization tools. Program visualization provides graphical feedback about program execution
that allowshuman beingsto deal with volumes of data more effectively than textualtechniques. Ideally, the
user speciﬁes program execution controls in such tools directly in the graphics used to visualize execution,
employing the same visual language that is used to render the output. Some monitors that exhibit this
characteristic are presented.
1CHAPTER 1
Introduction
This dissertation presents a framework for monitoring the execution of programs written in the Icon
programming language [Gris90c]. The motivation for this research is a need for better tools to aid in the
understanding of dynamic aspects of program behavior during various phases of the software life cycle,
includingdebugging, performance tuning, and maintenance.
This chapter describes these tasks and deﬁnes a class of programs called execution monitors that aid
human beings’ understanding of program behavior. The chapter concludes with an overview of the rest of
the dissertationand its contributionto the ﬁeld of execution monitoring.
1.1 Understanding program behavior
Program understanding is a very general topic. Some program understandingsystems convey very speciﬁc
information about a small portion of a program, such as the workings of a single algorithm. Others
are concerned with explaining the role that a program or a collection of programs play within a larger
computational system. This dissertation addresses a common problem in between these two extremes:
understandingthe workingsof a single (possiblylarge) program.
Persons who are confronted by a need to understand a program usually have only two alternatives:
studying the source code, or running the program to see what it does. Ideally, a program would be
understandable using one or the other of these methods; in practice, reading source code is impractically
cumbersomeformanyprograms,andconstructionoftestcasestoexplainprogrambehaviorisoftenatedious
and speculative undertaking. These difﬁculties motivate the development of special programs that are used
to help explain the behavior of other programs.
Program understanding systems are used in a variety of applications. The most common motive for
program understanding is debugging. Programs that produce incorrect output or fail to complete their
execution due to bugs are prime candidates for tools that assist program developers and maintainers in
program understanding tasks. A debugger is a program designed speciﬁcally to help with the debugging
process. General-purpose program understandingtoolsare also used to assist in debugging.
A second major application of program understanding systems is performance tuning or performance
debugging. A correct, workingprogram may be of limitedusefulnessif its performance is poor. Frequently
a program’s authorsor maintainerscanimproveexecutionspeedbyusingdifferentprogramming techniques
or modifying the program’s algorithms and data structures. By providing an accounting of what resources
the program is usingand which sectionsof code are primarily responsible,performance tuning systems can
direct programmers’ efforts to where they are most needed.
A third application of program understanding is software instruction and orientation. The internal
workings of a program may be of special interest to studentslearning important algorithms, data structures,
orprogrammingtechniques;thissituationfrequentlyariseswhenlearninganew language. Personsassigned
to maintain or improve a program written by someone else similarly need to orient themselves as to its
general operation. In both of these cases the persons involved may be entirely unfamiliar with the program
source code, and can beneﬁt from information provided by program understanding tools before consulting
2source code, or withoutreferring to it at all.
In addition to these established uses for program understanding systems, program understanding tools
can providelanguageimplementors withvaluable assistancein the taskof languageimplementationtuning.
Program understanding tools that provide information about the execution of programs also directly or
indirectly provide information about the language’s implementation. This information can be used to
improve performance or address problems in the implementation.
1.2 Types of program understanding tools
Programs that provide information about other programs can be separated into two main categories based
on the kind of information they provide. Static analysistools examine the program text and, in conjunction
with knowledge of the language, provide information about a program that is true for all executions of that
program independent of its input [Dunn84]. Compiler code optimizers, pretty printers, and syntax-directed
editors frequently employ static analysis techniques.
In general, static information cannot explain program behavior because behavior depends on input data
in addition to the program text. For example, the number of times through a loop may depend on the size
of an input ﬁle, or the execution path through a conditionalstatement may depend on interactive user-input
from a keyboard or mouse.
Dynamicanalysistoolsprovideinformationabouta speciﬁcprogram executionona speciﬁc setof input
data [Dunn84]. Since dynamic analysis involves extracting information from a running program rather
than its source code, these tools pose implementation problems that are very different from those found in
static analysis tools. Another name for a dynamic analysis tool is a program execution monitor; a program
executionmonitorisa program thatmonitorstheexecutionofanotherprogram [Plat81]. Program execution
monitorscomplementstaticanalysistoolsandprovideexecutioninformationthatstatictoolscannot, suchas
detailsabouttheprogram’scontrolﬂow, intermediateresultsthatarecomputed,ordepictionsofinternaldata
structures as the program runs. On the other hand, static aspects of a program such as variable names often
providecontextcrucialtotheunderstandingofexecutionbehavior. Gooddynamicanalysistoolsincorporate
staticinformationinsupportofdynamicinformation. Executionmonitorsincludethesource-leveldebuggers
and proﬁlers commonly bundledwith compilers and available on many operating systems.
An execution monitor may either present information to the user as the program executes (immediate
or run-time analysis), or it may present information at some later time such as after execution completes
(post-mortemanalysis). Run-timeanalyzersprovideimmediatefeedbackandallowuserdirectionofthekind
and level of detail of the information monitored. In contrast, post-mortem analyzers may perform extensive
computations to condense the execution information and present it in a useful way. The two methods are
not mutually exclusive.
Run-timeanalysistoolscan further becategorized as passiveorinteractive. In a passivesystem, thetool
presents information to the user, but the user has little control over the activity. In an interactive system,
the user may have external control over what information is displayed, or even may be able to modify the
computation being observed or the data being processed.
1.3 Scope of this research
This research presents a framework that facilitates the development of superior execution monitors, partic-
ularly interactive run-time analysis tools for very high-level sequential languages. It is not concerned with
3monitoring techniques for parallel, distributed, or real-time computing systems, although the monitoring of
such systems does require effective sequential monitoringtechniques.
This dissertation discusses execution monitors within a well-deﬁned context: the Icon programming
language. Icon is a high-level procedural language that descends primarily from SNOBOL4 and SL5. A
large array of languagefeatures, documentedextensivelyelsewhere [Gris90c], make Icon very attractivefor
a variety of general-purposeapplicationareas, notablytext processingand rapid prototyping. Some of these
features are
￿ a familiar syntax reminiscent of Pascal and C,
￿ generators, goal-directed evaluation, and backtracking,
￿ a rich set of built-in data structures and operations,
￿ advanced string scanningand text processing facilities,
￿ run-time type checking and coercion,
￿ automatic storage management, and
￿ invocationmechanisms that include variable number of arguments, and argument defaults for built-in
functions.
Icondoesnotcontaintheconceptofa statementfoundinmostprocedurallanguages. Instead, constructs
such as assignments and if-then-else’s that are statements in other languages are expressions that can
produce values for a surrounding expression in Icon; for this reason conventional statement-level program
monitoring is not well-deﬁned in Icon, and statement-oriented linguistic mechanisms are inadequate in
common monitoring situations.
Similarly, the manner in which a program uses Icon’s built-in structured data types, scanning facilities,
and run-time type coercion has a fundamental effect on program execution behavior [Gris92a]. These
language features motivate an orientation in execution monitoring that is more directed towards observing
the language’s built-in “primitive” operations and run-time system behavior than would be appropriate for
a lower-level conventional procedural language; some of the techniques used for Icon are general, while
othersare not. For example, whilethe techniqueof monitoringprogram behaviorbyinstrumentingstandard
library calls is applicable to any language, in C or Pascal there is no incentive to monitor activity during an
addition operator to see what it does. In Icon, integer overﬂow during addition results in the creation of an
arbitrary precision value that is allocated from the heap and might go undetected by a programmer reading
the source code.
Within the context of the Icon language, this research addresses several problems that are common to
any execution monitoring system. The primary tasks of an execution monitor are to collect information
about a program’s execution and present that information to the user in an understandable way. In addition
to the inherent complexity of these tasks, the main problems posed by execution monitoring in very high
level languages are:
Volume — the large amount of data to be processed by the monitor code entails performance problems
both in the gathering of information and in the presentation of that information. Efﬁcient gathering
of information involves selecting the relevant information from the huge pool of available program
behavior data. Efﬁcient presentation of information includes making effective use of the visual
4mediumtocommunicatewiththeuser, aswellasunderstandingtheuser’spowersofperception. Even
ifitis gatheredandpresentedefﬁciently, the large amountof informationinherentinmonitoringtends
to obscure items of interest.
Intrusion — all monitoringsystemsalter the executionenvironment of the program under study;when the
act of monitoring a program changes the behavior under observation, it is called intrusion [Aral88,
Henr90]. Henry deﬁnes control intrusive and data intrusive methods of adding instrumentation to
a program in order to monitor its execution [Henr90]. Control intrusive instrumentation takes the
form of code (such as a procedure call to a monitor routine) embedded within the program. Data
intrusion arises in object-oriented systems in which instrumentation is added by subclassing a class
to be instrumented and overriding its access methods with additional code calls monitor code in
addition to calling the superclass method(s) to perform the normal computation. The term intrusion
has also been used to refer to the execution slowdown imposed by monitoring [Aral88]; in real-time
and concurrent systems this can render monitoringuseless. Since Icon’s applicationdomain does not
include real-time or concurrent programs, this form of intrusion is not considered in this work. The
effect of monitoring on execution speed is considered only so far as to establish framework viability
on “real” Icon programs.
Access — execution monitors often require extensive access to the variables and structures in the program
beingmonitored. If themonitorandprogram beingmonitoredare distinctprograms, operatingsystem
constraints may restrict this access, or create performance problems in this area, or both. From the
point of view of the execution monitor author, the access problem may also be reﬂected by low-level
or cumbersome notations used to read or write target program data. A good example of access is the
traversal of pointers in data structures: if it requires operating system interventionor a notation other
than that used in the target program source code, the monitor has poor access to the target program
and the task of writing monitors is made difﬁcult. Solutions to the access problem, such as adding
monitor code directly to the program being monitored, often aggravate the intrusionproblem.
These problems are universal in execution monitoringand appear repeatedly in the literature. While no
generalsolutionfortheseproblemsexists,improvedmonitoringtechniquesmaylessentheirseverityorsolve
them for practical purposes on real programs. Traditionally the implementation of execution monitors has
been very difﬁcult because the programmers implementing a new monitor necessarily spent a considerable
effort addressingthese three problems. The difﬁculty of implementingmonitors in turn limits or effectively
prevents efforts to improve monitor technology by experimental means.
1.4 Dissertation contributions
The goal of this research is to reduce the difﬁculty of constructing execution monitors by developing a
practical framework in which monitor construction is relatively easy. The problems of volume, intrusion,
and access motivate the chosen solutions. The central thesis advocated in this research is the following.
Source-language support for obtainingand presenting execution information is instrumental in
the development of exploratory monitoringcapabilities in very high-levellanguages.
The framework developed in this research consists of source-language support for the central act of
gatheringexecution information. It addressesthe problemsof volume,intrusion,and access in thefollowing
ways.
5Volume — Built-in language features for the central act of gathering execution information provide the
performance that is necessary for effective monitors written in the source language, despite the
generallyslowerspeedof veryhigh-levellanguages. Dynamiccontrolovertheinformationﬂow from
the program to the monitor is essentialfor performance.
Intrusion — Language support that gathers execution from the run-time system eliminates the need for
code intrusion. Provision of separate memory allocation areas for the monitor and target program
avoids data intrusion.
Access — Source language support allows the execution of the monitor and target program in a shared
interpeter and provides full source-level access of the monitor to the target program. The framework
uses a synchronous coroutine execution model within a shared address space, offering signiﬁcant
advantages withoutrestricting the kinds of monitors that the system supports.
In addition to these features that address core execution monitoring tasks, the framework provides full
separationof the program and the various monitorsthat observe it. Takingthe form of dynamic loadingand
a virtual monitoring interface, this separation provides the ease of use that is necessary in order to provide
exploratoryprogramming capabilities. The separationallows multiplemonitors to observe a program at the
same time, and allows new monitors to augment or enhance the capabilities provided by existingmonitors.
The intent of the framework is to provide exploratory programming capabilities not just for expert
monitor developers, but also for applications programmers who are trying to understand their programs.
Given this framework and appropriate library support procedures, writing an execution monitor is no more
difﬁcult thanwritingother applicationsthat involvecommunicationbetween programs, and often is simpler
than writingsuch applications.
This research is applicable to other high-level languages: It is relevant to most functional, logic, and
object-orientedlanguages. Agoodﬁrsttestoftheapplicabilityofthetechniquespresentedinthisdissertation
to another language is whether the language provides automatic storage management; if it does, the run-
time system probably supports other high-level features and makes up a large portion of both the language
implementation and the behavior to be monitored. The results presented suggest that designers of such
languages should consider integral support for monitoring, rather than adding it on as an afterthought.
1.5 Overview of this dissertation
The next chapter describes prior work in the areas of execution monitoring and program visualization.
Followingthat, the primary objectivesof the framework are presented in Chapter 3. Chapter 4 and Chapter
5 present the underlying mechanism developed to support Icon execution monitoring, and the monitoring
instrumentation.
Chapter 6 through Chapter 10 give examples of fundamental monitoring techniques used by many
executionmonitors,includingdatacollection,presentationanduserinteractiontechniques. Theseexamples,
whilesimple, demonstratethattheframeworkmakes itpossibletodevelopusefulmonitorsinanexploratory
fashion. Chapter 11 discusses monitor communication and gives an example of a coordinator program that
allows independently-writtenmonitors to be run simultaneously. Chapter 12 includes timing measures that
establish the practicality of the framework’s performance. Chapter 13 summarizes the work and discusses
future research areas. Appendices include larger source-code examples.
6CHAPTER 2
Related Work
This dissertation is related to existing research in two major domains: program execution monitoring,
and program visualization. The research being presented contributes to the ﬁrst category, but it is designed
to enable new research in the latter category. Consequently, this chapter presents related work in both
areas, with a primary emphasis and organization revolving around the execution monitoring aspects of the
respective systems. Like thiswork, a number of earlier systems contributetoboth ﬁelds; such systemshave
been called graphical debuggers [Dewa86]. Existing systems are characterized in terms of three aspects
that contributeto usability:
information sources and access methods by which monitors observe program behavior,
execution models thatdescribetherelationshipbetweenthemonitorandtheprogram beingmonitored,and
user-interaction features such as the information the monitor provides to the user, how information is
presented, and the extent to which the user controls and directs monitor activity.
Several aspects of these issues are presented ﬁrst, followed by discussionsof existingsystems.
2.1 Information sources and access methods
Several methods are used to obtain information about program behavior during execution. Information
sources and access methods determine the qualityand quantityof the monitoringthat can be performed, and
are thusa primary designfactor in monitoringsystems. The methodused toobtaininformationis limitedby
and often motivates the execution model adopted by a monitoring system. The most common methods are
run-time instrumentation [Lint90], manual instrumentation [Brow84, Stas90], interpreter instrumentation
[Bock86, Dewa86, Masn90], and instrumenting compilers [Henr90]. In addition to various methods of
instrumentation,some systems provideadditional access to program variables and other execution informa-
tion. This access, if it is present, often makes it possibleto monitor behaviornot explicitlyaddressed by the
instrumentation.
Run-time instrumentation refers to the modiﬁcation of the monitored program code immediately prior
to or during execution. Modiﬁcations often consist of overwriting an instruction of interest with a jump
instructionor operatingsystemtrap. In eithercase, controltemporarily transfers tocode that sendsinforma-
tion to the monitor and/or allows the monitor to query the program for information. The code is typically
modiﬁed in selective areas of interest, and execution proceeds at full speed in other areas.
Manual instrumentation is the insertion of arbitrary monitoring code by hand into the program being
monitored. Thismethod is labor intensive,and requires an instrumentationeffort for each programthat must
be monitored, and additionaleffort when an instrumentedprogram is modiﬁed.
Interpreter instrumentation is the insertion of monitoring code into the language interpreter instead of
the program being monitored. The instrumentation can then provide information about the behavior of any
program executed by the interpeter.
7Instrumentingcompilers includepreprocessorsand code generators that add instrumentationto the code
as they produce output. These systems have the potential of automatically instrumenting any program
in the language that the compiler recognizes. The code they produce is usually much larger than the
non-instrumentedcode and is usually intendedsolely for use withinthe monitoring system.
2.2 Execution Models
Of the many models of the relationship between the monitor and the program being monitored used in
existing systems, three are primary: the one-process model [Brow84, Lond85], the two-process model
[Lint90, Sosi92], and the thread model [Aral88]. In the one-process model, the monitor consistsof a library
of procedures linked to the program being monitored or integrated into the run-time system. This is the
simplest, highest-performancearrangement, and it has the advantage that the monitor has convenient access
to the program being monitored. The one-process model is code intrusive, and errors in the target program
or monitor code can affect each other in critical ways. In addition,the control ﬂow logic withinthe monitor
is somewhat inside-out, since the monitor is activated strictly throughcallbacks.
In the two-process model, the monitor is a separate process from the program being monitored. This
reduces oreliminatestheproblemsofcodeanddataintrusion,at theexpenseofgreatlycomplicatingmonitor
access to the state of the program being monitored. This access problem makes monitor construction more
difﬁcult, and frequently entails serious performance problems.
In the thread model, the monitor is a separate thread in a shared address space occupied by the program
and possibly other monitors. This provides many of the beneﬁts as well as some of the drawbacks of both
the one-process model and the two-process model, including the one-process model’s risk that program
errors in the target program or monitor may affect each other and compromise the monitoring results. The
threadmodel’spotentialconcurrencyprovidesdramaticallyimprovedperformance formonitoringonshared
memory multiprocessorsfor those forms of monitoring that do not preclude it, such as proﬁlers.
2.3 User-interaction facilities
A primary distinguishing characteristic in existing systems is whether they present material as text, or
employ graphics to present information. A second distinguishingcharacteristic is whether a system updates
information continuouslyduring execution, or provides information during pauses in execution.
User-input facilities also vary in existing systems, from controls that can only start and stop execution
to entire languages that can be used to query about execution information during execution or while the
monitored program is stopped.
In addition to its uses in controlling the rate of execution and in query facilities, user input in some
systems allows the user to modify the program being monitored. This capability is useful in debugging
sessionsin which an error may be repaired or an alternative value may be substituted.
An important class of execution monitors are those that employ program visualization techniques to
provideinformationtotheuser. Program visualizationrefers totheuseofgraphicstodepictprogramcontrol
and/or data at a particular instant, or to continuously update (animate) a graphic display to show dynamic
behavior as program execution commences. Examples of such tools are the MemMon system for dynamic
storage visualization[Gris89] and the Incense data structure visualizationtool [Myer83].
The best-known area of program visualization is the ﬁeld of algorithm animation. Some of the most
famous examples are Ronald Baecker’s motion picture, “Sorting Out Sorting” [Baec81], Marc Brown’s
research systems BALSA [Brow84] and ZEUS [Brow91], and John Stasko’s Tango [Stas90]. The original
8motivation for algorithm animation was to explain an algorithm to an audience for educational purposes.
Since then it has been applied to a number of tasks including algorithm research. Within these contexts,
existingsystems have been successful in producing high-qualityanimations of speciﬁc algorithms.
2.4 Run-time instrumentation systems
Representative run-time instrumentation systems include standard source-level debuggers as well as more
general proﬁling and monitoringsystems that modify the code at run-time.
2.4.1 Dbx
Dbx is representative of conventionalsource level debuggers, the most common form of execution monitor
[Lint90]. Source-level debuggers vary widely in their capabilities, but the features of dbx are illustrativeof
this class of monitors:
￿ The basic interface is textual in nature. The user speciﬁes both queries and execution controls in a
textual command language.
￿ Execution proceeds, in the default case, just as if the target program were not under the control of the
debugger. Ideally, the debugger does not perturb the execution at all. Compiling with “debugging
support” or turningoff compiler optimizationsin order to debug often perturbs the execution.
￿ Source code can be displayed as it is executed, in a single-stepmode.
￿ Execution can be directed to proceed until a particular point in the source code is reached. Such a
pointis called a breakpoint.
￿ Breakpoints can be made conditional, testing a predicate (usually expressed in a subset of the source
language) in order to determine whether the debugger should be invoked. Unfortunately, conditional
breakpointsare “so slow that using this capabilityis often not practical” [Lint90].
￿ Program variables can be displayed along with their values; in the case of structures, elements can be
displayedand traversed.
￿ The procedure call chain can be displayed, including parameters passed at each level.
Dbx provides interactive control over program execution at a desirable level—the source language.
However, because of language features such as loops and recursion, execution behavior is not proportional
tothesizeoftheprogramsourcecode. Theprogramexecutionspacedeﬁnedbyso-called“hand-simulation”
of a running program is orders of magnitude larger than the program source code space. For this reason
source-level techniques do not scale well as program size increases. There is simply too much data to
monitor, even for common programs of modest size and execution time.
2.4.2 Dalek
Of the many source-level debugging systems, one that deserves further mention in comparison with this
dissertation is the Dalek system [Olss90, Olss91], an extension of the GDB debugger [Stal92]. Dalek
is signiﬁcant in offering both a special-purpose programming language with which to specify debugging
9operationsandacoarse-graineddataﬂowapproachforrecognizinghigherabstractionsofexecutionbehavior.
This combination of features provides a very powerful mechanism for characterizing program behavior of
interest. This ﬂexibility is limited primarily by the low performance of the underlying UNIX operating
systemfeature thatsupportsdebugging;theptrace interfacerequirestwocontextswitchoperationsfor every
word of data obtained by the monitor from the program being debugged [ptr83].
2.4.3 Parasight
TheParasightsystem[Aral88,Aral89]usesashared-memory threadmodelforexecutionproﬁlingofparallel
programs written in conventionallanguages such as C. In Parasightthe proﬁler runs on a separate processor
and thus has a minimal impact on the execution speed of the program being observed. The thread model
provides monitors with complete access to program state. Parasight’s user interface includes a C interpreter.
The system provides for insertion of additional monitoring instrumentation at run-time by allowing code
patching to be applied at any source line number.
2.4.4 FIELD
The FIELD programming environment developed at Brown University includes an in-process monitoring
facilityinwhichinstrumentationisaddedbycodepatching[Reis90a, Reis90b]. FIELDprovidesmonitoring
in the context of a general message-based programming environment in which a central message server
forwards messages to multiple tools using a selective broadcast model. Monitoring instrumentation is
bound to application code at link time. During execution, instrumentation code sends messages to the
message server; the message server in turn forwards the messages to those tools that have speciﬁed an
interestinthattypeof message. Toolsspecifywhichkindsofmessagestheyare interestedinwhentheystart
executing; this conﬁguration allows the message server to implement the selective broadcast mechanism.
Reiss notes that this general model has signiﬁcant advantages in easing the integrationof new toolsinto
the environment. In addition to the beneﬁts this provides during tool development, the generality of the
model offers the advantage that execution monitoring tools coexist with other programming tools geared
towards different parts of the program development cycle, such as compilers and cross-referencing tools.
Since the message model is based solely on strings, communication of data structures is problematic and
creates serious performance problems.
The Forest system employs a generalization of FIELD’s selective broadcast paradigm [Garl90]. In
Forest, the central message server maintains dynamic lists of policies regarding which tools should receive
various events. Dispatching an event requires evaluation of the policies associated with that event. This
adds ﬂexibilitybut places greater computational requirements on the message server.
2.5 Manual instrumentation systems
Manual instrumentation is frequently employed in systems for algorithm animation. Although tedious,
manual instrumentation also is employed during debugging when other debugging tools are ineffective or
unavailable.
2.5.1 BALSA
In the BALSA system an animator (often the program’s author) augments a well-understood program by
inserting calls to the animation library at signiﬁcant points in the algorithm to convey key aspects to some
10audience [Brow88]. This code-intrusive approach is suitable for many applications,but Brown notes that if
the desired granularityis very detailedit may involveline-by-lineannotations. In addition, the applicability
of an algorithmanimation systemalso is limited if the system does not provide access to program state such
as the values of variables, as in the case of BALSA.
2.5.2 Smalltalk
London and Duisberg developed a kit for algorithm animation of Smalltalk programs [Lond85]. They
emphasize detailed views of smaller program examples, for use in industrialprototypingand simulation.
Althoughinstrumentationis manual, in Smalltalk instrumentationcan be added by subclassingexisting
classes and adding monitoring code to various operations in a location that is textually distinct from the
original program code. Monitoring instrumentation can also be added by modifying the implementation of
various operations along the inheritance hierarchy used by the objects being monitored.
London and Duisberg’s animation kit is quite suitable for the algorithm animations it was designed
to support, and more generally for understanding tasks that are concerned solely with correctness and not
performance. Although instrumentation need not obfuscate the program source text, the technique is data-
intrusive, since it signiﬁcantly modiﬁes program behavior in the memory heap. This reduces the system’s
usabilityin performance tuning applications, since understandingmemory heap behavior is often crucial to
understandingperformance.
2.5.3 Tango
The Tango algorithm animation system, developed at Brown University, emphasizes support for smooth
transitions between states in the visualization in order to improve the quality of the animations and reduce
the difﬁcultywithwhichanimationsare programmed [Stas90]. Tangointroducesa path-transitionparadigm
based on locations, images, paths, and transitions. In addition to smooth transition support, Tango also
employsdynamicloadingtosimplifyanimationdesignandshortenthetimerequiredtomodifyananimation.
Tango’s goal of supporting exploratory development of algorithm animations is noteworthy. Like
BALSA, it employs manual instrumentation of the algorithms being animated; while it is easy to create
many animated views of an algorithm in order to choose one that is useful, visualizingnew algorithms and
larger programs is a major undertaking requiring an understandingof the algorithm to be animated.
2.6 Interpreter instrumentation
Interpreter instrumentationis common for high-levellanguages, and it is used occasionally in debuggers for
lower-level languages. Instrumented interpreters vary widely in the range of features that are instrumented
and the nature of the monitoringfacilities they provide.
2.6.1 SNOBOL4
The SITBOL implementation of SNOBOL4 was extended to include an event associationfacility [Hans78]
by which built-in or user-deﬁned functions were associated with signiﬁcant program events. The program
eventsavailableforassociationconsistedofvariablereferences, statementexecutions,programinterruptions,
functioncallsandreturns, andrun-timeerrors. TheSNOBOL4eventassociationfacilityisan earlyexample
in which monitoring capabilities were implemented in the source-language, yet debugging code could be
written separately and compiled in with programs when debuggingwas needed.
112.6.2 PECAN
PECAN is an integrated programming environment for an extended dialect of Pascal [Reis84]. It employs
multiple views of the static aspects of the program from a single underlying abstract syntax tree. PECAN
also includes execution monitoring facilities and can display the current line being executed highlighted in
a view of the program source code. PECAN’s data visualization capabilities include graphical views of
program data structures at break points. Reiss mentions plans to combine PECAN and BALSA to enable
program animations.
2.6.3 KAESTLE and FooScape
KAESTLEandFooScapeprovideavisualizationsystemfortheLispenvironmentthatincludestoolsforboth
data and control visualizationand provides both static and dynamic views [Bock86]. Their implementation
is based upon the FranzLISP tracing system that provides for calls to a monitoring system upon function
entry and exit. Thissystem does notallow monitoringof behaviorinternal to a function, nor can itvisualize
implicit behavior such as garbage collection. The homogeneous nature of LISP with its simpler control
structures and data types mitigates these limitations.
2.6.4 Dewlap
Dewar and Cleary developed a Prolog debugger called Dewlap (debugger with logical applications) that
featured graphical displays of the Prolog execution tree [Dewa86]. They note that the simplicity of Prolog
executionwas obscuredin earlierProlog debuggersthatemployed textualtraces ofexecution. Thedebugger
iswritteninProlog,andincludesuser-deﬁnableviewsofdata. TheauthorsobservedthatDewlapistooslow
touseasa productiontoolgiventhespeedoftheirhardware andtheinterpretivePrologimplementationthey
used.
2.6.5 SeePS
In SeePS, Masnavi animated the internal workings of a NeWS PostScript interpreter by generating Display
PostScript windows that reﬂect the state of various internal operations [Masn90]. The size and complexity
of the program being animated (an entire language interpreter withhundreds of built-inprimitives)take this
project well beyond the realm of algorithm animation.
SeePS was not designed with construction of new visualizations in mind; it was designed to animate
the workings of the language interpreter itself rather than the execution of the PostScript program being
interpreted. This goal is ambitious as it stands, and since NeWS has sophisticated event handling and
lightweightprocesses, it represents a challenge to visualization.
The initial approach in SeePS was similar to the one taken in this dissertation: NeWS source code
was augmented to include interesting events; lightweight processes written in NeWS could then receive
such events and generate visualizations for them. Masnavi cites the beneﬁts of being able to write the
visualizations in a higher-level language and not have to recompile the interpreter in order to modify a
visualization.
InMasnavi’scase,thisapproachwasabandonedbecauseitpreventedtheuseoffuture,improvedversions
of the NeWS interpreter, and because SeePS could not be distributed in such a form. For these reasons,
Masnavi rewrote SeePS entirely in NeWS. This prevents SeePS from visualizing implicit run-time system
events; further, Masnavi notes SeePS suffers from efﬁciency problems.
122.6.6 Dynascope
Dynascopeis a toolfor directingthe executionof C languageprograms usingeventstreams [Sosi92]. Event
streams are not at the source-level, but rather at the level of the machine instruction for an hypothetical
processor
1. Events are produced during the interpretation of code by a virtual machine. Dynascope
supportsexecutionofmixedvirtual-machineandnative-codeprogramsandonlythepartsofaprogramunder
observation must be interpreted. In effect the monitoring instrumentation and virtual-machine interpreter
are linked into the program as an extensive additionto the run-time library.
Dynascope directors are arbitrary programs written independently from the hypothetical processor in-
terpreter; they run in a separate UNIX process connected using stream-based interprocess communication.
This has the distinctadvantage of allowingvarious directors to be attached to and detached from the system
dynamically. On the other hand, it means that access to the full program state of the executing program is
limited or non-existent.
2.7 Instrumenting compilers
Another alternative to instrumenting a program by hand or instrumenting an interpreter is to modify the
translation process to automatically instrument the generated code to include execution monitor calls.
2.7.1 Voyeur
Voyeur is a system for visualizing the execution of parallel programs [Soch89]. It is noteworthy in that
its authors designed it explicitly to simplify the task of learning how to build views in the system. Voyeur
presumes that each new parallel program may require a new visualization, and therefore the system should
be easy enough for programmers to construct new views without the aid of an animator-specialist as is
generally required in BALSA and ZEUS. In their section on future work the authors note that Voyeur needs
access to the program state, support for multipleviews, and easier interface construction.
2.7.2 UW Illustrating compiler
The UW illustratingcompiler (UWPI) visualizesthe execution of programs for a subsetof Pascal [Henr90].
It is intended for an educational audience. It is not intended as a framework for exploratory visualization
development,butrather,itprovidesafewﬁxedviewsofexecution. Viewselectionisperformedautomatically
by static analysis of the program, rather than being user-driven.
UWPI illustrationsare driven by calls that are automatically inserted into the code during compilation.
Since insertion is automatic, UWPI contrasts with manually code-intrusive systems such as PECAN and
BALSA. On the other hand, since the code after analysisincludescalls to the illustrationsystem, UWPI can
be said to be implicitly code intrusive. First of all, a program must be specially processed before it can be
viewed. Second, after it has been so treated, the result does not run outside the illustration environment.
Third, since illustrationis driven by explicit calls in the code, the system cannot illustrate implicit run-time
behavior, except that which is ascertained by the static analysis component that inserts the illustratorcalls.
1This processor is not a high-level virtual machine such as those used by Smalltalk, Prolog, or Icon, but rather it is a low-level
architecture typical of current RISC chips.
132.7.3 SMLD
The debugger for standard ML, SMLD, is based upon extensive, automatic instrumentationof the program
code duringcompilation[Tolm92]. Compiler optimizationsreduce the slowdownand code size blowupim-
plied by the instrumentingcompiler technique. The instrumentationsupportsrelatively standard debugging
featuressuchassettingbreakpointsandinspectingthevaluesofvariables,butnotalteringprogramexecution
by modifying variables. An extension of SMLD supportsreverse execution by means of checkpointing.
2.8 Features in existing systems that facilitate monitor development
No existing system provides comprehensive support for exploratory execution monitor programming, but
if several existing techniques are combined carefully a suitable framework emerges. The key is to select
information sources and access methods, an execution model, and user interactionfeatures that provideease
of programming with acceptable performance. Icon’s execution monitoring framework can be viewed as
one such conﬁgurationof monitoringcharacteristics.
An instrumented interpreter such as SeePS, or an instrumenting compiler such as Voyeur is potentially
an ideal, fully-automated information source. An instrumented interpreter is easier to implement, but
more importantly removes the requirement that a program be recompiled in order for it to be monitored.
Instrumentation must be extensive or the monitoring capabilities provided will be limited, but extensive
instrumentation poses its own performance and intrusion problems. Programming constructs to minimize
theimpactofextensiveinstrumentationareessentialindealingwiththevolumeprobleminageneral-purpose
framework.
A thread execution model such as that of Parasight provides crucial access and performance features.
Since some monitors modify the program being monitored, ease of programming implies that synchronous
execution should be the default or at least be easy to specify. Additionally, support for multiple monitors,
such as theselective broadcast model developed in FIELD, allows monitors to specialize on speciﬁc aspects
of program behavior and makes them easier to write. If multiplemonitorsare tobe easily selectedand used,
the thread model must also include dynamic loading capabilities.
In the area of user-interaction facilities, an ideal environment would support advanced graphics and
user-interface capabilities,includinganimationsupportsuch as thatprovidedby Tango. Thistopicis almost
unrelated to execution monitoring, but is very necessary in order to provide exploratory programming of
state-of-the-arttools. Oneobservationisthatinteractiveuser-inputisexpensiveinahighlyanimatedmonitor,
and speciﬁc support in the framework can mitigate this cost by integrating the user-input stream with the
stream of information coming from the monitored program.
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Overview of the Framework
This chapter presents an overview of the execution monitoring framework that has been added to the
Icon programming language. The framework allows the user to execute a given Icon program under the
observationofoneormoremonitoringprograms, alsowritteninIcon. Sincethemodelsusedandcapabilities
of execution monitoring systems vary widely, this chapter serves to position this research with respect to
existingsystems.
The overview begins with a brief inventory of the framework components, followed by an user’s-eye-
view of the system in the form of a standard execution monitoring scenario. The purpose of the scenario is
to characterize the execution monitoring process that is supported and to motivate some of the features and
limitationsof the system.
Following the execution monitoring scenario, the functional characteristics of each of the primary
components of the execution monitoring framework are described. Details of the use of these components
and their implementation are presented in subsequent chapters.
3.1 Framework inventory
Icon’s execution monitoring framework consists of the following components. These additions are char-
acterized in terms of their relationship to pre-existing Icon features. Several of these components are
general-purposelanguage features that are usefulindependentof executionmonitoring;such features, when
already present in other languages, may require modiﬁcation if they were not designed to supportexecution
monitoring.
Dynamic loading — Theabilitytoloadmultipleprogramsintoa sharedexecutionenvironmentisprovided
in order to adequately support monitor access to target program data. Prior to this work, Icon had no
concept of dynamic loading. Dynamic linkingis not desirable in the contextof execution monitoring,
since the names in the monitor are distinctfrom those in the target program.
Synchronous execution — The monitor and target program execute independently, but not concurrently.
Thisallowsthe monitortocontroltarget program executionusinga simple programmingmodel. Icon
already has a language mechanism and data type that support synchronous execution of independent
threads of execution; the mechanism is slightlyextended to supportthe relationshipbetween monitor
and target program.
Run-time system instrumentation — Extensive information about execution is available to the monitor
fromlocationsinthelanguagerun-timesystemthatarecodedtoreportsigniﬁcantevents. Thisobviates
the need for control-intrusive techniques of obtaining information from the target program. It also
offers higher performance than target program instrumentation. The run-time system instrumentation
is an extension and generalization of an earlier special-purpose monitoring facility oriented around
dynamic memory allocation and reclamation [Gris89]. It also supercedes the language’s built-in
procedure tracing mechanism [Gris90c].
15Event masks — Monitor control over target program execution is coupled with the concept of ﬁltering
[Elsh89] in a language mechanism called an event mask. Event masks provide a simple, dynamic
model of execution control that adequately meets performance requirements in processing the high
volume of execution information. Events that are of no interest to the execution monitor are never
reported and do not impose unreasonable execution cost. Event masking uses a set abstraction to
describe the execution behavior that is of interest to the monitor; an existing Icon type that supports
high-performance set operationsis employed to provide event masking in a manner that is familiar to
Icon programmers.
3.2 Standard execution monitoring scenario
Understanding the framework begins with a description of the monitoring activities that it supports. This
scenario presents the relationship between the execution monitor and target program in its simplest form;
more sophisticated relationshipsbetween the monitor and target program are discussed later in this chapter
and in Chapter 11.
Preliminary deﬁnitions
tp.icn targetprogram(TP)–theIconprogramunderstudy,atranslatedIconexecutable
ﬁle. MonitoringdoesnotrequirethattheTP berecompiled, northattheTP’s Icon
source code be available, although some monitors make use of program text to
present information.
em.icn executionmonitor(EM)–anIconprogramthatcollectsandpresentsinformation
from an execution of a TP.
programbehavior–theresultsofexecutingtheTP.Behaviorismeantinageneral
sense that includes program output, execution time, and the precise sequence of
actions that take place during execution.
user – a human user, capable of understandingthe TP’s execution behavior. The
user must know Icon in order to make good use of many EMs or to write a new
EM. In general, the user need not necessarily be familiar with the TP’s source
code.
Sources of relevant execution behavior
Execution monitoringbegins with a user who has questionsabout the behavior of a TP (Figure 3.1).
Answers to important questions often may be found by following the execution as it proceeds through
source-language constructs, but in high-level languages the behavior in question often depends upon the
language semantics as implemented by the language run-time system (Figure 3.2; iconx.c denotes the
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tp.icn
Figure 3.1: Monitoring starts with a user, a program, and questions
aggregate of ﬁles that comprise the Icon language run-time system). For this reason, many forms of
execution monitoring provide useful information even if the TP’s source code is not available. Figure 3.2
couldbefurtherelaboratedtoincludebehavioraldependenciesontheplatformonwhichIconisimplemented
and run. Such dependencies are outsidethe scope of this dissertation.
???
tp.icn
iconx.c
Figure 3.2: Behavior depends on the language, not just the program
Selecting or developing appropriate monitors
RatherthanfocusingononemonolithicEM thatattemptsto accomodateall monitoringtasks,theframework
advocates development of a suite of specialized EMs that observe and present particular aspects of a TP’s
behavior. The user is responsible for selecting an appropriate EM or set of EMs that address the user’s
concerns.
If no available EM can provide the needed information, the user can modify an existing EM or write a
new one. Thisend-user developmentof executionmonitorsalso isuseful whenan existingEM providesthe
needed information but it is obscured by other information; existing EMs can be customized to a particular
problem.
17Running the target program
The user runs the TP one or more times, monitored by a selection of EMs (Figure 3.3). General-purpose
EM’s provide an overall impression of program behavior.
???
EM
em.icn tp.icn iconx.c
Figure 3.3: EMs can answer questionsabout TP behavior
Obtainingmorespeciﬁc informationfrequentlyrequiresthattheuserinteractwiththeEMs tocontrolthe
TP’s execution, either to increase the amount of information presented duringspeciﬁc portionsof execution
or to stop execution in order to examine details. In order to provide this interactive control, EMs must
present execution information as it happens during the TP’s execution, rather than during a post-mortem
analysis phase.
3.3 Framework characteristics
The preceding scenario depends on support for exploratory programming in several areas: controlling a
program’s execution, obtaining execution information, and interacting with the user. In order to support
thesetasks,theframeworkprovidessynchronousshared-addressmulti-taskingandanevent-drivenexecution
control model. These features are providedby extensions to the Icon language.
Multi-tasking
The ﬁrst and most basic characteristic of the framework is an execution model in which an EM is a separate
program from the TP — a multi-tasking model. In this model the EM views the TP as a separately loaded
coroutine[Marl80]. ThecoroutinerelationshipistheprimarymeansbywhichEMscontrolTPexecutionand
coroutine transfers of control are the primary source of execution information from a TP (Figure 3.4). The
precise nature of the interaction between the EM and TP (the arrows in Figure 3.4) is a major contribution
of this dissertationand is discussedfurther in Section 3.3.2 in this chapter and in Chapter 5.
Multi-taskingis provided by a set of facilities collectivelynamed MT Icon. MT Icon has the following
beneﬁts in an exploratory programming environment: the EM and TP are independent programs, the EM
has full access to the TP, and the mechanism accomodates multiple EMs. These beneﬁts are described in
more detail below.
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Figure 3.4: EM and TP are separately loaded coroutines
Independence
Because the EM and TP are separate programs, the TP need not be modiﬁed or even recompiled in order
to be monitored by an EM; neither does an EM need modiﬁcation or recompilation in order to be used on
different target programs. The separation of EMs and TPs also simpliﬁes the writing of EMs because an
EM need not be implemented as a set of callback functions — it has its own control ﬂow. By deﬁnition,
execution of tasks such as EMs and TPs is synchronous in MT Icon. The TP is not running when an EM
is running, and vice-versa. This synchronous execution allows EMs and TPs to be independent without
introducingthe complexity inherent in concurrent programming.
Another degree of EM and TP independence is afforded by separate memory regions; EMs and TPs
allocate memory from separate heaps. For this reason memory allocation in the EM does not affect the
allocationand garbage collectionpatterns in theTP. Because Icon is a type-safe languagewithrun-time type
checking and no pointer data types, EMs and TPs cannot corrupt each others’ memory by accident; only
code that contains explicit references to another program’s variables and data can modify that program’s
behavior.
Access
An address space is a mapping from machine addresses to computer memory. Within an address space,
access to program variables and data are direct, efﬁcient operations such as single machine instructions.
Accessingprogramvariablesanddatafromoutsidetheaddressspaceisslowerandrequiresoperatingsystem
assistance.
In MT Icon, programs such as the EM and TP reside within the same address space. This allows EMs
to treat TP data values in the same way as their own: EMs can access TP structures using regular Icon
operations, compare TP strings with their own, and so forth.
Because of the shared address space, the task switching operation needed to transfer execution between
EMs and TPs is a fast, “lightweight”operation. This is important because monitoring requires an extremely
large number of task switches compared to typical multi-taskingapplications.
19Multiple monitors and monitor coordinators
MT Icon’s dynamic loading capabilities allow simultaneous execution of not just a single EM and a single
TP, but potentiallymany EMs, TPs, and other Icon programs in arbitrary conﬁgurations. Althoughuses for
many such conﬁgurations can be found, one conﬁguration merits special attention when many specialized
EMs are available: the execution of multiple monitors on a single TP (Figure 3.5).
EM EM EM
TP
Figure 3.5: Multiple EMs
The difﬁculty posed by multiple monitors is not in loading the programs, but in coordinating and
transferring control among several EMs and providing each EM with the TP execution information it
requires. Since EMs are easier to write if they need not be aware of each other, this motivates construction
of monitor coordinators (MCs), special EMs that monitor a TP and provide monitoring services to one or
more additional EMs (Figure 3.6). EMs receiving an MC’s services need not be aware of the presence of an
MC any more than a TP need be aware of the presence of an EM.
EM EM EM
TP TP
MC
Figure 3.6: An ExecutionMonitor Coordinator
Execution control
The primary task of an EM is to collect data from a TP’s execution. This task poses difﬁcult coding
problems and is frequently a performance bottleneck. The nature of the data collection facilities available
20in a monitoring system also deﬁne and limit the kindsof monitors that can be implemented.
Figure 3.7 depicts the system layers present in running an Icon program under the Icon interpreter. The
TP code is executed by a virtual machine interpreter written in C, which in turn calls C language run-time
support code to perform various language operations [Gris86].
Hardware
Runtime System (C)
Icon Virtual Machine
Icon Program
Figure 3.7: Layers in the Icon implementation
Of these layers, the TP code, the virtual machine (VM), and the run-time support code are responsible
for aspects of program behavior within the scope of this research. The VM and the run-time system have
been extensively instrumented to produce this information for EMs at the Icon level without requiring
instrumentationof the TP code.
While the behavior observable from instrumentation of the VM is speciﬁc to the Icon interpreter and
is of interest primarily to language implementors, run-time system behavior is more general and of interest
to normal Icon programmers. This dissertation is primarily concerned with monitors of run-time system
behavior. Most of this behavior takes place even in compiled versions of the TP, with the exception
of behavioral aspects such as run-time type checks that an Icon compiler can avoid when static analysis
determines that they are unnecessary.
Thisinstrumentationconsistsof locationswithintherun-timesystemat whichcontrolcanbe transferred
and information reported to the EM. When execution proceeds through one of these points in the run-time
system, an event occurs. Many events take place during even the simplest of Icon operations. When an
EM resumes execution of the TP, it explicitly speciﬁes what kinds of events are to be reported; other kinds
of events are not reported. The kinds of events to be reported can be changed dynamically each time the
TP’s executionis resumed (Figure 3.8). The processingof an event includesa test of whether the TP should
transfer control to the EM and code to perform the transfer only if the test succeeds.
Those events at which control is transferred produce event reports. When an event is reported the TP’s
execution is suspended and execution commences in the program that loaded the TP — an EM. Event
reporting supports data collection in two ways: An event report contains some information associated with
theeventitself,andinaddition,whentheEMgainscontrolitcaninterrogatetheTP’svariablesandkeywords
for further information. When an EM requests another event report, the EM suspends execution and the
TP’s execution resumes where it left off.
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Figure 3.8: Event-driven control of TP
3.4 Comparison with earlier systems
SeveralspeciﬁccomparisonsbetweentheIconmonitoringframeworkandexistingsystemsareuseful. Icon’s
monitoringframeworkintegratesideasfoundinseveralprevioussystems. Inaddition,itcontributesdynamic
event masking to control the volume of information generated and adds support for user input in animated
tools. The end result is a simplicityin obtainingexecution information that achieves the framework goal of
supportingexploratory programming.
MT Icon’s thread model is synchronous and differs from that of Parasight in that it is designed to
simplifythe programming task required of monitorwriters, rather than to take advantage of shared-memory
multiprocessor hardware. Parasight is best suited for passive proﬁling tasks where the target program and
monitor code can run asynchronously.
Dalek [Olss90] provides a programming language with which to write customized monitors; Dalek’s
language is special-purpose and must be learned while the Icon monitoring framework provides the tar-
get program’s entire source language, including sophisticated data presentation facilities. Dalek suffers
from performance problems when accessing target program state due to its two-process model. If Dalek’s
implementation were modiﬁed to employ shared memory, and it were coupled with some automated instru-
mentation system, it could provide support similar to that provided by Icon’s monitoring framework.
FIELD supports multiple, independent tools that can simultaneously observe program behavior
[Reis90b]. ForestextendsFIELD’sselectivebroadcastmodel,addingﬂexibilitycomparabletothatprovided
by this framework [Garl90]. The message server employed by FIELD and Forest is geared toward building
programming environments that make use of existing tools such as compilers and editors. This mandates
a separate process model and is ill-suited to accomodating the volume of events generated by extensive
instrumentation. MT Icondoesnotattempttointegrateexistingtools,butinsteadfacilitatesthedevelopment
of new monitors that can take advantage of MT Icon’s execution model to provide better information about
target program behavior.
Novel features within Icon, the language under study, provided extra motivation for a general approach
to experimental monitor development that may not be present in other languages. On the other hand, all
programming systems can beneﬁt from improved execution monitor support and therefore stand to gain
from new ideas that result from experimental monitor development undertaken in the context of Icon, the
explorationmade possible by this framework.
The execution monitoring framework introduced in this chapter simpliﬁes development of execution
22monitors in several ways, while avoiding common pitfalls associated with monitoring. EMs developed in
this system tend to be very short compared with those in other languages, because they are developed in the
source language rather than the implementation language, because they have full access to TP’s program
variables, and because EMs can specialize on particular program behaviors of interest.
Shorter EMs are in turn easier to understand, to write correctly, and to enhance. Execution monitoring
may not be a simple task, but using this system, execution monitors are no more difﬁcult to develop than
other programs with substantialinter-program communication requirements. The next two chapters present
the Icon language extensions that comprise the execution monitoring framework.
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A Multi-Tasking Icon Interpreter
4.1 Introduction
As mentioned in the preceding chapter, MT (Multi-Tasking)Icon is an Icon interpreter that allows multiple
Iconprogramstobeloadedandrunsimultaneouslywithinasharedaddressspace. MTIconisnotaconcurrent
programming language nor does it include special support for multiprocessor hardware. Instead, MT Icon
provides a task model that supports both cooperative and preemptive multi-tasking without mandating a
particular scheduling policy or algorithm. MT Icon’s domain is that of high-level language support for
programs that beneﬁt from or require a tighter couplingthan that provided by inter-process communication;
that is, programs that require extensive access to each other’s state.
MT Icon’s task model is based on Icon’s co-expression facility. This chapter starts with a summary of
co-expressions, followed by sections that describe MT Icon language extensionsand common applications.
In addition to its general multi-tasking execution model, MT Icon has features speciﬁc to the control and
monitoringof loaded programs by the program that loadsthem. The followingchapter describes MT Icon’s
monitoringfeatures in detail.
4.2 Co-expressions
A co-expressionin Icon is a ﬁrst-classvaluethat encapsulatestheexecutionstateofan expression[Gris90c].
Co-expressions are the expression-level equivalent of the coroutine facility found in other languages
[Marl80]. A coroutine is a process, speciﬁed in terms of a procedure call in which the values of local
variables are retained even when control is not within that process, and in which execution upon entry
continues from the point where control last left that process. Co-expressions generalize coroutines to allow
independent threads of control to be created for arbitrary expressions, not just procedure calls.
In additionto their role of providingcoroutine semantics at a ﬁne granularityof control, co-expressions
were developed as a control mechanism necessary to fully utilize the capabilities of Icon’s generators
[Wamp81]. In Icon, a generator is an expression whose evaluation may produce more than one result.
This feature is extremely useful and permeates the language, but a generator’s results are produced only at
the generator’s lexical location. Co-expressions liberate generators from their lexical site by placing the
expression in a value from which results can be extracted one at a time.
Creating co-expressions
A co-expression value is created by the Icon control structure
create expr
When a create expression is executed, expr is not evaluated; instead its evaluation is encapsulated as a
ﬁrst-class data object that can be assigned to a variable, passed as a parameter, and so forth. In addition to
explicitlycreatedco-expressions,asingleco-expressioniscreated implicitlywhenprogramexecutionstarts;
it is equivalent to the expression create main(). Program execution begins in this implicit co-expression.
24Co-expression transfers of control
Results are obtained from a co-expression by activatingit using the operation
[expr]@coexpr
Activationtransfers controlfrom the current co-expressionto the referenced co-expression;controlremains
in that co-expression until it produces a result. If the referenced co-expression is subsequentlyactivated, its
execution continues from where it last produced a result.
If the expr is present in the activation expression, it is evaluated and its result is transmitted to the
co-expression as control is transferred. If expr is omitted, a null value is transmitted.
Wheneachco-expressiontransferscontrolonlybyactivatingco-expressionsithascreatedorbyimplicitly
producing results for its parent, the control graph formed by co-expressions and their transfers of control
is a tree. Explicit transfers of control by co-expression activation may result in an arbitrary control graph,
generalizing co-expressions to full coroutine semantics.
Co-expression keywords
In Icon, keywordsare named globalobjectsthatmay have special semantics associatedwithvariouscontrol
structures. Three built-inco-expression values are available to Icon programs in the form of keywords.
&main istheco-expressionfortheinvocationofthemainprocedurethatinitiatesprogramexecution.
&current is the co-expression in which execution is currently taking place.
&source is the co-expressionthat activated the currently executing co-expression.
These keywords and their use are further documented in [Gris90c].
4.3 MT Icon preliminaryterminology
Before describingtheMT Icontaskmodel, a few deﬁnitionsare needed. Thesedeﬁnitionspertaintoregions
of memory referenced by programs during execution.
Name spaces
A name space is a mapping from a set of program source-code identiﬁers to a set of associated memory
locations [Abel85]. Icon programs have a global name space shared across the entire program and various
name spaces associated with procedures. Procedures each have a static name space consisting of memory
locations shared by all invocations of the procedure and local name spaces private to each individual
invocationof the procedure.
When a co-expression is created, a new local name space is allocated for the currently executing
procedure, and the current values of the local variables are copied into the new name space for subsequent
use by the co-expression.
25Program and co-expression state
An Icon program has an associated program state consisting of the memory associated with global and
static name spaces, keywords, and dynamic memory regions. Similarly, a co-expression has an associated
co-expression state consisting of an evaluation stack that contains the memory used to implement one or
more local name spaces. Co-expressions in an Icon program share access to the program state and can use
it to communicate.
4.4 Tasks: an extended co-expression model
The central concept in MT Icon is the task; a task is the execution state of a program within the Icon virtual
machine [Gris86]. A single task called the root is created when the interpreter starts execution. Additional
tasks can be created dynamically as needed.
A task consists of a main co-expression and zero or more child co-expressions that share a program
state. Atthesource-languagelevel, tasksare loaded, referenced, and activatedsolelyin terms ofone of their
member co-expressions;the task itself is implicit.
This deﬁnition of tasks is related to the concept of the same name commonly used in operating systems
and concurrent programming languages. It differs, however, in certain fundamental respects. Icon is
a sequential language; co-expressions in Icon provide a synchronous coroutine execution model, not a
concurrent execution model with implicit task switching and scheduling. Another way to view this is that
unlikeother languagessuchas Ada, MT Icon providesthe task modelas a mechanism for multi-tasking,but
does not predeﬁne the policy; matters such as the scheduling algorithm used and whether multi-tasking is
co-operative or pre-emptive are programmable at the user level.
Another useful comparison can be made between Icon tasks and Smalltalk processes. Both provide
pseudo-concurrency within the context of a sequential virtual machine. Since Icon tasks have their own
dynamic memory regions, their presence affects each other less than Smalltalk processes affect each other.
For example, if one task is exhibiting thrashing heap behavior in which garbage collections are frequent,
the other tasks in the system can execute at full speed during the portion of time in which they are running,
since they do not allocate memory out of the thrashing task’s (full) heap. This minimal effect of tasks on
each others’ behavior is especially important in the domain of execution monitoring.
4.5 Task creation
In MT Icon, a task can create other tasks. The MT Icon function
load(s, L)
loads an icode ﬁle [Gris86] speciﬁed by the ﬁle name s, creates a task for it and returns a co-expression
corresponding to the invocation of the procedure main(L) in the loaded icode ﬁle. L defaults to the empty
list. Unlike conventional Icon command-line argument lists, the argument list passed to load() can contain
values of any type, such as procedures, lists, and tables in the calling task.
The task being loaded is termed the child task, while the task calling load() is termed the parent.T h e
collection of all tasks forms a tree of parent-child relationships.
264.6 Running other programs
A co-expression created by load() is activated like any other co-expression. When activated with the @
operator, the child task begins executing its main procedure. Unless it suspends or activates &source,t h e
childtask runs to completion, after which controlis returned to the parent. Chapter 5 presents an alternative
means of executing a child with which the parent retains control over the child as it executes.
An example
Thisdefault behaviorisillustratedbythe program seqload, which loads and executes each of its arguments
(string names of executable Icon programs) in turn. In this program the variable arguments is a list of
strings passed into the Icon program from the operating system. Each of these strings (extracted from the
list using the element-generation operator, !) i sp a s s e di nt u r nt oload(). load() reads the code for each
argument and creates a task in which to execute the loaded program; the tasks are then executed one-by-one
by the co-expression activation operator, @. This is ordinary Icon code; there is nothing special about this
example except the semantics of the load() function and the independent execution environment (separate
global variables, heaps, and so forth), that load() provides to each task.
# seqload.icn
procedure main(arguments)
every @load(!arguments)
end
For example, if three Icon programs whose executable ﬁles are named translate, assemble,a n dlink
are to be run in succession, the command
seqload translate assemble link
executes the three programs without reloading the interpreter for each program.
4.7 Data access
Although tasks have separate sets of global variables and keywords, they reside in the same address space
and can share data. This data access applies to all ﬁrst-class data objects in Icon, such as procedures and
co-expressions. Values can be transmitted from task to task through main()’s argument list, by means of
explicit inter-task access functions, or by use of event monitoring facilities described in the next chapter.
Access through task argument lists
The following program takes its ﬁrst argument to be an Icon program to load and execute as a child, sorts
its remaining arguments, and suppliesthem to the child program as its command line arguments (pop() and
sort() are Icon built-in functionsthat extract the ﬁrst list element and sort elements, respectively):
procedure main(arguments)
@load(pop(arguments), sort(arguments))
end
27Argument lists allow more sophisticated data transfers; the seqload example presented earlier can be
extended to transmit arbitrary structures between programs using argument lists in the following manner.
As in seqload, each string naming an executable Icon program is passed into load() and the resulting task
is activated to execute the program. In this case, however, any result that is returned by one of the programs
is assigned to local variable L and passed to the next program in the list via the second argument to load().
# seqload2.icn
procedure main(arguments)
every program := !arguments do
L := @load(program, L)
end
The net effect of seqload2.icn is similar to a UNIX pipe, with an important difference: Arbitrary Icon
valuescanbepassedfromprogramtoprogramthroughtheargumentlists. Thiscapabilityismoreinteresting
in substantialmulti-passtoolssuch as compilers, where full data structurescan be passed alongfrom tool to
tool instead of writing out text encodings of the structures to a ﬁle.
Inter-task access functions
Several of Icon’s built-in functions are enhanced under MT Icon to provide inter-task access to program
data. For example, the variable() function in MT Icon takes a co-expression value as an optional second
argumentdenotingthetaskfrom whichtofetch thenamed variable. Whencalledwiththissecondargument,
variable() is useful for assigningto or simply reading values from another task’s variables. In thismodiﬁed
version of the seqload example, the parent task initializeseach child task’s Parent globalvariable (if there
is one) to refer to the parent’s &main co-expression. A child task can then use this variable to determine
whether it is being run stand-alone or under a parent task. Inter-program access through the variable()
functionalsois usefulin inspectingvalues, especiallyat intermediatepointsduringthe monitoredexecution
of a TP as described in the next chapter.
# seqload3.icn
procedure main(arguments)
every arg := !arguments do
f
Task := load(arg)
variable("Parent", Task) := &main
@Task
g
end
In addition to MT’s extensions of existing functions, several new functions have been added. These
facilitiesare usefulin executionmonitoringand are usedinexamples inChapters 6 through11. Some ofthe
inter-task access functions used in examples are listed in Figure 4.1. In these functions parameter C refers
to a co-expression that may be from a task other than the one being executed. Functions that generate can
produce more than one result from a given call.
There are other inter-task access functions; [Jeff90] serves as a reference for MT Icon programming.
28globalnames(C) generates the names of C’s global variables.
keyword(s, C) produces keyword s in C.
localnames(C) generates the names of C’s local variables.
paramnames(C) generates the names of C’s parameters.
staticnames(C) generates the names of C’s static variables.
structure(C) generates the Icon values in C’s block region (heap). These values are
of various types such as listsand tables.
Figure 4.1: MT Icon inter-program access functions
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Execution Monitoring in MT Icon
MTIconallowstheexecutionofmultipleIconprogramsinalmostanyconﬁguration,includingexecution
monitoring. As motivatedin Chapter 3, MT Icon characterizes monitoringas a special case of multi-tasking
execution in which the nature and extent of inter-program communication warrants additional language
support. This chapter describes additional MT Icon facilities speciﬁcally added to support monitoring.
After some relevant deﬁnitions, a description of the programming interface and underlying interpreter
instrumentation are given. Additional programmer’s reference material is available for these facilities
[Gris92c].
5.1 Terminology
The terminology used in discussing execution monitoring relates to events and the linguistic features
associated with them. These terms are used throughoutthe rest of the dissertation.
Events
The primary linguisticconcept added in order to support execution monitoring is an event. An event is the
smallest unit of execution behavior that is observable by a monitor. In practice, an event is the execution of
a section of instrumentationcode that is capable of transfering control to the monitor.
This deﬁnition limits events to those aspects of program behavior that are instrumented in the language
run-time system or the program itself. The event model is onlyas useful or general as is the instrumentation
that extracts program information. If instrumentation does not exist for an aspect of program behavior
of interest, it often is possible to monitor the desired behavior by means of other events. In the present
implementation,forexample, noinstrumentationexistsforﬁle inputandoutput. If anEM wishestomonitor
I/O behavior,it can monitorfunctionand operator eventsandact on thosefunctionsand operatorsthatrelate
to inputand output. A similar example involvingthe monitoringof Icon’s built-instring scanningfunctions
is presented in Chapter 9.
The MT Icon deﬁnition of event also differs from that of many monitoring systems, in which the term
event refers to the basic unit of information received by the monitor [Bate89]. The distinctionis that in the
MT Icon deﬁnition, events occur whether they are monitored or not, and each event may or may not be
observedby any particular monitor. Thisdeﬁnitionisuseful in the MT Icon environment, in whichEMs are
not coupled with the instrumentationand multipleEMs can observe a TP’s execution.
Event codes and values
From the monitor’s perspective an event has two components: an event code and an event value. The code
is generally a one-character string describing what type of event has taken place. For example, the event
code C denotes a procedure call event. Event codes all have associated symbolic constantsused in program
sourcecode. For example themnemonicfor a procedurecalleventisE Pcall. Theseconstantsare available
to programmers as part of a standard event monitoringlibrary described below.
30The event value is an Icon value associated with the event. The nature of an event value depends on
the corresponding event code. For example, the event value for a procedure call event is an Icon value
designatingtheprocedurebeingcalled, theeventvaluefora listcreationeventisthelistthatwascreated, the
event value for a source location change event is the new source location, and so forth. Event values can be
arbitrary Icon structures with pointer semantics; the EM accesses them just like any other source-language
value.
Event reporting and masking
The number of events that occurs during a program execution is extremely large — large enough to create
serious performance problems in an interactive system. Most EMs function effectively on a small fraction
of the available events;the events thatan EM uses are saidto be reported tothe EM. An event report results
in a transfer of control from the TP to the EM. Efﬁcient support for the selection of appropriate events to
report and the minimization of the number of event reports are primary concerns.
MTIcon supportsdynamicevent masking basedoneventcodes, adynamicvariationoftheﬁlter concept
found in most event-based monitoring systems [Bate89, Elsh89]. Event masking allows the monitor to
specify what events are to be reported and to change the speciﬁcation at run-time. When the program being
monitored starts execution, the monitor selects a subset of possible event codes from which to receive its
ﬁrst report. The program executes until an event occurs with a selected code, at which time the event is
reported. After themonitorhas ﬁnishedprocessingthe report, ittransferscontrolback tothe program, again
specifyinganeventmask. Dynamiceventmaskingenablesthemonitortochangetheeventmaskinbetween
event reports.
The use of one-character strings as event codes has a more practical value than its mnemonic merit: It
allows sets of codes to be efﬁciently and easily manipulated at the Icon level by the cset (character set) data
type. Csets are represented internally by bit vectors, so a cset membership test is very efﬁcient compared to
Icon’s more generic set data type, whose membership test is a hash table lookup.
When an event report transfers control from TP to EM, the two components of the event are suppliedin
the Icon keywords &eventcode and &eventvalue respectively
1. The monitor then can act upon the event
based on its code, displayor manipulate its value, etc.
5.2 Obtaining events
A standard library is available for use by EMs in order to provide a means of obtaining events. The library
is described more completely in [Gris92c]. Programs wishing to use the standard library include a link
declaration such as link evinit.
Setting up an event stream
An EM ﬁrst sets up a source of events; the act of monitoring then consists of a loop that requests and
processesevents from the TP. Executionmonitoringis initializedbythe procedure EvInit(x).I fxis a string,
it is used as an icode ﬁle name in a call to the MT Icon function load().I f x is a list, its ﬁrst argument is
1Those not familiar with Icon may view these keywords as special global variables that are given their values by the Icon
interpreter rather than by explicituser assignment. Keywords may be associatedwith a particular controlstructure (as in this case),
and they may also be subjectto constraintsnot imposed on regular globalvariables,such as the constraint that &subject,the string
scanningsubject, must always be a string.
31taken as the icode ﬁle name and the rest of the list is passed into the loaded function as the arguments to its
main procedure.
ThetypicalEM, andallof theEMspresentedasexamples inthisdissertation,followthegeneraloutline:
link evinit
procedure main(arguments)
EvInit(arguments)
j stop("can’t initialize monitor")
# ... initialization code, open the EM window
# ... event processing loop (described below)
EvTerm()
end
This template is generally omitted from program examples for the sake of brevity.
EvGet()
Eventsare requestedbyanEMusingthefunctionEvGet(mask). EvGet() activatestheco-expressionvalue
of the keyword &eventsource to obtain an event. The TP executes until an event report takes place; the
resultingcode and value are assigned to the keywords &eventcode and &eventvalue. EvGet() fails when
execution terminates in TP. The mask parameter is a cset used for event selection.
Selection of virtual machine instruction subsets
Requesting an event report for the execution of the next virtual machine instruction is performed through
the usual EvGet() cset using the mask E Opcode. VM instructionsoccur extremely frequently; dozens of
them can occur as a result of the execution of a single line of source code. Consequently, performance is
severely affected by the selection of all VM instruction events; the extent of this impact on performance is
presented in Chapter 12.
However, a particular VM instructionor small subset of instructionsmay be of interest to a monitor. In
that case, the EM need not receive reports for all instructions. The function opmask(cs, P) allows EM to
select a subsetof virtualmachine instructionsgivenby csinP’s task. Subsequentcalls to EvGet() inwhich
E Opcode is selected reports events only for the VM instructionsdesignated by cs.
5.3 Instrumentation in the Icon interpreter
This section describes the instrumentation used by MT Icon to produce events at various points in the
run-time system. Signiﬁcant points in interpreter execution where transfer of control might be warranted
are explicitlycoded into the run-time system with tests that result in transfer of control to an EM when they
succeed. When execution reaches one of these points, an event occurs. Events affect the execution time of
the TP; execution is either slowed by a test and branch instruction(if the event is not of interest to the EM)
or stopped while the event is reported to the EM and it processes information. Minimizing the slowdown
incurred dueto the presence of monitoringinstrumentationhas been a focus of the implementation;inherent
costs and framework performance are presented in Chapter 12.
There are several major classes of events that have been instrumented in the MT Icon intepreter. Most
of these events correspond to explicit elements within the source code; others designate actions performed
implicitly by the run-time system that the programmer may be unaware of. A third class of event that has
been instrumented supportsuser interaction with the EM rather than TP behavior.
32Explicitsource-related execution events include:
￿ Program location changes in terms of line numbers and columns.
￿ Procedure activity including calls, returns, failures, suspensions, and resumptions. In addition to
these explicit forms of procedure activity, events occur for implicit removals of procedure frames.
￿ Built-in functions and operations including structure accesses and assignments. Like procedures,
events are produced for function and operator calls, returns, suspensions,resumptions, and removals.
￿ String-scanning activity including scanning environment creation, entry, change in position, and
exit.
Implicit run-time system events include:
￿ Memory allocations from the heap string and block regions, including size and type information.
This instrumentationis based on earlier instrumentation added to Icon for a memory monitoring and
visualizationsystem [Gris89].
￿ Garbagecollectionsincludingthestorageregionbeingcollected(Iconhasseparateregionsforstrings
and data structures), the memory layout after compaction, and the completion of garbage collection.
￿ Type conversions performed on parameters to functions and operators. Information is available for
conversions attempted, failed, succeeded, and found to be unnecessary.
￿ Virtual machine instructions executed by the Icon virtual machine [Gris86]. The program can
receive events for all virtual machine instructions,or an arbitrary subset.
￿ Clock ticks for the passage of CPU time.
Most EMs, except completely passive visualizations and proﬁling tools, provide the user with some
degree of control over the monitoring activity and must take user interaction into account. For example,
the amount of detail or the rate at which the monitor information is updated may be variables under user
control. Since an EM’s user input occurs only as often as the user presses keys or moves the mouse, user
interactionis typicallyfar lessfrequent thaneventsin TP. Evenif no userinputoccurs, pollingfor user input
may impose a signiﬁcant overhead on the EM because it adds code to the central event processing loop.
Inorder to avoidthisoverhead, the eventmonitoringinstrumentationincludessupportfor reportinguser
activity in the EM window as part of the TP’s event stream. Monitor interaction events are requested by
the event code E MXevent. An example of the use of monitor interaction events is presented further in
this chapter in the section entitled “Handling user input”. A complete list of event codes is presented in
Appendix C in order to indicate the extent of the instrumentation.
5.4 Artiﬁcial events
As described above, the MT Icon co-expression model allows interprogram communication via explicit
co-expression activation or implicit event reporting within the run-time system. Artiﬁcial events are events
produced by explicit Icon code; they can be viewed at the language level as co-expression activations
that follow the same protocol as implicit events, assigning to the keyword variables &eventcode and
&eventvalue in the co-expression being activated.
33There are two general categories of artiﬁcial events, virtual events meant to be indistinguishable from
implicitevents and pseudo events that convey control messages to an EM. Virtual events are generally used
either to produce event reports from manually instrumented locations in the source program, to simulate
event reports, or to pass on a real event from theprimary EM that received it to one or more secondary EMs.
Pseudo events, on the other hand, are used for more general inter-toolcommunications during the course of
monitoring, independentof the TP’s execution behavior.
Virtual events using event()
The MT Icon function event(code, value, recipient) sends a virtual event report to the co-expression
recipient, which defaults to the &main co-expression in the parent of the current task, the same destination
to which implicit events are reported.
There are times when a primary EM wants to pass on its events to a secondary EM. An example would
be an event transducer that sitsin between the EM and TP, and uses its ownlogic to determine which events
are reported to EM with more precision than is provided by the masking mechanism. A transducer might
just as easily report extra events with additionalinformation it computes, in additionto those received from
TP. A more substantial application of virtual events is a monitor coordinator, an EM that coordinates and
produces events for other monitors. Such a tool is presented in Chapter 11.
Pseudo events for tool communication
EMs generally have an event-processing loop as their central control ﬂow mechanism. The logical way to
communicate with such a tool is to send it an event. In order to distinguisha message from a regular event
report, the event code must be distinguishable. In the monitoring framework this is achieved simply by
using an event code other than a one-letter string, such as an integer. Since not all EMs handle such events,
they are not delivered to an EM unless it passes a second argument to EvGet(),s u c ha sEvGet(mask, 1).
Theframework deﬁnesaminimalsetofstandardpseudoevents,whichwell-behavedEMsshouldhandle
correctly;thesepseudoeventsaredescribedinChapter11. Beyondthisminimalset,pseudoeventsallowthe
execution monitor writer to explore communication between EMs as another facility to ease programming
tasks within the monitoringframework.
5.5 Monitoring Techniques
The nextfew chaptersdemonstrate thepotentialof MT Icon’s executionmonitoringfacilitieswithexamples
of a variety of monitoringtechniques. The examples are actualprogram fragments (rather thanpseudocode)
that show how to program various forms of monitoringin MT Icon. The purpose of this demonstrationis to
present MT Icon as a practical language in whichto develop exploratorymonitors. The examples all follow
a common outline and use a common set of facilities, which are described below.
Anatomy of an execution monitor
The execution monitoring interface presented in this chapter uses a form of event-driven programming: the
central control ﬂow of EM is a loop that executes the TP for some amount of time, and then returns control
to EM with information in the form of an event report. The central loop of an EM typicallylooks like:
34while EvGet(eventmask) do
case &eventcode of
f
# a case clause for each code in the event mask
g
Event-drivenprogramming ismorecommonly foundin programsthat employagraphical user-interface,
where user activity dominates control ﬂow. Because monitoring employs a programming paradigm that has
been heavily studied, many coding techniques developed for graphical user interface programming, such
as the use of callbacks [Clar85], are applicable to monitors. Several of the example EMs in subsequent
chapters usea callback modelto take advantageof a higher-levelmonitoringabstractionavailableby means
of a library procedure.
Handling user input
An EM that handles user inputcould do so by pollingthe windowsystem after each event in the main loop:
while EvGet(eventmask) do
f
case &eventcode of
f
# a case clause for each code in the event mask
g
# poll the window system for user input
g
If the events being requested from the TP are relatively infrequent, this causes no great problem. However,
the more frequent the event reports are, the more overhead is incurred by this approach relative to the
execution in TP. In typical EMs polling for user events may slow execution from imperceptibly to as much
as 15%. Chapter 13 provides ﬁgures on the relative frequency of various types of events.
Since theslowdownisa functionof the frequencyof the eventreportsand notjustthecost of thepolling
operationitself, techniquessuch as maintaininga counterand onlypollingevery n event reportsstillimpose
a signiﬁcant overhead. In addition such techniques reduce the responsiveness of the tool to user input and
therefore reduce the user’s control over execution.
Monitor interaction events, presented earlier in this chapter, address this performance issue by allowing
user input to be supplied via the standard event stream produced by EvGet(). Since the E MXevent event
normally occurs far less frequently than other events, it makes sense to place it last in the case expression
that is used to select actions based on the event code. Using this feature the main loop becomes:
while EvGet() do
case &eventcode of
f
# other cases update image to reﬂect the event
E MXevent:
f
# process user event
g
g
EvGet() reports pending user activity immediately when it is available; the control over execution it
provides is comparable to pollingfor user input on each event.
35Querying the target program for more information
After each event report, EMs can use MT Icon’s inter-task data access functions to query TP for additional
information, such as the values of program variables and keywords. The access functions can be used in
several ways, such as
￿ applying a predicate to each event report to make monitoring more speciﬁc,
￿ samplingexecutionbehavior notreportedby eventsby pollingthe TP for informationunrelatedtothe
event reports [Ogle90], or
￿ to present detailed information to the user, such as the contents of variables.
Visualization techniques
Program visualization employs the high-bandwidth processing capabilities of the human visual system in
ordertomitigatethevolumeprobleminherentinexecutionmonitoring. Becauseoftheamountofinformation
most EMs need to present, support for development of new visualization techniques is essential to support
the claim that EMs developed in an exploratory manner can be useful and practical.
The fundamental issues in visualization are concerned primarily with effective use of the screen, max-
imizing the amount of information displayed, its understandability, and the rate at which it is updated.
Thorough treatment of these topics is beyond the scope of this dissertation; they are brieﬂy mentioned here
because they motivate many of the examples to follow.
Mapping to a geometry –Visualizationsmaptheinformationtobepresentedontoageometryforpresenta-
tiononthescreen. Inprogramvisualizationthisoftenisdifﬁcultbecausetheinformationdescribedhas
nonaturalgeometry. Theartiﬁcialgeometrythatisconstructedmay be unintuitiveoreven misleading
to the viewer. In order to avoid this, many EMs employ familiar visual metaphors.
Space limitations – Screen space limits the amount of detail that can be portrayed. If several views are
presented simultaneously,screen space in any one view may be limited to a few square inches. Given
limitedspace,scalingandminiaturizationareimportant,butcarefulgraphicdesignisjustasimportant.
Animation – Smooth transitions between the states presented by the visual display are important for user
orientation. Animation implies real-time updates as the program is executing. The performance of
the underlyingwindowsystem software limitsthe kind and qualityof the views that can be animated.
There are trade-offs inherent in these issues. For example, the more complex the geometric mapping or
scaling/miniaturizationtechnique, the less satisfactory the animation may be.
5.6 Icon graphics capabilities
Icon is best known as a string and list processing language, but it also includes graphics facilities [Jeff91,
Jeff93]. VisualizationtoolswritteninIconpresenttheiroutputusingthetypewindow. Thissectiondescribes
aspects of Icon’s window system facilities that are used in subsequent chapters. It presents only a small
subset; see the reference manual [Jeff93] for a complete descriptionof Icon’s graphics facilities.
Windowsallowbothtextandgraphicinput/outputtobefreelymixed. Whileon-screen,windowsmaybe
moved, resized, and iconiﬁed by the user or the Icon program. Window exposure (also known as “redraw”
36or “paint”) events are handled automatically and do not have to be handled by the programmer; the window
contents are retained until the window closes. If the keyword &window has a window value, it serves as a
default window for all graphic functions. The remaining examples in this chapter assume &window is the
window of interest.
Icon’s window interface uses a raster graphics model based on that of Xlib, the X Window System C
languageinterface[Gett88]. Inthismodel,awindowisatwo-dimensionalarrayofpoints,alsocalledpicture
elements (pixels)inthex-and y-coordinatesstartingfrom thepixel(0,0)intheupper-leftcorner andmoving
positive to the right and down the window. Several functions take pixel coordinates and draw geometric
ﬁgures on the window. Pixels are drawn with a window’s current foreground color.
Some useful functions are given in Figure 5.1; other graphics functions are described as they are used in
examples.
XClearArea() clears a rectangular area
XDrawArc() draws an arc
XDrawPoint() draws a point
XDrawLine() draws a line
XDrawRectangle() draws a rectangle
XDrawString() draws a string
XEvent() returns the next user event
XFg() sets the color used in subsequentdrawing
XFillArc() draws a ﬁlled arc
XFillRectangle() draws a ﬁlled rectangle
XGotoRC() moves text cursor position
XPending() returns a list with user events awaiting processing
Figure 5.1: Some useful Icon graphics functions
Manyvisualizationtoolsmake extensiveuseofcoloringraphicsoperationstoencodeinformationabout
relateddatatypesor programoperations. Suchtoolscouldchangetheoutputdrawingcolorbyrepeated calls
to XFg(), but it is much faster to ask the window system to set up several window values that draw with
different colors. The call XBind(&window, "fg="
j
j s) creates a window value that draws on the window
using foreground color s. All graphics functions may be preﬁxed with such a window argument w to draw
with a non-default color, for example
w red := XBind(&window, "fg=red")
XDrawPoint(w red, x, y)
draws a red point at (x, y).
When an encoding of colors is used in a visualization tool, a table is typically used to store a mapping
from a source domain such as string type names to windowbindingswith various colors.
5.7 Some useful library procedures
As mentioned in Section 5.3.1, several library procedures are useful in EMs. This section presents those
library procedures that are used in the examples in the rest of this dissertation; the rest are described in the
evinit library reference [Gris92c].
37Location decoding and encoding procedures are useful in processing location change event values, but
they are also useful in other monitors in which two-dimensional screen coordinates must be manipulated.
Besidesprogram textlineand columns,thetechniquecan variouslybe appliedtoindividualpixels,toscreen
line and columns, or to screen grid locations in other application-speciﬁc units.
In addition, various EMs use utility procedures. Figure 5.2 lists the library procedures that are used in
this dissertation.
location() encodes a two-dimensionallocation in an integer
vertical() returns the y/line/rowcomponent of a location
horizontal() returns the x/column component of a location
prog len() returns the number of lines in the source code for TP
procedure name() returns the name of a procedure
XColumns() returns the window width in text columns
XHeight() returns the window height in pixels
XRows() returns the window height in text rows
XWidth() returns the window width in pixels
Figure 5.2: Library procedures used in this dissertation
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Following the Locus of Execution
Perhaps the most basic monitoring act is following along in the source code as execution progresses.
Locusofexecutioninformationisusedinvarioustoolssuchassource-codeviewersandproﬁlers. Frequently,
locationinformationisusedincombinationwithotherexecutioninformationtoinformtheuserofthespeciﬁc
source code line and column responsible for some behavior of interest.
This chapter presents simple example EMs that monitor location information and present it graphically.
Theﬁrstsetoftoolsshowsrecentlinenumberchanges. Thesetoolsareprimarilyusefulindetectingirregular
controlﬂowpatternsthatmeritinvestigation,andindetectingmajorphasesinprogramexecution. Following
thelinenumber activitymonitors,a graphicallocationproﬁlerthatdisplayscumulativelocationinformation
is presented. Proﬁlers are primarily useful in performance tuning.
The examples in this and the next several chapters are intended to demonstrate the broad capabilitiesof
themonitoringframework. Actualsource codeis giveninorder todemonstrateusefultechniquesand afﬁrm
the claim that the framework supports an exploratory programming style. While the examples are often
suggestive of monitors which are useful in their own right, they are necessarily kept simple for exposition.
The developmentof more sophisticatedmonitorsisan open-endedresearch domain for futurework thatthis
framework was designed to facilitate.
6.1 Location events
An event report with the code E Loc occurs whenever the source line or column changes. Tracking the
execution locus minimally involves selecting this event code in the event mask that is passed to EvGet()
along with any others that may be of interest.
The value associated with a change in location is a 32-bit integer encoding of the line and column
numbers. The line number is given in the least-signiﬁcant 16 bits, and the column number in the most-
signiﬁcant 16-bits.
6.2 A simple line-number monitor
The code segment that follows outlines a simple line-number monitor that presents the sequence of source-
code lines on a strip chart. The y coordinate is used to denote the line number; successive line numbers
are plotted adjacently along the x axis. Line numbers are scaled to ﬁt the available screen space. A sample
screenimageisshowninFigure6.1. Thetoolisanimated,showingthelastnlinenumberchanges,wherenis
the width of the monitor window. As the animation progresses, ordinary sequential execution of successive
expressions appears in the window as a downward-sloping line. Periodic repetitions of patterns in the
window indicate the execution of loops.
The EM starts by initializing the event monitoring system and opening a window on which to display
its output. Local variables x and y refer to screen coordinates; scale is used to adjust the y coordinate to ﬁt
within the bounds of the window. Real numbers are used in the scaling arithmetic in order to use all of the
available window space.
39Figure 6.1: A simple line-number monitor
&window := open("LineMon", "x", "height=250", "width=250")
j
stop("can’t open window")
scale := real(XHeight()) / prog len()
x: =0
The program’s main loop reads a location event with a call to EvGet(), computes and scales the line
number to the window height, and plots it in the window with a call to XDrawPoint(). After the point is
plotted, x is advanced to plot the next line number in the next pixel column to the right. When the plot
reaches the right edge of the window, the EM wraps around to the left edge. Because pixel columns are
reused, a rectangle one pixel wide is erased at each iteration (XClearArea()’s height argument defaults to
the entire window).
while EvGet(E Loc) do
f
y := vertical(&eventvalue) * scale
XDrawPoint(x, y)
x := (x + 1) % XWidth() # advance x, wrapping from right to left
XClearArea(x, 0, 1) # clear pixel column for subsequent plot
g
Variations on the line number monitor are presented in Figure 6.2 and Figure 6.3. Figure 6.2 draws a
segment between the current source line and the preceding source line at each step. The effect emphasizes
large jumps in program location that otherwise might not be noticed due to extremely short visitsto certain
locations. This phenomenon occurs more frequently in procedures that generate multiple results from a
single expression than it does in ordinary procedural code. Figure 6.3 plots all the lines that execute in a
single CPU clock tick (a hardware-dependent value; typically 4-20 milliseconds) in a single column. This
view compresses much more location information onto a single screen, but loses the ordering between
speciﬁc location events withina clock tick.
6.3 A location proﬁle scatterplot
Anotherlocation-monitoringexample, presentedbelow,rendersacontinuouslyupdatedanimatedscatterplot
ofprogramactivitybysourceprogramlineandcolumnnumber. AsamplescreenimageispresentedinFigure
40Figure 6.2: Monitoring adjacent pairs of lines
Figure 6.3: Mapping CPU clock ticks to pixel columns
6.4. The tool’s animation does not employ motion, but rather changes in color as execution commences.
The colors are rendered as grayscales for publication.
This EM maps source code columns and lines onto the x- and y- dimensions, one line or column per
pixel. This mapping may be useful or already familiar to the user because it is a miniaturized view of the
program text itself. Each source locationat which the TP executes is highlighted,with the number of times
that location has been executed given by a color progression on a logarithmic scale, from gray and blue
through green and yellow and on to orange and red for locationsthat have executed many times.
TheEMstartswithstandardinitializationcodeandthencreates alistof bindingswiththevariouscolors.
At a b l e ,counts, maintains the number of times execution has occurred at each location.
41Figure 6.4: A location proﬁle scatterplot
&window := open("locus", "x", "bg=white", "width=80", "height=500")
j
stop("can’t open window")
Color := []
every put(Color,
XBind(&window, "fg="
j
j("gray"
j"blue"
j"green"
j"yellow"
j"orange"
j"red")))
counts := table(0)
With initializationcompleted, the main loop requests a locationevent, decodes its line and column, and
increments theexecutioncountfor the location,storedinthe tableas counts[&eventvalue]. A pointis then
drawn in the window with a color encoding the log of the location’s execution count. If the window height
is not large enough to map the source ﬁle lines onto pixels, a bar is drawn at the bottom of the window to
indicate it has been clipped. A more sophisticatedversion of this program scales the mapping from lines to
pixels.
while EvGet(E Loc) do
f
y := vertical(&eventvalue)
x := horizontal(&eventvalue)
counts[&eventvalue] +:= 1
value := integer(log(counts[&eventvalue], 6)) + 1
if Context := Color[ value ] then
XDrawPoint(Context, x
￿ 1, y
￿ 1)
if y
> XHeight() then
XFillRectangle(0, XHeight()
￿ 4, 80, 4)
g
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Monitoring Procedure and Generator Activity
Procedure activity is a major aspect of control ﬂow, and it is especially signiﬁcant in Icon because
procedures can generate more than one result. This chapter describes the monitoring of procedure activity
in detail. The techniques presented are important because they also apply to the monitoring of Icon’s built-
in functions and operators as well as string scanning environments. The examples given are intended to
illustratethe framework’s capabilitiesand are by no means the best or only way in which procedure activity
may be portrayed.
In order to model the semantics of generators, most EMs maintain trees of suspended procedure acti-
vations that may be resumed. After presenting techniques to maintain these trees, the chapter describes an
EM that draws an animated scatterplot of the number of results that each procedure produces; it quickly
shows which procedures are generators, and shows when the number of results a procedure is producing
changes signiﬁcantly. Knowing which procedures are generators can be important for students and pro-
gram maintainers that are unfamiliar with a program. For programmers that are familiar with the target
program, knowingthenumber ofresultsbeingproducedpercall toa givenprocedurecan be valuableduring
debugging;it can conﬁrm expected behavior and/or pointout anomalies.
The chapter concludes with an EM that gives an abstract view of the actual tree of active and suspended
procedures; it is useful for understanding the path that control ﬂow took to get to the current place of
execution. This EM is generalized to include string scanning operations in Chapter 9, and source code for
a version that also allows monitoring of built-in functions and operators is presented in Appendix A as an
example of a more sophisticatedmonitor.
As mentioned in Chapter 5, events take place at procedure calls, suspensions, resumptions, returns,
failures, and implicit removals. The constant ProcMask contains a cset for all the event codes related to
procedures; similarconstants FncMask, OperMask,a n dScanMask are usedfor othertypesof expression
activity.
7.1 Activation Trees
The event value for calls and resumptions gives the procedure being activated, but other procedure events
such as suspension and return give the Icon value being produced. In order to track the currently active
procedure, the monitor must maintain a model of the program’s procedure activation tree (Figure 7.1).
The procedure evaltree() described in this section maintains a simple model of procedure activation
trees using records for tree nodes. Each record corresponds to an activation of a procedure. The record
contains the procedure, the parent activation record from which the procedure was called, and a list of any
children (including suspendedones) that this activationof the procedure has called:
record activation(value, parent, children)
When used in an EM, the record type may have additional ﬁelds to maintain other information about the
procedure activation, such as the number of results it has produced. Figure 7.2 shows the Icon structures
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Figure 7.1: An activation tree
formed by evaltree() to model the activationtree in Figure 7.1. The source code for evaltree() is presented
in AppendixA.
evaltree() maintains the complete activation tree as well as the current activation with the following
monitor-event loop. It is called with an event mask parameter and two procedure parameters. The event
mask parameter gives all the events needed by the EM. The procedure parameters consist of a callback
procedure used to inform the monitor of changes in the tree, and a record constructor for a record type that
has at least the ﬁelds declared above. The callback procedure is called with the activation record being
entered as well as the activation record being exited.
procedure evaltree(mask, callback, activation record)
# ... compute codes for each branch of the case clause from mask
while EvGet(mask) do
case &eventcode of
f
# ... clauses maintain the activation tree and call client callback procedure
g
end
In order to operate properly with any combination of procedure, function, operator, and scanning
environment events, evaltree() examines its event mask and builds up lists of codes related to each of
the six tree-modifying events. It stores these lists in the global variables CallCodes, SuspendCodes,
ResumeCodes, ReturnCodes,FailCodes,a n dRemoveCodes. Inaddition,evaltree() createsadummy
root activationon which to build the activation tree.
The branches of evaltree()’s case clause perform the actual tree manipulations and then call the client
callback procedure, supplyingit with both the activation being entered and the activation being exited. For
each call event, a new nodeis created and inserted as theright-most child ofthe current node. The new node
becomes the currently executing node.
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Figure 7.2: An Icon representation of an activation tree
!CallCodes:
f
entered := activation record()
entered.node := &eventvalue
entered.parent := current
entered.children := []
put(current.children, entered)
current := entered
callback(current, current.parent)
g
Return and fail events result in the inverse of a call event: The current node is removed from the
activation tree, and the parent of the current node becomes active. When an Icon return expression is
executed, the instrumentation produces removal events for all descendants of the returning node preceding
the resultingreturn event.
!ReturnCodes
j !FailCodes:
f
exited := pull(current.parent.children)
current := current.parent
callback(current, exited)
g
45Suspendandresumeeventsdonotchangethestructureofthetree. Forsuspendevents,theparentbecomes
the current (active) node; for resume events the right-most suspended child is resumed and becomes the
current node. After the current node is updated, the client callback procedure is called.
!SuspendCodes:
f
current := current.parent
callback(current, current.children[
￿1])
g
!ResumeCodes:
f
current := current.children[
￿1]
callback(current, current.parent)
g
Removal events denote the implicit exit of a node in the activation tree as a result of control ﬂow.
Typically a removal event precedes the current node’s return or failure and denotes the destruction of the
currentnode’sright-mostchild. If thecurrentnodehasnochildren,removalindicatesanimplicitdestruction
of the current node, indicatingthat it will not be used in the surroundingexpression evaluationcontext.
!RemoveCodes:
f
if exited := pull(current.children) then
f
while put(current.children, pop(child.children))
callback(current, exited)
g
else
f
exited := pull(current.parent,children)
current := current.parent
callback(current, exited)
g
g
The default clause in this case expressionsimply calls the client callback procedure. The activationtree
is not modiﬁed. This clause is useful because execution monitors that use evaltree() may be interested in
other types of events besides those that involve the activation tree.
default: callback(current, current)
7.2 An animated call-result scatterplot
Toillustratethe useof evaltree(), thefollowingexample plotsthe numberof times each procedure has been
called along the x axis, while the number of results it has produced is plotted along the y axis. Points are
movedwhenevereithera callora resumptionoccurs. Iftheuserpressesa mousebuttonononeoftheplotted
points, the names of any procedures plotted at that point are listed. An example screen image from this
program is given in Figure 7.3; the name GenMoves in the lower right corner is the name of the procedure
plotted at the last location on which the mouse was clicked. The image does not convey the nature of the
animation, in which plottedpointsstart in the upper left corner and migrate downand to the right at varying
speeds and directions.
46Figure 7.3: A scatterplot with motion
A call-result scatterplot serves several purposes. It serves as a basic procedure call proﬁler, revealing
which procedures are used the most and are therefore most important in overall performance. Since this
information is presented while the program is executing, it provides quicker feedback than proﬁlers that
present information only after execution has run to completion. Feedback during execution also shows
temporal changes associated with major phases in the program. These uses are language-independent. The
call-result scatterplot also serves two language-speciﬁc purposes: It shows the user which procedures are
generators, and how many results the procedures are producingper call.
When a procedure consistently produces no results, it moves horizontally along the top edge. On the
other hand, if a procedure generates results, it moves vertically straight down. If a procedure consistently
returns with one result, it moves diagonally down and across. The slope of a line from the origin to a given
procedure’s point on this graph gives the average number of results that procedure has produced per call.
If the motion of a point plotted for a procedure changes its direction substantially it may indicate unusual
behavior that is worth further examination.
Two global tables, calls and results, store the dimensions’ counts for each TP procedure. The global
table loc2procs maintains a set of procedures plotted at each point on the graph; loc2procs is keyed by the
integer-encoded locations introduced in the preceding chapter and is discussed in more detail later.
global loc2procs, # table of sets of procedures at a given location
calls, # table of call counts
results # table of result counts
Procedure main() performs initialization and calls evaltree(), which in turn obtains events, builds the
activationtree, and callsscat callback() foreach event report. main() passesscat callback()toevaltree()
as a parameter, in addition to the event mask to use and the record type to use for activations. The event
maskincludesprocedure eventsselectedbythesymbolProcMask andmonitorinteractionevents,indicated
bythe symbolE MXevent. Monitorinteractionevents, describedinChapter 5, providea convenientmeans
of incorporatinguser input such as mouse clicks and buttonpresses into EMs withouta need for separately
pollingthe EM windowfor activity.
47# ... from procedure main()
&window := open("scat","x","width=150","height=180")
j
stop("can’t open window")
calls := table(0)
results := table(0)
loc2procs := table()
evaltree(ProcMask ++ E MXevent, scat callback, activation)
scat callback() updates the plotted location of a procedure whenever it is called or produces a result,
calling plot() to increase the appropriate procedure’s x- or y-coordinate, respectively. If the event is a call,
the point corresponding to parameter new (the activation being entered) is updated, while if the event is a
suspend or a return, the point correspondingto parameter old (the activationbeing exited) is updated.
If the event indicates user activity, a code indicating the user input is supplied in &eventvalue,a n dt h e
keywords &x and &y are updated to indicate the mouse location. If the user presses the escape character
"
ne", monitoring is terminated; if the user presses a mouse button, write names() is called to write the
names of procedures plotted where the mouse indicates.
procedure scat callback(new, old)
case &eventcode of
f
E Pcall: plot(new.node, 1, 0)
E Psusp
j E Pret: plot(old.node, 0, 1)
E MXevent:
f
case &eventvalue of
f
"
ne": stop("execution halted")
&lpress: repeat
f
write names()
if XEvent() === &lrelease then break
g
g
g
g
end
Theprocedureplot() takesa procedureand updatesthetablestoreﬂect itsnew position. If theprocedure
is the only occupant of the screen coordinate it is leaving, the point is erased there; similarly if the new
position is not already occupied, a point is drawn. “Points” are plotted two pixels wide and two pixels
high because individualpixels provide poor visibilityon some displays. An even larger size might improve
visibility further at a cost of screen space. plot() uses a logarithmic scale in order to keep the screen size
required by thisapplicationreasonable for large programs. A logarithmic scale is chosen over a linear scale
because any linear scale would either plot the most important often-called procedures off the edge of the
chart or else plot all the less frequently called functions together in one corner of the chart. The scaling
process uses the distance of the point from the origin in order to preserve the ratio of calls to results in the
scaled point; this is discussed in more detail below.
48procedure plot(who, iscall, isrslt)
loc := scaled location(calls[who], results[who])
if *delete(
nloc2procs[loc], who) = 0 then
XClearArea(horizontal(loc) * 2, vertical(loc) * 2, 2, 2)
calls[who] +:= iscall
results[who] +:= isrslt
loc := scaled location(calls[who], results[who])
/loc2procs[loc] := set()
if *insert(loc2procs[loc], who) = 1 then
XFillRectangle(horizontal(loc) * 2, vertical(loc) * 2, 2, 2)
end
scaled location(x, y) scales its arguments and produces an integer encoding of the point (x, y)
with the x-coordinate in the most signiﬁcant 16 bits and the y-coordinate in the least-signiﬁcant 16 bits.
scaled location() also computes the distance from the origin for a point using the Pythagorean theorem; it
is used during scaling.
procedure scaled location(x, y)
length := sqrt(x
^ 2+y
^ 2)
return location(scale(y, length), scale(x, length))
end
The procedure scale(coord, len) applies a logarithmic scaling factor to a coordinate. If logarithmic
scales were applied separately to the x- and y- coordinates, the proportions of calls to results would not
be preserved and the resulting points would be plotted artiﬁcially close to the central diagonal of slope 1.
Instead, the logarithmic scale is applied to the distance from the origin. The coordinate is multipliedby the
ratio of the scaled lengthto the originallength. When both coordinatesare so scaled, the scaled pointforms
a similar triangle to the original unscaled point; the slope of calls to results is preserved from the unscaled
point.
procedure scale(coord, length)
if length
< 1 then return 0 # avoid divide by 0 error
return integer(coord * log(length, 1.25) / length)
end
Procedure write names() printsthe names of allproceduresplottednear a mouse click. It buildsa list L
of the names of all procedures in the loc2procs table locatedwithinone pixelof the currentmouse location.
When write names() has built the list of procedures, it erases the last name list, and writes the new list of
names in the lower left corner of the window.
procedure write names()
static maxrows, maxcolumns
&x /:= 2
&y /:= 2
# build a list of names of procedures
L: =[]
49every i :=
￿1t o1d o
every j :=
￿1t o1d o
f
loc := location(&y + j, &x + i)
every put(L, procedure name(!
nloc2procs[loc]))
g
# compute the geometry needed to erase last name list
if max := *L[1] then
f
every max
<:= *!L
maxcolumns
<:= max
g
maxrows
<:= *L
&col := XColumns()
￿ maxcolumns
&row := XRows()
￿ maxrows
￿ 1
XClearArea(&x, &y)
if *L
> 0 then
every i := 1 to *L do
f
XGotoRC(XRows()
￿ *L + i, XColumns()
￿ max)
writes(&window, L[i])
g
e := XEvent()
end
The scat program could be generalized in several ways; for instance, it is trivial to extend scat to
accomodate Icon’s built-in function and operator repertoire. If this information were cross-referenced with
staticknowledgeofwhich functionsand operatorswere generators,scat couldshowwhethertheyare being
used generatively, or only used to obtain single results as in conventional programming. Another useful
w a yt oe x t e n dscat would be to allow the user to specify lines (slopes) to indicate a procedure’s expected
result/callratio; if the number of resultswere too low or too high, the user mightwant to stop executionand
inspect the situationin closer detail.
7.3 Algae
A program named Algae illustrates one approach to displayingprocedure and generation activity in a more
connected fashion. Algae displaysan animated representation of the activation tree for procedures, built-in
functions, and/or string scanning environments as the TP executes, and serves as a basis for other more
sophisticatedEMs that are presented in later chapters.
Algae is designed to use little screen space and does not require rearrangement of nodes as the tree
changes, like conventional approaches to tree layout do. This attempt to save screen space and animation
time produces an approximationof the activationtree that sacriﬁces the details of parent-child relationships
inthetree. TheAlgaemetaphorismeanttocomplementmoreconventionallayouts,nottoreplacethem. The
idea behind Algae is to present enough of the expression activity so that common goal-directed evaluation
patterns in TP are identiﬁed and strange behavior can be noticed as an unfamiliar pattern in the animation.
50Figure 7.4: Algae
Algae geometry
The Algae window uses a simple two-dimensional grid of cells; the vertical dimension depicts expression
nesting depth, such as calls and returns from procedures. The horizontal dimension depicts generator
suspension width, such as procedure, function/operator, and scanning environment suspension. Whenever
a computation is suspended, new computations at the same level start in the next cell column to the right,
indicatingthepossibilityofbacktrackingintothesuspendedcomputation. AsampleimageofAlgaeisshown
in Figure 7.4. The target program being monitored is a recursive descent parser. Magenta (depicted as dark
gray) cells represent suspended Icon procedures for the nonterminals of a parse that is being attempted. A
yellow (light gray) cell in the bottom-right is the currently active procedure. Light blue (medium gray)
is used to ﬁll in cells when they are vacated; coloring these cells provides a “high water mark” for the
computation up to any given point and gives it an overall characteristic shape.
Inorder tosupportthetwo-dimensionalgeometry, Algae’s activationtree records haveﬁelds for therow
and the column of the cell assigned for each activation:
record algae activation(value, parent, children, row, column, color)
Since screen space is limited, each activation is depicted as a small hexagon in the window, color-coded
by the kind of activation (procedure, function, operator, or string scanning environment). The size of
the hexagons is scalable. Given this geometry it would be easier to plot Algae using rectangular points.
Hexagons are used primarily for their visual effect – they provide a smoother animation as the tree grows
and shrinks. Positionchangesin Algaeare often diagonal,and ina squaremapping, these changesappear to
be a farther distance than horizontal or vertical position changes. A collection of Icon procedures totalling
roughly 160 lines were written to manipulate hexagons; they are omitted here for the sake of brevity. In the
code below, the procedure spot() ﬁlls a hexagon at a given location with a particular color.
Because screen space is limited and the activation tree is constantly changing, Algae does not lay out
the tree in a way that spreads out nodes throughout the available screen space. Instead, Algae lays out tree
51nodes from the leftmost edge of the window, being careful to maintain the correct depth and breadth of the
tree, and making sure that no two nodes occupy the same cell. When a new node is created, it is a assigned
a cell with a row given by its level; the column is computed by inspecting the existing tree and ﬁnding the
ﬁrst positionto the right of both the parent node and any nodes at the new node’s level.
Since expression trees grow and shrink along their rightmost edge, the tree search to assign a column
is a pre-order depth-ﬁrst right-to-left search. An important special case is if the node’s parent already has
a child, in which case the newly-created node can immediately be assigned a column adjacent to its older
sibling; this case is handled directly in algae callback() for efﬁciency and often allows the tree search to
be avoided entirely.
The code to compute the column is:
procedure computeCol(parent)
node := parent
while node.row
> 1 do node :=
nnode.parent # ﬁnd root
if node === parent then return parent.column
if col := subcompute(node, parent.row + 1) then
return max(col, parent.column)
else
return parent.column
end
procedure subcompute(node, row)
# check this level for correct depth
if
nnode.row = row then return node.column + 1
# search children from right to left
return subcompute(node.children[*node.children to 1 by
￿1], row)
end
Using evaltree()to incrementally update the display
Algae makes extensive use of colors to indicate the kind of activation, such as whether it is a procedure,
function, or string scanning environment. In main(), several bindingsare created with different foreground
colors, as described in Chapter 5. The colors used are arbitrary and the user can determine the contents of
the node by clicking on it if the color is not familiar.
After initialization, Algae calls evaltree() and passes it a reference to the procedure algae callback().
The event mask used is variable and depends on command-line arguments. The body of algae callback()
performs the incremental animation of the tree. Each event that modiﬁes the activation tree entails the
updatingof two displaycells: a cell that is entered is drawn in yellow to mark it as the active cell, and a cell
thatisexitediseitherdrawn inthecolorassociatedwiththe activation(ifitissuspended)orina background
gray color (if the associated activation has returned or failed and no longer exists).
case &eventcode of
f
!CallCodes:
f
new.column := (old.children[
￿2].column + 1
j computeCol(old))
new.row := old.row + 1
new.color := Color[&eventcode]
spot(
nold.color, old.row, old.column)
52g
!RetCodes
j !FailCodes: spot(background, old.row, old.column)
!SuspCodes
j !ResumCodes: spot(old.color, old.row, old.column)
!RemCodes:
f
spot(black, old.row, old.column)
XFlush(black)
delay(100)
spot(background, old.row, old.column)
g
E MXevent: user event(&eventvalue, new)
g
spot(yellow, new.row, new.column)
Algae controls
User controlofAlgae consistsof markingspeciﬁc hexagons(usingthe left mousebutton)orentire rowsand
columns (using the middle button) to pause execution. Pressing the right button atop an hexagon marked
active or suspended printsthe name of the associated procedure or function, or the subject of the associated
stringscanningenvironment. Theinputhandlingisperformed bydo event() inresponsetoan E MXevent.
Each call to algae callback() checks to see whether the cell being entered is one selected by the user
to pause execution, and if it is, the callback procedure loops reading user events untilthe user indicates that
execution should continue. algae callback() concludes with the code for this test:
loc := location(new.row, new.column)
if
nstep
j (new.column
>=
nmaxcolumn)
j
(new.row
>=
nmaxrow)
j
nhotspots[loc] then
f
step := &null
XWindowLabel("Algae stopped: (s)tep (c)ont ( )clear ")
while e := XEvent() do
if user event(e, new) then break
XWindowLabel("Algae")
g
The procedure user event() returns if execution should proceed, but fails if execution is still paused
and another user event should be obtained. The code for user event() is somewhat lengthyand is included
in the complete text of Algae in Appendix A.
The techniques presented here apply not only to Icon’s built-in functions, operators, and scanning
environments — the evaltree() procedure can accomodate all of these kinds of events simultaneously and
maintain one large expression activation tree. Some differences between the different kinds of activations
exist;an obviousone isthat functionand operator eventsare so frequent thatmonitoringthem inan EM like
Algae vastly reduces the tool’s effectiveness in monitoring the less-frequent procedure activity. It would be
usefulto explore variantsof evaltree() that allowcertain subtrees tobe ignored,or do not plotactivityat all
unless interesting behavior such as generation or backtracking takes place.
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Monitoring Memory Usage
Memory usage is an important aspect of program behavior that is not directly evident from source
code examination. The execution monitoring instrumentation produces events on every memory allocation
with an event code that indicates the type allocated and a corresponding event value giving the size of the
allocationin bytes. In addition,events occur at garbage collections,includingthe types and sizes of objects
that survive reclamation. Allocationevents are selected with the evinit symbol AllocMask.
This chapter presents a variety of EMs that portray aspects of memory usage. First, EMs are given that
plot each individual allocation in relation to other recent allocations; they are useful in observing localized
program behavior such as allocations of unusual size or changes in the major phases of execution. Later
in the chapter, EMs that portray cumulative memory usage behavior are discussed; they provide a useful
proﬁling service and a general understandingof the TP’s use of memory. These simple examples illustrate
onlya fewofmany visualmetaphorsthathavebeendevelopedformemory usage, rangingfrom literalviews
of the heap to completely abstract animations whose patterns reﬂect a program’s memory allocations. Some
of the other tools that portray memory activity are described in a separate document [Gris92b].
8.1 Allocation by type
Many visual metaphors can be used to depict allocation types or sizes, or both. Two allocation monitors
are presented in this section. The ﬁrst emphasizes frequencies and patterns of types in allocated memory,
while the second emphasizes allocationsize information. These examples also exhibit a clean separation of
the data collectionand graphics rendering tasks, enabling the visual metaphors to be used in other tools that
monitor types of events other than memory allocations.
8.1.1 Pinwheel
Thepinwheelmetaphorpresentsa sequenceof values,inthiscase theeventcodes associatedwithallocation
event reports, encoded as colors or textures drawn in sectors around a circle. The n sectors of the circle
representahistoryofthelastnallocationeventsin theTP’s execution. Ascreen imagefromaprogram using
this metaphor to present memory allocationpatterns is given in Figure 8.1. In thisexample, event codes for
Icon’s allocated types are mapped onto colors. The view is updated on each allocation; the animation rate
gives an indicationof the frequency with which memory allocations occur.
Pinwheel and many other visual metaphors have been encapsulated in procedures for use by execution
monitors. By using a common set of conventions, the metaphors can be applied interchangeably and to
different types of data. The procedure pinwheel(), called with no arguments, starts with local variable
declarations and then initializesseveral variables that scale the mapping.
54Figure 8.1: Pinwheel
procedure pinwheel()
local clear, xorg, yorg, radius, radians
local angle, arc, sector units, fullcircle, blank, max, xratio, yratio
max := real((XWidth() < XHeight())
j XWidth())
xratio := XWidth() / max
yratio := XHeight() / max
fullcircle := 360 * 64
angle := 0 # initial degrees x 64
radians := 0
sector units := fullcircle / Sectors # amount to advance
blank := 2 * sector units # amount to blank
xorg := XWidth() / 2
yorg := XHeight() / 2
radius := max / 2
while NextEvent() do
f
XFillArc(Background, 0, 0, XWidth(), XHeight(), angle + sector units, blank)
XFillArc(Binding, 0, 0, XWidth(), XHeight(), angle, sector units)
XDrawLine(Background, xorg, yorg, xratio * radius * cos(radians) +
xorg, yratio * radius * sin(radians) + yorg)
angle +:= sector units
angle %:= fullcircle
radians :=
￿dtor(angle / 64)
g
end
Pinwheel’smainloopreadsa monitoringevent,drawsaﬁlledarcina bindingthatusesacolorassociated
with the event, and erases the next slice of the pinwheel to mark the edge of motion. The local variable
angle, the front edge of the pinwheel motion, is advanced at each iteration. The procedure NextEvent()
encapsulates the task of reading a program event and selecting an appropriate color (or texture) to portray it
55so that the type of data being processed and the color used to draw the pinwheel are independentof the task
of drawing the pinwheel itself. NextEvent() assigns the global variable Binding a window value with an
appropriate foreground color for use in drawing the sector.
8.1.2 Nova
The nova metaphor is another example of a radial mapping of a sequence of event reports. Each allocation
event report is plotted as a line segment from the center of the window in polar coordinates, with a radius
givenbythe size ofthe allocation(&eventvalue), at a regular angularoffset from the preceding value. Like
pinwheel, the graphic is drawn in a color that indicates the allocationtype, based on the event code, and the
displayis animated at the rate at which memory allocationstake place. An example screen image from nova
is shown in Figure 8.2.
Figure 8.2: Nova
Like pinwheel, nova begins with an initializationsection, followed by a loop that reads an event (again
using NextEvent()) and draws a line at the appropriate angle and of the appropriate length.
procedure nova()
local clear, xorg, yorg, radius, radians
local angle, arc, sector units, fullcircle, erase, oldvalue
initial gclear := 1
erase := list(Sectors)
fullcircle := 360 * 64
angle := 0 # initial degrees * 64
radians := 0
sector units := fullcircle / Sectors # amount to advance
xorg := XWidth() / 2
yorg := XHeight() / 2
radius := ((XHeight() < XWidth()) | XHeight()) / 2.0
while NextEvent() do
f
put(erase, Value)
oldvalue := get(erase)
56XDrawLine(Background, xorg, yorg,
noldvalue * cos(radians) + xorg,
oldvalue * sin(radians) + yorg)
XDrawLine(Binding, xorg, yorg, Value * cos(radians) +
xorg, Value * sin(radians) + yorg)
angle +:= sector units
angle %:= fullcircle
radians :=
￿dtor(angle / 64)
g
end
The following example demonstrates how memory allocation monitors may be of practical use. A
poetry-scrambling program submitted by a user produced the visual signature given in Figure 8.3 when run
under a tool using the nova metaphor (the wedge shaped gap in Figure 8.3 is present simply because the
nova’s sweep has not completed its ﬁrst revolution). The program builds up very long lists by repeated
concatenation, resulting in the frequent very large allocations shown in the ﬁgure. After changing two
lines of code to replace a list concatenation with calls to Icon’s put() function, the visual signature became
“normal” and program execution speed doubled (Figure 8.4).
Figure 8.3: Frequent large allocationssuggest a problem
8.2 Cumulative allocation by type
Visualizingindividualallocationeventsisusefulforunderstandinglocalphenomena,butanoverallsummary
of memory allocation is also useful in understandingprogram behavior. The following code segment totals
the amount of memory allocated in the program by data type, building a table of sums that is keyed by the
allocationevent codes for each type. The sums are cumulative,that is, garbage collectionsare not taken into
consideration.
t := table(0)
while EvGet(AllocMask) do
t[&eventcode] +:= &eventvalue
57Figure 8.4: The target program runs twice as fast after a two-line change
8.2.1 Animating a bar graph
The followingprocedure renders a list of non-negativenumbers in a window as a bar graph. Each bar inthe
graph is given a string name in a list called labels whose indices match those of the list of numbers.
procedure bar graph(L, labels, scale)
local height, x, y, i
XClearArea()
height := XHeight()
bar width := real(XWidth()) / *L
XWindowLabel("Bar Graph, scale " || left(scale, 6))
every i := 1 to *L do
f
x: =( i
￿ 1) * bar width
y := L[i] * scale
XFillRectangle(x, height
￿ y + 1, bar width
￿ 2, y)
XDrawString(x, 15, labels[i])
g
end
If bar graph is called frequently, such as every time an event occurs in an execution monitoring
setting, the frequent window updates create a distractingamount of screen ﬂicker. In such an animation, an
incremental approach is more appropriate.
The following program updates a bar graph incrementally. The bar graph presents cumulative memory
allocation by type. An example screen image from this animated bar chart is given in Figure 8.5.
The cumulative allocations are stored in list bars, in the order they appear on the screen. A parallel list
of labels for each bar is maintained in labels; itisbuiltfrom a tableevs thatmaps event codestotheirstring
names. The table is constructed by the standard evinit library procedure evsyms(). The mapping from
event codes to screen position is maintained by the table typecode2bar. The animated bar graph scales
itself as cumulative allocationsincrease.
58Figure 8.5: An animated bar graph
&window := open("barmem","x")
j stop("can’t open window")
height := XHeight()
evs := evsyms()
typecode2bar := table()
bars := []
labels := []
scale := 4.0
The main loop requests an allocation event and calls procedure bar() to update the size of the bar that
corresponds to the event. A new bar is created when a type’s ﬁrst allocation takes place. No screen space is
devoted to types for which no allocation occurs. As each bar’s label is obtained from the event names table
evs, the event’s E preﬁx is strippedby the string subscript [3:0].
while EvGet(AllocMask) do
f
if /event2bar[&eventcode] := *put(bars,0) then
put(labels, evs[&eventcode][3:0] | "?")
extent := (bars[event2bar[&eventcode]] +:= &eventvalue) * scale
if extent > height
￿ 20 then
bar graph(bars, labels, scale /:= 2)
else
bar(extent, event2bar[&eventcode])
g
The procedure bar() simply ﬁlls in a rectangle for the added space.
59procedure bar(extent, i)
x: =( i
￿ 1) * bar width
y := height
￿ extent + 1
XFillRectangle(x, y, bar width
￿ 2 , &eventvalue * scale + 1)
end
8.2.2 Pie charts
The followingprocedure draws a pie chart from a tableshares in which each portion of the pie represents a
key and their relative size is the key’s table value. A parallel table colors of window bindings contains the
color, grayscale, or texture that is used to distinguisheach of the parts.
procedure draw pie(shares, colors, sum, x, y, width, height)
local start, fraction, k, path
start := 0
fraction := 360 * 64.0 / sum
every k := key(shares) do
f
path := fraction * shares[k]
XFillArc(colors[k], x, y, width, height, start, path)
start +:= path
g
end
Unless the update rate is high, a visualization tool using this procedure can be animated by brute-force
by redrawing the entireimage each time rather than incrementally. If the update rate is high, the chart might
only be redrawn when a constituent’s size changes by a signiﬁcant amount, such as more than one percent
of the total. A sample screen image from such a program is given in Figure 8.6.
8.3 Running allocation by type
In order to take garbage collections into account, the program must select E Collect and E EndCollect
events. The E Collect event is produced prior to a garbage collection. The E EndCollect event occurs
after a garbage collection, and if it is selected, the monitoring instrumentation also produces (re)allocation
events in between the E Collect and E EndCollect for the objects that survived the collection.
codes := AllocMask ++ E Collect ++ E EndCollect
t := table(0)
while EvGet(codes) do
if &eventcode === E Collect then t := table(0)
else t[&eventcode] +:= &eventvalue
A more complex example of monitoring allocation by type is the following strip chart. It uses the
approach as the preceding example, but portrays a continuous animation in a window. In the following
example, the y axis is used to show the proportionsof memory used by all types. An example screen image
from this program is given in Figure 8.7.
The program monitors all memory allocation and garbage collection information, maintains a table of
runningsums ofmemory by type,and draws each vertical linein thegraph as aset ofsegments that are color
60Figure 8.6: A pie chart
coded by type and whose length corresponds to the proportion of memory used by that type. An external
library procedure, typebind(), is linked and used to provide the color encoding. typebind() returns a table
whose keys are type allocation event codes and whose values are window bindings with foregrounds set to
variouscolors;thetable isstoredinglobalvariableColors. Since colors vary from device to device, several
palettes are available from typebind(), depending on the output device to be used. The global variable
tallies refers to a table of sums of allocations keyed by type. Global variable heapsize stores the total
amount of available memory. The event processing loop in procedure main() calls redraw() to update the
window on each allocation and clears the window on garbage collection.
61Figure 8.7: A memory allocationstrip chart
tallies := table(0.0)
heapsize := 0
every heapsize +:= keyword("regions", Monitored)
&window := open("MemoryType", "x")
Colors := typebind(&window, AllocMask)
mask := AllocMask ++ E Collect
while EvGet(mask) do
case &eventcode of
f
E Collect:
f
XClearArea()
tallies := table(0.0)
g
default:
f
tallies[&eventcode] +:= &eventvalue
redraw()
g
g
The procedure redraw() updates the display when needed. Real arithmetic is used to minimize numeric
errors in the mapping.
62procedure redraw()
static x
initial x := 0
start := 0
every k := key(t) do
f
segment := XHeight() * real(tallies[k]) / heapsize)
XFillRectangle(Colors[k], x, start, 1, segment)
start +:= segment
g
x: =x+1%X W i d t h ( )
XClearArea(x + 1, 0, 1)
end
Itispossibletosubstantiallyimproveonthistrivialexample;redundantcallsandtypeconversionscanbe
avoided,and many variationsonthemappingfrom the problemspace ontotheimage geometryare possible.
In particular it may be worth avoidingscreen updates when the change to be reported is very small.
8.4 Survival rates across collections
If a garbage collectionreclaims only a small amount of storage, the TP may quicklyrun out of free memory
and collect again. As the frequency of collections rises, overall system performance declines rapidly. This
information can be obtained by selecting E Collect and E EndCollect events and reading TP’s &storage
keyword.
while EvGet(E Collect) do
f
L: =[]
every put(L, keyword("storage", Monitored))
EvGet(E EndCollect)
L2 := []
every put(L2, keyword("storage", Monitored))
write("reclaimed ",integer(real(L[2]
￿ L2[2]) / L[2] * 100),
" percent of the string region")
write("reclaimed ",integer(real(L[3]
￿ L2[3]) / L[3] * 100),
" percent of the block region")
g
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Monitoring String Scanning
As a descendant of SNOBOL4, Icon has a natural orientation towards text processing and includes a
control structure devoted to that task. This chapter presents a brief overview of Icon’s string scanning
facilities and then gives example execution monitors that portray the target program’s use of this control
structure. The examples are themselves relatively simple, but demonstrate the framework’s capabilities in
thisareaandaresuggestiveofmoreadvancedpossibilitiestobeexploredinthisdomainusingtheframework.
Techniquesformonitoringstringscanningcanbe builtbyextendingthetechniquespresentedformonitoring
procedure and operator activity in Chapter 7.
9.1 Overview of string scanning
Icon’s string scanning facility provides high-level text processing capabilities that free the programmer to
think in terms of patterns in the text instead of character-by-character handling of indices and subscripts.
String scanning operations work within the context of a string being scanned, the subject, and a current
position of interest within that subject. Together, the subject and position form a scanning environment
(Figure 9.1).
subject       "the yellow brick road"
position
Figure 9.1: A string scanning environment
The Icon expression
s?expr
evaluates expr ina scanningenvironmentthatconsistsof subjects andan initialpositionof 1 (thebeginning
of the string). Scanning environmentsremain in effect insideany procedure calls within expr. Scanning en-
vironmentsmaybenested;theouterscanningenvironmentissavedandrestoredwhentheinnerenvironment
is entered and exited.
Operations on scanning environments include absolute and relative movement of the position as well
as various forms of string and character set matching and searching. Relatively sophisticated parsing is
performed by using these operators in conjunction with goal-directed evaluation and backtracking. In
particular, the functionsthat change positionwithinan environment, move() and tab(), undo their effects if
they are resumed by backtracking.
649.2 String scanning events
Since a TP may suspend from and later resume a scanning environment, string scanning instrumentation
includesasetofeventsforenvironmentcreation, suspension,resumption,failure,andremoval, analogousto
theeventsthatoccurasaresultofprocedureactivity. Monitoringstringscanningmayentailthemaintenance
of a scanning environment tree using code similar to the procedure activitytree presented in Chapter 7.
In additionto these events, string scanning positionchanges result in the occurrence of E Spos events.
If the scanningpositionis restored by move() or tab() duringbacktracking, a second E Spos event occurs.
Scanning environment activity including position change events can be selected by an EM using the
library symbol ScanMask as the argument to EvGet(). In additionto ScanMask events, a stringscanning
monitor may be interested in calls to the built-in string-scanning functions that comprise Icon’s pattern
matching primitives, such as ﬁnd() and upto().
9.3 Absolute and relative position changes
This section gives two simple EMs that present positionchange information with different emphases: (1) a
view that portrays absoluteposition, and (2) a view that emphasizes relative positionchanges.
Visualizing absolute positions within the subject
String scanning operations move the position of interest within the subject forward or backward. Moving
the position forward is common; moving the positionbackward is less common and usually is triggered by
backtracking during goal-directed evaluation. It is useful to be able to observe when the position moves
forward or backward and how large the changes in positionare relative to the size of the string.
The following program displays an animated strip chart with subject lengths and position change
information. For each position change event, the length of the subject is drawn down from the top and
ﬁlled with two or three colors: a red segment indicates the current position or the number of characters
already processed, while a white segment indicates the remainder of the string not yet processed. If
backtracking has occurred, a gray segment in between the red and the white indicates the furthest forward
that the scanning position has reached or the extent of the backtracking. A sample screen image is given in
Figure 9.2.
The program starts with standard initialization code, including the creation of window bindings for
drawing segments in red and gray. The width of each bar is determined by variable barwidth,a n dt h e
number of pixels drawn per character in the various segments is speciﬁed in the variable scale.
The program’s main loop requests position change events, and plots a segment on the window for each
change. XDrawRectangle() draws a black outline to indicate the size of the scanned subject; calls to
XFillRectangle() plotthered and gray segments. A variablemax holdsthe furthestpositionreached during
scanningofaparticularsubjectstring;thegraysegmentisonlydrawnifbacktrackinghasmovedtheposition
backwards into parts of the subject that have already been scanned.
65Figure 9.2: Absolutestring position
while EvGet(E Spos) do
f
s: =k e y w o r d ( " subject", Monitored)
position := &eventvalue
if s == s old then max
<:= position
else max := 1
if *s
> 0 then
f
XDrawRectangle(x, 0, barwidth, scale * *s)
XFillRectangle(red, x, 0, barwidth, scale * (position
￿ 1))
if max
> position then
XFillRectangle(gray, x, scale * (position
￿ 1),
barwidth, scale * (max
￿ position))
g
x := (x + barwidth + 1) % XWidth()
XClearArea((x + barwidth + 6) % XWidth(), 0, barwidth + 6)
s old := s
g
This simple EM does not scale its output to ﬁt the window; in the event a very long subject is scanned,
output is clipped to window boundaries. An additional limitation is that backtracking information is not
saved and restored for nested scanning environments.
Visualizing relative position changes
By tracking relative position changes, backward motion is highlighted and large position changes are
emphasized. The following EM plots relative position change as distance from the middle of the window,
with forward position change going below the midpoint and backward position change going up from the
midpoint. A sample screen image is shown in Figure 9.3.
After initialization, the main loop reads E Spos events and uses the keyword() function to obtain the
correspondingsubject. If the subject is unchangedsince the last event, the relative positionchange is noted.
Like the previous example, this tool would provide more accurate information if it saved and restored the
subject for nested scanning environments. The next section provides a method for doingso.
66Figure 9.3: Relative string position
barwidth := 3
&window := open("pos", "x")
j stop("can’t open window")
x: =0
while EvGet(E Spos) do
f
s: =k e y w o r d ( " subject", Monitored)
p := &eventvalue
XFillRectangle(x, XHeight() / 2, barwidth, 1)
if s === s old then
if p
> p old then
XFillRectangle(x, XHeight() / 2, barwidth, p
￿ p old)
else if p old
> p then
XFillRectangle(x, XHeight() / 2
￿ (p old
￿ p), barwidth, p old
￿ p)
x := (x + barwidth + 1) % XWidth()
XClearArea((x + barwidth + 6) % XWidth(), 0, barwidth + 6)
s old := s
p old := p
g
9.4 Scanning operations and the environment tree
Since scanning environmentsmay be nested in much the same way as procedures, functions, and operators,
it makes sense to use a tool similar to the Algae tool presented in Chapter 7 to portray nested scanning
environments. One way to make use of such a toolis to displayscanningactivitysuchas callsand resultsof
stringscanningfunctionsand operators as graphicalmanipulationsinsidethe hexagon allocatedby Algae to
the active scanning environment.
A modiﬁed version of Algae that displays string functions and operators encoded as colors is shown in
Figure 9.4. The program uses the pinwheel metaphor from Chapter 8 to animate the sequence of operations
independentlywithineach scanning environment. Around the pinwheels’outsideborders, circles are drawn
inred, white,andgraysegmentstoshowcurrentpositionandpositionalbacktracking,similartotheabsolute
string positionsexample given earlier. The border around the pinwheel in the second column of Figure 9.4
is almost entirely dark (the grayscale depictionof red), indicatingthat the scanning positionis almost to the
end of the string, while the border around the pinwheel in the fourth column is only slightlydark above the
67three o’clock position,showing that the scanning positionis still near the front of the scanned string.
Figure 9.4: Scanning environment trees and operations
In order to add this kind of detailed information about string scanning environments, extra ﬁelds are
added to Algae’s activation record type for the current scanning position, the farthest scanning position
reached in the scanning environment, and the environment’s pinwheel angle (expressed in units of 1/64th of
a degree).
record activation(node, parent, children, row, column, color, pos, maxpos, angle)
Updating position in the current scanning environment
Positionchangeeventsareaddedtotheeventmaskpassedtoevaltree(). Thecaseexpressionofthecallback
procedure for E Spos events updates the current scanning environments positionﬁelds, and draws red and
gray arcs around the outside of the hexagon to show positioninformation. Global variables HexWidth and
HexHeight are used to determine the region inside the hexagon that is available for drawing.
Notethatacallback staticvariable, scanenv, isusedratherthanthe currentactivation(new), which can
beaprocedure, function,oroperatorcalledwithinthecurrentscanningenvironment. scanenv ismaintained
by code added to the case expression branches of Algae’s evaltree() callback procedure, described below.
68case &eventvalue of
f
# ... other Algae case branches as given in Chapter 7
E Spos:
f
scanenv.pos := &eventvalue
scanenv.maxpos
<:= &eventvalue
unit := fullcircle / *scanenv.node
XDrawArc(red, hexcolumn x(scanenv.col) + 5,
hexrow y(scanenv.row, scanenv.col) + 5,
HexWidth
￿ 10, HexHeight
￿ 10, 0, (&eventvalue
￿ 1) * unit)
if scanenv.maxpos > scanenv.pos then
XDrawArc(gray, hexcolumn x(scanenv.col) + 5,
hexrow y(scanenv.row, scanenv.col) + 5,
HexWidth
￿ 10, HexHeight
￿ 10,
(&eventvalue
￿ 1) * unit, (scanenv.maxpos
￿ scanenv.pos) * unit)
XDrawArc(wwhite, hexcolumn x(scanenv.col) + 5,
hexrow y(scanenv.row, scanenv.col) + 5,
HexWidth
￿ 10, HexHeight
￿ 10,
(scanenv.maxpos
￿ 1) * unit, fullcircle
￿ (scanenv.maxpos
￿ 1) * unit)
g
g
Drawing pinwheel sectors for string scanning functions
Theglobaltableofcolorsisextendedtomapimportantstringscanningfunctionsontowindowbindingswith
foreground colors that indicate which function is being performed. Activity that involves these functions
is captured by adding code to the callback procedure’s case expressions. The code for suspension events is
shown here; similar code is added to the other cases.
!SuspCodes:
f
pinwheel(scanenv,
nColors[new.node])
# ... rest of code for suspension events
g
Maintaining pinwheels for nested scanning environments
The added ﬁelds of an activation record are initialized whenever a new scanning environment event is
received. The modiﬁed code looks like:
!CallCodes:
f
# ... code as given in Chapter 7
if &eventcode === E Snew then
f
new.pos := new.maxpos := 1
new.angle := 0
g
g
69The pinwheel drawing procedure from Chapter 8 is revised to take an activation record and a window
bindingwith a foreground color to encode the stringoperation being performed, and draw a single sector in
that foreground each time it is called.
procedure pinwheel(arecord, win)
static full circle, sector units
initial
f
full circle := 360 * 64
sector units := full c i r c l e/1 6#1 6s e c t o r si nt h ec i r c l e
g
radians :=
￿dtor(arecord.angle / 64)
x := hexcolumn x(arecord.col) + 6
y := hexrow y(arecord.row, arecord.col) + 6
width := HexWidth
￿ 12
height := HexHeight
￿ 12
center x: =x+w i d t h/2
center y := y + height / 2
XFillArc(arecord.color, x, y, width, height, arecord.angle + sector units, blank)
XFillArc(win, x, y, width, height, arecord.angle, sector units)
XDrawLine(arecord.color, center x, center y,
radius * cos(radians) + center x, radius * sin(radians) + center y)
arecord.angle +:= sector units
arecord.angle %:= full circle
end
9.5 Conclusions
String scanningis an importantfeature in Icon. In order to monitorit correctly, an EM must notonly handle
positionchanges, butalsohandlenestedandsuspendedscanningenvironments. Theextraattentionrequired
to monitor scanning correctly parallels the effort required to implement scanning correctly in the language.
Althoughstringscanningisimportant,mostprogramsusestringscanninginextremelysimpleways. Al-
thoughdetailedviewswillalwaysbe usefulindebuggingsituations,inmoregeneralprogram-understanding
efforts the information provided by literal text-oriented views of string scanning may be less useful than
might be expected. A better approach may be to view string scanning within a larger context of program
operation, such as the modiﬁed Algae example. It is not clear how to best monitor and visualize string
scanning; this is still an open area for research.
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Monitoring Data Structures and Variable Usage
Previous chapters have demonstrated techniquesfor monitoringvarious aspects of program control and
memory usage. Althoughsome aspectsof TP data usage are observableby means of memory allocationand
garbage collectionevents, key aspectsof program behaviorare oftencharacterized interms of operationson
program data, such as manipulationsof program data structures or variable references.
This chapter presents techniques for monitoring data from both program-wide and narrower, variable-
oriented viewpoints. Example EMs include list access monitors that show usage of Icon’s built-in list data
typeonaprogram-widescale,andvariablereference monitorsthatshowactivitywithinindividualprocedure
activations. There are many otherways to present data structureactivityand thisis an open area of research.
The examples in this chapter illustratethe capabilities and possibleuses of the framework in this domain.
10.1 List Accesses
Ona program-widescale, a toolthatvisualizeslistactivityisrepresentativeof techniquesneeded tomonitor
Icon’s list, table, record, and set data types. Icon’s list data type is used for a variety of purposes. Some
programs use a few large lists,whileother programs may usehundredsor thousandsof small lists. Listscan
change in size dynamically using both queue and stack operations, and they can also be accessed randomly
similar to arrays in other languages.
ThefollowingEMportraysanoverallviewoflistbehaviorina TP. TP’slistsare presentedasasequence
of vertical bars, with each bar’s length proportional to the size of the corresponding list. Vertical segments
of the bars are color-coded by the types of the lists’elements. If all of a list’s elements are of the same type,
this forms a solid bar of that type’s color; if a list is heterogeneous, its appearance is “candy-striped” with
the variouscolors of itselements’ types. The horizontalpositionof a list’sbar on the displayis givenby the
list’s serial number. A serial number is an integer associated with each list when it is created. Using serial
numbers to determine screen positionorders the lists from left to right by time of creation.
Queue, stack, and array-style random accesses are portrayed by changing the size of the bar (in the case
of queue and stack accesses) or brieﬂy paintinga segment of the bar black and then redrawing it (in the case
of random accesses). An example image from this program is given in Figure 10.1. Empty columns in this
view indicate serial numbers at which no list has yet been created (on the far right) or lists that are empty or
have been garbage collected (in the middle of the ﬁgure).
One of the key features of this program is a high degree of scalabilitynecessary in order to accomodate
programswithverylargenumbersoflistsandyetpresentasmuchdetailasscreen spaceallows. Inparticular,
if the number of lists is too large to ﬁt in the window, the window is split into two rows and the number
of vertical pixels per element is halved; this generalizes to n rows of as few as one vertical pixel per list
element. Figure 10.2 depicts a view in which the number of lists has caused a split into two rows. Figure
10.3 depicts a scaled image for a larger number (around 400) of lists requiring eight rows. Spaces in the
ﬁgures again generally indicate empty or garbage-collected lists.
This scalability is achieved by maintaining a number of interdependent variables to describe the screen
geometry. The window is dividedinto a matrix of size rows by cols corresponding to individual lists; each
71Figure 10.1: A list access monitor
Figure 10.2: A moderate number of lists
element of the matrix is in turn divided into vertical segments of height elem height.
global
rows, # number of rows of entire lists
cols, # number of lists displayed per row
elem height # height of an individual list element
In additionto thisbasic screen geometry, a count of the number of listsin TP is kept in number active,
and the mapping from lists to window (row,column) coordinates is maintained in table list locations.T h e
mappingfrom liststowindowcoordinatesuseslistserialnumbersaskeys,ratherthanlistvaluesthemselves.
If the EM retained references to the TP lists instead of their serial numbers, none of the TP lists could be
reclaimed by garbage collection.
Procedure redraw() draws an entire picture of all the lists in the program. It uses the MT Icon function
structure() to generate all the allocated structures in the program, and assigns each list a row and column.
72Figure 10.3: A large number of lists
Each element of each list is then drawn by XFillRectangle() in a color determined by the element’s type by
a call to objcolor().
procedure redraw()
XClearArea()
column width := XWidth() / cols
row height := XHeight() / rows
every i := 1 to rows
￿ 1 do XDrawLine(0, i * row height, XWidth(), i * row height)
number active := 0
list locations := table()
every type(L := structure(Monitored)) == "list" do
f # for every list in the heap...
number active +:= 1
row := 1 + number active / cols
col := number active % cols
list locations[serial(L)] := location(row, col)
every index := 1 to *L do
XFillRectangle(objcolor(L[index]), col * column width, (row
￿ 1) * row height +
(index
￿ 1) * elem height + 1, column width, elem height)
g
end
73Procedure redraw() is called whenever the scaling must be changed. The view it establishes can be
updated incrementally for ordinary list construction and access by drawing one or more individual list
elements with procedure plot(). plot() draws a rectangle, ﬁrst with a black rectangle to highlightthe access,
and then with a rectangle of a speciﬁed color.
procedure plot(w, row, col, index, del)
/del := 40
x := col * column width
y := (row
￿ 1) * row height + (index
￿ 1) * elem height + 1
if del
> 0 then
f
XFillRectangle(vblack, x, y, column width, elem height)
XFlush(vblack)
delay(del)
g
XFillRectangle(w, x, y, column width, elem height)
end
The main loop fetches list events and updates by calling plot(). redraw() is called when the screen
becomes full or the window size changes. One signiﬁcant detail of list access monitoringis that a list access
resultsintwoevents,onewiththelistitselfforaneventvalue, andasecondeventwithanintegereventvalue
that gives the index accessed within the list. EM saves the list value in the ﬁrst event and uses it when the
second is reported. Since the events come in pairs, TP does not do anything in between the two events, but
after the second event, EM must use and then destroy its reference to the list or it might spuriously prevent
the list from being garbage collected.
while EvGet(ListMask) do
case &eventcode of
f
E Lref : L := &eventvalue
E Lsub :
f
index := &eventvalue
if index
< 0 then
index +:= *L + 1
loc := list locations[serial(L)]
plot(objcolor(L[index]), vertical(loc), horizontal(loc), index)
L := &null
g
# ... other events handled similarly
g
Althoughthisexampleusessomesophisticationtoscalewelltolargernumbersoflists,itcanbeenhanced
in various ways. For example, relaxing the direct mapping from serial number to screen location would
allow screen-space to be reclaimed whenever a list was garbage collected. Another improvement would be
to portray list operations in a visually distinct way instead of simply maintaining an accurate representation
of the lists’ contents.
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Monitoring structure accesses with techniques such as those described in the previous section is useful,
but in many EMs, notably debuggers, data monitoring is driven from the variables used in the program.
We consider two examples of variable monitoring, one that visualizes all variables and one that identiﬁes
references to speciﬁc variables of interest.
10.2.1 Assignment events
Oneofthemostcommonmonitoringtechniquesistheobservationofassignments,wheretheuserisinformed
or monitoring code is executed whenever an assignment to a particular variable or set of variables is made.
The instrumentation reports an E Assign event on each assignment. E Assign has a string event value
equivalent to calling name(v) on the assigned variable, sufﬁxed by a scope code. The scope codes are
Code Scope
"+" global
":" static
"-" local
"ˆ" parameter
Statics, locals, and parameters are followed by the name of the procedure in which they are deﬁned.
For example, a local variable i in procedure main() would produce an E Assign event value "i-main".
Variable references to structure elements have no scope code.
Forassignmentstonamedvariablesandkeywords,thenameandscopearesufﬁcienttoperformreference
detection;thename andscope may be augmentedby procedureactivityinformationin order toprovideﬁner
detail for local (and especially recursive local) variables. For assignments to structure elements, the event
value cannot produce the name. A given structure element might be assigned by means of any of several
variablesthat reference the structure. For thisreason, reference detectiontechniquesare different for named
variables and for structure-element variables.
10.2.2 Monitoring variables by name
Figure 10.4 shows a window image of a tool that displays the names and types of variables associated with
procedure activations; the names are written in multiple columns in the case of a procedure with a larger
number of variables. As its appearance indicates, the tool is an enlarged version of the Algae program from
Chapter 7. The names of procedure parameters and local variables are displayed within each activation,
drawn in acolorthat indicatesthetypeofthevariable. Colorsare updated aftereach assignment. Oneuseful
extension to this tool is to show the values of integers. This is useful because integers are common, because
they do not require much space, and because they are not heap-allocated and thereforedo not appearin other
data-oriented monitors.
The required modiﬁcations to Algae source code are omitted here for the sake of brevity; they are
comparable to the extensions for string scanning given in the preceding chapter. The technique used is the
monitoring of assignment events, considering only those events whose scope code indicates either a local
variable or parameter assignment.
The use of source-text names creates serious spatial problems. Another reasonable way to extend this
EM wouldbeto modify it to usesmaller rectangles foreach variableand omit thenames. Speciﬁc variables’
75Figure 10.4: Monitoring variables in active procedures
names could be shown when the user clicks the mouse atop a particular variable.
10.2.3 Monitoring individual variables
Anamedvariableisidentiﬁedbyitsnameandscope,orbyitsinstantiatingprocedureactivationifrecursively
created local variables are considered distinct. For such variables, reference detection is implemented using
theE Assigneventvaluesandsomeadditionallogic. Twoexamplesbelowillustratecaseswhere(1)theEM
acts on any assignment to a variable deﬁned within a given procedure, and (2) the EM acts on assignments
only within a speciﬁc activation record.
In the non-recursive case, variables can be identiﬁed by their name and scope. A collection of variable
names of interest might be stored in an Icon set (“trapped variables” in the code below). Variable traps
requireselectionofassignmenteventsandmaintenanceofcurrentprocedureinformationusingtheevaltree()
procedure as described in Chapter 7 on following procedure activity. The correct invocation of evaltree()
is:
76evaltree(ProcMask ++ E Assign, trap callback, activation record)
Procedure trap callback() detects variable references with a set membership test.
procedure trap callback(current proc)
if &eventcode === E Assign then
if member(trapped variables, &eventvalue) then
f
# perform trap
g
end
In some EM’s, the handling of recursive procedure calls requires a more sophisticatedform of variable
trapping in which each individual local variable within each procedure activation record is treated as a
distinct entity and can be trapped separately. This is relevant in recursive procedure calls. This form of
trapping can be implemented by adding a ﬁeld to the structure maintained for activationrecords:
record trapped activation(p, parent, children, trapped variables)
The variable reference detection is performed using this record type in an evaltree() invocation of the
form:
evaltree(ProcMask ++ E Assign, trap callback, activation record)
and replacing the line
if member(trapped variables, &eventvalue) then
f
in trap callback() with the line
if member(new.trapped variables, &eventvalue) then
f
10.2.4 Detecting structure variable references
Icon structures have pointer semantics. Consequently, if two variables refer to the same structure, a trap on
the name of an element of one of the variables will not catch an assignment using the other variable name.
In the code
L1 := list(2)
L2 := L1
L2[1] := "foo"
at r a po nv a r i a b l eL1[1] willnot catch the assignmenteven thoughassignmentis made to it. In order to trap
structureelements,theinformationprovidedinassignmenteventsneedtobemappeddowntotheunderlying
structure.
Unfortunately, name(v) for a structure variable produces only a type code letter and a string image
of the subscripting element. Without resorting to data intrusive techniques such as altering the internal
representationof Icon structures, monitors cannot tellfrom an assignmentto an element which structurethe
element is in. Instead monitors use the framework’s extensive access to the program state.
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elements is to check if a structure assignment might be a variable trap, and then compare all structures that
might have been changed, after the assignment has been performed. In general, non-intrusive techniques
for monitoring assignment are inefﬁcient: this particular approach imposes a cost on structure variable
assignment proportional to the number of trapped structure variables of the same type and index; if a large
number ofvariablesare to betrapped, dataintrusivetechniquesmay beneeded forperformance reasons. An
appropriate trapped variable technique has been developed for SNOBOL4 [Hans78].
For every trapped structure variable, a triple consisting of the structure, the index or key, and the old
value is maintained.
record trapped structvar(struct, index, value)
These records are stored in a table, indexed by the string name that is reported by E Assign when the
variable is assigned.
Structure variable traps use not only E Assign events, but also the E Value events that are produced
followingtheassignment. Ifthestructureindexedbythekeydoesnotstillequaltheoldvalue,theassignment
has taken place. This technique is not capable of detecting assignments of the same value replacing itself in
structures. The code is
codes := E Assign ++ E Value
while EvGet(codes) do
case &eventcode of
f
E Assign :
f
if match("T[" | "L[" | "R.", &eventvalue) then
struct asgn := trapped structs[ &eventvalue ]
else struct asgn := &null
g
E Value :
f
every tv := !
nstruct asgn do
if tv.struct [ tv.index ]
￿=== tv.value then
f
# the trapped structure element has been assigned
g
g
g
This technique works directly for tables and lists. It also works for record ﬁelds as long as the ﬁeld is
translated into its corresponding index for insertioninto the trapped structvar record.
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Monitor Coordination and Communication
As illustratedin the preceding chapters, MT Icon and its execution monitoring interface make it easy to
develop new EMs. In this model, monitors are free to specialize in particular aspects of program execution,
and the user selects the aspects to monitor in a given execution. When multiple EMs come into play, the
selection of which EMs to use, the execution of those EMs, and their communication interface are the
responsibilityof a program called a monitor coordinator (MC).
This chapter presents monitor coordination as another domain within the scope of the exploratory
program developmentfeatures providedby theexecutionmonitoringframework. After a general discussion
ofmonitorcoordinators,anexamplemonitorcoordinatorispresentedthatimplementsageneralizationofthe
selective broadcast communication paradigm advocated by Reiss [Reis90a]. Other paradigms of monitor
coordination are possible within the framework. In addition, other generalizations of selective broadcast
proposed in the literature may prove complementary to the one presented in this chapter [Garl90].
11.1 Some monitoring conﬁgurations
MT Icon execution events are always reported to the parent program that loaded the TP being monitored.
This means that the normal event reporting mechanism handles simple relationships such as monitoring a
monitor or monitoringmultiple TPs (Figure 11.1).
EM EM
TP
TP TP
EM/TP
event request
event report
Figure 11.1: Monitoringa monitor; monitoringmultiple TPs
On the other hand, the parental event report relationship means that if more than one EM is to monitor
a TP, the TP’s parent must provide other EMs with artiﬁcial copies of the TP events; MT Icon’s event()
function providesthis service. Figure 11.2 depicts a parent EM that forwards TP events to an assistingEM.
Monitor coordinators are specialized EMs whose primary function is to forward events to other client
EMs. A monitor coordinator is an event monitoring kernel that integrates and coordinates the operation of
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Figure 11.2: Forwarding events to an assistant
multiple stand-alone tools. By analogy to operating systems, the alternative to a kernel design would be a
monolithicprogram execution monitor that integrates all operationsinto a single program.
Figure 11.3 depicts some relationshipsamong MCs. Figure 11.3(a) is similar to Figure 11.2 and shows
that a MC is just an execution monitor that forwards events. Figure 11.3(b) shows the main purpose for
MCs, the execution of multiple EM’s on a single TP. Figure 11.3(c) shows a MC monitoring a MC.
MC conﬁgurationsand logic generally are limited to and revolve around parent-child relationships. For
example, itisimpossibletomonitoreventsina TP loadedandbeingmonitoredbyanotherEM orMC unless
that parent is conﬁgured to forward such events.
TP EM TP
MC MC
MC EM
EM TP
event
report
(a) (b) (c)
EM EM
MC event
request
artificial
event
Figure 11.3: Monitor coordinators
Since event reports also transfer control, MCs also are schedulers for EMs, relinquishing the CPU to
them by forwarding events to them. In the simplest case the MC forwards an event and waits for the EM to
requestanother event before continuing;thisschedulingis a form of cooperativemulti-tasking. If the MC is
the parent that loaded the EM in question, it can request event reports (such as clock ticks) from the EM in
order to preempt its execution. Since MCs are special-purpose EMs, development of efﬁcient MC designs
falls withinthe scope of exploratory programming support provided by MT Icon.
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The three primary advantages of monitor coordinators are:
Modularity Witha MC, monitorscan bedevelopedindependentlyofoneanotherandoftheMC itself;they
can run as stand-alone monitors, directly loading and executing the program to be monitored. This
allowsmonitorstobe debuggedseparatelyand puts“ﬁre-walls” between monitorswhen theymonitor
the same program at the same time.
Specialization Support for multiple monitors allows EMs to be written to observe very speciﬁc program
behavior and still be used in a more general setting. This in turn reduces the burden of generality
placed on EM authors. Specialization also simpliﬁes the task of presenting information, since each
EM uses its own window and the user decides how much attention and screen space to devote to each
EM.
Extensibility Extensibility refers to the ease with which new tools are added to the visualization environ-
ment. Adding a new tool to run under a MC does not require recompiling or even relinking the MC
or any of the other visualizationtools.
Monitor coordinators do have disadvantages. The implementation of MCs poses serious performance
problems that require careful consideration. Althoughunsuitable for exploratory monitor development and
experimentalwork,a singlemonolithicEM providesbetterperformance thana MC thatloadsmultipleEMs.
The primary problem with MCs is the number of context switches among tasks; on some architectures,
notablyRISC architecturessuchastheSunSPARC, switchingbetweencoroutinesisanexpensiveoperation.
Minimizing the number of switches required must be a goal of most MC designs.
11.3 Eve, an execution monitor coordinator
Eve is an example of a MC that allows the user to execute one or more EMs selected from a list and
forwards TP events to those EMs that the user selects. The communication provided by Eve represents a
generalization of the selective broadcast communications paradigm, because EMs may change the set of
events at any time during execution; in Reiss’s FIELD system, tools can specify the set of events they are
interested in only when they are started. Unlike Forest’s generalization of selective broadcast in which
dynamic control is achieved by placing a greater computational load on the coordinating message server,
Eve maintainsan extremely simple message dispatchmechanism and passespolicychanges on to the TP by
recomputing the TP’s event mask whenever needed. By suppressing events as early as possible, the higher
performance required for execution monitoring is attained. This technique of continually minimizing the
set of events reported by the TP could be used in conjunction with a Forest-style policy mechanism in the
monitor coordinator if that were desired.
Eve is a cooperative multi-taskingscheduler. Figure 11.4 shows an image of Eve’s control window. On
the left-hand side are buttons that pause and terminate TP execution and a slider that controls execution
speed. The main area of the windowconsistsof a conﬁgurable list of EMs, and for each EM a set of buttons
allow the tool to be controlled during TP execution. In the ﬁgure, two EMs are loaded and enabled. The
source code for Eve is presented in AppendixB.
81Figure 11.4: Eve’s control window
11.4 Writing EMs to run under Eve
Eve supplies events to client EMs using the standard EvGet() interface [Gris90b]. This section describes a
few differences between the stand-alone interface and the Eve environment. Note that programs written for
the Eve environment run withoutchange or recompilationas stand-alone tools.
Client environment
After each EM is loaded, Eve initializes it with references to its event source (the Eve program itself)
and the TP. The former is necessary so that EMs yield control to Eve to obtain each event. The latter is
provided so that the state of the TP may be examined or modiﬁed directly by all EMs. These references
in the form of co-expression values are assigned to the keyword &eventsource and the global variable
Monitored, respectively; the global variable Monitored is declared in each EM when it links to the evinit
event monitoringlibrary.
Since under Eve &eventsource is not the TP, EMs should always use Monitored to inspect program
state. For example, to inspect the name of the current source ﬁle in the executing program an EM should
call keyword("ﬁle", Monitored) rather than keyword("ﬁle", &eventsource).
Aside from the fact that &eventsource is not Monitored under Eve, from a programmer’s standpoint,
Eve’s operation is implicit. Just as monitoring does not inherently affect TP behavior (other than slowing
execution),withinthevariousEMs Eve’s presencenormallyis notvisible;theEMcan callEvGet() asusual.
General-purpose artiﬁcial events
Eve sends certain artiﬁcial events when directed by the user (in the Eve controlwindow). These includethe
disable and enable events discussed above, E Disable and E Enable. A tool can pass a second parameter
to EvGet() in order to receive these pseudo-events, for example EvGet(mask, 1).W h e n a n E Disable
event is received, a tool is requested to disable itself. Tools that do not maintain any state between events
can simply shut off their event stream by calling EvGet(’’, 1):
case &eventcode of
f
# ... more frequent events come ﬁrst
E Disable: while EvGet(’’, 1)
￿=== E Enable
g
82Toolsthatrequireeventsinordertomaintaininternalconsistencymightatleastskiptheirwindowoutput
operations while they are disabled. An E Enable event informs the tool that it should resume operation,
updating its display ﬁrst if necessary.
Monitor communication example
InadditiontotheuseofartiﬁcialeventsforcommunicationbetweenEveandotherEMs, artiﬁcialeventscan
be used by EMs to communicate with each other, using Eve as an intermediary. For example, a line-number
monitor such as the one shown in Figure 6.1 is more useful if the user can inquireabout a section of interest
in the line-number graph and see the corresponding source text. This functionality can be built into the
line-numbermonitor,butsincemany visualizationtoolscanmake use ofsucha service, itmakes more sense
to construct an EM to display source lines, and use virtual events to communicate requests for source code
display from other EMs.
Communication using Eve starts with the deﬁnition of an artiﬁcial event code for use by the communi-
cating EMs. Some of these codes such as E Disable are deﬁned in the standard library, but in general EMs
can use any artiﬁcial event codes that they agree upon. In this case, an event code, E ALoc, is deﬁned for
artiﬁcial location displayevents. Communicating EMs also agree on the typeand meaning of the associated
event value. In this case the associated event value is an integer encoding of a source line and column
number, similar to that produced by E Loc events.
The source-code display EM is similar to other EMs, except that it is not interested in TP events, but
only in E ALoc events. Its main loop is
while EvGet(’’, 1) do
if &eventcode === E ALoc then
f
# process requests for source code display
g
Any EM that wishes to request source location display services sends an E ALoc event to Eve. Eve
then broadcasts this event to those tools that requested artiﬁcial event reports. The code to send a location
request event to Eve from withinan EM is
loc := location(line, column)
event(E ALoc, loc, &eventsource)
11.5 Eve in operation
This section describes the primary techniques employed in Eve to obtain good performance. The key ideas
are to ﬁlter events at the source and to precompute the set of EMs to which each event code is distributed.
Different EMs require different kinds of events. After obtaining a list of client EMs to execute, Eve
loads each client. It then activates each EM for the ﬁrst time; when the EM completes its initialization, it
calls EvGet(), passing Eve an event mask.
11.5.1 Computation of the minimal event set
Each time an EM requests its next event report from Eve, it transmits a cset event mask indicating what
events it is interested in. Eve could simply request all events from the TP, and forward event reports to each
83EM based on its current mask. The interpreter run-time system is instrumented with so many events that
this brute-force approach is too slow in practice. In order to minimize the cost of monitoring, Eve asks the
TP for the least set of events required to satisfy the EMs.
From the event masks of all EMs, Eve computes the union and uses this cset to specify events from the
TP. The code for this union calculation is
unioncset := ’’
every monitor := !clients do
if monitor.enabled === E Enable then
unioncset ++:= monitor.mask
Although every EM can potentially change its event mask every time it requests an event, constant
recomputation of the union mask would be unacceptably expensive. Fortunately, most tools call EvGet()
withthe same event mask cset over and over again. Eve does notrecompute the unionevent mask unlessan
EM’s event mask changes from the EM’s preceding event request.
11.5.2 The event code table
The minimal event set described above greatly reduces the number of events actually reported from the TP.
When an event report is received from the TP, Eve dispatches the report to those EMs that requested events
of that type. The larger the number of EMs running, and the more specialized the EMs are, the smaller the
percentage of EMs that typically are interested in any given event.
Eve could simply test the event code with each EM’s cset mask with a call any(mask, &eventcode).
This test is fast, but performing the test for each EM is inefﬁcient when the number of EMs is large and the
percentage of EMs interested in most events is small. Instead, the list of EMs interested in each event code
is precomputed as the unionmask isconstructed. These listsare stored in a tableindexed by the event code.
Then, after each event is received, a single table lookup sufﬁces to supply the list of interested EMs. For
each enabled monitor, the code for union mask computation is augmented with:
every c := !monitor.mask do
f
/EventCodeTable[c] := []
put(EventCodeTable[c], monitor)
g
11.5.3 Event handling
Eve requests three types of events whether or not any client EM has requested them: E Tick, E MXevent,
and E Error. Eve uses these events to provide basic services while execution is taking place; since these
events occur relatively infrequently they do not impose a great deal of overhead.
E Tick events allow Eve to maintain a simple executionclock on the control panel. E MXevent events
allow Eve to receive user input (such as a change in the slider that controls the rate of execution) in its
control panel. E Error events allow Eve to handle run-time errors in the TP and notify the user when they
occur, allowingerrors to be converted to expression failure at the user’s discretion.
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Eve’s main loop activates the TP to obtain an event report, and then dispatches the report to each EM whose
mask includesthe event code. Since thisloop is central to the performance of the overall system, itis coded
carefully. Event dispatching to client EMs costs one table lookup plus a number of operations performed
for each EM that is interested in the event – EMs for whom an event is of no interest do not add processing
time for that event. The code for Eve’s main loop is:
while EvGet(unioncset) do
f
#
# Call Eve’s own handler for this event, if there is one.
#
(
n EveHandlers[&eventcode]) ()
#
# Forward the event to those EM’s that want it.
#
every monitor := !EventCodeTable[&eventcode] do
if C := event( , , monitor.prog) then
f
if C
￿=== monitor.mask then
f
while type(C)
￿== "cset" do
f
#
# The EM has raised a signal; pass it on, then
# return to the client to get his next event request.
#
broadcast(C, monitor)
if not (C := event( , , monitor.prog)) then
f
unschedule(monitor)
break next
g
g
if monitor.mask
￿===:= C then
computeUnionMask()
g
g
else
unschedule(monitor)
# if the slider is not zero, insert delay time
g
11.6 Interactive error conversion
Normallyexecutionterminateswhenarun-timeerroroccurs. Iconsupportsa featurecallederror conversion
that allows errors to be converted into expression failure. Error conversion can be turned on and off by the
source program by assigning an integer to the keyword &error. &error indicates the number of errors to
convert to failure before terminating the program; on each error the value of &error is decremented and if it
reaches zero the program terminates. A program can effectively specify that all errors should be converted
85by setting &error to a small negative integer. The mechanism is limited in that it does not allow the user or
theprogram to inspectthe situationand determine whethererror conversionisappropriate: error conversion
is either on or it is off.
Eve catches run-time errors in the TP and allows the user to decide whether to terminate execution, or
convert the error into expression failure and continue execution (Figure 11.5).
Figure 11.5: Eve’s interactive error converter
An E Error event occurs upona run-time error. A monitor that requests E Error events is givencontrol
before the error is resolved. Eve requests these events, presents the user with the error, and asks for an
appropriate action. The code in Eve that does interactive error conversion is:
procedure eveError()
win := open("Run-time error " || &eventvalue, "x")
write(win, "Run-time error ", &eventvalue)
write(win, "File ",k e y w o r d ( " ﬁle", Monitored), "; line ",k e y w o r d ( " line", Monitored))
write(win, keyword("errortext", Monitored))
writes(win, "Convert to failure? ")
if read(win)=="y" then
keyword("error", Monitored) := 1
close(win)
end
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Performance
In the absence of specialized hardware support, monitoring imposes signiﬁcant performance overhead
on TP execution. In practice, the user of the system usually is unable to observe execution behavior in any
detail at the rate at which it is generated by the monitoring system, and must frequently stop or slow down
execution in order to inspect details. Similarly, the more sophisticated the execution monitor’s analysis of
execution behavior, the more overall execution speed directly relates to time spent in the monitor. In light
of these facts, performance considerationsfor the monitoring framework are not as important as the quality
and utilityof the information provided by EMs.
Nevertheless, many of the systems discussed in Chapter 2 are reported to experience performance
problems, especially tied to the rate at which information is extracted from the target program. Execution
monitoring is useful only if the performance of the implementation is fast enough so that the system can
be applied successfully to medium and large programs and solve real-world problems. Empirically, the
framework developed for monitoring Icon programs meets this criterion.
The purpose of this chapter is to measure the performance overhead associated with monitoring in MT
Icon. Since the general execution model may be relevant to the monitoring of other high-level languages,
costsare providedfor separable componentssuch as the implementationof multi-taskingand the interpreter
instrumentation. The evaluationis concerned primarily withtime measures, rather than space requirements;
space has not been an issue in practice.
The performance results provided in this chapter start with baseline measurements of the cost of multi-
taskingsupportand instrumentation,followedby measurements of the relative costsof monitoringdifferent
types of language events. The chapter concludes with a note on the effect of CPU type upon the cost of
monitoring, and a discussionof the costs incurred by monitor coordinators.
12.1 Costs of multi-tasking and of interpreter instrumentation
Thereference pointformeasurements presentedinthischapteristheVersion8.10Iconinterpreter,whichcan
be conditionallycompiled with no tasking or monitoring support, with multi-tasking, or with multi-tasking
and monitoringsupport.
The ﬁrst cost to be considered is that of the multi-tasking implementation employed by MT Icon.
The implementation is optimized for detailed monitoring in which many event reports take place and task
switchingis therefore extremely frequent. In order to minimize the costof the taskswitch, an extra memory
reference is imposed when accessing task-speciﬁc global variables in the run-time system. The overhead on
these extra memory references is insigniﬁcantcompared with overall interpreter execution costs.
Timingsfor theIconbenchmark suite[Gris90a] runon aSun SparcstationIPX undertheIcon interpreter
compiled withoutand thenwith multi-taskingsupportare shownin the twoleftmost columnsof Figure 12.1
(the remaining columns are discussed below). Generally the benchmarks’ execution differences under Icon
and MT Icon are small enough to fall within the margins of error in the measurements due to variations in
machine load.
In addition to multi-tasking, execution monitoring depends on the presence of instrumentation added
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concord 5.5 5.7 8.9 10.2
deal 6.6 6.6 8.0 9.1
ipxref 1.3 1.4 2.1 2.2
queens 8.1 8.2 12.4 13.2
rsg 8.2 8.1 11.5 12.8
Figure 12.1: MT Icon benchmark timings (seconds)
in-line to the interpreter and run-time system code under conditional compilation. When compiled with
instrumentation,the interpreter performs tests to determine whether to report each event, even if monitoring
is not being performed. The column of Figure 12.1 labeled “MT Icon with events” gives Icon benchmark
suite timings using an interpreter built with monitoring instrumentation. Since instrumentation of virtual
machineinstructionsimposesa signiﬁcantcostallbyitself,theﬁguresintherightmostcolumnshowtimings
with virtual machine instructions included. Generally, the presence of pervasive instrumentation increases
execution time thirty to ﬁfty percent even when it is not used.
This measure is independent of the co-expression model and the use of independently written and
translatedIconprograms asmonitors;itwouldbe incurred duetothe presenceof theinstrumentationevenif
entire execution monitoring system including visualizationswere tightly integrated into the Icon interpeter
itself.
12.2 Relative costs of monitoring different language features
Some classes of events are much more costly to monitor than others. This is roughly proportional to the
frequency with which an event occurs. For example, garbage collection events occur very seldomly, so it
costs very little to monitor garbage collection events. Line number changes are far more frequent; virtual
machine instructions are the most common of all. The classes of events covered are memory allocations,
assignments, type conversions, structure accesses, procedure activity, built-in function activity, operator
activity, string scanning activity, program source code location changes, and virtual machine instruction
execution.
Figure 12.2 gives benchmark suite event counts in the leftmost column, followed by percentages for
each of the major categories of events, and Figure 12.3 gives execution times for monitorsthat request those
events but do no computation of their own. The timings are generally proportional to the amount of work
actuallyperformed bythecomputation,andnotadirectfunctionof anyparticularclassofevents. Generally,
however, the more events monitored the greater the slowdown imposed by monitoring. Comparison of
Figures 12.1 and 12.3 shows that on a Sparc, monitoring typically imposes an overhead of one order of
magnitude for infrequent event categories, or two orders of magnitude for virtual machine instructions,
compared with execution under the standard Icon interpreter. Computations performed by the EM or EMs
as they process events further slow TP execution.
With the exception of garbage collections, there are 1.18 events per virtual machine instruction on
average, typically ranging from one (the virtual machine instruction event itself) to around twelve. The
numberofeventsthatoccurpervirtualmachineinstructionisnotstrictlybounded,sinceagarbagecollection
can result in a number of events proportional to the number of data objects that survive collection in the
block region.
88total # alloc assign conv struct proc func op scan loc VM instr
concord 3782971 1.7 4.9 20.5 0.2 0.2 9.1 8.8 1.8 8.2 44.6
deal 1963019 3.2 5.7 26.5 1.4 1.1 2.1 12.8 0 7.9 34.7
ipxref 1044476 0.6 1.7 21.1 3.4 0.5 1.3 18.9 0 8.7 43.8
queens 6835489 0.1 4.0 29.9 4.3 0.2 0 18.0 0 8.0 35.3
rsg 5367792 0.9 2.7 4.0 3.7 0 3.7 13.5 0 10.0 61.5
Figure 12.2: Total event counts and percent of events in each category
alloc assign conv struct proc func op scan loc VM instr
concord 33.2 72.4 225.3 14.6 14.5 107.1 107.8 34.7 114.7 386.2
deal 52.2 47.8 153.3 17.9 16.3 21.6 80.6 10.0 71.8 184.1
ipxref 4.5 8.1 63.4 12.4 4.2 6.5 56.1 2.6 41.4 102.6
queens 19.2 108.7 584.8 101.4 21.5 16.1 362.4 16.0 208.7 534.8
rsg 29.8 59.8 74.7 71.9 16.0 72.9 205.1 15.5 214.5 761.7
Figure 12.3: Executiontimes for no-op monitors by category (seconds)
For each virtualmachine instructionin theTP, an EM potentiallyreceives several event reports resulting
in arbitrarily lengthy computations on its part. Since event reporting is built around the Icon co-expression
context switch, the CPU-dependent speed of the context switch operation compared with normal program
activitiesisimportantindeterminingthecostofusingamulti-taskingmodelofexecutionmonitoringinstead
of a one-process model. Figure 12.4. compares timings of ordinary operations, context switches, and event
reporting on the Sun Sparcstation IPX and an Intel 486 processor. The ﬁgures are the average from one
million executions of each operation. The ﬁrst three columns give timings for the null operation, integer
addition,and procedure call. The fourthcolumn times the Icon co-expressioncontextswitch, whilethe ﬁfth
column times the event reporting mechanism includingits context switch.
The ﬁrst and third rows report timings taken using Icon’s built-in timing mechanism, while the second
andfourthrowsgivetimesobservedbytheUNIXshell timecommand. Althoughthe Sparcstationperforms
almost twice as fast as the i486 on normal computations, its advantage is greatly reduced for execution
monitoringbecause itscontextswitchis very slow —thecontext switchexecutes asoftwaretrap that ﬂushes
register windows to memory. When this system time is taken into account (adding the two ﬁgures given
in each column of the second and fourth rows) the i486 outperforms the Sparc by a factor of 4 for the
co-expression context switch, and by roughly 50 per cent on the event reporting mechanism. Of course,
the Sparc’s performance advantage on the rest of the TP and EM execution translates into faster execution
overall.
12.3 Limitations of graphics hardware and software
Experience has shown that in many program visualizationapplications, the window system software is not
able to perform windowoutputat the rate at which it is produced by an EM; thisis observed when monitors
written using asynchronous window system calls complete execution noticeably before animation stops in
the monitor window. For such applications,writing EMs in Icon instead of a lower-level language does not
89CPU no-op i+j p(x) @x event()...EvGet()
Sparc (&time) 10.4 38.8 33.6 97.5 277.8
Sparc (u+s time) 10.2+0.1 39.4+0.4 33.6+0.2 79.5+93.5 222.0+113.0
i486/33(&time) 19.5 63.8 58.5 78.0 363.7
i486/33(u+s time) 11.7+0.2 38.2+0.2 34.9+0.1 46.5+0.1 235.2+1.6
Figure 12.4: Costs of various operations (microseconds, average)
cost as much in terms of performance as might be expected. In contrast, MT Icon is least suitable for EMs
with complex graphics requiring signiﬁcant numeric computation, because such applications’ performance
is less likely to be limited by window system capabilitiesand because Icon is not oriented towards numeric
applications.
12.4 Cost incurred by monitor coordinators
Although MC’s offer great ﬂexibility, the use of a MC to execute multiple EMs instead of writing a single
monolithicEMimposesadditionaloverhead, primarilyincreasingthenumberoftaskswitchesrequired. The
MC Eve can be used to illustrate this cost.
In the worstcase, all EMs requesta report for every event. Under Eve, if there are N toolsthenthere are
2 * N + 2 task switches per event report. A monolithicEM would incur only two switches per event report,
from TP to EM, and from EM to TP. Eve therefore imposes 2 * N additionalswitches in the worst case.
In the best case, the event masks are disjoint and only one EM is interested in any event to be reported.
In this case Eve incurs four task switches per event report – twice as many as in the monolithic case. Since
users typicallyemploymultiple EMs to provideinformationabout a varietyof aspectsof program behavior,
the expected normal case is closer to this best case behavior than the worst case in which the EMs are all
observing the same events.
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Conclusions and Future Work
MTIconanditsinstrumentationprovideaframeworkinwhichitispossibletotakeaprogrammonitoring
ideafromconceptiontoimplementationinashortperiodoftime. Theprimarycontributioninthisframework
is the exploitationof coroutines and dynamic loading to provide EMs with program state informationat the
source level instead of at the machine level.
13.1 Successes of the framework
The framework demonstrates the viabilityof:
￿ exploratory development of execution monitors, given suitable language support,
￿ a synchronoustask model for the monitoring of programs written in high-levellanguages,
￿ applicationof monitorsdevelopedunder the framework to obtainusefulperformance tuninginforma-
tion.
MT Icon’s execution monitoring interface has proven simple enough to be programmed even by novice
Icon programmers. In one semester, students with no prior Icon programming experience were able to the
framework in a university course to construct sophisticated program visualization tools. Expert users can
construct experimental EMs in hours instead of days.
Exploratory monitor programming is of limited usefulness if it does not scale up to accomodate the
development of larger full-featured monitoring services. MT Icon allows the execution of multiple EMs
on a single TP usinga monitor coordinator as an attractive alternative to monolithicall-encompassing tools
such as traditional debuggers and proﬁlers. Performance degrades gracefully as tools are added.
Dynamic loading and synchronous, shared-address space tasks have proven to be a robust model in
which TP and EMs can co-exist. Task switching between TPs and EMs provides acceptable performance
while minimizing the impact of monitoringupon the behavior of the TP.
Theimplementationofdynamicloadingandmulti-taskinginMTIconbuildsuponIcon’simplementation
of co-expressions. The execution monitoring framework is therefore portable to most of the platforms that
Icon runs on with the exception of personal computers with small memory sizes. The system has been run
ona varietyof UNIXplatformsas wellas OS/2 2.0. Many of themore powerfulEMsmake extensiveuseof
Icon’s graphics facilities; use of graphics is a greater portability limitation than MT Icon and the execution
monitoring interface.
The execution monitoring framework has been used to implement a variety of proﬁling tools for tuning
performance, suchastoolsthatcountthenumbertimesagivenlineorgivenprocedurehasbeenexecuted. Of
particular interest are language-speciﬁc tools that proﬁle behavior that is not related directly to the program
source code, but rather takes place in the run-time system, such as garbage collection or type-conversion.
Such costs may not be readily apparent to a programmer writingor reading the code.
One such proﬁler simply indicates in a small window whenever a garbage collection takes place. For
normal programsthismonitorimposeslittleoverheadand isunobtrusive,whileprogramsthatare exhibiting
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the user may be able to adjust heap size parameters so that thrashing does not occur in future executions.
A more sophisticated proﬁler cross-references type-conversion information with program source loca-
tionsandappliessimpleheuristicstoselect locationswherefrequentconversionsarelikelytobeunnecessary
or redundant. The user then can manually inspect the locations found to determine whether a simple modi-
ﬁcation can eliminate the conversions. The redundant conversions proﬁler has resulted in speedups of 0-15
percent on real programs, with useful results on programs written both by novice and expert users.
Inadditiontoproﬁlingtools,program tuningoftenresultsfrom the observationof behaviorpresentedby
more general EMs. For example, inefﬁcientstructuremanipulationscan frequentlybe inferredby observing
allocation patterns or structure access activity, as in the nova tool example in Chapter 8.
Success in target program tuning suggests the related issue of language implementation tuning. MT
Icon’s execution monitoring framework was not built with the objective of providing information for
improving the implementation. Nevertheless, prior research in the monitoringand visualizationof memory
usage led to improvedallocationheuristics[Gris89], and observationof EMs under MT Icon also suggested
improvements to the implementation. For example, monitoringof list-creationevents led to a change in list
concatenation with the result that it is faster and allocates less space than before.
Instrumentation also can ﬁnd problems in the implementation. Modiﬁcations to the implementation
during the construction of the Icon compiler at one point introduced a bug into the implementation of the
built-in string analysis function many(). The bug allowed many() to produce string indices beyond the
boundsofthe subjectstring. Thebugwasobservedina stringscanningEM, where positioneventsappeared
past the end of the subject string.
13.2 Limitations of the framework
Although the framework addresses the constructionof monitors for a broad spectrum of program behavior,
thetechniquesitusesareoflimitedapplicabilitytootherlanguages,andtheabilitytomonitorimplementation
behavior does not extend into the realm of observing activity during garbage collection. In addition, there
are inherent limitationsin the use of non-intrusivemonitoringtechniques: some kinds of debuggingrequire
intrusioninto the target program, and the framework is not oriented towards intrusive techniques.
The approach to execution monitoring presented here is not applicable to programming languages and
systemsin whichthe implementorof the executionmonitoringfacilitiesdoes not“own” the implementation
of the language. Beyond access to source code, instrumentation of a language run-time system generally
requires intimate knowledge of the implementation and represents a major investment of effort. Because
instrumentationis spread throughoutthe code, it poses added maintenance problems in the implementation
andmust beadded totheprimary sourceif itistoremain functionalinfuturelanguageupdatesandversions.
The techniqueof capturingprogram behavior via run-time system instrumentationis notappropriate for
low-levelcompiledlanguages,whereinstrumentationismoreappropriatelyembeddedingeneratedcodevia
a preprocessor or compiler modiﬁcations. Instrumentation of an interpreter is generally simpler and easier
than modifyinga compiler code generator.
MT Icon’s dynamically loaded coroutines do not have ready equivalents in most other languages and
would have to be added, as they were to Icon, before the exploratory execution monitor development
provided by MT Icon can be realized. The implementation of a portable dynamic loading mechanism was
much simpler for an interpreter than would be the case for a compiled language. In some cases, notably
SmallTalk, the language has the requisite features but the implementation may require added features such
as separately-collected heap spaces before EMs can execute without interfering with TP behavior.
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systemisabletoprovideverydetailedinformationaboutIcon’s markingandcompactionalgorithmsthrough
a ﬁle-based event stream [Gris89]. This information has proven useful in practice, but there is no way to
safely report events during a garbage collection in MT Icon. An event report causes transfer of control and
execution in an EM. During a garbage collection, TP data may not be in a valid format and if an EM were
free to inspect it, system failure would result.
This is one inherent penalty in the one-process and thread models in which EMs directly access TP data
through pointers. Since this limits the monitoring of implementation behavior, rather than TP behavior,
it is not an unacceptable loss. If the garbage collection algorithm is under study, a two-process model or
ﬁle-based monitoringsystem should be employed rather than the MT Icon task model.
13.3 Enhancements and future directions
The execution monitoring framework for Icon was motivated by a desire to explore new types of execution
monitors,particularly programvisualizationtools. The framework is an enablingtechnologyand its success
should result in the development of various experimental monitoring tools. In addition, some general
problems in execution monitoring have been observed that further work may mitigate or solve. A third
future directionis the applicationof conceptsfrom this work to the monitoringof other languages. A fourth
future direction consistsof further tuning the framework and integratingit with Icon compiler technology.
Update variation in simultaneous animations
As detailed in the chapter on system performance, some events occur very frequently compared with others.
Since graphic output is often a bottleneck in the present system, animations based on frequent events such
as location changes reduce or preclude the effectiveness of animations based on less frequent events.
Mitigatingtheeffectsofthisproblemisanopenareaforresearch. Clearly,thefastertheoverallexecution
is, the faster the slowest animation in a group runs, but then faster animations’ motion will be too fast to be
useful. One possible way for monitors of frequent kinds of events to coexist with monitors of infrequent
eventsisifthemonitorsoffrequenteventssampletheireventsat someratedeterminedbythelessfrequently
updated monitors. For EMs that do not maintain a model of TP state this may work; for EMs such as Algae
thatdo maintaina model, itwillnot. The bestsuchEMs can hope todois implementa reduced outputmode
in order to improve slower EMs’ animation rates by improvingoverall execution speed.
Concurrency among monitors
Our monitoringframework isinteractiveand allowsfulldebuggingunlikemostevent-basedmonitoringand
debugging systems. This degree of interaction means that by design, the TP cannot continue its execution
concurrently while an EM is processing an event and/or user input.
On the other hand, EMs are typically independent of one another and if MT Icon were extended to
allow true concurrency on multiprocessor hardware, all the EMs interested in any given event could run
concurrently. As more and better EMs are developed, the growing motivationto run more EMs more of the
time will create an interest in shared-memory multiprocessors.
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Our framework allows EMs to be compiled and executed separately, or in conjunction with one another
using an MC. Under an MC, a large number of task switches may take place with each event. Althoughthis
has not been prohibitive in practice, the possibility of merging commonly used EM functionality directly
into the MC and avoiding the task switching overhead is attractive. For example, the interactive run-time
error conversionand elapsedCPU time features of Eve were ﬁrst implemented as stand-aloneEMs and later
added to Eve.
Less commonly-used EMs can remain stand-alone and be loaded separately. The ability to add EM
functionalityintoan MC isalsoattractiveinlightofIcon compilertechnologydiscussedbelow, inwhichthe
MC performance may be substantially increased. Merging functionality could be accomplished relatively
easily for EMs that use callbacks. EMs that utilize their own ﬂow of control to change states from event to
event would require more effort to integrate.
Integrating the Icon interpreter and compiler
TheMTIconfacilitiesarespeciﬁctotheIconinterpreterandarenotsupportedbytheIconcompiler[Walk91].
On the other hand, the Icon compiler offers signiﬁcantperformance improvements over the interpreter. The
two systems share the same run-time code and data representation, and there is no fundamental reason
why an EM cannot be compiled by the Icon compiler and linked with interpreter code so that it is able
to load and execute interpreted Icon programs. Since the vast majority of time spent in most monitoring
situations is spent in the EM, the ability to execute EMs at compiled speeds would dramatically improve
monitoringperformance. Thisimprovement couldapplytomonitorcoordinatorssuchas Evewithoutlosing
the ﬂexibilityof the current system, in which dynamically-loadedEMs can be selected from a menu and run
together under an MC.
More execution monitors
The purpose of the research presented in this dissertation was to facilitate the development of new EMs.
The collection of EMs implemented so far in testing the framework is in no way exhaustive. Now that
the framework is implemented and has been proven useful, more EMs should be developed. As of yet
relatively few EMs provide user-control over the details of the information presented. Existing EMs are
oriented towards general program understanding(and particularly visualization)tasks. The development of
exploratory execution monitors using this framework still has large unexplored potential. EMs that provide
more speciﬁc debugging facilities have yet to be written, and have obvious utility. In addition, EMs have
applicationareasinspecialcontextsthathavenotbeentreated, suchastheeducationofnoviceprogrammers.
More types of events; ﬁner selection controls
The event monitoring instrumentation in the present system is extensive, but in a language with as much
built-in behavior as Icon, it will almost always be possible to add more types of events. For example, no
instrumentationiscurrentlyavailableto monitorcertain controlstructuressuchas alternationand limitation,
to monitor the dynamic hash table activity used in Icon’s built-inset and table data types, or to monitor I/O
such as ﬁle and window activity.
The existing system has certain events that would beneﬁt from further subdivision into different event
codes. Conversion events might usefully be coded by destination type the way allocation events are,
for example. There are other events for which ﬁner selections than the event mask mechanism may be
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these are just performance enhancements, and the current system performs satisfactorily. Nevertheless,
events for which this ﬁner selection might be useful include location events and operator and function
events.
Language support for trapped variables
The non-intrusivetechniques for the monitoring of individualvariables that are presented in Chapter 10 do
not scale well when large numbers of variables need to be monitored. For such applications, data intrusive
language support for trappedvariables would provide a better alternative.
There are two primary operations on variables that are of interest: assignments and dereferencing
operations. A variable trap mechanism might insert a layer of indirection into a trapped variable reference;
the intermediate block inserted between the variable descriptor and its value would cause a side-effect such
as an event to occur when the variable was assigned or dereferenced. Trapped variables are data intrusive,
but not problematically so, since the intermediate block might be allocated in the EM rather than the TP.
The concept of a trapped variable is old [Gris72], and underlies such mechanisms as the SNOBOL4
variable association facility [Hans78]. Adding trapped variable support to Icon is non-trivial but not
impractical. Since the technique is complementary to the approaches presented in this dissertation, adding
it would improve the overall capabilitiesof the framework.
Preemptive scheduling monitor coordinators
No event mask is used when Eve sends an event report to an EM; the EM runs until it requests its next
event. Under some circumstances an MC may want to regain control from an EM that consumes excessive
resources by monitoringthe EM, requesting event reports for clock ticks, for example. This wouldenable a
MC to give priority to some EMs over others, or ensure that all EMs receive regular CPU time in order to
handle user interactionpromptly.
13.4 Final thoughts
It is illustrativeof the neglect of execution monitoringin the literaturethat no major programming language
has been designed with explicitlinguisticsupport(as opposedto library packages and other extra-linguistic
forms of support) for monitoring; such support has at best come after the fact and is more often entirely
missing. Withoutsuchsupport,theliteratureisﬁlledwitharticlesonhowtoimplement crudeforms ofmon-
itoring using low-level techniques and nonportable operating system and machine architecture capabilities
and articles that present high-level abstractions of monitoring with no demonstration of their application to
practical problems.
MT Icon represents a successfulgraftingof supportfor executionmonitoringontoan existinglanguage.
Being an afterthought, its design and implementation are naturally somewhat constrained. The question
arises: In a new high-level language language, if linguistic support for execution monitoring is an explicit
design goal, what language features should be present? MT Icon suggests some of them (dynamic loading,
synchronoustasks),butit may be possibletoconceive of betterservicesthan MT Icon provides,anda better
execution model with which to perform monitoring.
95Appendix A: Algae
ThisappendixpresentstheIconsourcecodeforAlgae, theexampleexecutionmonitorintroducedinChapter
7 and enhanced in Chapters 9 and 10.
#########################################################################
#
# File: algae.icn
#
# Subject: Program to show expression evaluation as “algae”
#
# Author: Clinton Jeffery
#
# Date: 5/1/92
#
#########################################################################
#
# Press ESC or q to quit
# Left mouse assigns speciﬁc (row,column) break "points"
# Middle mouse assigns absolute depth and width break lines
# Right button erases assigned break "points"
#
# When paused due to a break, you can:
#
# c to continue
#st os i n g l es t e p
# C to clear one point and continue
# ""to clear everything and continue
#
$include "evheader.icn"
link evinit
link evutils
link options
link optwindw
link hexlib
link evaltree
global scale, # cell (hexagon or square) size
step, # single step mode
numrows, # number of cell rows
numcols, # number of cell columns
spot, # cell
￿ﬁll procedure (hex or square)
mouse, # cell
￿mouse
￿locator procedure
Visualization, # the window
wHexOutline, # binding for drawing cell outlines
depthbound, # call
￿depth on which to break
breadthbound, # suspension
￿width on which to break
hotspots # table of individual cells on which to break
record algae activation(node, row, column, parent, children, color)
#
# main()
￿ program entry point. The main loop is in evaltree().
#
procedure main(av)
local codes, algaeoptions
#
# pull off algae options (don’t consume child’s options in this call
# to options()).
#
algaeoptions := []
96while av[1][1] == "
￿" do
f
put(algaeoptions, pop(av))
if algaeoptions[
￿1] == "
￿f" then put(algaeoptions, pop(av))
g
EvInit(av)
j stop("Can’t EvInit ",av[1])
codes := algae init(algaeoptions)
evaltree(codes, algae callback, algae activation)
XAttrib("windowlabel=Algae: ﬁnished")
EvTerm(&window)
end
#
# algae init()
￿ initialization and command
￿line processing.
# This procedure supplies default behavior and handles options.
#
procedure algae init(algaeoptions)
local t, position, geo, codes, i, cb, coord, e, s, x, y, m, row, column
t := options(algaeoptions,
winoptions()
j
j "P:S:
￿geo:
￿square!
￿func!
￿scan!
￿op!
￿noproc!")
/t["L"]: =" Algae"
/t["B"]: =" cyan"
scale :=
nt["S"]
j 12
if
nt["square"] then
f
spot := square spot
mouse := square mouse
g
else
f
scale /:= 4
spot := hex spot
mouse := hex mouse
g
codes := cset(E MXevent)
if /t["noproc"] then codes ++:= ProcMask
if
nt["scan"] then codes ++:= ScanMask
if
nt["func"] then codes ++:= FncMask
if
nt["op"] then codes ++:= OperMask
hotspots := table()
&window := Visualization := optwindow(t)
j stop("no window")
numrows := (XHeight() / (scale * 4))
numcols := (XWidth() / (scale * 4))
wHexOutline := Color("white") # used by the hexagon library
if /t["square"] then starthex(Color("black"))
return codes
end
#
# algae callback()
￿ evaltree callback procedure for algae.
# Called for each event, it updates the screen to correspond
# to the change in the activation tree.
#
procedure algae callback(new, old)
local coord, e
initial
f
old.row := old.parent.row := 0; old.column := old.parent.column := 1
g
case &eventcode of
f
!CallCodes:
f
new.column := (old.children[
￿2].column + 1
j computeCol(old))
j stop("eh?")
new.row := old.row + 1
new.color := Color(&eventcode)
spot(
nold.color, old.row, old.column)
g
!ReturnCodes
j
97!FailCodes: spot(Color("light blue"), old.row, old.column)
!SuspendCodes
j
!ResumeCodes: spot(old.color, old.row, old.column)
!RemoveCodes:
f
spot(Color("black"), old.row, old.column)
XFlush(Color("black"))
delay(100)
spot(Color("light blue"), old.row, old.column)
g
E MXevent: do1event(&eventvalue, new)
g
spot(Color("yellow"), new.row, new.column)
coord := location(new.column, new.row)
if
nstep
j (
nbreadthbound
<= new.column)
j (
ndepthbound
<= new.row)
j
n hotspots[coord] then
f
step := &null
XAttrib("windowlabel=Algae stopped: (s)tep (c)ont ( )clear ")
while e := XEvent() do
if do1event(e, new) then break
XAttrib("windowlabel=Algae")
if
n hotspots[coord] then spot(Color("light blue"), new.row, new.column)
g
end
#
# procedures for the "
￿square" option, display Algae using squares
# instead of hexagons.
#
# Draw a square at (row, column)
procedure square spot(w, row, column)
XFillRectangle(w, (column
￿ 1) * scale, (row
￿ 1) * scale, scale, scale)
end
# encode a location value (base 1) for a given x and y pixel
procedure square mouse(y, x)
return location(x / scale + 1, y / scale + 1)
end
#
# clearspot() removes a "breakpoint" at (x,y)
#
procedure clearspot(spot)
local s2, x2, y2
hotspots[spot] := &null
y := vertical(spot)
x := horizontal(spot)
every s2 :=
n!hotspots do
f
x2 := horizontal(s2)
y2 := vertical(s2)
g
spot(Visualization, y, x)
end
#
# setspot() sets a breakpoint at (x,y) and marks it orange
#
procedure setspot(loc)
hotspots[loc] := loc
y := vertical(loc)
x := horizontal(loc)
spot(Color("orange"), y, x)
98end
#
# do1event() processes a single user input event.
#
procedure do1event(e, new)
local m, xbound, ybound, row, column, x, y, s
case e of
f
"q"
j
"
ne": stop("Program execution terminated by user request")
"s":
f # execute a single step
step := 1
return
g
"C":
f # clear a single break point
clearspot(location(new.column, new.row))
return
g
"" :
f # space character: clear all break points
if
ndepthbound then
f
every y := 1 to numcols do
f
if not who is at(depthbound, y, new) then
spot(Visualization, depthbound, y)
g
g
if
nbreadthbound then
f
every x := 1 to numrows do
f
if not who is at(x, breadthbound, new) then
spot(Visualization, x, breadthbound)
g
g
every s :=
n!hotspots do
f
x := horizontal(s)
y := vertical(s)
spot(Visualization, y, x)
g
hotspots := table()
depthbound := breadthbound := &null
return
g
&mpress
j &mdrag:
f # middle button: set bound box break lines
if m := mouse(&y, &x) then
f
row := vertical(m)
column := horizontal(m)
if
ndepthbound then
f # erase previous bounding box, if any
every spot(Visualization, depthbound, 1 to breadthbound)
every spot(Visualization, 1 to depthbound, breadthbound)
g
depthbound := row
breadthbound := column
#
# draw new bounding box
#
every x := 1 to breadthbound do
f
if not who is at(depthbound, x, new) then
spot(Color("orange"), depthbound, x)
g
every y := 1 to depthbound
￿ 1d o
f
if not who is at(y, breadthbound, new) then
spot(Color("orange"), y, breadthbound)
g
g
99g
&lpress
j &ldrag:
f # left button: toggle single cell breakpoint
if m := mouse(&y, &x) then
f
xbound := horizontal(m)
ybound := vertical(m)
if hotspots[m] === m then
clearspot(m)
else
setspot(m)
g
g
&rpress
j &rdrag:
f # right button: report node at mouse location
if m := mouse(&y, &x) then
f
column := horizontal(m)
row := vertical(m)
if p := who is at(row, column, new) then
XAttrib("windowlabel=Algae "
j
j image(p.node))
g
g
g
end
#
#w h ois at()
￿ ﬁnd the activation tree node at a given (row, column) location
#
procedure who is at(row, col, node)
while node.row
> 1&
nnode.parent do
node := node.parent
return sub who(row, col, node) # search children
end
#
#s u bwho()
￿ recursive search for the tree node at (row, column)
#
procedure sub who(row, column, p)
local k
if p.column === column & p.row === row then return p
else
f
every k := !p.children do
if q := sub who(row, column, k) then return q
g
end
#
# computeCol()
￿ determine the correct column for a new child of a node.
#
procedure computeCol(parent)
local col, x, node
node := parent
while
nnode.row
> 1 do # ﬁnd root
node :=
nnode.parent
if node === parent then return parent.column
if col := subcompute(node, parent.row + 1) then
f
return max(col, parent.column)
g
else return parent.column
end
#
# subcompute()
￿ recursive search for the leftmost tree node at depth row
#
procedure subcompute(node, row)
# check this level for correct depth
100if
nnode.row = row then return node.column + 1
# search children from right to left
return subcompute(node.children[*node.children to 1 by
￿1], row)
end
#
# Color(s)
￿ return a binding of &window with foreground color s;
# allocate at most one binding per color.
#
procedure Color(s)
static t, magenta
initial
f
magenta := XBind(&window, "fg=magenta")
j stop("no magenta")
t := table()
/t[E Fcall] := XBind(&window, "fg=red")
j stop("no red")
/t[E Ocall] := XBind(&window, "fg=chocolate")
j stop("no chocolate")
/t[E Snew] := XBind(&window, "fg=purple")
j stop("no purple")
g
if *s
> 1 then
/ t[s] := XBind(&window, "fg="
j
j s)
j stop("no ",image(s))
else
/ t[s] := magenta
return t[s]
end
procedure max(x,y)
if x
< y then return y else return x
end
101#########################################################################
#
# Name: evaltree.icn
#
# Title: Maintain activation tree
#
# Author: Clinton Jeffery
#
# Date: July 28, 1992
#
#########################################################################
#
# Usage: evaltree(cset, procedure, record constructor)
#
# Requires: MT Icon and event monitoring.
# the record type must have ﬁelds node, parent, children
#
#########################################################################
#
$include "evheader.icn"
global CallCodes,
SuspendCodes,
ResumeCodes,
ReturnCodes,
FailCodes,
RemoveCodes
procedure evaltree(mask, callback, activation record)
local c, current
CallCodes := string(mask ** cset(E Pcall
j
j E Fcall
j
j E Ocall
j
j E Snew))
SuspendCodes := string(mask ** cset(E Psusp
j
j E Fsusp
j
j E Osusp
j
j E Ssusp))
ResumeCodes := string(mask ** cset(E Presum
j
j E Fresum
j
j E Oresum
j
j E Sresum))
ReturnCodes := string(mask ** cset(E Pret
j
j E Fret
j
j E Oret))
FailCodes := string(mask ** cset(E Pfail
j
j E Ffail
j
j E Ofail
j
j E Sfail))
RemoveCodes := string(mask ** cset(E Prem
j
j E Frem
j
j E Orem
j
j E Srem))
current := activation record()
current.parent := activation record()
current.children := []
current.parent.children := []
while EvGet(mask) do
f
case &eventcode of
f
!CallCodes:
f
c := activation record()
c.node := &eventvalue
c.parent := current
c.children := []
put(current.children, c)
current := c
callback(current, current.parent)
g
!ReturnCodes
j !FailCodes:
f
p := pull(current.parent.children)
current := current.parent
callback(current, p)
g
!SuspendCodes:
f
current := current.parent
callback(current, current.children[
￿1])
g
!ResumeCodes:
f
102current := current.children[
￿1]
callback(current, current.parent)
g
!RemoveCodes:
f
if child := pull(current.children) then
f
while put(current.children, pop(child.children))
callback(current, child)
g
else
f
if current === current.parent.children[
￿1] then
f
p := pull(current.parent.children)
current := current.parent
callback(current, p)
next
g
else stop("evaltree: unknown removal")
g
g
default:
f
callback(current, current)
g
g
g
end
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This appendixpresents the Icon source code for Eve, the example monitor coordinatorpresented in Chapter
11.
#########################################################################
#
# File: eve.icn
#
# Subject: Program to control multiple execution monitors
#
# Author: Clinton Jeffery
#
# Date: November 17, 1992
#
##########################################################################
#
# Version: 3.2
#
##########################################################################
#
# An execution monitor coordinator
#
$include "evheader.icn"
link evutils
link options
link optwindw
link vidgets
link vbuttons
link vslider
link vstyle
link vtext
link vtools
link vstopsgn
global
cmd, # target program ﬁle name
clients, # list of client objects
unioncset, # union of client’s csets
root, # root of the widget tree
msg, # main message widget
enabled, # list of checkbox widgets
stopSign, # state of the stop sign widget
stopstate, # state of the stop sign widget
EventCodeTable, # table of EM’s to call for each event
loaded, # list of checkbox widgets
delayval, # amount of slowdown to insert per event
verbose, # switch to make Eve explain itself
candidates, # list of potential EM’s to run
ticksum, # number of clock ticks elapsed in TP
EveHandlers, # Eve’s procedures for each event
EveBroadcastQueue # queue used for EM
￿ EM communication
#
# main()
￿ initializes TP, EM’s, Eve’s own tables, then enters the main loop
#
procedure main(av)
local optable, all, i, aborter, monitor,
arglist, C, eveoptions
optable := initializeTP(av)
104if
nverbose then write("Eve: Monitoring ",c m d ,"( " , image(&eventsource),")")
all := optable["all"]
initializeEMs(optable)
initializeEve()
if
nverbose then write("Eve: executing monitored program")
mainLoop()
end
#
# mainLoop()
￿ Eve’s main loop
#
procedure mainLoop()
while EvGet(unioncset) do
f
#
# Call Eve’s own handler for this event, if there is one.
#
(
n EveHandlers[&eventcode]) ()
#
# Forward the event to those EM’s that want it.
#
every monitor := !EventCodeTable[&eventcode] do
if C := event( , , monitor.prog) then
f
if C
￿=== monitor.mask then
f
while type(C)
￿== "cset" do
f
#
# The EM has raised a signal; pass it on, then
# return to the client to get his next event request.
#
broadcast(C, monitor)
if not (C := event( , , monitor.prog)) then
f
unschedule(monitor)
break next
g
g
if monitor.mask
￿===:= C then
computeUnionMask()
g
g
else
unschedule(monitor)
delay(6
< delayval)
g
set Vstrset coupler(stopstate, , "done")
stopsigndone(stopSign)
drawtime()
eveQuit()
end
#
# initializeTP()
￿ initialize the target program
#
procedure initializeTP(av)
local optable
# EvGlobals()
delayval := 0
*av
>0
j stop("usage: eve [
￿f eveconﬁg] [
￿s] [
￿all] icon
￿command
￿line")
#
# pull off eve options (don’t consume child’s options in this call
# to options()).
#
105eveoptions := []
while av[1][1] == "
￿" do
f
put(eveoptions, pop(av))
if eveoptions[
￿1] == "
￿f" then put(eveoptions, pop(av))
g
optable := options(eveoptions, "P:V!
￿geo:f:s
￿all!")
/optable["P"]: =" 0,0"
/optable["f"] := getenv("HOME")
j
j "/.eve"
/optable["L"]: =" Eve"
/optable["T"]: =" *helvetica
￿bold
￿r
￿*
￿
￿17*"
/optable["H"] := 100
/optable["W"] := 100
verbose := optable["V"]
cmd := pop(av)
j stop("Eve: Icon program command
￿line argument is missing!")
&eventsource := load(cmd, av)
j stop("can’t load ", image(cmd))
return optable
end
#
# intializeEMs
￿ initialize the execution monitors
#
procedure initializeEMs(optable)
local all, i, titles, title, wantheight, maxwidth
all := optable["all"]
candidates := getClientList(optable["f"], all)
titles := getTitles()
&window := optwindow(optable)
j stop("no &window")
maxwidth := calcWidth(titles)
wantheight := XAttrib("fheight") * (*candidates + 1) + XAttrib("ascent")
wantheight
<:= 80
XAttrib("width="
j
j (maxwidth + 101 + XTextWidth("loadiconifyenable") + 16))
XAttrib("height="
j
j wantheight)
wantheight
<:= 240
# build buttons and sliders on Eve’s window
root := Vroot frame(&window)
attachClientControls(titles,maxwidth)
VResize(root)
#a l l o wu s e rt os e l e c tE M s
while(pop(XPending()))
until stopstate.value
￿=== "startup" do
run()
if wantheight
￿= XAttrib("height") then XAttrib("height="
j
jwantheight)
attachSlider()
while(pop(XPending()))
clients := []
every i := 1 to * candidates do
if
nall
j
n loaded[i].callback.value then
f
arglist := titledparse(candidates[i])
put(clients, client(pop(arglist), arglist, i))
g
# the ﬁrst time through we activate the clients with no useful value
if
nverbose then write("Eve: initializing ", *clients, " clients")
every i := 1 to *clients do
clients[i].mask := @ clients[i].prog
end
#
# initializeEve()
￿ initialize Eve’s own state variables
#
procedure initializeEve()
ticksum := 0
EveHandlers := table()
106EveHandlers[E Tick] := eveTick
EveHandlers[E MXevent] := eveEvent
EveHandlers[E Error] := eveError
computeUnionMask()
end
#
#c a l c W i d t h ( )
￿ compute the width needed for Eve window, in pixels
#
procedure calcWidth(titles)
local maxwidth
maxwidth := 0
every maxwidth
<:= XTextWidth(!titles)
maxwidth
<:= XTextWidth("Executing program "
j
j cmd) + 4
maxwidth +:= XTextWidth("..")
return maxwidth
end
#
# getTitles()
￿ from a list of candidates, build a list of titles
#
procedure getTitles()
local titles, i
titles := list(*candidates)
every i := 1 to *candidates do
if candidates[i][1] == "
n"" then
candidates[i] ?
f
move(1)
titles[i] := tab(ﬁnd("
n""))
g
else
titles[i] := candidates[i]
return titles
end
#
# attachClientControls()
￿ attach controls for each possible EM,
# as well as Eve’s stopsign and exit button
#
procedure attachClientControls(titles,maxwidth)
local fheight, y, dotwidth
fheight := XAttrib("fheight")
descent := XAttrib("descent")
dotwidth := XTextWidth(".")
loaded := list(*candidates)
enabled := list(*candidates)
every i := 1 to *candidates do
f
y := i * fheight + descent
title := left(titles[i], maxwidth / dotwidth, ".")
while XTextWidth(title)
> maxwidth do title := left(title, *title
￿ 1)
Vmessage(root, 101, y, &window, title)
loaded[i] :=
FixedCheckbox(all, root, 101 + maxwidth, y,
&window, loadedChange, i, fheight)
FixedCheckbox(&null, root, 101 + maxwidth + XTextWidth("load")+8 ,
y, &window, iconicChange, i, fheight)
enabled[i] :=
FixedCheckbox(all, root, 101 + maxwidth + XTextWidth("loadiconify") + 16,
y, &window, enableChange, i, fheight)
g
stopstate := Vstrset coupler(if /all then "startup" else "running",,,,,,
["startup","running","stopped","done"])
107stopSign := stopsign(&window, stopstate)
aborter := stopsign(&window, Vstrset coupler("abort",,,,,,["abort"]))
insert(Vrecset,"stopsign rec")
VInsert(root, stopSign, 10, 0, 80, 80)
msg := Vmessage(root, 101, 0, &window, "Select client monitors")
VInsert(root, Vline(&window, 101, fheight,
101 + XTextWidth("Select client monitors"), fheight))
Vmessage(root, 101 + maxwidth, 0, &window, "load")
Vmessage(root, 101 + maxwidth + XTextWidth("load") + 8, 0, &window, "iconify")
Vmessage(root, 101 + maxwidth + XTextWidth("loadiconify") + 16, 0,
&window, "enable")
VInsert(root, aborter, 0, 80, 100, 70)
end
#
# attachSlider()
￿ attach slider for execution speed control
#
procedure attachSlider()
VRemove(root, msg)
Vmessage(root, 101, 0, &window, "Executing program "
j
j cmd)
Vvert slider(root, 45, 180, &window, speed, , XHeight()
￿ 190, 10, 0, 100, 0)
Vmessage(root, 20, 175, &window, "slow")
Vmessage(root, 20, XHeight()
￿ 20, &window, "fast")
VResize(root)
end
#
# speed()
￿ set the speed from the slider value. A vidget callback.
#
procedure speed(foo, newdelay)
delayval := integer(newdelay
^ 1.5)
end
#
# run()
￿ vidget event handler; yields control after every event by suspending
#
procedure run(e, x, y)
local return value
if
ne then
f
if return value := VEvent(root, e, x, y) then suspend return value
else suspend
g
repeat
f
e := XEvent()
if return value := VEvent(root, e, &x, &y) then
suspend return value
else suspend
g
end
#
# titledparse()
￿ parse command lines with an optional string title
# at the front. The syntax of .eve ﬁle lines is
#[ " title"] cmd [options]
#
procedure titledparse(s)
if s[1] == "
n"" then
s?
f
move(1)
tab(ﬁnd("
n""))
move(1)
tab(many(’ ’))
108return parse(tab(0))
g
else return parse(s)
end
#
# Trivial command line (string) argument
￿
￿
> list conversion.
#
procedure parse(s)
local l, s2
l: =[]
s?
f
while s2 := tab(upto(’ ’)) do
f put(l, s2) ; tab(many(’ ’))
g
if *(s2 := tab(0))
>0 then put(l, s2)
g
return l
end
#
# unschedule(EM)
￿ remove EM from those that are receiving events.
#
procedure unschedule(EM)
local newclients, monitor
newclients := []
every monitor := !clients do
f
if monitor
￿=== EM then put(newclients, monitor)
else write("unscheduled ", image(EM.name))
g
clients := newclients
computeUnionMask()
end
#
# computeUnionMask()
￿ determine the set of events required by the
# union of all EM’s
￿
￿ including Eve’s tick, error and user input needs
#
procedure computeUnionMask()
static tickset
local monitor, c
initial tickset := cset(E Tick
j
j E MXevent
j
j E Error)
EventCodeTable := table()
EventCodeTable["noop"]: =""
EventCodeTable[E Tick] := []
EventCodeTable[E MXevent] := []
EventCodeTable[E Error] := []
unioncset := tickset
every monitor := !clients do
if monitor.enabled === E Enable then
f
unioncset ++:= monitor.mask
every c := !monitor.mask do
if c
￿=== E MXevent then
f
/EventCodeTable[c] := []
put(EventCodeTable[c], monitor)
g
g
if
nverbose then write("Eve: union mask ", image(unioncset))
end
#
# getClientList(s)
￿ read the .eve ﬁle and return a list containing
# its contents.
#
109procedure getClientList(s, all)
local ﬁn, line, candidates
candidates := []
if
ns then ﬁn := open(s)
j stop("can’t open ",s )
else if not (ﬁn := open(getenv("HOME")
j
j "/.eve")) then
f
ﬁn := &input
write("Enter a list of client command lines. A blank line terminates")
g
while *(line := read(ﬁn))
>0d o
put(candidates, line)
if ﬁn
￿=== &input then close(ﬁn)
return candidates
end
#
# During execution, Eve’s knowledge about EMs is stored in a list of
# records of type "client rec".
#
record client rec(name, args, eveRow, prog, state, mask, enabled)
#
# client()
￿ create and initialize a client rec.
#
procedure client(args[])
local self
self := client rec ! args
if /self.name then stop("empty client?")
self.prog := load(self.name, self.args)
j stop("can’t load ", image(self.name))
variable("&eventsource", self.prog) := &current
j stop("no EventSource?")
variable("Monitored", self.prog) := &eventsource
j stop("no Monitored?")
/self.state := "Running"
/self.mask := ”
/self.enabled := E Enable
return self
end
#
# eveEvent()
￿ event handler for E MXevent user input event.
# If the user pressed the stop sign, the stop sign changes into a green light;
# wait until the user presses the green light before continuing.
#
procedure eveEvent()
run(&eventvalue, &x, &y)
while stopstate.value === "stopped" do
run()
&eventcode := "noop"
end
#
# eveTick()
￿ event handler for E Tick clock tick event.
#
procedure eveTick()
drawtime(ticksum +:= &eventvalue)
end
#
# eveError()
￿ event handler for E Error TP run
￿time error event.
#
procedure eveError()
local w
if keyword("error", &eventsource) = 0 then
#
# this error would be fatal, handle it
110#
if w := open("Run
￿time error", "x",
"font=*helvetica
￿bold
￿r
￿*
￿
￿24*", "lines=10" ) then
f
write(w, "Run
￿time error ", image(&eventvalue))
write(w, "File ",k e y w o r d ( " ﬁle", &eventsource),
"; line ",k e y w o r d ( " line", &eventsource))
write(w, keyword("errortext", &eventsource))
write(w, "offending value: ", image(keyword("errorvalue", &eventsource)))
writes(w, "Convert to failure? ")
if XEvent(w)===("y"
j"Y") then
variable("&error", &eventsource) := 1
g
end
#
#d r a w t i m e ( )
￿ write the current elapsed TP clock time
#
procedure drawtime(val)
/val := ticksum
XGotoXY(18, 82)
writes(&window, "T: ",v a l )
end
#
# loadedChange()
￿ vidget callback for the "loaded" buttons
#
procedure loadedChange(i, val)
local arglist
if stopstate.value === "running" then
f
if /val then
f
# trying to turn off a load while running? Sorry...
loaded[i].callback.V.toggle(loaded[i].callback, i, 1)
g
else
f
arglist := titledparse(candidates[i])
write("arglist:")
every write(!arglist)
put(clients, client(pop(arglist), arglist, i))
enabled[i].callback.V.toggle(enabled[i].callback, i, val)
if /enabled[i].callback.value then enabled[i].D.draw off(enabled[i])
else enabled[i].D.draw on(enabled[i])
write(image(enabled[i].callback.value), ",", clients[*clients].enabled)
clients[*clients].mask := @ clients[*clients].prog
computeUnionMask()
g
g
else
f
enabled[i].callback.V.toggle(enabled[i].callback, i, val)
if /enabled[i].callback.value then enabled[i].D.draw off(enabled[i])
else enabled[i].D.draw on(enabled[i])
g
end
#
# enableChange()
￿ vidget callback for the "enable" buttons.
# Update Eve’s state, and inform client of disable/enable.
#
procedure enableChange(i, val)
local C, monitor
if stopstate.value
￿== "running" then fail
val := if val === &null then E D i s a b l ee l s eEEnable
every monitor := !clients do
f
if monitor.eveRow === i then
f
111monitor.enabled := val
(C := event(val, , monitor.prog))
j (write("failing") & fail)
if monitor.mask
￿===:= C then
computeUnionMask()
g
g
end
#
# iconicChange()
￿ vidget callback for the "icon" buttons.
#
procedure iconicChange(i, val)
local cl, v, v2
val := if val === &null then "window" else "icon"
every cl := !clients do
if cl.eveRow === i then
f
if not (v := variable("Visualization", cl.prog)) then
write("Visualization: failed")
if ﬁnd("window",image(v)) then XAttrib(v,"iconic="
j
j val)
else if type(v) == "list" then
every v2 := !v do XAttrib(v2,"iconic="
j
j val)
else write("Visualization: ", type(variable("Visualization", cl.prog))
j"failed")
g
end
#
#e v e Q u i t ( )
￿ TP execution completion handler
#
procedure eveQuit()
local c
if
nverbose then write("Eve: Monitored program has terminated execution")
every c := (!clients).prog do
cofail(c)
GetEvents(root)
end
#
# broadcast()
￿ sent event to interested EMs
#
procedure broadcast(x, except)
/EveBroadcastQueue := []
put(EveBroadcastQueue, x)
put(EveBroadcastQueue, except)
ﬂush broadcast queue()
end
#
# ﬂush events produced during EM
￿ EM communcation.
# This code appears similar to Eve’s main loop.
#
procedure ﬂush broadcast queue()
l o c a lc ,C ,x ,e x c e p t ,m o n i t o r
while *EveBroadcastQueue
> 0d o
f
x := pop(EveBroadcastQueue)
except := pop(EveBroadcastQueue)
j stop("malformed broadcast queue")
if x === "quit" then eveQuit()
every monitor := (except
￿=== !clients) do
if C := event( , , monitor.prog) then
f
if C
￿=== monitor.mask then
f
while type(C)
￿== "cset" do
f
#
# The EM has raised a signal.
# Pass it on to all the others except the client.
112#
put(EveBroadcastQueue, C)
put(EveBroadcastQueue, monitor)
if not (C := event( , , monitor.prog)) then
f
unschedule(monitor)
if
nverbose then
write("Eve warning: broadcast of ",
image(&eventcode), " aborted")
g
break next
g
if monitor.mask
￿===:= C then
computeUnionMask()
g
g
else
f
unschedule(monitor)
if
nverbose then
write("Eve warning: broadcast of ", image(&eventcode), " aborted")
break
g
g
end
113Appendex C: Event Codes
The followinglistof event codes isprovidedin order togive a general indicationof the extentof instrumen-
tation discussedin Chapter 5. More information on these codes is presented in [Gris92c].
Classes of events
AllocMask Memory allocationevents
AssignMask Assignmentevents
TypeMask Events related to Icon data types
ConvMask Type conversion events
ListMask List operation events
RecordMask Record operation events
ScanMask String scanning events
SetMask Set operation events
TableMask Table operation events
StructMask Structure operation events (lists, records, sets, and tables)
ProcMask Procedure activity events
FncMask (Built-in) Function activityevents
OperMask Operator activity events
Individual events
E Lrgint Large integer allocation
E Real Real allocation
E Cset Cset allocation
E File File allocation
E Record Record allocation
E Tvsubs Substringtrapped variable allocation
E External External allocation
E List List allocation
E Lelem List element allocation
E Table Table allocation
E Telem Table element allocation
E Tvtbl Table-element trapped variable allocation
E Set Set allocation
E Selem Set element allocation
E Slots Hash header allocation
E Coexpr Co-expression allocation
E Refresh Refresh allocation
E Alien Alien allocation
E Free Free region
E String String allocation
E Lrgint Large integer allocation
E Real Real number allocation
114E Cset Cset allocation
E File File allocation
E Record Record allocation
E Tvsubs Substringtrapped variable allocation
E External External allocation
E List List allocation
E Lelem List element allocation
E Table Table allocation
E Telem Table element allocation
E Tvtbl Table element trapped variable allocation
E Set Set allocation
E Selem Set element allocation
E Slots Hash header allocation
E Coexpr Co-expression allocation
E Refresh Refresh allocation
E Alien Allien alien allocation
E Free Free region
E String String allocation
E Integer Integer value pseudo-event
E Null Null value value pseudo-event
E Proc Procedure value pseudo-event
E Kywdint Integer keyword value pseudo-event
E Kywdpos Positionvalue pseudo-event
E Kywdsubj Subject value pseudo-event
E Pid Symbol name
E Sym Symbol table entry
E Tick Clock tick
E Loc Location change
E Opcode Virtual-machine instruction
E Aconv Conversion attempt
E Tconv Conversion target
E Nconv Conversion not needed
E Sconv Conversion success
E Fconv Conversion failure
E Lsub List subscript
E Rsub Record subscript
E Snew Scanning environment creation
E Sfail Scanning failure
E Ssusp Scanning suspension
E Sresum Scanning resumption
E Srem Scanning environment removal
E Spos Scanning position
E Assign Assignment
E Intcall interpreter call
E Intret interpreter return
115E Stack stack depth
E Ecall Call of operation
E Efail Failure from expression
E Eret Return from expression
E Bsusp Suspensionfrom operation
E Esusp Suspensionfrom alternation
E Lsusp Suspensionfrom limitation
E Eresum Resumption of expression
E Erem Removal of a suspended generator
E Coact Co-expression activation
E Coret Co-expression return
E Cofail Co-expression failure
E Pcall Procedure call
E Pfail Procedure failure
E Pret Procedure return
E Psusp Procedure suspension
E Presum Procedure resumption
E Prem Suspended procedure removal
E Fcall Function call
E Ffail Function failure
E Fret Function return
E Fsusp Function suspension
E Fresum Function resumption
E Frem Function suspensionremoval
E Ocall Operator call
E Ofail Operator failure
E Oret Operator return
E Osusp Operator suspension
E Oresum Operator resumption
E Orem Operator suspensionremoval
E Collect Garbage collection
E EndCollect End of garbage collection
E TenureString Tenure a string region
E TenureBlock Tenure a block region
E Error Run-time error
E Exit Program exit
E MXevent monitor input event
E Comment Comment
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