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Abstract
A new matrix modified Korteweg-de Vries (mmKdV) equation with a p × q complex-
valued potential matrix function is first studied via Riemann-Hilbert approach, which
can be reduced to the well-known coupled modified Korteweg-de Vries equations by
selecting special potential matrix. Starting from the special analysis for the Lax pair of
this equation, we successfully establish a Riemann-Hilbert problem of the equation. By
introducing the special conditions of irregularity and reflectionless case, some interest-
ing exact solutions, including the N-soliton solution formula, of the mmKdV equation
are derived through solving the corresponding Riemann-Hilbert problem. Moreover,
due to the special symmetry of special potential matrices and the N-soliton solution
formula, we make further efforts to classify the original exact solutions to obtain some
other interesting solutions which are all displayed graphically. It is interesting that
the local structures and dynamic behaviors of soliton solutions, breather-type solutions
and bell-type soliton solutions are all analyzed via taking different types of potential
matrices.
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1. Introduction
Soliton theory is one of the important research directions in the field of nonlinear
science in the world today. Solitons of nonlinear differential equations play an impor-
tant role in revealing some important physical laws such as fluid mechanics, plasma
physics, nonlinear optics, classical field theory, and quantum theory. Based on this
fact, many domestic and foreign scholars have devoted themselves to the study of soli-
tons. In recent decades, a number of effective methods have been produced such as
Hirota bilinear method [1], Darboux and Ba¨cklund transformation [2], inverse scatter-
ing transformation [3–5]. Apart from them, the Riemann-Hilbert(RH) approach is also
a very effective method which can not only slove the soliton solutions of a series of
nonlinear evolution equations [6–21], but also study integrable systems with non-zero
boundaries [22–26], the asymptoticity of integrable system solutions [27–31], certain
improtant properties of orthogonal polynomials[32], etc. Because of the superiority of
RH approach, many scholars have done a lot of work about the exact solutions of single
equation and partial coupled equations with it. However, there are very few work about
the solutions of matrix-type equation via the RH approach. Therefore, the main pur-
pose of our work is to study the RH problem and exact solutions with their properties
of a new matrix modified Korteweg-de Vries(mmKdV) equation in this work.
In this work, we focus on Riemann-Hilbert problem and exact solutions with their
propagation behaviors for the mmKdV equation [33]
Qt + Qxxx − 3ǫ(QxQ†Q + QQ†Qx) = 0, ǫ = ±1, (1.1)
where Q is a p×q complex-valuedmatrix function of variation x and t. If Q is restricted
to be a real matrix, Eq. (1.1) is the same as the equation presented in [34]. When Q
is taken as some special forms, Eq. (1.1) can be reduced to the coupled modified
Korteweg-de Vries(cmKdV) equations
∂vi
∂t
− 6

M−1∑
j=0
ǫ jv
2
j
 ∂vi∂x + ∂
3vi
∂x3
= 0, ǫ j = ±1, i = 0, 1, . . . , M − 1. (1.2)
Moreover, as far as known, there are already two different methods to complete the
reduction to cmKdV in [33, 35]. Here is a brief introduction to the reduced method in
[33]. We define
Q(1) = µ0v0 + iv1, R
(1) = ǫ1(µ0v0 − iv1), (1.3)
Q(m+1) =
 Q(m) −ǫ2m+1(µ2mv2m + iv2m)I2m−1−(µ2mv2m − iv2m)I2m−1 −R(m)
 , (1.4)
3
R(m+1) =
 R(m) −ǫ2m+1(µ2mv2m + iv2m)I2m−1−(µ2mv2m − iv2m)I2m−1 −Q(m)
 , (1.5)
where I2m−1 is the 2
m−1 × 2m−1 identity matrix, ǫ = ±1, and µ2m satisfies
µ22m =
ǫ2m
ǫ2m+1
= ǫ2mǫ2m+1. (1.6)
Substituting Q(m) and R(m) for Q and R into Eq. (1.1), we can obtain Eq. (1.2) (M =
2m).
In addition, the conservation laws and Hamilton structure of the mmKdV equation
have been studied carefully by Tsuchida and Wadati in [33]. Starting from a special
class p = q = n, the Lax representation for Eq. (1.2) can be written asΦ1
Φ2

x
=
−iζI Q
R iζI

Φ1
Φ2
 ,Φ1
Φ2

t
=
V11 V12
V21 V22

Φ1
Φ2
 ,
(1.7)
where every element is a n × n matrix. We define Γ = Φ2Φ−11 , with the aid of Lax pair
and the compatibility condition of it, some special relationship can be derived by
{tr(QΓ)}t = {some function of Γ,Q, R and ζ}x ,
2iQΓ = −QR + Q(Q−1QΓ)x + (QΓ)2,
(1.8)
where tr(QΓ) is the generating form of conserved densities. By expanding QΓ with
respect to the spectral parameter ζ as QΓ =
∑∞
l=1
1
(2iζ)l
Fl. A recursion formula can be
obtained as follows
Fl+1 = −δl,0QR + Q(Q−1Fl)x +
l=1∑
k=1
FkFl−k, l = 0, 1, . . . , (1.9)
where tr(Fl) is a conserved density for any positive integer l. Moreover, on the basis of
conserved density, the Hamilton structure and the Possion bracket of mmKdV equation
can be otained as follows
H = tr
∫
{iF4} dx = tr
∫ {
−iQRxxx + i
3
2
QR(QRx − QxR)
}
dx, (1.10)
{
Q(x) ⊗, Q(y)
}
=
{
R(x) ⊗, Q(y)
}
= 0, (1.11)
{
Q(x) ⊗, R(y)
}
= iδ(x − y)Π, (1.12)
4
where
{
X ⊗, Y
}i j
kl
=
{
Xi j, Ykl
}
, and Π denotes the n2 × n2 permutation matrix. The com-
plete integrability can be proved by a classical r−matrix [33]. The exact solutions of
mmKdV equation as p = q = n and ǫ = −1 have been studied by using the classical
inverse scattering method [33]. Different from previous work about mmKdV equation,
our work is to perfect the exact solutions of mmKdV equation for any positive integers
p, q and ǫ = ±1 via RH approach, and obtain some other interesting and meaningful
phenomenon by analyzing the special properties of potential matrix which is important
to understand mmKdV equation more thoroughly.
The outline of this work is as follows. In Section 2, we perform the spectral analysis
of Lax pair, and analyze the symmetry and analyticity of scattering matrix. In Section
3, on the basis of the results of the last section, the RH problem is formulated. In
Section 4, we complete the spatiotemporal evolution of the scattered data. In Section
5, we obtain general form of solutions by solving the RH problem. Finally, some
specific forms of potential matrix are considered. According to the special properties
unique to the particular forms, we can further classify soliton solutions based on the
original soliton solutions. Then, we obtain some other interesting solutions such as N-
soliton solutions, breather-type soliton solutions and bell-type soliton solutions. The
conclusions are discussed in the last section.
2. Spectral Analysis
2.1. Lax pair and eigenfuction
The equivalent form of Lax pair of Eq. (1.1) can be written as
Φx = MΦ, M = − iζσ + U,Φt = NΦ, N = − 4iζ3σ + 4ζ2U − 2iζ(U2 + Ux)σ + 2U3 − Uxx + UxU − UUx,
(2.1)
with
σ =
I1 0
0 −I2
 , U =
0 Q
R 0
 , (2.2)
where Φ = Φ(x, t; ζ) is a (p + q)-component vector, Q is a p × q matrix, R is a q × p
matrix, and I1 and I2 are p × p and q × q identity matrix, respectively. The potential
matrices satisfy R = ǫQ† and ǫ = ±1. In addition, Eq. (1.1) can be derived via the
compatibility condition of Eq. (2.1).
For the convenience of discussion, we can rewritte Eq. (2.1) asΦx + iζσΦ = UΦ,Φt + 4iζ3σΦ = VΦ, (2.3)
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where
V = 4ζ2U + iζ(2UxU + 2Ux)σ + 2U
3 − Uxx + UxU − UUx. (2.4)
According to Eq. (2.3), when |x| → ∞,
Φ ∝ exp(−iζσx − 4iζ3σt). (2.5)
Let Ψ = Φ exp(iζσx + 4iζ3σt), then Ψ satisfy :
Ψx + iζ[σ,Ψ] = UΨ, (2.6)
Ψt + 4iζ
3[σ,Ψ] = VΨ, (2.7)
where [σ,Ψ] = σΨ−Ψσ is the commutator. Based on Eqs. (2.6) and (2.7), we can get
the formula
d(ei(ζx+4ζ
3t)σ̂Ψ) = ei(ζx+4ζ
3t)σ̂(Udx + Vdt)Ψ. (2.8)
Now we begin to consider the spectral analysis of Lax pair (2.6) and (2.7), for
which we merely focus on the spectral problem (2.6), because the analysis will take
place at a fixed time, and the t-dependence will be suppressed. As for (2.6), we can
write its two matrix Jost solutions as a collection of columns, that is
Ψ1 = ([Ψ1]1, [Ψ1]2, . . . , [Ψ1]p, [Ψ2]p+1, . . . , [Ψ2]p+q),
Ψ2 = ([Ψ2]1, [Ψ2]2, . . . , [Ψ2]p, [Ψ1]p+1, . . . , [Ψ1]p+q),
(2.9)
obeying the asymptotic conditions
Ψ1 → I, x → −∞,
Ψ2 → I, x → +∞.
(2.10)
Here I is a (p+ q) × (p + q) identity matrix. Ψ1 and Ψ2 are uniquely determined by the
integral equations of Volterra type
Ψ1 = I +
∫ x
−∞
e−iζσ(x−y)U(y)Ψ1(y, ζ)eiζσ(x−y)dy,
Ψ2 = I −
∫ +∞
x
e−iζσ(x−y)U(y)Ψ2(y, ζ)eiζσ(x−y)dy.
(2.11)
By direct computation, we can get
e−iζσ(x−y)U(y)eiζσ(x−y) =
 0 e−iζ(x−y)I1 Qe−iζ(x−y)I2
eiζ(x−y)I2Reiζ(x−y)I1 0
 . (2.12)
By direct analysis, we can see that
[Ψ1]1, [Ψ1]2, . . . , [Ψ1]p, [Ψ2]p+1, [Ψ2]p+2, . . . , [Ψ2]p+q (2.13)
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are analytic for ζ ∈ C+ and continuous for ζ ∈ C+ ∪ R, and
[Ψ2]1, [Ψ2]2, . . . , [Ψ2]p, [Ψ1]p+1, [Ψ1]p+2, . . . , [Ψ1]p+q (2.14)
are analytic for ζ ∈ C− and continuous for ζ ∈ C− ∪ R, where C+ and C− respec-
tively the upper and lower half ζ-plane. It is indicated owing to the Abels identity
and tr(U) = 0 that the determinants of Ψ1 and Ψ2 are independent of the variable x.
Through evaluating det(Ψ1) at x = −∞ and det(Ψ2) at x = +∞ , we know
det(Ψ1) = det(Ψ2) = 1, ζ ∈ R. (2.15)
2.2. Symmetry and analyticity of scattering matrix
Since Ψ1E and Ψ2E are matrix solutions of the spectral problem(12), where E =
e−i(ζx+4ζ
3t)σ, therefore,Ψ1E and Ψ2E are linear dependent, namely,
Ψ1E = Ψ2ES (ζ), ζ ∈ R, (2.16)
where S (ζ) is a (p + q) × (p + q) matrix, i.e., S (ζ) = (S i, j)(p+q)×(p+q). By taking deter-
minant at both ends of Eq. (2.16), it is obvious that
det(S ) = 1. (2.17)
In order to construct the RH problem, we need to consider the inverse of Ψ1 and
Ψ2, and we partition the inverse matrices of Ψ1 and Ψ2 into rows, that is
Ψ−11 =

[Ψ−1
1
]1
[Ψ−1
1
]2
...
[Ψ−1
1
]p+q

, Ψ−12 =

[Ψ−1
2
]1
[Ψ−1
2
]2
...
[Ψ−1
2
]p+q

, (2.18)
in which each [Ψ−1
1
]l and [Ψ−1
2
]l denote the l − th row of the matrices Ψ−1
1
and Ψ−1
2
. At
the same time, Ψ−1
1
and Ψ−1
2
meet the equation
Υx + iζ[σ,Υ] = −ΥU. (2.19)
With the aid of Eq. (2.19), we can see that
[Ψ−11 ]1, [Ψ
−1
1 ]2, . . . , [Ψ
−1
1 ]p, [Ψ
−1
2 ]p+1, . . . , [Ψ
−1
2 ]p+q (2.20)
are analytic in ζ ∈ C−, while
[Ψ−12 ]1, [Ψ
−1
2 ]2, . . . , [Ψ
−1
2 ]p, [Ψ
−1
1 ]p+1, . . . , [Ψ
−1
1 ]p+q (2.21)
7
are analytic in ζ ∈ C+. Moreover, from Eq. (2.16), we can get that
E−1Ψ−11 = R(ζ)E
−1Ψ−12 , (2.22)
where R(ζ) = (Ri, j)(p+q)×(p+q) = S −1(ζ), we can call it as inverse scattering matrix.
After finding the scattering matrix S (ζ) and the inverse scattering matrix R(ζ), we give
the following theorem to describe the analyticity of the elements for the two matrices.
Theorem 2.1. Assume that the scattering matrix S (ζ) and the inverse scattering matrix
R(ζ) are divided into the following formsS 1 S 2
S 3 S 4
 ,
R1 R2
R3 R4
 , (2.23)
where S 1 and R1 are p×p matrices, S 4 and R4 are q×q matrices, S 2 and R2 are p×q
matrices, and S 3 and R3 are q×p matrices. Then the elements of S 1 and R4 can be
analytic extension to ζ ∈ C+; the elements of S 4 and R1 can be extended analytically
to ζ ∈ C−; the elements of S 2, S 3,R2 and R3 are not analytic in ζ ∈ C+ and ζ ∈ C−; the
elements of S 2 and S 3 are continuous in ζ ∈ R; the elements of R2 and R3 can not be
extended analytically to ζ ∈ R.
Proof. From Eq. (2.16), we can get
E−1Ψ−12 Ψ1E = S (ζ). (2.24)
More explicity, we have
Ψ−12 Ψ1 = 
[Ψ−1
2
]1[Ψ1]1 . . . [Ψ
−1
2
]1[Ψ1]p [Ψ
−1
2
]1[Ψ1]p+1 . . . [Ψ
−1
2
]1[Ψ1]p+q
...
. . .
...
...
. . .
...
[Ψ−1
2
]p[Ψ1]1 . . . [Ψ
−1
2
]p[Ψ1]p [Ψ
−1
2
]p[Ψ1]p+1 . . . [Ψ
−1
2
]p[Ψ1]p+q
[Ψ−1
2
]p+1[Ψ1]1 . . . [Ψ
−1
2
]p+1[Ψ1]p [Ψ
−1
2
]p+1[Ψ1]p+1 . . . [Ψ
−1
2
]p+1[Ψ1]p+q
...
. . .
...
...
. . .
...
[Ψ−1
2
]p+q[Ψ1]1 . . . [Ψ
−1
2
]p+q[Ψ1]p [Ψ
−1
2
]p+q[Ψ1]p+1 . . . [Ψ
−1
2
]p+q[Ψ1]p+q

.
(2.25)
With the aid of the analyticity of the columns of Ψ1, the rows of Ψ2 and the matrice E,
we can proof the analyticity of the elements of S (ζ). Similarly, the analyticity of the
elements of R(ζ) can be obtained. Thus, we complete the proof. 
In addition, the potential matrix U has the symmerty as follows:
U =
0 Q
R 0
 , R = ǫQ†, ǫ = ±1. (2.26)
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Case 1: ǫ = −1.
From R = −Q†, we can derive that U† = −U, and then obtain
Ψ
†
i
(ζ∗) = Ψ−1i (ζ), i = 1, 2. (2.27)
According to Eq. (2.16), we have
S †(ζ∗) = R(ζ), (2.28)
which gives the following relationships
s∗
i, j(ζ
∗) = r j,i(ζ), 1 ≤ i ≤ p, 1 ≤ j ≤ p, ζ ∈ C+,
s∗
i, j(ζ) = r j,i(ζ), 1 ≤ i ≤ p, p ≤ j ≤ p + q, ζ ∈ R,
s∗
i, j(ζ) = r j,i(ζ), p ≤ i ≤ p + q, 1 ≤ j ≤ p, ζ ∈ R,
s∗
i, j(ζ
∗) = r j,i(ζ), p + 1 ≤ i ≤ p + q, p + 1 ≤ j ≤ p + q, ζ ∈ C−.
(2.29)
Case 2: ǫ = 1.
From R = Q†, we can see that U† = −σUσ, and then obtain
Ψ
†
i
(ζ∗) = σΨ−1i (ζ)σ, i = 1, 2. (2.30)
According to Eq. (2.16), we have
S †(ζ∗) = σR(ζ)σ. (2.31)
Thus, we successfully obtain the relationship between the scattering matrix and the
inverse scattering matrix.
3. Riemann-Hilbert Problem
A RH problem desired for the mmKdV equation involves two matrix functions:
one is analytic in C+, and the other is analytic in C−. Define the first matrix function
Γ1(x, ζ) = ([Ψ1]1, [Ψ1]2, . . . , [Ψ1]p, [Ψ2]p+1, [Ψ2]p+2, . . . , [Ψ2]p+q), (3.1)
which is an analytic function of ζ in C+. Next, we study the very large ζ asymptotic
behavior of Γ1(x, ζ), which has the asymptotic expansion
Γ1 = Γ
(0)
1
+
Γ
(1)
1
ζ
+
Γ
(2)
1
ζ2
+ O(
1
ζ3
), ζ → ∞. (3.2)
Inserting Eq. (3.2) into Eq. (2.6), and comparing the coefficients of ζ directly bring
about
O(1) : Γ
(0)
1,x
+ i[σ, Γ
(1)
1
] = UΓ
(0)
1
,
O(ζ) : i[σ, Γ
(0)
1
] = 0,
O(ζ3) : i[σ, Γ
(1)
1
] = UΓ
(0)
1
,
(3.3)
9
from which we have Γ
(0)
1
= I, namely,
Γ1 → I, ζ ∈ C+ → ∞. (3.4)
We can introduce the matrix function Γ2, which is analytic in ζ ∈ C− in terms of
Γ2(x, ζ) =

[Ψ−1
1
]1
...
[Ψ−1
1
]p
[Ψ−1
2
]p+1
...
[Ψ−1
2
]p+q

(x, ζ). (3.5)
Similarly, Γ2 satisfies the following condition:
Γ2 → I, ζ ∈ C− → ∞. (3.6)
In addition, we define some auxiliary matrices
Hi = diag(0, . . . , 0, 1
i
, 0, . . . , 0), (3.7)
then
Γ1 = Ψ1H1 + · · · + Ψ1Hp + Ψ2Hp+1 + · · · + Ψ2Hp+q,
Γ2 = H1Ψ
−1
1 + · · · + HpΨ−11 + Hp+1Ψ−12 + · · · + Hp+qΨ−12 .
(3.8)
Before we give the normal RH Problem, we need to do some calculations:
Γ2(ζ)Γ1(ζ) =(H1Ψ
−1
1 + · · · + HpΨ−11 + Hp+1Ψ−12 + · · · + Hp+qΨ−12 )
× (Ψ1H1 + · · · + Ψ1Hp + Ψ2Hp+1 + · · · + Ψ2Hp+q).
(3.9)
Note that
HiH j =
 Hi, i = j, 1 ≤ i, j ≤ p + q,0, i , j, 1 ≤ i, j ≤ p + q, (3.10)
Ψ−11 Ψ2 = ER(ζ)E
−1 =
r1,1 . . . r1,p r1,p+1e
−2i(ζx+4ζ3t) . . . r1,p+qe−2i(ζx+4ζ
3t)
...
. . .
...
...
. . .
...
rp,1 . . . rp,p rp,p+1e
−2i(ζx+4ζ3 t) . . . rp,p+qe−2i(ζx+4ζ
3t)
rp+1,1e
2i(ζx+4ζ3t) . . . rp+1,pe
2i(ζx+4ζ3t) rp+1,p+1 . . . rp+1,p+q
...
. . .
...
...
. . .
...
rp+q,1e
2i(ζx+4ζ3t) . . . rp+q,pe
2i(ζx+4ζ3t) rp+q,p+1 . . . rp+q,p+q

,
(3.11)
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and
Ψ−12 Ψ1 = ES (ζ)E
−1 =
s1,1 . . . s1,p s1,p+1e
−2i(ζx+4ζ3t) . . . s1,p+qe−2i(ζx+4ζ
3 t)
...
. . .
...
...
. . .
...
sp,1 . . . sp,p sp,p+1e
−2i(ζx+4ζ3t) . . . sp,p+qe−2i(ζx+4ζ
3t)
sp+1,1e
2i(ζx+4ζ3t) . . . sp+1,pe
2i(ζx+4ζ3t) sp+1,p+1 . . . sp+1,p+q
...
. . .
...
...
. . .
...
sp+q,1e
2i(ζx+4ζ3t) . . . sp+q,pe
2i(ζx+4ζ3t) sp+q,p+1 . . . sp+q,p+q

,
(3.12)
we can obtain
Γ2Γ1 =J(x, ζ)
=

1 . . . 0 r1,p+1e
−2i(ζx+4ζ3t) . . . r1,p+qe−2i(ζx+4ζ
3t)
...
. . .
...
...
. . .
...
0 . . . 1 rp,p+1e
−2i(ζx+4ζ3 t) . . . rp,p+qe−2i(ζx+4ζ
3t)
sp+1,1e
2i(ζx+4ζ3t) . . . sp+1,pe
2i(ζx+4ζ3t) 1 . . . 0
...
. . .
...
...
. . .
...
sp+q,1e
2i(ζx+4ζ3t) . . . sp+q,pe
2i(ζx+4ζ3t) 0 . . . 1

.
(3.13)
We denote Γ1 and Γ2 as Γ
+ and Γ−, based on which a RH problem can be set up as
follows:
• Γ± are analytic in C+ = C+\Σ and C− = C−\Σ, respectively, where Σ represent
the directed path along the positive direction of Imζ = 0.
• jump condition
Γ−Γ+ = J(x, ζ), ζ ∈ R (3.14)
where J(x, ζ) is from Eq. (3.13).
• normalization condition
Γ+ → I, as ζ → ∞,
Γ− → I, as ζ → ∞.
(3.15)
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4. Time evolution of the scattering data
In the previous section, we have obtained the zeros of det(Γ1) or det(Γ2). The zero
and non-zero vectors ϑ j, ϑ̂ j form complete scattering data, which satisfy
Γ1(ζ j)ϑ j = 0,
ϑ̂ jΓ2(ζ
∗
j ) = 0,
(4.1)
where ϑ j and ϑ̂ j represent row vector and column vector, respectively.
Next, we begin to analyze the law of time and space evolution. First, we derive the
Eq. (4.1) from x,
Γ1,xϑ j + Γ1ϑ j,x = 0,
Γ1,tϑ j + Γ1ϑ j,t = 0.
(4.2)
Since
Γ1,x = Ψ1,xH1 + · · · + Ψ1,xHp + Ψ2,xHp+1 + · · · + Ψ2,xHp+q, (4.3)
and
Ψx = −iζ[σ,Ψ] + UΨ, (4.4)
we can obtian
Γ1,x = −iζ j[σ, Γ1] + UΓ1. (4.5)
Following the similar process as Γ1,x, we get
Γ1,t = −4iζ3j [σ, Γ1] + UΓ1. (4.6)
Substituting Eqs. (4.5) and (4.6) into Eq. (4.2), and note that Γ1ϑ j = 0, we have
ϑ j,x + iζ jσϑ j = 0,
ϑ j,t + 4iζ
3
jσϑ j = 0.
(4.7)
By sloving the above vector differential equations, we have
ϑ j = e
−i(ζ j x+4ζ3j t)σϑ j,0, (4.8)
where ϑ j,0 is a constant vector.
Moreover, for ǫ = −1, we have Ψ†
i
(ζ∗) = Ψ−1
i
(ζ)(i = 1, 2), then
Γ
†
1
(ζ∗) = Γ2(ζ), ζ ∈ C−. (4.9)
From Eq. (4.1) and Eq. (4.9), we know
ϑ̂ j = ϑ
†
j
, 1 ≤ j ≤ N, (4.10)
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where N is the numeber of zeros of det(Γ1(ζ)). Therefore,
ϑ̂ j = ϑ
†
j,0
e
i(ζ∗
j
x+4ζ∗3
j
t)σ
. (4.11)
For ǫ = 1, we have Ψ
†
i
(ζ∗) = σΨ−1
i
(ζ)σ, (i = 1, 2), then
Γ
†
1
(ζ∗) = σΓ2(ζ)σ, ζ ∈ C−. (4.12)
From Eq. (4.1) and Eq. (4.12), we know
ϑ̂ j = ϑ
†
j
σ, 1 ≤ j ≤ N, (4.13)
where N is the numeber of zeros of det(Γ1(ζ)). Therefore,
ϑ̂ j = ϑ
†
j,0
ei(ζ
∗
j
x+4ζ∗3
j
t)σσ, 1 ≤ j ≤ N. (4.14)
Thus, we comlpete the analysis of the law of time and space evolution.
5. Exact solutions of mmKdV equation
In fact, Γ1 has the asymptotic expansion as follows
Γ1(ζ) = I +
P
(1)
1
ζ
+
P
(2)
1
ζ2
+ O(
1
ζ3
), ζ → ∞. (5.1)
Substituting the expression (5.1) into Eq. (2.6) yields
i[σ, Γ
(1)
1
] = U. (5.2)
Comparing with the elements of the matrices of Eq. (5.2), we can finally recover the
potential function.
We define
Q =

Q1,1 Q1,2 . . . Q1,q
...
...
. . .
...
Qp,1 Qp,2 . . . Qp,q
 , (5.3)
where
Qi, j = 2i(Γ
(1)
1
)i, j+p, 1 ≤ i, j ≤ p. (5.4)
For the above RH problem, under the reflectionless case(S 3=0, in Eq. (2.23)), the
discrete spectrum corresponds to multiple soliton solutions. In addition, the solution
Γ1, Γ2 of the RH problem can be given explicitly,
Γ1(ζ) = I −
N∑
k=1
N∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζ∗
j
,
Γ2(ζ) = I +
N∑
k=1
N∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζk
,
(5.5)
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where M is a N×N matrix, the element of M is Mk, j = ϑ̂kϑ jζ j−ζ∗k . From the above equations,
we can get
Γ
(1)
1
= −
N∑
k=1
N∑
j=1
ϑkϑ̂ j(M
−1)k, j. (5.6)
Let
ϑk,0 = (α1,k, α2,k, . . . , αp+q,k)
T , θk = −i(ζk x + 4ζ3k t), (5.7)
then we obtain the solutions of the mmKdV equation as follows:
Qm,n = 2iǫ
N∑
k=1
N∑
j=1
αm,kα
∗
n+p, je
θk−θ∗j (M−1)k, j, ǫ = ±1. (5.8)
If we define
Fi, j =

0 αi,1e
θ1 αi,2e
θ2 . . . αi,Ne
θN
−ǫα∗
j+p,1
e−θ
∗
1 M1,1 M1,2 . . . M1,N
−ǫα∗
j+p,2
e−θ
∗
2 M2,1 M2,2 . . . M2,N
...
...
...
...
−ǫα∗
j+p,Ne
−θ∗
N MN,1 MN,2 . . . MN,N

, ǫ = ±1, (5.9)
we obtain the explicit expression of the exact solutions of mmKdV equation by
Qi, j = 2i
det(Fi, j)
det(M)
, 1 ≤ i ≤ p, 1 ≤ j ≤ q. (5.10)
6. Special examples
Next, let’s consider the following special cases:
6.1. Q is taken as 2 × 2 form
At first, we consider the following form of potential matrix
Q =
 u1(x, t) u2(x, t)−u2(x, t) u1(x, t)
 , (6.1)
where R = Q† and p = q = 2. It is a direct calculation to verify that the two-component
mKdV equations of system (1.2) can be obtained by substituting Eq. (6.1) into Eq.
(1.1), which is also studied in [35].
14
6.1.1. A variety of Rational Solutions and Physical Visions
Taking N = 1 in Eq. (5.8), once-iterated solutions are as follows
u1(x, t) =2i
α1,1α
∗
3,1
(ζ1 − ζ∗1)eθ1−θ
∗
1
(|α1,1|2 + |α2,1|2)eθ1+θ∗1 − (|α3,1|2 + |α4,1|2)e−θ1−θ∗1
,
u2(x, t) =2i
α1,1α
∗
4,1
(ζ1 − ζ∗1)eθ1−θ
∗
1
(|α1,1|2 + |α2,1|2)eθ1+θ∗1 − (|α3,1|2 + |α4,1|2)e−θ1−θ∗1
,
(6.2)
where
ζ1 = a1 + ib1, θ1 = −i(ζ1x + 4ζ31 t). (6.3)
If we set α3,1 =
√
3
2
, α4,1 =
1
2
and |α1,1|2 = |α2,1|2 = 12e2ξ, then Eq. (6.2) can be
simplified as follows u1(x, t) = −
√
3α1,1b1e
θ1−θ∗1−ξcsch(θ1 + θ∗1 + ξ),
u2(x, t) = −α1,1b1eθ1−θ∗1−ξcsch(θ1 + θ∗1 + ξ).
(6.4)
The localized structures and dynamic behaviors of once-iterated solutions are plot-
ted in Fig. 1. It is noteworthy that although the waves corresponding to the soutions
propagate in a fixed direction and show strong periodicity, the values are infinity in
certain points, i.e. the solutions in Eq. (6.4) are singular which are different from usual
soliton solutions.
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Figure 1. (Color online) Once-iterated solutions to Eq. (6.4) with the parameters a1 = 0.2,
b1 = 0.3, ξ = 0.3, α1,1 = α1,2 =
√
2
2
eξ . (a)(d): the structures of the once-iterated solutions, (b)(e):
the density plot, (c)(f): the wave propagation of the once-iterated solutions.
15
In what follows, if we take N = 2, the twice-iterated solutions can be expressed by

u1(x, t) =
2i
M11M22 − M12M21
(α1,1α
∗
3,1e
θ1−θ∗1 M22 − α1,1α∗3,2eθ1−θ
∗
2 M12
− α1,2α∗3,1eθ2−θ
∗
1 M21 + α1,2α
∗
3,2e
θ2−θ∗2 M11),
u2(x, t) =
2i
M11M22 − M12M21
(α1,1α
∗
4,1e
θ1−θ∗1 M22 − α1,1α∗4,2eθ1−θ
∗
2 M12
− α1,2α∗4,1eθ2−θ
∗
1 M21 + α1,2α
∗
4,2e
θ2−θ∗2 M11),
(6.5)
where 
M11 =
(|α1,1|2 + |α2,1|2)eθ∗1+θ1 − (|α3,1|2 + |α4,1|2)e−θ∗1−θ1
ζ1 − ζ∗1
,
M12 =
(α∗
1,1
α1,2 + α
∗
2,1
α2,2)e
θ∗
1
+θ2 − (α∗
3,1
α3,2 + α
∗
4,1
α4,2)e
−θ∗
1
−θ2
ζ2 − ζ∗1
,
M21 =
(α∗
1,2
α1,1 + α
∗
2,2
α2,1)e
θ∗
2
+θ1 − (α∗
3,2
α3,1 + α
∗
4,2
α4,1)e
−θ∗
2
−θ1
ζ1 − ζ∗2
,
M22 =
(|α1,2|2 + |α2,2|2)eθ∗2+θ2 − (|α3,2|2 + |α4,2|2)e−θ∗2−θ2
ζ2 − ζ∗2
,
(6.6)
with ζ1 = a1 + ib1, ζ2 = a2 + ib2, θ1 = −i(ζ1x + 4ζ31 t) and θ2 = −i(ζ2x + 4ζ32 t).
If we select the parameters as α3,1 = α3,2 =
√
2
2
, α4,1 = α4,2 = −
√
2
2
, α1,1 = α1,2,
α2,1 = α2,2 and |α1,1|2 = |α2,1|2 = 12e2ξ, then the explicit solutions can be expressed as
follow
u1(x, t) =
√
2i
(α1,1e
θ1−θ∗1 M2,2 − α1,1eθ1−θ∗2 M1,2 − α1,2eθ2−θ∗1 M2,1 + α1,2eθ2−θ∗2 M1,1)
M11M22 − M12M21
,
u2(x, t) = −
√
2i
(α1,1e
θ1−θ∗1 M2,2 − α1,1eθ1−θ∗2 M1,2 − α1,2eθ2−θ∗1 M2,1 + α1,2eθ2−θ∗2 M1,1)
M11M22 − M12M21
,
(6.7)
where 
M11 = −
i
b1
eξ sinh(θ1 + θ
∗
1 + ξ),
M12 =
2eξ
a2 − a1 + i(b1 + b2)
sinh(θ∗1 + θ2 + ξ),
M21 =
2eξ
a1 − a2 + i(b1 + b2)
sinh(θ∗2 + θ1 + ξ),
M22 = −
i
b2
eξ sinh(θ2 + θ
∗
2 + ξ).
(6.8)
The localized structures and dynamic behaviors of twice-iterated solutions are plot-
ted in Fig. 2. It can be seen from Fig. 2 that with the special parameters, the solution
as a whole is wavy and shows a significant attenuation trend as time goes on.
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Figure 2. Twice-iterated solutions to Eq. (6.7) with parameters ξ = 0.3, a1 = −0.3, b1 = 0.001,
a2 = 0.4, b2 = 0.002, α1,1 = α1,2 =
√
2
2
eξ . (a)(d): the structures of the twice-iterated solutions,
(b)(e): the density plot, (c)(f): the wave propagation of the twice-iterated solutions.
6.2. Q is taken as 4×4 form
In this subsection, we consider the special case for potential matrix as follows
Q =

u1(x, t) u2(x, t) u3(x, t) 0
−u2(x, t) u1(x, t) 0 u3(x, t)
−u3(x, t) 0 u1(x, t) −u2(x, t)
0 −u3(x, t) u2(x, t) u1(x, t)
 , (6.9)
here R = −Q†, p = q = 4 and Q is a real-valued matrix. It is a direct calculation
to verify that the three-component modified KdV equations of system (1.2) can be
obtained by substituting Eq. (6.9) into Eq. (1.1), which is also studied in [35].
Note that, besides R = −Q†, another symmetry Q∗ = Q should be considered.
Based on above symmetry, we can easily get that
Ψ∗i (−ζ∗) = Ψi(ζ), i = 1, 2. (6.10)
Moreover,
S ∗(−ζ∗) = S (ζ), (6.11)
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equivalently,
si, j(−ζ∗) = si, j(ζ), 1 ≤ i ≤ p, 1 ≤ j ≤ p ζ ∈ C+,
si, j(−ζ) = si, j(ζ), 1 ≤ i ≤ p, p ≤ j ≤ p + q, ζ ∈ R,
si, j(−ζ) = si, j(ζ), p ≤ i ≤ p + q, 1 ≤ j ≤ p, ζ ∈ R,
si, j(−ζ∗) = si, j(ζ), p + 1 ≤ i ≤ p + q, p + 1 ≤ j ≤ p + q, ζ ∈ C−.
(6.12)
Futher more, we obtain
det(Γ1(−ζ∗))∗ = det(Γ1(ζ)), ζ ∈ C+. (6.13)
Since det(Γ1(−ζ∗))∗ = det(Γ1(ζ)), ζ ∈ C+ and det(Γ1(ζ∗)) = (det(Γ2(ζ)))∗, ζ ∈ C−,
we can obtain the relationship of zeros of Γ1(ζ) and Γ2(ζ). Based on these results, we
consider the following three cases:
Case 1: det(Γ1(ζ)) has 2∆1 simple zeros ζ j(1 ≤ j ≤ 2∆1) in C+, and ζ j = −ζ∗j−∆1 , (∆1+
1 ≤ j ≤ 2∆1).
Considering the Eq. (4.1) and Eq. (6.10), we have
 ϑˆ j = ϑ
†
j
, 1 ≤ j ≤ 2∆1,
ϑ j = ϑ
∗
j−∆1 , ∆1 + 1 ≤ j ≤ 2∆1.
(6.14)
From Eqs. (4.8) and (6.14), we can obtain
ϑ j =
 e
θ jσϑ j,0, 1 ≤ j ≤ ∆1,
e
θ∗
j−∆1σϑ∗
j−∆1,0, ∆1 + 1 ≤ j ≤ 2∆1,
(6.15)
ϑˆ j =
 ϑ
†
j,0
eθ
∗
j
σ, 1 ≤ j ≤ ∆1,
ϑT
j−∆1,0e
θ j−∆1σ, ∆1 + 1 ≤ j ≤ 2∆1.
(6.16)
Moreover, the solutions of RH problem in Eq. (5.5) can be rewritten as follows:
Γ1(ζ) = I −
2∆1∑
k=1
2∆1∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζ∗
j
,
Γ2(ζ) = I +
2∆1∑
k=1
2∆1∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζk
.
(6.17)
Case 2: det(Γ1(ζ)) has ∆2 simple zeros ζ j(1 ≤ j ≤ ∆2) in C+, and each ζ j is pure
imaginary.
Similarly, ϑ j and ϑˆ j satisfy:
ϑ j = e
θ jσϑ j,0, ϑˆ j = ϑ
†
j
, 1 ≤ j ≤ ∆2. (6.18)
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Futhermore,
 ϑ j = e
θ jσϑ j,0, 1 ≤ j ≤ ∆2,
ϑˆ j = ϑ
†
j,0
eθ
∗
j
σ, 1 ≤ j ≤ ∆2.
(6.19)
Moreover, the solutions of RH problem in Eq. (5.5) can be rewritten as follows
Γ1(ζ) = I −
∆2∑
k=1
∆2∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζ∗
j
,
Γ2(ζ) = I +
∆2∑
k=1
∆2∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζk
.
(6.20)
Case 3: det(Γ1(ζ)) has 2∆1 +∆2 simple zeros in C
+, where the first 2∆1 zeros satisfy
ζ∆1+ j = −ζ∗j , 1 ≤ j ≤ ∆1, and ζ j, (2∆1 + 1 ≤ j ≤ 2∆1 + ∆2) are pure imaginary.
Similarly, ϑ j and ϑˆ j satisfy
ϑ j =e
θ jϑ j,0, 1 ≤ j ≤ 2∆1 + ∆2,
ϑ j =ϑ
∗
j−∆1 , ∆1 + 1 ≤ j ≤ 2∆1,
ϑˆ j =ϑ
†
j
, 1 ≤ j ≤ 2∆1 + ∆2.
(6.21)
Futhermore,
ϑ j =

eθ jσϑ j,0, 1 ≤ j ≤ ∆1,
e
θ∗
j−∆1σϑ∗
j−∆1,0, ∆1 + 1 ≤ j ≤ 2∆1,
eθ jσϑ j,0, 2∆1 + 1 ≤ j ≤ 2∆1 + ∆2,
(6.22)
ϑˆ j =

ϑ
†
j,0
eθ
∗
j
σ, 1 ≤ j ≤ ∆1,
ϑT
j−∆1,0e
θ j−∆1σ, ∆1 + 1 ≤ j ≤ 2∆1,
ϑ
†
j,0
eθ
∗
j
σ, 2∆1 + 1 ≤ j ≤ 2∆1 + ∆2.
(6.23)
Moreover, the solutions of RH problem in Eq. (5.5) can be rewritten as follows:
Γ1(ζ) = I −
2∆1+∆2∑
k=1
2∆1+∆2∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζ∗
j
,
Γ2(ζ) = I +
2∆1+∆2∑
k=1
2∆1+∆2∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζk
.
(6.24)
6.2.1. Multi-soliton solutions
For case 1, we suppose that
ϑ j = (α1, je
θ j , . . . , α4, je
θ j , α5, je
−θ j , . . . , α8, je−θ j )T , 1 ≤ j ≤ ∆1, (6.25)
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naturally,
ϑ∆1+ j = (α
∗
1, je
θ∗
j , . . . , α∗4, je
θ∗
j , α∗5, je
−θ∗
j , . . . , α∗8, je
−θ∗
j )T , 1 ≤ j ≤ ∆1, (6.26)
then ∆1-breather solution are as follows
uk = 2i
det(Fk+4)
det(M)
, (6.27)
where
Fk+4 =
 0 βT1
βk+4 M
 , 1 ≤ k ≤ 3, (6.28)
M =

M1,1 . . . M1,∆1 M1,∆1+1 . . . M1,2∆1
...
. . .
...
...
. . .
...
M∆1,1
. . . M∆1 ,∆1 M∆1,∆1+1 . . . M∆1,2∆1
M∆1+1,1 . . . M∆1+1,∆1 M∆1+1,∆1+1 . . . M∆1+1,2∆1
...
. . .
...
...
. . .
...
M2∆1 ,1
. . . M2∆1 ,∆1 M2∆1 ,∆1+1 . . . M2∆1 ,2∆1

, (6.29)
with
β1 = (α1,1e
θ1 , . . . , α1,∆1e
θ∆1 , α1,∆1+1e
θ∆1+1 , . . . , α1,2∆1e
θ2∆1 )T
= (α1,1e
θ1 , . . . , α1,∆1e
θ∆1 , α∗1,1e
θ∗
1 , . . . , α∗1,∆1e
θ∗
∆1 )T ,
βk+4 = (α
∗
k+4,1e
−θ∗
1 , . . . , α∗k+4,∆1e
−θ∗
∆1 , α∗k+4,∆1+1e
−θ∗
∆1+1 , . . . , α∗k+4,2∆1e
−θ∗
2∆1 )T
= (α∗k+4,1e
−θ∗
1 , . . . , α∗k+4,∆1e
−θ∗
∆1 , αk+4,1e
−θ1 , . . . , αk+4,∆1e
−θ∆1 )T .
(6.30)
For case 2, we set
ϑ j = (α1, je
θ j , . . . , α4, je
θ j , α5, je
−θ j , . . . , α8, je−θ j )T , 1 ≤ j ≤ ∆2, (6.31)
then we can obtain ∆2-bell solutions
uk = 2i
det(Fk+4)
det(M)
, (6.32)
where
Fk+4 =
 0 βT1
βk+4 M
 , 1 ≤ k ≤ 3, (6.33)
M =

M1,1 M1,2 . . . M1,∆2
M2,1 M2,2 . . . M2,∆2
...
...
. . .
...
M∆2 ,1 M∆2 ,2 . . . M∆2 ,∆2 ,

, (6.34)
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β1 = (α1,1e
θ1 , α1,2e
θ2 , . . . , α1,∆2e
θ∆2 )T ,
βk+4 = (α
∗
k+4,1e
−θ∗
1 , α∗k+4,2e
−θ∗
2 , . . . , α∗k+4,∆2e
−θ∗
∆2 )T .
(6.35)
For case 3, combining the results of case 1 and case 2, we can easily obtain the
2∆1 + ∆2 soliton solutions.
6.2.2. A variety of Rational Solutions and Physical Visions
For case 1, if we take ∆1 = 1, we can obtain single-breather solutions as follows
u1(x, t) = 2i
∣∣∣∣∣∣∣∣∣∣
0 α1,1e
θ1 α∗
1,1
eθ
∗
1
α∗
5,1
e−θ
∗
1 M1,1 M1,2
α5,1e
−θ1 M2,1 M2,2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣M1,1 M1,2M2,1 M2,2
∣∣∣∣∣∣∣
,
u2(x, t) = 2i
∣∣∣∣∣∣∣∣∣∣
0 α1,1e
θ1 α∗
1,1
eθ
∗
1
α∗
6,1
e−θ
∗
1 M1,1 M1,2
α6,1e
−θ1 M2,1 M2,2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣M1,1 M1,2M2,1 M2,2
∣∣∣∣∣∣∣
,
u3(x, t) = 2i
∣∣∣∣∣∣∣∣∣∣
0 α1,1e
θ1 α∗
1,1
eθ
∗
1
α∗
7,1
e−θ
∗
1 M1,1 M1,2
α7,1e
−θ1 M2,1 M2,2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣M1,1 M1,2M2,1 M2,2
∣∣∣∣∣∣∣
,
(6.36)
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where 
M11 =
(|α1,1|2 + |α2,1|2 + |α3,1|2 + |α4,1|2)eθ∗1+θ1
ζ1 − ζ∗1
+
(|α5,1|2 + |α6,1|2 + |α7,1|2 + |α8,1|2)e−θ∗1−θ1
ζ1 − ζ∗1
,
M12 =
(α∗
1,1
α∗
1,1
+ α∗
2,1
α∗
2,1
+ α∗
3,1
α∗
3,1
+ α∗
4,1
α∗
4,1
)eθ
∗
1
+θ∗
1
ζ2 − ζ∗1
+
(α∗
5,1
α∗
5,1
+ α∗
6,1
α∗
6,1
+ α∗
7,1
α∗
7,1
+ α∗
8,1
α∗
8,1
)e−θ
∗
1
−θ∗
1
ζ2 − ζ∗1
,
M21 =
(α1,1α1,1 + α2,1α2,1 + α3,1α3,1 + α4,1α4,1)e
θ1+θ1
ζ1 − ζ∗2
+
(α5,1α5,1 + α6,1α6,1 + α7,1α7,1 + α8,1α8,1)e
−θ1−θ1
ζ1 − ζ∗2
,
M22 =
(|α1,1|2 + |α2,1|2 + |α3,1|2 + |α4,1|2)eθ∗1+θ1
ζ2 − ζ∗2
+
(|α5,1|2 + |α6,1|2 + |α7,1|2 + |α8,1|2)e−θ∗1−θ1
ζ2 − ζ∗2
.
(6.37)
with ζ1 = a1 + ib1(a1 , 0, b1 > 0), θ1 = −i(ζ1x + 4ζ31 t) and ζ2 = −ζ∗1 . In addition, the
localized structures and dynamic behaviors of single-breather solutions are shown in
Fig. 3.
For case 2, if we take the ∆2 = 1, we can obtain the single-bell soliton solution as
follows 
u1(x, t) =
−2iα1,1α∗5,1(ζ1 − ζ∗1)eθ1−θ
∗
1
γ1e
θ∗
1
+θ1 + γ2e
−θ∗
1
−θ1 ,
u2(x, t) =
−2iα1,1α∗6,1(ζ1 − ζ∗1)eθ1−θ
∗
1
γ1e
θ∗
1
+θ1 + γ2e
−θ∗
1
−θ1 ,
u3(x, t) =
−2iα1,1α∗7,1(ζ1 − ζ∗1)eθ1−θ
∗
1
γ1e
θ∗
1
+θ1 + γ2e
−θ∗
1
−θ1 ,
(6.38)
where
γ1 =|α1,1|2 + |α2,1|2 + |α3,1|2 + |α4,1|2,
γ2 =|α5,1|2 + |α6,1|2 + |α7,1|2 + |α8,1|2,
ζ1 =ib1(b1 > 0), θ1 = −i(ζ1x + 4ζ31 t).
(6.39)
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Figure 3. (Color online) Single-breather solutions to Eq. (6.36) with the paremeters a1 = 0.2,
b1 = 0.2, α1,1 = α3,1 = α6,1 = 0.1, α2,1 = α5,1 = 0.2, α4,1 = 0.05, α7,1 = 0.12, α8,1 = 0.13.
(a)(d)(g): the structures of the single-breather solutions, (b)(e)(h): the density plot , (c)(f)(i): the
wave propagation of the single-breather solutions.
From the 3D plot and density plot in Fig. 3, we can see that the waves corresponds
to the solutions which travels left along the x-axis and their amplitude increases and
decreases periodically. Moreover, it can be seen from the dynamic behaviors that the
waveforms when time is negative are almost symmetrical with the waveform when
time is positive, but they are not symmetrical about the central axis of themselves. At
t = 0, the waveforms are symmetrical about the central axis.
6.3. Q is taken as a special 1×3 form
In this subsection, we consider following special case for matrix Q
Q = (u1(x, t), u2(x, t), u3(x, t))
T , (6.40)
where p = 1, q = 3 and R = −Q†.
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6.3.1. A variety of Rational Solutions and Physical Visions
If we set N = 1, 2, 3, p = 1, and q = 3 in Eq. (5.8), we can easily get the one-soliton
solutions, two-soliton solutions and three-soliton solutions, respectively,
u1(x, t) = −2i
N∑
k=1
N∑
j=1
α1,kα
∗
2, je
θk−θ∗j (M−1)k, j, N = 1, 2, 3,
u2(x, t) = −2i
N∑
k=1
N∑
j=1
α1,kα
∗
3, je
θk−θ∗j (M−1)k, j, N = 1, 2, 3,
u3(x, t) = −2i
N∑
k=1
N∑
j=1
α1,kα
∗
4, je
θk−θ∗j (M−1)k, j, N = 1, 2, 3,
(6.41)
where Mk, j =
α∗
1,k
α1, je
θ∗
k
+θ j+α∗
2,k
α2, je
−θ∗
k
−θ j+α∗
3,k
α3, je
−θ∗
k
−θ j+α∗
4,k
α4, je
−θ∗
k
−θ j
ζ j−ζ∗k
.
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Figure 4. (Color online) One-soliton solutions to Eq. (6.41) with the parameters a1 = 0.2,
b1 = 0.5, α1,1 =
√
3
2
, α2,1 =
√
2
2
, α3,1 = −
√
2
2
, α4,1 = −
√
3
2
. (a)(d)(g): the structures of the one-
soliton solutions, (b)(e)(h): the density plot, (c)(f)(i): the wave propagation of the one-soliton
solutions.
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Fig. 4 shows the localized structures and dynamic propagation behaviors of one-
soliton solutions by choosing appropriate parameters. As shown in Fig. 4, we can see
that three one-soliton soultions have the same direction of propagation, at the same
time, they have similar properties in amplitude, peak and so forth.
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Figure 5. (Color online) Two-soliton solutions to Eq. (6.41) with the parameters a1 = b1 = 0.25,
a2 = b2 = 0.5, α1,1 = 0.4, α2,1 = 0.5, α3,1 = 0.6, α4,1 = 0.7, α1,2 = 0.5, α2,2 = 0.25, α3,2 = 0.55,
α4,2 = 0.8. (a)(d)(g): the structures of the two-soliton solutions, (b)(e)(h): the density plot,
(c)(f)(i): the wave propagation of the two-soliton solutions.
Fig. 5 presents the localized structures and dynamic propagation behaviors of two-
soliton solutions by choosing appropriate parameters. Through careful observation of
u1 in Figs. 5(a) − 5(c), we can see that the propagtion direction of lower left soliton is
unexchanged before and after two solitons collide with each other, but its energy has
been improved, while nother soliton in the upper right has exchanged its position and
decreased its energy. Similar results for u2 and u3 can be obtained by observing Figs.
5(d) − 5( f ) and Figs. 5(g) − 5(i), respectively.
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Fig. 6 displays the localized structures and dynamic propagation behaviors of three-
soliton solutions by choosing appropriate parameters. Via analyzing the figures care-
fully, we can obtain the information about the energy, propagation direction and posi-
tion of three solitons. For example, as for u1, before three solitons collide with each
other, two of the three solitons travel in nearly parallel directions and the third soliton
travel in another different direction. After collision, the propagation directions of all
three solitons are unexchanged, but their positions have shifted and their energies have
been increased or decreased.
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Figure 6. (Color online) Three-soliton solutions to Eq. (6.41) with the parameters a1 = b1 =
0.25, a2 = b2 = 0.5, a3 = b3 = 0.3, α1,1 = 0.25, α2,1 = 0.45, α3,1 = 0.75, α4,1 = 0.6, α1,2 = 1.9,
α2,2 = 1.6, α3,2 = 1.3, α4,2 = 1.0, α1,3 = 2.5, α2,3 = 2.9, α3,3 = 2.3, α4,3 = 2.1. (a)(d)(g): the
structures of the three-soliton solutions, (b)(e)(h): the density plot, (c)(f)(i): the wave propaga-
tion of the three-soliton solutions.
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6.4. Q is taken as a special 6×1 form
In last subsection, we take Q as special case as follows
Q = (u1, u
∗
1, u2, u
∗
2, u3, u
∗
3)
T , (6.42)
then
U =

0 0 0 0 0 0 u1
0 0 0 0 0 0 u∗
1
0 0 0 0 0 0 u2
0 0 0 0 0 0 u∗
2
0 0 0 0 0 0 u3
0 0 0 0 0 0 u∗
3
−u∗
1
−u1 −u∗2 −u2 −u∗3 −u∗3 0

, (6.43)
where p = 6, q = 1. Specially, besides U = −U†, we can derive another symmetry for
U,
U∗ = ΛUΛ, (6.44)
where
Λ =

0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1

. (6.45)
With the aid of Eq. (6.44), we can derive
ΛΨ∗1(−ζ∗)Λ = Ψ1(ζ), ΛΨ∗2(−ζ∗)Λ = Ψ2(ζ), (6.46)
which leads to
ΛS ∗(−ζ∗)Λ = S (ζ). (6.47)
Moreover, Eq. (6.46) also yield a property,
ΛΓ∗1(−ζ∗)Λ = Γ1(ζ), (6.48)
which indicates that if ζ j is one zero of det(Γ1), −ζ∗j is also one zero of det(Γ1). There-
fore, we consider the zeros of det(Γ1) in the following three cases:
• Suppose that det(Γ1) has 2N1 simple zeros satisfying Re(ζ j) , 0, ζ j = −ζ∗j−N1 ,
N1 + 1 ≤ j ≤ 2N1, which are all in C+;
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• Suppose that det(Γ1) has N2 simple zeros ζ j which are all pure imaginary in C+;
• Suppose that det(Γ1) has 2N1 + N2 simple zeros ζ j, where the first 2N1 zeros
satisfy Re(ζ j) , 0 and ζ j = −ζ∗j−N1 , N1 + 1 ≤ j ≤ 2N1, the last N2 zeros are pure
imaginary, and all zeros ζ j(1 ≤ j ≤ 2N1 + N2) are all in C+.
Similar with the last subsection, we can derive the similar results. First, suppose
that the discrete scattering data consists of {ζ j, ζˆ j, ϑ j, ϑˆ j} satisfy
Γ1(ζ j)ϑ j = 0, (6.49)
ϑˆ jΓ2(ζˆ j) = 0. (6.50)
For case 1, we can obtain
ϑˆ j = ϑ
†
j
, 1 ≤ j ≤ 2N1,
ϑ j = Λϑ
∗
j−N1 , N1 + 1 ≤ j ≤ 2N1.
(6.51)
More specificially,
ϑ j =
 e
θ jσϑ j,0, 1 ≤ j ≤ N1,
Λe
θ∗
j−N1σϑ∗
j−N1,0, N1 + 1 ≤ j ≤ 2N1,
(6.52)
ϑˆ j =
 ϑ
†
j,0
eθ
∗
j
σ, 1 ≤ j ≤ N1,
ϑT
j−N1,0e
θ j−N1σΛ, N1 + 1 ≤ j ≤ 2N1.
(6.53)
Moreover, the solutions of RH problem in Eq. (5.5) can be rewritten as follows,
Γ1(ζ) = I −
2N1∑
k=1
2N1∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζ∗
j
,
Γ2(ζ) = I +
2N1∑
k=1
2N1∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζk
,
(6.54)
then we have
Γ
(1)
1
(ζ) =
2N1∑
k=1
2N1∑
j=1
ϑkϑ̂ j(M
−1)k, j, (6.55)
finally, the solutions are as follows
u1(x, t) = −2i(Γ(1)1 )1,7,
u2(x, t) = −2i(Γ(1)1 )3,7,
u3(x, t) = −2i(Γ(1)1 )5,7.
(6.56)
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Similarly, for case 2, we have the following process ϑ j = e
θ jσϑ j,0, 1 ≤ j ≤ N2,
ϑˆ j = ϑ
†
j,0
eθ
∗
j
σ, 1 ≤ j ≤ N2.
(6.57)
Moreover, the solutions of RH problem in Eq.(5.5) can be rewritten as follows
Γ1(ζ) = I −
N2∑
k=1
N2∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζ∗
j
,
Γ2(ζ) = I +
N2∑
k=1
N2∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζk
,
(6.58)
then we have
Γ
(1)
1
(ζ) =
N2∑
k=1
N2∑
j=1
ϑkϑ̂ j(M
−1)k, j. (6.59)
Finally, the solutions are as follows
u1(x, t) = −2i(Γ(1)1 )1,7,
u2(x, t) = −2i(Γ(1)1 )3,7,
u3(x, t) = −2i(Γ(1)1 )5,7.
(6.60)
Equally, for case 3, we have the following process:
ϑ j =

eθ jσϑ j,0, 1 ≤ j ≤ N1,
Λe
θ∗
j−N1σϑ∗
j−N1,0, N1 + 1 ≤ j ≤ 2N1,
eθ jσϑ j,0, 2N1 + 1 ≤ j ≤ 2N1 + N2,
(6.61)
ϑˆ j =

ϑ
†
j,0
eθ
∗
j
σ, 1 ≤ j ≤ N1,
ϑT
j−N1,0e
θ j−N1σΛ, N1 + 1 ≤ j ≤ 2N1,
ϑ
†
j,0
eθ
∗
j
σ, 2N1 + 1 ≤ j ≤ 2N1 + N2.
(6.62)
Moreover, the solutions of RH problem in Eq.(5.5) can be rewritten as follows
Γ1(ζ) = I −
2N1+N2∑
k=1
2N1+N2∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζ∗
j
,
Γ2(ζ) = I +
2N1+N2∑
k=1
2N1+N2∑
j=1
ϑkϑ̂ j(M
−1)k, j
ζ − ζk
,
(6.63)
then we have
Γ
(1)
1
(ζ) =
2N1+N2∑
k=1
2N1+N2∑
j=1
ϑkϑ̂ j(M
−1)k, j. (6.64)
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Finally, the solutions are as follows:
u1(x, t) = −2i(Γ(1)1 )1,7,
u2(x, t) = −2i(Γ(1)1 )3,7,
u3(x, t) = −2i(Γ(1)1 )5,7.
(6.65)
6.4.1. Multi-soliton solutions
For case 1, we set ϑ j,0 = (α1, j, α2, j, α3, j, α4, j, α5, j, α6, j, 1)
T , then
u1(x, t) =2i
N1∑
k=1
N1∑
j=1
α1,ke
θk−θ∗j (M−1)k, j + 2i
N1∑
k=1
2N1∑
j=N1+1
α1,ke
θk−θ j−N1 (M−1)k, j
+ 2i
2N1∑
k=N1+1
N1∑
j=1
α∗2,k−N1e
θ∗
k−N1−θ
∗
j (M−1)k, j
+ 2i
2N1∑
k=N1+1
2N1∑
j=N1+1
α∗2,k−N1e
θ∗
k−N1−θ j−N1 (M−1)k, j,
u2(x, t) =2i
N1∑
k=1
N1∑
j=1
α3,ke
θk−θ∗j (M−1)k, j + 2i
N1∑
k=1
2N1∑
j=N1+1
α3,ke
θk−θ j−N1 (M−1)k, j
+ 2i
2N1∑
k=N1+1
N1∑
j=1
α∗4,k−N1e
θ∗
k−N1−θ
∗
j (M−1)k, j
+ 2i
2N1∑
k=N1+1
2N1∑
j=N1+1
α∗4,k−N1e
θ∗
k−N1−θ j−N1 (M−1)k, j,
u3(x, t) =2i
N1∑
k=1
N1∑
j=1
α5,ke
θk−θ∗j (M−1)k, j + 2i
N1∑
k=1
2N1∑
j=N1+1
α5,ke
θk−θ j−N1 (M−1)k, j
+ 2i
2N1∑
k=N1+1
N1∑
j=1
α∗6,k−N1e
θ∗
k−N1−θ
∗
j (M−1)k, j
+ 2i
2N1∑
k=N1+1
2N1∑
j=N1+1
α∗6,k−N1e
θ∗
k−N1−θ j−N1 (M−1)k, j,
(6.66)
where M is an 2N1 × 2N1 matrix. For simplicity, we define
M
(1)
k, j
=α∗1,kα1, j + α
∗
2,kα2, j + · · · + α∗6,kα6, j,
M
(2)
k, j
=α∗1,kα
∗
2, j−N1 + α
∗
2,kα
∗
1, j−N1 + · · · + α∗6,kα∗5, j−N1 ,
M
(3)
k, j
=α2,k−N1α1, j + α1,k−N1α2, j + · · · + α5,k−N1α6, j,
M
(4)
k, j
=α1,k−N1α
∗
1, j−N1 + α2,k−N1α
∗
2, j−N1 + · · · + α6,k−N1α∗6, j−N1 ,
(6.67)
30
then
mk, j =

M
(1)
k, j
e
θ∗
k
+θ j+e
−θ∗
k
−θ j
ζ j−ζ∗k
, 1 ≤ k, j ≤ N1
M
(2)
k, j
e
θ∗
k
+θ∗
j−N1 +e
−θ∗
k
−θ∗
j−N1
ζ j−ζ∗k
, 1 ≤ k ≤ N1, N1 + 1 ≤ j ≤ 2N1
M
(3)
k, j
e
θk−N1 +θ j+e−θk−N1 −θ j
ζ j−ζ∗k
, N1 + 1 ≤ k ≤ 2N1, 1 ≤ j ≤ N1,
M
(4)
k, j
e
θk−N1 +θ
∗
j−N1 +e
−θk−N1 −θ
∗
j−N1
ζ j−ζ∗k
, N1 + 1 ≤ k, j ≤ 2N1.
(6.68)
For case 2, we set ϑ j,0 = (α1, j, α2, j, α3, j, α4, j, α5, j, α6, j, 1)
T , then
u1(x, t) = 2i
N2∑
k=1
N2∑
j=1
α1,ke
θk−θ∗j (M−1)k, j,
u2(x, t) = 2i
N2∑
k=1
N2∑
j=1
α3,ke
θk−θ∗j (M−1)k, j,
u3(x, t) = 2i
N2∑
k=1
N2∑
j=1
α5,ke
θk−θ∗j (M−1)k, j,
(6.69)
where
mk, j =
M
(1)
k, j
eθ
∗
k
+θ j + e−θ
∗
k
−θ j
ζ j − ζ∗k
. (6.70)
For case 3, combine the results of case 1 and case 2 reasonably, we can easily obtain
the final soliton solutions.
6.4.2. A variety of Rational Solutions and Physical Visions
For case 1, we usually are interested in the simple situation in N1 = 1,
u1(x, t) = 2iα1,1e
θ1−θ∗1(M−1)1,1 + 2iα1,1eθ1−θ1(M−1)1,2
+ 2iα∗2,1e
θ∗
1
−θ∗
1(M−1)2,1 + 2iα∗2,1e
θ∗
1
−θ1(M−1)2,2,
u2(x, t) = 2iα3,1e
θ1−θ∗1(M−1)1,1 + 2iα3,1eθ1−θ1(M−1)1,2
+ 2iα∗4,1e
θ∗
1
−θ∗
1(M−1)2,1 + 2iα∗4,1e
θ∗
1
−θ1(M−1)2,2,
u3(x, t) = 2iα5,1e
θ1−θ∗1(M−1)1,1 + 2iα5,1eθ1−θ1(M−1)1,2
+ 2iα∗6,1e
θ∗
1
−θ∗
1(M−1)2,1 + 2iα∗6,1e
θ∗
1
−θ1(M−1)2,2,
(6.71)
where ζ1 = a1 + ib1(a1 , 0, b1 > 0), and θ1 = −i(ζ1x + 4ζ31 t). If we take the parameters
as α2,1 = α
∗
1,1
, α4,1 = α
∗
3,1
, α6,1 = α
∗
5,1
, then the breather-type soliton solutions are
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obtained
u1(x, t) =
−2
√
2α1,1a1b1√
|α1,1|2 + |α3,1|2 + |α5,1|2
a1 cosh X1 cosY1 + b1 sinh X1 sinY1
a2
1
cosh2 X1 + b
2
1
sin2 Y1
,
u2(x, t) =
−2
√
2α3,1a1b1√
|α1,1|2 + |α3,1|2 + |α5,1|2
a1 cosh X1 cosY1 + b1 sinh X1 sinY1
a2
1
cosh2 X1 + b
2
1
sin2 Y1
,
u3(x, t) =
−2
√
2α5,1a1b1√
|α1,1|2 + |α3,1|2 + |α5,1|2
a1 cosh X1 cosY1 + b1 sinh X1 sinY1
a2
1
cosh2 X1 + b
2
1
sin2 Y1
,
(6.72)
where X1 = 2b1[x+4(3a
2
1
−b2
1
)t]−ln
√
|α1,1|2 + |α3,1|2 + |α5,1|2, Y1 = 2a1[x+4(a21−3b21)t].
The breather-type soliton solutions are plotted in Fig. 7.
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Figure 7. (Color online) Single-breather solutions to Eq. (6.71) with the parameters α1,1 =
0.2 + 0.3i, α3,1 = 0.2 + 0.4i, α5,1 = 0.2 + 0.5i, a1 = 0.2, b1 = 0.3. (a)(d)(g): the structures of
the single-breather solutions, (b)(e)(h): the density plot, (c)(f)(i): the wave propagation of the
single-breather solutions.
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For case 2, we usually are interested in the simple situation in N2 = 1,
u1(x, t) = 2i
α1,1e
θ1−θ∗1(ζ1 − ζ∗1)
M
(1)
1,1
eθ
∗
1
+θ1 + e−θ
∗
1
−θ1
,
u2(x, t) = 2i
α3,1e
θ1−θ∗1(ζ1 − ζ∗1)
M
(1)
1,1
eθ
∗
1
+θ1 + e−θ
∗
1
−θ1
,
u3(x, t) = 2i
α5,1e
θ1−θ∗1(ζ1 − ζ∗1)
M
(1)
1,1
eθ
∗
1
+θ1 + e−θ
∗
1
−θ1
,
(6.73)
where ζ1 = ib1(b1 > 0), and θ1 = −i(ζ1x + 4ζ31 t). If we set α2,1 = α∗1,1, α4,1 = α∗3,1, and
α6,1 = α
∗
5,1
, then Eq. (6.73) can be converted to the following form

u1(x, t) =
−
√
2α1,1b1√
|α1,1|2 + |α3,1|2 + |α5,1|2
sech
(
2b1x − 8b31t + ln
√
2(|α1,1|2 + |α3,1|2 + |α5,1|2)
)
,
u2(x, t) =
−
√
2α3,1b1√
|α1,1|2 + |α3,1|2 + |α5,1|2
sech
(
2b1x − 8b31t + ln
√
2(|α1,1|2 + |α3,1|2 + |α5,1|2)
)
,
u3(x, t) =
−
√
2α5,1b1√
|α1,1|2 + |α3,1|2 + |α5,1|2
sech
(
2b1x − 8b31t + ln
√
2(|α1,1|2 + |α3,1|2 + |α5,1|2)
)
.
(6.74)
In Fig. 8, we display the localized structures and dynamic behaviors of one-bell
solutions vividly.
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Figure 8. (Color online) One-bell solutions to Eq. (6.74) with the parameters α1,1 = 0.2 + 0.3i,
α3,1 = 0.2 + 0.4i, α5,1 = 0.2 + 0.5i, a1 = 0, b1 = 0.3. (a)(d)(g): the structures of the one-bell
solutions, (b)(e)(h): the density plot, (c)(f)(i): the wave propagation of the one-bell solutions.
When taking N2 = 2, two-bell soliton solutions are as follows
u1(x, t) = 2iα1,1e
θ1−θ∗1(M−1)1,1 + 2iα1,1eθ1−θ
∗
2(M−1)1,2
+ 2iα1,2e
θ2−θ∗1(M−1)2,1 + 2iα1,2eθ2−θ
∗
2(M−1)2,2,
u2(x, t) = 2iα3,1e
θ1−θ∗1(M−1)1,1 + 2iα3,1eθ1−θ
∗
2(M−1)1,2
+ 2iα3,2e
θ2−θ∗1(M−1)2,1 + 2iα3,2eθ2−θ
∗
2(M−1)2,2,
u3(x, t) = 2iα5,1e
θ1−θ∗1(M−1)1,1 + 2iα5,1eθ1−θ
∗
2(M−1)1,2
+ 2iα5,2e
θ2−θ∗1(M−1)2,1 + 2iα5,2eθ2−θ
∗
2(M−1)2,2.
(6.75)
-30 -20 -10 0 10 20 30
x
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
|u1
|
t=-10
t=0
t=10
(a) (b) (c)
-30 -20 -10 0 10 20 30
x
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
|u2
|
t=-10
t=0
t=10
(d) (e) (f)
34
-30 -20 -10 0 10 20 30
x
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
|u3
|
t=-10
t=0
t=10
(g) (h) (i)
Figure 9. (Color online) Two-bell solutions to Eq. (6.75) with the parameters α1,1 = α1,2 =
α3,1 = α3,2 = α5,1 = α5,2 = 0.2, α2,1 = α2,2 = α4,1 = α4,2 = α6,1 = α6,2 = 0.3, b1 = 0.3, b2 = 0.7.
(a)(d)(g): the structures of the two-bell solutions, (b)(e)(h): the density plot, (c)(f)(i): the wave
propagation of the two-bell solutions.
In addition, the localized structures and dynamic propagation behaviors of two-
bell soliton solutions are displayed in Fig. 9, from which we can see that after two
solitons collide with each other, their propagation direction has been misaligned, but
the energies of them are basically unchanged.
6.5. Summary
From these special cases, we can see that the exact solutions of mmKdV equation
we obtain are suitable for matrices of any order whether p = q, p > q or p < q.
More importantly, in the process of solving specific equations, the special properties
of the potential matrices will help us further classify soliton solutions to find other
meaningful solutions such as breather-type solutions and bell-type solutions, which
can help us understand the meaning of solutions more comprehensively.
7. Conclusions
As we all know, many scholars have done a lot of works on the mKdV-type equation
or equations, for example, Zhang et al. have studied two-component cmKdV equations
by Darboux transformation [35], and Liu et al. have discussed initial–boundary prob-
lems for the vector modified Korteweg–de Vries(vmKdV) equation via Fokas unified
transform method [36]. However, many scholars pay less attention to mmKdV equa-
tion with a p × q complex-valued potential matrix function in recent years. Actually,
vmKdV equations, cmKdV equations and so on are only the sub cases of the mmKdV
equation. In this work, we study the exact solutions with their propagation behaviors
for the mmKdV equation which can solve the solutions of not only previous vmKdV
and cmKdV equations, but also other generalized mKdV-type equation or equations.
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The main propose of this work is to study the multi-soliton solutions of mmKdV equa-
tion with the aid of RH approach. Firstly, we performed the spectral analysis of Lax
pair in order to structure the RH problem. Secondly, we obtain general solution form
of mmKdV equation. Next, we choose certain special cases of potential matrix Q in-
cluding 2 × 2, 4 × 4, 1 × 3 and 6 × 1 form. By analyzing the special characteristics
of potential matrices, some interested solutions can be derived on the basis of original
exact solutions. At the same time, the localized structures and dynamic behaviors of
above interesting solutions are displayed vividly.
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