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Abstract
In this paper we ﬁrst present the classical maximum principle due to E. Hopf, together with
an extended commentary and discussion of Hopf’s paper. We emphasize the comparison
technique invented by Hopf to prove this principle, which has since become a main
mathematical tool for the study of second order elliptic partial differential equations and has
generated an enormous number of important applications. While Hopf’s principle is generally
understood to apply to linear equations, it is in fact also crucial in nonlinear theories, such as
those under consideration here.
In particular, we shall treat and discuss recent generalizations of the strong maximum
principle, and also the compact support principle, for the case of singular quasilinear elliptic
differential inequalities, under generally weak assumptions on the quasilinear operators and
the nonlinearities involved. Our principal interest is in necessary and sufﬁcient conditions for
the validity of both principles; in exposing and simplifying earlier proofs of corresponding
results; and in extending the conclusions to wider classes of singular operators than previously
considered.
The results have unexpected ramiﬁcations for other problems, as will develop from the
exposition, e.g.
(i) two point boundary value problems for singular quasilinear ordinary
differential equations (Sections 3 and 4);
(ii) the exterior Dirichlet boundary value problem (Section 5);
(iii) the existence of dead cores and compact support solutions, i.e. dead cores at
inﬁnity (Section 7);
(iv) Euler–Lagrange inequalities on a Riemannian manifold (Section 9);
(v) comparison and uniqueness theorems for solutions of singular quasilinear
differential inequalities (Section 10).
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1. Introduction
The strong maximum principle of Eberhard Hopf is a classical and bedrock result
of the theory of second order elliptic partial differential equations. It goes back to the
maximum principle for harmonic functions, already known to Gauss in 1839 on the
basis of the main value theorem. On the other hand, it carries forward to maximum
principles for singular quasilinear elliptic differential inequalities, a theory initiated
particularly by Va´zquez and Diaz in the 1980s, but with earlier intimations in the
work of Benilan, Brezis and Crandall.
Our purpose here is to provide a clear explanation of this type of result, from its
beginnings, to show its relation with and differences from the classical theory of
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Hopf, and to develop the ramiﬁcations of these ideas in rather unexpected byways. In
particular, there are intimate connections with a number of fundamental questions of
elliptic partial differential equations, more speciﬁcally in the noteworthy directions:
(i) two-point boundary value problems for singular quasilinear ordinary
differential equations (Sections 3 and 4);
(ii) the exterior Dirichlet boundary value problem (Section 5);
(iii) the existence of dead cores and compact support solutions, i.e. dead cores at
inﬁnity (Section 7);
(iv) Euler–Lagrange inequalities on a Riemannian manifold (Section 9);
(v) comparison and uniqueness theorems for solutions of singular quasilinear
differential inequalities (Section 10).
These areas and their relevant connections will be developed throughout the
course of the article, see especially Sections 3–5, 7, 9 and 10. We shall particularly
emphasize and maintain the nonlinear nature of the operators involved, in contrast
to the naive view sometimes expressed that Hopf’s original result applies principally
to linear operators.
After an initial discussion of the maximum principle of Eberhard Hopf, Section 2,
we shall turn our attention in the following sections especially to the strong
maximum principle and the compact support principle for quasilinear differential
inequalities. To introduce these questions in the most natural way, it is convenient
ﬁrst to describe a canonical type of inequality to which the discussion applies, and to
clarify the structure of these model inequalities by means of special examples.
Thus we consider in the ﬁrst instance the strong maximum principle and the
compact support principle for quasilinear elliptic differential inequalities, under
generally weak assumptions on the quasilinear operators in question, in the
canonical divergence structure
divfAðjDujÞDug  f ðuÞp0; uX0; ð1:1Þ
and
divfAðjDujÞDug  f ðuÞX0; uX0; ð1:2Þ
in a domain (connected open set) O in Rn; nX2: Here Du denotes the vector gradient
of the given function u ¼ uðxÞ; xARn: We assume throughout the paper, unless
otherwise stated explicitly, the following conditions on the operator A ¼ AðrÞ and
the nonlinearity f ¼ f ðuÞ;
(A1) AACð0;NÞ;
(A2) r/rAðrÞ is strictly increasing in ð0;NÞ and rAðrÞ-0 as r-0;
(F1) fAC½0;NÞ;
(F2) f ð0Þ ¼ 0 and f is non-decreasing on some interval ð0; dÞ; d40:
Condition (A2) is a minimal requirement for ellipticity of (1.1)–(1.2). Further-
more, it allows singular and degenerate behavior of the operator A at r ¼ 0; that is at
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critical points of u: We emphasize that no assumptions of differentiability are made
on either A or f when dealing with the canonical models (1.1) and (1.2).
The operator divfAðjDujÞDug will be called the A-Laplace operator, so as to place
it in the context of well-known elliptic theory.
By a classical solution (or a classical distribution solution) of (1.1) or (1.2) in O we
mean a non-negative function uAC1ðOÞ which satisﬁes (1.1) or (1.2) in the
distribution sense.
With the notation FðrÞ ¼ rAðrÞ when r40; and Fð0Þ ¼ 0; we introduce the
function
HðrÞ ¼ rFðrÞ 
Z r
0
FðsÞ ds; rX0: ð1:3Þ
This function is easily seen to be strictly increasing, as follows from the inequality
r1Fðr1Þ  r0Fðr0Þ4ðr1  r0ÞFðr1Þ4
Z r1
r0
FðsÞ ds
when r14r0X0: Alternatively, monotonicity follows from the representation
HðrÞ ¼
Z FðrÞ
0
F1ðoÞ do; rX0; ð1:4Þ
this being a consequence of the Stieltjes formula HðrÞ ¼ R r0 s dFðsÞ:
For the Laplace operator, that is when (1.1) takes the classical form
Du  f ðuÞp0; uX0;
we have AðrÞ 
 1 and HðrÞ ¼ 1
2
r2: Similarly, for the degenerate p-Laplace operator,
here denoted by Dp; p41; we have AðrÞ ¼ rp2 and HðrÞ ¼ ðp  1Þrp=p; while for
the mean curvature operator, one has AðrÞ ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ r2
p
and HðrÞ ¼ 1
1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ r2
p
: In the last example, note the anomalous behavior FðNÞ ¼ HðNÞ ¼ 1;
a possibility which occasionally requires extra care in the statement and treatment of
results.
It is also worth observing that (1.1), when equality holds, is precisely the Euler–
Lagrange equation for the variational integral
I ½u ¼
Z
O
fGðjDujÞ þ FðuÞg dx; FðuÞ ¼
Z u
0
f ðsÞ ds; ð1:5Þ
where G and A are related by AðrÞ ¼ G0ðrÞ=r; r40: In this case HðrÞ ¼ rG0ðrÞ 
GðrÞ; the pre-Legendre transform of G: Further comments and other examples of
operators satisfying (A1), (A2) are given in [30].
By the strong maximum principle for (1.1) we mean the statement that if u is a
classical solution of (1.1) with uðx0Þ ¼ 0 for some x0AO; then u 
 0 in O:
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We can now state the main results of [27], which are proved in Section 6 using a
very much simpliﬁed method based on the results of Sections 3–5.
Theorem 1.1 (Strong maximum principle). In order for the strong maximum principle
to hold for (1.1) it is necessary and sufficient either that f ðsÞ 
 0 for sA½0; mÞ; m40; or
that f ðsÞ40 for sAð0; dÞ and
Z d
0
ds
H1ðFðsÞÞ ¼N: ð1:6Þ
As is well known, the strong maximum principle is extremely useful when studying
the qualitative behavior of solutions of differential equations and inequalities. The
choice of the base level zero for the statement of the principle is of course a matter
only of convenience, as is whether we deal with minimum or maximum values at the
base point x0:
The background and literature for Theorem 1.1 is fairly complicated and deserves
a number of comments:
The necessity of (1.6) for the case of the Laplace operator is due to Benilan et al.
[4], while for the p-Laplacian it is due to Va´zquez [41]. In these cases we observe that
(1.6) reduces respectively to
Z d
0
dsﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FðsÞp ¼N and
Z d
0
ds
½FðsÞ1=p
¼N:
For general operators satisfying (A1), (A2), necessity is due to Diaz ([11], Theorem
1.4), see also ([30], Corollary 1).
Sufﬁciency for the case of the Laplace operator and also for the p-Laplacian is
again due to Va´zquez [41], see also [11] and [38]. For general operators satisfying
(A1), (A2), sufﬁciency was proved in Theorem 1 of [30] under an additional technical
assumption, and in Theorem 1 of [27] without the technical assumption. For the
vectorial case see [16].
The case when f 
 0 was studied by Cellina [5] for non-negative minimizers of the
integral
R
O GðjDujÞdx: An alternative abstract approach to the strong maximum
principle appears in [6].
The regular case. If AðrÞ is continuous on ½0;NÞ; limr-0 AðrÞ ¼ a40; and
f ðuÞpConst: u; ðuX0Þ; then clearly FðrÞEar and HðrÞEar2=2 for small r; while
also FðuÞpConst: u2; thus obviously the strong maximum principle is valid. In fact,
far stronger results are known in this direction [36]:
Let u and v be classical distribution solutions of the differential inequalities
div #Aðx; u; DuÞ  Bˆðx; u; DuÞp0;
div #Aðx; v; DvÞ  Bˆðx; v; DvÞX0;
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in O; where the vector function #Aðx; z; nÞ and the scalar function Bˆðx; z; nÞ are
continuously differentiable in the variables z; n; and the matrix ½@ #A=@n is positive
definite for all values of its variables.
If uXv in O; then either u 
 v or u4v in O:
We shall not pursue this direction further, since our interest is essentially in
functions #A and Bˆ which are singular or degenerate, respectively when Du ¼ 0 and
when u ¼ 0:
A rigorous treatment of the full sufﬁciency result of Theorem 1.1, avoiding use of
the technical assumption (2.5) of [30], is not entirely obvious, involving as it does the
solution of differential inequalities whose structure includes driving and amplifying
terms which reinforce each other. The proof here uses only standard calculus, and
the elementary Leray–Schauder theorem (see [18], Theorem 11.6), but requires
neither monotone operator theory (as [41], [11–14]), nor Orlicz–Sobolev space theory
(as [23]), nor viscosity solution theory (as [21]), nor probabilistic methods. The
proofs have further applications as well, for example to dead core theory, see Section
7 and uniqueness for the Dirichlet problem, see Section 10.
In the next result we consider the situation when the integral in (1.6) is convergent.
Here the appropriate hypotheses are that u satisﬁes the converse inequality (1.2) and
also ‘‘vanishes’’ atN; rather than at some ﬁnite point x0AO:
More precisely, by the compact support principle for (1.2) we mean the statement
that if u is a classical solution of (1.2) in an exterior domain O; with uðxÞ-0 as
jxj-N; then u has compact support in O:
Theorem 1.2 (Compact support principle). Let f ðuÞ40 for u40: Then in order for
the compact support principle to hold for ð1:2Þ in an exterior domain O; it is necessary
and sufficient that
Z d
0
ds
H1ðFðsÞÞoN: ð1:7Þ
As in the case of the strong maximum principle it is worth commenting on the
background and literature for Theorem 1.2.
Necessity was ﬁrst shown in Corollary 2 of [30] under the additional technical
assumption (2.5) of [30], and in [27], with a proof which is in totality not at all easy.
The proof given here is simpler and at the same time provides an existence theorem
for radial solutions of exterior Dirichlet problems, see Theorem 5.1.
The sufﬁciency of (1.7) is Theorem 2 of [30], but see also [31] and the remarks
following the statement of Theorem 2 in [30]. For radially symmetric solutions of
(1.2) sufﬁciency was proved in [17] under the weaker assumption that FðsÞ40 for
sAð0; dÞ; see Proposition 1.3.1 of [17].
If Theorem 1.2 were an exact analogue of Theorem 1.1, the conclusion of the
compact support principle would be that u 
 0 in O; but this would be incorrect since
(1.2) admits non-trivial compact support solutions under assumption (1.7), see [17]
and Theorem 7.5 below.
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The existence of compact support solutions for quasilinear equations was studied
extensively in the 1980s, as well as other properties of the set where the solution u
vanishes, for example the case of dead cores. In chemical models, when u represents
the density of a reactant, the vanishing of a solution then delineates a region where
no reactant is present (see [1,12]). A short discussion of dead cores for (1.1), with
equality sign, is given in Section 7, see Theorems 7.2 and 7.3.
The results described above can be extended to a wider class of differential
inequalities by replacing div fAðjDujÞDug by the more general operator
Difaijðx; uÞAðjDujÞDjug and f ðuÞ by Bðx; u; DuÞ; where ½aijðx; uÞ is a continuously
differentiable positive-deﬁnite symmetric matrix on O Rþ0 and where B is
continuous and satisﬁes a (typical) condition of the form
Const: FðjnjÞ þ gðuÞpBðx; u; nÞpConst: FðjnjÞ þ f ðuÞ ð1:8Þ
for xAO; uX0 and all nARn with jnj sufﬁciently small, and with f and g satisfying
(F1) and (F2); see Theorems 8.1 and 8.5, and their corollaries, these being the second
main goal of the paper; see also Section 9.
An important prototype is the equation
Dpu  jDujq  f ðuÞ ¼ 0; p41; q40: ð1:9Þ
Since FðrÞ ¼ rp1 for this case, condition (1.8) applies with f ¼ g and requires
qXp  1; that is, the strong maximum principle holds for (1.9) when qXp  1 and
either f 
 0 in ½0;m; m40; or f obeys (1.6)—see Corollary 8.3. On the other hand,
when qAð0; p  1Þ the strong maximum principle can fail, even when f 
 0; e.g. the
C1 function uðxÞ ¼ Cjxjk satisﬁes
Dpu  jDujq ¼ 0; ð1:10Þ
where
k ¼ p  q
s
;
1
C
¼ k ðp  1Þn  ðn  1Þq
s
 1=s
; s ¼ p  1 q40
(for p ¼ 2; this example is due to Barles et al. [3]). It is of further interest in
connection with this example that the compact support principle can fail even if (1.8)
is satisﬁed, namely when q4p  1! Indeed, the function uðxÞ ¼ Ljxjl satisﬁes (1.10)
in OR ¼ Rn\BR; with l ¼ ðp  qÞ=t40; provided that
q4
nðp  1Þ
n  1 ; L ¼
1
l
ðn  1Þq  ðp  1Þn
t
 1=t
; t ¼ q  p þ 1:
For the special case when A 
 1 and f ðuÞ ¼ uq; q40; the strong maximum
principle holds for non-negative C1 distribution solutions of Du  uqp0 if and only
if qX1; while the compact support principle holds for non-negative C1 distribution
solutions of Du  uqX0 if and only if 0oqo1: Actually by the main results of [17],
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or by Section 7, there exist C2 non-negative radially symmetric compact support
solutions of Du  uq ¼ 0 when 0oqo1:
Note that when q ¼ 0 our analysis cannot be applied. Let cAR: The strong
maximum principle holds for non-negative C1 distribution solutions of Du  cp0
only if cp0: Indeed the equation Du  2n ¼ 0 in any domain O of Rn containing the
origin admits the non-trivial solution uðxÞ ¼ jxj2; but uð0Þ ¼ 0: We also note that the
equation Du  c ¼ 0; with ca0; admits no compact support solutions no matter
what of the sign of c; as follows from the Hopf boundary point lemma.
The same remarks apply to the p-Laplacian analogue Dpu  uq ¼ 0; p41 and
q40; for which the compact support principle holds for non-negative C1 distribution
solutions if and only if 0oqop  1; while the strong maximum principle holds if and
only if qXp  1:
As we shall note in Section 2, dedicated to the original work of E. Hopf (see also
[37]), the Maximum Principle implies the Comparison Principle, Theorem 2.4. On
the other hand, for singular equations, even if they are smooth, the situation is more
delicate. Consider for example
D4u þ jDuj2 ¼ 0; n ¼ 2; ð1:11Þ
which, when expanded to the formFðDu; D2uÞ ¼ 0 is smooth (even analytic), elliptic
when Dua0; and degenerate,1 that is, @F=@ðD2uÞ ¼ 0 when Du ¼ 0: The Strong
Maximum Principle continues to hold (see Theorem 8.1), while on the other hand
(1.11) admits two unequal solutions u 
 0 and uðxÞ ¼ 1
8
ðR2  jxj2Þ in BR; both with
the same boundary values.
The paper is structured as follows. In Section 2 we present the classical Hopf
Maximum Principle together with some comments of independent interest. Section 3
is devoted to some preliminary lemmas, and Section 4 to existence and uniqueness
for related two point boundary value problems for quasilinear ordinary differential
equations.
Section 5 deals with the existence and uniqueness of classical radial solutions of
the exterior Dirichlet problem for (1.1), or (1.2), with equality sign, namely for the
case of equations. The results are important in the proof of the compact support
principle, but are also of independent interest.
In Section 6 we prove the main Theorems 1.1 and 1.2 for the canonical models
(1.1) and (1.2).
In Section 7 the existence of dead cores for (1.1), with equality sign, is proved, and
also the existence of compact support solutions of (1.1) in exterior domains.
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DiuDjuD
2
iju þ jDuj2:
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In Sections 8.1 and 8.2 we consider the case of fully quasilinear inequalities
Difaijðx; uÞAðjDujÞDjug  Bðx; u; DuÞp0 ðX0Þ; uX0 ð1:12Þ
(where the obvious summation convention is used). Section 9 extends these
considerations to the quasilinear inequality
Difaijðx; uÞAðjDujgÞDjug  Bðx; u; DuÞp0; ð1:13Þ
where jDujg ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gijðx; uÞDiuDju
p
is a gradient norm of Riemannian type, a case of
importance when one treats variational problems on a manifold; in this regard we
emphasize particularly Theorem 9.3.
Section 10 contains a series of general comparison principles for singular elliptic
inequalities of divergence type. These results, which extend well-known theorems of
Gilbarg and Trudinger, are important not only in proving our main conclusions for
the strong maximum principle, but naturally are useful well beyond this application.
In particular, they imply various uniqueness results for the Dirichlet problem, see
e.g. Theorems 10.8 and 10.10, which appear to be new in the generality given.
Section 11 contains a brief discussion of the strong maximum principle for
p-regular inequalities, alternative to the previous considerations.
Finally, in Section 12 we treat several special cases where the main proof of
Proposition 4.1 reduces to a simpler form. As a byproduct of this discussion we
obtain a rational comparison function for some special inequalities, alternative to
the classical exponential function of E. Hopf.
2. The Hopf maximum principle
Before giving the main results already stated, we present the classical principle due
to E. Hopf in [20], together with an extended commentary and discussion of Hopf’s
original paper by J. Serrin [37].
The maximum principle for harmonic and subharmonic functions was known to
Gauss on the basis of the mean value theorem (1839); an extension to elliptic inequalities
however remained open until the 20th century. Bernstein (1904), Picard (1905),
Lichtenstein (1912, 1924) then obtained various results by difﬁcult means, as well as use
of regularity conditions for the coefﬁcients of the highest order terms. It was Hopf’s
genius to see that a ‘‘g+anzlich elementare Begr+unden’’ could be given. The comparison
technique he invented for this purpose is essentially so transparent that it has generated
an enormous number of important applications in many further directions.
Here is Hopf’s theorem in its main form:
Let u ¼ uðxÞ; x ¼ ðx1;y; xnÞ; be a C2 function which satisfies the differential
inequality
Lu 

X
i;j
aij
@2u
@xi@xj
þ
X
i
bi
@u
@xi
X0
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in a domain O; where the (symmetric) matrix aij ¼ aijðxÞ is locally uniformly positive
definite in O and the coefficients aij; bi ¼ biðxÞ are locally bounded.
If u takes a maximum value M in O; then u 
 M in O:
Hopf’s proof (Section I of [20]), now a classic of the subject, is reproduced in the
monographs [26] and [18], and in many other texts as well, particularly the second
volume of [7]. The hypothesis that u is of class C2 is essential for the theorem, though not
always strictly noted in presentations of the result. For maximum principles when u is not
of class C2; and even possibly only measurable, see e.g. Littman [22]; for the case of C1
distribution solutions, see the later results of the present paper, as discussed in the
introduction.
Hopf next observes (Section II of [20]) that one can allow the coefﬁcients to
depend on the solution u itself, provided that when they are evaluated along a
solution the resulting functions aijðxÞ; biðxÞ satisfy the conditions of the main
theorem. This allows him to deal explicitly with nonlinear as well as linear equations.
In the same section he then notices two important corollaries (S+atze 2, 3) dealing
with the differential inequality Lu þ cuX0: First, for the case c ¼ cðxÞp0 and a
positive maximum, and second, when there is an extremum M ¼ 0 with c being bounded
but not necessarily non-positive. The latter possibility is not mentioned in [18].
Moreover, Courant and Hilbert in their formulation of Satz 2 in [7] do not include
the crucial restriction to a positive maximum.
Because Hopf’s formulation of these results is somewhat obscure, the main
conclusions are worth restating here, which we do in terms of the operator L:
Theorem 2.1. Let u be a C2 function satisfying the differential inequality
Lu þ cuX0 ðp0Þ ð2:1Þ
in a domain O; where the coefficients of L satisfy the previous conditions, and c ¼ cðxÞ
is a non-positive function on O: If u takes a positive maximum (negative minimum)
value M in O; then u 
 M:
Theorem 2.2. Let the hypotheses of Theorem 2:1 hold, except that one now assumes
only that the function c is locally bounded. If u takes on a vanishing maximum
(minimum) value M ¼ 0 in O; then u 
 0:
The real depth of Hopf’s nonlinear analysis shows up only in Section III of [20],
though the presentation is seriously obscured by the restriction to exact equations, as
well as to the case where one of the solutions in question is assumed to vanish
identically (‘‘engere Voraussetzungen’’ according to Hopf). Accordingly we shall
again restate the results, in slightly greater generality and in more usual notation.
Theorem 2.3 (Touching Lemma). Let u; v be C2ðOÞ solutions of the nonlinear
differential inequalities
Fðx; u; Du; D2uÞX0; Fðx; v; Dv; D2vÞp0;
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where F is of class C1 in the variables u; Du; D2u (notation obvious). Suppose also that
the matrix
Qij 
 @F
@ðD2ijuÞ
ðx; u; Du; yD2u þ ð1 yÞD2vÞ
is positive definite in O for all yA½0; 1:
If upv in O and u ¼ v at some point x0 in O; then u 
 v in O:
The terms u; Du in Q can be replaced by v; Dv:
Proof. Essentially following Hopf’s proof of Satz 30 of [20], we write
0XFðx; v; Dv; D2vÞ Fðx; u; Du; D2uÞ ¼Fðx; u; Du; D2vÞ Fðx; u; Du; D2uÞ
þ Fðx; u; Dv; D2vÞ Fðx; u; Du; D2vÞ þFðx; v; Dv; D2vÞ Fðx; u; Dv; D2vÞ
¼
X
aijD
2
ijðv  uÞ þ
X
biDiðv  uÞ þ cðv  uÞ ¼ Lðv  uÞ þ cðv  uÞ;
where, for some values y; y1; y2A½0; 1 we have
aij ¼ @F
@ðD2ijuÞ
ðx; u; Du; yD2v þ ð1 yÞD2uÞ ¼ Qij;
bi ¼ @F
@Diu
ðx; v; y1Dv þ ð1 y1ÞDu; D2uÞ;
c ¼ @F
@u
ðx; y2v þ ð1 y2Þu; Dv; D2vÞ:
Clearly, aij ; bi; c are locally bounded, and equally by continuity the coefﬁcient matrix
aij is locally uniformly positive deﬁnite on O: Since by assumption v  uX0 and
ðv  uÞðx0Þ ¼ 0; it now follows from Theorem 2.2 that v 
 u in O:
To obtain the ﬁnal conclusion of the theorem, one proceeds in the same way,
though starting from the alternative decomposition
0XFðx; v; Dv; D2vÞ Fðx; u; Du; D2uÞ
¼Fðx; v; Dv; D2vÞ Fðx; v; Dv; D2uÞ
þ Fðx; v; Dv; D2uÞ Fðx; v; Du; D2uÞ
þ Fðx; v; Du; D2uÞ Fðx; u; Du; D2uÞ: &
The next result (essentially Satz 20 of [20] in a more general context and
formulation) is stated as a comparison result, rather than a maximum principle, this
being the underlying content of Hopf’s result.
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Theorem 2.4 (Comparison Lemma). Let u; v be C2ðOÞ-CðOÞ solutions of the non-
linear differential inequalities given in Theorem 2:3: Suppose that the matrix Q ¼ Qij is
positive definite in O and that
C ¼ @F
@u
ðx; w; Dv; D2vÞp0
for all functions wXv (or simply for all functions w on O).
If upv on @O; then upv in O:
The terms u; Du in Q can be replaced by v; Dv if at the same time the terms Dv; D2v
in C are replaced by Du; D2u and the condition wXv is replaced by wpu:
Proof. Suppose for contradiction that the conclusion v  uX0 in O fails.
Then there will be a subdomain O0 of O in which v  up0 but is not identically
constant, and in which also v  u takes on a negative minimum M: As in the proof of
Theorem 2.3 one obtains
Lðv  uÞ þ cðv  uÞp0;
while by hypothesis cp0 in O0: Hence by Theorem 2.1 we get v  u 
 M in O0; a
contradiction.
The ﬁnal conclusion is obtained from the alternative decomposition in the proof of
Theorem 2.3. &
Using other decompositions, one can obtain various related results, e.g. Theorem
31 of Chapter 2 of [26].
A direct consequence of Theorem 2.4 is a uniqueness theorem for the Dirichlet
problem for the nonlinear equationFðx; u; Du; D2uÞ ¼ 0; a fact mentioned by Hopf
in the ﬁnal paragraph of [20], though not explicitly formulated by him. Since the
result is important, and a precise formulation is in fact not immediate from Hopf’s
analysis, it is worth stating a deﬁnite result here.
Theorem 2.5. Let u and v be C2 solutions of the nonlinear equation
Fðx; u; Du; D2uÞ ¼ 0
in a domain O; with u ¼ v on @O: Suppose Q is positive definite in O for all yA½0; 1; and
Cp0 in O for all functions w: Then u 
 v:
This is an immediate corollary of Theorem 2.4, the main result being used to
establish that upv and the ﬁnal part of the theorem to get vpu: Here it is crucial that
Cp0 for all functions w:
It is surprising that the matrix Q in the hypothesis of Theorem 2.5 is, insofar as its
second and third arguments are concerned, to be evaluated solely on the functions u
and Du; without any symmetric reference to v and Dv:
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Indeed specializing Theorem 2.5 to quasilinear equations, we ﬁnd that for the
equation
Aijðx; DuÞD2iju  Bðx; u; DuÞ ¼ 0
a sufﬁcient condition for uniqueness is that the matrix Qij ¼ Aijðx; DuÞ needs to be
positive definite (i.e. the equation needs to be elliptic) only when evaluated for either one
(!) of the solutions u or v; provided that Bðx; u; nÞ is a non-decreasing function of u for
arbitrary arguments x; n: This last result (essentially due to Hopf, though not
explicitly mentioned or stated by him) seems to have appeared ﬁrst in [18], ﬁrst
edition, Chapter 8.
The result applies at once to the quasilinear operator
F ¼ ð1þ jDuj2ÞDu 
X @u
@xi
@u
@xj
@2u
@xi@xj
(mean curvature), since clearly
Qij ¼ ð1þ jDuj2ÞIij  DiuDju
is positive deﬁnite for all values of its arguments. Here of course there is no need to
use the full strength of Theorem 2.5. On the other hand, if we consider the Dirichlet
problem
ð1þ jDuj2ÞDu  2
X @u
@xi
@u
@xj
@2u
@xi@xj
¼ 0
in O; with u ¼ 0 on @O; then the matrix Q is not positive deﬁnite for arbitrary
arguments D2u: Nevertheless Q ¼ I for the function u 
 0; whence it follows that
this function is the unique solution of the stated Dirichlet problem.
A second and more subtle example is the elementary Monge–Ampe`re equation in
R2
@2u
@x2
@2u
@y2
 @
2u
@x@y
 	2
¼ gðx; yÞ:
Here one checks that
Qijxixj ¼
@2u
@y2
x21  2
@2u
@x@y
x1x2 þ
@2u
@x2
x22:
The discriminant of Q is then
det Q ¼ detHu ¼ @
2u
@y2
@2u
@x2
 @
2u
@x@y
 	2
;
which is precisely g ¼ gðx; yÞ when evaluated at a solution u:
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Suppose in particular that g40: It is easy to see then, that any solution u is either
everywhere strictly convex or everywhere strictly concave.
From this, one can check without difﬁculty that if u and v are two convex solutions
then Q is positive definite for the arguments D2ijðyu þ ð1 yÞvÞ:
Hence the Dirichlet problem for the elementary Monge–Ampe`re equation
above has at most one convex solution. On the other hand, if u and v are concave
solutions, then u and v are convex solutions and so, similarly, the Dirichlet
problem can have at most one concave solution; altogether then the problem can
have at most two solutions. This result is a special case of a theorem of Rellich [32];
see [7], p. 324.
Other related maximum and comparison principles are discussed in the Notes to
Chapter 2 of [26], and in Chapter 10 of [18], to which the reader is strongly referred;
see also the references cited on p. 314 of [42]. A viscosity based maximum principle
for singular fully nonlinear equations is given in [2].
Hopf’s proof technique, as noted above, leads to other results of fundamental
interest, particularly the celebrated Boundary Point Lemma and a Harnack principle
for elliptic equations having two independent variables; for this last result, see the
paper [34] of J. Serrin, reproduced in both [26,18]. A nonlinear version of the
Harnack principle in two variables has also been given recently in [28].
3. Some preliminary lemmas
Here we turn to the study of the strong maximum principle and of the compact
support principle for divergence structure quasilinear elliptic operators and for
nonlinear terms f ðuÞ: In general, the results described cannot be obtained from the
nonlinear theorems of the previous section, since the operators and equations in
question for the most part have specialized properties which are lost when they are
written in the expanded form Fðx; u; Du; D2uÞ ¼ 0 as required there.
We shall assume from here on, and throughout the paper unless otherwise
mentioned explicitly, that A and f satisfy ðA1Þ; ðA2Þ; ðF1Þ; ðF2Þ: Moreover, without
loss of generality (since we deal with non-negative solutions) one may suppose
that
f ðuÞ ¼ 0 for up0:
For convenience in what follows it is useful to extend the deﬁnition of the principal
operator F to all values real values of r by setting FðrÞ ¼ FðrÞ when ro0; unless
otherwise explicitly speciﬁed.
Following and reﬁning [27], we require several preliminary lemmas.
Lemma 3.1. (i) For any constant sA½0; 1 there holds
FðsuÞpsFðuÞ; uA½0; d:
ARTICLE IN PRESS
P. Pucci, J. Serrin / J. Differential Equations 196 (2004) 1–6614
(ii) Let w ¼ wðtÞ be of class C1ð0; TÞ; and write 0 ¼ d=dt: If F3w0 is of class C1ð0; TÞ
then H3w0 is of class C1ð0; TÞ; and in this case
½Hðw0ðtÞÞ0 ¼ w0ðtÞ½Fðw0ðtÞÞ0 in ð0; TÞ: ð3:1Þ
On the other hand, if H3w0 is of class C1ð0; TÞ and w040; then F3w0 is of class C1ð0; TÞ
and (3.1) continues to be satisfied.
To obtain (i), observe that sf ðsuÞpsf ðuÞ for uA½0; d; since f is non-decreasing.
Integrating this relation from 0 to u yields the result.
The ﬁrst statement of (ii) is an immediate consequence of (1.4). The second part is
also a consequence of (1.4) together with a small lemma:
Let I be any interval of R and let
BðtÞ ¼
Z aðtÞ
bðsÞ ds; tAI ;
where BAC1ðIÞ; a; bACðIÞ; and b40: Then aAC1ðIÞ and a0 ¼ B0=ðb3aÞ:
This is easily demonstrated by using difference coefﬁcients and the integral mean
value theorem to get DB=Dt ¼ bða þ yDaÞDa=Dt; 0pyp1: The lemma then follows
by dividing by bða þ yDaÞ and letting Dt-0:
Lemma 3.2. Suppose f ðuÞ40 for u40 and (in case HðNÞoNÞ that FðdÞoHðNÞ: If
tX1 and ð1:6Þ holds, then also
Z d=t
0
ds
H1ðtFðsÞÞ ¼N:
Similarly, if 0osp1 and ð1:7Þ is satisfied, then
Z d
0
ds
H1ðsFðsÞÞoN:
Proof. For small e40; we have by Lemma 3.1(i), with s ¼ 1=t;
Z d=t
e=t
ds
H1ðtFðsÞÞX
Z d=t
e=t
ds
H1ðFðtsÞÞ ¼
1
t
Z d
e
dt
H1ðFðtÞÞ:
Letting e-0 and applying (1.6) gives the ﬁrst result.
Again by Lemma 3.1(i),
Z d
e
ds
H1ðsFðsÞÞp
Z d
e
ds
H1ðFðssÞÞ ¼
1
s
Z ds
es
dt
H1ðFðtÞÞ
and the second part now follows by letting e-0 and applying (1.7). &
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Lemma 3.3. Let T40 and assume
qACð0; TÞ; q40 in ð0; TÞ: ð3:2Þ
Then every classical distribution solution w ¼ wðtÞ of the problem ð0¼ d=dtÞ
½sign wðtÞ  ½qðtÞFðw0ðtÞÞ0X0 in ð0; TÞ;
wð0Þ ¼ 0; wðTÞ ¼ m40
(
ð3:3Þ
is such that
wX0; w0X0 in ð0; TÞ: ð3:4Þ
Even more there exists t0A½0; TÞ with the property that
w 
 0 in ½0; t0; w40; w040 in ðt0; TÞ: ð3:5Þ
Proof. We ﬁrst claim that wX0 in ½0; T : If the conclusion fails, there would be t0
and t1; with 0pt0ot1oT such that wðt0Þ ¼ wðt1Þ ¼ 0 and wo0 in ðt0; t1Þ: Then,
multiplying (3.3) by w and integrating on ½t0; t1 yields by integration by parts (or
simply by the distribution meaning of solutions with the test function wðtÞ on ½t0; t1)Z t1
t0
qðtÞFðw0ðtÞÞw0ðtÞ dtp0;
where the integrand is non-negative by (3.2) and the fact that rFðrÞ40 for ra0:
That is, necessarily w0 
 0 on ½t0; t1: Hence w 
 0 on ½t0; t1; since wðt0Þ ¼ wðt1Þ ¼ 0:
This contradiction proves the claim.
Deﬁne the set J ¼ ftAð0; TÞ : w0ðtÞ40g: Then, obviously, Ja|; since wð0Þ ¼ 0
and wðTÞ40; while also J is open in ð0; TÞ since wAC1ð0; TÞ: Let t0 ¼ inf J; so
t0A½0; TÞ and w 
 0 in ½0; t0; since we already know that wX0 in ½0; T : Now, for any
ﬁxed tAðt0; TÞ there obviously exists t1Aðt0; tÞ such that w0ðt1Þ40: By integration of
(3.3) on ½t1; t; recalling that wX0 on ð0; TÞ; we get
qðtÞFðw0ðtÞÞXqðt1ÞFðw0ðt1ÞÞ40
by (3.2) and (A2), so that w040 on ðt0; T : In turn, by integration, w40 in ðt0; TÞ;
proving (3.5). &
Remark. If in Lemma 3.3 the hypothesis (3.2) is strengthened to
qACð0; TÞ; q40 in ð0; TÞ; q non-increasing;
then w0 is non-decreasing on ½0; T  and
0pw0ð0Þpm
T
: ð3:6Þ
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Indeed from (3.3) and (3.4) it follows that qðtÞFðw0ðtÞÞ is non-decreasing, and then since
qðtÞ is non-increasing also Fðw0ðtÞÞ is non-decreasing. But F is increasing, so w0 is non-
decreasing. In turn, w is convex on ½0; T  and then (3.6) follows at once since wðTÞ ¼ m:
Lemma 3.4. Assume
qAC½0; T ; q40 in ð0; TÞ: ð3:7Þ
Then along every classical distribution solution w of the problem
½qðtÞFðw0ðtÞÞ0  qðtÞf ðwðtÞÞp0 in ð0; TÞ;
wð0Þ ¼ 0; 0pwpd; w0X0 in ð0; TÞ;
(
ð3:8Þ
there holds
Fðw0ðtÞÞpf ðwðtÞÞ
qðtÞ
Z t
0
qðsÞ ds þ qð0Þ
qðtÞ Fðw
0ð0þÞÞ; ð3:9Þ
where w0ð0þÞ is defined as limsupt-0þ w0ðtÞ:
In particular, if w0ð0Þ ¼ 0 then (3.9) reduces to
Fðw0ðtÞÞpf ðwðtÞÞ
qðtÞ
Z t
0
qðsÞ ds: ð3:10Þ
Proof. Integrating (3.8) on ½t; t; with 0ototoT ; yields
qðtÞFðw0ðtÞÞ  qðtÞFðw0ðtÞÞp
Z t
0
qðsÞf ðwðsÞÞ ds; ð3:11Þ
and (3.9) follows at once by (F2), i.e., f ðwðsÞÞpf ðwðtÞÞ since 0pwðsÞpwðtÞod;
together with the lim sup as t-0: &
Lemma 3.5. Assume ð3:7Þ and
qAC1ð0; TÞ; q
0ðsÞ
qðsÞ2
 !þZ s
0
qðtÞ dt bounded on ð0; tÞ for all tAð0; TÞ: ð3:12Þ
Then along every classical distribution solution wAC1ð0; TÞ of problem (3.8) for which
w0ð0Þ ¼ 0 and the condition
Fðw0Þ is continuously differentiable ð3:13Þ
is satisfied,2 we have
Hðw0ðtÞÞpBðtÞFðwðtÞÞ; tAð0; TÞ; ð3:14Þ
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where
BðtÞ ¼ 1þ sup
sAð0;tÞ
q
0ðsÞ
qðsÞ2
Z s
0
qðtÞ dt
 !þ
: ð3:15Þ
Note that if q0X0; then ð3:14Þ becomes Hðw0ðtÞÞpFðwðtÞÞ:
Proof. Denote by E the energy function associated to w in ð0; TÞ; namely
EðtÞ ¼ Hðw0ðtÞÞ  FðwðtÞÞ:
Since Fðw0ÞAC1ð0; TÞ by assumption, so also Hðw0ÞAC1ð0; TÞ by Lemma 3.1(ii).
Then by (3.1) and (3.8) one ﬁnds (since distribution derivatives of C1 functions can
be treated as ordinary derivatives)
E0ðtÞ ¼ w0f½Fðw0ðtÞÞ0  f ðwðtÞÞgp q
0ðtÞ
qðtÞ Fðw
0ðtÞÞw0ðtÞ; tAð0; TÞ; ð3:16Þ
since by assumption w0X0; q40 in ð0; TÞ: Integrating (3.16) on ð0; tÞ; with 0otoT ;
yields
Hðw0ðtÞÞpFðwðtÞÞ 
Z t
0
q0ðsÞ
qðsÞ Fðw
0ðsÞÞw0ðsÞ ds ðsince w0ð0Þ ¼ 0Þ;
pFðwðtÞÞ þ
Z t
0
q
0ðsÞ
qðsÞ2
Z s
0
qðtÞ dt
 !þ
f ðwðsÞÞw0ðsÞ dspBðtÞFðwðtÞÞ
by (3.10) and (3.15). &
Proposition 3.6. Assume ð3:7Þ and ð3:12Þ: Let w be a classical distribution solution of
the problem
½qðtÞFðw0ðtÞÞ0  qðtÞf ðwðtÞÞp0 in ð0; TÞ;
wð0Þ ¼ 0; wðTÞ ¼ m40; w0X0;
(
ð3:17Þ
for which ð3:13Þ is satisfied. Suppose that f ðuÞ40 for u40: If w0ð0Þ ¼ 0 thenZ d
0
ds
H1ðFðsÞÞoN: ð3:18Þ
Proof. From the second line of (3.17) it is evident that there exists t0A½0; TÞ such
that wðtÞ ¼ 0 for 0ptpt0 while w40 in ðt0; TÞ: If t0 ¼ 0; then w0ð0Þ ¼ 0 by
hypothesis, while if t040 then in turn wðt0Þ ¼ w0ðt0Þ ¼ 0 since wAC1ð0; TÞ:
Let t2Aðt0; TÞ: Clearly there exists t1Aðt0; t2Þ such that m1 ¼ wðt1Þ40 satisﬁes
m1od=B; FðBm1ÞoHðNÞ;
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where B ¼ Bðt2ÞX1 is given in Lemma 3.5. From this lemma applied to the interval
ðt0; t1Þ; we thus obtain (see (3.14))
Hðw0ðtÞÞpBðtÞFðwðtÞÞpBFðwðtÞÞ in ðt0; t1Þ
since BðtÞ is obviously non-decreasing. In turn by Lemma 3.1(i), with s ¼ 1=B;
Hðw0ðtÞÞpFðBwðtÞÞ in ðt0; t1Þ;
that is w40; w0ðtÞpH1ðFðBwðtÞÞÞ on ðt0; t1Þ: Using the fact that f ðuÞ40 for u40
(and so also FðuÞ40 for u40), integration now yieldsZ Bm1
0
du
H1ðFðuÞÞ ¼ B
Z m1
0
dw
H1ðFðBwÞÞ ¼ B
Z t1
t0
w0ðtÞ dt
H1ðFðBwðtÞÞÞpBðt1  t0ÞoN;
as required. &
4. A singular two-point boundary value problem
In this section we shall obtain existence and uniqueness theorems for the
differential problems
½qðtÞFðw0ðtÞÞ0  qðtÞf ðwðtÞÞ ¼ 0 in ð0; TÞ;
wð0Þ ¼ 0; wðTÞ ¼ m40:
(
ð4:1Þ
and
½qðtÞFðw0ðtÞÞ0  aðtÞqðtÞf ðwðtÞÞ ¼ hðtÞ in ð0; TÞ;
wð0Þ ¼ 0; wðTÞ ¼ m40:
(
ð4:2Þ
The following two main existence theorems, Propositions 4.1 and 4.3, will be
crucial in supplying radial comparison functions for the proofs in later sections.
Importantly in these propositions, we are able to use a weakened version of
condition (F2), namely
(F3) f ð0Þ ¼ 0 and f is non-negative on some interval ½0; %dÞ; with %d possibly inﬁnite.
Accordingly it will be assumed in both Propositions 4:1 and 4.3 that mAð0; %dÞ:
Finally, we shall suppose of the function q in (4.1) and (4.2) that it is of class
C½0; T  with q40 in ½0; T : Put
q0 ¼ min½0;T  qðtÞ40; q1 ¼ max½0;T  qðtÞ40:
Of course, in addition to (F3), conditions (A1), (A2), (F1) will be maintained
throughout the section.
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Proposition 4.1. (i). Let FðNÞ ¼N: Then problem ð4:1Þ admits a classical
distribution solution with the properties
wAC1½0; T ; Fðw0ÞAC1½0; T ; w0X0: ð4:3Þ
Moreover, for any such solution of ð4:1Þ we have w0ðTÞ40 and
jjw0jjNpF1
q1
q0
½T %fðmÞ þ Fðm=TÞ
 	
; ð4:4Þ
where %fðmÞ ¼ maxuA½0;m f ðuÞ: In particular, w0p1 if m is sufficiently small.
(ii) Suppose FðNÞ ¼ ooN: Let mAð0; %dÞ be such that
q1
q0
½T %fðmÞ þ Fðm=TÞoo: ð4:5Þ
Then the conclusion of part (i) continues to hold.
Proof. For the purpose of this proof only, we shall redeﬁne the operator F for ro0
by setting FðrÞ ¼ r when ro0; this can be done without loss of generality since the
ultimate solution w satisﬁes w0X0:
Case (i). Let
m1 ¼ q1½T %fðmÞ þ Fðm=TÞ ð4:6Þ
and
I ¼ ½0; m1:
It is convenient also to redeﬁne f so that f ðuÞ ¼ f ðmÞ for all uXm: This will not
affect the conclusion of the proposition, since clearly any ultimate solution with
w0X0 satisﬁes 0pwpm: We recall also the earlier agreement that f ðuÞ ¼ 0 for up0:
With these preliminaries settled, we can proceed to the main proof. We shall make
use of the Leray–Schauder ﬁxed point theorem, an idea suggested in this context by
Montenegro.
Denote by X the Banach space X ¼ C½0; T ; endowed with the usual norm jj  jjN;
and let T be the mapping from X to X deﬁned by3
T½wðtÞ ¼ m 
Z T
t
F1
1
qðsÞ m
Z T
s
qðtÞf ðwðtÞÞ dt
  	
ds; tA½0; T ; ð4:7Þ
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T½wðtÞ ¼
Z t
0
F1
1
qðsÞ kþ
Z s
0
qðtÞf ðwðtÞÞ dt
  	
ds
with k ¼ kðwÞ chosen so that T½wðTÞ ¼ m; is in fact less convenient in carrying out the proof.
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where m ¼ mðwÞAI is chosen so that
T½wð0Þ ¼ 0: ð4:8Þ
We shall show that such a choice of m is uniquely possible.
Indeed for any ﬁxed wAX and for any mAI we have

%fðmÞ
q0
Z T
0
qðtÞ dtp 1
qðsÞ m
Z T
s
qðtÞf ðwðtÞÞ dt
 
pm1
q0
: ð4:9Þ
It follows now that T½w is well deﬁned for each ﬁxed m in I :
Moreover for m ¼ 0 we see that, for all wAX ;
T½wð0ÞXm:
On the other hand, for m ¼ m1 we ﬁnd, for all w in X ;
T½wð0Þ ¼ m

Z T
0
F1
q1
qðsÞFðm=TÞ þ
1
qðsÞ q1T
%fðmÞ 
Z T
s
qðtÞf ðwðtÞÞ dt
  	
ds
pm 
Z T
0
F1ðFðm=TÞÞ ds ¼ 0;
where we have used condition (4.6), the deﬁnition of q1; and the fact that
0pf ðuÞp %fðmÞ: Since the integral on the right side of (4.7) is a strictly increasing
function of m for ﬁxed w; it is now obvious that there exists a unique mAI such that
(4.8) holds.
Deﬁne the homotopy H : X  ½0; 1-X by
H½w; sðtÞ ¼ sm 
Z T
t
F1
1
qðsÞ ms  s
Z T
s
qðtÞf ðwðtÞÞ dt
  	
ds; ð4:10Þ
where ms ¼ mðw; sÞAI is a number chosen such that
H½w; sð0Þ ¼ 0:
Clearly, as above, such a value ms exists and is unique, and the mapping H½w; s is
accordingly well deﬁned.
By construction, any ﬁxed point ws ¼H½ws; s is of class C1½0; T ; has the
property that Fðw0ÞAC1½0; T ; and is a classical distribution solution of the problem
½qðtÞFðw0sðtÞÞ0  sqðtÞf ðwsðtÞÞ ¼ 0 in ½0; T ;
wsð0Þ ¼ 0; wsðTÞ ¼ sm:
(
ð4:11Þ
Moreover, by Lemma 3.3, a ﬁxed point w ¼H½w; 1 satisﬁes w; w0X0; and so is a
solution of problem (4.1) satisfying conditions (4.3), with w0X0:
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It remains to show that such a ﬁxed point w ¼ w1 exists. We shall use Browder’s
version of the Leray–Schauder theorem for this purpose (see Theorem 11.6 of [18]).
To begin with, obviously ms ¼ 0 when s ¼ 0; and soH½w; 0ðtÞ 
 0 for all w in X ;
that isH½w; 0 maps X into the single point w0 ¼ 0 in X : (This is the ﬁrst hypothesis
required in the application of the Leray–Schauder theorem at the end of the proof.)
We show next that H is compact and continuous from X  ½0; 1 into X : Let
ðwk; skÞk be a bounded sequence in X  ½0; 1: Clearly mskAI ; therefore again using
the fact that 0pf ðuÞp %fðmÞ for all uX0; together with (4.9), it is clear that
jjH0½wk; skjjNpC0;
where (recalling that F1ðrÞ ¼ r when ro0)
C0 ¼ max
%fðmÞ
q0
Z T
0
qðtÞ dt;F1ðm1=q0Þ
 
: ð4:12Þ
It is now an immediate consequence of the Ascoli–Arzela` theorem that H maps
bounded sequences into relatively compact sequences in X :
We claim ﬁnally that H is continuous on X  ½0; 1: Indeed, let wj-w; sj-s;
ðwj; sjÞAX  ½0; 1: Then in (4.10) clearly sj f ðwjÞ-sf ðwÞ; since the modiﬁed
function f is continuous4 on R: It must then be shown that mðwj; sjÞ-mðw; sÞ: To
this end, suppose for contradiction that this fails. Then, for some subsequence, still
called ðwj ; sjÞ; we should have
mðwj; sjÞ- *mam ¼ mðw; sÞ:
In this case, from (4.8) one gets by subtraction
Z T
0
F1
1
qðsÞ *m s
Z T
s
qðtÞf ðwðtÞÞ dt
  	
 F1 1
qðsÞ m s
Z T
s
qðtÞf ðwðtÞÞ dt
  	
ds ¼ 0: ð4:13Þ
But F1 is a monotone increasing function of its argument, so clearly the integrand
in (4.13) is either everywhere positive or everywhere negative, giving the required
contradiction.
To apply the Leray–Schauder theorem it is now enough to show that there is a
constant M40 such that
jjwjjNpM for all ðw; sÞAX  ½0; 1; with H½w; s ¼ w: ð4:14Þ
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by the example f ðuÞ 
 1; q 
 1; and AðrÞ 
 1: In this case every non-negative solution of (4.1) must have
the form wðtÞ ¼ at þ 1
2
t2; aX0; which gives the extraneous condition for solvability m ¼ wðTÞ ¼
aT þ 1
2
T2X1
2
T2:
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Let ðw; sÞ be a pair of type (4.14). But, as observed above, since w0X0; clearly
jjwjjN ¼ wðTÞ ¼ smpm: Thus we can take M ¼ m in (4.14).
The Leray–Schauder theorem therefore can be applied and the mapping T½w ¼
H½w; 1 has a ﬁxed point wAX ; which is the required solution of (4.1). That (4.3)
holds for this solution was noted earlier in the proof.
The last part of the theorem is a direct consequence of (4.7) evaluated at a ﬁxed
point w; together with the right-hand inequality of (4.9) and the fact that mAI :
Case (ii). The argument is exactly the same as before, with the single exception that
in (4.9) the right-hand side m1=q0 is now less than o by virtue of (4.5). Thus, T is
well-deﬁned in X ; and the rest of the proof is unchanged. &
In view of (4.3) we note that, for the given solution w; all derivatives with respect
to t in (4.1) can equally well be understood as ordinary derivatives, no recourse to
distribution solutions in fact being needed.
The following lemma is important for the next proposition.
Lemma 4.2. Let condition (F3) hold, and assume FðNÞ ¼N: Suppose also that
qAC½0; 1 and that q is positive and non-increasing on ½0; 1:
(i) Let w be any solution of ð4:1Þ with mAð0; %dÞ and T ¼ 1: Then
w0ð1ÞpF1 qð0Þ
qð1Þ ½
%fðmÞ þ FðmÞ
 	
: ð4:15Þ
(ii) Let w be any solution of ð4:1Þ with mAð0; %dÞ and T ¼ 1; but now with the initial
condition wð0Þ ¼ 0 replaced by w; w040 on ½0; 1: Then (4.15) continues to hold.
Proof. Case (i) follows from the second part of Proposition 4.1(i), and the
identiﬁcations T ¼ 1; q0 ¼ qð1Þ; q1 ¼ qð0Þ:
The proof of case (ii) lies deeper, relying on an idea in [17].
Let v ¼ vðtÞ be a solution of (4.1) with mAð0; %dÞ and T ¼ 1; given by Proposition
4.1(i), which exists since FðNÞ ¼N in the present case. Also q0 ¼ qð1Þ; q1 ¼ qð0Þ so
that (4.4) implies
v0ð1ÞpF1 qð0Þ
qð1Þ½
%fðmÞ þ FðmÞ
 	
; ð4:16Þ
because T ¼ 1: We shall show that
w0ð1Þpv0ð1Þ: ð4:17Þ
To see this, observe ﬁrst by Lemma 3.3 that v 
 0 in ½0; t0; v; v040 in ðt0; 1 for some
t0A½0; 1Þ: By assumption the given solution w is also such that w; w040 in ½0; 1:
Hence we can introduce the C1 functions
t : ½0; m-½t0; 1; s : ½w0; m-½0; 1;
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respectively inverse to v and w on the sets where v and w are positive; here w0 ¼
wð0Þ40:
Clearly,
sðw0Þ ¼ 0; tðw0Þ4t0; sðmÞ ¼ tðmÞ ¼ 1;
and
s0ðmÞ ¼ 1=w0ð1Þ; t0ðmÞ ¼ 1=v0ð1Þ:
If for contradiction (4.17) fails, then w0ð1Þ4v0ð1Þ and s0ðmÞot0ðmÞ: In this case, we
claim that there would be an interval ðu1; mÞ; with u1Aðw0; mÞ; such that
sðuÞ4tðuÞ40; 0os0ðuÞot0ðuÞ for uAðu1; mÞ; s0ðu1Þ ¼ t0ðu1Þ: ð4:18Þ
Indeed, since sðw0Þotðw0Þ; the condition s0ðuÞot0ðuÞ; which holds at u ¼ m; cannot
persist for all smaller values of u in the open interval ðw0; mÞ: Thus there must be a
first point u1Aðw0; mÞ where s0ðu1Þ ¼ t0ðu1Þ; and in turn the claim (4.18) follows at
once.
Now by integration of (4.1) along the solution vðtÞ from tðu1Þ to 1; we deriveZ m
u1
qðtðuÞÞf ðuÞt0ðuÞ du ¼
Z 1
tðu1Þ
qðtÞf ðvðtÞÞ dt ¼ qð1ÞFðv0ð1ÞÞ  qðtðu1ÞÞFðv0ðtðu1ÞÞÞ;
with a similar relation for the solution w: By subtractionZ m
u1
½qðtðuÞÞt0ðuÞ  qðsðuÞÞs0ðuÞf ðuÞ du ¼ qð1Þ½Fðv0ð1ÞÞ  Fðw0ð1ÞÞ
 ½qðtðu1ÞÞ  qðsðu1ÞÞFðv0ðtðu1ÞÞÞ;
since w0ðsðu1ÞÞ ¼ v0ðtðu1ÞÞ by (4.18). The left-hand side is non-negative by virtue of
(F3), condition (4.18), and the fact that q is positive and non-increasing; while the
right-hand side is negative since v0ð1Þow0ð1Þ by the contradiction assumption and
again the fact that q is positive and non-increasing. This absurdity shows (4.17), and
application of (4.16) then completes the proof. &
Proposition 4.3. Let q satisfy the conditions given in the paragraph before Proposition
4:1; and assume additionally that q is non-increasing.
(i) Suppose FðNÞ ¼N and let TX1; mAð0; %dÞ: Then problem ð4:1Þ admits a
classical distribution solution with wAC1½0; T  and wX0: Moreover,
jjw0jjNpF1
p1
p0
½ %fðmÞ þ FðmÞ
 	
; ð4:19Þ
where p0 ¼ qðTÞ; p1 ¼ qðT  1Þ:
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(ii) Suppose FðNÞ ¼ ooN and TX1: Let mAð0; %dÞ be such that
p1
p0
½ %fðmÞ þ FðmÞoo: ð4:20Þ
Then the conclusion of part (i) continues to hold.
Proof. (i) Consider the auxiliary problem
½qðtÞFðv0ðtÞÞ0  qðtÞf ðvðtÞÞ ¼ 0 in ðT  1; TÞ;
vðT  1Þ ¼ 0; vðTÞ ¼ m;
(
ð4:21Þ
where mAð0; %dÞ: We assert that (4.21) has a C1½T  1; T  solution with v0X0 and
jjv0jjNpF1
p1
p0
½ %fðmÞ þ FðmÞ
 	
: ð4:22Þ
The existence in fact follows at once from Proposition 4.1(i). To prove (4.22), it is
enough to translate to the present case the estimate (4.4) in Proposition 4.1(i). But
for this we have obviously
q0 ¼ min½T1;T  qðtÞ ¼ qðTÞ ¼ p0; q1 ¼ max½T1;T  qðtÞ ¼ qðT  1Þ ¼ p1;
since q is non-increasing. Moreover, in (4.5) the length of the interval ½T  1; T  is of
course just 1. Hence (4.4) becomes exactly (4.22), as required.
We now apply the comparison Lemma 4.2 to the solution w of Proposition 4.1(i)
and the solution v of (4.21) just determined. Their common interval of deﬁnition is
just ½T  1; T ; an interval of precisely length 1: Clearly, wðTÞ ¼ vðTÞ ¼ m:
Moreover, either wðT  1Þ ¼ 0 or wðtÞ; w0ðtÞ40 for all tA½T  1; T —see Lemma
3.3.
We thus infer that w0ðTÞpv0ðTÞ: But also w0ðtÞpw0ðTÞ for all tA½0; T  in view of
the comment after Lemma 3.3. Consequently,
w0ðtÞpv0ðTÞ
and (4.19) now follows from (4.22). This proves case (i).
(ii) Let #o denote the left-hand side of (4.20). We introduce a new operator #F;
deﬁned by
#FðrÞ ¼
FðrÞ for 0prpF1ð #oÞ;
#o
F1ð #oÞ r for rXF
1ð #oÞ:
8<
: ð4:23Þ
Clearly, #F is continuous and increasing on ½0;NÞ; thus satisfying (A1) and (A2), and
moreover #FðNÞ ¼N:
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We apply part (i) to problem (4.1), but with F replaced by #F: Clearly, a solution w
exists, and by (4.19) it obeys
jjw0jjNp #F1
p1
p0
½ %fðmÞ þ #FðmÞ
 	
: ð4:24Þ
Now from the given assumption (4.20) one ﬁnds
FðmÞpp0
p1
#op #o;
since p0pp1; because q is non-increasing. It follows that mpF1ð #oÞ; so #FðmÞ ¼
FðmÞ by (4.23). Therefore (4.24) becomes
jjw0jjNp #F1
p1
p0
½ %fðmÞ þ FðmÞ
 	
¼ #F1ð #oÞ ¼ F1ð #oÞ;
again by (4.23). But this is just (4.19) for w; as required. &
Proposition 4.4. Suppose that (F2) is satisfied. Let qAC½0; T  with q40 in ½0; T ; and
also assume condition ð3:12Þ—or, slightly stronger, that qAC1½0; TÞ: Suppose
additionally that either f ðuÞ ¼ 0 when uAð0; mÞ; m40; or that ð1:6Þ holds, that is
Z d
0
ds
H1ðFðsÞÞ ¼N: ð4:25Þ
Then the solution of ð4:1Þ given in either Proposition 4:1 or Proposition 4:3 has the
properties
w40 in ð0; T ; w040 in ½0; T : ð4:26Þ
Proof. Case 1. Let f ðuÞ ¼ 0 when uAð0; mÞ: Then from (4.1) we have
½qðtÞFðw0ðtÞÞ0 ¼ 0 at least for t near 0: Hence in turn qF3w0 ¼ Constant40 for
small t (if the constant is zero, then w0 ¼ 0 for small t40; and then by continuation
for all t40; which contradicts the boundary condition w ¼ m at t ¼ T).
Consequently, w0ð0Þ ¼ F1ðConstant=qð0ÞÞ40; so from Lemma 3.3 and the fact
that t0 ¼ 0 in the present case, we get w0ðtÞ40 in ½0; T  and w40 in ð0; T  as
required.
Case 2. Let (4.25) hold. Note that (3.13) is satisﬁed in view of (4.3). Also, we
already know that w0ð0ÞX0 and 0pwpm: In fact, the case w0ð0Þ ¼ 0 cannot occur
by Proposition 3.6 and assumption (4.25). Consequently, w0ð0Þ40 and the required
conclusion then follows as before. &
Remark. If ðA2Þ is strengthened by adding that q is in C1ð0; TÞ and FAC1ðRþÞ with
F040 in Rþ; then one ﬁnds easily that the solution w is in C2ð0; TÞ: If also q0p0; as is
frequently the case, then w00X0:
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Proposition 4.1 can be improved by allowing a more general version of Eq. (4.1),
namely
½qðtÞFðw0Þ0  qðtÞBðt; w; w0Þ ¼ 0;
provided that B is a continuous function of its variables such that
kFðrÞpBðt; u; rÞpkFðrÞ þ f ðuÞ; jrjp1;
for some constant k40 and for f ¼ f ðuÞ satisfying the previous assumptions (F1)
and (F3). The proof is essentially the same as before, with the exception that the
space X ¼ C½0; T  must be replaced by X ¼ C1½0; T  while the required mapping
H½w; s is now deﬁned by
H½w; sðtÞ ¼ sm 
Z T
t
F1
1
qðsÞ ms  s
Z T
s
Bðt; wðtÞ; w0ðtÞÞ dt
  	
ds:
This of course makes it more delicate to prove that the mapping is compact, though
the argument again follows from the Ascoli–Arzela` theorem. Similarly, proving that
any ﬁxed point is uniformly bounded in X takes more effort, but no essentially new
or difﬁcult ideas, see [29].
An existence theorem for problem (4.2) can be given, exactly following the ideas of
Proposition 4.1.
Proposition 4.5. Assume a; h; qAC½0; T  and hX0; aX0; q40 in ½0; T : Then problem
ð4:2Þ with mAð0; %dÞ; and with m and R T
0
hðtÞ dt suitably small in case FðNÞoN;
admits a classical distribution solution with the properties wAC1½0; T ; w0X0:
The proof goes in almost the same way as before for Proposition 4.1, except one
must take
m1 ¼ q1½a1T %fðmÞ þ Fðm=TÞ þ
Z T
0
hðtÞ dt; where a1 ¼ max
tA½0;T 
aðtÞ:
The question of uniqueness of solutions of (4.1) and (4.2) is also of interest. For
this result, we assume the main conditions (A1), (A2), (F1), (F2).
Theorem 4.6. Assume a; h; qACð0; TÞ and aX0; q40 in ð0; TÞ: Then problems ð4:1Þ
and ð4:2Þ admit at most one classical distribution solution with range in ½0; dÞ:
Proof. Let w and w˜ be two solutions of (4.2) with ranges in ½0; dÞ: Then by (4.2)
together with (A2) and (F2), we obtain
0p
Z T
0
qðtÞ½Fðw0ðtÞÞ  Fðw˜0ðtÞÞ  ½w0ðtÞ  w˜0ðtÞ dt
¼ 
Z T
0
aðtÞqðtÞ½f ðwðtÞÞ  f ðw˜ðtÞÞ  ½wðtÞ  w˜ðtÞ dtp0:
It now follows at once that w 
 w˜ in ½0; T  since F is strictly increasing. &
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It is possible to prove uniqueness with condition (F2) replaced by the weaker
hypothesis (F3), when mo%d and q is non-increasing. We omit the discussion, the
details being essentially the same as in Theorem 5.3 (ii) in the next section.
5. Radial solutions of an exterior Dirichlet problem
In the next section we shall prove the necessity of Theorem 1.2 through the
existence of classical solutions of the exterior Dirichlet problem for (1.1), with
equality sign. Because of the separate and independent interest of this question, we
devote the present section to its consideration.
As in Section 4, we maintain conditions (A1), (A2), (F1). Moreover, we consider in
place of (F3) the slightly stronger condition
ðF3Þ0 f ð0Þ ¼ 0 and f is positive on some interval ð0; %dÞ; with %d possibly inﬁnite.
Clearly (F3)0 implies (F3), while as noted before (F2) also implies (F3). At the same
time (F2) neither implies (F3)0 nor vice versa.
Theorem 5.1 (Exterior Dirichlet problem). Assume condition ðF3Þ0 is satisfied, and let
OR ¼ fxARn : jxj4Rg: Then for all R40 and mAð0; %dÞ; with m sufficiently small if
FðNÞ ¼ ooN; there is a classical radial solution uðxÞ ¼ uðrÞ of the problem
divfAðjDujÞDug  f ðuÞ ¼ 0; uX0 ð5:1Þ
in OR; such that
uðRÞ ¼ m; uðxÞ-0 as jxj-N: ð5:2Þ
Moreover, u0o0 whenever u40:
The required smallness condition on m when ooN is given below by (5.3).
Proof. Let j ¼ 1; 2;y; qðtÞ ¼ ðR þ j  tÞn1 and denote by wj the solution of
½qðtÞFðwtðtÞÞt  qðtÞf ðwðtÞÞ ¼ 0;
wð0Þ ¼ 0; wð jÞ ¼ mAð0; %dÞ;
wtX0 in ½0; j;
8><
>:
which exists by Proposition 4.3 and the fact that qðtÞ is decreasing.
When ooN we must of course maintain condition (4.20), which in the present
case take the form (since T ¼ jX1; p0 ¼ qð jÞ ¼ Rn1; p1 ¼ qð j  1Þ ¼ ðR þ 1Þn1),
%fðmÞ þ FðmÞo R
R þ 1
 	n1
o: ð5:3Þ
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It follows now that ujðrÞ ¼ wjðtÞ; t ¼ R þ j  r; is a solution of
½rn1Fðu0ðrÞÞ0  rn1f ðuðrÞÞ ¼ 0 ð0¼ d=drÞ;
uðRÞ ¼ m; uðR þ jÞ ¼ 0;
u0p0 in ½R; R þ j
8><
>:
(here recall that F is deﬁned for all real r; according to the agreement at the
beginning of Section 3, namely FðrÞ ¼ FðrÞ if ro0).
Now by (4.19) we have
jju0jjjNpF1
R þ 1
R
 	n1
½ %fðmÞ þ FðmÞ
 !
: ð5:4Þ
Hence from the Arzela`–Ascoli theorem (and a diagonal process) a subsequence of
the functions uj converges uniformly to a non-negative, non-increasing Lipschitz
continuous limit u on every compact subset of ½R;NÞ:
We shall show that u is the required solution of (5.1), (5.2). Of course
u : ½R;NÞ-½0; m; with uðRÞ ¼ m:
In fact, uj satisﬁes on ½R; R þ j the following integral equation corresponding to
(4.7),
ujðrÞ ¼ m 
Z r
R
F1 s1n mj 
Z s
R
tn1f ðujðtÞÞ dt
  	
ds:
Moreover, u0jðRÞ ¼ F1ðR1nmjÞ; so
mj ¼ Rn1Fðju0jðRÞjÞ40:
Then by (5.4) we get
mjpðR þ 1Þn1½ %fðmÞ þ FðmÞ:
Hence, up to a subsequence, if necessary, the bounded sequence still called ðmjÞj must
converge to some number mX0: Letting j-N the limit function u satisﬁes the
integral equation
uðrÞ ¼ m 
Z r
R
F1 s1n m
Z s
R
tn1f ðuðtÞÞ dt
  	
ds: ð5:5Þ
But then u is continuous on ½R;NÞ by (5.5) and in turn then of class C1½R;NÞ; thus
u is also a classical distribution solution of
½rn1Fðu0ðrÞÞ0  rn1f ðuðrÞÞ ¼ 0 in ½R;NÞ;
uðRÞ ¼ m; uX0; u0p0 in ½R;NÞ;
(
ð5:6Þ
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by (5.5). Of course, the equation on the ﬁrst line of (5.6) is equivalent to (5.1) for
radial functions u ¼ uðrÞ:
To complete the proof of the theorem it therefore remains to show that u0o0 when
u40 and that uðrÞ-0 as r-N: To obtain the ﬁrst, note by virtue of (5.6) that
should u0 ¼ 0 at some point r0 where u40 then by ðF3Þ0 we would have
rn1Fðu0ðrÞÞ40 for all r4r0 sufﬁciently close to r0; which is absurd.
For the second part, it is ﬁrst of all the case that u must decrease to some non-
negative limit c as r-N: Suppose for contradiction that c40: By ðF3Þ0 and the fact
that u0o0 (since u40), by integrating (5.6) on ½r; r þ 1; with RproN; we get
Fðu0ðr þ 1ÞÞ  r
r þ 1
 	n1
Fðu0ðrÞÞ ¼ 1ðr þ 1Þn1
Z rþ1
r
tn1f ðwðtÞÞ dt
4
r
r þ 1
 	n1Z rþ1
r
f ðwðtÞÞ dt: ð5:7Þ
From ðF3Þ0 and the fact that cpup%d along the solution, one sees that f ðuðrÞÞ40:
Hence by (5.6) again, we ﬁnd that rn1Fðju0ðrÞjÞ is decreasing and in turn also ju0j
decreasing. That is, u0 is negative and increasing. Consequently, one must have
u0ðrÞ-0 as r-N: Letting r-N in (5.7) then yields 0Xf ðcÞ40; which is the
required contradiction. &
Theorem 5.2. Let the hypotheses of Theorem 5:1 be satisfied, and suppose also that
(F2) is valid. Then the solution u given by Theorem 5:1 is everywhere positive provided
that ð1:6Þ holds. Conversely if ð1:7Þ is satisfied, then u has compact support.
The proof of the ﬁrst part of this result will be given following Theorem 1.1 in the
next section. Similarly, the proof of the second part of the result will be deferred until
after the proof of Theorem 1.2.
Remark. Condition (5.3) is not best possible, and can be imporved to the form
T0 %fðmÞ þ F m
T0
 	
p R
R þ T0
 	n1
o;
where T040 is a positive parameter which can be assigned arbitrarily; this follows
easily by redoing Lemma 4.2 and Proposition 4.3 with the respective conditions
T ¼ 1 and TX1 replaced by T ¼ T0 and TXT0:
As an example, when R{1 and AðrÞ ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ r2
p
is the mean curvature
operator, with f ðuÞ ¼ ku; k40; and n ¼ 2 (equation of a capillary surface under
gravity), by taking T0 ¼ aR with ac1 we get the solvability condition moR;
whereas from (5.3) one gets the weaker condition moR=ð1þ kÞ:
An alternative approach to the radial exterior problem, containing a number of
precise estimates in the case when ooN and O0ð0Þ40; has been given by
Turkington [40].
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We conclude the section by showing that the solution u ¼ uðrÞ given in Theorem 5.1
is unique, under various natural conditions. The precise results are as follows.
Theorem 5.3. Let m40 and R40 be fixed.
(i) Assume ðF3Þ0 is satisfied. Then there cannot be more than one radial solution of
ð5:1Þ in OR which has a bounded range in ½0; %dÞ and satisfies uðRÞ ¼ m: Moreover, any
such solution is convex and obeys ð5:2Þ:
(ii) Assume (F3) is satisfied. Then there cannot be more than one radial solution of
ð5:1Þ; (5.2) in OR which has a range in ½0; %dÞ:
(iii) Assume (F2). Then there cannot be more than one solution of ð5:1Þ; ð5:2Þ in OR;
whether radial or not, which has a range in ½0; dÞ:
Proof. (i) Let u; v be two solutions of the type described. By the earlier arguments of
this section it is evident that u is strictly convex whenever it is positive. Hence u0p0
for otherwise u would become unbounded for large enough r; contrary to
assumption. Then, as in the proof at the end of Theorem 5.1, we get uðxÞ-0 as
jxj-N; that is (5.2) holds. The same of course is true for the solution v:
But then u 
 v by virtue of Theorem 3.6.7 of [17], when we observe that equation
ðÞ in [17] is exactly (5.1) here, and condition (G1) there (with a replaced by %d) is just
(F3) here.5
(ii) This is again just Theorem 3.6.7 of [17].
(iii) Uniqueness for this case is an immediate consequence of the following
comparison result, which we state in a more general form than necessary, in
anticipation of later purposes. &
Theorem 5.4 (Weak comparison principle). Assume (F2) is satisfied. Let u and
v be, respectively, classical solutions of ð1:1Þ and ð1:2Þ in a bounded domain O:
Suppose also that u and v are continuous in O; with vod in O and uXv on @O:
Then uXv in O:
The conclusion also holds for exterior domains O; provided that additionally one has
lim inffuðxÞ  vðxÞgX0 as jxj-N:
Before proving Theorem 5.4 it is convenient to give a simple preliminary lemma.
Lemma 5.5. Let n and g be vectors in Rn: Then
fAðjnjÞn  AðjgjÞgg  ðn  gÞ40
whenever nag:
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Proof. Since AðrÞ40 when r40 and n  gpjnj  jgj; there follows by direct
calculation
fAðjnjÞn  AðjgjÞgg  ðn  gÞXfFðjnjÞ  FðjgjÞgðjnj  jgjÞ
and the conclusion now comes from the strict monotonicity of F: &
Proof of Theorem 5.4. We follow the proof of Lemma 3 of [30], ﬁrst supposing that
O is bounded.
Let w ¼ u  v in O: If the conclusion fails, then there exists a point x1AO such that
wðx1Þo0: Fix e40 so small that wðx1Þ þ eo0: Consequently, since wX0 on @O it
follows that the function we ¼ minfw þ e; 0g is non-positive and has compact
support in O: By the distribution meaning of solutions, taking the Lipschitzian
function we as test function, we getZ
O
fAðjDujÞDu  AðjDvjÞDvgDwep
Z
O
f f ðvÞ  f ðuÞgwe: ð5:8Þ
The left-hand side of (5.8) is positive due to Lemma 5.5 and the fact that Dwe 

Dw ¼ Du  Dvc0 when w þ eo0; while otherwise Dwe ¼ 0 (a.e.).
Moreover, when w þ eo0 there holds 0puov  eod; hence f ðvÞ  f ðuÞX0 since
f ðsÞ is non-decreasing for sod by (F2). Thus the right-hand side of (5.8) is non-
positive, a contradiction.
The case when O is an exterior domain is proved in almost exactly the same way.
We leave the details to the reader. &
Theorem 5.4 is closely related to Theorem 10.1 of [18], and equally does
not require differentiability conditions for the nonlinear terms; see also
Theorem 10.5.
6. Proofs of Theorems 1.1 and 1.2
With the work of the preceding two sections available, we can now turn to the
main results of the paper, proofs of the Strong Maximum Principle, Theorem 1.1,
and the Compact Support Principle, Theorem 1.2.
Proof of Theorem 1.1. We recall that F is deﬁned for ro0 by FðrÞ ¼ FðrÞ:
The radial function vðxÞ ¼ wðtÞ; t ¼ R  r; r ¼ jxj; where w is given by
Proposition 4.1 with mod; qðtÞ ¼ ðR  tÞn1 and T ¼ R=2; satisﬁes the dif-
ferential equation (1.2) in the annular set ER ¼ fxARn : R=2pjxjpRg: Writing 0 ¼
d=dt ¼ d=dr in accordance with Proposition 4.1, one has DvðxÞ ¼ w0ðtÞx=r
for R=2pjxjpR: Moreover w0ðtÞ40 for tA½0; R=2 by Proposition 4.4 and
the fact that Fðw0Þ is continuously differentiable (see Proposition 4.1).
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Hence we ﬁnd
divfAðjDvjÞDvg  f ðvÞ ¼  divfAðw0Þw0x=rg  f ðwÞ
¼ ½Fðw0Þ0  ðn  1Þ
r
Fðw0Þ  f ðwÞ
¼ 1
qðtÞ ½qðtÞFðw
0Þ0  f ðwÞ ¼ 0; ð6:1Þ
where at the second step we use DðAðw0Þw0Þ ¼ ½Fðw0Þ0x=r: Of course one has
DvðxÞ ¼ w0ðR  rÞx=ra0 in ½R=2; R:
This being shown, the proof of sufﬁciency is now exactly the same as in the
standard demonstration of the strong maximum principle for linear equations (see
the proof of Theorem 3.5 on p. 35 in [18]); since the comparison function v
constructed above satisﬁes the following conditions, see the proof of Lemma 3.4 on
p. 34 in [18]:
(i) v40 in ½R=2; RÞ by Proposition 4.4,
(ii) v ¼ 0 when jxj ¼ R by Proposition 4.1,
(iii) @v=@n ¼ v0o0 when jxj ¼ R; where n is the outer normal to @ER;
(iv) v ¼ m when jxj ¼ R=2 by Proposition 4.1,
where m; R40 can be taken arbitrarily small and the origin of coordinates
can be chosen arbitrarily in O: Note that the use of the weak maximum principle
(Corollary 3.2 of [18]) is here replaced by application of Theorem 17. This completes
the proof of the sufﬁciency part of Theorem 1.1.
As remarked in the introduction, the necessity is due to Diaz [11]. Hence Theorem
1.1 is proved (see also comment 4 at the end of the section and the further remarks at
the end of Section 7). &
Proof of ﬁrst part of Theorem 5.2. Because of (1.6) the strong maximum principle is
valid for (1.1). But since uðRÞ ¼ m40 and because u is a non-negative (radial)
solution of (1.1), it now follows that u40 on the entire domain of the solution. &
Proof of Theorem 1.2. To prove necessity, suppose (1.7) fails, that is (1.6) holds. By
Theorem 5.1 and the first part of Theorem 5.2, therefore, there exists a positive
classical solution u of (1.1) with equality sign (and thus also of (1.2) with equality), in
the domain OR ¼ fxARn : jxj4Rg; such that uðxÞ-0 as jxj-N: This violates the
compact support principle. Hence (1.7) is necessary.
For the sufﬁciency we follow the proof of Theorem 2 of [30]. By (1.7) we can deﬁne
C ¼
Z d
0
ds
H1ðFðsÞÞoN; ð6:2Þ
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where, if necessary, one can take d40 smaller so that FðdÞoHðNÞ: Introduce
w ¼ wðrÞ; 0prpC; by
r ¼
Z d
wðrÞ
ds
H1ðFðsÞÞ: ð6:3Þ
Differentiation gives
 w
0ðrÞ
H1ðFðwðrÞÞ ¼ 1 for 0prpC;
that is, w is of class C1½0; C; with wð0Þ ¼ d; wðCÞ ¼ 0; 0pwpd; and w0ðrÞo0
for 0proC: Also Hðjw0jÞ ¼ FðwÞ; so Hðjw0jÞ is of class C1½0; C with ½Hðjw0jÞ0 ¼
f ðwÞw0: Then from Lemma 3.1(ii) with T ¼ C; we see that Fðjw0jÞ is of class
C1ð0; CÞ and
½Fðjw0jÞ0 ¼ f ðwÞ for 0oroC: ð6:4Þ
Obviously, wðrÞ-0; w0ðrÞ-0 and ½Fðjw0jÞ0-0 as r-C: Therefore, by deﬁning
wðrÞ 
 0 for rXC; it is clear that w becomes a C1 solution of (6.4) in ð0;NÞ:
Now let u be the solution of (1.2) in an exterior domain O with uðxÞ-0 as jxj-N:
We must show that u has compact support in O: To begin with, clearly there exists
R0XR such that uðxÞod if jxjXR0: For any xAO0 ¼ fxARn : jxj4R0g; deﬁne
vðxÞ ¼ wðjxj  R0Þ: Consequently, for xAO0; and r ¼ jxj; we have
divfAðjDvjÞDvg  f ðvÞ ¼ ½Fðjv0jÞ0 þ ðn  1Þ
r
Fðv0Þ  f ðvÞp0 ð6:5Þ
in view of (6.4) (which now holds in ð0;NÞ), and the fact that Fðv0Þp0 when v0p0:
Since 0puðxÞod ¼ vðxÞ on @O0; and since uðxÞ; vðxÞ-0 as jxj-N; we can apply
the comparison Theorem 5.4 (with the roles of u and v interchanged) to obtain
0puðxÞpvðxÞ in O0: In particular, uðxÞ ¼ 0 when jxjXR1 ¼ R0 þ C; as re-
quired. &
Proof of second part of Theorem 5.2. Recall that (F3) holds by hypothesis. Then
because of (1.7) the compact support principle Theorem 1.2 is valid for Eq. (5.1). But
since u is a non-negative (radial) solution of (5.1) with uðxÞ-0 as jxj-N; it now
follows that u has compact support in the domain jxjXR: &
Remarks. 1. The sufﬁciency part of Theorem 1.2 is closely related to Theorem 4 of
[31], by specializing the results there to the matrix aij ¼ AðjnjÞdij þ ½A0ðjnjÞ=jnjxixj
which arises by expansion of the divergence term in (1.2). This specialization
requires, however, two assumptions which are not needed here, ﬁrst that the
operator A be of class C1ð0;NÞ; and second, that the solutions in consideration
should be of class C2 at points of O where Dua0: In the proof of Theorem 4 of [31] it
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is not evident that an appropriate comparison principle can be applied without the
further assumption that the nonlinearity f be non-decreasing for small u40—that is,
for the validity of Theorem 4 of [31] this additional assumption, which is exactly (F2)
above, seems to be required as well. For the special case of the degenerate Laplacian,
see also [13].
The proof of sufﬁciency we have given is in fact not different in its underlying
ideas from those in [4,6,13,31,41], the principal improvements here being the
direct approach, the generality of the solution class, and the clariﬁcation of the
method.
We note also that Diaz, Saa and Thiel have stated a version of Theorem 1.1, see
Theorem 6 of [14], but with insufﬁcient proof.
2. The last sentence of the proof of Theorem 1.2 gives an a priori estimate for the
support of the solution u:
3. Theorem 1.2 also applies when f satisﬁes the alternative conditions:
(f1) fACð0;NÞ;
(f2) f is a maximal graph with f ð0Þ ¼ 0 and lim infu-0 f ðuÞ40 (or þN)
rather than (F1), (F2). We can transform the vertical segment of f at u ¼ 0 into a
linear segment with ﬁnite slope, thus arriving at a function %fpf satisfying (F1) and
(F2). But then every solution of (1.2) remains a solution of (1.2) with f replaced by %f;
and the result of Theorem 1.2 continues to apply. A similar argument can be used
also for maximal monotone graphs f ; see [41].
4. Another proof of the necessity of ð1:6Þ for the Strong Maximum Principle.
Suppose f ðuÞ40 for u40 and that (1.6) fails, that is (1.7) holds. We can then
introduce the function w ¼ wðrÞ; deﬁned on ½0;NÞ; as in the proof of Theorem 1.2.
For any xARnþ ¼ fxARn : xn40g; let uðxÞ ¼ wðxnÞ: By (6.4), u is obviously a
solution of (1.1), with the equality sign, in the domain O ¼ Rnþ: Clearly,
uð0;y; 0; CÞ ¼ wðCÞ ¼ 0 and at the same time uc0 in O: Hence, the strong
maximum principle fails. &
5. The necessity of condition (1.6) for the Strong Maximum Principle can
be obtained under a weaker hypothesis than (F2). In fact, it is enough to replace
(F2) by
(F2)0 f ð0Þ ¼ 0 and FðsÞ40 for sAð0; dÞ:
This is because the principal construction required for Diaz’ proof uses only
condition ðF2Þ0; see also the construction of the function w ¼ wðrÞ noted just
above.
6. The necessity also yields a direct and simple counterexample to the unique
continuation question for the equation divfAðjDujÞDug  f ðuÞ ¼ 0; when (1.7)
holds. That is, the function uðxÞ ¼ wðxnÞ shows that a solution in a domain O may
vanish in a subdomain without vanishing throughout O: Theorems 7.2 and 7.5 below
give more sophisticated counterexamples.
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7. Dead cores
An elliptic equation or inequality is said to have a dead core solution u in some
domain OCRn provided that there exists an open subset O1 with compact closure in
O such that
u 
 0 in O1; u40 in O\O1:
The condition u40 could be replaced by ua0; but for deﬁniteness (and physical
reality) we prefer the condition as stated.
In what follows we maintain the original conditions (A1), (A2), (F1), (F2), unless
otherwise stated. The additional condition
f is positive in ð0; dÞ ð7:1Þ
will also be important.
Lemma 7.1 (Dead core lemma). Suppose ð7:1Þ and ð1:7Þ are satisfied. For fixed s in
ð0; 1Þ; define
Cs ¼
Z d
0
ds
H1ðsFðsÞÞ ð40Þ: ð7:2Þ
Then for every CAð0; CsÞ there exists a number g ¼ gðCÞAð0; dÞ and a function
wAC1½0; C such that
(i) g-0 as C-0;
(ii) wð0Þ ¼ w0ð0Þ ¼ 0; wðCÞ ¼ g; 0pw0pH1ðFðgÞÞ;
(iii) ½Fðw0ðtÞÞ0 ¼ sf ðwðtÞÞ for tAð0; CÞ;
(iv) Fðw0ðtÞÞpstf ðwðtÞÞ for tAð0; CÞ:
[Here we can assume without loss of generality that sFðdÞoHðNÞ:]
Proof. First note that the integral in (7.2) is convergent, in view of Lemma 3.2
and (1.7).
For given CAð0; CsÞ; we take gAð0; dÞ so that
0oC ¼
Z g
0
ds
H1ðsFðsÞÞ;
clearly, g ¼ gðCÞ is uniquely determined by C; and of course g-0 as C-0:
Now deﬁne w : ½0; C-R by
t ¼
Z wðtÞ
0
ds
H1ðsFðsÞÞ:
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Hence,
w0ðtÞ
H1ðsFðwðtÞÞÞ ¼ 1;
that is Hðw0Þ ¼ sFðwÞ and in turn ½Hðw0Þ0 ¼ sf ðwÞw0: Obviously part (ii) of the
Lemma is satisﬁed; moreover, since w040 on ð0; C; from Lemma 3.1 (ii) we obtain
part (iii).
An integration using parts (ii), (iii) and (F2) shows that also Fðw0ðtÞÞpstf ðwðtÞÞ;
see the proof of Lemma 3.4. This completes the proof. &
Theorem 7.2. Suppose ð7:1Þ and ð1:7Þ are satisfied. Let R40 be fixed. Then the
equation
divfAðjDujÞDug  f ðuÞ ¼ 0 ð7:3Þ
admits a non-negative dead core solution in BR:
Proof. Fix s ¼ 1=n: Take 0oCominfCs; Rg and put S ¼ R  C: Deﬁne the radial
function vðrÞ ¼ wðr  sÞ; r ¼ jxjA½S; R; where g ¼ gðCÞ and wðtÞ are as given in
Lemma 7.1. Then for rAðS; RÞ
divfAðjDvðxÞjÞDvðxÞg  f ðvðxÞÞ ¼ ½Fðv0ðrÞÞ0 þ n  1
r
Fðv0ðrÞÞ  f ðvðrÞÞ
p s 1þ ðn  1Þr  S
r
 
 1
 
f ðvðrÞÞ
p ðsn  1Þf ðvðrÞÞ ¼ 0; ð7:4Þ
where we have used parts (iii) and (iv) of Lemma 7.1, and the fact that f ðvðrÞÞ40
since vððS; RÞCð0; dÞ: Of course also
vðSÞ ¼ v0ðSÞ ¼ 0; vðRÞ ¼ god:
Consider the radial solution u ¼ uðrÞ; r ¼ jxj; of the problem
divfAðjDujÞDug  f ðuÞ ¼ 0;
uðSÞ ¼ 0; uðRÞ ¼ m40;

given by Proposition 4.1, with qðrÞ ¼ rn1 and with mAð0; gÞ suitably small (translate
coordinates by r ¼ t þ S and take T ¼ R  S ¼ C). Also suppose (4.5) is obeyed if
FðNÞoN:
Now apply Theorem 5.4, with the roles of u and v interchanged. This gives
0puðrÞpvðrÞ; rA½S; R: Hence u0ðSÞ ¼ 0 since v0ðSÞ ¼ 0: Therefore, u can be
extended as a solution of (7.3) to the entire set BR by putting u 
 0 in BS: This proves
the existence of the required dead core solution of (7.3). &
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Theorem 7.3. Suppose ð7:1Þ and ð1:7Þ are satisfied. Let R40 be fixed. Then any
solution u of ð1:2Þ in BR with range in ½0; dÞ and for which uðxÞ is suitably small on @BR;
is a dead core solution.
This is shown in the same way as Theorem 7.2.
Corollary 7.4. Suppose condition ðF2Þ is replaced by the assumption that f is non-
decreasing in ðd; dÞ: Assume also that uf ðuÞ40 for ua0 and that ð1:7Þ holds for both
ranges ð0; dÞ and ðd; 0Þ:
Let u be a solution of
½sign uðxÞ  ½divfAðjDujÞDug  f ðuðxÞÞX0
in BR with range in ðd; dÞ: Then u vanishes in BS for some SAð0; RÞ; provided juðxÞj is
suitably small on @BR:
For p-regular equations (see Section 11), and therefore in particular without
monotonicity conditions, this result was obtained by Diaz and Veron [15].
Lemma 7.1 gives a companion result to Proposition 4.4. Namely, let (7.1) and (1.7)
be satisﬁed. Then if m is suitably small the solution of (4.1) given by Proposition 4.1
has the property w0ð0Þ ¼ 0: The proof is obvious, after what has gone before.
We conclude by noting the existence of compact support solutions of Eq. (1.2),
with the equality sign. In fact, one can interpret a compact support solution as a
dead core at infinity.
Theorem 7.5. Suppose ð7:1Þ and ð1:7Þ are satisfied. Let R40 be fixed. Then ð7:3Þ
admits a (non-trivial) non-negative compact support solution in OR ¼ fxARn : jxj4Rg:
This is just the second part of Theorem 5.2. A related result for the p-Laplace
operator is well-known, see [13].
Of course, if (1.7) fails, the strong maximum principle shows that a non-negative
compact support solution would in fact vanish identically.
A dead core with bursts. It is known that when (7.1) and (1.7) hold and when f
appropriately changes sign for u4d; there are non-negative radially symmetric
solutions v of (7.3) having compact support; see for example [17]. Let R1 be the
support radius of such a solution. Next, choose R and S in Theorem 7.2 so that
SbR1; and let w denote the corresponding dead core solution. This being done, we
can now replace the solution w on the set BR1 ; where it vanishes, by the solution v;
thus obtaining a new solution u which is then positive in BR1 and BR\BS; and
otherwise vanishes. This solution may be considered as a dead core with a symmetric
burst centered at the origin.
Of course, the same procedure may be repeated at other suitably chosen origins in
BS; giving rise to multiple bursts. Naturally a given ball BS can accommodate only a
certain number of bursts, but the larger are R and S the more bursts which can be
allowed.
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Remark. The existence of a dead core in Theorem 7.2 supplies still another
counterexample to the strong maximum principle when (1.7) holds. It is worth
pointing out here that this counter-example is in fact a solution of equation (7.3); that
is one proves in this way a sharper version of the necessity of condition (1.6) for the
strong maximum principle.
The results of Theorems 7.2 and 7.3 can be extended to more general quasilinear cases,
as anticipated in the Remark at the end of Section 4. See the forthcoming paper [29].
We wish to thank Professor L.A. Peletier for helpful discussions concerning the
material of this section.
8. More general quasilinear inequalities
Let D be a domain in Rn: Let ½aijðx; uÞ; i; j ¼ 1;y; n; be a continuously
differentiable, symmetric coefﬁcient matrix deﬁned for xAD; uX0; and which is
positive deﬁnite in these variables, namely
aijðx; uÞZiZj40; gARn\f0g: ð8:1Þ
We shall suppose furthermore that the principal operator A ¼ AðrÞ satisﬁes the
following strengthened versions of (A1), (A2), namely
(A1)0 AAC1ð0;NÞ;
(A2)0 F0ðrÞ40 for r40; and FðrÞ-0 as r-0:
8.1. The strong maximum principle
Consider the differential inequality
Difaijðx; uÞAðjDujÞDjug  Bðx; u; DuÞp0; uX0; ð8:2Þ
in a domain OCD:
We shall treat the following main conditions on the (continuous) function
Bðx; u; nÞ:
(B1) Bðx; u; nÞpkFðjnjÞ þ f ðuÞ;
(B2) Bðx; u; nÞX kFðjnjÞ þ gðuÞ
for xAO; uX0; and all nARn with jnjp1; where k40 and the nonlinearities f ; g obey
(F1) and (F2).
It is interesting to observe that for the validity of the following results the function
Bðx; u; nÞ need not be non-decreasing in the variable u! This corresponds to the
situation of Theorem 2.2 where the coefﬁcient cðxÞ is not required to satisfy a sign
condition for the validity of the conclusion. (For a statement of the strong maximum
principle, see the second paragraph preceding Theorem 1.1.)
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Theorem 8.1 (Strong maximum principle). Assume (B1). For the strong maximum
principle to hold for ð8:2Þ it is sufficient that either f 
 0 in ½0; mÞ; m40; or that ð1:6Þ is
satisfied.
Assume (B2). For the strong maximum principle to hold for ð8:2Þ it is necessary that
either g 
 0 for uA½0; mÞ; m40; or thatZ d
0
ds
H1ðGðsÞÞ ¼N ð8:3Þ
holds, where GðuÞ ¼ R u
0
gðsÞ ds:
The sufﬁciency was obtained in Theorem 10 of [30] under the additional technical
assumption (2.5) of [30], and in Theorem 3 of [27] without the assumption (2.5) of
[30]. In both papers, moreover, the matrix aij was assumed to be independent of the
variable u: For other comments on earlier work, see the Introduction and also
Section 4 of [30].
Proof. Sufficiency. We follow the proof of Theorem 3 of [27], using however a
modiﬁed version of the auxiliary function constructed in Proposition 4.1.
We ﬁrst introduce the modiﬁed coefﬁcient matrix
aˆijðxÞ 
 aijðx; uðxÞÞ;
obviously still continuously differentiable in O: Let O be an arbitrary origin in O: Put
ER ¼ fxARn : R=2pjxjpRg where R is supposed sufﬁciently small that ER is in O:
Deﬁne
l ¼ min eigenvalue of ½aˆijðxÞ in ER ¼ min eigenvalue of ½aijðx; uðxÞÞ in ER;
L ¼ max eigenvalue of ½aˆijðxÞ in ER ¼ max eigenvalue of ½aijðx; uðxÞÞ in ER;
and let a be a constant such that
jxjDiaˆijðxÞjpajnj
for all xAER and nARn: Clearly, such a constant a exists since uAC1ðOÞ and ER is a
compact subset of O: It is easy to see that
Di aˆijðxÞxj
r
 
¼ ðDiaˆijðxÞÞxj
r
þ aˆijðxÞ
r
dij  xixj
r2
 
;
so for xAER;
Di aˆijðxÞ xj
r
   paþ n  1
r
L: ð8:4Þ
Deﬁne
k ¼ ðn  1ÞLþ ðaþ kÞR
l
:
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We can now introduce the radial Hopf-type comparison function vðxÞ ¼ wðtÞ;
t ¼ R  r; r ¼ jxj; where w is the unique solution (see Theorem 4.6) of (4.1), given by
Proposition 4.1 when mod; qðtÞ ¼ ðR  tÞk; T ¼ R=2 and f is replaced by f =l:
Moreover, since Z d
0
ds
H1ðl1FðsÞÞ ¼N
by Lemma 3.2 and (1.6), one sees that Proposition 4.4 applies to the solution w:
Thus DvðxÞ ¼ w0ðR  rÞx=ra0 in ER: Also, by restricting m to be even smaller if
necessary—see Proposition 4.1—one can maintain
0ojDvjo1: ð8:5Þ
Now we can carry out the following crucial calculation:
DifaˆijðxÞAðjDvjÞDjvg  kFðjDvjÞ  f ðvÞ
¼ aˆijðxÞ xixj
r2
½Fðw0Þ0  Di aˆijðxÞ xj
r
n o
Fðw0Þ  kFðw0Þ  f ðwÞ
XaˆijðxÞxixj
r2
½Fðw0Þ0  k
r
Fðw0Þ  f ðwÞ
l
 
¼ aˆijðxÞxixj
r2
1
qðtÞ½qðtÞFðw
0Þ0  f ðwÞ
l
 
¼ 0 ð8:6Þ
by construction of w; that is
DifaˆijðxÞAðjDvjÞDjvg  kFðjDvjÞ  f ðvÞX0 ð8:7Þ
in ER; with
vX0; 0ojDvjo1; vðR=2Þ ¼ m; vðRÞ ¼ 0:
We next require a comparison result corresponding to Theorem 5.4, but applying
to the more general inequality (8.2).
Lemma 8.2 (Comparison lemma). Let u and v be respectively solutions of ð8:2Þ and
ð8:7Þ in a bounded domain O; and let (B1) be satisfied. Suppose that u and v are
continuous in O; and that
0pvod; 0ojDvjo1 in O; uXv on @O:
Then uXv in O:
Proof. By (8.7) we have
Difaijðx; uðxÞÞAðjDvjÞDjvg  kFðjDvjÞ  f ðvÞX0; 0pvod; jDvjo1;
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in O; while from (8.2) and (B1),
Difaijðx; uðxÞÞAðjDujÞDjug  kFðjDujÞ  f ðuÞp0; uX0;
this being valid of course only when jDujp1:
In turn, since jDuj þ jDvjXjDvj40; we can apply Theorem 10.1 (together with the
remark after Corollary 10.4). In particular, Lemma 8.2 follows from the
identiﬁcations a ¼ 0; b ¼ 1; and
Aˆiðx; nÞ ¼ AðjnjÞaikðx; uðxÞÞxk; Bˆðx; z; nÞ ¼ kFðjnjÞ þ f ðzÞ; jnjp1
provided we show that the matrix ½Dxj #Aiðx; nÞ is positive deﬁnite for na0: But
Dxj Aˆ
iðx; nÞ ¼ aikðx; uðxÞÞbkjðnÞ;
where
bkjðnÞ ¼ AðjnjÞdkj þ A
0ðjnjÞ
jnj xkxj; na0:
The matrix ½bkjðnÞ has eigenvalues AðjnjÞ (repeated n  1 times) and F0ðjnjÞ: By
assumption (A2)0 we have F0ðjnjÞ40 for na0; while also
AðjnjÞ ¼ FðjnjÞ=jnj40 for na0;
again by (A2)0: Hence ½bij  is positive deﬁnite for na0: Because ½aijðx; uÞ is assumed
positive deﬁnite, it now follows that ½Dxj Aˆiðx; nÞ is positive deﬁnite for xAO and
na0; completing the proof. &
The point of Lemma 8.2 is that if jDvj40 in O; then just as for Theorem 5.4 it is
not necessary to have ellipticity at the value n ¼ 0: We remark that it is exactly in the
application of this lemma that the strengthened condition ðA2Þ0 is needed.
The rest of the proof of sufﬁciency in Theorem 8.1 is now essentially the same as
the sufﬁciency part of Theorem 1.1. The main change is that at the last step we rely
on Lemma 8.2 instead of Theorem 5.4.
Necessity. This follows the corresponding arguments in Theorem 1.1. It is
necessary to exhibit, for each x0 in D; a domain O in D with x0 in O; and a solution v
of (8.2) in O such that vðx0Þ ¼ 0 but vc0 in O:
The assumption to be made for this purpose is that (B2) holds, with gðuÞ40 for
u40; together with the negation of (8.3), namelyZ d
0
ds
H1ðGðsÞÞoN: ð8:8Þ
Choose Ro1 so small that the closure of the domain O ¼ BRðx0Þ is in D: As at the
beginning of the proof, let
l ¼ min eigenvalue of ½aijðx; zÞ in O; L ¼ max eigenvalue of ½aijðx; zÞ in O
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for all values 0pzpd: Also let a be such that
jxjDiaijðx; uðxÞÞjpajnj
when xAO; nARn; 0puðxÞpd; jDujpb ¼ H1ðGðdÞÞ: As before, clearly such a value
a can be found. Finally, deﬁne
s ¼ ðnLþ aþ kÞ1;
where k is given by (B2).
Consider the dead core function vðrÞ ¼ wðr  SÞ; SprpR; r ¼ jx  x0j; given in
Theorem 7.2 (and using the notation there), but constructed with the function f
replaced instead by g and with the new value of s given above. Clearly, v can be
extended as a C1 function to all of O by putting v 
 0 for 0proS:
Then we ﬁnd, see (7.4),
Difaijðx; vðxÞÞAðjDvjÞDjvg  Bðx; vðxÞ; DvðxÞÞ
pDifaijðx; vðxÞÞAðjDvjÞDjvg þ kFðjv0jÞ  gðvÞ by ðB2Þ
paijðx; vðxÞÞxixj
r2
½Fðjv0jÞ0 þ aþ kþ L n  1
r
 	
Fðjv0jÞ  gðvÞ
pLsgðvÞ þ aþ kþ L n  1
S
 	
CsgðvÞ  gðvÞ
p½sðnLþ aþ kÞ  1gðvÞ ¼ 0; ð8:9Þ
in obtaining (8.9), note ﬁrst that when r ¼ jx  x0joS there is nothing to show since
v 
 0; on the other hand, for rXS we apply the estimates of Lemma 7.1 in the same
way as in previous proofs, together with the relations 0oCoRp1 and 0oCpS; see
the proof of Theorem 7.2. Since v has the dead core BSðx0Þ; and is otherwise positive
in O ¼ BR; the proof is complete. &
Corollary 8.3. Assume that both ðB1Þ and ðB2Þ are satisfied, and that there exists c40
such that gðuÞXcf ðuÞ for uA½0; d: Then the strong maximum principle holds for ð8:2Þ
if and only if either f 
 0 in ½0; m; m40; or (1.6) holds.
We close the section with the following useful boundary point lemma, which will
be required for the proof of Theorem 8.5.
Corollary 8.4 (Boundary point lemma). Let x0A@O and suppose that O satisfies an
interior sphere condition at x0:
Let u be a C1 solution of (8.2) in O; with u40 in O and u ¼ 0 at x0: Assume that (B1)
holds and that either f 
 0 in ½0; mÞ; m40; or that (1.6) is satisfied. Then @u=@no0 at
x0; where n is the outer normal to @O at x0:
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Proof. By the interior sphere condition there exist yAO and R40 such that the open
ball BRðyÞCO and x0A@B: Let v be the solution of (8.7) given in Theorem 8.1 and
put u˜ðxÞ ¼ vðjx  yjÞ: Then as from Lemma 8.2 it follows that
uðxÞXu˜ðxÞ in BRðyÞ\BR=2ðyÞ
provided that m40 is sufﬁciently small. This completes the proof, since
@u˜=@n ¼ v0ðRÞo0: &
8.2. The compact support principle
There is a corresponding compact support principle for the reversed inequality
Difaijðx; uðxÞÞAðjDujÞDjug  Bðx; u; DuÞX0; uX0; xAO; ð8:10Þ
where O is unbounded, with OR ¼ fxARn : jxj4RgCOCD for some R40: (For the
statement of the compact support principle, see the ﬁrst paragraph before Theorem
1.2 in the Introduction.)
The conditions on the matrix aijðx; uÞ now however must be somewhat
strengthened since the compact support principle deals with neighborhoods of N:
Speciﬁcally, we shall require that, for xAO and 0puod;
ljgj2paijðx; uÞZiZjpLjgj2 ð8:11Þ
for some positive constants l; L: Moreover, for xAO; and for functions u ¼ uðxÞ
such that 0puðxÞod and jDuðxÞjpb for some b; bX1 say, we assume that
jjDiaijðx; uðxÞÞjjpa ð8:12Þ
for a constant aX0:
Finally, we shall suppose for the rest of the section that any solution u of (8.10)
under consideration is such that jDuðxÞjpb in OR for some R40: (This condition can
be dropped if the coefﬁcient matrix ½aij  is independent of u: Of course, it is to be
expected that solutions uðxÞ which approach 0 as jxj-N will satisfy this condition
for some domain OR and constant b; but this would certainly require further
regularity assumptions on the equation.)
Theorem 8.5 (Compact support principle). For the compact support principle to hold
for (8.10) it is sufficient that (B2) is satisfied with gðuÞ40 for u40; and
Z d
0
ds
H1ðGðsÞÞoN: ð8:13Þ
On the other hand, if (B1) is satisfied with f ðuÞ40 for u40; then for the compact
support principle to hold for (8.10) it is necessary that (1.7) is satisfied.
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Proof. We ﬁrst prove necessity. Here it will be enough to show the existence of a
radial solution v ¼ vðrÞ of the problem in OR
Difaijðx; vðxÞÞAðjDvjÞDjvg  Bðx; v; DvÞX0; in OR;
vðRÞ ¼ m; vðrÞ-0 as r-N; v40; v0o0; in OR;

ð8:14Þ
where (B1) holds with f ðuÞ40 for u40 and also, by negation, condition (1.6) is
satisﬁed.
To this end, as shown in (8.6) it is enough to consider the equation
½Fðv0Þ0 þ 1
l
aþ kþ n  1
r
L
 	
Fðv0Þ  f ðvÞ
l
¼ 0; 0pvod;  1pv0o0;
where l and a are given by (8.11) and (8.12), respectively.
That is, the problem becomes
½q˜ðrÞFðv0Þ0  q˜ðrÞf˜ðvÞ ¼ 0; in ½R;NÞ;
vðRÞ ¼ m; vðrÞ-0 as r-N;
v40;  1ov0o0 in OR;
8><
>: ð8:15Þ
where 0 ¼ d=dr and q˜; f˜ are given by
q˜ðrÞ ¼ rðn1Þl1LeðaþkÞl1r; f˜ðvÞ ¼ f ðvÞ=l:
Of course, f˜ðvÞ continues to obey (1.7), by Lemma 3.2.
The required solution can now be constructed (for suitably small m) exactly as in
the proof of Theorem 5.1, with only the change that qðrÞ ¼ rn1 is replaced by the
new function q˜ðrÞ; and f ðvÞ by f˜ðvÞ: Note here, in particular, that
q˜ðrÞ
q˜ðr þ 1Þ ¼ e
ðaþkÞ=l r
r þ 1
 	ðn1ÞL=l
;
which approaches the positive limit eðaþkÞL=l as r-N; cf. the corresponding
calculation (5.7). This completes the proof of necessity.
The proof of sufﬁciency is also somewhat delicate. Here the basic method is taken
from Theorem 20 of [30], with some modiﬁcations to avoid applying the superﬂuous
technical assumption (2.5) of [30].
We ﬁrst construct an appropriate radial comparison function v ¼ vðrÞ: Fix
sAð0; 1Þ by
s ¼ ðLþ aþ kÞ1:
We take C ¼ minf1; Csg and
vðrÞ ¼ wðR þ C  rÞ; RprpR þ C;
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where w is the function given in Lemma 7.1, corresponding to the given values of s
and C; and of course with f ðuÞ replaces by gðuÞ: Obviously, vðRÞ ¼ wðCÞ ¼ gðodÞ
and vðR þ CÞ ¼ v0ðR þ CÞ ¼ 0: We can thus suppose that v is extended to all rXR
by taking vðrÞ 
 0 for r4R þ C:
To check that v has the required property of an upper comparison function, we
have with the help of Lemma 7.1 (and recalling that v0p0),
Difaijðx; uðxÞÞAðjDvjÞDjvg þ kFðjv0jÞ  gðvÞ
p aijðx; uðxÞÞ xixj
r2
½Fðjv0jÞ0 þ aþ k L n  1
r
 	
Fðjv0jÞ  gðvÞ
paijðx; uðxÞÞ xixj
r2
sgðvÞ þ ðaþ kÞsgðvÞ  gðvÞ ðsince Cp1Þ
p½sðLþ aþ kÞ  1gðvÞ ¼ 0;
the steps in this calculation are essentially the same as those previously used to
derive (8.9).
In summary, we have
Difaijðx; uðxÞÞAðjDvjÞDjvg þ kFðjv0jÞ  gðvÞp0 ð8:16Þ
in OR: Of course, v 
 0 for jxjXR1 ¼ R þ C; while v40 for RpjxjoR1; and vðRÞ ¼
g: It can also be observed that g ¼ d if Csp1 but god otherwise.
Now consider a solution u of inequality (8.10) in an exterior domain O such that
uðxÞ-0 as jxj-N: Under the condition (B2) it is required to show that u has
compact support in O: We can choose R04R so large that uðxÞog in the set O0 ¼
fjxjXR0g: Then, to simplify the notation one may consider the domain O0 to be the
given domain O:
It is now enough to show that upv as in the proof of Theorem 1.2, where v is the
comparison function above, satisfying (8.16). For this purpose, it is not possible to
resort directly to Lemma 8.2, since Dv 
 0 for large jxj; while Du is unrestricted as to
its null set. Accordingly, we use an indirect argument.
Deﬁne z ¼ v  u in O: Clearly, jzjpg: We claim that zX0: If this is not the case,
then
%e ¼  inf
O
zo0; 0o%epg;
and we shall reach a contradiction. Note ﬁrst that z ¼ g u40 when jxj ¼ R; and
that zðxÞ-0 as jxj-N; hence the inﬁmum of z must be attained at some (interior)
point x0 in O:
Deﬁne
#O ¼ fRojxjoR1g; O1 ¼ fjxj4R1g:
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Then O ¼ #O,@O1,O1; so exactly the following three cases can occur:
(1) The inﬁmum of z is attained in O1:
(2) The inﬁmum of z is not attained in O1; but is reached at a point on @O1:
(3) The inﬁmum of z is not attained in O1; but is reached in #O:
In Case 1, let the inﬁmum be attained at x0 in O1: For x in O1; deﬁne %uðxÞ ¼
uðxÞ þ %e: Then since v 
 0 in O1; we see that %u 
 z þ %eX0 has a zero minimum at
x0: Moreover, %uðxÞ is such that 0pu 
  %u þ %ep%e; while also by (8.10)
Difaijðx; %u þ %eÞAðjD %ujÞDj %ug þ Bðx; %u þ %e;D %uÞp0; %uX0;
in O0: Subtracting the expression gð %u þ %eÞ from both sides of the previous line, then
gives
Difaijðx; %u þ %eÞAðjD %ujÞDj %ug  B˜ðx; %u; D %uÞp gð %u þ %eÞ; ð8:17Þ
where
B˜ðx; %u; nÞ 
 Bðx; %u þ %e;nÞ þ gð %u þ %eÞpkFðjnjÞ;
using the given condition (B2) at the second step. That is, B˜ðx; %u; nÞ satisfies (B1) with
f 
 0: Using the fact that gðuÞX0 for 0pupgod; we see that gð %u þ %eÞX0; so that
ﬁnally from (8.17) there follows
Difaijðx; %u þ %eÞAðjD %ujÞDj %ug  B˜ðx; %u; D %uÞp0
in O0 (and hence in O1). Hence by the strong maximum principle (Theorem 8.1)
applied to the domain O1 we obtain %u 
 0: Thus u 
 %e40 in O1; which is impossible
since uðxÞ-0 as jxj-N: That is, Case 1 cannot occur.
In Case 2, let the inﬁmum of z be reached at x0 on @O1: In this case, obviously
%u40 in O1 while %u ¼ 0 at x0 (we can of course consider %u as a C1 function on O1).
Then, since O1 clearly satisﬁes an interior sphere condition at x0; the boundary
lemma (Corollary 8.4) gives @ %u=@no0 at x0: But this is also impossible, because
D %u 
 Dz ¼ 0 at x0:
In Case 3, necessarily v  u ¼ z4 %e on the boundary of O1; while as noted
earlier v  u40 when jxj ¼ R0: Thus v  uX a; aA½0; %eÞ; on the boundary of #O;
while of course uod and Dva0 in #O: This corresponds in essence to Lemma 8.2 for
O ¼ #O; with the roles of u and v interchanged. We can thus apply Theorem 8.1, of
course for the case M ¼ ap0; the conclusion being that v  uXM ¼ a4 %e in
#O: But this contradicts the condition of Case 3 that z ¼ v  u attains its inﬁmum
%e in #O:
We have thus shown that all three cases lead to a contradiction. Consequently,
zX0 in O; that is vXu: In turn, u 
 0 for jxj4R1; which completes the proof of the
theorem. &
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Corollary 8.6. Assume that both (B1) and (B2) are satisfied and that there exists c40
such that gðuÞXcf ðuÞ40 for u40: Then the compact support principle holds for (8.10)
if and only if (1.7) holds.
We close the section with a counterexample showing the importance of the lower
bound conditions (B1) and (B2). Consider the inequality
Dpu þ jDujq1  uq2X0; p41; q1; q240: ð8:18Þ
Clearly, conditions (8.13), (B1) and (B2) are satisﬁed if and only if q1Xp  1 and
q2op  1: The compact support principle then holds for (8.18). On the other hand,
for any q1Að0; p  1Þ we can take q1oq2op  1: One easily checks that (8.18) then
has positive solutions uðxÞ ¼ const:jxjl on OR ¼ fxARn : jxj4Rg for l and R large.
Hence, the compact support principle fails even though condition (1.6), or equally
(8.13), is fulﬁlled!
9. Riemannian weighted norms
LetM be an n-dimensional Riemannian manifold of class C1; with contravariant
metric tensor ½gij  continuous in the local coordinates x ¼ ðx1;y; xnÞ: Let u be a real-
valued C1 function deﬁned on some open connected submanifold O of M: The
Riemannian norm of the gradient vector ru on O is then deﬁned as the non-negative
continuous function on O given in local coordinates by
jrujg ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gijDiuDju
q
; Diu ¼ @u
@xi
:
Consider the variational integral
I ½u ¼
Z
O
fGðjrujgÞ þ FðuÞg dM:
The corresponding Euler–Lagrange equation is then
divgfAðjrujgÞrug  f ðuÞ ¼ 0; ð9:1Þ
where divg is the Riemannian divergence operator and AðrÞ ¼ G0ðrÞ=r; r40; as in
the introduction, see (1.5). More explicitly, in local coordinates x ¼ ðx1;y; xnÞ in O;
one has dM ¼ ﬃﬃﬃgp dx; where g ¼ 1=det½gij : Then a direct calculation of the Euler–
Lagrange equation yields
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞp Di
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞ
p
gijðxÞAðjrujgÞDju
 
 f ðuÞ ¼ 0 ð9:2Þ
that is, exactly (9.1). When A 
 1 the differential operator in (9.2) reduces just to the
manifold Laplacian, see [43], p. 232.
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A speciﬁc example is given by the variational integralZ
O
1
p
jrujpg þ FðuÞ
  ﬃﬃﬃ
g
p
dx; p41;
introduced by Mossino [24, p. 40], though without the volume factor
ﬃﬃﬃ
g
p
: Here, of
course, AðrÞ ¼ rp2; p41: Other examples are given also in [25].
Obviously, (9.2) is the special case of (1.13) when
aijðx; uÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞ
p
gijðxÞ; Bðx; u; nÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞ
p
f ðuÞ:
With this motivation in hand, we turn to the strong maximum principle for (1.13).
As at the beginning of the section, we assume that ðA1Þ0 and ðA2Þ0 are valid, and
additionally that the tensors ½gij ¼ ½gijðx; uÞ and ½aij ¼ ½aijðx; uÞ are continuously
differentiable, symmetric and positive deﬁnite in O Rþ0 : In the context of (1.13) the
domain O is now of course simply a connected open subset of Rn:
Inequality (1.13) is more difﬁcult to treat than (8.2), in that there are two different
sets of hypotheses under which the strong maximum principle can be obtained. In
the ﬁrst, some mild conditions on the operator A ¼ AðrÞ are required, satisﬁed in
particular by both the p-Laplacian operator and the mean curvature operator. In the
second case, a modiﬁcation of condition (B1) is needed, together with stronger
conditions on the metric tensor ½gij : It is convenient to consider the two cases
separately.
First, we introduce the additional structure hypotheses:
(A3) (i) jA0ðrÞjr2pcFðrÞ for some constant cX0 and for all rAð0; 1; and
(ii) for all s0Að0; 1Þ there exists a value n ¼ nðs0Þ such that
F0ðrÞpnF0ðsrÞ
for all sAðs0; 1 and rAð0; 1Þ:
Note that if F is concave, condition (A3)-(ii) is always satisﬁed with n ¼ 1; this is
the case for example for the p-Laplacian operator when 1opp2; and for the mean
curvature operator. On the other hand, for FðrÞ ¼ rp1; p42; we get nðs0Þ ¼ s2p0 :
It follows that (A3)-(ii) is satisﬁed for the p-Laplacian with n ¼ maxf1; s2p0 g:
Also (A3)-(i) is satisﬁed for the p-Laplacian with c ¼ jp  2j and for the mean
curvature operator with c ¼ 1; etc.
Theorem 9.1. Let conditions ðA1Þ0; ðA2Þ0; (A3) and (B1) hold. Then the strong
maximum principle is valid for inequality (1.13) provided that f ðsÞ 
 0 for sA½0; mÞ;
m40; or f ðsÞ40 for sAð0; dÞ and (1.6) is satisfied.
Theorem 9.2. Let conditions ðA1Þ0 and ðA2Þ0 hold, let gij ¼ gijðxÞ; be independent of u
and of class C2ðOÞ; and assume (B1) is valid with FðjnjÞ replaced by FðjnjgÞ: Then the
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strong maximum principle is valid for inequality (1.13) provided that f ðsÞ 
 0 for
sA½0; mÞ; m40; or f ðsÞ40 for sAð0; dÞ and (1.6) is satisfied.
Proof of Theorem 9.1. This closely follows the proof of Theorem 8.1, though with
an additional term appearing in (8.7) due to the presence of the metric ½gij; and
with a slight (but not trivial) difference in the deﬁnition of the comparison
function v ¼ vðrÞ:
To begin with, we deﬁne the positive-deﬁnite matrix gˆijðxÞ ¼ gijðx; uðxÞÞ; this of
course being of class C1 in the annular domain ER; see the proof of Theorem 8.1. Let
y2 and Y2 be respectively the least and greatest eigenvalues of the positive deﬁnite
matrix ½gˆij  in ER; and write
c ¼ cðxÞ ¼ jDrjgˆ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gˆijðxÞxixj=r2
q
:
Then in ER;
ypcpY ðYX1 without loss of generalityÞ: ð9:3Þ
Following the proof of Theorem 8.1, estimate (8.5) continues to hold, and similarly,
after a short calculation,
jxkDkcjpbjnj=cr ð9:4Þ
for some constant bX0; with b ¼ 0 if gij ¼ dij : Finally, it is convenient to deﬁne
%n ¼ nðy=YÞ; where n is the function given in (A3)-(ii).
Now let vðxÞ ¼ wðtÞ; t ¼ ðR  rÞ=Y; r ¼ jxj; where w is the unique solution of (4.1)
given by Proposition 4.1 when qðtÞ ¼ ðR YtÞk; T ¼ R=2Y; and f is replaced by
ð%nY2=lÞf : The constant k will be determined later.
Of course, Proposition 4.4 applies to the solution w in view of Lemma 3.2
and (1.6). Therefore, DvðxÞ ¼ w0x=Yra0: Also, by restricting the boundary
value w ¼ m at T ¼ R=2Y to be sufﬁciently small, one can maintain jjw0jjNp1
and so
0ojDvjp1 in ER: ð9:5Þ
We can now turn to the important, but unfortunately somewhat complicated,
calculation, applying for xAER;
DifaˆijðxÞAðjDvjgˆÞDjvg  kFðjDvjgˆÞ  f ðvÞ
¼ 1
Y2
aˆijðxÞ xj
r
F0ðcw0=YÞw00  xi
r
 A0ðcw0=YÞjw0j2Dic
 1
Y
Di aˆijðxÞ xj
r
n o
Aðcw0=YÞw0  kFðcw0=YÞ  f ðvÞ
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X
1
Y2
aˆijðxÞ xixj
r2
F0ðcw0=YÞw00  cb
c3r
Fðcw0=YÞ  aR þ ðn  1ÞL
cr
Fðcw0=YÞ
 kFðcw0=YÞ  f ðwÞ ðby ðA3Þ-ðiÞ; ð8:4Þ and ð9:3ÞÞ
X
l
%nY2
F0ðw0Þw00  1
r
cb
y3
þ aR þ ðn  1ÞL
y
þ Rk
 
Fðw0Þ  f ðwÞ
ðby ð9:3Þ; ðA3Þ-ðiiÞ and F040Þ
¼ l
%nY2
½Fðw0Þ0 
%k
r
 %nY
2
l
f ðwÞ
 
ðdefining %kÞ
¼ l
%nY2
1
qðtÞ ½qðtÞFðw
0Þ0  %nY
2
l
f ðwÞ
 
¼ 0;
where we take k ¼ %k=Y:6
The rest of the proof is essentially the same as for Theorem 8.1, with the single
exception that now the matrix bkjðnÞ in the proof of the analogue of Lemma 8.2 is
given by
bkjðnÞ ¼ AðcjnjÞdij þ cA
0ðcjnjÞ
jnj xkxj:
The eigenvalues of ½bkj  are AðcjnjÞ and F0ðcjnjÞ so from (9.3) it is evident that ½bkj  is
positive deﬁnite for na0 and all xAER: &
Proof of Theorem 9.2. The idea of the proof is to replace the ball BR tangent
to the support of u by a small geodesic ball fxAO : sðxÞpSg centered at x0 and
tangent to the set where u ¼ 0; Du ¼ 0; here sðxÞ denotes the geodesic distance
(with respect to the metric induced by ½gij ) from the given center x0 to nearby points
xAO: The existence of such a ball can be shown exactly as in
Hopf’s original proof, at least provided that jDsj is equally bounded above and
bounded away from zero.
To show this fact, we observe by Gauss’ lemma (see [43, p. 235]) that
jDsðxÞj2g ¼ gijðxÞDisðxÞDjsðxÞ ¼ 1; xax0: ð9:6Þ
Thus, recalling that y2 and Y2 are the least and greatest eigenvalues of ½gij ;
we get
Y1pjDsjpy1;
as required.
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We can now proceed as in the proof of Theorem 9.1, with ER replaced by the
geodesic annular set GS ¼ fxAO : S=2psðxÞpSg and with
vðxÞ ¼ wðtÞ; t ¼ S  s; T ¼ S=2;
Dv ¼ w0Ds; jDvjg ¼ w0
by (9.6). The principal calculation, for xAGS; is the following:
DifaˆijðxÞAðjDvjgÞDjvg  kFðjDvjgÞ  f ðvÞ
¼ DifaˆijðxÞDjsAðw0Þw0g  kFðw0Þ  f ðwÞ
¼ aˆijðxÞDisDjs½Fðw0Þ0  DiðaˆijðxÞDisÞFðw0Þ  kFðw0Þ  f ðvÞ
X
l
Y2
½F0ðw0Þ0  a
y
þ LjjD2sjj
 
Fðw0Þ  kFðw0Þ  f ðwÞ
X
l
Y2
½Fðw0Þ0 
%k
s
Fðw0Þ  f ðwÞ; ð9:7Þ
where %k is an appropriate constant. That such a constant exists depends on knowing
that sAC2ðGSÞ; which is a consequence of the assumption that gij is of class C2; see
[43, Appendix II.1], and [33]. [Here it is essential to have gij independent of u; for
otherwise the constructed matrix ½gˆij  would be only of class C1; however smooth the
metric might be; thus in turn the corresponding geodesic distance sˆðxÞ would be only
of class C1 away from x0: Of course, due to the singularity at the center x0 the
gradient Ds naturally is not continuous at x0; while D
2s is unbounded of order 1=s as
x approaches x0 (always assuming that g
ij is of class C2). These comments are
reﬂected in the trivial Rn calculation that Dr ¼ x=r is not continuous at the
singularity x0 ¼ 0; though it is bounded, and that the Hessian matrix D2r ¼
r1½dij  xixj=r2ij:
The existence of the constant %k being shown, one can choose w ¼ wðtÞ so that the
right side of (9.7) vanishes, and the rest of the proof follows as before. The fact that
FðjnjgÞ replaces FðjnjÞ in condition (B1) causes no difﬁculty in the application of
Theorems 8.1 and 10.1, since for jnjpjgj there results
FðjgjgÞ  FðjnjgÞpðY2=yÞF0ðYjgjÞ  jg  nj;
that is FðjnjgÞ; as well as FðjnjÞ; is Lipschitz continuous in n: &
The strong maximum principle for the Riemannian equation (9.1), or for the
corresponding inequality
divgfAðjrujgÞrug  f ðuÞp0 in O; ð9:8Þ
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can be treated more simply than for the case of inequality (1.13), and under slightly
lighter hypotheses. The result is as follows.
Theorem 9.3. Let conditions (A1), (A2) and (F2) hold. Assume that the Riemnnian
manifoldM is of class C2: Then the strong maximum principle is valid for inequality (9.8)
provided that f ðsÞ 
 0 for sA½0; mÞ; m40; or f ðsÞ40 for sAð0; dÞ and (1.6) is satisfied.
Proof. We begin as in the proof of Theorem 9.2, with the exception that (9.7) now
becomes more simply, for xAGS;
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞp Dif
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞ
p
gijðxÞAðjDvjgÞDjvg  f ðvÞ
¼  1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞp Dif
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞ
p
gijðxÞDjs Aðw0Þw0g  f ðwÞ
¼ ½Fðw0Þ0  DsFðw0Þ  f ðwÞ
X½Fðw0Þ0 
%k
s
Fðw0Þ  f ðwÞ:
The remaining part of the proof involves the weak comparison theorem. In the
present case this can be done with the help of Theorem 10.5 rather than the more
difﬁcult Theorem 10.1. To this end, we have to check (10.10) when Aˆðx; nÞ ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞp gijðxÞAðjnjgÞn; that is, in Riemannian notation,ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞ
p
/AðjgjgÞg  AðjnjgÞn; g  nSMX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðxÞ
p
FðjgjgÞ  FðjngÞ
 
 jgjg  jnjg
 
since /n; gSMpjngjgjg; and (10.10) now follows because F is strictly increasing by
(A2).
In [25] a version of the strong maximum principle at inﬁnity, the so-called Omori–
Yau principle, has recently been given for singular elliptic inequalities, including
both the p-Laplacian case as well as the mean curvature operator, and for smooth,
connected, non-compact, complete Riemannian manifolds M:
10. Comparison and uniqueness theorems for singular divergence form operators
10.1. Comparison results
Throughout the section we consider the pair of differential inequalities
divf #Aðx; u; DuÞg  Bˆðx; u; DuÞp0; uX0; ð10:1Þ
divf #Aðx; v; DvÞg  Bˆðx; v; DvÞX0; vX0; ð10:2Þ
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in a bounded domain OCRn: Let the vector function
#Aðx; z; nÞ :O R Rn-Rn
be continuous in O R Rn and continuously differentiable with respect to z and n
for all z and for na0: Also let
Bˆðx; z; nÞ :O R Rn-R
be continuous in O R Rn and continuously differentiable with respect to n for
jnj40 in Rn: Suppose moreover throughout the section that #A is elliptic in the sense
that the matrix ½Dxj Aˆiðx; z; nÞ is positive deﬁnite for xAO and na0 in Rn: Finally,
assume that Bˆðx; z; nÞ is non-decreasing in the variable z for xAO and jnjpb:
Then the following comparison principle holds.
Theorem 10.1 (Comparison principle). Let u and v be respective solutions of (10.1)
and (10.2) in O: Suppose that u and v are continuous in O; with jDuj þ jDvj40 in O;
and either jDujob or jDvjob: Assume finally uXv on @O:
If #A is independent of the variable z; then uXv in O:
More generally if the boundary condition is relaxed to uXv  M on @O; where M is
constant, then uXv  M in O:
This is essentially Theorem 10.7(i) of [18] with the exception that the functions #A
and Bˆ are allowed to be singular at n ¼ 0; this being compensated by the additional
condition jDuj þ jDvj40 in O: We have written #A; Bˆ here, rather than A; B as in [18],
in order to avoid confusion with earlier notation in the paper.
If O is unbounded, the boundary condition is understood to include the limit
relation liminffuðxÞ  vðxÞgX M asjxj-N:
Before giving the proof it is convenient to state the following
Lemma 10.2. Let #O be a compact subset of O; and n; g vectors in Rn satisfying
jnj; jgjpb; jtn þ ð1 tÞgjXd
for some positive constants b and d; with dpb; and for all tAð0; 1Þ: Also suppose jzjpc:
Then there exist constants n; n depending only on b; d; c and #O such that
f #Aðx; z; nÞ  #Aðx; z; gÞg  ðn  gÞXnjn  gj2 ð10:3Þ
and
jBˆðx; z; nÞ  Bˆðx; z; gÞjpnjn  gj: ð10:4Þ
ARTICLE IN PRESS
P. Pucci, J. Serrin / J. Differential Equations 196 (2004) 1–6654
Proof. By the integral mean value theorem,
#Aðx; z; nÞ  #Aðx; z; gÞ ¼
Z 1
0
Dxj
#Aðx; z; tn þ ð1 tÞgÞðxj  ZjÞ dt:
But the matrix ½DjAˆiðx; z; fÞ is uniformly positive deﬁnite for x in #O; jzjpc and
dpjfjpb; and the ﬁrst conclusion then follows at once.
Similarly,
Bˆðx; z; nÞ  Bˆðx; z; gÞ ¼
Z 1
0
Dxj Bˆðx; z; tn þ ð1 tÞgÞðxj  ZjÞ dt:
Here Dxj Bˆðx; z; fÞ is uniformly bounded for x in #O; jzjpc and dpjfjpb; and the
second inequality is proved. &
It may be remarked that in the special case of the p-Laplacian operator,
that is, when #AðnÞ ¼ jnjp2n; we can take n ¼ dp2 when pX2; and n ¼ ðp  1Þbp2
when po2:
Proof of Theorem 10.1. It is enough to treat M ¼ 0; since the case for arbitrary
values of M reduces to M ¼ 0 by the substitution %v ¼ v  M:
Now suppose for contradiction that the conclusion is false. Put wðxÞ ¼ uðxÞ 
vðxÞ; whence
%e ¼  inf
xAO
wðxÞ40:
Then for eAð%e=2; %eÞ the function
we ¼ minfw þ e; 0g
is non-vanishing exactly in the set
S ¼ Se ¼ fxAO : weðxÞo0g:
Since w þ e40 on @O it is evident that S is pre-compact in O:
We assert that if e is suitably close to %e then
jtDu þ ð1 tÞDvjXd; jDuj; jDvjpb; ð10:5Þ
in S; where d40 is a constant (independent of e) such that jDuj þ jDvjX4d in the
pre-compact set S %a: To see this, observe ﬁrst that Du  Dv ¼ Dw ¼ 0 on the closed
subset E ¼ fxAO : wðxÞ ¼ %eg of S: Moreover, distanceðE; @SÞ-0 as e-%e: Hence
by continuity, jDu  Dvjod in S provided e ð4%e=2Þ is suitably near %e: In particular,
for such values of e we ﬁnd (since surely maxfjDuj; jDvjgX2d in S)
jtDu þ ð1 tÞDvjXmaxfjDuj; jDvjg  jDu  DvjXd in S;
which is the ﬁrst part of (10.5).
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For the second part, consider (without loss of generality) the case where jDvjob in
O: Deﬁne %b ¼ supxAS%e=2 jDvðxÞj: Then %bob; and if we choose e even nearer to %e; if
necessary, then also jDu  Dvjob  %b in S: But then jDujpjDvj þ jDu  Dvjpb in
S; as required.
Continuing now as in the proof of Theorem 5.4, and using the non-positive test
function we; we haveZ
O
f #Aðx; DuÞ  #Aðx; DvÞgDwep
Z
S
fBˆðx; v; DvÞ  Bˆðx; u; DuÞgwe
p
Z
S
fBˆðx; u; DvÞ  Bˆðx; u; DuÞgwe; ð10:6Þ
where in the last step of (10.6) we have used the facts that wep0 and upv in S; and
that Bˆ is non-decreasing in the variable z: Then, with the help of Lemma 10.2, (10.6)
implies that
n
Z
S
jDwej2pn
Z
S
jDwej  jwej: ð10:7Þ
Let G ¼ Ge ¼ fe %eoweo0g: Then Dwe ¼ 0 on S\G ¼ E; so the integrals in (10.7)
can equally be taken over the set G:
Applying the Cauchy–Schwarz inequality to the right side of (10.7) yields
ðn=nÞ2
Z
G
jwej2X
Z
G
jDwej2: ð10:8Þ
From Poincare´’s inequality (cf. (7.44) on p. 164 of [18]) we obtain
o1n jGj1=n jjDwejjG;2 ¼ o1n jGj1=n jjDwejjS;2XjjwejjS;2XjjwejjG;2:
Hence by (10.8) there results
jGjXonðn=nÞn: ð10:9Þ
On the other hand, G-| as e-%e; a contradiction to (10.9). This completes the
proof. &
In the following two theorems, the stated conditions on Du and Dv in Theorem
10.1 are removed. Essentially, similar results were given earlier by Damascelli [9]; see
also [10].
Theorem 10.3 (Comparison principle). Suppose that #A is independent of u; and that
the matrix ½@Aˆi=@xj  is uniformly positive definite when 0ojnjpConst:; u is bounded
and x is in any compact subset of O: Assume additionally that Bˆ is uniformly Lipschitz
continuous with respect to n on compact subsets of its variables and is non-decreasing in
the variable u:
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If uXv  M on @O; where M is constant, then uXv  M in O:
To prove Theorem 10.3 it is enough to observe that the conclusions of Lemma
10.2 hold without the restriction jtn þ ð1 tÞgjXd: In fact, if n ¼ g ¼ 0 then (10.3)
and (10.4) are trivially true, while otherwise certainly jtn þ ð1 tÞgj40; in which
case the conclusions follows from the hypothesis of uniformly positive deﬁniteness
and the Lipschitz continuity of Bˆ:
This being shown, the proof of Theorem 10.1 then carries over unchanged,
without the intervention of (10.5).
The special case of the p-Laplacian operator is of particular importance. This is
given in the following
Corollary 10.4. Consider the inequalities
Dpu  Bˆðx; u; DuÞp0 in O;
Dpv  Bˆðx; v; DvÞX0 in O;
where pp2; and Bˆ ¼ Bˆðx; z; nÞ is uniformly Lipschitz continuous in n on compact
subsets of its variables (and of course non-decreasing in the variable z). If uXv  M on
@O; where M is constant, then uXv  M in O:
Remark. If in Theorems 10.1 and 10.3 one adds the hypothesis that uX0; vod; then
the monotonicity of Bˆ is needed only in the interval 0pzod M; see the proof of
Theorem 5.4.
Theorem 10.5 (Comparison principle). Let u and v be respective solutions of (10.1)
and (10.2) in O: Suppose that u and v are continuous in O; that #A is independent of z and
Bˆ is independent of n: Assume moreover that #A is monotone in the variable n (but not
necessarily differentiable), i.e.
f #Aðx; nÞ  #Aðx; gÞg  ðn  gÞ40; when nag: ð10:10Þ
If uXv on @O; then uXv in O:
This follows at once from (10.10), exactly as in the proof of Theorem 5.4.
Strong comparison theorems, under alternative hypotheses, have been obtained by
Tolksdorf [38] and by Cuesta and Taka´c˘ [8].
There is a ﬁnal comparison theorem which avoids the conditions on Du and Dv in
Theorem 10.1, but at the expense of a simpler boundary condition.
Theorem 10.6. Let u be a solution of the inequality
Difaijðx; uÞAðjDujÞDjug  Bðx; u; DuÞp0 in O:
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Suppose that (8.1) is satisfied and that
Bðx; z; nÞpkFðjnjÞ ð10:11Þ
for xAO; zo0; and jnjp1:
If uX0 on @O then uX0 in O:
Proof. Assume for contradiction that u has a negative minimum M at some point x0
in O: Put w ¼ u  M: Then wX0 in O; while wðx0Þ ¼ 0: Using (10.11) one sees that w
is a solution of the inequality
Difaijðx; w þ MÞAðjDwjÞDjwg  kFðjDwjÞp0
in some neighborhood N of x0 (where 0pwojMj). Hence by Theorem 8.1 we ﬁnd
w 
 0 in N; and then by chaining also w 
 0 in O; which is impossible by the
boundary condition. &
Theorem 10.6 is false without condition (10.11), as follows from the example,
Eq. (1.10), in the introduction. Indeed, essentially as noted there, this equation has
the solution uðxÞ ¼ Cðjxjk  1Þ on the unit ball, which vanishes on the boundary,
and at the same time is negative in the interior.
While we have not found a proof, we conjecture that the full result of Theorem 10.1
should hold without the stated conditions on Du and Dv provided that Bˆ obeys (B1).
10.2. Uniqueness of the Dirichlet problem
The structure built up in the earlier parts of this section, and also in previous
sections, allows one to present a number of uniqueness theorems for the Dirichlet
problem
div #Aðx; u; DuÞ  Bˆðx; u; DuÞ ¼ 0 in O;
uðxÞ ¼ jðxÞ on @O; ð10:12Þ
where jACð@OÞ:
Theorem 10.7. Suppose #A is independent of u and Bˆ of Du; and that (10.10) holds. Then
problem (10.12) can have at most one solution.
This is an immediate consequence of Theorem 10.5. The special case when
#Aðx; u; nÞ ¼ AðjnjÞn (and A satisﬁes conditions (A1) and (A2) in the introduction, for
example the case of the p-Laplacian) also follows directly from Theorem 5.4.
Theorem 10.8. Suppose that #A is independent of u; and that the matrix ½@Aˆi=@xj  is
uniformly positive definite when 0ojnjpConst: and x is in any compact subset of O:
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Assume additionally that Bˆ is uniformly Lipschitz continuous with respect to n on
compact subsets of its variables (and of course non-decreasing in the variable u).
Then problem (10.12) can have at most one solution.
The special case of the p-Laplacian operator is of particular importance. This is
given in the following
Corollary 10.9. The Dirichlet problem
Dpu  Bˆðx; u; DuÞ ¼ 0 in O;
uðxÞ ¼ jðxÞ on @O;
where pp2 and Bˆ ¼ Bˆðx; z; nÞ is uniformly Lipschitz continuous in n on compact
subsets of its variables, can have at most one solution.
When the boundary data takes the canonical form u ¼ 0 on @O; then the condition
of uniform positive deﬁniteness in the previous theorem can be dropped. The result is
as follows.
Theorem 10.10. Consider the equation
Difaijðx; uÞAðjDujÞDjug  Bðx; u; DuÞ ¼ 0 in O;
with (8.1) satisfied. Assume also
½sign z  Bðx; z; nÞX kFðjnjÞ ð10:13Þ
for xAO; zAR and jnjp1: Then the Dirichlet problem u ¼ 0 on @O has the unique
solution u 
 0:
This follows immediately from Theorem 10.6, once it is shown that u 
 0 is a
solution. But this is a consequence of the fact that Bðx; 0; 0Þ ¼ 0: Indeed, by (10.13)
one has
½sign z  Bðx; z; 0ÞX0
so that Bðx; z; 0Þ changes sign as z passes through zero, which by continuity gives
Bðx; 0; 0Þ ¼ 0:
11. p-regular equations
For a large set of equations displaying p-homogeneity, p41; including in
particular equations involving the p-Laplacian Dp; there is an elegant Strong
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Maximum Principle which corresponds closely to the case of regular equations
discussed in the introduction.
In particular, we consider the singular differential inequality
div #Aðx; u; DuÞ  Bˆðx; u; DuÞp0 in O; uX0; ð11:1Þ
where the (measurable) functions #A and Bˆ have the following homogeneity and
ellipticity properties for all xAD; uARþ0 and nAR
n
#Aðx; u; nÞ  nX a1jnjp  a2u p;
j #Aðx; u; nÞjp a3jnjp1 þ a4u p1;
Bˆðx; u; nÞp b1jnjp1 þ b2u p1; ð11:2Þ
with a1; a340; a2; a4; b1; b2X0 (see [35], where these conditions apparently appear
ﬁrst).
Trudinger [39], closely using the ideas of [35], has proved under these conditions
the following beautiful Harnack inequality for continuous (non-negative) solutions u
of (11.1) which are in the Sobolev space W 1;pðOÞ:
For any ball BR; such that 0oRp1 and B3RCO; there holds
jjujjB2R;gpCjRjn=gminBR uðxÞ; ð11:3Þ
where C depends only ðp; n; g; a1; a2; a3; a4; b1; b2Þ and gAð0; ðp  1Þn=ðn  pÞÞ (or
ð0;NÞ if pXnÞ:
This immediately implies the following Strong Maximum Principle.7
Theorem 11.1 (Strong maximum principle). Let u be a (non-negative) solution of
(11.1) in O; as defined above. Then either u 
 0 in O or u40 in O:
Proof. Indeed, suppose that u ¼ 0 at some point x0 in O: Let B3R be a ball centered
at x0; with R so small that B3R is in O: Then minBR uðxÞ ¼ 0; so in turn jjujjB2R;g ¼ 0
by (11.3).
That is, u ¼ 0 in B2R: Chaining then gives the conclusion u 
 0 in O; proving the
theorem. &
Remark. If we consider classical distribution solutions of (11.1), rather than the
weaker class above, then conditions (11.2) need only apply for small uX0; say uod;
and for jnjp1; say.
To prove Theorem 11.1 for this case, we ﬁrst modify #A and Bˆ for values uXd and
jnj41; so that the modiﬁed functions remain measurable but now also satisfy (11.2)
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for the complete set of variables. Then, corresponding to any classical (non-negative)
solution of (11.1) for which uðx0Þ ¼ 0; there is some neighborhood N of x0 where
uod and jnjp1: Therefore, u satisﬁes the modiﬁed equation in N; for which the full
conditions (11.2) hold. Thus u 
 0 in N by Theorem 11.1, and then u 
 0 in O; by
chaining.
Theorem 11.1 is obviously broad and powerful. On the other hand, it has some
drawbacks in comparison with Theorems 1.1 and 1.2 (or Theorems 8.1 and 8.5).
Speciﬁcally it applies only to operators AðrÞ which obey
Const: rp1pFðrÞpConst: rp1 ð11:4Þ
for some positive constants, and similarly it requires that the function f ðuÞ in (1.1),
or in (B1), must satisfy f ðuÞpup1 for small u40: Finally, of course, it does not lend
itself to the precise necessary and sufﬁcient condition (1.6), even in case A obeys
(11.4).
There is a corresponding comparison theorem of interest, valid under the stronger
conditions following:
#Aðx; u; nÞ  nXa1jnjp; Bˆðx; u; nÞpb1jnjp1; ð11:5Þ
where a140 and b1X0:
Theorem 11.2 (Comparison principle). Let u be a solution of inequality (11.1), where
#A and Bˆ satisfy (11.5) for xAO and uoM:
If uXM on @O; then uXM in O:
Gilbarg and Trudinger give a related result [18, Theorem 10.9], but with a more
difﬁcult proof.
Proof. Suppose for contradiction that the result fails. We then follow the proof of
Theorem 10.1, with wðxÞ ¼ uðxÞ  M; however without the intervention of (10.5).
Corresponding to (10.6), one ﬁnds, using the non-positive test function wE;Z
O
#Aðx; u; DuÞ  DwEp
Z
S
Bˆðx; u; DuÞwE: ð11:6Þ
Then, with the help of (11.5) and the fact that Du ¼ Dwe on S; inequality (11.6)
implies that
a1
Z
S
jDwEjppb1
Z
S
jDwEjp1  jwEj: ð11:7Þ
Let G ¼ GE ¼ fE %EowEo0g: Then DwE ¼ 0 on S\G ¼ E; so the integrals in (10.7)
can equally be taken over the set G:
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Applying H +older’s inequality to the right side of (11.7) yields, cf. (10.8),
b1jjwEjjG;pXa1jjDwEjjG;p: ð11:8Þ
From Poincare´’s inequality (7.44) of [18], we obtain
o1n jGj1=n jjDwEjjG;p ¼ o1n jGj1=n jjDwEjjS;pXjjwEjjS;2pXjjwEjjG;2p:
Hence by (11.8) there results
jGjXonða1=b1Þn: ð11:9Þ
On the other hand, G-| as E-%E; a contradiction to (11.9). This completes the
proof. &
12. Special cases
12.1. The linear case
Consider the linear inequality
DifaijðxÞDjug þ biðxÞDiu þ cðxÞu; uX0; ð12:1Þ
for xAO; where the matrix ½aij  is continuously differentiable and satisﬁes (8.1), bi;
cACðOÞ for all i ¼ 1;y; n: This is the special case of (8.2) where AðrÞ 
 1;
Bðx; u; nÞ ¼ biðxÞxi  cðxÞu: Here we can apply the result of Theorem 8.1, assuming
also that biðxÞ and cðxÞ are locally bounded. By slightly shrinking the domain O we
can then suppose that
k ¼ max
i
sup
O
jbiðxÞjoN; c ¼  inf
O
fcðxÞ; 0goN;
and moreover deﬁne f ðuÞ ¼ cu: Then FðrÞ ¼ r; H1ðrÞ ¼ ﬃﬃﬃﬃﬃ2rp and FðuÞ ¼ cu2=2; so
that (B1) and (1.6) hold as required. This gives the strong maximum principle for
(12.1), closely related to the classical Theorem 2.2 of E. Hopf. Indeed, assuming as
above that aij is continuously differentiable, then the strong maximum principle for
C2 solutions of (12.1) is an immediate consequence of Theorem 2.2, while conversely
the strong maximum principle for C1 distribution solutions of (2.1) follows at once
from Theorem 8.1.
These comments moreover lead us to expect that the proof of Theorem 8.1
can be simpliﬁed for the special linear case. In fact, the principal inequality (8.6) in
the proof of Theorem 8.1 suggests that the required comparison function v for the
Hopf proof can be obtained for the linear case by exhibiting an explicit solution of
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the inequality
fjv0jg0 þ k
r
jv0j þ cv
l
p0:
(since FðrÞ ¼ r in the present linear case). A natural choice for v is
vðrÞ ¼ a R
r
 	W
1
" #
;
R
2
prpR; ð12:2Þ
where W and R are to be determined. Then v0ðrÞ ¼ aW
R
R
r
 	Wþ1
and so after a short
calculation
jv0j0 þ k
r
jv0j þ cv
l
¼ aW R
r
 	W
k  ðWþ 1Þ
r2
 
þ cv
l
p aW R
r
 	W
k  ðWþ 1Þ
r2
þ c
lW
 
:
This will be p0 provided that
W ¼ 2k  1; R2plkð2k  1Þ
c
:
Thus the rational comparison function (12.2) can be used for the linear inequality
(12.1), alternative to the standard exponential function
vðrÞ ¼ Eðear2  eaR2Þ;
see p. 148 of [20], or p. 34 of [18].
12.2. The degenerate Laplacian case
A similar simpliﬁcation can be used for the canonical inequality
Dpu  f ðuÞp0; uX0; ð12:3Þ
for the p-Laplace operator, p41: For our present purpose, we assume that
f ðuÞpcup1; ð12:4Þ
the borderline case for (1.6).
The comparison function v ¼ vðrÞ; r ¼ jxj; for (6.1) again can be taken in the form
(12.2). Then we have
Fðjv0jÞ ¼ jv0jp1 ¼ aW
R
 	p1
R
r
 	ðp1ÞðWþ1Þ
:
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Thus as before, we ﬁnd after a short calculation that
½Fðjv0jÞ0 þ n  1
r
Fðjv0jÞ þ f ðvÞ
l
pðaWÞp1 R
r
 	ðp1ÞW
n  1 ðp  1ÞðWþ 1Þ
rp
þ c
lWp1
 
:
This again will be p0 provided that
W ¼ 2ðn  1Þ
p  1  1; Rp
ðn  1Þl
c
 	1=p
W1=p
0
:
That is, Dpv  f ðvÞX0 for R=2pjxjpR; and the proof of the strong maximum
principle, Theorem 1.1, now applies unchanged, but without using Proposition 4.1.
In summary, for the borderline case (12.4) of inequality (12.3), we get an
elementary proof of Va´zquez’ strong maximum principle, avoiding the delicate
arguments of Sections 3 and 4, or of [40].
Note that the simple comparison function (12.2) does not sufﬁce for general
operators or for more complicated nonlinearities. This observation indicates the
need for the new construction of v ¼ vðrÞ used in the proof of Theorem 1.1. Of
course, for more complicated linearities it is also necessary to use the comparison
Theorem 10.1 rather than the simpler Theorem 5.4.
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