A group of intelligent agents may work together in order to solve a problem or achieve a common goal. If the group fails to achieve a goal, it may be able to adapt its behaviour so that such a goal can be achieved in the future. One of the ways in which the behaviour of the agent group can be changed is by refining the knowledge of individual agents. We axe developing a distributed refinement system called DRAMA (Distributed Refinement Among Multiple Agents) to perform this task. The system makes use of a special type of agent called a refinement facilitator which coordinates the refinement process within the agent group.
Motivation
Suppose that a group of people want to cook Christmas dinner. They divide up the work in some manner: one person is to prepare the turkey, another to make the Christmas cake, etc. The goal of the group is to produce the meal at an appropriate time on Christmas day and this goal can only be achieved if all members of the group contribute. The person who is supposed to make the Christmas cake doesn't start preparing it until Christmas morning. He reads the recipe and discovers that he doesn't have all the required ingredients and since there are no shops open, he is unable to make the cake. In a different case, he may make the cake but find that he can't cook it because the oven is already being used to cook the turkey. Another possibility is that another member of the group sleeps in and therefore fails to carry out his task. These are some examples of how a group goal fails due to the actions of one or more of the participants. How can the same group of agents ensure that it will succeed if it attempts to cook Christmas dinner next year? In other words, how can the group ensure that it will be able to achieve a similar goal in the future?
A group of intelligent agents should be able to ensure that a failure is not repeated by adapting their behaviour. Adaptation can be achieved by using machine learning techniques to refine the knowledge of agents. The aim of learning in any intelligent system should be the improvement of the performance of that system. Where the system consists of a number of interacting intelligent agents, performance may be evaluated by the coherence of the agent group or from the point of view of individual agents' success in achieving their goals. "Coherence will refer to how well the system behaves as a unit" [1] . Coherence may be measured along several dimensions including the quality of the solutions which the system produces, the efficiency with which solutions are produced and how gracefully performance degrades in the presence of failure or uncertainty.
This paper is concerned with failure-driven learning, i.e. learning is prompted by the failure of the agent group to achieve a goal. Performance is rated by solution quality in the sense that the agent group either finds a solution (achieves the group goal) or fails to find one (the group goal fails). The process of refining the knowledge of agents attempts to improve solution quality by allowing the agent group to avoid failures in the future.
2
The Refinement Problem
Techniques for refining the knowledge held in a single knowledge base have already been extensively investigated [2] [3] [4] [5] . The process of refining the multiple related knowledge bases of a group of cooperating agents presents unique challenges. In addition to their domain knowledge, social agents have knowledge that allows them to interact with others. Agents may represent knowledge in different ways. Since agents each have their own knowledge base, finding the failure point (or failure points) in the group's knowledge is a much more complex problem than in a single knowledge base. Refining one agent's knowledge may change its behaviour in a manner that affects other agents who will need to react to these changes in an appropriate manner. It may be also be desirable to maintain consistency between the knowledge bases of various agents.
The Knowledge of Agents
An agent which interacts with other agents needs two distinct types of knowledge: domain knowledge and social knowledge. The agent's domain knowledge concerns its problem-solving domain and environment. An agent's social knowledge allows it to interact with other agents. This knowledge may include the following:
Communication: Knowledge about the physical means of inter-agent communication (e.g. information about communication channels and the locations of agents) and an inter-agent communication language.
Interaction: How to interact with other agents in order to procure services, perform tasks for others, etc. An agent may, for example, know how to use a cooperation strategy such as the Contract Net Protocol [6]).
