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ABSTRACT 
 
Seismic Fragility Estimates and Sensitivity Analyses for Corroding Reinforced Concrete 
Bridges. (December 2007) 
Do-Eun Choe, B.S., Inha University; M.S., Inha University 
Chair of Advisory Committee: Dr. Paolo Gardoni  
The objective of this study is to develop methodologies to estimate and predict the 
fragility of deteriorating reinforced concrete (RC) bridges, and to identify the effect of 
design and construction parameters on the reliability of RC bridges over time to assist in 
the design and construction process.  
To accurately estimate the fragility of deteriorating bridge, probabilistic capacity 
and demand models are developed.  In addition, to simplify the calculation cost 
maintaining accuracy, fragility increment functions are developed.  The proposed 
fragilities account for model uncertainties in the structural capacity, demand models, 
corrosion models.  Furthermore, proper account is made of the uncertainties in the 
environmental conditions, material properties, and structural geometry.  To identify the 
effect of design and construction parameters on the reliability of RC bridges, a 
sensitivity and importance analysis is conducted.  Sensitivity analysis for an example 
bridge subject to corrosion is carried out to identify which parameters have the largest 
impact on the reliability over time.  This dissertation considers different combinations of 
chloride exposure condition, environmental oxygen availability, water-to-cement ratios, 
 iv 
and curing conditions, which affect the reliability of bridges over time.  The developed 
models are applicable to both existing and new RC bridges and may be employed for the 
prediction of service-life and life-cycle cost analysis of RC bridges. 
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CHAPTER I   
 
INTRODUCTION 
Overview 
Reinforced concrete (RC) structures in the United States are aging and deteriorating due 
to harsh environmental exposure conditions.  Throughout their life cycle, reinforced 
concrete structures are affected by corrosion more than by any other natural 
phenomenon including earthquakes and hurricanes.  Even when corrosion does not lead 
to the direct failure of a structure, it may weaken a structure, making it significantly 
more vulnerable to earthquakes.  A structure originally designed meeting code 
specifications may not meet them once corrosion starts. 
In particular, bridges are among the structures most vulnerable to corrosion.  De-
icing and anti-icing salts can cause or accelerate corrosion in the deck while exposure to 
marine water is a common cause of corrosion of columns and the area underneath the 
deck.  Approximately 60,000 bridges are considered structurally deficient due to 
corrosion of the reinforcement and the annual direct costs to repair these deficient 
bridges are estimated to be billions (Koch et al., 2001).  The indirect costs to the user, 
such as traffic delays and lost productivity, are estimated to be up to 10 times the direct 
cost.  Similar, but more alarming, estimates are given by other authors (Aktan et al., 
1996; Dunker and Rabbat, 1993; Armaghani and Bloomquist, 1993).  As a specific 
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example, the cost of repairing corrosion-related damage to a 10-year old bridge in the 
Florida Keys was nearly 25% as much as the original construction cost.  The magnitude 
of the problem has also been emphasized by the federal government, FHWA, and other 
agencies, encouraging the development of new solutions (Dunker and Rabbat, 1993; 
Clinton and Gore, 1993). 
An accurate assessment of the seismic performance of corroding structures will 
protect public safety as well as save the nation several billion dollars.  By predicting the 
reliability over time, bridge owners will have the ability to make an informed decision to 
retrofit deteriorating bridges by implementing retrofitting strategies and/or corrosion 
protection strategies such as chloride extraction (Marcotte, Hansson, and Hope, 1999a,b; 
Ihekwaba, Hope and Hansson, 1996), protective coatings (Babei and Hawkins, 1988), 
and cathodic protection (Berkeley and Pathmanaban, 1990). 
However, it has been difficult to predict the seismic vulnerability of deteriorating 
RC bridges due to the uncertainties in the corrosion process, the structural properties, 
and the demands on the structures due to an impending earthquake.  
Scope 
This research develops probabilistic capacity and demand models given an earthquake 
ground motion for deteriorating RC bridges.  The models employ a probabilistic 
corrosion initiation model for the reinforcement and a time-dependent corrosion rate 
function.  It is emphasized that the deterioration models incorporate uncertainties both in 
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the structural properties and the material deterioration processes.  This is significant 
because of the presence of considerable uncertainty in these constituents. 
The increasing fragility over time of corroding reinforced concrete (RC) bridge 
columns is modeled as a function of time using fragility increment functions for given 
deformation and shear demands.  Seismic increment functions are developed for 
deteriorating RC bridges given an earthquake spectral acceleration.  These functions can 
be applied to various environmental and material conditions by means of controlling 
parameters that corresponds to the specific conditions.  The developed increment 
function accounts for the effects of the time-dependent uncertainties that are present in 
the corrosion model as well as in the structural capacity models. 
Background and Objectives 
Gardoni et al. (2002) developed probabilistic capacity models for pristine RC columns 
with circular cross section using a Bayesian updating framework (Box and Tiao, 1992).  
The models properly account for all the prevailing uncertainties, including model error 
arising from potential inaccuracies in the model form and potentially missing variables, 
as well as measurement errors and statistical uncertainty.  In this study, the models 
developed by Gardoni et al. (2002) are updated using newly available data to extend the 
range of applicability of the models.  In addition, closed-forms of the probabilistic 
models are derived to reduce computational costs. 
In recent decades, significant research efforts have been devoted to the 
quantification and inclusion of corrosion in design, construction and maintenance of RC 
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structures.  Tuutti (1982) and Liu and Weyers (1998) suggested deterministic corrosion 
models for RC reinforcement, while Thoft-Christensen et al. (1997) and Dura-Crete 
(2000) presented probabilistic models for the deterioration process.  Stewart and 
Rosowsky (1998), Vu and Stewart (2000), Enright and Frangopol (1998a, 1998b) 
developed probabilistic corrosion models for bridge slabs, beams and girders by 
extending commonly employed RC capacity models.  This dissertation further extends 
these developments by constructing deterioration models that incorporate both 
probabilistic models for the drift and shear capacity of RC columns and probabilistic 
models for the deterioration process. 
Gardoni et al. (2003) developed probabilistic demand models for pristine (not 
corroding) bridges by employing deterministic demand models used in practice as a 
starting point.  For this study, probabilistic demand models of deteriorating RC bridge 
systems are developed based on the previous models by Gardoni et al. (2003).  Seismic 
fragility estimation and sensitivity analysis for deteriorating RC bridge systems are 
carried out, combining the new demand models for deteriorated RC bridge systems with 
the developed capacity models. 
Several studies tried to assess the reliability of deteriorating bridges.  Clifton and 
Knab (1989) suggested a deterioration function to model the material deterioration of 
underground concrete structures.  Mori and Ellingwood (1993) used the material 
deterioration function developed by Clifton and Knab (1989) and introduced a function 
that describes the loss of structural capacity to compute the time-varying reliability of 
RC bridges.  However, while introducing the concept of a deterioration function, they 
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did not assess its parameters.  Enright and Frangopol (1998a) assessed a deterioration 
function for the loss of flexural strength due to corrosion for a specific set of 
environmental and material conditions.  However, the formulation cannot be used for 
different environmental and material conditions and the parameters are specific to the 
considered structure.  The developed model was used by Enright and Frangopol (1998b) 
to investigate the effects of the structural deterioration on the time-variant reliability of 
bridge beams.  However, their formulation does not account for the increasing 
uncertainty over time that is accounted for in this research.  Li and Melchers (2005) 
developed a deterioration function as a stochastic process with a mean function and a 
coefficient of variation function.  While considering the increasing uncertainty of the 
capacity degradation over time, the reliability analysis neglected the increasing 
uncertainty.  Furthermore, the function developed by Li and Melchers is still limited to 
specific material and environmental conditions.  For this study, fragility increment 
functions for deteriorating RC structure given demands are developed.  In addition, it 
provides the fragility increment functions given earthquakes intensity, aS .  The functions 
consider the growing uncertainties with corrosion propagation, and are applicable to 
different environmental and material conditions.  The function considers increasing 
uncertainties both in capacity and demand models with corrosion process.  
Organization of Dissertation 
The dissertation is composed of the following four chapters, each containing a journal 
paper.  Each of the following chapters contains one of the journal papers. 
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In Chapter II, a model updating and sensitivity analysis for pristine RC columns 
is conducted.  This study is performed to first update existing capacity models for 
pristine bridge developed by Gardoni et al. (2002) with new data.  Also an importance 
and sensitivity analyses is conducted to understand the contribution of each variable.  
The title of the corresponding paper is “Closed-form Fragility Estimates Parameter 
Sensitivity and Bayesian Updating for RC Columns” and was published in the Journal of 
Engineering Mechanics ASCE, 133 (7). 
In Chapter III, probabilistic capacity models for deteriorating RC bridge columns 
are developed.  The updated capacity models for pristine columns in Chapter 2 are used 
to develop new models for deteriorating RC column using a probabilistic model of the 
corrosion initiation time and propagation.  The corresponding paper titled “Probabilistic 
Capacity Models and Seismic Fragility Estimates for RC Columns Subject to Corrosion” 
was published online in the journal Reliability Engineering & System Safety, 
(doi:10.1016/j.ress.2006.12.015.). 
In Chapter IV, probabilistic demand models for deteriorating RC bridges are 
developed for given earthquake intensity.  The developed capacity and demand models 
are combined to assess the fragility of corroding RC bridges.  The corresponding paper 
titled “Seismic Fragility Estimates for Reinforced Concrete Bridges Subject to 
Corrosion” was submitted to Structural Safety. 
In Chapter V, fragility increment functions for deteriorating RC bridge columns 
are developed using the fragility data obtained by the capacity models presented in 
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Chapter III.  The corresponding paper titled “Fragility Increment Function of Corroding 
Reinforced Concrete Bridge Columns” is currently under preparation for submission. 
Chapter VI contains the overall summary and conclusions of the report. 
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CHAPTER II∗ 
 
CLOSED-FORM FRAGILITY ESTIMATES, PARAMETER SENSITIVITY AND 
BAYESIAN UPDATING FOR RC COLUMNS 
Reinforced concrete (RC) columns are the most critical components in bridges under 
seismic excitation.  In this chapter, a simple closed-form formulation to estimate the 
fragility of RC columns is developed.  The formulation is used to estimate the 
conditional probability of failure of an example column for given shear and deformation 
demands.  The estimated fragilities are as accurate as more sophisticated estimates (i.e., 
predictive fragilities) and do not require any reliability software.  A sensitivity analysis 
is carried out to identify to which parameter(s) the reliability of the example column is 
most sensitive.  The closed-form formulation uses probabilistic capacity models.  A 
Bayesian procedure is presented to updated existing probabilistic models with new data.  
The model updating process can incorporate different types of information, including 
laboratory test data, field observations, and subjective engineering judgment, as they 
become available.  
Introduction 
Fragility curves can be used to quantify the seismic vulnerability of structures in terms 
of the conditional probability of attaining or exceeding a specified damage state for a 
                                                 
∗
 Reprinted with permission from “Closed-form Fragility Estimates Parameter Sensitivity and Bayesian 
Updating for RC Columns” by Choe, D., Gardoni, P., and Rosowsky, D., 2007. Journal of Engineering 
Mechanics ASCE, 133 (7), 833-843, Copyright [2007] ASCE. 
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given set of demand variables.  In this chapter, I (a) develop approximate closed-form 
estimates of the fragilities of RC columns subjected to shear and deformation demands; 
(b) carry out a sensitivity analysis to identify to which parameter(s) the reliability of an 
example column is most sensitive; (c) present a Bayesian formulation that can be used to 
update existing probabilistic models with newly available data. 
An approach to estimate fragility curves must be both accurate and easily applied 
to both existing and new structures.  The proposed closed-form approximations are as 
accurate as more sophisticated estimates (i.e., predictive fragilities) and can be 
conveniently used in practice without the need for any specialized reliability software.  
As an application, I develop fragility curves for an example RC column with geometry 
and material properties that are representative of RC highway bridge columns currently 
built in California (Naito, 2000).  A sensitivity analysis is carried out to identify to which 
parameter(s) the reliability of the example column is most sensitive.  Measures of 
sensitivity can be used for optimal design and resource allocation, and provide insight 
into the physics of the problem. 
Key inputs in the proposed formulation are probabilistic capacity models.  In this 
chapter, I present a Bayesian formulation that can be used to update existing models with 
newly available data.  In principle, a probabilistic model is applicable only within the 
ranges of the data used to assess the model.  The range of applicability of an updated 
model may be expanded if any of the new data fall outside the original ranges.  In 
addition, the statistical uncertainty in the estimated values of the model parameters can 
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be reduced by using more data to estimate the model parameter.  This model updating 
process can incorporate different types of information as they become available. 
In this chapter, I use this Bayesian approach to update probabilistic models for 
shear and deformation capacity.  The updated models can be conveniently used in 
practice, are unbiased, and account for the most relevant uncertainties including those 
that are aleatory and those that are epistemic in nature. The updated models are used to 
estimate the fragility of the example RC column. 
Probabilistic Capacity Models 
In this research, a “model” is a mathematical expression that relates one or more 
quantities of interest, e.g., the capacities of a structural component, to a set of 
measurable variables ),,( 21 xx=x , e.g., material property constants, member 
dimensions, imposed boundary conditions.  I use models to predict the quantities of 
interest based on the deterministic or random values of the variables x .  I call a model 
uni-variate when only one quantity is to be predicted (e.g., only shear or only 
deformation capacity) and bi-variate when two quantities are to be predicted (e.g., shear 
and deformation capacity). 
A uni-variate capacity model has the general form  
( )x,CC =  (2-1) 
where   denotes a set of parameters introduced to fit the model to observed data and C  
is the capacity quantity of interest.  The function ),( xC  can have a general form 
involving algebraic expressions, integrals or differentials.  Ideally, it should be derived 
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from first principles, e.g., the rules of mechanics.  In order to facilitate the use of 
probabilistic models in practice, Gardoni et al. (2002) suggest developing ),( xC  based 
on commonly accepted deterministic models and an additive correction term.  
Accordingly, the general form of a uni-variate model can be written as 
( ) ( ) ( ) σε+γ+= xxx ,ˆ, cC  (2-2) 
where ),( σ=   denotes the set of unknown model parameters, ),,( 21 θθ= , )(ˆ xc  is 
a selected deterministic model, ),( xγ  (Greek gamma) is a correction term for the bias 
inherent in the deterministic model that is expressed as a function of the variables x  and 
parameters  , ε  is a random variable with zero mean and unit variance, and σ  
represents the standard deviation of the model error.  Note that for given x ,   and σ , I 
have Var[ ( , )]C x   2= σ  as the variance of the model. 
In formulating the model, it is convenient to use a suitable transformation of the 
physical quantity of interest to justify the following assumptions: (a) the model variance 
2σ  is independent of x  (homoskedasticity assumption), and (b) ε  follows a normal 
distribution (normality assumption).  One can explore which transformation is most 
appropriate by checking diagnostic plots of the data or the residuals against model 
predictors or individual regresses (Rao and Toutenburg, 1997). 
The true form of the correction term ),( xγ  is in general unknown.  In order to 
explore the potential sources of bias in )(ˆ xc , I select a suitable set of p  “explanatory” 
basis functions )(xih , pi ,,1 = , and express the bias correction term as 
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( ) ( )θ=γ
=
p
i
iih
1
, xx  (2-3) 
Note that in this expression ),( xγ  is a linear function in the parameters iθ , but not 
necessarily linear in the basic variables x .  To facilitate the use in practice of the 
probabilistic model, ),( xγ  needs to have as few parameters iθ  as possible.  Also, from 
a statistical standpoint, a parsimonious parameterization helps avoid (a) loss of precision 
of the estimates and of the model due to inclusion of unimportant predictors and (b) 
overfit of the data.  I can identify which explanatory function is significant in correcting 
the deterministic model by examining the posterior statistics of the unknown parameters 
iθ .  
Similarly to Eq. (2-2), a bi-variate capacity models can be formulated as 
( ) ( ) ( )ˆ, , , , 1, 2k k k k k k kC c k= + γ + σ ε =x   x x   (2-4) 
where 
( ) ( )θ=γ
=
kp
i
kikikk h
1
, xx ,        1, 2k =  (2-5) 
In the above expressions   denotes the covariance matrix of the variables kk εσ , 
1, 2k = , and all other entries have the same definitions as for the uni-variate model.  The 
set of unknown parameters of the bi-variate model is ),(  = , where 1 2( , )=    and 
),,( 1 kkpkk θθ=  .  Considering symmetry,   includes two unknown variances 2kσ , 
1, 2k = , and one unknown correlation coefficient ρ . 
Gardoni et al. (2002) use the formulation described above to develop three 
probabilistic models: a uni-variate deformation capacity model, a uni-variate shear 
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capacity model, and a bi-variate deformation-shear capacity model.  The probabilistic 
models are assessed using data from 106 experimental tests on RC columns under the 
effect of repeated cyclic loading.  Based on the posterior statistics of the unknown 
parameters, the most parsimonious form of the deformation capacity model is 
( )[ ] ( )[ ] ( ) ddddd dd εσγ ++= xxx ,ˆln,ln  (2-6) 
where /d H= ∆  is the drift ratio capacity, ∆  is the displacement capacity, H  is the 
clear column height, and ),( ddd σ = , where 1 7 11( , , )d d d d= θ θ θ .  The deterministic 
model )(ˆ xd  is defined following common practice (e.g., Priestley et al., 1996) by 
decomposing the displacement capacity into two components: the elastic component due 
to the onset of yield, and the inelastic component due to the plastic flow. 
Similarly, the most parsimonious form of the shear capacity model is 
( )[ ] ( )[ ] ( ) vvvvv vv εσγ ++= xxx ,ˆln,ln  (2-7) 
where /( ')g tv V A f=  (lower case vee) is the normalized shear capacity, V  is the shear 
capacity, gA  is the gross cross-sectional area, ' 0.5 't cf f=  is the tensile strength of 
concrete in units of MPa, 'cf  is the compressive strength of concrete in units of MPa, 
and ),( vvv σ = , where 2 4( , )v v v= θ θ .  The deterministic model )(ˆ xv  is taken to be a 
refinement of the FEMA 273 (1997) model proposed by Moehle et al. (1999, 2000).  
This model accounts for the reduction in the shear strength due to the effects of flexural 
stress and redistribution of internal forces as cracking develops.  The bi-variate model 
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uses the same explanatory functions but also accounts for the correlation between dε  and 
vε . 
 
 
Table 2-1.  Ranges of the variables from the database considered in Gardoni et al. (2002, 
ASCE) (A) and when including the new additional data (B) 
Variable Symbol Range (A) Range (B) 
Compressive strength of concrete [MPa] cf ′  18.9 − 42.2 18.9 – 69.6 
Yield stress of longitudinal steel [MPa] yf  240 − 508 240 − 565 
Ultimate strength of longitudinal steel 
[MPa] su
f  360 − 761 360 − 821 
Yield stress of transverse steel [MPa] yhf  207 − 607 200 − 692 
Longitudinal reinforcement ratio [%] lρ  0.530 − 5.50 0.530 − 5.50 
Volumetric transverse reinforcement 
ratio [%] s
ρ  0.170 − 3.23 0.098 − 3.23 
Slenderness ratio gDH /  1.09 − 10.0 1.09 − 10.0 
Ratio of gross to core diameters cg DD /  1.07 − 1.34 1.07 − 1.41 
Axial load ratio 24 / g cP D f ′pi  0.000 − 0.700 0.000 − 0.700 
 
 
Limitations of the Probabilistic Capacity Models 
Probabilistic models are in principle applicable only within the ranges of the data used to 
assess the models or, at least, within the ranges of the explanatory functions )(xih  used 
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to correct for the bias.  Table 2-1 lists the ranges of the important variables for the 
columns considered in Gardoni et al. (2002).  In this table, P  represents the applied 
constant axial load, and gD  and cD  are the gross and core column diameters, 
respectively. 
 
Table 2-2.  Ranges of the explanatory functions based on the data from the database 
considered (A) and when including the new additional data (B) 
Description Symbol Range 
(A) 0.114 − 2.05 Effect of idealized 
elastic-perfectly plastic 
shear force 
2
, 7 4 /( )d I gh V D f ′= pi  
(B) 0.114 − 2.05 
(A) 0.020 − 0.344 Effect of confining 
transverse reinforcement 
and core size 
, 8 ( / )( / )d s yh c c gh f f D D′= ρ  (B) 0.008 − 0.344 
(A) 0.008 − 0.049 
D
ef
o
rm
at
io
n
 
M
o
de
l 
Effect of ultimate 
longitudinal compressive 
strain 
,11d cuh = ε  
(B) 0.006 − 0.049 
(A) 0.005 − 0.055 
Contribution of 
longitudinal steel 
, 2v lh = ρ  (B) 0.005 − 0.055 
(A) 0.129 − 2.44 
Sh
ea
r 
M
o
de
l 
Contribution from the 
transverse steel 
, 4 /( )v v yh g g th A f D A f S′=  (B) 0.052 − 2.44 
 
Table 2-2 lists the ranges of all the explanatory functions that are used to correct 
for the bias in the probabilistic capacity models.  In this table, /I IV M H=  is the 
idealized elastic-perfectly plastic shear force, vA  is the total area in a layer of the 
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transverse reinforcement in the direction of the shear force, and S  is the longitudinal 
spacing of the hoops or spirals. 
In addition, the accuracy of the estimates of the model parameters   depends on 
the sample size of observations used to assess the model.  The smaller is the sample size, 
the larger is the uncertainty in the estimated values of the parameters.  This type of 
uncertainty, called statistical uncertainty, can be measured in terms of the estimated 
variances of the parameters.  Statistical uncertainty is epistemic in nature and can be 
reduced by using more data to estimate the model parameters.  
Bayesian Model Updating 
In this section, I present a Bayesian formulation to update existing probabilistic models 
with newly acquired data.  As an application, I update the models previously developed 
by Gardoni et al. (2002) using additional data. 
In the Bayesian approach, the unknown parameters   are estimated by use of 
the updating rule (Box and Tiao, 1992) 
( ) ( ) ( )f L p= κ  y   (2-8) 
where )(p  is the prior distribution reflecting our state of knowledge about   based on 
our past experience, engineering judgment or previous models, ( | )L  y  is the likelihood 
function representing the objective information on   contained in a set of observations 
y , ( ) ( ) 1[ | ]L p d −κ =  y    (Greek kappa) is a normalizing factor, and )(f  is the 
posterior distribution representing our updated state of knowledge about  .  The 
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distribution )(f  incorporates both the previous information about   included in 
)(p  and the new data included in ( | )L  y .  Once the posterior distribution of   is 
determined, I can compute its mean vector, M , and covariance matrix,  . 
Application of the rule in Eq. (2-8) can be repeated to update our present state of 
knowledge every time new knowledge becomes available.  For example, if an initial 
sample of observations, 1y , is originally available, Eq. (2-8) can be written as  
( ) ( ) ( )1 1p p L∝ y   y  (2-9) 
If a second sample of observations, 2y , distributed independently of the first sample, 
becomes available, I can update 1( | )p  y  with the new information using Eq. (2-8) 
where 1( | )p  y  is now the prior distribution 
( ) ( ) ( ) ( )
( ) ( )
1 2 1 2
1 2
,p p L L
p L
∝
∝
 y y   y  y
 y  y
   (2-10) 
From Eq. (2-10) follows that the posterior distribution 1 2( | , )p  y y  does not depend on 
the order in which 1y  and 2y  are collected.  If 2y  is observed before 1y , the posterior 
distribution 1 2( | , )p  y y  is the same as if 1y  is observed before 2y  and as if 1y  and 2y  
are observed both at the same time. 
The same updating process can be repeated any number of times.  If I have m  
independent samples of observations, the posterior distribution can be updated after each 
new sample becomes available. The likelihood associated with the q -th sample updates 
 18 
the posterior distribution of   that accounts for the information content of the previous 
1−q  samples.  Mathematically, I can write 
( ) ( ) ( )1 1 1, , , , 2, ,q q qp p L q m−∝ = y y  y y  y    (2-11) 
where 1( | )p  y  is given as in Eq. (2-9).  Repeated applications of Bayes’ theorem can 
then be seen as a learning process, where our present knowledge about the unknown 
parameters   is updated, as new data become available. 
Additional Experimental Data 
As an application of this Bayesian formulation, I update the models previously 
developed by Gardoni et al. (2002) using additional data.  The new data are available at 
the World Wide Web site http://www.ce.washington.edu/~peera1/, where references to 
the original publications for each tested column are listed.  Among the available data, I 
consider the experiments on the following 26 columns: 136-138, 141-145, 147-155, 157-
158, 160, 161, 164, and 165.  Columns 136, 137, 141, 142, 147, 149-152, and 158 
provide lower bound data (also called censored data) where the observed capacities are 
lower bounds to the true capacities.  Columns 138, 143-145, 148, 153-157, 160, 161, 164, 
and 165 provide equality data; the observed capacities are measured at the instant when 
the columns fail.  Formulations of the likelihood function based on equality and lower 
bound data can be found in Gardoni et al. (2002). 
Table 1-1 shows a comparison between the ranges of the basic variables used in 
Gardoni et al. (2002) and the new updated ranges based on the new and the old data sets.  
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Table 2-2 shows a similar comparison for the explanatory functions used in the 
deformation and shear models. 
Updated Models 
Table 2-3 lists the updated posterior statistics of the parameters 1 2 11( , , , )d d d d d= θ θ θ σ  
for the deformation capacity model.  The estimates now include the information content 
of the new additional data.  The updated posterior means of 1dθ , 2dθ , and 11dθ  are 
similar to the ones estimated based on the original dataset.  The posterior variances are 
smaller, indicating a reduction of the statistical uncertainty in the model.  The updated 
standard deviation of the model error ( 0.402=σ ) is higher than the one based on the 
original 106 data points ( 0.383=σ ) due to the fact that the model has the same 
flexibility to fit the data (same number of parameters) but 26 more data points to 
accommodate. 
 
Table 2-3.  Updated posterior statistics of the parameters in the deformation model 
Correlation coefficient 
d  Mean 
Standard 
deviation 1dθ  7dθ  11dθ  dσ  
 1dθ  0.675 0.105 1    
 7dθ  0.631 0.133 −0.27 1   
 11dθ  −57.5 10.1 −0.65 −0.39 1  
 dσ  0.400 0.045 0.39 −0.06 −0.13 1 
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Similarly, Table 2-4 lists the updated posterior statistics of the parameters 
),,( 42 vvvv σθθ=  for the shear capacity model.  As noted for the updated deformation 
models, the updated posterior means of 2vθ , and 4vθ  are similar to the ones estimated 
based on the original dataset, the posterior variances are smaller, and the updated 
standard deviation of the model error ( 0.185=σ ) is higher than the one based on the 
original 106 data points ( 0.153=σ ). 
 
Table 2-4.  Updated posterior statistics of the parameters in the shear model 
Correlation coefficient 
v  Mean 
Standard 
deviation 2vθ  4vθ  vσ  
 2vθ  18.3 1.45 1   
4vθ   −0.470 0.078 −0.87 1  
 vσ  0.185 0.018 −0.04 −0.02 1 
 
 
Table 2-5 lists the updated posterior statistics of the parameters ,,,( vdd  σ=  
), ρσ v .  As expected, the estimates of d , v , dσ , and vσ  are nearly the same as the 
corresponding estimates for the individual models.  The negative sign of the posterior 
estimate of ρ  shows that the error terms in the deformation and shear capacities are 
negatively correlated.  This means that when the error in the deformation model is 
positive, the shear model tends to have a negative error term, and vice versa. 
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Table 2-5.  Updated posterior statistics of the parameters in the bi-variate deformation-
shear model 
 1dθ  7dθ  11dθ  dσ  2vθ  4vθ  vσ  ρ  
Mean 0.597 0.787 −56.437 0.415 17.039 −0.446 0.196 −0.463 
Standard 
deviation 0.116 0.179 11.071 0.048 1.519 0.081 0.019 0.152 
Correlation coefficients 
7dθ  −0.40        
11dθ  −0.60 −0.34       
dσ  −0.02 0.17 0.09      
2vθ  0.00 −0.02 0.04 −0.05     
4vθ  0.06 −0.14 0.03 0.05 −0.84    
vσ  0.09 0.03 −0.11 0.15 −0.12 0.12   
ρ  0.15 −0.22 0.03 −0.09 0.13 0.00 −0.10  
 
 
Fig. 2-1 shows a comparison between the measured and predicted values of the 
drift ratio capacities for the test columns based on the deterministic (left chart) and the 
probabilistic models (right chart).  For the probabilistic model, I show the median 
predictions ( 0=ε ).  The failure data are shown as dots and the censored data are shown 
as triangles.  For a perfect model, the failure data should line up along the 1:1 dashed 
line and the censored data should lie above it.  The deterministic model on the left is 
strongly biased on the conservative side since most of the failure and many of the 
censored data lie below the 1:1 line.  The probabilistic model on the right clearly 
corrects this bias.  Using the median prediction from the probabilistic model, most of the 
censored data are above the 1:1 line (with the exception of a few of them that lie close to 
it) and the failure data are more equally distributed around the 1:1 line (approximately 
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half above and half below). 
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Fig. 2-1.  Comparison between measured and predicted drift ratio capacities based on 
deterministic (left) and probabilistic (right) models 
 
 
The dotted lines in the right figure delimit the region within 1 standard deviation 
of the median.  I note that the majority of the failure data points fall within 1 standard 
deviation limits and that most of the censored data points are above the 1:1 line.  While 
the conservatism inherent in the deterministic deformation capacity model might be 
appropriate for a traditional design approach, in order to assess the vulnerability of a 
structure I need unbiased estimates of the capacity.  The constructed probabilistic model 
is unbiased and properly accounts for all the prevailing uncertainties. 
Fig. 2-2 shows a comparison between the measured and predicted values of the 
normalized shear capacities for the test columns based on the deterministic (left chart) 
and probabilistic (right chart) shear capacity models.  The same definitions as in Fig. 2-1 
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apply.  I can see that the deterministic model on the left is strongly biased on the 
conservative side.  The probabilistic model on the right corrects this bias. 
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Fig. 2-2.  Comparison between measured and predicted shear capacities based on 
deterministic (left) and probabilistic (right) models 
 
    
 
 
Component Fragility and Measures of Sensitivity and Importance 
With the updated capacity models I can estimate the deformation fragility, shear 
fragility, and deformation-shear fragility functions for RC circular columns.  For a 
structural component, fragility is defined as the conditional probability of attaining or 
exceeding prescribed limit states for a given set of boundary variables.  Following the 
conventional notation in structural reliability theory (e.g., Ditlevsen and Madsen, 1996), 
I can define a limit state function ),( xkg  such that the event }0),({ ≤xkg  denotes 
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the attainment or exceedance of the k-th limit state by the structural component.  As in 
the previous sections, x  denotes a vector of measurable variables and   denotes a 
vector of model parameters.  Usually x  can be partitioned in a vector of material and 
geometrical variables, rx , and in a vector of demand variables such as boundary forces 
or deformations, sx .  In this case x  can be written as r s( , )=x x x . 
Using the capacity models described earlier, ),( xkg  can be formulated as  
( ) ( ) ( )r s r s r s, , , , ,k k kg C D= −x x  x x  x x       qk ,,1=    (2-12) 
where r s( , )kD x x  denotes the demand for the k-th failure mode.  For example, for failure 
in shear of a reinforced concrete column, r s( , , )kC x x   is the maximum shear force that 
the column can sustain, whereas r s( , )kD x x  is the maximum applied shear force.  Note 
that the functions r s( , , )kC x x   and r s( , )kD x x  generally could include both rx and sx  as 
arguments.  The fragility of a structural component can be written as 
( ) ( ){ }s r s s, P , , 0 ,k
k
F g = ≤ 
 
x  x x  x   (2-13) 
where sP[ | ]A x  denotes the conditional probability of event A  for the given values of 
variables sx .  The uncertainty in the event for given sx  arises from the inherent 
randomness in the capacity variables rx , the inexact nature of the limit state model 
r s( , , )kg x x   (or its sub-models), and the uncertainty inherent in the model parameters 
 . 
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Predictive Estimates of Fragility 
A predictive estimate of fragility, s( )F x , incorporates the uncertainties in the model 
parameters  , by considering   as random variables and taking the expected value of 
s( , )F x   over the posterior distribution of  , i.e., 
( ) ( ) ( )s s ,F F f d= x x       (2-14) 
This estimate of fragility incorporates the epistemic uncertainties in an average sense 
and does not distinguish between the different natures of the aleatory and epistemic 
uncertainties. 
Figs. 2-3 and 2-4 compare the predictive fragilities in Gardoni et al. (2002) 
(dashed lines) and the predictive fragility based on the updated probabilistic capacity 
models (solid lines) for the deformation and shear modes, respectively.  The fragility 
estimates are computed using the reliability module of the software framework 
OpenSees (Haukaas and Der Kiureghian, 2004) for an example column with geometry 
and material properties that are representative of currently constructed highway bridge 
columns in California (Naito, 2000).  The column has the longitudinal reinforcement 
ratio %99.1=lρ , gross diameter 1520gD =  mm, ratio of gross to core diameter 
/ 1.07g cD D = , and clear height 9140H =  mm.  To account for material variability, the 
compressive strength of concrete cf ′  is lognormally distributed with mean 8.35  MPa 
and 10% coefficient of variation (COV), the yield stress of longitudinal reinforcement 
yf  is lognormal with mean 475 MPa and 5% COV, and the volumetric transverse 
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reinforcement yhf  is lognormal with mean 493 MPa and 5% COV.  To account for 
variability in the axial load, P  is normally distributed with mean 4450 kN 
(corresponding to 7% of the axial capacity based on the gross cross-sectional area) and 
25% COV. Finally, to account for variability in construction, the effective moment of 
inertia eI  is lognormal with mean 
1110126.2 ×  mm4 and 10% COV, and the cover is 
lognormal with mean 59 mm and 10% COV. 
 
 
 
 
Fig. 2-3.  Comparison between predictive fragilities for deformation in Gardoni et al. 
(2002, ASCE) (dotted lines) and based on the updated probabilistic capacity 
model (solid lines) 
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Fig. 2-4.  Comparison between predictive fragilities for shear (dotted lines) and based on 
the updated probabilistic capacity model (solid lines) 
 
    
Fig. 2-5.  Comparison between predictive deformation shear fragilities in Gardoni et al. 
(2002, ASCE) (dashed lines) and based on the updated probabilistic capacity 
model (solid lines) 
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In Figs. 2-3 and 2-4, I see that the updated fragility curves (solid lines) are close 
to the ones previously developed (dotted lines).  In particular, incorporating the new data 
set marginally reduces the fragility for the deformation mode especially for higher 
values of the demand, d.  On the contrary, the updated shear fragility is marginally 
higher especially for lower values of the demand, v.  Fragility estimates developed using 
only the new 26 data are also shown for comparison (dashed lines).  These fragility 
estimates have a higher degree of statistical uncertainty (due to the limited number of 
data used), which leads to flatter S-shaped curves.  Fig. 2-5 shows a comparison between 
the contour lines of the predictive bi-variate fragility based on the original database and 
the updated one.  Each contour line in this figure connects pairs of values of the demands 
d  and v  that are associated with a given level of fragility in the range 0.1−0.9.  
Consistently with the uni-variate fragilities, I see that the updated bi-variate fragility is 
lower than the one previously developed in the range 0.05 0.12d≤ ≤  and 0.0 0.7v≤ ≤ .  
The main differences for all the fragilities are that (a) the updated ones can be used for a 
wider range of columns than the original ones and that (b) they have less statistical 
uncertainty. 
Bounds on Fragility 
For the updated fragility curves, I want to explicitly show the effect of the epistemic 
uncertainty in the model parameters  .  To do this, I use approximate confidence 
bounds obtained by first-order analysis (Gardoni et al., 2002).  These bounds 
approximately correspond to 15% and 85% probability levels.  This can be written as 
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Fig. 2-6.  Updated fragility estimate and confidence bounds for deformation failure of 
example RC column 
    
 
 
           
 
Fig. 2-7.  Updated fragility estimate and confidence bounds for shear failure of example 
RC column 
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( ) ( ) ( ) ( ){ }s s s s,     Φ − − Φ − +   x x x x β ββ σ β σ  (2-15) 
where ( )Φ ⋅  denotes the standard normal cumulative distribution function, 
1
s s( ) [1 ( )]F−β = Φ −x x   is the reliability index corresponding to the predictive fragility 
s( )F x , s( )βσ x is the standard deviation of 1s s( , ) [1 ( , )]F−β = Φ −x  x  , and 
s s( ) ( )β−β ± σx x  denotes the mean ±  1 standard deviation bounds on the reliability 
index. 
Figs. 2-6 and 2-7, respectively, show the uni-variate fragility curves with respect 
to drift ratio demand, d , and normalized shear demand, v .  The solid lines represent the 
predictive fragilities ( )F d  and ( )F v  for the updated capacity model and the dashed 
lines indicate the 15 and 85% confidence bounds.  The dispersion indicated by the slope 
of the solid curve represents the effect of the aleatory uncertainties (those present in 'cf , 
yf , P , eI , dε , and vε ) and the dispersion indicated by the confidence bounds represents 
the influence of the epistemic uncertainties (those present in the model parameters  ).  
The confidence bounds are tighter than those in Gardoni et al. (2002) because the 
posterior variances of the model parameters are smaller as noted earlier. 
Sensitivity Measures 
Sensitivity analysis is used to see to which parameter(s) the reliability of RC columns is 
most sensitive.  Sensitivity measures can be used for optimal design and resource 
allocation, and provide insight into the behavior of RC columns.  To compute the 
sensitivity measures, I partition x  in a vector of constant parameters cx  and a vector of 
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random variables px , so that x  can be written as c p( , )=x x x .  Also, let p( , )ff x   be 
the probability density function of the basic variables px , where f  is a set of 
distribution parameters (e.g., means, standard deviations, correlation coefficients, or 
other parameters defining the distribution).  The vector c( , )fx   denotes the set of all 
parameters of the problem.  The solution of the reliability problem depends on the value 
of c( , )fx  .  I can find the sensitivity of the reliability index, ( )c , f∇ βx  , with respect to 
c( , )fx   following Hohenbichler and Rackwitz (1983).  
 
 
Table 2-6.  Sensitivity measures for deformation and shear failure modes 
( )c , f∇ βx   
Parameter, cx  or f  Symbol Deformation 
failure mode† 
Shear failure 
mode†† 
Diameter of transverse reinforcement sd  −0.064 0.308 
Diameter of longitudinal reinforcement bd  0.019 0.087 
Mean of compressive strength of concrete E( )cf ′  0.009 −0.036 
Spacing of transverse reinforcement S  0.006 −0.027 
Mean of Yield stress of longitudinal 
reinforcement 
E( )yf  0.004 −0.004 
Yield stress of transverse reinforcement yhf  0.003 0.004 
Cover thickness of concrete Cover −0.002 −0.001 
Gross diameter of column gD  −0.000 0.001 
Mean of effective moment of inertia E( )eI  0.000 0.000 
Ultimate strength of longitudinal 
reinforcement suf  0.000 0.000 
†
 Deformation failure mode computed at a drift ratio demand 1.0=d  
††
 Shear failure mode computed for a normalized shear demand 7.0=v  
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Once ( )c , f∇ βx   is known, the gradient of the first-order reliability approximation of the 
failure probability is obtained by using the chain rule of the differentiation as 
( ) ( ) ( )c c1, ,f fp∇ = −ϕ β ∇ βx  x   (2-16) 
where ( )ϕ ⋅  is the standard normal probability density function.  The form 
c( , )f∇ βx   (or 
c( , ) 1f p∇ x  ) can be used to identify to which parameter the fragilities are most sensitive, 
guiding us in determining what to change to make a component or structure safer. 
Table 2-6 shows the sensitivity measures for the deformation and shear failure 
modes.  I see that a unit increase in the diameter of the transverse reinforcing bars sd  is 
most effective in increasing the deformation reliability (reducing the probability of 
failure) and shear reliability of the example RC column. 
Importance Measures 
I may have several random variables in a limit state function.  Some random variables 
have a larger effect on the variance of the limit state function (and thus are more 
important) and some have a smaller effect (and thus are less important).  Following Der 
Kiureghian and Ke (1995), I can define a measure of importance γ  (Greek gamma) as 
*, *
*, *
T
T
T
′
γ =
′
u z
u z
 J SD
 J SD
 (2-17) 
where z  is the vector of the random variables, ( , )p=z x   and *, *u zJ  is the Jacobian of 
the probability transformation from the original space z  to the standard normal space u , 
with respect to the coordinates of the design point *z  (the most likely failure point).  The 
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matrix ′SD  is the standard deviation matrix of equivalent normal variables ′z  defined by 
the linearized inverse transformation 
*, *
* ( *)′ = + −z uz z J u u  at the design point.  The 
elements of ′SD  are the square roots of the corresponding diagonal elements of the 
covariance matrix 
, *
′ =
T
z* u z*,u* J J  of the variables ′z . 
 
Table 2-7.  Importance measures for deformation failure mode computed at a drift ratio 
demand 1.0=d  
Random Variable Symbol iγ  
Model error / dσ  dε  −0.933 
Model parameter for 1,δh  1dθ  −0.241 
Model parameter for 
, 11hδ  11dθ  −0.212 
Yield stress of longitudinal reinforcement yf  −0.101 
Standard deviation of deformation model error dσ  −0.076 
Model parameter for 
, 7hδ  7dθ  −0.068 
Compressive strength of concrete cf ′  −0.029 
Effective moment of inertia eI  0.000 
Ultimate strength of longitudinal reinforcement suf  0.000 
 
 
Table 2-7 shows the importance measures for the deformation failure mode.  I 
see that the random variable dε  is almost four times more important than the second 
most important random variable, 1dθ .  Similarly, for the shear failure mode, vε  is more 
than four times more important than the second most important one, 4vθ  (Table 2-8). 
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Table 2-8.  Importance measures for shear failure mode computed for 7.0=v  
Random Variable Symbol iγ  
Model error / vσ  vε  −0.945 
Model parameter for 
, 4vh  4vθ  −0.222 
Model parameter for 
, 2vh  2vθ  −0.147 
Compressive strength of concrete cf ′  0.123 
Yield stress of longitudinal reinforcement yf  −0.087 
Model parameter for 1,δh  1dθ  0.073 
Model parameter for 
, 11hδ  11dθ  0.065 
Model parameter for 
, 7hδ  7dθ  0.021 
Standard deviation of shear model error vσ  0.009 
Effective moment of inertia eI  0.000 
Ultimate strength of longitudinal reinforcement suf  0.000 
 
Approximate Closed-form of the Fragility 
I can use the fact that dε  and vε  are the most important random variables to develop 
approximate closed-form fragilities.  The closed-form enables the computation of the 
fragility of RC columns without the need for specialized reliability software and without 
significant loss of accuracy. 
Ignoring the uncertainty in the model parameters and using a point estimate ˆ  in 
place of  , Eq. (2-2) can be written as  
( ) ( ) ( ) , ,C c= + γ + σεx  x x   (2-18) 
further assuming that the measurable variables x  are nonrandom, I can write 
( )ˆ ˆ, CC = µ + σεx   (2-19) 
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where ˆˆ( ) ( , )C cµ = + γx x   is the mean of ˆ( , )C x  .  Since ε  is a random variable with 
zero mean and unit variance, ˆ( , )C x   is normal with mean Cµ  and variance 2σˆ .  A 
point estimate of the fragility can now be written as 
( ) ( )ˆˆ ,s sF F= =x x  ( )P , , 0 ,r s sg ≤ = x x  x   
( ) ( ){ } ˆP , , , 0 ,r s r s sC D − ≤ = x x  x x x   
( ) ( ), ,1

C r s C r sD Dµ − µ −	 
 	 

= Φ − = − Φ   
σ σ   
x x x x
 
(2-20) 
Similarly, in case of q  limit states, I can write 
( ) ( )ˆˆ ,s sF F= =x x  ( )
1
P , , 0 ,
q
k r s s
k
g
=
 
≤ = 
 
x x  x 
( ) ( ){ }
1
ˆP , , , 0 ,
q
k r s k r s s
k
C D
=
 
− ≤ = 
 
x x  x x x  −1 ( )ˆ,qΦ u R    
(2-21) 
where u  is the vector with elements ( )[ ] σµ ˆ/, rrCi Du xx−=  and ˆR  is its estimated 
correlation coefficient matrix.  For the evaluation of ˆ( , )qΦ u R , several numerical 
methods have been developed (e.g., Ambartzumian et al. 1998).  In the specific case of a 
bi-variate model, one can use the following single integral expression 
( ) ( ) ( ) ( )
ˆ
2 1 2 1 2 2 1 2
0
 , , , ,u u u u u u d
ρ
Φ ρ = Φ Φ + ϕ ρ ρ  (2-22) 
This expression can be easily solved numerically. 
Fig. 2-8 compares the approximate closed-form of the uni-variate deformation 
fragility (solid lines) with the predictive fragility (dotted line).  Similarly, Fig. 2-9 
compares the closed-form approximation and the predictive fragility for the shear mode 
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of failure.  I see that the closed-form fragilities are almost identical to the predictive 
fragilities.  The closed-form fragility has an S-shape that is only marginally sharper than 
the predictive fragility (lower in the lower tail and higher in the upper tail).  This 
behavior reflects the fact that the predictive fragility incorporates more uncertainties than 
the closed-form approximation where only ε  is random.  The closed-form 
approximation can be used as a very accurate approximation of the predictive fragility 
for practical purposes and does not require the use of reliability software. 
Fig. 2-10 compares the approximate closed-form of the bi-variate deformation-
shear fragility (solid line) with the predictive fragility (dashed line).  Like the case of 
uni-variate deformation and shear fragilities, the closed-form approximation to the bi-
variate fragility provides a close match to the predictive fragility.   
 
 
 
 
Fig. 2-8.  Comparison between the approximate closed-form (solid line) and the 
predictive fragility (dotted line) in deformation 
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Fig. 2-9.  Comparison between the approximate closed-form (solid line) and the 
predictive fragility (dotted line) in shear 
 
 
 
 
Fig. 2-10.  Comparison between the approximate closed-form (solid line) and the 
predictive fragility (dashed line) in deformation-shear 
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Consistently with what was observed in the case of the uni-variate fragilities, the 
closed-form of the bi-variate fragility is marginally sharper (lower in the lower tail and 
higher in the upper tail) than the predictive fragility.  This behavior reflects the fact that 
the predictive fragility incorporates more uncertainties than the closed-form 
approximation where only dε  and vε  are random. 
Conclusions 
This study presents a closed-form formulation to estimate the fragility of structural 
components.  The formulation can be readily used in practice since it does not require 
the use of specialized reliability software.  As an application, the formulation is used to 
estimate the conditional probability of failure of an example RC column for given shear 
and deformation demands.  The example column has geometry and material properties 
that are representative of current construction in California (Naito, 2000).  The closed-
form fragilities are shown to be accurate when compared with more sophisticated 
estimates (e.g., predictive fragilities).  This study also shows that the fragility of the 
example column is most sensitive to changes in the diameter of the transverse 
reinforcement. 
A Bayesian procedure is presented to update existing probabilistic models with 
new data.  The model updating process enables the incorporation of different types of 
information, including laboratory test data, field observations, and subjective 
engineering judgment, as they become available.  As an application, deformation and 
shear capacity models are updated using a new set of data that include both equality and 
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lower bound data.  Using additional data reduces the statistical uncertainty in the 
probabilistic models and increases their range of applicability.  The updated capacity 
models are used in the closed-form fragility estimates to estimates the fragilities of the 
example column accounting for all available information. 
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 CHAPTER III∗ 
 
PROBABILISTIC CAPACITY MODELS AND SEISMIC FRAGILITY 
ESTIMATES FOR RC COLUMNS SUBJECT TO CORROSION 
In this research, probabilistic drift and shear force capacity models are developed for 
corroding reinforced concrete (RC) columns. The developments represent a merger 
between a probabilistic model for chloride-induced corrosion, a time-dependent 
corrosion rate, and previously developed probabilistic models for drift and shear force 
capacity of pristine (undamaged) RC columns. Fragility estimates are obtained for an 
example corroding column by applying the developed models at given shear and drift 
demands. Model uncertainties in both the capacity and corrosion models are considered 
in the fragility estimation, in addition to uncertainties in environmental conditions, 
material properties, and structural geometry. Sensitivity analyses of the corroding RC 
column are carried out to identify the parameters to which the reliability of the example 
column is most sensitive. The developed models consider different combinations of 
chloride exposure condition, environmental oxygen availability, water-to-cement ratios, 
and curing conditions. They are applicable to both existing and new RC columns and 
may be employed for the prediction of service-life and life-cycle cost analysis of RC 
structures.  
 
 
                                                 
∗
 Reprinted with permission from “Probabilistic Capacity Models and Seismic Fragility Estimates for RC 
Columns Subject to Corrosion” by Choe, D., Gardoni, P., Rosowsky, D., and Haukaas, T. Names, 2007. 
Reliability Engineering and System Safety, Special Issue, Copyright [2007] by RESS. 
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Introduction 
Corrosion of reinforcement is detrimental to the serviceability and capacity of reinforced 
concrete (RC) structures.  Corrosion is a long-term process that effectively weakens 
structural elements and increases their vulnerability to extreme loads (vehicles) and 
natural hazards.  A structure that is originally designed to meet code specifications may 
not have the same margin of safety once the structure has undergone significant 
corrosion.  Of particular significance to the developments in this research is the 
inevitable presence of uncertainties; the prediction of onset and progression of corrosion 
can only be made in a probabilistic manner.  For example, the corrosion process is 
highly influenced by the material and environmental factors.  To this end, a key 
objective in this chapter is to put forward structural capacity models that include the 
effects of deterioration, with appropriate consideration of uncertainties.  
In recent decades, significant research efforts have been devoted to the 
quantification and inclusion of corrosion in design, construction and maintenance of RC 
structures.  Tuutti (1982) and Liu and Weyers (1998) suggested deterministic corrosion 
models for RC reinforcement, while Thoft-Christensen et al. (1997) and Dura-Cretre 
(2000) presented probabilistic models for the deterioration process.  Stewart and 
Rosowsky (1998), Vu and Stewart (2000), Enright and Frangopol (1998a,b) developed 
probabilistic corrosion models for bridge slabs, beams and girders by extending 
commonly employed RC capacity models.  This research further extends these 
developments by constructing deterioration models that incorporate both probabilistic 
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models for the drift and shear capacity of RC columns and probabilistic models for the 
deterioration process. 
Gardoni et al. (2002) and Choe et al. (2007a) developed probabilistic capacity 
models for pristine (not corroded) RC columns with circular cross section that properly 
account for all the prevailing uncertainties, including model error arising from potential 
inaccuracies in the model form and potentially missing variables, as well as 
measurement errors and statistical uncertainty.  However, these models may not be 
appropriate once the structure begins deteriorating due to corrosion. 
In this study, I incorporate information about material deterioration − employing 
a probabilistic corrosion model − into the probabilistic capacity models for RC columns 
developed by Gardoni et al. (2002) and Choe et al. (2007).  The corrosion model is 
based on a probabilistic model for chloride induced corrosion (Dura-Crete, 2000) and a 
time-dependent corrosion rate function (Vu and Stewart 2000).  The uncertainties in 
parameters and model inexactness (or model error) in both the material deterioration 
model and the structural capacity model are considered. 
The developed probabilistic models are used to asses the time-varying reliability 
of an example column subject to different environmental and material conditions.  The 
reliability (or the lack of) is expressed in terms of a fragility function where fragility is 
defined as the conditional probability of failure of the column for given demand 
variables.  Sensitivity analysis is carried out to identify to which parameter(s) the 
reliability of the example column is most sensitive.  The models developed in this 
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research may be used for the prediction of service-life of existing and new structures and 
life-cycle cost analysis for RC structures. 
Probabilistic Model for Reinforcement Corrosion 
There are three deterioration phases in the corrosion process of reinforcement steel (Liu 
and Weyers 1998).  In the first phase, termed the diffusion phase, chloride ions diffuses 
to the surface of steel to initiate corrosion.  The second phase, termed the corrosion 
propagation phase, comprise the time from initiation of corrosion to initiation of cracks 
in the concrete cover.  The third phase, termed the deterioration phase, is the process 
that takes place after the initiation of cracks.  
To determine the time to the initiation of corrosion, most diffusion models are 
based on the solution of the one-dimensional version of Fick’s second law (Tuutti 1982).  
In a commonly employed solution the chloride concentration C at depth x and time t  is 
expressed as  
( ) 
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 (3-1) 
where sC  is the chloride concentration on the surface, ( )erf ⋅  is the error function, and D 
is the diffusion coefficient.  The variable t  is defined as the time from the moment of 
construction (whether in the present or in the past) to the specific time of interest in the 
future.  It is assumed that the corrosion initiates at the time Tcorr when the chloride 
concentration at the depth cd  of the reinforcement (cover depth) reaches the critical 
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chloride concentration, Ccr, that is crcorrc CTdC =),( .  By solving crcorrc CTdC =),(  for 
Tcorr and defining ncte ttDkkkD )/( 00= , Dura-Crete (2000) provides the following 
probabilistic model for the time to onset of chloride induced corrosion, which considers 
uncertainties in measured parameters, environmental conditions, as well as model 
uncertainty: 
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(3-2) 
where IX  is a model uncertainty coefficient to account for the idealization implied by 
Fick’s second law, ke is an environmental factor, kt includes the influence of test methods 
to determine the empirical diffusion coefficient D0, kc is a parameter that accounts for the 
influence of curing, t0 is the reference period for D0, and n is the age factor.  In this 
model, sC  is represented as the linear function cscs bwAC ε+= )/(s  of the variable 
water-to-binder ratio /w b , which is considered as one variable, where csA  and csε  are 
model parameters.  Appendix 1 provides the parameters in Eq. (3-2), csA  and csε  for 
ordinary Portland cement.  The probability distribution for these parameters is 
determined from experimental data considering different environments, water to cement 
ratios, and curing conditions (Dura-Crete 2000).  Using Eq. (3-2), the probability that 
corrosion has initiated at time t can be written as  
[ ] ( )[ ]ttgtT TTTcorr corr 0,,PP ≤=≤ x  (3-3) 
where 
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( ) ( ) tTtg TTcorrTTTcorr −Θ=Θ ,,, xx  (3-4) 
where },{ ccrT dC=x  is a vector of measurable parameters, e.g., material and 
geometrical variables, and T  denotes a set of parameters introduced to fit the model to 
the observed data, i.e., },,,,,,{ 0 cscscteT AnkkkD ε= . 
Once corrosion is initiated, the load-carrying capacity of the reinforced concrete 
is altered.  To estimate the loss of steel cross-section due to corrosion, I use the time-
dependent corrosion rate function developed by Vu and Stewart (2000).  It is suggested 
that the corrosion rate diminishes with time because corrosion products formed around 
the bar impede the diffusion of iron ions.  The corrosion current density at time t  is 
expressed as  
( ) ( ) 29.00,85.0 −−= corrcorrcorr Ttiti          corrt T≥  (3-5) 
where 0,corri  is the corrosion current density at the start of corrosion propagation; namely 
( ) ( )264.10, //15.37 cmAd
cwi
c
corr µ
−
−
=  (3-6) 
where /w c  is the variable water-to-cement ratio, which is considered as one variable, 
and cd  is the previously defined cover depth. 
Loss of load-carrying capacity due to corrosion in RC structures might be caused 
by reduction in the cross-section area of the reinforcing steel, loss of pullout resistance 
of the reinforcement bars, and cracking in the cover concrete.  In this research, I limit the 
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scope to the consideration of loss of reinforcement area.  This is justified by the 
experimental results reported by Wang and Liu (2004) and Fang et al. (2004), where it is 
shown that in the presence of confinement steel, which is the case under consideration, , 
the pullout resistance is not significantly affected by corrosion. 
Probabilistic Capacity Models for Corroding RC Columns 
The probabilistic capacity models presented herein for corroding RC columns represent 
a merger between the work by Gardoni et al. (2002) and Choe et al. (2007a) and the 
probabilistic diffusion model described above.  A “model” in this study means a 
mathematical expression that relates one or more quantities of interest, e.g., capacities of 
structural components, to a set of measurable variables 1 2( , , )x x=x  , e.g., material 
properties, member dimensions, and imposed boundary conditions.  In its general form, 
a probabilistic capacity model is written as 
( )kkk CC x,=  (3-7) 
where kC  is the capacity quantity of interest, k  indicates the mode of failure considered, 
e.g., drift or shear force, and k  is a set of random model parameters introduced to fit 
the model to observed data.  The function ),( kkC x  may involve algebraic expressions, 
integrals, and differentials.  Its form is ideally derived from first principles, e.g., the rules 
of mechanics, but other approaches are also feasible.  For instance, Gardoni et al. (2002) 
established the form of ),( kkC x  by considering deterministic models extended with 
probabilistic model correction terms.  
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It is assume that the structural capacities do not vary prior to time Tcorr, which is  
previously defined as the time at which the chloride concentration in the concrete 
reaches the critical level at the depth of the steel reinforcement.  After the onset of 
corrosion, the diameter of the reinforcement steel is assumed to decrease.  The variation 
of the diameter over time is expressed as  
( )
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where dbi is the initial bar diameter at time t = 0, (t) is the corrosion rate expressed as 
)(0116.0)( tit corr=λ , where icorr(t) is the corrosion current density at time t according to 
Eq. (3-5), and Tf  is the time when ( )bd t , in theory, reaches zero.  By considering Eq. (3-
5) and Eq. (3-8) the degrading diameter becomes 
71.0
0, )(0278.0),( corrcorribcorrb TtidTtd −−=  for fcorr TtT ≤< .  Hence, the time-varying bar 
diameter can be expressed as 
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where 71.0/164.1 ]})/1(0508.1/[{ −−+= cwddTT bicorrf . 
The reduced diameter ),( corrb Ttd  is used in the probabilistic drift and shear 
capacity models developed by Gardoni et al. (2002) and Choe et al. (2007a), where the 
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diameter was considered as the pristine one.  As a special case of Eq. (3-7), the drift 
capacity model can be written as  
( )( )[ ] ( )( )[ ] ( )( ) εσγ ddcorrdcorrdcorr TtTtdTtd ++= xxx ,,,ˆln,,ln  (3-10) 
where /d H= ∆  is the drift ratio capacity, ∆  is the displacement capacity, H  is the 
clear column height, ),( ddd σ =  denotes the set of model parameters in which 
),,( 321 dddd θθθ= , ˆ( ( , ))corrd t Tx  is a selected deterministic model, ( ( , ), )d corr dt Tx γ  
represents a correction term defined to capture the bias inherent in the deterministic 
model, ε  is a random variable with zero mean and unit variance, and dσ  represents the 
standard deviation of the model error. 
Accounting for the deterioration process, the deterministic model is written as 
( )( ) ( ) ( )( )corrpcorrycorr TtTtHTtd ,ˆ,ˆ1,ˆ ∆+∆=x  (3-11) 
where ),(ˆ corry Tt∆  is the elastic component due to the onset of yield and ),(ˆ corrp Tt∆  is 
the inelastic component due to the plastic flow for a single RC column.  Both 
components include the effects of the loss of steel and the consequent deterioration of 
the moment capacity.  The model for ),(ˆ corry Tt∆  is written as 
( ) ( ) ( ) ( )corrslcorrshcorrfcorry TtTtTtTt ,ˆ,ˆ,ˆ,ˆ ∆+∆+∆=∆  (3-12) 
In this equation, ),(ˆ corrf Tt∆  represents the flexural component based on a linear 
curvature distribution along the full column height and can be written as 
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( ) ( ) ( )correffcorrycorrf TtlTtTt ,,3
1
,
ˆ
2φ=∆  (3-13) 
where ),( corry Ttφ  is the curvature at the idealized flexural strength point, 
),(),( corrcorreff TtYPHTtl +=  is the effective length of the column, in which ),( corrTtYP  
denotes the depth of the yield penetration into the column base and is estimated as 
),(),( corrbycorr Ttdf0.022TtYP = , where yf  is the yield stress of the longitudinal 
reinforcement.  The shear component, ),(ˆ corrsh Tt∆ , due to shear distortion is written as 
( ) ( )
ve
corry
corrsh AG
HTtV
Tt
,
,
ˆ
=∆  (3-14) 
where ),( corry TtV  is the deteriorated shear strength at yield, G  is the shear modulus of 
concrete, and veA  is the effective shear area.  The slip component, ),(ˆ corrsl Tt∆ , due to 
the local rotation at the base caused by slipping of the longitudinal bar reinforcement is 
( ) ( ) ( )
c
corrbycorry
corrsl f
HTtdfTt
Tt
′
=∆
64.8
,,
,
ˆ
φ
 (3-15) 
where cf ′  is the compressive strength of concrete. 
The inelastic component ),(ˆ corrp Tt∆  due to the plastic flow can be developed 
including the deterioration described above as follows: 
( ) ( ) ( ) HTtlTtHTt corrpcorrppcorrp ,,,ˆ φα ==∆  (3-16) 
where ),(),(),( corrbycorrcorrp Ttdf0.044TtYP0.08HTtl ≥+=  is the equivalent plastic 
hinge length (Priestley et al., 1996), in which yf  in the lower bound limit must be 
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expressed in units of MPa, and ),(),(),( corrycorrucorrp TtTtTt φφφ −=  is the plastic 
curvature, where ),( corru Ttφ  denotes the ultimate curvature. 
The term ( ( , ) )d corr d t T ,x   in Eq. (3-10) is a bias correction term and also 
includes the effects of corrosion.  The bias correction term is expressed as  
( )( ) ( )( ) ( )1 2 32
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The first term in Eq. (3-17), 24 ( , )I corr g tV t T D f ′pi , represents the effect of the idealized 
elastic-perfectly plastic shear force, ( , )I corrV t T , gD  is the gross column diameter and tf ′  
is the tensile strength of concrete.  The second term, ( , )( / )( / )s corr yh c c gt T f f D D′ρ , 
captures the effect of confining transverse reinforcement and core size, where ( , )s corrt Tρ  
is the volumetric transverse reinforcement ratio, yhf  is the yield stress of the transverse 
reinforcement, and cD  is the core column diameter.  The third term, cuε , is the ultimate 
longitudinal compressive strain.  The estimated parameters ),( ddd σ =  are 
considered as constant with time and are provided in Table 3-1. 
Table 3-1.  Posterior statistics of the parameters in the drift model 
Correlation coefficient 
d  Mean 
St. 
dev. 1dθ  2dθ  3dθ  dσ  
 1dθ  0.675 0.105 1    
 2dθ  0.631 0.133 −0.27 1   
 3dθ  −57.5 10.1 −0.65 −0.39 1  
 dσ  0.400 0.045 0.39 −0.06 −0.13 1 
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Similarly, the shear capacity model is written as 
( )[ ] ( )[ ] ( ) εσγ vvcorrvcorrvcorr TtTtvTtv ++= xxx ),,(),(ˆln),,(ln  (3-18) 
where /( ')g tv V A f=  denotes the normalized shear capacity, where V  is the shear 
capacity and gA  is the gross cross-sectional area. The vector ),( vvv σ =  denotes the 
set of model parameters, where 1 2( , )v v v= θ θ , ˆ( ( , ))corrv t Tx  is a selected deterministic 
model, ( ( , ), )v corr vt Tx γ  represents the correction term, ε  is a random variable with zero 
mean and unit variance, and vσ  represents the standard deviation of the model error. 
Accounting for the deterioration process, ˆ( ( , ))corrv t Tx  can be written as 
( )( ) ( ) ( ) , ,ˆ , c corr s corrcorr
g t
V t T V t T
v t T
A f
+
=
′
x  
(3-19) 
The first term, ˆ ( , )c corrV t T , is the contribution from the concrete computed based on the 
model by Moehle et al. (2000, 2004) and the second term, ˆ ( , )s corrV t T , is the contribution 
from the transverse steel based on a truss model and given by  
( ) ( ),ˆ , v corr yh es corr A t T f DV t T S=  
(3-20) 
where ( , )v corrA t T  is the total area in a layer of the transverse reinforcement in the 
direction of the shear force, eD  is the effective depth, and S  is the spacing of transverse 
reinforcement. 
The correction term ( ( , ) )v corr v t T ,x   is expressed as  
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( )( ) ( ) ( )( )1 2
,
, , ,
v corr yh g
v corr v v l corr v
g t
A t T f D
t T t T
A f S= + ′x γ θ ρ θ  (3-21) 
where ( , )l corrt Tρ  is the contribution from the longitudinal steel, and 
cf ′ ( , ) /( )v corr yh g g tA t T f D A f S′  represents the contribution from the transverse steel.  The 
estimated parameters ),( vvv σ =  are considered as constant with time and are 
provided in Table 3-2.  
 
Table 3-2.  Posterior statistics of the parameters in the shear model 
Correlation coefficient 
v  Mean 
St. 
dev. 1vθ  2vθ  vσ  
 1vθ  18.3 1.45 1   
2vθ   −0.470 0.078 −0.87 1  
 vσ  0.185 0.018 −0.04 −0.02 1 
 
Example Column 
The numerical studies in this chapter are carried out with the OpenSees software 
(http://opensees.berkeley.edu) for an example column.  OpenSees is a comprehensive, 
open-source, object-oriented finite element software that has previously been extended 
with reliability and response sensitivity capabilities (Moehle et al. 2004).  In this study I 
employ OpenSees to obtain fragility estimates for the example column based on the 
probabilistic models presented above.  The column is modeled by fiber-discretized 
cross-sections, where each fiber contains a uniaxial inelastic material model.  In this 
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study, OpenSees is extended with implementations for corrosion initiation, corrosion 
rate, and loss of reinforcement area. 
The example corroding column has geometry and material properties that are 
representative of currently constructed highway bridge columns in California (Naito 
2000).  Parameter values that enter in the probabilistic models for the corrosion rate at 
the time under consideration are provided in Table 3-3, as assessed by Dura-Crete 
(2000).  For the example column I assume submerged exposure condition, i.e., the lower 
part of the column is permanently under the sea-water level.  This choice is made for 
illustration purposes; it is stressed that the methodology is applicable to a wide range of 
environmental conditions with more or less severe deterioration of the shear and 
deformation capacity.  The parameter values for the structural capacity models are from 
Choe et al. (2007a).  The column has a nominal cover thickness of 59 mm, water-to-
cement ratio equal to 0.50, pristine longitudinal reinforcement ratio %99.1=lρ , gross 
diameter 1520gD =  mm, ratio of gross to core diameter / 1.07g cD D = , and clear height 
9140H =  mm.  To account for material variability, the compressive strength of concrete 
cf ′  is assumed to be lognormally distributed with mean 8.35  MPa and 10% coefficient 
of variation (COV), the yield stress of longitudinal reinforcement yf  is assumed to be 
lognormal with mean 475 MPa and 5% COV, and the volumetric transverse 
reinforcement yhf  is assumed to be lognormal with mean 493 MPa and 5% COV.  To 
account for variability in the axial load, P  is assumed to be normally distributed with 
mean 4450 kN (corresponding to 7% of the axial capacity based on the gross cross-
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sectional area) and 25% COV.  Finally, to account for variability in construction and the 
effective moment of inertia, eI  is assumed to be lognormal with pristine mean 
1110126.2 ×  mm4 and 10% COV. 
The top two diagrams in Fig. 3-1 show the degradation over time of the drift and 
shear capacity of the example RC column, respectively.  Each plot shows a point 
estimate of the capacity, the mean capacity and the corresponding confidence band.  The 
point estimate is obtained from Eq. (3-10) by ignoring all uncertainties and using the 
mean values of each random variable.  The mean capacity and the confidence band are 
computed by sampling analysis considering different realizations of Eq. (3-10) based on 
the variability of each random variable.  The confidence band is constructed as the mean 
capacity ±  one standard deviation and reflects the model uncertainty.  The third diagram 
from the top in Fig. 3-1 shows the loss of cross-sectional area of the reinforcement due 
to the propagation of corrosion.  The bottom diagram in Fig. 3-1 shows the probability of 
corrosion initiation according to Eq. (3-2). 
 
Table 3-3.  Diffusion model parameter statistics 
 
d 
(mm) ke kc kt 
D0 
(mm2/yr) n Ccr Acs εcs 
Mean 59.0 1.33 2.40 0.832 473 0.362 1.60 10.3 0.000 
St. dev. 17.7 0.22 0.700 0.024 43.2 0.245 0.100 0.714 0.580 
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Fig. 3-1.  Structural capacity deterioration, material deterioration, and probability of 
corrosion 
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Fragility Estimates 
The probabilistic capacity models developed above enable estimating the fragility of 
corroding RC columns during their service-life.  In particular, shear and drift fragilities 
are considered in this chapter.  The fragility of a structural component is defined as the 
conditional probability of failure, given demand variable values.  According to the 
conventional notation in structural reliability theory, e.g., Ditlevsen and Madsen (1996), 
a limit state function ),( kkg x  is defined such that the event }0),({ ≤kkg x  denotes 
the failure of the k-th limit state by the structural component.  In the probabilistic 
capacity models of corroding columns, the limit state functions are represented as 
)),,(( dcorrd Ttg x  and )),,(( vcorrv Ttg x  for the drift and shear capacity models, 
respectively.  Note that ),,( TTT tg corr x  in Eq. (3-4) is the limit state function for 
corrosion initiation, not a limit state function for structural failure.  The vector x  of 
random variables is written as r s( , )=x x x , where rx  is a vector of material and 
geometry variables and sx  is a vector of demand variables such as boundary forces and 
drifts.  Considering the probabilistic model for corrosion initiation ),( TTcorrT x  and 
using the capacity models and diffusion model, )),,(( dcorrd Ttg x  and )),,(( vcorrv Ttg x  
are formulated as  
( )( ) ( )( ) ddcorrddcorrd DTtCTtg −= xx ,,,,  (3-22) 
( )( ) ( )( ) vvcorrvvcorrv DTtCTtg −= xx ,,,,  (3-23) 
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where Tcorr is ),( TTcorrT x  from Eq. (3-3-2), )),,(( vcorrv TtC x  and )),,(( dcorrd TtC x  
are the shear and drift capacities from Eqs. (3-10) and (3-18), and dD  and vD denote the 
drift and shear demands.  Note that dD  and vD  are part of sx . 
The fragility of a structural component at time t is now written as 
( ) ( ) ( )( ){ }, , , P , , , 0 , , ,f k corr k corr k k corrp t F t T g t T t T = = ≤ s r s sx  x x  x      ,k d v=  (3-24) 
 
where sP[ | ]A x  denotes the conditional probability of event A  for the given values of 
variables sx .  The uncertainty in the event for given sx  arises from the inherent 
randomness in the capacity variables rx , the inexact nature of the limit state model 
( ( , ), )k corr kg t Tx   (or its sub-models), and the uncertainty characterized by the model 
parameters k . 
Predictive Estimates of Fragility 
A “predictive” estimate of the fragility at time t, ),(~ stF x , incorporates the uncertainties 
in the model parameters k  and corrT , by characterizing k  and corrT  as random 
variables and taking the expectation of ( , , , )s k corrF t Tx   over the posterior distribution 
of k  and corrT , i.e.,  
( ) ( ) ( ), , , ,s corr s k corr k kF t T F T f d= x x     (3-25) 
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( ) ( ) ( )
( ) ( ){ } ( ) corrcorrkkcorrks
corrcorrcorrss
dTTfdfTtF
dTTfTtFtF
x
xx
,,,
,,,
~


=
=
 (3-26) 
where ( )kf   and )( corrTf  are the probability density functions of k  and corrT . 
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Fig. 3-2.  Predictive fragility estimates for different drift demands 
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Fig. 3-3.  Predictive fragility estimates for different shear demands 
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Fig. 3-4.  Contour plot of predictive drift fragility 
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Fig. 3-5.  Contour plot of predictive shear fragility 
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These fragility estimates incorporate the epistemic uncertainties in an average 
sense and the aleatory and epistemic uncertainties are no longer distinguished.  Figs. 3-2 
and 3-3 show predictive fragility estimates for varying drift and shear demands on the 
example column presented earlier as a function of time.  Figs. 3-4 and 3-5 show the 
contour lines of the predictive fragility estimate as a function of time, and of drift and 
shear demands, respectively.  Each contour line in this figure connects pairs of values of 
time t and drift demand dD  (Fig. 3-4) and time t and shear demand vD  (Fig. 3-5) that 
are associated with a given level of fragility in the range 0.1−0.9.  Figs. 3-6 and 3-7 
compare the predictive fragilities in Choe et al. (2007a) and the predictive fragilities 
based on probabilistic capacity models including the effect of corrosion for the drift and 
shear modes at time intervals of 25 years. 
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Fig. 3-6.  Predictive fragility estimates of the example column for drift demand at 
intervals of 25 years 
years100=t
year0=t
 61 
0.2 0.4 0.6 0.8 1.0 1.2
0.0
0.2
0.4
0.6
0.8
1.0
Fr
ag
ili
ty
Normalized shear demand, D
v
 
Fig. 3-7.  Predictive fragility estimates of the example column for shear demand at 
intervals of 25 years 
 
Sensitivity and Importance Measures 
Sensitivity analysis is employed to determine to which parameter(s) the reliability of RC 
columns is most sensitive.  Such results may provide physical insight and guidance in 
further data gathering and model development.  To compute the sensitivity measures, I 
decompose x  into a vector of constant parameters cx  and a vector of random 
variables px , so that x  can be written as c p( , )=x x x .  Also, let p( , )ff x   be the 
probability density function of the basic variables px , where f  is a set of distribution 
parameters (e.g., means, standard deviations, correlation coefficients, or other 
years100=t
year0=t
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parameters defining the distribution).  The vector c( , )fx   denotes the set of all 
parameters of the problem.  The solution of the reliability problem depends on the value 
of c( , )fx  .  I find the sensitivity of the reliability index, ( )c , f∇ βx  , with respect to 
c( , )fx   following Hohenbichler and Rackwitz (1983) by conducting a first-order 
reliability analysis.  Once ( )c , f∇ βx   is known, the gradient of the first-order reliability 
approximation of the failure probability is obtained by using the chain rule of the 
differentiation as 
( ) ( ) ( )c c1, ,f fp∇ = −ϕ β ∇ βx  x   (3-27) 
where ( )ϕ ⋅  is the standard normal probability density function.  The form ( )c , f∇ βx   (or 
( )c 1, f p∇ x  ) can be used to identify to which parameter the fragilities are most sensitive, 
guiding us in determining what to change to make a component or structure safer. 
Figs. 3-8 and 3-9 show the results of the sensitivity analysis for the drift mode, 
including the effect of corrosion.  For brevity, only the drift mode is considered herein 
since, by design, it controls the probability of failure in case of a seismic event (Gardoni 
et al. 2002).  The sensitivity with respect to the corrosion parameters (the parameters 
related to the corrosion initiation model) is seen to increase rapidly in the initial years 
since they regulate the beginning of the corrosion propagation phase.  Once the 
corrosion phase has begun, their sensitivities reduce to close to zero.  The opposite trend 
can be noticed for the sensitivities with respect to the parameters related to the structural 
capacity model.  Their sensitivities increase in the first years when corrosion is not likely 
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to take place, decrease around the time of transition from the diffusion phase and the 
corrosion phase, and increase gradually back to the original values once the corrosion 
phase has begun.  The measures presented above are useful as stand-alone measures of 
sensitivity.  However, comparison between sensitivities is problematic because of 
different units. 
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Fig. 3-8.  Sensitivity measures for the drift failure mode of the diffusion model 
parameters (top) and close-up (bottom) 
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Fig. 3-9.  Sensitivity measures for the drift failure mode of the structural parameters 
 
In the limit state functions I have several random variables.  Some random 
variables have a larger effect on the variance of the limit state function (and thus are 
more important) and some have a smaller effect (and thus are less important).  Following 
Der Kiureghian and Ke [21], I define a measure of importance γ  as 
*, *
*, *
T
T
T
′
γ =
′
u z
u z
 J SD
 J SD
 (3-28) 
where z  is the vector of the random variables, ( , )p=z x   and *, *u zJ  is the Jacobian of 
the probability transformation from the original space z  to the standard normal space u , 
with respect to the coordinates of the design point *z  (the most likely failure point).  
Matrix ′SD  is the standard deviation matrix of equivalent normal variables ′z  defined 
by the linearized inverse transformation 
*, *
* ( *)′ = + −z uz z J u u  at the design point.  The 
( )βfc x ,∇
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elements of ′SD  are the square roots of the corresponding diagonal elements of the 
covariance matrix 
, *
′ =
T
z* u z*,u* J J  of the variables ′z . 
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Fig. 3-10. Importance measures for the drift failure mode of the diffusion model 
random variables (top) and close-up (bottom) 
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Fig. 3-11. Importance measures for the drift failure mode of the structural 
random variables (top) and close-up (bottom) 
 
Figs. 3-10 and 3-11 show the importance measures for the drift failure modes 
with corrosion propagation.  Fig. 3-10 suggests that Ccr,, Acs and εcs are the most 
important sources of uncertainty around the time of corrosion initiation.  It is also 
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interesting to observe that the importance of the model uncertainty, σ , stays constant 
over the diffusion phase and increases with time thereafter (Fig. 3-11).  
Conclusions 
This chapter presents probabilistic capacity models for corroding reinforced concrete 
columns to estimate the fragility of deteriorated structural components.  The models are 
applicable to existing and new columns that are subject to current or future deterioration 
and may be employed in service-life and life-cycle cost analyses.  Fragility estimates for 
an example corroding column subjected to shear force and drift demands are developed 
using the models developed herein.  The fragilities show that the shear force capacity 
degradation with corrosion is more rapid than the degradation of the drift capacity. 
Sensitivity analysis for the example column indicates that the sensitivity with 
respect to the corrosion parameters (the parameters related to the corrosion initiation 
model) increases rapidly in the initial years of as they determine the beginning of the 
corrosion propagation phase.  After the beginning of the corrosion phase their 
sensitivities reduce to close to zero.  The opposite trend can be noticed for the 
sensitivities with respect to the parameters related to the structural capacity model.  
Their sensitivities increase in the first years, decrease around the time of transition from 
the diffusion phase and the corrosion phase, and they increasing gradually thereafter.  
Importance measures indicate that the model error of the structural capacity models are 
the most important random variable, as it is in the case of the pristine structure (Choe et 
al. 2007a).  Parameter Ccr is the next most important random variable in the initial years, 
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while the importance of Ccr on the structural reliability diminishes after the corrosion 
propagation phase has begun. 
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 CHAPTER IV 
 
SEISMIC FRAGILITY ESTIMATES FOR REINFORCED CONCRETE 
BRIDGES SUBJECT TO CORROSION  
In this research, novel probabilistic models for capacity and demand are merged to 
obtain fragility estimates for reinforced concrete bridges subject to corrosion. A 
probabilistic model for time-dependent chloride-induced corrosion is incorporated into 
previously developed probabilistic demand models for pristine bridge systems. 
Subsequently, the drift and shear force demand models are combined with previously 
developed capacity models for corroding bridge columns to obtain seismic fragility 
estimates. These estimates are applicable to the bridge systems with different 
combinations of chloride exposure condition, environmental oxygen availability, water-
to-cement ratios, and curing conditions. Model uncertainties in the demand, capacity and 
corrosion models are considered, in addition to uncertainties in environmental 
conditions, material properties, and structural geometry. Sensitivity analyses of the 
deteriorating bridge are conducted to identify the components of the structure that 
contributes most to the reliability of the system in each failure mode. A single-bent 
bridge example typical of current California practice is presented to demonstrate the 
developed methodology.  
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Introduction 
Corrosion of the reinforcement in reinforced concrete (RC) structures is a matter of 
increasing concern. Corrosion is a long-term process that effectively weakens structural 
elements and increases their vulnerability to extreme loads. The concerns include 
serviceability and safety limit-states, as well as economic costs due to maintenance and 
repair. In this chapter, particular attention is devoted to bridges subject to the seismic 
hazard. Due to the uncertainties in the corrosion process, the structural properties, and 
the demands on the structures due to an impending earthquake, it has been difficult to 
predict the seismic fragility of deteriorating RC bridges. The objectives of this chapter 
are: (1) to provide probabilistic demand models for RC bridge systems subject to 
earthquake ground motion, (2) to provide probabilistic capacity models that include 
time-dependent corrosion, (3) to estimate the ensuing seismic fragility, and (4) to 
identify the parameters, i.e., structural properties, environmental factors, and model 
parameters that have the highest influence on the seismic fragility estimates. It is 
emphasized that the utilized deterioration models incorporate uncertainties both in the 
structural properties and the material deterioration processes. This is significant because 
of the well-known presence of considerable uncertainty in these constituents.  
Probabilistic capacity models for pristine (undamaged) RC columns are 
developed by Gardoni et al. (2002) and Choe et al. (2007a). The models, which are 
applicable to a wide array of RC columns with circular cross sections, account for 
uncertainties in a comprehensive manner. The uncertainties include model error arising 
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from inaccuracies in the model form and potentially missing variables, as well as 
measurement errors and statistical uncertainties. Choe et al. (2007b) incorporates 
deterioration into the probabilistic capacity models by employing a probabilistic 
corrosion model for the reinforcement (Dura-Crete 2000) and a time-dependent 
corrosion rate function (Vu and Stewart 2000). 
Gardoni et al. (2002) developed probabilistic demand models by employing 
deterministic demand models used in practice as a starting point. Additional terms were 
included to explicitly describe the inherent systematic and random errors in the demand 
predictions. The developments included probabilistic models for drift and shear force 
demand of pristine RC bridge systems. In the present study, probabilistic demand 
models of deteriorating RC bridge systems are developed by incorporating the 
aforementioned probabilistic model for chloride-induced corrosion (Dura-Crete 2000)  
and the time-dependent corrosion rate function (Vu and Stewart 2000). 
In this research, novel seismic fragility estimation and sensitivity analysis for 
deteriorating RC bridge systems are carried out. The work combines the new demand 
models for deteriorated RC bridge systems with the previously developed capacity 
models. A bridge design that is typical of current California practice is used to 
demonstrate the time-variant fragility assessment methodology. The fragility estimates 
consider different combinations of chloride exposure condition, environmental oxygen 
availability, water-to-cement ratios, and curing conditions. Model uncertainties in both 
the capacity and the corrosion models are considered, in addition to the uncertainties in 
the environmental conditions, material properties, and structural geometry. It is 
 72 
emphasized that the models developed in this research are applicable to both existing 
and new RC bridges. Importantly, they may be used for the prediction of the service-life 
of existing and new structures as well as general-purpose life-cycle cost analysis for RC 
structures. 
The five sections that are provided in this chapter cover – in this order – the 
corrosion modeling, the capacity modeling, the demand modeling, the fragility 
estimation methodology, and the parameter sensitivity studies. Novelties include the 
probabilistic modeling of the corrosion initiation time, the inclusion of corrosion both in 
the demand and the capacity models, the seismic fragility computation, and, importantly, 
parameter importance studies to provide physical insight into the effect of corrosion on 
RC bridge systems. 
Corrosion Initiation Model 
This study uses the probabilistic model of chloride-induced corrosion presented by Dura-
Crete (2000) and the time-variant corrosion rate function by Vu and Stewart (2000) to 
predict the corrosion status of RC members. The corrosion model is extended to estimate 
the probability distribution of the corrosion initiation time. The model includes 
uncertainties in the structural parameters, environmental conditions, and model 
parameters. The original model for the corrosion initiation time reads 
( )
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where cd  is the reinforcement cover depth, ek  is an environmental factor, tk  represents 
the influence of test methods to determine the empirical diffusion coefficient 0D , ck  is a 
parameter that accounts for the influence of curing, 0t  is the reference period for 0D , n  
is the age factor, IX  is a model uncertainty coefficient to account for the idealization 
implied by Fick’s second law, sC  is the chloride concentration on the surface, crC  is the 
critical chloride concentration, and ( )erf ⋅  is the error function. Dura-Crete (2000) 
provides the probability distributions for the parameters in Eq. (4-1). An application of 
the model in Eq. (4-1) is presented by Choe et al. (2007b).  Of particular importance in 
this study is the availability of the cumulative distribution function (CDF) and the 
probability density function (PDF) for the corrosion initiation time:  
CDF: ( ) [ ]corrcorrcorrT tTPtF corr ≤=  (4-2) 
and  
PDF: ( ) ( )
corr
corrT
corrT t
tF
tf corr
corr ∂
∂
=  (4-3) 
Given a realization of the corrosion initiation time, the deteriorated member 
properties, e.g. the corroded reinforcement area, is determined by the time-dependent 
corrosion rate function by Vu and Stewart (2000). For time instances less than Tcorr the 
cross-section is assumed to match to the pristine cross-section. For time instances greater 
than Tcorr the reinforcement bars are assumed to have a corroded dimension that is less 
than the original dimension, in accordance with Vu and Stewart (2000). The reduced 
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reinforcement area subsequently enters into the probabilistic capacity and demand 
models described in the following. 
Probabilistic Capacity Models for Corroding Members 
Gardoni et al. (2002) and Choe et al. (2007a) developed probabilistic capacity models 
for pristine RC columns. The general form of the probabilistic capacity models is 
( )xCC ,=  (4-4) 
where ),,,,,( 21 qk CCCC =C , kC  is the capacity vector of interest, in which k  
indicates the mode of failure considered. The failure modes typically include drift and 
shear force. The vector 1 2( , , )x x=x   is a set of measurable variables, e.g., material 
properties, member dimensions, and imposed boundary conditions. Finally, 
),,,,,( 21 qk  =  is a set of random model parameters introduced to fit the 
model to observed data. 
Choe et al. (2007b) extended the aforementioned probabilistic capacity models 
for pristine RC columns to include corrosion. These models incorporate information 
about material deterioration to obtain the subsequent capacity degradations of the 
structure.  The deterioration is estimated based on the probabilistic model for chloride 
induced corrosion outlined in the previous section. 
A generic probabilistic capacity model for a corroding RC column at time t  is 
now written as a function of time, t , as follows: 
( ) ( ) ( ) corrcorrTcorr dTtfTtt corr
∞
⋅=
0 00
|,,,, xCxC  (4-5) 
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where 0x  is a set of measurable variables at the time of construction, 0t = , 
)|,,( 0 corrTt xC  is the conditional capacity for a given corrosion initiation time, and 
)( corrT tf corr  is the PDF from Eq. (4-3). The capacity )|,,( 0 corrTt xC  and the deteriorated 
member dimensions are calculated based on Choe et al. (2007b). The conditional 
capacity )|,,( 0 corrTt xC  during corrTt ≤  is assumed to be the same as the capacity at 
0t = , denoted as ( )xC ,00 .  Hence, Eq. (4-5) is rewritten as 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )[ ]tFdTtfTt
dTtfdTtfTtt
corrcorr
corrcorr
TcorrcorrT
t
corr
t corrcorrTcorrcorrT
t
corr
−+⋅=
+⋅=


∞
1,|,,
,|,,,,
000 0
000 00
xCxC
xCxCxC
 (4-6) 
The probabilistic capacity models for the drift and shear failure mode are of 
particular interest in this study. In the following, the index δ  denotes drift capacity and 
v  denotes shear capacity. Hence, our attention is devoted to the capacity models 
),( vCCδ=C . In accordance with the above notation, and introducing a logarithmic 
transformation, these models are denoted 
( ) ( )[ ]corrCcorrC TtTtC |,,ln|,, 00 xx δδ =  (4-7) 
( ) ( )[ ]corrCcorrCv TtvTtC |,,ln|,, 00 xx =  (4-8) 
where / Hδ = ∆ is the drift capacity, in which ∆  is the displacement capacity and H  is 
the clear column height. /(   )g tv V A f ′=  is the normalized shear capacity, in which V is 
the shear capacity and gA  is the gross cross-sectional area. ),,(  CvCC δ=  is a set of 
random model parameters introduced to fit the models to observed data.  
The generic form of the capacity models are  
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( ) ( ) ( ) δδδδδδ εσγ CCcorrCCcorrcorrC TtTtcTtC ++= |,,|,ˆ|,, 000 xxx  (4-9) 
( ) ( ) ( ) CvCvcorrCvCvcorrvcorrCv TtTtcTtC εσγ ++= |,,|,ˆ|,, 000 xxx  (4-10) 
where )|,(ˆ 0 corrTtc xδ  and )]|,(ˆ 0 corrv Ttc x denote the selected deterministic capacity 
models, which are expressed as the natural logarithm of the deterministic drift and shear 
capacities, i.e., )]|,(ˆln[ 0 corrTt xδ  and )|,(ˆln[ 0 corrTtv x , respectively. The deterministic 
model for drift  capacity, )|,(ˆ 0 corrTt xδ , includes the elastic component at the onset of 
yield as well as the inelastic component due to the plastic flow for a single corroded RC 
column. The elastic component of the drift considers (1) a flexural component based on 
a linear curvature distribution along the full column height, (2) a shear component of 
deformation due to shear distortion, and (3) a slip component; that is, the deformation 
due to the local rotation at the base caused by slipping of the longitudinal bar 
reinforcement.  The quantities )|,,( 0 corrCC Tt δδγ x  and ]|,,[ 0 corrCvCv Tt xγ represent 
correction terms introduced to capture the bias inherent in the deterministic models. 
Further details on the capacity modeling are available in Choe et al. (2007b). 
Probabilistic Demand Models for Deteriorated RC Bridges 
Probabilistic Demand Models for Pristine Bridges 
Gardoni et al. [6] developed probabilistic demand models for pristine RC bridge systems 
with components subject to multiple demands. Specifically, drift and shear demands 
were considered.  As for the capacity models described in the previous section, the 
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demand models employ deterministic demand models used in practice, with additional 
terms that explicitly describe the inherent systematic and random errors. The model 
development incorporates nonlinear static push-over analysis followed by a nonlinear 
response spectrum analysis (Chopra and Goel 1999; Fajfar  2000).  
The generic demand model for a bridge system consisting of s  components, each 
subject to q  different demands, is formulated as s q×  multi-variate demand model. For 
a bridge system with s  single-column bents, each subject to deformation and shear 
demand ( δ  and v ), the demand models are written as 
( ) ( ) ( ) δδδδδδδ εσθθ iDDDDiDi ddD +++= 02100 ˆˆ, xxx                          1,...,i s=  (4-11) 
( ) ( ) ( ) ( ) ivDviDvivDvDvivDiv dddD εσθθθ δ ++++= 0302100 ˆˆˆ, xxxx         1,...,i s=  (4-12) 
where ),( 0 DiD xδ  and ),( 0 DivD x  are the natural logarithms of the predicted drift 
and shear demands for the i-th column of a bridge system, ),,(  DvDD δ= , where 
),( 21 δδδ θθ DDD =  and ),,( 321 DvDvDvDv θθθ= are the sets of unknown model parameters, 
and )(ˆ 0xδid  and )(ˆ 0xivd  are the natural logarithms of the deterministic demand 
estimates for i-th column bent of the bridge system. Details and statistics for the 
unknown parameters are available in Gardoni et al. (2002).  
Probabilistic Demand Model for Deteriorated Bridges 
In this study, probabilistic demand models of corroded RC bridge are developed. This is 
achieved by integrating the previously described probabilistic model for chloride-
induced corrosion with the probabilistic demand models described above. 
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To generalize the probabilistic demand models for deteriorated RC bridges, I 
derive similar formulations to those for the capacity models.  The probabilistic demand 
models for a corroding RC column at a time instant t  is written as a function of a set of 
measurable variables, 0x , at the time of construction, and the set of unknown parameters 
D  as 
( ) ( ) ( ) corrcorrTcorrD dTtfTtt corr
∞
⋅=
0 00
|,,,, xDxD  (4-13) 
where )|,,( 0 corrD Tt xD  denotes the demand vector ),( vDDδ=D  for a given corrosion 
initiation time, and )( corrT tf corr  is the PDF defined in Eq. (4-3). 
To investigate the influence of the corrosion process on the demands on RC 
bridge components I first assume that the demands are unaffected before the time t  
reaches the corrosion initiation time corrT . By considerations similar to those previously 
carried out for the capacity models, the demand model at time t  is written  
( ) ( ) ( )[ ] ( ) ( ) corrcorrTt corrT dTtfTttFt corrcorr  ⋅+−= 0 0000 |,,1,,, xDxDxD  (4-14) 
where ),( 00 xD  is the demand for the pristine structure. To determine )|,,( 0 corrTt xD  
in Eq. (4-14), I take the followings steps: (a) estimate the corrosion initiation time based 
on the model in Eq. (4-1); (b) calculate the deteriorated reinforcement area in the 
members; and (c) replace the pristine reinforcement with the deteriorated one in the 
analytical model of the bridge.  Next steps (b) and (c) are described in detail. 
In the computations outlined above the time-dependent corrosion rate developed 
by Vu and Stewart [5] is applied to predict the loss of steel cross-section area.  The 
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corrosion rate is suggested to diminish with time because corrosion products formed 
around the bar impede the diffusion of iron ions.  The corrosion current density at time t  
is expressed as 
( ) ( ) 29.00,85.0 −−= corrcorrcorr Ttiti ,     corrt T≥  (4-15) 
where icorr,0 denotes the corrosion current density at the initiation of corrosion 
propagation; namely 
( ) ( )264.10, //15.37 cmAd
cwi
c
corr µ
−
−
=  (4-16) 
where w/c represents the variable water-to-cement ratio and cd  is cover depth which is a 
dimension from the surface of steel bar to the surface of concrete structure. 
After the corrosion process initiates, the diameter of the reinforcement is 
assumed to decrease over time as (Choe et al. 2007b) 
( )












>
≤<−
−
−
≤
=
−
f
fcorrcorrb
corrb
corrb
Tt
TtTTt
d
cwd
Ttd
Ttd
0
)(/10508.1)|( 71.0
64.1
0
0
 
(4-17) 
where 0bd  is the diameter of the reinforcement at time 0=t , and fT  is the time when 
)|( corrb Ttd , in theory, reaches zero: 71.0/164.1 ]})/1(0508.1/[{ −−+= cwddTT bicorrf . 
Once the corroded member dimension at time t  is calculated by Eq. (4-17), an 
analytical model of the RC bridge system having the new dimensions is constructed. 
Push-over analysis and nonlinear response spectrum analysis are performed with the new 
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analytical model – in the same manner as for the pristine structures – to determine the 
deterministic term in the demand models. 
Using Eqs. (3-11) and (3-12) and the simplifications of these equations provided 
by Gardoni et al. (2002), the proposed demand models for the corroded RC bridge are 
expressed as 
( ) ( ) ( ) δδδδδδ εσθθ iDcorriDDcorrDi TtdTtD ++++= |,ˆ190.361.0|,, 0220 xx   si ,...,1=  (4-18) 
( ) ( ) ( )
( ) siTtd
TtdTtdTtD
ivDvcorriDv
corrivDvDvcorrivcorrDiv
,...,1|,ˆ
|,ˆ|,ˆ|,,
03
02100
=++
++=
εσθ
θθ
δ x
xxx
 (4-19) 
where )|,,( 0 corrDi TtD xδ  and )|,,( 0 corrDiv TtD x are the natural logarithm of the 
predicted drift and shear demand on the i-th column of the RC bridge system at time t, 
given corrT . The terms )|,(ˆ 0 corri Ttd xδ  and )|,(ˆ 0 corriv Ttd x  are the natural logarithm of 
the deterministic drift and shear model at time t. The set of unknown model parameters 
D  is assumed not to vary with time. Estimation of the corroded member dimension is 
dependent on exposure condition, environmental oxygen availability, water-to-cement 
ratios, and curing conditions. Choe et al. (2007b) describes the procedure in detail.  
The deterministic models, )|,(ˆ 0 corri Ttd xδ  and )|,(ˆ 0 corriv Ttd x , are determined 
following Gardoni et al.(2002), where 0bd  is replaced by )|( corrb Ttd .  For any specific 
bridge, the deterioration of the structure at time t is estimated by using the case-specific 
environmental conditions and material properties.  
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Fig. 4-1. Example single-bent over pass 
 
Table 4-1. Variables for the pristine single-bent bridge. 
Description Parameter Value/Distribution 
Span length (right and left) L  [mm] 18,300 
Span-to-column height ratio HL /  2.4 
Column-to-superstructure dimension ratio 
sDD /  0.75 
Concrete nominal strength 
cf ′ [MPa] LN(27.6, 2.76) 
Reinforcement nominal yield strength yf [MPa] LN(448.2, 22.4) 
Initial longitudinal reinforcement ratio of column 0lρ  2.0% 
Initial transverse reinforcement ratio of column 0sρ  0.7% 
Soil stiffness based on NEHRP groups (FEMA-273, 1997) 
soilK  B 
Additional bridge dead load (as a ratio of the dead weight) r  N(0.1, 0.025) 
 
Seismic Fragility Estimates 
A seismic fragility study of an example RC bridge system is carried out to demonstrate 
the methodology and models presented above. The selected RC bridge is an highway 
overpass bridge with geometry and material properties that are representative of 
currently constructed highway bridges in California. The bridge is designed by Mackie 
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and Stojadinovic (2001) according to Caltrans' Bridge Design Specification and Seismic 
Design Criteria (2000). The single-bent bridge with Type I integral pile shaft 
foundations that extend the columns with the same cross-sections into the soil, as 
designed by Caltrans (2000), is shown in Fig. 4-1. The design parameters of interest for 
the considered bridge system are listed in Table 4-1.  To estimate the corrosion initiation 
and propagation I assume that the bridge is constructed in a splash zone with water-to-
cement ratio of the concrete material equal to 0.5, and that the zone is subjected to many 
humid-dry cycles. 
Fig. 4-2 shows the capacity degradation and the demand shift of the example RC 
bridge system over time.  The presented quantities are mean point estimates along with 
confidence bounds computed as ±  1 standard deviation of the model error, Dkσ .  The 
variations in the capacity and the demand in the drift failure mode are shown in the top 
plot.  The variations in the capacity and the demand in the shear failure mode are show 
in the bottom plot.  In a heuristic manner, the plots in Fig. 4-2 illustrates that the 
overlapping area between the capacity and the demand distributions increase, which 
implies that the fragility increases over time due to corrosion.  
In this study, I develop a methodology for estimating seismic fragilities of 
deteriorated RC bridges having multiple failure modes.  This is achieved by solving the 
reliability problem that incorporates both the structural capacities and the corresponding 
demands, given an earthquake ground motion.  For this purpose, the OpenSees platform 
(McKenna and Fenves 2000) is extended to include the models for the corrosion 
initiation, the corrosion rate, and the loss of the section area of the reinforcement. 
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Moreover, the nonlinear push-over analyses for the deteriorated single-bent RC 
bridge, which produce the deterministic deformations and shear demands, are performed 
in the OpenSees software by extending it with an optimization algorithm.  The Nelder-
Mead Simplex Method (Nelder and Mead 1995) is used in this study as the optimization 
algorithm to find the bilinear force-displacement relation from the push-over curve of 
the structure. 
 
(a) Drift failure mode 
 
(b) Shear failure mode 
 
Fig. 4-2. Capacity degradation (solid line) and demand increment (dash line) of RC 
bridge system, subject to an earthquake ground motion, due to corrosion, aS  
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To account for uncertainties in the material properties I assume the following 
probability distributions:  The compressive strength of concrete, cf ′ , has the lognormal 
distribution with mean 27.6 MPa and 10% coefficient of variation.  The yield stress of 
the longitudinal reinforcement, yf , has the lognormal distribution with mean 448.2 MPa 
and 5% coefficient of variation.  To consider the variability in the axial load for the 
single-bent overpass I assume the additional bridge dead load has the normal distribution 
with mean equal to 10% of the dead weight and a 25% coefficient of variation.  The 
parameter values that enter into the probabilistic models for the selected environmental 
and material conditions are provided in Table 4-2, in accordance with the values 
provided by Dura-Crete (2000).  The initial value of the longitudinal reinforcement ratio 
is 2%, and the transverse reinforcement ratio is set to 0.7%.  
 
 
Table 4-2.  Diffusion model parameter statistics used to estimate the status of corrosion 
initiation 
 
d  
(mm) ek  ck  tk  0
D  
(mm2/yr) n  crC  csA  csε  
Mean 38.1 0.924 2.40 0.832 473 0.362 0.900 7.76 0.000 
St. dev. 11.4 0.155 0.700 0.024 43.2 0.245 0.150 1.36 1.11 
 
 
Following Gardoni et al. (2002) the conditional probability of failure for the 
pristine structure is written in terms of a given spectral acceleration aS  as 
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( ) ( ){ }



 ≤= akaik
ki
a SSgPSF 0,,, 000 x    (4-20) 
where  
( ) ( ) ( )aDkikCkikkaik SDCSg |,,,, 000000 xxx −=           vk ,δ=   ,2,1=i  (4-21) 
For the purpose of the present study, the fragility of the deteriorating RC bridge systems 
is expressed as  
( ),, aStF ( ){ }  ≤= akaikki StStgP ,|0,,, 0 x  (4-22) 
where  
( ) ( ) ( )aDkikCkikkaik StDtCStg |,,,,,,, 000 xxx −=      vk ,δ=   ,2,1=i  (4-23) 
I observe the following relation between the limit state functions of the deteriorated and 
the pristine structures:  
( ) ( ) ( )
( )[ ]
( ) ( )[ ] ( ) corrcorrTt corrDkaikcorrCkik
Tkaik
aDkaikCkikkaik
dTtfTStDTtC
FSg
SStDtCStg
corr
corr
 ⋅−+
−=
−=
0 00
00
000
|,,,|,,
1,,
,,,,,,,,
xx
x
xxx
 
(4-24) 
By incorporating the uncertainties in the model parameters  , a predictive estimate of 
fragility ),(~ aStF  is obtained. This is akin to taking the expected value of ),,( aStF  
over the posterior distribution of  . Consequently, the fragility ),(~ aStF  of the 
deteriorated RC bridge system at time t, given an earthquake with intensity aS , is  
( ) ( ) ( )  dfStFStF aa Θ= ,,,~   (4-25) 
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where ( ),, aStF  can be obtained from Eq. (4-22). 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4-3. Fragility estimates given aS  for drift (dashed), shear (dash-dotted), and drift 
and shear (solid) failure mode, with intervals 1.2 of aS . 
 
 
Fig. 4-3 shows the fragility estimates for the example single-bent bridge over 
time given a spectral acceleration aS  for the drift failure mode (dashed lines), the shear 
failure mode (dash-dotted lines), and the combined drift and shear failure mode (solid 
lines). Interestingly, I observe that the drift failure model dominates the fragility. This is 
consistent with the design approach used by Caltrans (1999). I also observe that the 
fragility increases with time due to the corrosion of the reinforcement. Fig. 4-4 provides 
the contour plot of the fragility surfaces as a function of time t  and spectral acceleration 
aS . The contour lines connect pairs of values of time t and aS  that are associated with a 
given level of fragility. The top plot in Fig. 4-4 shows the fragility contours for the drift 
failure mode (dashed lines) and for the combined drift and shear failure mode (solid 
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lines). The bottom plot in Fig. 4-4 shows the fragility contours for the shear failure mode. 
Fig. 4-5 compares the fragilities of the pristine and the deteriorated bridge using the 
developed probabilistic demand models. In the figure, the pristine bridge is compared 
with the bridge 100 years after construction. The fragilities reflect the capacity 
degradation and demand shift for the different failure modes. An increased fragility over 
time is again observed.  
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Fig. 4-5. Fragility estimates of example bridge system for drift (dashed), shear (dash-
dotted), and drift and shear (solid) failure mode, with time interval 100 years. 
 
Parameter Sensitivity Studies 
The novel fragility estimates provided in this study are complemented with a parameter 
sensitivity study. It is argued that the utilization of sophisticated prediction models 
should generally be accompanied by such sensitivity studies to assess the confidence in 
the results, and to gain physical insight. From this viewpoint, the reliability analysis 
approach is particularly appealing. In fact, several parameter sensitivity and importance 
measures are available from traditional reliability sensitivity analysis. The distinction is 
made between sensitivity vectors – that essentially provide derivatives that may have 
different units and thus cannot be compared – and importance vectors, which have been 
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normalized to enable a parameter ranking. Importance vectors are in focus in this study. 
These may be employed in the decision making process for maintenance scheduling, as 
well as in a life-cycle cost analysis to determine where resources should be allocated to 
minimize the fragility of the structures in a network. 
For the purpose of subsequent developments, the classical sensitivity of the 
reliability index is first introduced. It is expressed as 
c( , )f∇ βx  , which is the derivative of 
the reliability index β  with respect to c( , )fx  , where c p( , )=x x x . Here, cx  is the 
vector of deterministic parameters in the limit-state function, px  is the vector of random 
variables, and f  is a set of distribution parameters; e.g., means, standard deviations, 
and correlation coefficients. In first-order reliability analysis (FORM), 
c( , )f∇ βx   is 
obtained according to the reliability sensitivity analysis developed by Hohenbichler and 
Rackwitz (1983) and Bjerager and Krenk (1989).  
In this study the reliability index is considered to be a function of time: ( )tβ = β . 
In this case, the sensitivity is expressed as )(),( tff βx∇ , in which the derives of the 
FORM reliability approximation of the failure probability is obtained by the chain rule 
of the differentiation: 
( ) ( ) ( ) ( ) ( )1, ,f f f fp t t t∇ = −ϕ β ∇ β  x  x   (4-26) 
where ( )ϕ ⋅  is the standard normal PDF.  
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(a) Drift failure mode 
                         
          
                                                                             
(b) Shear failure mode 
 
Fig. 4-6. Sensitivity measures of the means of diffusion model parameters for the drift 
(top) and shear (bottom) failure mode, aS  =2.8 
 
 
Although the components of the gradient ( , ) ( )f f t∇ βx   (or ( , ) 1( )f f p t∇ x  ) have 
different units and thus cannot be employed for ranking of parameters, it is valuable to 
plot the sensitivity of the fragility to changes in various parameters. Fig. 4-6 shows the 
sensitivity over time, reflecting the effects of corrosion. In the first years, the sensitivity 
with respect to the corrosion parameters (the parameters related to the corrosion 
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initiation model) is shown to increase rapidly since they regulate the beginning of the 
corrosion propagation phase. Once the corrosion phase has begun, their sensitivities 
diminish. Moreover, the corrosion initiation is observed to have a more pronounced 
effect on the sensitivity measures for the drift failure mode than for the shear failure 
mode. 
Fig. 4-7 illustrates the sensitivity with respect to the parameters related to the 
structural model. The parameters include the mean of several random variables, as well 
as several deterministic structural parameters. Different over-time variations are 
observed for the drift and shear failure mode. For the drift failure mode, the sensitivity of 
0spd  keep increasing over time, having a soft peak at the transition from the diffusion 
phase to the corrosion phase. The sensitivity of 0bd  is trended downward with a similar 
transition peak between the phases. In contrast, for the shear failure mode, the diameter 
size of the longitudinal reinforcement at initial construction ( 0bd ) becomes more and 
more sensitive as the corrosion develops. The trends observed in Fig. 4-7 are consistent 
with the form of the capacity model used in this study. Specifically, the effect of the 
longitudinal reinforcement on the shear capacity is included as a correction term in the 
capacity models developed by Gardoni et al. (2002). In that study, the significance of 
this term was assessed using 106 experimental observations through a Bayesian 
framework. In the presented study, the effect of the longitudinal reinforcement on the 
capacity is confirmed by its sensitivity for the deteriorated structure. Furthermore, the 
negative value of the sensitivity with respect to the spacing of the transverse 
 92 
reinforcement, S , is observed. As expected, this implies that the fragility decreases 
when S  increases.  
 
0 20 40 60 80 100
0.0
0.3
0.6
0.9
1.2
1.5
E( fy)E( f'c)
S
 d
sp0
 db0
Time (year)
 
(a) Drift failure mode 
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Fig. 4-7. Sensitivity measures of the means of structural parameters for the drift (top) 
and shear (bottom) failure mode, aS  =2.8 
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As mentioned above, the sensitivity results cannot be used to rank the parameters 
according to their relative importance because of inhomogeneous units. To enable such 
rankings, the importance vector   from Haukaas and Der Kiureghian (2005) is used. It 
reads  
*, *
*, *
T
T
T
′
=
′
u z
u z
 J SD

 J SD
 (4-27) 
where z  is the vector of the random variables, ( , )p=z x   and *, *u zJ  is the Jacobian 
through which the probability is transformed from the original space z  into the standard 
normal space u , with respect to the coordinates of the most likely failure realization, *z . 
′SD  is the standard deviation matrix of the equivalent normal variables ′z  which are 
defined by the linearized inverse transformation 
*, *
* ( *)′ = + −z uz z J u u  at the most likely 
failure realization. The matrix ′SD consists of the elements that are the square root of the 
corresponding diagonal elements of the covariance matrix 
, *
′ =
T
z* u z*,u* J J  of the 
variables ′z .  
Fig. 4-8 shows the variation of the components of the importance vector   for 
the random variables of the diffusion model. It is observed that the parameters related to 
the drift failure mode are highly significant for the corrosion initiation process, while 
those for the shear failure mode are less important.  It is concluded that for the bridge 
under consideration the shear failure mode is less affected by corrosion compared with 
the drift failure mode. Fig. 4-9 presents the importance vector values associated with the 
random variables that represent the structural model. For the drift failure mode the 
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uncertainty in δε D  and δε C  are seen to be the most important. This agrees with the results 
in Choe et al.(2007a; 2007b). It is furthermore observed that the importance of the 
uncertainty in cf ′  and yf  are more important for the corrosion process than those in  . 
The bottom plot in Fig. 4-9 is associated with the shear failure mode, in which it is 
observed that Dvε  and Cvε  represent the most important sources of uncertainty. It is also 
observed that the importance of 3Dvθ , which represents the effect of drift in the shear 
failure mode, increases as the corrosion propagates. This implies that the two failure 
modes are correlated and that this relationship is affected by corrosion. 
Conclusions 
The developments in this research include probabilistic demand models for deteriorating 
RC bridge systems for a given earthquake intensity, aS . It is shown that the demands on 
the bridge increase as the deteriorating process unfolds. Furthermore, seismic fragility 
estimates are presented that reflects the effects of both capacity degradation and demand 
variation due to corrosion. The reliability analyses presented in this research involve 
multiple modes of failure; using the demand models developed in this research as well as 
previously developed capacity models. The models are applicable to existing and new 
columns that are subject to current or future deterioration. Importantly, they may be 
employed in service-life and life-cycle cost analyses. Uncertainties in the corrosion 
models, the capacity models, and the demand models are considered.  
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(a) Drift failure mode 
 
 
 
                                                          
(b) Shear failure mode 
 
 
Fig. 4-8. Importance measures of the diffusion model random variables parameters for 
the drift (top) and shear (bottom) failure mode, aS  =2.8   
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(a) Drift failure mode 
 
                                                                                    
 
(b) Shear failure mode 
 
Fig. 4-9. Importance measures of the structural random variables parameters for the drift 
(top) and shear (bottom) failure mode, aS  =2.8  
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reliability sensitivities over time. For the pristine bridge it is observed that for both the 
drift and shear failure modes the transverse reinforcement carries significant importance. 
The results show that for the shear failure mode the sensitivity with respect to the 
longitudinal reinforcement keeps increasing over time, while that in the drift failure 
mode is decreasing.  It is also observed that the importance of the randomness in the 
physical parameter are more influenced by corrosion than the importance of the model 
parameters.  
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CHAPTER V 
 
FRAGILITY INCREMENT FUNCTIONS FOR CORRODING REINFORCED 
CONCRETE BRIDGE COLUMN 
The increased deformation and shear fragilities of corroding reinforced concrete (RC) 
bridge columns are modeled as functions of time using fragility increment functions.  
These functions can be applied to various environmental and material conditions by 
means of controlling parameters that corresponds to the specific condition.  For each 
model of failure, the fragility of a deteriorated column at any given time is obtained by 
simply multiplying the initial fragility of the pristine/undeteriorated column by the 
function developed in this research.  The developed increment functions account for the 
effects of the time-dependent uncertainties that are present in the corrosion model as 
well as in the structural capacity models.  The proposed formulation provides a useful 
tool in engineering practice in that the fragility of deteriorated columns is obtained 
without any extra reliability analysis once the fragility of the pristine column is known.  
The fragility increment functions are expressed as functions of time t  and a given 
deformation or shear demand.  Unknown parameters involved in the models are 
estimated using a Bayesian updating framework.  A model selection is conducted during 
the assessment of the unknown parameters using the Akaike Information Criterion (AIC) 
and the Bayesian Information Criterion (BIC).  For the estimation of the parameters, a 
set of data is obtained by FORM (First-Order Reliability Method) analysis using existing 
probabilistic capacity models for corroding RC bridge column.  Example fragilities of a 
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deteriorated bridge column typical of current California’s practice are presented to 
demonstrate the developed methodology.  The increment functions suggested in this 
research can be used to assess the time-variant fragility for application to life-cycle cost 
analysis and risk analysis. 
Introduction 
A large number of the bridges in U.S. have been recorded as losing their structural 
capacity while providing transportation of people, products and vehicles.  Of the 
approximately 600,000 bridges in the U.S., 343, 000 bridges are made of conventional or 
pre-stressed reinforced concrete (RC) and 15 % of the bridges are structurally deficient 
primarily due to corrosion of steel and steel reinforcement.  Methods to predict 
remaining service life of a concrete structure or element subject to corrosion have been 
developed considering the material deterioration (Clifton and Knab 1989), the 
consequent loss of structural capacity, and the reduced reliability (Mori and Ellingwood 
1993; Enright and Frangopol 1998a,b; Dura-Crete 2000; Vu and Stewart 2000).  In 
particular, a significant effort has been made to adopt a probabilistic approach to account 
for the uncertainties involved in the mechanical and chemical properties of the 
deteriorating structure. 
Several studies tried to assess the reliability of deteriorating bridges.  In 
particular, Clifton and Knab (1989) suggested a deterioration function to model the 
material deterioration of underground concrete structures .  The mathematical modeling 
is based on the chemistry and physics of the deterioration processes of concrete.  Mori 
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and Ellingwood (1993) used the material deterioration function developed by Clifton and 
Knab (1989) and introduced a function that describes the loss of structural capacity to 
compute the time-varying reliability of RC bridges.  However, while introducing the 
concept of a deterioration function, they did not assess its parameters.  Enright and 
Frangopol (1998a) assessed a deterioration function for the loss of flexural strength due 
to corrosion for a specific set of environmental and material conditions.  However, the 
formulation cannot be used for different environmental and material conditions and the 
parameters are specific to the considered structure.  The developed model was used by 
Enright and Frangopol (1998b) to investigate the effects of the structural deterioration on 
the time-variant reliability of bridge beams.  However, their formulation does not 
account for the increasing uncertainty over time that is accounted for in this research.  Li 
and Melchers (2005) developed a deterioration function as a stochastic process with a 
mean function and a coefficient of variation function.  While considering the increasing 
uncertainty of the capacity degradation over time, the reliability analysis neglected the 
increasing uncertainty.  Furthermore, the function developed by Li and Melchers is still 
limited to specific material and environmental conditions.  
For the practical use in engineering applications, it is desirable to have a capacity 
deterioration function that is general and can be used for different environmental 
conditions and material properties.  Furthermore, the reliability should account the 
increasing uncertainty over time.  Finally, using a degradation function, a reliability 
analysis has to be performed at each considered time using the newly calculated capacity 
to obtain the fragility of a deteriorating RC bridge. 
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In this research, I focus on RC bridge columns and I develop a fragility 
increment function that is generalized to different combination of material and 
environmental conditions, improving the previous efforts in terms of efficiency and 
accuracy.  The increment function, )(tGF , is defined as a ratio of the fragility of the 
deteriorating column at time t , )(tF , and the fragility of the prestine/undeteriorated 
column at the time of construction )0(F , that is )0(/)()( FtFtGF = .  Using )(tGF , the 
fragility of deteriorating structure is obtained as )0()()( FtGtF F= .  The fragility in this 
study is defined as the conditional probability of failure given a corresponding demand.  
The deformation and the shear failure modes are considered.  The proposed function is 
expressed as a function of time t  and the given deformation, δD , or shear , vD , 
demands.  While the previous studies focused on the ratio of capacity describing 
capacity deterioration, the proposed fragility increment describes directly the increase in 
the fragility.  This approach reduces the computational cost by providing the fragility at 
any time of interest without any additional reliability analysis.  Furthermore, the function 
)(tGF  also accounts for the effects of the time-variant uncertainty. 
The fragility increment function is modeled reflecting the mathematical 
properties of diagnostic fragility curves and satisfying the boundary conditions.  Then, 
the unknown parameters involved in the models are estimated by a Bayesian approach.  
To select the most parsimonious and efficient model, a model selection process is used 
for the parameter estimation using the Akaike Information Criterion (AIC) (Akaike 
1978a,b) and the Bayesian Information Criterion (BIC) (Schwarz 1978) as the selection 
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criteria.  The data used to estimate the parameter distributions are obtained using the 
probabilistic capacity models for corroding RC columns developed by Choe et al. (2007).  
Fragilities of an example bridge column are obtained using the developed increment 
function, )(tGF .  A comparison shows that the fragilities obtained using )(tGF  are in 
close agreement with those assessed carrying out a traditional reliability analysis. 
The four sections that are provided in this chapter cover: (i) the concept of 
fragility increment function, (ii) the modeling of the increment function, which is 
conducted by modeling the fragility of pristine column, extending into the time-
dependent fragility of deteriorated column, taking the friction of the fragilities, and 
testing the mathematical properties to satisfy boundary conditions, (iii) the parameter 
estimation, which includes the Bayesian updating parameter estimation and the model 
selection process using the criteria of AIC and BIC , and (iv) the results of the studies in 
previous section and the fragility estimation using the model developed in this study. 
Fragility Increment Function 
The fragility increment function, )(tGF , is defined as a ratio between the fragility at 
time t , )(tF , and the fragility of the pristine column, )0(F .  In general, the fragility of a 
pristine column can be written as the conditional probability { }DDCPF |00 ≤−= , 
where 0C  is the structural capacity of the pristine column and D  is a specified demand 
level.  The time-variant fragility )(tF  of a deteriorating structure can then be written as 
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{ }DDtCPtF |0)()( ≤−= , where )(tC  denotes the time-variant structural capacity of 
the deteriorating system. 
A number of studies have been conducted to approximate )(tC  rather than 
focusing on )(tP , which is the quantity of ultimate interest and is the goal of this 
research.  To estimate )(tF , previous studies have focused on modeling )(tC .  In this 
case, the time-variant fragility can obtained by carrying out a reliability analysis at each 
time t .  To obtain the time-variant capacity )(tC , a degradation function )(tGC  is 
typically introduced and defined as a ratio between the time-variant capacity and the 
initial capacity, )0(/)()( CtCtGC = .  Given (0)C , the capacity at any given time, )(tC , 
can be compute as )0()()( CtGtC C= .  The fragility can then be computed as =)(tF  
{ }DDCtGP C |0)0()( ≤− .  Based on the previous research by Clifton and Knab (1989), 
Mori and Ellingwood (1993) introduced the degradation function 21( ) 1CG t tαα= − , 
where 1α  and 2α  are two constant parameters, to assess the impact of the resistance 
degradation on the  reliability.  Similarly, Enright and Frangopol (1998a) used the 
formulation proposed by Mori and Ellingwood to assess the effects of structural 
degradation due to corrosion on the time-variant reliability of RC bridge beam.  In their 
analysis, Enright and Frangopol assumed 2 1α = , which leads to a linear )(tGC .  They 
assessed the unknown parameter k  using experimental data given one specific exposure 
condition and a specific set of material properties.  As a further simplification, Enright 
and Frangopol assumed the value of the corrosion initiation time.  These functions do 
not consider the actual environmental and material conditions that affect the corrosion 
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process.  Enright and Frangopol (1998b) extended the original function to 
2
1 2( ) 1CG t t tα α= − + , where 1α  and 2α  are two constant parameters.  However, the 
time-variant reliability neglected the uncertainty in )(tGc .  In addition to these 
limitations, while )(tGC  provides a convenience way to compute )(tC , a reliability 
analysis is still needed to obtain the fragility )(tF  at every time t . 
Neglecting the effects of the time-varying uncertainties present in the corrosion 
model and in the structural capacity models may cause an error in the fragility estimates 
as shown in Fig. 5-1.  The top two plots in Fig. 5-1 display the capacity degradation with 
constant variance (left) and with the time-dependent variance considered in this study 
(right).  The top-left plot shows a time-dependency in the mean capacities but the 
distribution around the means has a constant variance over time.  However, in reality, the 
uncertainties keep growing with time due to the uncertainties in the corrosion process 
and result in wider ±  1 standard deviation bounds as shown in the top-right plot.  
Assuming that a given demand is less than the mean capacity, it is noted that the fragility 
in top-left diagram is underestimated because the growing model uncertainty is 
neglected.  Conversely, if a given demand is higher than the mean capacity, not 
considering the time-dependency of the variance leads to an overestimated fragility.  The 
two bottom plots in Fig. 5-1 present the fragility of a deteriorating structure for each case 
(on the left and considering constant or time-dependent uncertainty on the right.)  The 
bottom-left plot shows the change over time of in the fragility curve in the case of 
constant variance. The fragility only shifts to the left.  The bottom-right plot shows the 
change in the shape of the fragility curve that occurs when considering the increased 
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uncertainties.  It is seen that there is a larger slope in the fragility (higher left tail and 
lower right tail) in addition to the shift to the left already discussed. 
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Fig. 5-1. The expected degradation in structural capacity (top) and fragility change 
(bottom) 
 
 
 
In this research, I develop a fragility increment function expressed as a ratio of 
fragility at time t  to the fragility of initial construction, )0(/)()( FtFtGF = .  This 
function can be applied to various environmental and material conditions by means of 
controlling parameters that corresponds to the specific condition.  The fragility of 
deteriorated columns at any given time is obtained by simply multiplying the initial 
fragility without extra reliability analyses, once the fragility at the initial construction is 
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known.  Table 5-1 shows the range of environmental and material conditions that the 
function developed in this study is applicable to. 
The proposed function )(tGF  includes the effects of time-variant uncertainty by 
explicitly considering this effect in its mathematical formulation and by using sets of 
fragility data that are estimated considering the time-variant uncertainties contained in 
corrosion initiation and propagation models, and in the capacity model.  The function 
developed in this research will be expressed as a function of time t  and a given demand 
D . 
Table 5-1. Range of the environmental and material conditions that the suggested 
functions are applicable to 
cw /  Environmental Condition 
Curing 
Condition Humidity 
Submerged 
Tidal 
Splash 
0.4~0.5 
Atmospheric 
1 day~28 days 
Constantly saturated 
 
Constantly humid or 
many humid-dry cycles 
 
 
 
Modeling 
In this research I consider two modes of failure, deformation and shear.  The fragility 
increment function for the k th failure mode is then expressed as 
( )
, ,
, , , ,F k F k k kG G t D k v= = δx   (5-1) 
where k = δ  indicates the deformation failure mode and k v=  indicates the shear failure 
mode; x  is the vector of environmental and material properties; kD  indicated the given 
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demand level; and k  denotes the sets of the unknown parameters introduced to fit the 
proposed models to fragility data. 
In assessing the unknown parameters k , the model needs to satisfy the 
homoskedasticity and normality assumptions.  That is the model standard deviation 
needs to be independent of t  and kD , and the model error needs to have the Normal 
distribution.  These assumptions are approximately satisfied by employing a suitable 
transformation of each increment data.  By investigating the possible transformations 
and diagnostic plots, I employ the logarithmic transformation.  Eq. (5-1) is then rewritten 
as 
( ) ( )
, ,
ˆlog , , , log , , ,F k k k F k k k kG t D G t D   = + σ ε   x  x   
(5-2) 
kσ  represents the standard deviation of the model error kσ ε , ε  is a Normally distributed 
random variable with zero mean and unit variance, and 
,
ˆ
F kG  is use to model 
)0(/)( kk FtF  as a function the environmental and material conditions, x , and can be 
written as the ration between the models for the fragility of the deteriorating and the 
pristine fragilities, )0(ˆ/)(ˆ kk FtF . 
Fragility of Pristine and Deteriorating RC Bridge Columns: 0ˆ ( )k kF D  and ˆ ( , )k kF t D  
The model in Eq. (2) is fitted using fragility data for pristine and deteriorating columns.  
The fragility data for pristine columns are obtained following Gardoni et al. (2002) and 
Choe et al. (2007a).  The fragility data for deteriorating columns are obtained following 
Choe et al. (2007b) and considering different environmental and material conditions.  
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The reliability analyses to obtain the fragility data are carried out using a First Order 
Reliability Analysis (FORM) (Ditlevsen and Madsen 1996). 
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Fig. 5-2. Properties of the logistic function: original shape (solid line), change in shape 
due to an increment in ks (dotted line) and change in shape due to an 
increment in kn (dashed line). 
 
 
The generated data show that the fragilities of pristine columns follow an S-
shape.  To model this shape, I considered several candidate functions.  Based on its 
flexibility and simplicity, I selected the logistic function: 
( ) ( ) knkkkk DsDF += 1
1
ˆ
 
(5-3) 
Fig. 5-2 displays the properties of the curve in Eq. (5-3).  Based on the mathematical 
properties of this type of function, the parameter kn  controls only the slope of the curve 
and the parameter ks  characterizes both of the shift and slope of curve.  The parameters 
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ks  and kn  can be obtained by regression using the fragility curves of pristine bridge 
column.  Also the fragility of the deteriorating column follows an S-shape.  Therefore, to 
model ),(ˆ kk DtF  I develop correction terms for the parameters ks  and kn  of )(ˆ 0 kk DF . 
As discussed earlier, it is expected that fragility curves of the corroding columns 
have both a shift to the left and a change in slope.  The shift along with the horizontal 
axis corresponds to the degradation of the mean capacity and the change of slope is 
caused by the effects of time-variant uncertainty.  To capture these effects, I introduce 
two correction terms, ksR ,  and knR , .  The controlling parameters ks  and kn  are the 
replaced by ksk Rs ,−  and knk Rn ,−  respectively to write the fragility of deteriorating 
columns as 
( ) ( )[ ]{ } ( )tRnkkskkk knkDtRsDtF ,,1
1
,
ˆ
−
−+
=  
(5-4) 
Since the parameter ks  is the only parameter to control the shift, ksR ,  describes 
the mean capacity degradation of the deteriorating column.  To model ksR , , I assume 
that the degradation of mean capacity is expressed as a function of the loss of steel 
diameter due to corrosion.  Choe et al. (2007b) derived the expression 
[ ] 71.064.1 )(/)/1(0508.1 corrTtdcw −− −  for the loss of the reinforcement diameter for 
fcorr TtT ≤< , where corrT  is the corrosion initiation time and fT  is the time when the 
diameter of reinforcement, in theory, reaches zero.  This expression is based on the time-
dependent corrosion rate function developed by Vu and Stewart (2000), where cw /  is 
water-to-cement ratio, d  is the concrete cover depth, and corrT  is the time to corrosion 
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initiation.  Following Choe et al. (2007b), fT  is computed as 
1.64 1/0.71{ / [1.0508 (1 / ) ]}corr biT d d w c −+ − , where dbi is the initial bar diameter at time t = 0.  
The correction term ksR ,  is then written as [ ] 3,2, )(/)/1()( 1,, kk corrkks TtdcwtR θθθ −−= .  
Since a model for corrT  involves several other random variables, to simplify the equation, 
I introduce the expression of the time to initiation of the capacity degradation as 
corrkG TT ˆ4,θ=  and replace corrT  with GT , where corrTˆ  is the point estimator of corrosion 
initiation time corrT  computed at the mean value of the input parameters and 4,kθ  
primarily accounts for the variability around corrTˆ .  However, due to the correlation 
between the parameters, 4,kθ  might also reflect other sources of variability that influence 
,
( )s kR t .  The correction term ksR ,  can be finally written as  
( ) ( )
( )
,2
,3
,1 ,4
,
,
1
ˆ
k
k
k k corr G f
s k
s k f f
w c
t T T t T
dR t
R T t T
θ θ
θ θ

−	 

− < ≤  
=  
 >
 
(5-5) 
Since the parameter kn  controls the slope the logistic function, I used it to model 
the effect of the increasing uncertainty over time.  The correction term knR ,  is written as  
( ) kttR kkn ,6,5, θθ=  (5-6) 
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Fragility Increment Functions: 
,
ˆ ( , , , )F k k kG t Dx   
According to the definition of the fragility increment function, the model 
,
ˆ
F kG = 
)0(ˆ/)(ˆ kk FtF  is modeled as  
( ) ( )
( ){ } ( ),
,
,
1
ˆ 1
, , ,
1
k
k n k
G
n
kF k k k
G
n R t
k s k
t T
s DG t D t T
s R t D
 − 
<
 +
=  ≥

 + −  
x   
(5-7) 
Fig. 5-3(a) shows the shape of developed function in Eq. (5-7) in the 3-dimensional 
space of ),(ˆ
, kkFk DtGtD −− .  Figs. 5-3(b) and (c) compare the developed function (on 
the left) with calculated values using a set of example fragilities (on the right).  The 
example fragility is obtained assuming the column is made of the concrete mixture 
5.0/ =cw  with 1 day of curing time and in submerged exposure condition, i.e., the 
lower part of the column is permanently under the sea-water level.  For this illustration 
purpose, the deformation mode of failure was considered. 
The curve projected onto the ),(ˆ
, kkF DtGt −  plane can be written as ,ˆ ( )F kG t  
assuming a constant demand D  (Fig. 5-3(b)).  The asymptotic limit of 
,
ˆ ( )F kG t  for 
t → ∞  is knkkk DsL )/(1+= .  The curve agrees with the example data shown in right 
hand side.  
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Now, I look at the dependence of 
,
ˆ
F kG  on kD .  For each demand values 
3,2,1, ,, kkkk DDD D = , the vertical upper limit kL  is written as k
n
kkk DsL )/(1 1,1, += , 
kn
kkk DsL )/(1 2,2, += , knkkk DsL )/(1 3,3, += .  Therefore, the upper limit in the 3-D of  
)(ˆ
, kkFk DGD −  plane can be written as k
n
kkkk DsDL )/(1)( +=  as shown in Fig. 5-3(c), 
comparing with the observed example data. 
I introduce an additional parameter 
,7kθ  into Eq. (5-7) to capture a possible 
difference in the (functional) order of corrosion propagation and degradation of the 
structural capacity.  Therefore the final suggested form is the following:  
( ) ( )
( ){ } ( ),
,
,
1
ˆ
, , , 1
1
k
k
k n k
G
n
F k k k k
G
n R t
k s k
t T
G t D s D
t T
s R t D
θ
 − 
<

 
= +  ≥ 
  + −  
x   
(5-8) 
 
Parameter Estimation 
The unknown parameters k  in the proposed models are assessed with a Bayesian 
approach using data generated following Choe et al. (2007b).  In assessing k , a model 
selection process is carried out to identify unimportant terms in the proposed model and 
select a parsimonious one (with as few unknown parameter as possible).  In this section, 
I describe how the data are generated, the Bayesian parameter estimation, and the model 
selection process. 
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Fig. 5-3. Mathematical property of developed function, ),(ˆ
, kkF DtG  
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Fragility Data for the Assessment of k  
The model parameters k  are assessed using fragility data for pristine and deteriorating 
columns.  The fragility data for pristine columns are obtained following Gardoni et al. 
(2002) and Choe et al. (2007a).  The fragility data for deteriorating columns are obtained 
following Choe et al. (2007b) and considering the environmental and material conditions 
shown in Table 5-1 that include different combinations of chloride exposure conditions, 
environmental oxygen availabilities, water-to-cement ratios, and curing conditions.  The 
reliability analyses to obtain the fragility data are carried out using a First Order 
Reliability Analysis (FORM).  A total of 581 data points for each failure mode are 
considered and form the vector kG . 
Choe et al. (2007b) developed a probabilistic capacity models for corroding RC 
columns considering the model uncertainties in both the capacity and corrosion models, 
in addition to the uncertainties in the environmental conditions, material properties, and 
structural geometry.  The capacity at time t  is written as 
 
( ) ( ) ( ), ,0, , , , ,corrk C k k C k corr T corr corrC t C t T f t dT k v∞= ⋅ = δx  x   (5-9) 
where )|,,,(
, corrkCk TtC x  is the capacity for failure mode k  for a given corrosion 
initiation time, and )( corrT tf corr  is the probability density function (PDF) of the corrosion 
initiation time corrT , written as (Dura-Crete 2000) 
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(5-10) 
where d  is the cover depth of the reinforcement, ek  is an environmental factor, tk  
represents the influence of test methods to determine the empirical diffusion coefficient 
CD , ck  denotes a parameter that accounts for the influence of curing, 0t  is the reference 
period for CD , an is the age factor, IX  is a model uncertainty coefficient to account for 
the idealization implied in Fick’s second law, sC  is the chloride concentration on the 
surface, crC  is the critical chloride concentration, and ( )erf ⋅  is the error function.  This 
model is also used to obtain the time to degradation initiate 
,4
ˆ
G k corrT Tθ=  in Eqs. (5-6) 
and (5-8).  Appendix 1 shows the mean value of each parameter corresponding to each 
material and exposure conditions. 
Bayesian Updating Parameter Estimation 
To estimate the unknown parameters k , I employ a Bayesian approach using of the 
updating rule (Box and Tiao 1992) 
( ) ( ) ( )k k k kf L p= γ  G   (5-11) 
 
where )( kp   is the prior distribution of k  that reflects our previous knowledge about 
k , ( | )k kL  G  is the likelihood function representing the objective information on k  
in the fragility data kG , γ  is a normalizing factor, and )( kf   is the posterior 
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distribution reflecting our updated knowledge on k . Since no prior information is 
available about k , I used a non-informative prior distribution employing formulas 
provided by Box and Tiao (1992). 
Model Selection 
Ideally, the fragility increment function 
,
ˆ ( , , , )F k k kG t Dx   should be accurate, unbiased, 
and easily implementable in practice.  In addition, as a statistical consideration, a model 
should be parsimonious (as few parameters ik ,θ  as possible) to avoid (1) loss of 
precision of the estimates of the parameters and of the overall model due to the inclusion 
of unimportant terms, and (2) overfitting the data. 
All current model selection methods are categorized in two classes based on their 
statistical performance and objectives (Burnham 2002).  The first class of the methods is 
based on the concept that no “true mode” exists because the truth is very complex.  
Therefore, the selection criteria for this class are aimed at estimating the approximate 
true model.  Akaike Information Criterion (AIC) is one of the well known criteria in this 
class.   It was developed to select a parsimonious model for the analysis of empirical 
data by Akaike (1978a,b).  AIC provides a trade-offs between the model complexity and 
the quality of the fit of the data.  The AIC can be written as 
( )2 log 2k k PAIC L N = − +  G  (5-12) 
where PN  is the number of unknown parameters included in k . 
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The second class of criteria has been developed based on the assumption that an 
exactly “true mode” exists.  This assumption implies that the dimension (number of 
unknown parameter) and the true model form are fixed as the sample size increases.  
Under this assumption, these criteria provide consistent estimator of the model 
dimension, PN .  A consistent estimator is derived so that the probability to select the 
“true mode” approaches 1 when the sample size goes to infinity, ∞→SN .  These 
criteria are refer to as “constant” or “dimension-constant” criteria.  Schwarz (1978) 
provides a Bayesian argument for adopting the Bayesian Information Criterion (BIC), 
which is one of the best known “constant” criteria.  The BIC penalizes the unknown 
parameters in terms of )log( SP NN  that is in general a stronger penalty than the PN2  
used in AIC.  The expression for BIC is written as 
( ) ( )2log logk k p SBIC L N N = − +  G  (5-13) 
BIC is known to perform well especially for generated data and for large sample 
size of data (Burnham 2002).  In this research, I use both AIC and BIC for the model 
selection.  The selected model has the minimum values of AIC and BIC.   
In addition to these selection criteria, I compute the mean absolute percentage 
error (MAPE) to have a more intuitive measure of the accuracy of the candidate models.  
The MAPE is the mean error in the model expressed as a percent of the FORM value.  
MAPE is written as: 
, , ,
1 , ,
ˆ ( , , , )1 100
SN F k k k F k i
iS F k i
G t D G
MAPE
N G
=
 	 

−
  = ×
  
  

x 
 
(5-14) 
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where 
,
ˆ ( , , , )F k k kG t Dx   is the fragility increment using the developed function and ikFG ,,  
is the fragility increment obtained by the observed data and 
,
ˆ ( , , , )F k k kG t Dx   is the 
fragility increment by the developed function.  The obtained results are discussed in the 
following section. 
Results 
In this section, I show the results of the parameter estimation and model selection.  Five 
candidate models are presented and used in the selection process.  The application of the 
fragility increment function is presented using an example bridge column with selected 
environment and material conditions. 
Fragility Increment Functions 
Table 5-2 displays the candidate models considered in this research.  Model A is the full 
model presented in Eq. (5-8). Model B neglects the model correction 7,kθ .  Model C 
ignores both the effect of 
,7kθ  and the randomness in corrT  associated to 4,kθ .  Model D 
is generated from Model C neglecting the effect of the increasing model uncertainty with 
time (i.e., 5,kθ  and 6,kθ  are neglected).  Model E neglects both the effects of the 
randomness of corrT , 4,kθ , and the mean capacity degradation ( ,1kθ , ,2kθ , and ,3kθ ). 
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Table 5-2. Candidate models of fragility increment function. 
Model Parameters Model: ),(ˆ
,
DtG kF  at )( GTt ≥  Note 
A kkkk σθθθ ,,, 7,2,1,   
( )
( ){ } ( )
7
,
,
1
1 /
k
k n k
n
k
n R t
k s k
s D
s R t D
θ
 − 
 
+ 
 
  + −  
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Table 5-3. Model selection criteria for candidate models 
 
 Model PN  AIC AICi,∆  BIC BICi,∆  MAPE 
A 8 −1162 0 −1128 0 0.0130 
B 7 −1096 65 −1066 61 0.0144 
C 6 −1062 99 −1037 91 0.0146 
D 4 552 1714 569 1697 0.0631 
),(
, δδ DtGF  
E 3 829 1992 842 1971 0.0868 
A 8 111 0 145 0 0.0320 
B 7 470 359 500 354 0.0353 ),(, vvF DtG  
C 6 489 377 514 368 0.0578 
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Table 5-4. Posterior statistics of the parameters, 
,FG δ  (deformation failure mode) 
 
1,δθ  2,δθ  3,δθ  4,δθ  5,δθ  6,δθ  7,δθ  δσ  
Mean 5.50E-09 −3.16 0.938 0.809 0.020 0.667 0.380 0.021 
St. dev. 0.057 0.030 0.029 0.020 0.003 0.028 0.020 0.001 
 Correlation coefficients 
1,δθ  1.00 0.50 −0.29 0.34 −0.42 0.40 0.02 −0.24 
2,δθ  0.50 1.00 0.60 0.20 0.059 −0.06 0.07 −0.41 
3,δθ  −0.29 0.60 1.00 −0.11 0.33 −0.18 −0.40 -0.26 
4,δθ  0.34 0.20 −0.11 1.00 −0.57 0.509 0.18 −0.25 
5,δθ  −0.42 0.06 0.33 −0.57 1.00 −0.94 0.060 0.03 
6,δθ  0.40 −0.06 −0.18 0.509 −0.94 1.00 −0.38 −0.06 
7,δθ  0.02 0.07 −0.40 0.18 0.06 −0.38 1.00 0.04 
δσ  −0.24 −0.41 −0.26 −0.25 0.03 −0.06 0.04 1.00 
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Fig. 5-4. Comparison between the predicted fraglity using the function developed and 
the results of FORM analysis : deformation failure (Model A) 
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Fig. 5-5. Model selection process, deformation failure 
 
 
Table 5-3 shows the values of AIC, BIC and MAPE for the candidate models.  I 
introduce the relative measure of the criteria i∆ .  With i candidate models, differences, 
i∆ , of AIC and of BIC are defined as min, AICAICiAICi −=∆  and min, BICBICiBICi −=∆   
with respective.  
For the deformation failure mode, I select Model A since it has the smallest AIC, 
BIC, and MAPE values (Table 5-3).  Based on the MAPE value, on average Model A has 
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an error of 1.30% over 581 data points.  Fig. 5-4 shows comparisons between the the 
median predicted inceremt function 
,
ˆ ( , )FG t Dδ δ  using the developed function and the 
results of FORM analysis in original space (left) and in log-scaled space (right), for the 
selected Model A.  A perfect model would line up along the 1:1 line (dashed line).  The 
figure also shows the +/− 1 standard deviation kσ .  Fig. 5-5 show the predictions based 
on Models B-E.  Models B and C give a relatively good fit with a MAPE of 1.44% and 
1.46%.  However, they show a nonlinearity in the plot, which suggests that one or more 
parameters might be missing.  Models D and E show a significantly worse fits than 
Model A, displaying both larger variances as well as nonlinearities in the residuals.  
Table 5- 4 lists the posterior distribution of parameters in the selected Model A for 
deformation failure mode. 
 
 
Table 5-5. Posterior statistics of the parameters, 
,F vG  (shear failure mode) 
 
1,vθ  2,vθ  3,vθ  4,vθ  5,vθ  6,vθ  7,vθ  vσ  
Mean 2.90E-05 −1.37 0.423 1.29 1.27 0.161 0.801 0.053 
St. dev 1.45E-06 0.016 0.014 0.012 0.055 0.007 0.011 0.002 
Correlation coefficients 
1,vθ  1.00 0.19 −0.37 0.29 −0.02 0.17 0.05 −0.01 
2,vθ  0.19 1.00 0.82 −0.64 0.15 −0.48 0.07 −0.08 
3,vθ  
−0.37 0.82 1.00 −0.62 0.28 −0.64 0.06 −0.06 
4,vθ  0.29 −0.64 −0.62 1.00 0.44 0.00 −0.21 0.07 
5,vθ  
−0.02 0.15 0.28 0.44 1.00 −0.89 −0.34 0.04 
6,vθ  0.16 −0.48 −0.64 0.00 −0.89 1.00 0.28 −0.01 
7,vθ  0.05 0.07 0.06 −0.21 −0.34 0.28 1.00 −0.05 
vσ  −0.01 −0.08 −0.06 0.07 0.04 −0.01 −0.05 1.00 
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As for the deformation failure mode, also for the shear mode of failure, Model A 
is selected as the preferable model based on AIC, BIC and MAPE.  Fig. 5-6 show a 
comparison between the median predicted inceremt function 
,
ˆ ( , )F v vG t D  based on 
selected Model A and the fragility increment function obtained using FORM analaysis.  
Fig. 5-7 shows the predicted values versus the FORM data for the rejected candidate 
models.  Models B and C show a good fit but are not as accurate as Model A.  The 
assessment of Models D and E does not reach convergence.  The lack of convergence 
may be explained by the fact that Models D and E are too far from the true model.  Table 
5-5 lists the posterior statistics of parameters for Model A of shear failure. 
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Fig. 5-6. Comparison between the predicted fraglity using the function developed and 
the results of FORM analysis : shear failure(Model A) 
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Fig. 5-7. Model selection process, shear failure 
 
 
 
Fragility Estimation 
The developed fragility increment functions 
,
ˆ ( , , , )F k k kG t Dx   are used to obtain the 
fragility curves for an example RC column.  I compare the predicted fragility with the 
results of FORM analysis.  To compute the fragility at time t  using 
,
ˆ ( , , , )F k k kG t Dx  , 
the required inputs are )0(ˆkF , and the environmental and material conditions of the 
bridge column.  The fragility )0(ˆkF  is obtained by reliability analysis (in this case 
FORM analysis).  The fragility of corroding column at time t  is obtained as 
,
ˆ( ) ( , , , ) (0)k F k k k kF t G t D F= ×x  .  The fragility increment function ,ˆ ( , , , )F k k kG t Dx   is 
compute using Eq. (5-8), where the correction terms ksR ,  and knR ,  are compute using 
Eqs. (5-5) and (5-6). 
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The example corroding RC column has the material property and the geometry 
that are typical of currently constructed highway bridge columns in California (Naito 
2000).  To compute the pristine fragility )0(ˆkF , the structural geometry and material 
properties are assumed as following: the column has a nominal cover thickness of 59 
mm, pristine longitudinal reinforcement ratio 0199.0=lρ , gross diameter 1520gD =  
mm, ratio of gross to core diameter / 1.07g cD D = , and clear height 9140H =  mm.  The 
yield stress of longitudinal reinforcement yf  is assumed to be a lognormal random 
variable with mean 475 MPa and 0.05 coefficient of variation (COV), the volumetric 
transverse reinforcement yhf  is assumed to be a lognormal random variable with mean 
493 MPa and 0.05 COV, and the compressive strength of concrete cf ′  is assumed to be a 
random variable lognormally distributed with mean 8.35  MPa and 0.1 COV. 
To compute 
,
ˆ ( , , , )F k k kG t Dx  , the column is assumed to be made of the concrete 
mixture with 5.0/ =cw  with 1-day of curing time and is under constantly saturated 
atmospheric conditions and submerged exposure condition.  These conditions are 
selected because they are the most extreme for corrosion.  The parameters ks  and kn  are 
obtained by regression analysis using the initial fragility )0(ˆkF .  The estimated 
parameters are 4.05=kn , 0.0798 =ks  for the deformation mode, and 8.70 =kn , 
0.711  k =s  for the shear mode.  The parameters k  are listed in Tables 5-4 and 5-5 for 
deformation and shear modes, respectively. 
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Figs. 5-8 and 5-9 show the fragility of the example bridge column for drift and 
shear failure mode, respectively.  The dotted line represents the fragility of the pristine 
column computed using FORM.  The dashed line shows the fragility of the example 
column after 100 years.  The solid line show the fragility computed with the developed 
fragility increment function, also at 100 years.  Both for the deformation and shear 
failure modes, only negligibly differences can be seen between the fragilities computed 
using 
,
ˆ ( , , , )F k k kG t Dx   and using FORM, especially for lower demand values, which is 
the range of interest for civil engineering applications.  For high demand values, using 
the developed increment functions provides a smaller estimate of the fragility than 
FORM analysis.  This agrees with the results of the model fit shown in Figs. 5-4 and 5-6, 
where the values of 
,
ˆ
F kG  close to 1 tend to be smaller than the FORM data.  
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Fig. 5-8. Fragility of example submerged bridge column, cw / = 0.5, curing time 1 day 
and constantly humid atmospheric condition: deformation failure mode. 
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Fig. 5-9. Fragility of example submerged bridge column, cw / = 0.5, curing time 1 day 
and constantly humid atmospheric condition: shear failure mode. 
 
Conclusion 
Fragility increment functions are developed for determining the fragility of corroding 
RC bridge column.  Deformation and shear failure models are considered.  The 
developed increment functions provide estimates of the fragility at the time of interest 
without conducting a reliability analysis simply based on the fragility of the pristine/non-
deteriorated bridge column.  The increment functions are applicable to various 
environmental and material conditions.  Their formulation satisfies the mathematical 
boundary conditions and the shape reflecting the sets of observed data.  The formulation 
includes the effects of the capacity degradation as well as the time-variant uncertainty in 
corrosion process.  A model selection process based on the Akaike Information Criterion 
0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1
0.0
0.5
1.0
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and the Bayesian Information Criterion is used to identify the most parsimonious model 
for the fragility increment function.  The considered criteria show that it is important to 
account for both the capacity degradation and the effect of the increasing uncertainty 
over time.  The developed models fit the data obtained by FORM analysis with a 1.30% 
and 3.20% average error for the deformation and shear modes, respectively.  This 
research contributes to the assessment of accurate fragilities for corroding RC columns.  
The proposed approach reduces the computational cost compared to any reliability 
analysis.  The function suggested in this research can be used to assess the time-variant 
fragility for application to life-cycle cost analysis and risk analysis. 
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CHAPTER VI 
 
SUMMARY 
My doctoral research has focused on the seismic reliability of deteriorating RC bridges.  
I employed a Bayesian methodology to develop probabilistic capacity models based on 
experimental data.  To model the time-variant deterioration of the structural performance 
of RC bridges, probabilistic capacity and demand models for corroding bridges were 
developed.  The probabilistic models objectively assessed the seismic fragilities of 
deteriorating bridges considering various environmental exposure conditions and the 
resulting corrosion-induced deterioration process.  The models consider uncertainties in 
the measured parameters, the environmental conditions, as well as model uncertainty 
included in both structural and corrosion models.  To facilitate the use in practice, the 
increased deformation and shear fragilities of corroding RC bridge columns were 
modeled using fragility increment functions as functions of time, environmental and 
material conditions.  The models are applicable for various environmental and material 
conditions.   The parameters in the fragility increment functions were estimated using a 
Bayesian updating framework. 
I expect to extend the fragility increment function developed in this doctoral 
research to also consider seismic demands.  In this case, the fragility increment will be 
modeled as a function of time, environmental and material conditions, and the 
earthquake spectral acceleration.  
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The results of this research can be of direct value to those making decisions 
about structural safety, condition assessment, residual life, and the ability of existing RC 
bridges to withstand future earthquakes. 
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APPENDIX 
 
Parameter distribution of corrosion initiation model (Dura-Crete 2000) 
 
Do: Reference diffusion coefficient at t0 =28day 
Condition Distribution Mean[mm2/yr] St. dev.[10-12 m2/s] 
w/c=0.4 Normal 220.9 25.4 
w/c=0.45 Normal 315.6 32.5 
w/c=0.5 Normal 473 43.2 
 
n: Aging factor 
Condition Distribution Mean St. dev. A B 
All Beta 0.362 0.245 0 0.98 
 
ke: Environmental correction factor 
Condition Distribution Mean St. dev. 
Submerged Gamma 0.325 0.223 
Tidal Gamma 0.924 0.155 
Splash Gamma 0.265 0.045 
Atmospheric Gamma 0.676 0.114 
 
kc: Curing time correction factor 
Condition Distribution Mean St. dev. A B 
curing 1day Beta 2.4 0.7 1.0 4.0 
curing 3day Beta 1.5 0.3 1.0 4.0 
curing 7day Deterministic 1.0    
curing 28day Beta 0.8 0.1 0.4 1.0 
 
kt : correction factor for tests 
Condition Distribution Mean St. dev. 
All Normal 0.832 0.024 
 
Ccs: chloride surface concentration (linear function of Acs and εcs, % by weight of binder) 
Acs εcs Condition Distribution 
Mean St. dev. Mean St. dev. 
Submerged Normal 10.348 0.714 0 0.58 
Tidal Normal 7.758 1.36 0 1.105 
Splash Normal 7.758 1.36 0 1.105 
Atmospheric Normal 2.565 0.356 0 0.405 
 
 
Ccr: critical chloride content (mass-% of binder) 
 w/c ratio Distribution Mean St. dev. 
 138 
0.30 Normal 2.30 0.20 
0.40 Normal 2.10 0.20 Constantly 
saturated 
0.50 Normal 1.60 0.20 
0.30 Normal 0.50 0.10 
0.40 Normal 0.80 0.10 
Constantly 
humid or many 
humid-dry cycles 0.50 Normal 0.90 0.15 
 
XI : modeling uncertainty 
Condition Distribution Mean St. dev. 
All Lognormal 1 0.05 
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