when T*~0 suggests that it is associated with proximity to the putative nematic quantum phase transition. P-substituted BaFe 2 As 2 is the least disordered of all of the known 122-type iron pnictide families, as evidenced by the fact that quantum oscillations can be observed across the phase diagram (44, 45). The deviation from CurieWeiss behavior for optimally doped compositions of all other dopants in BaFe 2 As 2 suggests that disorder plays an important role in the quantum critical regime. All forms of quenched disorder produce locally anisotropic effective strains, which thus couple to the orientation of the nematic order; this is known as randomfield disorder (26) . Analysis of the random-field Ising model yields several generically expected effects of random-field disorder, including suppression of the nematic susceptibility below mean-field expectations for a clean system, and, for the case of a quantum phase transition, the enhanced sensitivity of quantum critical phenomena to disorder (36) .
The temperature dependence of the nematic susceptibility can also be extracted from measurements of the elastic moduli (20) . The two measurements (elastoresistance and elastic moduli) are in broad agreement-for example, in terms of the Curie-Weiss T dependence of c N for underdoped compositions of Ba(Fe 1-x Co x ) 2 As 2 , and in terms of the deviation from Curie-Weiss behavior near optimal doping. However, there is an important distinction in the relative magnitude of the measured quantities as a function of doping. In particular, the normalized lattice softening ðc 0 66 − c 66 Þ=c 0 66 extracted in (20) monotonically decreases in magnitude and extends over a smaller window of temperature as the Co concentration x is increased. In contrast, the quantity j2m 66 − 2m 0 66 j ¼ cc N initially increases with x, peaking for slightly underdoped compositions where x~0.05. The apparent enhancement of the elastoresistance 2m 66 over the softening of the elastic modulus for compositions near optimal doping is potentially related to renormalization of the quasiparticle effective mass in the quantum critical regime, as has been observed in P-substituted BaFe 2 As 2 (29) . Such a mass renormalization is an expected consequence of nematic quantum critical fluctuations (40). It is precisely these low-energy quasiparticles, which are responsible for the large elastoresistivity, that are also involved in the eventual superconductivity. 31 Artificial ices enable the study of geometrical frustration by design and through direct observation. However, it has proven difficult to achieve tailored long-range ordering of their diverse configurations, limiting both fundamental and applied research directions. We designed an artificial spin structure that produces a magnetic charge ice with tunable long-range ordering of eight different configurations. We also developed a technique to precisely manipulate the local magnetic charge states and demonstrate write-read-erase multifunctionality at room temperature. This globally reconfigurable and locally writable magnetic charge ice could provide a setting for designing magnetic monopole defects, tailoring magnonics, and controlling the properties of other two-dimensional materials.
A rtificial ices are structures in which the constituents obey analogs of the "two-in, two-out" Pauling's ice rule that determines the proton positional ordering in water ice. These structures provide a material-by-design approach to physical properties and functionalities . Artificial ice can be created from ferromagnetic islands and connected wires (3, 5) , topological components such as superconducting vortices (24) (25) (26) , and nonmagnetic colloidal particles (27) .
Among them, artificial spin ice is the most investigated system that was first demonstrated in a square lattice of elongated interacting ferromagnetic nanoislands (1) . In this case, the ice rule corresponds to two spins pointing inward and two pointing outward at the vertex of a square lattice. Extensive experiments have been conducted using various thermal (6) (7) (8) and magnetization approaches (9-11) to obtain ordered states of the spin ice. Long-range ordering was realized in the diagonally polarized magnetic state through the magnetization method (11, 14) . For the nominal ground state, sizable domains and crystallites were obtained in as-grown samples (11) , and larger domains were obtained in samples heated above their Curie temperatures (~500°C for permalloy island arrays) (6) . At room temperature, long-range ordering of the ground state has been achieved only in ultrathin (3-nm-thick) samples via thermal relaxation (8) . Other spin and charge configurations have only been observed locally and at crystallite boundaries (5, 6) . The difficulty in creating tailored multiple ordered states limits the experimental investigation of the spin and magnetic charge dynamics that can emerge from or between the ordered states (6, 10-13), especially for a thermally stable (athermal) sample at room temperature. This also hinders the potential applications of artificial ice for data storage, memory, and logic devices (3, 4) or as a medium for reconfigurable magnonics (28) .
We designed an artificial spin structure in which we can conveniently obtain multiple longrange orderings of a magnetic charge ice lattice at room temperature. In a typical square spin ice (Fig. 1A) , the single-domain magnetic islands are considered to be macro-Ising spins (11) . Each macrospin can be replaced with a dumbbell of magnetic charges, one positive and one negative (3, 4, 29) (Fig. 1B) . If we break the connections between the pairs of magnetic charges with opposite signs (Fig. 1C) , we can design a different pattern of connections (Fig. 1D ). Figure 1E shows the resulting artificial spin structure explicitly. The structure consists of a square lattice of plaquettes (labeled M and N) containing ferromagnetic nanoislands with three orientations (horizontal, vertical, and diagonal). The magnetic charge distribution is indicated by the calculated stray field distribution ( Fig. 1F) , which leads to a magnetic charge ice with the charge ice rule of two negative and two positive charges within each square plaquette.
The magnetic charge distribution in Fig. 1F is exactly the same as that of the ground state of a square spin ice structure ( fig. S1 ). However, in contrast to the square spin ice, which has spins on four sides of the square plaquette and all oriented toward the plaquette center or vertex (Fig. 1A) , the structure in Fig. 1E places one spin within the plaquette while removing two from the sides, breaking the fourfold symmetry of the square lattice. Moreover, the three spins associated with each plaquette do not meet at a vertex. Our design contains two types of plaquettes, one rotated by 180°from the other (denoted as M and N in Fig. 1E ). Each plaquette (M or N) consists of three islands, each with two degrees of freedom coming from spin, resulting in a total multiplicity of eight configurations of magnetic charges. (See figs. S1 and S2 for detailed comparisons of the spin and charge configurations between the standard square spin ice and our design.) The eight ordered charge configurations (Fig. 1G ) that we predicted are separated into three groups on the basis of their energies (see the calculated energies in fig. S3 (Fig. 1G) .
Because of the large energy barrier for the spins, the spin system in Fig. 1E is athermal at room temperature. An external applied magnetic field can be used to overcome the energy barrier. For a given island, the minimal magnetic field required to flip its spin moment varies with the angle between the applied field and the island (fig. S4 ). This enables separate control of the spin moments of each differently oriented island. In a square spin ice, there are two orientations of the islands, and the spins can only be aligned in diagonal directions by an applied magnetic field, enabling solely the type II phases with long-range ordering (11, 14) . Our design (Fig. 1E) are three sets of islands oriented in the horizontal, vertical, and diagonal directions. More importantly, for each of the predicted ordered states shown in Fig. 1G , the spin moments of each of the three oriented islands (horizontal, vertical, and diagonal) are all magnetized in the same direction. This enables the creation of long-range ordering for all of the predicted charge configurations by tuning the in-plane external magnetic field angle and amplitude. We calculated the field-angle dependence of the moment-flipping curves for the three sets of islands ( fig. S4C ) and designed an effective magnetization protocol to realize the various ordered charge states (30) .
To experimentally demonstrate the magnetic charge ordering, we fabricated arrays of permalloy (Ni 0.8 Fe 0.2 ) nanoislands (300 nm long, 80 nm wide, and 25 nm thick) onto a Si/SiO 2 substrate (30), according to the design in Fig. 1E . A scanning electron microscopy image of the sample is presented in Fig. 2A . To control and visualize the charge configurations, we used a customized magnetic force microscope (MFM) equipped with a two-dimensional (2D) vector magnet. Figure 3A shows a schematic drawing of our experimental setup. The 2D electromagnetic solenoid magnet provides in-plane magnetic fields in any desired orientation, enabling us to accurately tune the field angle and amplitude.
The as-grown ( fig. S5 ) and demagnetized ( fig.  S6 ) samples show mixed charge states of all eight charge configurations at both the M and N plaquettes. Results of statistical analysis for the demagnetized samples show that the charge-neutral configurations (type I) are strongly favored and the collective interaction can be enhanced by reducing the charge separation ( fig. S6 ). Using the designed magnetization protocol ( fig. S7 ), we successfully obtained all eight configurations of magnetic charge ordering, as shown by the magnetic force microscopy images in Fig. 2 , B to I. Each of these ordered states possesses long-range ordering and can be reproduced over the entire patterned sample area (80 mm by 80 mm). For type I and II ordered states, there is no net charge in each plaquette, and the magnetic charge follows the "two-positive, two-negative" charge ice rule. In the type III ordered states, each plaquette with magnetic charges following the "three-positive (or negative), one-negative (or positive)" charge ice rule has an effective magnetic charge of two, with opposite signs on the M and N plaquettes. This distribution of magnetic charges in the square lattice of the type III state resembles the distribution of electrical charges in ionic compounds, such as Mg . Thus, the type III states (Fig. 2 3 states. In principle, all of these magnetic charge distributions could also exist in a square spin ice structure (figs. S1E and S2). In fact, our micromagnetic simulation result indicates that the square spin ice and our engineered spin structure not only produce the same magnetic charge arrangements but also have the same excitation energies for the type I, II, and III configurations (fig. S3 ). However, with the square spin ice arrangement, long-range ordering of type I states has only been realized in a thermally relaxed sample, and that of the type III states has not yet been experimentally realized because of the spin arrangement of the islands.
The reconfigurable ordered magnetic charges can be used, for example, as templates to form other artificial ices, such as superconducting vortex ices (25, 26) , by introducing icelike pinning potentials for superconducting vortices. These charges can also be applied to couple with other electronic materials, such as 2D electron gas (32, 33) and graphene (34) , by producing reconfigurable periodically distributed field potentials. For applications such as data storage, memory, and logic devices (3, 35, 36) , however, local control of the magnetic charge states is desired. Toward this end, we developed a 2D magnetic field-assisted magnetic force microscopy patterning technique, which allows us to conveniently manipulate the local charge configurations.
As illustrated in Fig. 3A , the magnetic tip of an MFM generates an in-plane component of stray magnetic fields near the tip. The interaction of the MFM tip's stray field, DH m , with a single ferromagnetic island can be tuned by adjusting the height of the MFM tip from the sample, which is 100 nm in this experiment. To locally switch the spin states of an island, we apply an in-plane magnetic field H ap slightly below the ferromagnetic island's spin-moment-flipping field H f (Fig. 3B ). At this field value, the spin states of the entire sample will not be altered because H ap < H f . When the MFM probe scans over an island, the total magnetic field on that island will change in the range H ap ± DH m . We adjust H ap and DH m to satisfy the condition H ap < H f < (H ap + DH m ) (light blue region in Fig. 3B ). In this case, the spin of the underlying island flips when the MFM tip scans over it, providing a "write" function. A subsequent applied magnetic field in the opposite direction with -( Fig. 3B ) will switch the spin back, implementing the "erase" function (Fig.  3B) . When the applied field is zero, the stray field provided by the MFM probe (yellow region in Fig. 3B ) is too small to flip any islands, and this works as the "read" mode. Because the value of H f depends on the angle between the applied field and the island, similar to the global control of the charge ordering, we can locally manipulate the charge states into any desired configuration.
We demonstrate the experimental realization of the write, read, and erase functions in Fig. 3 , C to F. We first prepare the entire sample in the type I ground state (Fig. 3C ) by applying and zeroing an in-plane magnetic field of 90 mT along the diagonal direction. We then write a square area of type III ordered state in the center (Fig.  3D ) and subsequently erase a smaller square region in the central area by switching the type III state back into the type I state (Fig. 3E) . Finally, we write a type II state into a small circular area inside the type III square (Fig. 3F) . We can also write letters, as presented in Fig. 3G where the word "ICE" is scribed with type III order on a type I background. Such magnetic charge patterning can easily be realized by programming the 2D magnet to turn on or off and to switch the field directions during the magnetic force microscopy scanning, resembling the patterning process applied in electron beam lithography and in optical lithography using a laser pattern generator. See fig. S8 for more patterns of magnetic charge arrays. These rewritable magnetic charge patterns could be transferred to other materials, for example, through magnetolithography (37) .
In addition to the aforementioned applications on coupling with superconducting vortices and other electronic systems, this reconfigurable magnetic charge ice can provide a platform to explore phenomena such as the ground state of a frustrated lattice (6) . Combined with other control parameters such as the thickness of the islands (11), temperature (6), or oscillating magnetic field (10), our platform provides a versatile system to study and tailor phase transitions and defect formation ( fig. S9 ). For example, the single spin control enabled by our method allows the creation of magnetic defects such as magnetic monopoles and Dirac strings (16, 17, 20) at any desired location. It also provides a direct technique to program magnetic logic circuits (35, 36) . Our strategy to decouple the arrangement of spins and magnetic charges should stimulate further creation and exploration of exotic phases of magnetic charges and their phase transitions and should also foster applications. We also note that Fig. 1E is not the only spin arrangement for achieving the same magnetic charge distribution. In fig. S10 , we present several other possible designs of the spin and charge arrangements, including the type IV charge-ordered state in which all positive or negative charges are confined within a single plaquette. Furthermore, it is not necessary to keep the length of all ferromagnetic islands the same, as recently reported in Shakti spin ices (18, 19) . Our strategy could also be applied to other artificial spin ices to produce artificial structures with controllable magnetic charge orders, which would provide reconfigurable platforms for magnonic investigations, such as programming spin-wave band structures and designing spin-wave transmission channels (5, 28).
*
A promising route for creating topological states and excitations is to combine superconductivity and the quantum Hall (QH) effect. Despite this potential, signatures of superconductivity in the QH regime remain scarce, and a superconducting current through a QH weak link has been challenging to observe. We demonstrate the existence of a distinct supercurrent mechanism in encapsulated graphene samples contacted by superconducting electrodes, in magnetic fields as high as 2 tesla. The observation of a supercurrent in the QH regime marks an important step in the quest for exotic topological excitations, such as Majorana fermions and parafermions, which may find applications in fault-tolerant quantum computing.
T he interplay of the quantum Hall (QH) effect with superconductivity is expected to result in excitations with nontrivial braiding statistics such as Majorana fermions and non-Abelian Majorana anyons (1) (2) (3) (4) . When a QH region is contacted by two superconducting electrodes, the gapped QH bulk prevents the flow of a supercurrent (5-11). However, it has been predicted that the supercurrent may still be mediated by QH edge states (12) . Because of its chiral nature, a single edge can conduct charge carriers in only one direction, so both edges must be involved in establishing a supercurrent between the two contacts. This situation is fundamentally different from that of the Josephson junctions made out of two-dimensional (2D) topological insulators, where each edge can support its own supercurrent (13) (14) (15) (16) . Contrary to the case of topological insulators, the magnetic field in the QH regime breaks time-reversal symmetry, which is essential for s-wave pairing of conventional superconductors. Working in this regime, we nonetheless observe a robust supercurrent, which we attribute to an unconventional form of Andreev bound states circulating along the perimeter of the QH region and involving electron and hole trajectories separated by several micrometers.
We performed transport measurements on four Josephson junctions (J 1-4 ) made of graphene encapsulated in boron nitride and contacted by electrodes made of a molybdenum-rhenium alloy (Fig. 1A) (11) , a type II superconductor with a high upper critical field of H c2 = 8 T. The high quality of these heterostructures allowed us to observe Fabry-Perot oscillations of the junctions' resistance and critical current, indicating that the transmission of charge carriers between the contacts is ballistic (17) . The supercurrent is uniformly distributed along the width of the contacts, as evidenced by the regular Fraunhofer pattern (18) measured at small magnetic fields (17) . All junctions demonstrate supercurrent in the QH regime (figs. S6 to S12); for consistency, we choose to present data measured on sample J 1 . It has a distance between contacts of length L = 0.3 mm and a width of contacts W = 2.4 mm (Fig. 1B) .
Recently, the observation of a supercurrent through encapsulated graphene in moderate magnetic fields was reported (19) ; in that setup, the diameter of the cyclotron orbit was larger than but comparable to the length of the junction, 2r C ≥ L. (Here, r C = ħk F /eB is the cyclotron radius and k F is the Fermi wavenumber.) This supercurrent was attributed to Andreev bound states made of closed trajectories connected by several elastic and Andreev reflections, which yield pockets of superconductivity at random values of density and field. We further explore this regime in (17) . In the main text, we demonstrate that a very different regime emerges at even larger magnetic fields, when r C is much smaller than the device dimensions and the mean free path. In this regime, the bulk of the junction is gapped by Landau quantization so that a current may only flow along the edges. Figure 1 , C and D, show the differential resistance of the sample, R ≡ dV/dI, plotted versus back-gate voltage, V G , and magnetic field, B. The resistance is measured in a four-terminal configuration where four MoRe electrodes merge into two contacts on each side of the junction (Fig.  1B) . The map in Fig. 1C is measured with an AC excitation current I AC = 50 pA applied on top of a large DC current of I DC = 6 nA, which suppresses supercurrent and highlights the QH features. As B increases, a fan diagram characteristic of the QH effect in graphene emerges: Resistance plateaus follow contours of constant filling factor n ≡ nh/eB = ± 2, 6, 10,… (20) . This quantization becomes visible as soon as B exceeds the red parabolic contour 2r C = L because device dimensions prevent the development of the QH effect at lower fields. The dark region under the parabola (2r C > L) indicates a vanishing differential resistance as a supercurrent of tens of nanoamperes may flow in this semiclassical regime (19) . Figure 1D shows R(V G , B) measured simultaneously with Fig. 1C using exactly the same AC excitation of 50 pA, but without applying a DC current. Notably, pockets of supercurrent extend far into the QH regime. They are visible as dark
