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iiiERROR ANALYSIS OF VARIOUS FORMS OF
FLOATING POINT DOT PRODUCTS
Anthony Michael Castaldo II, M.S. Computer Science
The University of Texas at San Antonio, 2007
Supervising Professor: Dr. R. Clint Whaley
This thesis discusses both the theoretical and statistical errors obtained by various dot product
algorithms. A host of linear algebra methods derive their error behavior directly from the dot
product. In particular, many high performance dense systems derive their performance and error
behavior overwhelmingly from matrix multiply, and matrix multiply’s error behavior is almost
wholly attributable to the underlying dot product it uses. As the standard commercial workstation
expands to 64-bit memories and multicore processors, problems are increasingly parallelized, and
the size of problems increases to meet the growing capacity of the machines. The canonical
worst-case analysis makes assumptions about limited problem size which may not be true in the
near future. This thesis discusses several implementations of dot product, their theoretical and
achieved error bounds, and their suitability for use as performance-critical building block of linear
algebra kernels. It also statistically analyzes the source and magnitude of various types of error in
dot products, and introduces a measure of error, the Error Bracketing Bit, that is more intuitively
useful to programmers and engineers than the standard relative error.
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vii1 Introduction
This thesis discusses both the theoretical and statistical errors obtained by various dot product
algorithms. The canonical dot product has a worst-case error bound that rises linearly with vector
length [15]. Because vector length has been constrained by the availability of computational and
memory resources, and due to the fact that worst case errors are almost never encountered for
long vectors, this error has not been deemed intolerable, and many high performance linear
algebra operations use algorithms with this worst-case error. With the commoditization of 64-bit
memories and multicore CPU dies, the present generation of workstations have already greatly
relaxed the computational and memory restraints preventing very large problems from being
solved. As continuing software and architectural trends increase, both the amount of installed
memory in a typical system and the number of CPUs per die, these historical restraints on problem
size will weaken further and lead to the possibility of routinely solving linear algebra problems
of unprecedented size. With such a historical expansion of problem size, it becomes important
to examine whether the assumption that the linear rise in worst-case error is still tolerable, and
whether we can moderate it without a noticeable loss in performance. It is for this reason that
we have undertaken these dot product studies.
Dot product is an important operation in its own right, but due to performance considerations
linear algebra implementations only rarely call it directly. Instead, most large-scale linear algebra
operations call matrix multiply, also known as GEMM (for general matrix multiply) [1, 3], which
can be made to run very near the theoretical peak of the architecture. High performance matrix
multiply can in turn be implemented as a series of parallel dot products, and this is the case in
the ATLAS [29, 28] project, which uses GEMM as the building block of its high performance
BLAS [14, 19, 9, 10, 8] implementation. Therefore, we are keenly interested in both the error
bound of a given dot product algorithm, and whether that algorithm is likely to allow for a high
performance GEMM implementation. The implementation and performance of GEMM are not
the focus of this thesis, but we review them for each algorithm brieﬂy, to explain why certain
formulations seem more promising than others.
1Figure 1: IEEE Single Precision (32 bit) Storage Layout
Figure 2: IEEE Double Precision (64 bit) Storage Layout
1.1 IEEE Floating Point Representation
The IEEE Standard for Binary Floating-Point Arithmetic (IEEE 754) is the most widely used
standard for ﬂoating-point computations. The standard covers “single precision” (IEEE SP),
which uses 32 bits of storage per number, and “double precision” (IEEE DP) using 64 bits
per number. Hardware implementations of higher precision numbers (80 bits and 128 bits) are
common (in particular, the Intel X87 architecture is 80 bits), but are not analyzed here. Most
numerical scientiﬁc work is done using IEEE DP, for reasons which shall become obvious during
the discussion.
Both IEEE SP and IEEE DP use similar formats, illustrated in Figures 1.1 and 1.1: A sign
bit, an exponent, and a mantissa. In this way they are essentially scientiﬁc notation in base 2.
To save a bit of storage, numbers are “normalized” such that a leading 1 bit can be assumed,
and the mantissa represents a fraction in the set [0,1).
2For IEEE SP, the 23 bit mantissa holds 223 = 8,388,608 distinct values, so the mantissa
represents the fraction ranging from 0 to
8,388,607
8,388,608 in steps of 1
8,388,608.
In IEEE SP, the exponent is for a power of two from −126 to +126, but is in biased represen-
tation. The values −127 and +127 have special meanings. The bias is 127, so a multiplier of 20 is
represented as the value 127; so for example a multiplier of 2−7 is represented by the value 120,
and in general a multiplier of 2x is represented with an exponent of (x+127). For reference we will
consider mantissa to be ∈ [0,
8,388,607
8,388,608] and exponent ∈ [−126,+126], so the number represented
is (1 + mantissa)   2exponent.
The exponent values of all zeros (−127) and all ones (+127) are interpreted as ﬂags to indicate
special numbers. (−127) indicates a “denormalized” number. This allows values smaller than
2−127 to be represented by eliminating the assumption of a leading one. If the exponent is −127,
the absolute value of the number represented is simply mantissa   2−127. Thus the non-zero
numbers closest to zero in IEEE SP are ±2−149.
There are two zeros, ±0, represented by all 8 exponent bits and all 23 mantissa bits being
zero. The sign bit still distinguishes between positive and negative zero.
The exponent of +127 indicates the special value ±∞, if the mantissa bits are all zeros, or
“NaN” (Not A Number) if the mantissa is not all zeros. Inﬁnity can be the result of underﬂow or
overﬂow; NaN can be the result of invalid operations; such as taking the square root of a negative
number or the log of zero.
For IEEE DP, the same basic rules apply; except the bias is 1023, the exponent for normalized
numbers is in the range [−1022,+1022], an exponent of all zeros represents a denormalized number
with a multiplier of 2−1023, and an exponent of all 1’s represents either ±∞ or NaN. The mantissa
is in steps of 2−52.
IEEE 754 provides four rounding modes:
• Round to Nearest: Canonical rounding to the nearest value, except that a fraction of exactly
1
2 is rounded to the nearest value with a zero in its least-signiﬁcant bit.
• Round toward Zero: Directed rounding toward zero; which can be thought of as truncation
of the absolute value.
3• Round toward −∞: Directed rounding toward negative inﬁnity.
(Thus negative values are rounded toward larger magnitudes and positive values are rounded
toward lesser magnitudes)
• Round toward +∞: Directed rounding toward positive inﬁnity.
(Thus negative values are rounded toward lesser magnitudes and positive values are rounded
toward larger magnitudes)
The only rounding mode analyzed in this thesis is the default (and most widely used), Round
to Nearest.
Let Fs and Fd represent the sets of numbers that can be exactly represented in either IEEE
SP or IEEE DP, respectively. Let F refer to one of these generically. We use the notation exp(x)
to refer to the exponent of x ∈F; it returns an integer ∈ [−127,+127] for Fs and an integer
∈ [−1023,+1023] for Fd. We use the notation sign(x) ∈ {−1,+1} to refer to the sign of x ∈F.
The Standard Model used to describe IEEE ﬂoating point error is given by
fl(x op y) = (x op y)   (1 + δ), where x,y ∈F, |δ| ≤ u = ǫM
2 , and op ∈ {+,−,x,/}.
We will elaborate on this later, for the present discussion we simply want to use the notation
fl(x op y) to represent the ﬂoating point operation of producing a member of F given two other
members of F and an operator.
1.2 Types of Floating Point Error
All ﬂoating point error is a result of rounding numbers so the are represented by some member
of F, but it is possible to categorize errors by the operations that introduce it. In the following
discussion we consider IEEE SP for the sake of expositional simplicity; but the discussion applies
equally to IEEE DP and quad precision IEEE numbers.
Given a number x ∈Fs represented with an exponent e = exp(x) and mantissa m, the least
signiﬁcant bit of m represents a value of 2e−23. The rounding unit for x is half the value of the
least signiﬁcant bit, which is 2e−24.
In the literature the value of the least signiﬁcant bit of the mantissa when the exponent is
zero is called “machine epsilon”, or ǫM. It is the gap between 1.0 and the ﬁrst value greater than
41.0 in F. For IEEE SP, this bit represents a value of 2−23 ≈ 1.19209   10 − 7. Machine epsilon
is useful in error analysis because for any ﬂoating point number X, X   ǫM is approximately the
value of the least order bit in the mantissa of X. Thus X   ǫM
2 is a good approximation of the
roundoﬀ error for X.
A common description of ǫM is “The smallest value we can add to 1 and produce a change.”
This is inaccurate. It is true that in IEEE SP 1+ ǫM
2 is rounded to 1, but the number 2−24+2−47 ∈
Fs and when added to 1 will cause IEEE SP to round to 1+2−23 ∈ Fs. In other words, for standard
rounding, all value in the open interval (ǫM
2 ,ǫM) are strictly less than ǫM, and when added to 1.0
will produce a diﬀerent ﬂoating point number, namely 1.0 + ǫM.
Hence, an accurate description of ǫM is “The smallest integral power of two we can add to 1
and produce a change.”
The amount added or subtracted to complete the rounding operation is the error in the result,
often represented by γ. In error analysis literature, ǫM
2 = 2−24 in IEEE SP is called u and
represents the maximum magnitude of rounding error when the exponent is zero.
ǫM and u are common notation used in error analysis and in calculating the accuracy of
results. Given x ∈ Fs, then |x   ǫM| returns an approximation of the value of the low order bit
in x. It is not exact, but will be correct within a factor of 2. This is because the exact value is
2exp(x)−23, and since |x| ∈ [2exp(x),2 2exp(x)), |x ǫM| ∈ [2exp(x)−23,2 2exp(x)−23); i.e. the result is
at least the exact value and less than twice the exact value.
As an example, consider x = 2.0−2−23 ∈Fs, and x ∈ (1.999999880, 1.999999881), so it has an
exponent of zero. The actual value of the low order bit of x is 2−23. But |x ǫM| yields 2−22−2−46,
almost exactly twice the value we were trying to estimate. Nevertheless, for most error analysis
it is essentially impossible to work with the discontinuous step function, so this approximation is
used as a reasonable substitute.
Initial Representation Error
Consider a high level language like C that allows a ﬂoating point value to be initialized to 0.1.
IEEE SP represents the number line between powers of two with 223 evenly spaced numbers. Thus,
since 0.1 falls between 2−4 and 2−3, it must be represented as 1.m times 2−4, where m ∈ [0,1).
The distance between 2−4 and 2−3 is 2−4. Single precision uses a 23 bit mantissa so this space
5is divided into 223 = 8,388,608 equal parts. Each will be a step of 1
227. The 23 bits of the desired
mantissa will be the binary representation of the integer closest to (0.1 − 2−4) ∗ 227.
But (0.1 − 2−4) ∗ 227 = 5033164.8; it is not an integer. Thus 0.1 cannot be represented in
IEEE SP exactly; i.e. 0.1 / ∈F. The fractional part must be rounded to 5033165, and the number
actually represented is about 0.10000000149011611938. This is the closest number to 0.1 in IEEE
SP.
Between any two powers of two (within range of the exponents), IEEE SP provides 8,388,608
evenly spaced rational numbers, and all results are rounded to meet one of these values. Further,
the step-size between these numbers doubles with every increase in the power of two: The step
size for numbers between 2 and 4 is double the step size of numbers between 1 and 2. At the large
end, between 2125 and 2126, the step size is 2125
223 = 2102, about 1030. Even between 16.8 million
and 33.5 million (224 and 225), the step size is 2. IEEE SP can only represent the even numbers
in this range.
Although Initial Representation Error is a form of rounding error, we distinguish it here
because it is not the result of any computation – Even if a programmer or user enters the exact
desired value as an input, either in the code or on a terminal, if that value / ∈F then Initial
Representation Error is unavoidable.
Multiplicative Error
To multiply two numbers in ﬂoating point we multiply the mantissas (which we should note
again both include an assumed leading “1”) and add the exponents. Presuming there is no
underﬂow or overﬂow, the multiplication produces twice as many bits as the original mantissa:
With the assumed leading 1, a 24 bit number times a 24 bit number is a 48 bit number; and
(again with the assumed leading 1) we can only keep 24 bits and discard 24 bits. So the least
signiﬁcant half of the full result must be used to round the most signiﬁcant half.
Because mantissas are multiplied, even when a very small number is multiplied by a very
large number, small perturbations of the small argument will produce corresponding proportional
changes in the result. This distinguishes multiplication from addition (discussed next), in which
relatively small numbers may have no eﬀect on the result when added to large numbers.
Additive Error (Alignment Error)
To add two numbers in ﬂoating point arithmetic, they must be “denormalized” and the binary
6points must be aligned. In other words, the mantissas must be aligned for addition such that
corresponding bits represent the same value; 1
2, 1
4, 1
8, etc.
If the numbers do not have the same exponent, the smaller number is shifted right by the
diﬀerence in exponent. The trailing bits of its mantissa are used to round the result, but are
otherwise lost. That causes no error if they were zeros; but in IEEE SP (assuming uniformly dis-
tributed numbers) the average number of trailing zeros in a mantissa is close to one1 so alignment
can be expected to cause a loss in precision whenever numbers are added that diﬀer by more than
a factor of two.
If the two operands have exponents of e1 and e2, with e1 > e2, then the number of bits that
exceed the scale of the result is e1−e2 (give or take 1 bit), because this is the number of zeros the
smaller input must be padded with on the left to align the binary points correctly. If this value
is 1 greater than the bits in the mantissa, then the smaller argument adds nothing to the result.
Thus in IEEE SP if exponents diﬀer by more than 23, the answer is simply the larger number; the
smaller value has no eﬀect. The additive result is still fully accurate ±2e1−24 for single precision,
just like multiplication is, but unlike multiplication, perturbations of the smaller argument are
not reﬂected in the result.
In all of the dot product experiments discussed in this thesis, Alignment Error constituted the
majority of error, and often virtually all error.
Alignment Error depends upon data content: If the signs of a list of numbers to be added are
all identical, the sum is increasing. If the numbers are all approximately the same magnitude,
then the alignment is getting progressively worse. On the other hand, if the signs are alternating,
then the sum might be drifting more toward one side (positive or negative), but it isn’t growing
inexorably larger with every add. This reduces the net alignment errors.
A special case of Alignment Error is Promotional Error: Assume A,B,C ∈ F with C =
fl(A+B). If exp(A) == exp(B), and sign(A) == sign(B), then the result (due to the assumed
leading ones) will necessarily have an exponent of exp(A)+1. It gets promoted to the next larger
1There are 2
23 possible mantissas; presume all are equally likely. Count the number of trailing zeros in all 2
23
possible mantissas, and then divide the total by 2
23 to ﬁnd the average. Count as follows:
1
2 (the even numbers)
have 1 trailing zero.
1
2 of those (=
1
4) have at least 1 more trailing zero,
1
2 of those (
1
8 of the total) have yet another
trailing zero, and so forth. The total number of trailing zeros is 2
23 · (
1
2 +
1
4 +
1
8 + ··· +
1
223). The average is
(
1
2 +
1
4 +
1
8 + ··· +
1
223) = 1 −
1
223 ≈ 1.
7power of 2, which doubles the step size, and can cause a rounding error of 2exp(A)−23.
Subtractive (Catastrophic) Cancellation
Assume A,B,C ∈F with C = fl(A + B). If exp(A) == exp(B) and sign(A)  = sign(B)
(meaning we actually have a subtraction), then A and B are already aligned, and at least the
assumed leading 1’s in A and B will cancel out. If the two mantissas are identical in any leading
digits, these will also cancel out. When several such bits are cancelled, the normalization process
must shift the result several bits to the left. IEEE speciﬁes the right hand side of the mantissa of C
will be padded with zeros. This is termed “Catastrophic Cancellation”. It is called such because
usually A and B are themselves approximations arrived at through some computational process
and are already inexact, so the bits that are set to zero in the normalization process are almost
certainly wrong (meaning not the result we would get if we used inﬁnite precision arithmetic to
arrive at A and B).
Subtractive Cancellation is not a source of error, rather it reveals error that has already
accumulated. This was apparently ﬁrst noted by Dr. William Kahan2, but since it is often
loosely described as a source of error, the topic is addressed here:
Consider the calculation C = A + B with sign(A)  = sign(B), but exp(A) = exp(B). In this
case, exp(C) < exp(A), and perhaps much less. If it is much less, that means several leading bits
in the mantissa were a match and cancelled out. In the following example we will show this eﬀect
for the subtraction A − B, presuming A and B are two numbers that are the results of several
previous arithmetic and rounding operations. For the purpose of exposition we will also assume
both A and B are accurate in all 23 bits of their mantissas, but not necessarily beyond that. We
shall use the symbol ’???...’ to represent bits beyond the mantissa which would be known if we
were working with inﬁnite precision numbers, but which are unknown due to IEEE SP rounding:
A = 2Y x +1.01011011101111011111011???...
B = 2Y x -1.01011011101111011001010???...
C = 2Y x +0.00000000000000000110001???... after (A-B) must shift left:
C′ = 2Y −18 x +1.10001?????????????????????... after normalization.
C′′ = 2Y −18 x +1.10001000000000000000000???... Final IEEE SP result.
2In a 1971 paper Malcolm [23] attributes this observation to “Professor William Kahan” without any further
attribution, but we were unable to ﬁnd an original source in which Dr. Kahan made this observation.
8The 18 digits that cancelled out are now reﬂected in the exponent, and the mantissa must
be padded at the end with 18 zero digits. If all calculations had been in inﬁnite precision,
these digits might have been something other than all zeros (which we indicate above by the
’?????????????????’). This diﬀerence between all zeros and what these bits would have been, if
we had inﬁnite precision calculations, is the error.
But note the bits were lost in the process of calculating A and B. Let us repeat the above
experiment, but assume A and B are known to be exact values. In other words, the ’???...’ above
can be replaced with all zeros.
A = 2Y x +1.01011011101111011111011000...
B = 2Y x -1.01011011101111011001010000...
C = 2Y x +0.00000000000000000110001000... after (A-B) must shift left:
C′ = 2Y −18 x +1.10001000000000000000000000... after normalization.
C′′ = 2Y −18 x +1.10001000000000000000000000... Final IEEE SP result.
In this case, C′′ is the exact answer, and there is no error at all. The point of this exercise is
to illustrate that subtraction with cancellation reveals error created by previous calculations, by
which we mean it makes the error part of the mantissa. It does not create error itself. Likewise,
the error it reveals is not increased in magnitude by the left shift; the exponent is adjusted so the
amount of error remains the same.
If we are tracking error, the error revealed by Subtractive Cancellation was already accounted
for in the previous operations as either Multiplicative error or Alignment error.
Finally, in the ﬁrst example above where we assume A and B are the result of several other
calculations, the lowest order bits might already be inaccurate due to repeated rounding. In
that case C′′ may be completely wrong, in mantissa, exponent and sign. This is why it is called
“Catastrophic”.
Subtractive Cancellation never introduces any error of its own. Given exact arguments of the
same sign and same exponent, subtraction produces an exactly accurate answer. (This is not true
for adding the same two numbers, because Promotional error will produce a rounded (and thus
inaccurate) result if the ﬁnal bits in A and B are diﬀerent).
One way to reduce error is to incur potential subtractive cancellation as soon as possible.
A naive algorithm might attempt to avoid catastrophic cancellation by minimizing the number
9of subtractions. In fact, given a sequence of multiple additions and subtractions, subtractions
can be reduced to no more than one occurrence by keeping two accumulators: One for negative
values and one for positive ones. The ﬁnal sum is computed by combining them at the end in a
single subtraction. Ironically if the two results are nearly equal this maximizes the error through
catastrophic cancellation! It is not the number of subtractions that needs to be minimized, but
the amount of ﬂoating point error already built up when a subtraction is performed.
Intuition tells us that rounding errors should tend to cancel each other out, since we are equally
likely to round up or round down. We have a detailed analysis of this hypothesis in appendix
9, but for now, we can say there are two related forces that counter this intuition. First, if we
assume rounding up or down is a chance event, we should not expect them to neatly alternate.
We should expect runs of each type to occur. Second, because of these runs, the bits in error will
not remain safely beyond the scope of the mantissa; they will accumulate and ’invade’ the lowest
order bits of the mantissa; which causes them to be used in subsequent calculations, which then
compounds the error into progressively higher order bits of the mantissa.
Multiplication by fractions (numbers ∈ (−1, + 1)) can also cause left-shifts that promote
’???...’ into the lower order bits of the mantissa. Like Subtractive Cancellation, these operations
can reveal previously incurred error.
For these reasons, this thesis does not attempt to develop a measure of error revealed by
subtractive cancellation (or fractional multiplication), but sticks to the primary sources which
subsume it: Multiplicative and Alignment (which includes Promotional).
2 Summary of Error Types
Of the types of error we ﬁnd in Dot Product, Initial Representation error and Multiplicative error
are essentially irreducible without going to greater precision, and Subtractive Cancellation is not
a true source of error, it just reveals error.
Thus, the one source of error that can be controlled algorithmically without using higher
precision numbers is Alignment Error. Changing an algorithm usually changes the way interme-
diate results are accumulated, creating more or fewer alignment issues. Thus, as we shall see, all
algorithmic improvements for dot product essentially address alignment error.
10In this study we eliminated Initial Representation error by generating our own random num-
bers that are all ∈F.
2.1 Relating Error Types to the Standard Model
We want to relate the types of error described thus far to the classical model. As we stated before,
the Standard Model (p 44, [15]) used to describe IEEE ﬂoating point error is given by
fl(x op y) = (x op y)   (1 + δ), where x,y ∈F, |δ| ≤ u = ǫM
2 , and op ∈ {+,−,x,/}.
This simply states the result of a single ﬂoating point error is proportionately correct within
the rounding error. This result is guaranteed by IEEE 754 compliant ﬂoating point units. We
shall derive this result from the types of error just discussed.
For convenience of analysis we shall consider numbers x ∈Fs to be of the form x = 2xe (1+xm),
with xm representing the mantissa bits taken as a fraction ∈ [0,1−2−23]), xe taken as the unbiased
integer exponents of x, with xe ∈ [−126,+126]. We do not use the full range of IEEE SP because
we shall not consider underﬂow or overﬂow in these analyses; i.e., we expect all operations to
yield properly normalized numbers.
Multiplicative error: We ignore the sign of numbers in this analysis since it does not
aﬀect the conclusions. Consider two numbers x and y to be multiplied. x = 2xe   (1 + xm), and
y = 2ye   (1 + ym).
The result is
(2xe + 2xe   xm)   (2ye + 2ye   ym) =
2xe+ye + 2xe+ye   ym + 2xe+yexm + 2xe+ye   xm   ym =
2xe+ye   (1 + xm + ym + xm   ym).
Let z = (1 + xm + ym + xm   ym). Then xm,ym ∈ [0,1 − 2−23] ⇒ xm + ym + xm   ym ∈
[0,3 − 2−21 + 2−46), So z ∈ [1,4 − 2−21 + 2−46).
When z ≥ 2 the result will require an exponent promotion. The value ⌊z
2⌋ is 1 if and only if
z ≥ 2. This is the amount to add to the exponent, and the result r = 2xe+ye+⌊ z
2⌋   (z − 2   ⌊z
2⌋).
The ﬂoating point operation must then round r to make it a member of Fs, call the rounded
r R(r). Note that z is at least 2−22 away from 4, thus rounding by a value no more than 2−24
11cannot cause a second exponent promotion to xe +ye +2, although if z > 1−223 rounding could
cause a ﬁrst exponent promotion to xe+ye+1. Without knowing anything further about xm and
ym, we only know R(r) is correct within ǫM
2 = 2xe+ye+⌊ z
2⌋−24.
Thus, |r − R(r)| ≤ 2xe+ye+⌊ z
2⌋−24.
Note that we can use r to approximate ǫM
2 , because
2xe+ye+⌊ z
2⌋ ≤ r =⇒ 2xe+ye+⌊ z
2⌋−24 ≤ r   2−24 =⇒
ǫM
2
≤ r   2−24
Thus
|r − R(r)| ≤ r   2−24 ⇒ − r   2−24 ≤ R(r) − r ≤ r   2−24 ⇒ r − r   2−24 ≤ R(r) ≤ r + r   2−24,
Or equivalently R(r) = r   (1 + δ) where δ ∈ [−ǫM
2 ,+ǫM
2 ]. This is the classic result, usually
presented as
fl(x   y) = (x   y)   (1 + δ), where |δ| ≤ u =
ǫM
2
.
Alignment Error: Alignment error is trickier than multiplicative error because if exponents
diﬀer enough, the smaller value is discarded and represents the amount of error. Thus the smaller
value is necessarily less than the value of the least signiﬁcant bit of the larger argument by at
least a factor of 2.
Consider two numbers x = 2xe  (1+xm) and y = 2ye  (1+ym) to be added in IEEE SP, with
xm,ym representing the mantissa bits taken as a fraction ∈ [0,1)), xe,ye ∈ [−126,+126] taken as
the integer exponents of x and y respectively and barring underﬂow or overﬂow. In this analysis
we ignore sub-normal (also known as denormal) numbers (those less than 2−126).
Assume without loss of generality that xe ≥ ye. Then
x + y = 2xe   (sign(x)(1 + xm) + sign(y)2ye−xe   (1 + ym))
This result must be rounded to 23 mantissa bits. The ﬁrst thing to note is that (ye − xe) ≤ 0
by our assumption. If (ye − xe) ≤ −25, the following alignment diagram applies, with 23 x’s
12representing xm, 23 y’s representing ym, “0...0” representing one or more zeros, and the presumed
leading 1’s shown:
x = 1.xxxxxxxxxxxxxxxxxxxxxxx 0...0 0 00000000000000000000000
y = 0...0 1.yyyyyyyyyyyyyyyyyyyyyyy
In this case, the result necessarily has a zero in bit position 24, which is thus rounded down,
making the result x. In other words, y is simply discarded and has no eﬀect on the result. Let
R(x + y) represent the rounded version of (x + y), and the error in this calculation is y; i.e.
(x + y) − R(x + y) = y.
If (ye − xe) = −24, the following alignment diagram applies:
x = 1.xxxxxxxxxxxxxxxxxxxxxxx 0 00000000000000000000000
y = 1.yyyyyyyyyyyyyyyyyyyyyyy
In this case, if ym is non-zero, y will aﬀect the result because the rules of rounding will round
x up to the next value in F.
However, there is one unusual “midpoint” rule in IEEE, which states that if ym is zero (which
means y is an integral power of 2), and the least order bit of x is zero, the result is rounded toward
x, eﬀectively discarding y, and making the error exactly y. On the other hand, if ym is zero and
the least order bit of x is 1, the result is rounded up from x to the next value in F. But since
the error is the absolute value of the diﬀerence between the exact answer and the result; this is
also exactly y. Thus this machinery does not aﬀect our analysis, it will be treated the same as
the case where (ye − xe) > −24.
Addition: If y is not discarded, some portion of y (the ﬁnal xe − ye bits of ym) will be
examined to determine in which direction the result should be rounded, and then discarded. The
error, therefore, will be within ±2exp(x+y)−24. We obtain the classical result by using (x + y) as
an approximation of 2exp(x+y). This is only accurate within a factor of 2, and (if the mantissa of
(x + y) is drawn from a uniform distribution) on average overstates the error by 50%:
fl(x + y) = (x + y)(1 + δ), where |δ| ≤ u =
ǫ
2
This result holds trivially in cases where y is discarded as well, but then, since y < u, statis-
tically overestimates the error more grievously.
13Subtraction: If sign(y)  = sign(x), there is a potential of decreasing the exponent of the
result.
If xe = ye, the subtraction contributes no additional error to the result. Perhaps surprisingly
to some, this is the exact worst case for subtractive cancellation to reveal previously accumulated
error! If xe  = ye, y is shifted for alignment. There may still be no error under two circumstances:
If the trailing mantissa bits in ym that are shifted out of signiﬁcance for y are zeros, there is no
additional error in the result. Also, if xe − ye = 1 it is possible the result has an exponent of ye,
and in this case the result is exact. This is so because y must be shifted a single bit to the right
for alignment, and the result will be shifted back a single bit to the left, preserving the bit that
might have been lost. for example, in the following subtraction:
2z+1 x +1.10000000000000000000001 (x)
2z+1 x -0.110000000000000000000001 (y after shifting one bit right)
---------------------------
2z+1 x +0.110000000000000000000001 (result, but must be shifted left)
2z x +1.10000000000000000000001 (Final result is exact)
2.2 Drifting Accumulations
As mentioned, in all of the dot product experiments discussed in this thesis the major component
of error has been alignment error, and alignment error is worst when large arguments are paired
for addition with small ones.
This leads to some counter-intuitive results. Consider adding a list of random numbers that
are constrained to some range, say [−1,+1]. The largest error will exist if the numbers are all of
the same sign, because this forces the magnitude of the result to grow larger with every add, thus
increasing the size of the alignment disparity. Adding from the largest number to the smallest
creates more error than doing the reverse for a similar reason; it ensures the magnitude of the
interim result is always as large as possible so the smallest numbers are maximally mis-aligned.
If numbers in a list are equally likely to be positive or negative, then even though statistically
we expect the number of positives to equal the number of negatives, we also statistically expect
the absolute diﬀerence between the number of positives and the number of negatives to be non-
zero. By analogy, if we ﬂip a coin N times, the chances of getting exactly N
2 heads and N
2 tails
decreases rapidly as N grows large. 3
3In particular, drawing on appendix 9, the probability of getting exactly the same number of heads and tails
14Suppose we are given N elements that are equally likely to be positive or negative, and
call the number of positive elements Np and the number of negative elements Nn. We have
E(Np) = E(Nn) = N
2 . But we also show in Appendix 94 that E(|Np − Nn|) ≈ 0.8  
√
N, and
the standard deviation of |Np − Nm| is
√
N. If we further assume the distribution of absolute
magnitudes for the positives equals the distribution of absolute magnitudes for the negatives,
then the longer the list, the greater the expected magnitude of the sum; because we expect either
positives to outweigh negatives by 0.8  
√
N elements, or vice versa.
This drift for summing equally likely positive and negative values of equal magnitude dis-
tribution exactly describes the accumulation of error in ﬂoating point arithmetic. The error is
equally likely to be positive (meaning (ˆ r − r) ≥ 0, where ˆ r represents the rounded value and r
represents the pre-rounding value) or negative (meaning (ˆ r − r) < 0), and there is no reason in
IEEE arithmetic to assume positive errors will be distributed diﬀerently from negative errors.
We are equally likely to round up or round down at each ﬂoating point operation (As part of
the research for this thesis the author tested this assertion empirically with ten billion randomly
chosen cases, and found no signiﬁcant deviation from equal likelihood). Thus after N ﬂoating
point operations, we can expect one direction of rounding to predominate by 0.8 
√
N operations.
Note this holds regardless of the signs of the inputs, because even if the inputs are all the same
sign the rounding errors can still be either positive or negative. In fact, the signs of the rounding
errors (i.e. whether each operation rounds up or rounds down) are independent of the signs of
the inputs.
Higham (p 52, [25]) provides a single computational example in which rounding errors are not
random and independent, but nevertheless endorses the “rule of thumb” that error tends to grow
with
√
N instead of N.
given an even N is
(
N
N
2 )
2N ≈
1
√
π 
q
N
2
, which is 0.0798 for N = 100, 0.0252 for N = 1000, 0.0080 for N = 10,000, etc.
4Appendix 9 reproduces and proves results mentioned by Wilkinson (p 26, [16]) without either proof or additional
reference.
153 Background and Related work
Because dot product is of fundamental importance to the error analysis of linear algebra, it has
been well studied; Probably the main reference for linear algebra error analysis in general is
Higham’s excellent book [15], which extended the foundation provided by Stewart in [27]. We will
therefore adopt and extend the notation from [15] for representing ﬂoating point rounding errors:
fl(x ◦ y) = (x ◦ y)   (1 + δ), with |δ| ≤ u, (3.1)
where
• δ is the proportion of ﬂoating point error,
• x ◦ y is x + y, x − y, x   y, x/y for add, subtract, multiply or divide operations;
• u is the unit roundoﬀ error, deﬁned as u = 1
2β1−t;
• β is the base of the numbers being used, and
• t is the number of digits stored.
Throughout this thesis we use circled notation to denote ﬂoating point (as opposed to exact)
computations5. Instead of writing fl(x◦y) we write x  ◦ y; i.e., fl(x+y) = x⊕y, fl(x−y) = x⊖y,
fl(x   y) = x ⊙ y, and fl(x/y) = x ⊘ y. Also, we assume that |δ| ≤ u and δ with any subscript
is reserved notation for values ≤ u. By the IEEE ﬂoating point standard, for single precision
u = 2−24 ≈ 5.96x10−8, and for double precision u = 2−53 ≈ 1.11x10−16. This model presumes
that a guard digit is used during subtraction, which is a required feature of IEEE ﬂoating point
arithmetic.
A ﬂoating point summation will be represented by
 n
⊕,i=1, and a ﬂoating point product
by
 n
⊙,i=1. We use bold lower case letters to denote vectors. Thus x, y denote the vectors
[x1,...,xn]T and [y1,...,yn]T. The dot product of these vectors is xTy =
 n
i=1 xiyi. Therefore
we observe that the ﬂoating point computations in dot product are multiplication and addition.
5The utility of the circled notation may not be obvious when dealing with dot products, as this thesis does, but
it proves quite useful in more complex linear algebra computation as a way of keeping track of which ﬂoating point
operations have been converted to exact arithmetic (according to 3.1) and which have not.
16We will see that the multiplicative error does not compound in dot product except through
accumulation, and hence the main algorithmic opportunity for error reduction comes in strategies
for summing individual elementwise products. Therefore, the most closely related work is on
reducing error in summations, as in [22, 12, 21, 26, 25, 11, 2, 6, 24, 13]. To understand ﬂoating
point summation consider the canonical summation of x1,...,xn. For example, suppose n = 5
and we use δ1,...,δ4 to represent the proportional errors. Floating point addition can produce
diﬀerent results depending upon the order of addition, so we parenthesize the operation to ensure
the canonical order, and we have
((((x1 ⊕x2)⊕x3)⊕x4)⊕x5) = x1(1+δ1)(1+δ2)(1+δ3)(1+δ4)+x2(1+δ1)(1+δ2)(1+δ3)(1+
δ4) + x3(1 + δ2)(1 + δ3)(1 + δ4) + x4(1 + δ3)(1 + δ4) + x5(1 + δ4)
Using the standard notation of [15] we have
n  
i=1
(1 + δi)ρi = (1 + θn), with |δi| ≤ u, ρi ∈ {−1,+1}.
In Section 4 we will bound θn. For now we will use it as a notational device to simplify our
results. For example, assuming 0 ≤ xi, i = 1,...,n we obtain
n  
⊕i=1
xi ≤ x1 (1 + θn−1) + x2 (1 + θn−1) + x3 (1 + θn−2) + ... + xn (1 + θ1).
x1 and x2 both have (1 + θn−1) as their error factor because they are equally involved in the
innermost addition, after which the error factor decreases by a factor of (1+δ) for each subsequent
variable added, indicating how many ﬂoating point operations (additions, in this case) it was
involved in.
It is important to note a particular abuse of notation in analysis; namely that multiple (1 + θx)
may represent distinct sets of δi and are not necessarily equal to each other. (1 + θx) with equal
subscripts cannot, in general, be factored out for diﬀerent terms in an equation. As we will show,
one cannot even assume some combination of δi can be found that would allow this factoring to
take place. In short, the (1 + θx) are not multiplicatively distributive. However, these terms can
be combined and manipulated in the following way (for details and proofs see [15]): A ﬂoating
point multiply of two numbers with pre-existing error adds the theta subscripts of the errors
together, and multiplies the error factor by (1 + δ). So from the deﬁnition we have:
17x1 (1 + θp) ⊙ x2 (1 + θm) = (x1 (1 + θp)   x2 (1 + θm))(1 + δ) =
(x1   x2)   (
 p
i=1(1 + δi))  
  m
j=1(1 + δj)
 
  (1 + δ) = (x1   x2)
 p+m+1
k=1 (1 + δk) =
(x1   x2)(1 + θp+m+1).
Critically, however, x1 (1 + θp) ⊕ x2 (1 + θm) = (x1 + x2)
 
1 + θmax(p,m)+1
 
. This is the key
observation that leads to algorithmic reduction in error: if we can evenly balance the size of p and
m during addition, we can minimize the resulting error. Conversely, if m = 1 and p = i (or vice
versa) as in canonical summation (where i is the loop variable), then error growth is maximized.
The error discussed here is called “forward error”, and for the dot product s = XT   Y ,
calculated as ˆ s = XT ⊙ Y , answers the question “How far from s is ˆ s”? More formally, the
forward error is |s − ˆ s|, and we try to put an upper bound on this value.
An alternative method of measuring error is called “backward error”, and conceptually answers
the opposite question: “If ˆ s were the exact answer to ˆ X   Y , how far from X is ˆ X”? (Typically
in backward error analysis we choose an input X and see how perturbed it would have to be to
produce ˆ s instead of s). The objective of backward error analysis is to incorporate the sensitivity
of the problem to error. We discuss both types of error in detail in Appendix 9.
This thesis is concerned only with algorithmic improvements for controlling error. A related
and orthogonal approach is using extra and/or mixed precision arithmetic to reduce error. Since
this approach is not the focus of this thesis, we do not cover this area in detail, but [6, 7, 20]
provide some information. The broader eﬀects of ﬂoating point error in linear algebra is also too
large a pool of literature to survey in detail, but more information can be found in the overview
texts [27, 15], and in [5, 18].
3.1 Outline
The remainder of this thesis is organized in the following way: Section 4 discusses bounds for
the (1 + θn) notation used to simplify the analysis, including a tighter bound than we have found
in the literature, while Section 5 introduces a more concise notation that we will use in our
later proofs, which can be used to track error more precisely than the standard (1 + θn) terms.
Section 6 surveys some known dot product implementations, including their error bounds, while
Section 7 introduces a general class of dot product algorithms we call superblock which we believe
18is new. Section 8 discusses our experimental methodology, and then shows some results from our
statistical studies of these algorithms, which will allow us to draw some conclusions about these
techniques, the most important of which are summarized in Section 9.
4 Bounding the Floating Point Error Terms
Lemma 4.1 (Higham, p 69, [15]) is a bound on the term (1 + θn) =
 n
i=1(1 + δi)ρi, with each
ρi ∈ {−1,+1} and |δ| ≤ u for all i.
Lemma 4.1.
|δi| ≤ u,ρi = ±1,nu < 1,
n  
i=1
(1 + δi)ρi = 1 + θn; |θn| ≤
nu
1 − nu
=: γn. (4.1)
Noting that equality holds for |θ1|.
In dot products we have no need for ρ = −1, but it is frequently required in the analysis of
linear algebra operations and this is why Higham (p 69, [15]) includes it as part of the Lemma.
Since 1 + δ can be > 1, a useful bound requires an additional limiting factor. If n is the number
of ﬂoating point operations (ﬂops) applied to a variable, we assume n   u < 1. We emphasize n is
the limit of the number of ﬂops needed to compute a single result; so for IEEE SP this limits us
to about 223 (≈ 107) ﬂops.
The above error bound is not tight, and in fact we can produce a tighter bound by tracking
the speciﬁc amount of ﬂoating point error in terms of the (1 + θn) factors. First, we are given
δi ∈ [−u,+u] and ρi ∈ {−1,+1}, thus (1 + θn) =
 n
i=1(1+δi)ρi has a minimum value of (1−u)n
and a maximum value of
 
1
1−u
 n
.
We shall use the notation
min
δ,ρ and
max
δ,ρ to denote minimization or maximization over all possible
sets of {δi}n
i=1 and {ρi}n
i=1. Thus, observe that
min
δ,ρ
n  
i=1
(1 + δi)ρi =
n  
i=1
min
δi,ρi (1 + δi)ρi =
n  
i=1
(1 − u) = (1 − u)n (4.2)
max
δ,ρ
n  
i=1
(1 + δi)ρi =
n  
i=1
max
δi,ρi (1 + δi)ρi =
n  
i=1
 
1
1 − u
 
=
 
1
1 − u
 n
(4.3)
These observations are used in the proof of Lemma 4.2.
19Lemma 4.2. Using observations 4.2 and 4.3 as the lower and upper limits of
 n
i=1(1 + δi)ρi
respectively, we can bound θn as follows:
|θn| ≤
1 − (1 − u)n
(1 − u)n
Proof. (1 − u)n ≤ (1 + θn) ≤
 
1
1−u
 n
⇔ (1 − u)n − 1 ≤ θn ≤
 
1
1−u
 n
− 1
⇒ |θn| ≤ max
 
|(1 − u)n − 1|,
 
   
 
1
1−u
 n
− 1
 
   
 
Since (1 − u) < 1, |(1 − u)n − 1| = 1 − (1 − u)n, and since
 
1
1−u
 
> 1:
     
 
1
1−u
 n
− 1
      =
 
1
1−u
 n
− 1 = 1
(1−u)n −
(1−u)n
(1−u)n =
1−(1−u)n
(1−u)n > 1 − (1 − u)n.
The ﬁnal inequality holds because the divisor (1 − u)n < 1. Thus, we obtain
max
 
|(1 − u)n − 1|,
     
 
 
1
1 − u
 n
− 1
     
 
 
=
1 − (1 − u)n
(1 − u)n .
We now prove this bound is tighter than the bound of Lemma 4.1 for all n > 1.
Proposition 4.3. for all n > 1, the following is true:
1 − (1 − u)n
(1 − u)n <
nu
1 − nu
Proof. We use an inductive proof by contradiction, where we ﬁrst show by contradiction that the
new bound is not greater than or equal to that of Lemma 4.1, for n = 2, and then use induction
to show it is false for all n > 2. Obviously, once we have proved that the new bound is never
greater than or equal, it must be strictly less than, and Proposition 4.3 is proved. To help with
this proof, (4.4) shows the reverse proposition which will be contradicted for all n > 1.
Proposition to be disproved:
1 − (1 − u)n
(1 − u)n ≥
nu
1 − nu
⇔
1
(1 − u)n − 1 ≥
nu
1 − nu
⇔ (4.4a)
1
(1 − u)n ≥
(1 − nu) + nu
1 − nu
⇔
1
(1 − u)n ≥
1
1 − nu
⇔ (1 − u)n ≤ 1 − nu (4.4b)
We now disprove (4.4) by induction. For n = 2, (4.4b) reduces to
(1 − u)2 ≤ 1 − 2u ⇒ 1 − 2u + u2 ≤ 1 − 2u ⇒ u2 ≤ 0,
20a contradiction. (Remember u > 0 by deﬁnition). So this inequality does not hold for n = 2.
Now suppose it is true for some smallest integer n + 1 > 2. If true, we have
(1 − u)n+1 ≤ 1 − (n + 1)u ⇔ (1 − u)(1 − u)n ≤ 1 − nu − u.
Since this (n + 1) case is the smallest integer value for which (4.4b) holds true, it was false for
the prior (n) case, which implies (1 − u)n > 1 − nu. Therefore, this inequality keeps the same
direction and becomes strict if 1 − nu on the right is replaced by (1 − u)n:
(1 − u)(1 − u)n < (1 − u)n − u ⇔ (1 − u)n − u(1 − u)n < (1 − u)n − u ⇔ −u(1 − u)n < −u.
Dividing both sides by −u reverses the inequality, resulting in
(1 − u)n > 1.
But this is a contradiction since 0 < u < 1 and n > 1, so the proof is complete.
5 The Error Product Notation
Although the (1 + θn) notation is useful for straightforward analysis, it becomes unwieldy when
large numbers of terms are involved and we must track the sources of the error factors. To
facilitate such analysis we introduce a notation similar to that of Stewart’s [27] bracket notation,
<k>. We denote by   Πa
j the product
 j
i=1(1 + δai)ρai, where the label a is used to indicate
a particular collection of δai and ρai, with i running from 1 to j. If no label is present, then
  Πj refers to a general collection of δi and ρi with i running from 1 to j. To understand the
motivation for distinguishing between generic and speciﬁc sets, consider this hypothetical series
of operations: We add x to y in ﬂoating point: z = x⊕y = (x+y)(1+δ1), then expand the right
hand side: z = x(1+δ1)+y(1+δ1), and subtract the y term from both sides in exact arithmetic,
z − y(1 + δ1) = x(1 + δ1).
For some analyses (in particular backward error analyses) we require terms on the right to
be represented without error. To accomplish this here, we must divide both sides by (1 + δ1).
21But division of error terms presents a unique problem: we know the (1 + δ1) is identical on both
sides because we distributed an original single error value to two terms. So we know it would
cancel out, and we could write z
(1+δ1) − y = x. But in order to make computations tractable,
we often generalize in ways that lose track of the individual δi and abuse the notation by using
δ to represent a generic error instead of a speciﬁc one. In those cases we can no longer divide,
because all we know is that for each of the δ in an equation |δ| ≤ u, we do not know that any two
δ are necessarily equal. Under these circumstances they cannot cancel. Then, in keeping with
Higham’s abuse of notation, 1+δ
1+δ =   Π2. To overcome this problem, a superscripted   Πa
j is used to
represent a particular combination of j δ’s and ρ’s named “a”. This allows us to cancel them by
division; i.e.
b Πa
j
b Πa
j
= 1.
We use   Πj to represent j terms of the form
 j
i=1(1+δi)ρi where for the purpose of simpliﬁcation
we may have purposely lost track of the exact values of the δi and ρi. Given   Πj, all we know is
that all |δi| ≤ u and each ρi ∈ {−1,+1}.
When collections are unnamed, we must presume such collections to be a unique set of δ’s
and ρ’s, and we cannot perform any simpliﬁcations by divisive cancellation. Under these circum-
stances, division has a diﬀerent result which we show below:
b Πj
b Πj
=   Π2 j. Since we cannot know
whether there are any cancellations, we must follow the deﬁnition. Expanding the fraction by the
deﬁnition yields
 j
i1=1(1 + δi1)ρi1
 j
i2=1(1 + δi2)ρi2
=
j  
i1=1
(1 + δi1)ρi1  
j  
i2=1
(1 + δi2)−ρi2 =   Π2 j.
Superscripts can be used to track composition of a product in the superscript, just as we track
the number of entries in the subscript: (  Πa
j)(  Πb
k) =   Π
a,b
j+k. This allows a concise notation with the
possibility of regrouping or simplifying parts of the error later in the development of an equation.
We next state and prove a bound on the   Πj error terms.
Proposition 5.1. Using the terminology introduced above, we obtain the following bound on the
error product terms:
 
     Πj − 1
 
    ≤
1−(1−u)j
(1−u)j ≤
ju
1−ju =: γj.
Proof. Using the deﬁnition and the observations 4.2 and 4.3, we can bound   Πj
22(1 − u)j ≤   Πj ≤
 
1
1 − u
 j
⇒
(1 − u)j − 1 ≤   Πj − 1 ≤
 
1
1 − u
 j
− 1 ⇒
 
     Πj − 1
 
    ≤
1 − (1 − u)j
(1 − u)j ≤
ju
1 − ju
Note that Proposition 4.3 makes the inequality with γj strict for all j > 1.
In the context of analyzing dot products the notation   Πj provides no real advantage over
Higham’s (1 + θj), other than being more concise. It is deﬁned to be more useful in other linear
algebra analysis, and also to be less ambiguous than Higham’s notation by making some of the
abuses of notation explicit.
Nevertheless, for the purpose of this thesis, Higham’s bounds, theories and Lemmas that apply
to (1 + θj) apply equally to   Πj because of (4.1), and our   Π notation can be easily translated to
and from θ notation via (5.1):
  Πn = 1 + θn ⇐⇒ θn =   Πn − 1 (5.1)
Remark 5.2. This notation implies the following relations in exact arithmetic, where z1,z2 are
scalars:
(i) z1  Πj   z2  Πk = (z1   z2)  Πj+k
(ii)
z1b Πj
z2b Πk
= z1
z2
  Πj+k
These multiplication and division results follow directly from the deﬁnition.
Claim 5.3. In general,   Πj is not distributive over addition i.e. the relation
z1  Πj ± z2  Πj = (z1 ± z2)  Πj (5.2)
does not always hold true. Remember the three instance of   Πj in 5.2 can each represent diﬀerent
collections of δj and ρj, so this will hold true for some speciﬁc instances of   Πj but will not hold
true for others.
Proof. If 5.2 were always true, it would require that we can always ﬁnd an error factor   Πj that
can be applied to (z1 ± z2) to produce the same amount of error as the two independent   Πj on
23the left hand side of the equation. To show that this is not the case, suppose 0 < z2 < z1 and the
operation is subtraction. Then z1  Πj ± z2  Πj = (z1 + z2)  Πj implies ∃ a   Πc
j such that
z1  Πa
j − z2  Πb
j = (z1 − z2)  Πc
j (5.3)
where we have named the various   Πj to help track them and indicate their independence from
each other. The left side of 5.3 varies with the error factors; its minimum value occurs when   Πa
j
is at its minimum value and   Πb
j is at its maximum value. Using observations 4.2 and 4.3 yields
min
δ,ρ
 
z1  Πa
j − z2  Πb
j
 
= z1(1 − u)j − z2
 
1
(1 − u)j
 
.
Our assumption implies ∃ a   Πc
j that satisﬁes 5.3. By 4.2 the minimum value of   Πc
j is (1−u)j,
implying
z1(1 − u)j − z2
 
1
(1−u)j
 
≥ (z1 − z2)   (1 − u)j = z1(1 − u)j − z2(1 − u)j ⇒
−z2
 
1
(1−u)j
 
≥ −z2(1 − u)j ⇒ 1
(1−u) ≤ (1 − u) ⇒ 1 ≤ (1 − u)2
a contradiction since 0 < u < 1. Thus   Πj is not distributive over addition.
The issue is the mixing of signs which creates a mix of min and max values for   Πj, and the
non-speciﬁcity of   Πj. If we have more information about the operands or error factors we can
be more precise. For example, z1  Πa
j ± z2  Πa
j = (z1 ± z2)  Πa
j as expected; because in this case   Πa
j
represents the same error factor. If scalars z1,z2,...zk are all the same sign we can prove the
following:
Proposition 5.4. Given same-signed values {zi}k
i=1 then ∃ a   Πj such that
 k
i=1 z1  Π
ai
j =   Πj
 k
i=1 zi.
Proof. The proof is by induction. Suppose k = 2 and z = z1  Π
a1
j + z2  Π
a2
j , with   Π
a1
j and   Π
a2
j
independent, and z1,z2 ≥ 0. Then
min
δ, ρ
z = min
δ, ρ
(z1  Π
a1
j + z2  Π
a2
j ) = min
δ, ρ
(z1  Π
a1
j ) + min
δ, ρ
(z2  Π
a2
j ).
Now z1 ≥ 0 =⇒ min
δ, ρ
z1  Π
a1
j = z1   min
δ, ρ
  Π
a1
j ,
and a similar result holds for z2. Thus,
24min
δ, ρ
z = z1   min
δ, ρ
  Π
a1
j + z2   min
δ, ρ
  Π
a2
j , and since by 4.2
min
δ, ρ
  Π
a1
j = min
δ, ρ
  Π
a2
j = (1 − u)j, we have
min
δ, ρ
z = z1(1 − u)j + z2(1 − u)j = (z1 + z2)(1 − u)j.
The case of z1,z2 ≤ 0 proceeds in a similar fashion, replacing the minimums with maximums,
and lets us conclude
z ∈ (z1 + z2)  
 
(1 − u)j,
1
(1 − u)j
 
.
This is precisely the range of   Πj, and since   Πj is continuous on its range, there exists a   Πc
j such
that z =   Πc
j(z1 + z2). Then the induction step is trivial; assuming this is true for n terms, for
n + 1 terms we combine the ﬁrst n terms to create this k = 2 case. The proof for all {zi}k
i=1 < 0
proceeds similarly.
6 Known Dot Products
In this section we overview several dot products of interest. Note that we are primarily interested
in dot products that could likely be extended into high performance GEMM implementations.
Since GEMM executes O(N3) ﬂops and uses O(N2) memory locations, after tuning its perfor-
mance is typically limited by the amount of computation to be done, and therefore we do not
consider methods requiring additional ﬂops (for example, compensated summation). For perfor-
mance reasons, we also avoid sorting the vectors of each individual dot product. Finally, we do
not consider using extra or mixed precision, as both the performance and accuracy of such algo-
rithms is strongly inﬂuenced by the architecture and compiler, and our focus here is on general
algorithmic strategies.
Therefore, we present and analyze three known methods in this section, including comments
indicating their suitability as a building block for high performance GEMM implementation.
Section 6.1 discusses canonical dot product, Section 6.2 surveys two versions of the blocked dot
product, and Section 6.3 presents pairwise dot product. We will represent the exact dot product
of two n-dimensional vectors, X = {xi}n
i=1 and Y = {yi}n
i=1, as X   Y, and the dot product
25computed with ﬂoating point arithmetic as X ⊙ Y. In the following discussions the absolute
value symbol applies componentwise and produces a vector (or matrix) of identical dimension; for
example |X| = {|xi|}n
i=1.
6.1 Canonical Dot Product
The canonical algorithm is:
for (dot=0.0,i=0; i < N; i++) dot += X[i] * Y[i];
which calculates the dot product for two n-dimensional vectors, X = {xi}n
i=1 and Y = {yi}n
i=1 in
the order
((...(((x1 ⊙ y1) ⊕ x2 ⊙ y2) ⊕ x3 ⊙ y3) ⊕ ...) ⊕ xn ⊙ yn)
In [15] and much of the summation literature, this method is called the recursive algorithm. Since
the pairwise algorithm (surveyed in Section 6.3) is naturally implemented using recursion and this
method is naturally implemented using a simple iterative loop, we avoid this name and refer to
this algorithm, which is certainly the most widely used in practice, as canonical. We show here
(in our new notation) the bound for the forward error presented by Higham (p 69, [15]), as our
Proposition 6.1.
Proposition 6.1. Let s = X   Y and ˆ s = X ⊙ Y. Then there exists a   Πn such that
|s − ˆ s| ≤ (|  Πn − 1|)(|X|   |Y|) ≤ γn (|X|   |Y|). (6.1)
Proof. We present this algorithm in more than usual detail to familiarize the reader with a stan-
dard analysis using the new notation. We ﬁrst account for the error introduced by ﬂoating point
multiplication, replacing xi ⊙ yi with xi   yi  Π1, yielding:
((...(((x1   y1  Π1) ⊕ x2   y2  Π1) ⊕ x3   y3  Π1) ⊕ ...) ⊕ xn   yn  Π1)
We replace ⊕ with +, adding one to the subscript of each   Π on each side of a ﬂop at each
step. The basic operation we are repeating is (a  Πk ⊕ b  Πk) = a  Πk+1 + b  Πk+1. We start with the
ﬁnal ⊕ and work our way inward:
26(...(x1   y1  Π2) ⊕ x2   y2  Π2) ⊕ x3   y3  Π2) ⊕ ...) ⊕ xn−1   yn−1  Π2) + xn   yn  Π2) ⇔
(...(x1   y1  Π3) ⊕ x2   y2  Π3) ⊕ x3   y3  Π3) ⊕ ...) + xn−1   yn−1  Π3 + xn   yn  Π2) ⇔
(...(x1   y1  Πn−2) ⊕ x2   y2  Πn−2) ⊕ x3   y3  Πn−2) + ...)+
xn−1   yn−1  Π3 + xn   yn  Π2) ⇔
. . . and so forth until we obtain
. . .
(x1   y1  Πn + x2   y2  Πn + x3   y3  Πn−1 + ... + xn   yn  Π2) (6.2)
The worst potential relative error in this equation is on the terms involving   Πn, because the
upper bound on   Πn is larger than that on any   Πi with i < n. We cannot know which terms
actually have the worst error, but note if a ≤ b, then for all   Πa there exists a   Πb =   Πa. So,
remembering the rule that all unnamed collections must be presumed to consist of unique sets of
δi and ρi, we can replace all of the   Πi in 6.2 with   Πn.
 
YT ⊙ X
 
=
 
x1   y1  Πn + x2   y2  Πn + x3   y3  Πn + ... + xn   yn  Πn
 
(6.3)
To get the standard forward error6 we subtract the exact answer as shown in (6.4)
(X ⊙ Y − X   Y) = x1   y1(  Πn − 1) + x2   y2(  Π
′
n − 1) + ... + xn   yn(  Πn − 1)) (6.4)
But (  Πn − 1) is not distributive over addition for diﬀerently signed elements, so to simplify
further we must force identical signs on all the xi yi terms, which we accomplish with the absolute
value function.
|X ⊙ Y − X   Y| = |x1   y1(  Πn − 1) + x2   y2(  Π
′
n − 1) + ... + xn   yn(  Πn − 1)|
Applying the Triangle Inequality yields
|X ⊙ Y − X   Y| ≤ |x1   y1||(  Πn − 1)| + |x2   y2||(  Π
′
n − 1)| + ... + |xn   yn||(  Πn − 1)|
Now we apply Proposition 5.4 to ﬁnd ∃ a   Πn such that:
6The two classical methods used to describe error are termed “forward error” and “backward error”. For dot
product these are essentially equivalent; one is easily converted into the other. Appendix 9 describes the theoretical
basis of both.
27|X ⊙ Y − X   Y| ≤ |(  Πn − 1)|(X   Y) ⇒ |s − ˆ s| ≤ |(  Πn − 1)|(X   Y)
Since by proposition 5.1 |  Πn − 1| ≤ γn, the proof is complete.
Without knowledge of the signs or magnitudes of the vector elements, we see that the worst-
case error will therefore depend on the greatest number of ﬂops to which any given input is
exposed. This leads us to the observation that diﬀerent algorithms distribute ﬂops diﬀerently
over their inputs, and thus the more uniformly an algorithm distributes ﬂops over inputs the
lower the worst-case error bound will be.
Implementation notes Canonical dot product is the usual starting point for optimized block
products. A host of transformations can easily be performed on canonical product (unrolling,
pipelining, peeling, vectorization, prefetching, etc.); some of these optimizations (eg. scalar ex-
pansion on the accumulator) can change the error behavior slightly, but not enough to worry
about here. However, canonical dot product results in vector performance (which is often an
order of magnitude slower than cache-blocked matrix performance), when building a matrix mul-
tiply and so canonical dot product is almost never used to directly build a high performance
GEMM implementation. Instead, a blocked version of dot product is used, and so we survey this
dot product variant next.
6.2 Blocked Dot Product
For some optimizations it is necessary to block operations into chunks that make good use of
the various levels of local memory that exist on computers. For a dot product of two vectors
of large dimension N, this implies breaking up the vectors into Nb-sized subvector chunks that
are computed separately, then added together. There are two obvious algorithms for blocked dot
product, which we call pre-load and post-load; we show that post-load is strongly preferable to
the pre-load due to error growth. Figure 3 gives pseudo-code for both versions of the algorithm
(we assume N is a multiple of Nb for expositional simplicity throughout this section).
The pre-load algorithm of Figure 3(a) is probably the most obvious implementation. However,
28s = 0.0
blocks = N
Nb
for(b = 0; b < blocks; b++)
{
for(i = 0; i < Nb; i++)
s = s ⊕ (x[i] ⊙ y[i])
x += Nb; y += Nb
}
return(s)
(a) Pre-load blocked dot product
s = 0.0
blocks = N
Nb
for(b = 0; b < blocks; b++)
{ sb = (x[0] ⊙ y[0])
for(i = 1; i < Nb; i++)
sb = sb ⊕ (x[i] ⊙ y[i])
s = s ⊕ sb
x += Nb; y += Nb
}
return(s)
(b) Post-load blocked dot product
Figure 3: Pseudo-code for blocked dot products
it does not produce the better error bound. This is because the term s is used in every intermediate
computation, so the error term on s will dominate the total error. The ﬁrst add to s is an add
to zero that does not cause error. So there are N − 1 adds to s, along with the   Π1 error of the
multiply, making the forward error exactly the same as the canonical algorithm error bound.
Now consider a slight alteration to this algorithm, as shown in Figure 3(b). Instead of ac-
cumulating on a single value throughout the computation, we accumulate the dot product for
each block separately, and then add that result to s. So the blocked dot product consists of N
Nb
canonical dot products each of size Nb, each of which then adds to the total sum. The forward
error bound of the post-load algorithm is stated in (6.5), and we prove it in Proposition 6.2:
Proposition 6.2. If s = X Y and ˆ s = X⊙Y then there exists a   ΠNb+ N
Nb
−1 such that the forward
error of post-load dot product is
|s −   s| ≤ (|  ΠNb+ N
Nb
−1 − 1|)(|X|   |Y|) ≤ γNb+ N
Nb
−1 (|X|   |Y|) (6.5)
Proof. Let Xb and Yb be the subvectors of X and Y operated on in the inner loop of Figure 3(b).
These are clearly canonical dot products of size Nb, which we have shown in 6.3 to produce an
error factor of   ΠNb. Assigning each such subvector the exact dot product s1,s2,...s N
Nb
, we have
ˆ s = s1  ΠNb ⊕ s2  ΠNb ⊕ ... ⊕ s N
Nb
  ΠNb,
29Which by straightforward analysis similar to canonical dot product, with each ˆ si added as
soon as it is computed to the interim sum so far, yields
ˆ s = s1  ΠNb+ N
Nb
−1 + s2  ΠNb+ N
Nb
−1 + ... + s N
Nb
  ΠNb+ N
Nb
−1 ⇔
ˆ s − s = s1(  ΠNb+ N
Nb
−1 − 1) + s2(  ΠNb+ N
Nb
−1 − 1) + ... + s N
Nb
(  ΠNb+ N
Nb
−1 − 1) ⇒
|s − ˆ s| = |s1(  ΠNb+ N
Nb
−1 − 1) + ... + s N
Nb
(  ΠNb+ N
Nb
−1 − 1)|
T.E. ⇒
|s − ˆ s| ≤ |s1||(  ΠNb+ N
Nb
−1 − 1)| + ... + |s N
Nb
||(  ΠNb+ N
Nb
−1 − 1)|
Using proposition 5.1, |  Π“
Nb+ N
Nb
−1
” − 1| ≤ γ“
Nb+ N
Nb
−1
”, we have
|s − ˆ s| ≤ γNb+ N
Nb
−1(|s1| + |s2| + ...|s N
Nb
|)
Now s1 + s2 + ... + s N
Nb
= X   Y, so by the Triangle Inequality (|s1| + |s2| + ... + |s N
Nb
|) <
(|X|   |Y|), yielding
|s − ˆ s| ≤ γ“
Nb+ N
Nb
−1
” (|X|   |Y|).
Therefore, assuming a ﬁxed Nb, post-load reduces error by a constant factor which depends
on Nb. In examining (6.5), it is clear that as N grows with a ﬁxed Nb, the number of blocks
eventually dominates the error term, which leads to the idea of ﬁnding a way to minimize the
error from adding the block results together. This is the essential idea behind superblocking,
which is discussed in detail in Section 7. If we look at the   Π subscript Nb + N
Nb − 1 as a function
of Nb, say f(Nb) = Nb + N
Nb − 1, minimizing the function lets us choose an Nb that reduces the
order of the error. In particular if Nb =
√
N then f(Nb) = 2
√
N −1 and the largest error term is
thus   Π2
√
N−1, as is mentioned by Higham (p 70, [15]).
Implementation notes Most high performance GEMM implementations use one of these
blocked algorithms, where the Nb is chosen to ﬁt the operands into the cache (which cache level
this GEMM kernel ﬁlls depends on both the implementation and the architecture). It is perhaps
not obvious, but the post-load algorithm requires no extra storage when extended to GEMM.
In GEMM, dot’s scalar accumulators naturally become output matrices. However, these output
matrices must be loaded to registers to be operated on, and thus the architecture provides a set
of temporaries that are not present in storage. This is indeed where the algorithms get their
names: in pre-load, the summation-so-far is loaded before beginning the loop that indexes the
common dimension of the input matrices, but in post-load the summation is not loaded until that
30loop is complete. Therefore, whether the pre-load or post-load algorithm is used varies by library
(ATLAS mostly uses the pre-load algorithm at present); indirect experience with vendor-supplied
BLAS seems to indicate that many use the pre-load version, but it is impossible to say for sure
what a closed-source library does algorithmically. However, personal communication with Fred
Gustavson (who is strongly involved in IBM’s computational libraries) indicates that at least some
in the industry are aware of the error reductions from post-load, and have at least historically
used it.
Since Nb is selected to ﬁll a level of cache, it cannot typically be varied exactly as called for
to get the   Π2
√
n−1 bound; In the ATLAS libary (and we suspect in other libraries as well), Nb is
allowed to vary to a limited degree, but does so only due to performance considerations. However,
even libraries with a ﬁxed Nb can produce lower-order worst-case errors for a reasonable range of
problems sizes, and those that can choose amongst several candidate Nb’s can do even better, as
we outline in Section 6.2.1.
6.2.1 Optimal and Near-Optimal Blocking for Post-Load Dot Product
Post-load blocked dot product has the error bound given in (6.5). To derive the optimal Nb to
use, we treat the   Π subscript as a function of Nb; f(Nb) = Nb + N
Nb − 1. Notice f(1) = N and
f(N) = N, but f(2) = N
2 + 1 < N for any N > 2. Thus f() starts out decreasing but eventually
increases, when the number of blocks to be added outweighs the block length. To minimize this
function we set its ﬁrst derivative to 0, and solve for Nb:
f′(Nb) = 0 =⇒ −N   N−2
b + 1 = 0 =⇒ N   N−2
b = 1 =⇒ Nb =
√
N (6.6)
Applying Nb =
√
N to (6.5) shows the worst case   Π subscript value will now be
  Π“√
N+ N √
N −1
” =   Π2
√
N−1.
However, assuming that as discussed in the implementation notes we have only a few ﬁxed
block sizes to choose from, can we still get the lower-order error bound for a reasonable range of
problem sizes? The answer turns out to be yes: using a slightly non-optimal block factor merely
results in a larger coeﬃcient on the square root term. More formally, suppose for some small
constant c, Nb = c  
√
N. Then the   Π subscript on each term will be
31  Πc 
√
N+ N
c 
√
N −1 =   Πc 
√
N+ 1
c 
√
N−1 =   Π(c+ 1
c)
√
N−1.
Implementation note For an intuition of how this could help, consider c = 2, and a dot
product (or GEMM) with Nb = 60. Such an algorithm would achieve a worst-case error of
  Π2.5
√
N−1,∀{N : 900 ≤ N ≤ 14,400}. Thus, a few carefully selected block sizes could achieve
square root worst-case error across the range of reasonable problem sizes (note that very small
N do not have substantial errors, and so their Nb could either be omitted or handled by other
optimizations with similar error results as small blockings, such as accumulator expansion). Nb =
60 is a midsized L1 cache blocking factor; using moderately smaller blocking factors will typically
not have a sharp aﬀect on performance. One could therefore imagine a GEMM implementation
that has several smaller block sizes available, and also larger sizes that block for the L2 cache,
and thus can produce square root worst case error across all typical problem sizes with minimal
loss in performance.
6.3 Stability of the Pairwise Dot Product
scalar dotProduct
(Vector X, Vector Y)
{ scalar sum;
int n = X.length;
int n1 = n/2;
int n2 = n - n1;
if (n == 1) return (X[1] * Y[1]);
sum = dotProduct(X[1:n1], Y[1:n1]);
sum += dotProduct(X[n1+1:n2],Y[n1+1:n2]);
return (sum);
} // END *** dotProduct ***
(a) Pairwise pseudo-code
x1 ⊙ y1 x2 ⊙ y2 x3 ⊙ y3 x4 ⊙ y4
. . .
xn−3 ⊙ yn−3 xn−2 ⊙ yn−2 xn−1 ⊙ yn−1 xn ⊙ yn
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(b) Pairwise summation diagram
Figure 4: Pseudo-code and ﬂop exposure of pairwise dot product
Finally, we consider the pairwise algorithm, which can be naturally implemented using recur-
sion, as shown in Figure 4(a). This algorithm performs precisely as many ﬂops as the canonical
form, but instead of accumulating the products one by one, it constructs a ⌈log2(n)⌉ deep binary
32tree of them, as shown in Figure 4(b). Thus, this algorithm has the property of distributing the
ﬂop load exactly equally among its inputs and thus minimizing the worst-case error. The pairwise
dot product algorithm is discussed by Higham (p 70, [15]), where he produces an error bound for
the forward error for this algorithm which we cite as Lemma 6.3:
Lemma 6.3. Given two n dimensional vectors X and Y with n an integral power of 2, the
following bound holds true on the forward error of the ﬂoating point pairwise dot product:
|sn −   sn| ≤ γ⌈log2 n⌉+1 (|X|   |Y|)
We prove the equivalent error bound in our analysis.
Proposition 6.4. The following bound holds true on the forward error for the recursive dot
product computation: There exists a   Π⌈1+log2(n)⌉ such that
|sn −   sn| ≤ |  Π⌈1+log2(n)⌉ − 1|   (|X|   |Y|) ≤ γ⌈1+log2 n⌉ (|X|   |Y|). (6.7)
Proof. We note that in the canonical algorithm the various pairs of vector element-products are
subject to diﬀerent numbers of additions. However, in this algorithm all products are subject to
the same number of additions, namely, ⌈log2(n)⌉ of them. In our ﬁrst (lowest) level, we form the
products
x1   y1  Π1 ⊕ x2   y2  Π1 ⊕ x3   y3  Π1 ⊕ x4   y4  Π1 ⊕ ... ⊕ xn−1   yn−1  Π1 ⊕ xn   yn  Π1
The next level we add neighboring pairs, adding   Π1 error,
(x1   y1  Π2 + x2   y2  Π2) ⊕ (x3   y3  Π2 + x4   y4  Π2) ⊕ ... ⊕ (xn−1   yn−1  Π2 + xn   yn  Π2)
At the next level we add neighboring pairs of parentheticals, adding   Π1 error,
((x1   y1  Π3 + x2   y2  Π3) + (x3   y3  Π3 + x4   y4  Π3)) ⊕ ...
⊕ ((xn−3   yn−3  Π3 + xn−2   yn−2  Π3 + xn−1   yn−1  Π3 + xn   yn  Π3))
and so on, until we reach our ﬁnal sum after ⌈log2(n)⌉ steps. Since we also have to account
for the ⊙ which adds   Π1 error, our ﬁnal summation is
x1   y1(  Π⌈1+log2(n)⌉) + x2   y2(  Π⌈1+log2(n)⌉) + ... + xn   yn(  Π⌈1+log2(n)⌉)
As we have done on earlier analyses, we can take absolute values, apply the Triangle Inequality
and Proposition 5.4 to ﬁnd ∃ a   Π⌈1+log2(n)⌉ such that:
33|s − ˆ s| ≤ |  Π⌈1+log2(n)⌉ − 1|(|X|   |Y|) ≤ γ1+⌈log2(n)⌉ (|X|   |Y|).
Pairwise demonstrates an instance where recursion, by distributing usage of prior results
uniformly, inherently improves the error bound on the result. In general, this is a powerful
principle: The fewer ﬂops elements are subjected to, the lower the worst-case error. We will
demonstrate in Section 8 that these lower worst-case error algorithms do indeed produce lower
actual errors, on average, versus the canonical dot product algorithm.
Implementation notes: Despite its superior error bound, this algorithm has several drawbacks
that prevent it from being the default dot product for performance-aware applications. First, the
general recursive overhead can be too expensive for most applications. Further, the smaller sizes
found towards the bottom of the recursion prevent eﬀective use of optimizations such as unrolling,
pipelining, and prefetch. These optimizations often must be amortized over reasonable length vec-
tors, and for optimizations such as prefetch, we must be able to predict the future access pattern.
Straightforward recursive implementation limits or completely removes the freedom to perform
these optimizations, and so it generally is much less optimizable than a loop implementation,
even when the recursive overhead is minimized. We note that the naive version of this algorithm
requires n
2 workspaces (stored on the stack in the recursive formulation) to store the partial re-
sults. With smarter accumulator management, we may reduce the worskpace requirements to
(1 + log2(n)), as mentioned in [15] (which cites earlier work [4]). We will derive a similar result
using our superblock algorithm, in Section 7 (if we consider the calculations as occurring in a tree,
as we do above for the pairwise algorithm, then essentially we achieve minimum workspace by
keeping just one workspace per level and scheduling the calculations to sweep across the tree from
left to right). However, since in matrix multiply these workspaces must be matrices (as opposed
to scalars for dot product), pairwise is usually not practical due to memory usage, even if the
performance considerations highlighted above do not discourage its use.
347 Superblocked Dot Product
The idea behind the superblock dot product algorithm is that given t temporaries, perform the
necessary accumulations of the dot product in t levels, where each level performs the same amount
of adds, and the lowest level consists of a dot product with that same number of adds. This
generalized superblock algorithm is shown in Figure 5(a), where for clarity it is assumed that
t √
N
is an integer. Note that it is possible with a blocking algorithm of t levels to have a diﬀerent
number of adds performed on each level, but we will show the optimal worst case error is the one
shown, where all levels are exposed to roughly the same number of adds. This algorithm therefore
has the advantage of distributing the additions as optimally as possible for a given amount of
workspace. Additionally, notice that at t = 1, this algorithm becomes canonical, for t = 2, it
becomes post-load blocked, and for t = log2(N) it becomes space-optimal pairwise (this will be
shown in Proposition 7.3). Therefore, all the algorithms surveyed in Section 6 may be viewed as
special cases of the superblock class of dot products.
Proposition 7.1. For a t temporary superblock summation, the optimal blocking factor is N
1
t,
which will produce a worst case error of   Π
t(N
1
t −1) for all t ≥ 1.
Proof. The proof is inductive on t. The proposition is trivially true for t = 1. Therefore, assume
the proposition is true for t. For t+1 level blocking, we must decide on the lowest level blocking
factor, which we will call Nb. This will produce an error of   ΠNb−1 on each block summation, with
N
Nb blocks remaining to be added in the subsequent t levels of the addition. By the proposition,
the ideal blocking factor for these remaining t levels is ( N
Nb)
1
t, and will produce additional error
of   Π
t
 “
N
Nb
”1
t −1
!. We therefore see that the   Π subscript of the worst case error of a t + 1-level
superblock of size N will be a function f of Nb, as shown in (7.1a), which we minimize by setting
its derivative to zero and solving for Nb. as shown in (7.1b).
f(Nb) = Nb − 1 + t
 
N
1
t   Nb
−1
t − 1
 
(7.1a)
f′(Nb) = 1 + t
 
N
1
t ×
−1
t
× N
−1
t −1
b
 
= 0 ⇒ 1 = N
1
t × N
−(t+1)
t
b ⇒ Nb = N
1
t+1 (7.1b)
Therefore, the remaining blocks to be added by all subsequent levels is N
Nb = N
N
1
t+1
= N
t
t+1,
which by our assumption means that all subsequent levels must use a blocking factor of
 
N
t
t+1
 1
t =
35scalar dotProd(Vec X, Vec Y, int t)
{ int n = X.length;
int nb = pow(n, 1/t);
scalar tmp[t] = {0.0};
int cnt[t] = {0};
for (i=0; i < n; i++)
{
tmp[t-1] += X[i] * Y[i];
if (++cnt[t-1] == nb)
{
for (j=t-2; j; j--)
{ tmp[j] += tmp[j+1];
tmp[j+1] = 0.0;
cnt[j+1] = 0;
if (++cnt[j] < nb) break;
}
}
}
return(tmp[0]);
}
(a) t-level superblock
scalar dotProd(Vec X, Vec Y, int nb)
{ int n = X.length;
int nblks = n/nb;
int nsblks = sqrt(nblks);
int blksInSblk = nblks/nsblks;
scalar dot=0.0, sdot, cdot;
for (s=0; s < nsblks; s++)
{ sdot = 0.0;
for (b=0; b < blksInSblk; b++)
{
cdot = X[0] * Y[0];
for (i=1; i < nb; i++)
cdot += X[i] * Y[i];
sdot += cdot;
X += nb; Y += nb;
}
dot += sdot;
}
return(dot);
}
(b) 3-Level Fixed-Nb superblock
Figure 5: Pseudo-code for Superblock Algorithms
36N
1
t+1 as well. Thus, this single value is the optimal Nb for all t + 1 levels. Substituting this
Nb = N
1
t+1 in (7.1a) gives the worst case error bound
  Π
N
1
t+1 −1+t
0
@
„
N
t
t+1
« 1
t
−1
1
A
⇐⇒   Π
(t+1)(N
1
t+1 −1)
which is the rest of the required result.
Proposition 7.2. The following bound holds true on the forward error for the t temporary su-
perblock dot product computation:
|sn −   sn| ≤
 
|  Πt(
t √
N−1)+1 − 1|
 
|x|T|y| ≤
 
γt(
t √
N−1)+1
 
|x|T|y| (7.2)
Proof. Superblock dot product diﬀers from summation only in that it has 1 additional error from
the multiply, and we note that adding 1 to the result proven in Proposition 7.1 yields (7.2).
Proposition 7.3. An N = 2t, t-level superblock dot product is equivalent to the space-eﬃcient
pairwise dot product.
Proof. Substituting 2t for N and applying Proposition 7.2 we obtain
  Π
t(N
1
t −1)+1 =   Π
t(2
t
t −1)+1 =   Πt+1 =   Πlog2(N)+1
If we apply this result to vectors X and Y of length N we will ﬁnd the forward error bound:
|s − ˆ s| ≤ |  Πlog2(N)+1 − 1|   |X|T|Y| ≤ γlog2(N)+1|X|T|Y|
identical to the pairwise result (6.4), accomplished in t = log2(N) workspaces.
Higham[15] notes that Caprani[4] showed that the pairwise dot product algorithm requires
⌊log2(N)⌋+1 storage locations, which disagrees with our count of t = log2(N) (where we assume
⌊log2(N)⌋ = ⌈log2(N)⌉) as just shown in (7.3). We have been unable to obtain a copy of [4]
directly to be sure, but from our own analysis it appears likely the extra storage location for
powers of two comes from insisting on an extra storage location to hold the result of an individual
x[i] * y[i], which we do not count as storage in our algorithm (given a machine with a multiply
37and accumulate instruction, no such location is necessary, though registers for loading x[i] and
y[i] would be, which neither algorithm accounts for). Therefore, we do not claim to require less
storage, despite the diﬀering counts.
7.1 Fixed-Nb Superblock
As so far presented, the superblock algorithm is interesting mainly from a theoretical standpoint,
since its implementation would probably be only a little more practical than the pairwise algo-
rithm. However, we can make a straightforward adaptation to this algorithm which makes it a
practical algorithm for building a high performance GEMM (at least in the way GEMM is per-
formed in ATLAS) in those cases where the problem size is too great for post-load GEMM alone
to give the lower-order worst-case error term. As previously mentioned, in actual implementa-
tions such as ATLAS Nb is either ﬁxed by performance considerations or at most variable across
a relatively narrow range. Therefore, we assume Nb is not variable when deriving our practical
superblock algorithm. The second choice is how many temporaries to require. Depending on the
types and levels of cache blocking applied by ATLAS’s GEMM, each additional temporary be-
yond the problem’s output N ×N matrix and the machines registers (which handle the post-load
dot product in the innermost loop) would require either an Nb × Nb temporary in the best case,
or a N × Nb in the worst. Also, additional storage locations will tend to depress performance
due to added cache pollution. Therefore, we choose to add only one additional workspace be-
yond the problem’s output and the machine’s registers, leading to the t = 3 algorithm shown in
Figure 5(b) (for clarity we again assume that all block calculations produce non-zero integral an-
swers). This produces an error of   Π
Nb+2(
q
N
Nb
−1) (note that, as expected, this is the same as (7.2)
when Nb =
3 √
N). Our conjecture is that this algorithm, requiring only one additional buﬀer, will
provide reasonable error reduction on pretty much all problem sizes that are practical in the near
and medium term (Section 8 shows some empirical results supporting this conjecture), without
unsupportable workspace requirements or sharp performance reductions.
388 Numerical Experiments
It is widely known that worst-case errors are almost never seen in practice. This is mostly due
to the fact that a prior over-estimation is often balanced by a later under-estimation, so that
the worst-case bound is loose indeed. Many practitioners believe that with these extremely loose
bounds and the self-cancelling nature of ﬂoating point error, all the algorithms perform fairly
indistinguishably for most data. This idea is endorsed in a limited way in [25], which demonstrates
that there exist particular data and orderings which will make any of these ‘better’ dot product
algorithms produce worse results than the others (for example, pairwise gets worse error than
canonical). The conclusion of [25] goes further (remember that the ‘recursive summation’ of
Higham is our ‘canonical’):
However, since there appears to be no straightforward way to predict which summa-
tion method will be the best for a given linear system, there is little reason to use
anything other than the recursive summation in the natural order when evaluating
inner products within a general linear equations solver.
In this quote, Higham is speaking from a basis of theory, as opposed to statistics, but this kind of
argument often leads to questioning whether worst-case error bounds are at all useful in practice.
This section provides results of statistical studies we have undertaken, which show that there
is indeed a beneﬁt on average to using the lower worst-case error algorithms, and that this beneﬁt
grows with N (though not at anything like the rate suggested by the worst-case analysis).
8.1 Experimental Methodology
The primary strategy for testing error is to perform a calculation (like dot product) using an
algorithm that we can prove produces a high-precision result, and compare that result to a result
obtained by the algorithm under test using a lower precision result.
For the experiments here, we rely on compensated IEEE double-precision. Knuth [17] shows
the computed sum   Sn =
 n
i=1 xi satisﬁes
  Sn =
n  
i=1
(1 +  i)xi, | i| ≤ 2u + O(n   u2),
39which Higham (p 93, [15]) characterizes as “an almost ideal backward error result”. IEEE double-
precision has a 53 bit mantissa, 29 bits more than IEEE single precision. Thus we use compensated
double precision arithmetic to compute an answer. For all practical7 N, Knuth’s upper bound im-
plies this result must be accurate to within about 2u for double precision numbers. By taking the
diﬀerence between this compensated double precision result and that produced by the algorithm
under test using strictly single precision arithmetic, on the same vectors, we ﬁnd the amount of
error produced by the algorithm under test, at least within one single precision ǫ. Since the cause
of error is rounding by the same IEEE rules in both single precision and double precision, although
the magnitude of the error will change using double precision, there is no reason to suspect the
relative error introduced (or avoided) by diﬀerent algorithms should change in any way.
A dot product tester (dpTest) was written to perform all experiments. dpTest accepts pa-
rameters for controlling the dot product experiment, including the vector sizes to test, number of
trials over which the experiment should run, various methods of controlling the generation and
composition of the X and Y vectors, and so on. dpTest works by generating random vectors
according to the parameter rules, then ﬁnding the dot product of the same vectors three times:
1. As a single precision dot product using the canonical method;
2. As a single precision dot product using the method under test (such as blocked, super
blocked, or pairwise addition);
3. As accurately as possible using double-precision compensated addition.
The third method is considered the “exact” answer. The ﬁrst two results are promoted to
double-precision and subtracted from the exact answer to ﬁnd the error for each method. Note
this error could be positive or negative; a negative error means the test method over-estimated
the exact answer, a positive error means the test method under-estimated the exact answer.
dpTest is highly instrumented to track 127 diﬀerent aspects of dot product error. Some of
this eﬀort was expended to track interim values to see if they correlated at all with ﬁnal error;
for example we tracked both the largest and average diﬀerence between exponents in any two
ﬂoating point adds that occurred during the accumulation of the dot product, we kept the max
7This holds for N < 2
29 which is about 536x10
9. The largest N used in any of the tests reported in this thesis
was 131,072.
40and average for same-sign and opposite-sign adds, we accumulated the total and average error
caused by alignment error; by multiplication error, and of course the min, max, average and
standard deviation of actual error and the absolute value of the error.
Some of the eﬀort was designed to verify intuition. For example, we tracked how often a
ﬂoating point addition involved two same-signed numbers versus how often it involved diﬀerently
signed numbers. By elementary statistics we would expect this to follow a Bernoulli trial p = 0.50
model (which converges to the normal distribution as the number of trials approaches inﬁnity);
and it does.
The trials for dpTest discussed here used two main classes of vectors we believe represent
wide usage, dot products where the elements of X and Y were randomly chosen values from the
range [−1, + 1], and dot products where the elements of X and Y were randomly chosen values
from the range [0, + 1]. Changing the scale of X,Y does not impact the results. It might put
a heavier restriction on the range of the exponent and thus cause an overﬂow or underﬂow; but
otherwise the precision of the result, measured in bits, is identical. i.e., given speciﬁc X and Y
∈ [−1, + 1], if we multiply them by 210 = 1024 and ﬁnd the dot product using some method
f(X  1024,Y   1024), then the error will be exactly 210 times the error of f(X,Y ). This is because
the mantissas of all the elements would be identical, and thus all the rounding operations would
be identical.
8.2 Experimental Results
For each of the charts shown here, we compare the surveyed algorithms against the canonical dot
product. The algorithms are pairwise, autol3superblock (superblock with t = 3 and Nb =
3 √
N),
l3superblock60 (superblock with t = 3 and a ﬁxed lowest-level blocking of Nb = 60), autoblock
(post-load blocked with Nb =
√
N), and block60 (post-load blocked with Nb = 60). These
parameter values were chosen due to practical reasons: Nb = 60 is a typical midrange blocking
factor, and t = 3 requires only one additional workspace in GEMM. Therefore, the symbol key to
each graph is: pairwise (hourglasses, black) autol3superblock (dashed line, red) l3superblock60
(solid line, dark blue), autoblock (point-down triangle, light green) and block60 (squares, light
blue).
For each size, we randomly generate 10,000 diﬀerent vectors, and each algorithm (including
41canonical) is run on each of these vectors (so algorithms are always compared using the same
data). We believe that there are two main cases of interest in unstructured data, and so we have
separate charts for when the elements are generated continuously in the range [-1,1] and [0,1].
The condition number for a dot product of two vectors, X and Y, measures how sensitive
the result is to perturbation. It is computed as
|X| |Y|
|X Y| . In general, the mixed sign dot products
have large condition numbers because the expected value of the dot product for the vectors we
construct is zero, so this tends to make |X   Y| ≪ |X|   |Y|. The all-positive dot products always
have a condition number of 1. We discuss condition numbers of the dot product more fully in 8.2.2.
All of these experiments were run on an x86 machine using the single precision SSE instructions
(so that true 32 bit precision is enforced).
8.2.1 Relative Absolute Error
Our error results are tracked as absolute errors in terms of ǫM = 2−23, but if these are charted
directly, the fast-rising canonical error makes all other algorithms indistinguishable due to scale.
Therefore, all of the charts given here track the ratio of the average absolute error of the canonical
algorithm divided by the average absolute error achieved by the alternative algorithm. Thus, an
algorithm with a plotted ratio of 10 achieved an average absolute error 10 times smaller than
canonical algorithm on the vectors of that size. The average is over the 10,000 trial vectors (each
algorithm uses the same unique 10,000 vectors for each vector size).
In these experiments, we put no restrictions on the condition number of the dot products; all
elements are chosen at random from a uniform distribution8 over the necessary range.
Figure 6 shows the average (over the 10,000 trials) absolute error of the canonical algorithm
divided by the average error of the surveyed algorithms on the range N = [1000, 100000] in steps
of 1000, with the problem sizes along the X-axis and error ratio along the Y axis. Figure 6(a)
shows this for mixed-sign vectors, and Figure 6(b) shows it for all-positive vectors. The ﬁrst
thing to note is that the error ratios for the all-positive data are much larger than for the mixed
sign. This may at ﬁrst be counter-intuitive, as all-positive vectors have a condition number of 1.
8We used the function drand48() commonly available on Linux systems, which generates pseudo-random numbers
using the linear congruential algorithm and 48-bit integer arithmetic, and used the result to scale to the desired
element range.
42(a) For random data in range [-1,1]
(b) For random data in range [0,1]
Figure 6: Ratio of average absolute errors of canonical over various algorithms
43However, one of the main ways these algorithms reduce error is by minimizing alignment error
(i.e., bits lost when mantissas with diﬀering exponents must be aligned prior to adding) by tending
to add elements that are likely to be in the same basic range (since they have been exposed to a
more balanced number of ﬂops). Alignment error is less of an issue for mixed-sign data, as the
dot product accumulator does not grow at each step as it does with same-sign data.
The worst performer of the improved algorithms is always block60, which nonetheless pro-
duces 7 (8) times less error on average than canonical for long vectors (mixed and same sign,
respectively). It may at ﬁrst seem surprising how competitive with autoblock block60 is, since
block60 essentially has O(N) error where autoblock has O(
√
N). However, our analysis in 6.2.1
shows that block60 will give O(
√
N) error across much of this range in the worst case. Since errors
actually build up much slower in practice, block60 maintains this lower-order behavior longer as
well (note that the range where block60 is almost the same as autoblock, N < 10,000, is well
within the lower-order range proven in Section 6.2.1). Since this form of GEMM requires no extra
storage, this is a strong suggestion that even in the absence of other measures, it makes sense
to utilize post-load in modern GEMM algorithms, and that it eﬀectively produces lower order
worst-case errors on most problem sizes in use today.
Another surprising result is that l3superblock60 algorithm (dark blue) is clearly separated from
and displays less error than the autoblock (light green) algorithm, since they both have O(
√
N)
error. The algorithms autol3superblock and l3superblock60, both 3-level superblock algorithms,
behave almost the same in practice. Thus a ﬁxed-Nb (much friendlier to HPC implementation)
superblock would be adequate for error control using limited additional memory. In mixed sign
data, the 3-level superblock algorithms behave as expected: autol3superblock is in general slightly
better, but since the lines are so close, superblock60 occasionally wins. For same-sign data,
superblock60 actually wins across the entire range, though again the diﬀerence is minor. It is
diﬃcult to say why this might be the case, but we note that the optimal block factor is based
on worst-case error, which does not happen in practice, so using larger Nb should not cause a
problem. It may be that Nb = 60 results in less alignment error on average when adding the higher
level blocks (e.g. the summation totals for Nb = 60 are more uniform than for Nb =
3 √
N), but
this is pure speculation on our part. We note that l3superblock is substantially better error-wise
than block60 for all but the beginning of the range. This suggests that error-sensitive algorithms
44may want to employ superblock even for reasonably sized vectors if the performance eﬀect can be
made negligible.
The pairwise algorithm is decidedly better across the range. The large gap between the average
error produced by the pairwise algorithm and the l3superblock60 algorithm indicates that it may
be interesting to study higher level superblocks, and see how the performance/error win tradeoﬀ
plays out in practice. We note that the pairwise algorithm displays a sawtooth pattern for the
same-sign data, with the least error (maximum ratio) found at powers of two. This is probably
due to alignment error: when pairwise’s binary tree becomes unbalanced because N is slightly
above a given power of 2, each branch of the tree will yield markedly diﬀerent magnitude values
which implies a large alignment error. It seems likely that changing the algorithm to create a
more balanced (or rebalanced) tree could moderate the drops, but since pairwise is not our main
focus, we did not investigate this further.
Average error is not the only criterion for judging algorithms. We have already discussed
the need for practical implementation in terms of memory and speed. Many algorithms (e.g.,
compensated addition [17], Jack Wolfe’s cascading accumulator scheme [30] or Michael Malcolm’s
extension of that work [23]) exist in the literature that produce results accurate to the roundoﬀ
error u, but are hopelessly expensive in terms of memory and computational power, requiring
hundreds or thousands of times as much of both.
But having met reasonable resource demands, an alternative algorithm must be characterized
by how often it produces less error than the canonical algorithm (“wins”), how often it produces
more error than the canonical algorithm (“loses”), how badly it loses, and how often it produces
the same error (within one ǫ) as the canonical algorithm (“ties”).
To this end we show charts in Figures 7 and 8 which characterize for the same trials discussed
above the “Win/Lose/Tie” graphs for block60 and l3superblock60, for all positive and mixed sign
vector elements. We show, for each vector size N how many of the 10,000 trials resulted in a win
for the alternative algorithm, a tie (meaning both errors were within one ǫ of each other), or a
loss (meaning the alternative algorithm had more error than canonical).
These charts are quite similar; the superiority of l3superblock60 is evident in the much thinner
bands for losses and ties. The role of alignment error is also evident, notice that in the same-sign
charts (X,Y ∈ [0,+1)) the alternative method (block60 or l3superblock60) dominates the canonical
45(a) For random data in range [0,1]
Figure 7: All Positive Elements, Win/Lose/Tie for Two Practical Algorithms
46(b) For random data in range [-1,1]
Figure 8: Mixed Sign Elements, Win/Lose/Tie for Two Practical Algorithms
47method much more quickly. The other alternative methods display very similar behavior; their
charts are not shown, since we are concentrating on the two most “implementable” (in a HPC
sense) alternative algorithms.
These charts show that on average either alternative is statistically preferable to the canonical
algorithm. For N > 75,000 the losses range from 0.96% of trials (l3superblock60, X,Y ∈ [0,1))
to 8.9% of trials (block60, X,Y ∈ (−1,+1)). Thus in larger N there is a better than 91% chance
of getting less error by employing at least the block60 algorithm, and as much as a 99% chance
of getting less error by employing l3superblock60. However, there is one ﬁnal point to consider:
In the small percentage of cases where canonical wins, how bad is the error?
Our hypothesis is that the alternative methods are unlikely to display particularly egregious
errors, so if they lose it is probably a coincidence of the alternative having more than its average
error while canonical had less than its average error. This hypothesis is supported in Figures
9 and 10, in which we restrict our consideration to just those 1% to 9% of cases in which the
alternative algorithm produced more error than the canonical algorithm. In both ﬁgures note that
the scale changes (indicated by a gray background) in order to include the worst overall canonical
error without reducing the other relationships on the chart to illegibility. Also in both ﬁgures,
everything is displayed relative to the overall average canonical error (meaning the average over
10,000 trials) for the vector size. Because we are only analyzing those 1% to 9% of cases in which
the alternative method lost to canonical in terms of absolute error, in these ﬁgures the alternative
method error was always greater than the canonical error by some amount.
In the charts all legends are in the same order and have the following meanings:
2 Avg [alg] Err on Loss: This is the average error, relative to overall canonical average error,
for only those cases in which the algorithm produced more error than canonical.
3 Max [alg] Err on Loss: This is the worst absolute error, relative to overall canonical average
error, for only those cases in which the algorithm produced more error than canonical.
▽ Avg Can Err on Loss: This is the average error, relative to overall canonical average error,
for only those cases in which Canonical produced less error than the algorithm under test.
△ Max Can Err on Loss: This is the worst error, relative to overall canonical average error,
for only those cases in which Canonical produced less error than the algorithm under test.
⊲ Avg Can Err: This is just to help identify the reference line; all items are reported relative
to the average canonical error over all 10,000 trials examined for each vector size, thus this
48value is always one.
(Smooth line at top of chart): Max Overall Canonical Error. This is the topmost line on
each chart with a gray background. It represents the maximum overall canonical error, over
all 10,000 trials, relative to average overall canonical error. It is present to give the reader
a sense of the scales involved when the alternative algorithm produces more error than the
canonical algorithm.
In all the charts, both same sign and mixed sign, we see the average block60 or l3superblock60
error when it loses is still well beneath the overall average canonical error, and an order of
magnitude beneath the worst overall canonical error. We also see that the average canonical error
when canonical wins is much less than the average overall canonical error, as predicted (i.e., the
canonical algorithm must typically perform exceptionally well and produce about 5-10% of its
overall average in order to win against the alternative method).
Further, except for the one case of block60 mixed sign data, even the worst alternative error
is beneath the average canonical error. In that one case (Figure 10(a)), where block60 mixed sign
loses to canonical, the worst case block60 errors are still six to ten times smaller than the worst
case canonical errors.
Thus we conclude that not only is the chance of either alternative algorithm getting more error
than the canonical method quite small (1% to 9%), but in all the cases where canonical produces
less error, the alternative algorithm’s error performance was not extraordinarily bad: It lost be-
cause canonical “got lucky” and produced an extraordinarily low error. Therefore the alternative
algorithms do not have particularly bad error anywhere. Since the cases where canonical wins are
data dependent and unpredictable, the statistically prudent course of action is to employ one of
the alternative methods.
8.2.2 Controlled Condition Number Results
The condition number C of a dot product is calculated as: C =
|X| |Y|
|X Y| Where the absolute values
|X| and |Y| are taken component-wise, and |X   Y| is just the absolute value of the dot product
of X and Y . The condition number has a minimum of 1, and grows larger when the denominator
approaches zero. A condition number of 1 does not imply X and Y are all the same sign, it only
means xi   yi is always the same sign; either positive or negative. Thus the addition step of the
49(a) Block 60 Same Sign Loss Analysis
(b) Super Block 60 Same Sign Loss Analysis
Figure 9: Loss Analysis, All Positive Elements
50(a) Block 60 Mixed Sign Loss Analysis
(b) Super Block 60 Mixed Sign Loss Analysis
Figure 10: Loss Analysis, Mixed Sign Elements
51dot product has all same-signed results to add, so the result can only increase in magnitude.
Condition numbers measure how sensitive a calculation is to perturbation, in terms of relative
error. In this case, a very high condition number implies a dot product close to zero, so any small
perturbation in an xi or yi might move the answer fairly far from the correct near-zero result.
Our naive intuition might lead us to believe a high condition number would imply not just
greater relative error, but greater absolute error. For the canonical dot product (and many other
forms of dot product) this is not true. A high condition number means a dot product near zero,
which means the positive products are roughly balanced by the negative products. If we assume
the magnitudes of the initial products are uniformly distributed (as they roughly are for our
experiments), this balance keeps the interim sum near zero, which reduces alignment error. On
the other hand, a condition number near 1 implies an increasing magnitude for the interim sum,
which means increasing alignment error throughout the computation. This observation prompts
the following experiments with the condition number controlled.
High condition numbers are easily achieved with constructed cases; we just generate the vectors
X and Y such that the elemental products cancel each other out, making the denominator of C
small. For example, we can generate the individual elements xi and yi such that the ﬁrst N
2
products are positive, and the rest of the products are the negatives of those. This would produce
an inﬁnite condition number, but to produce a speciﬁc condition number, we can just scale one
half or the other 9.
The drawback in such constructed cases is that the errors we are trying to study are highly
dependent upon the order of addition and the magnitudes of the numbers; so creating an artiﬁcial
order (all positive, then all negative, or alternating positives and negatives) or artiﬁcially restrict-
ing the magnitudes (such as forcing half the values to be the exact negatives of the other half)
may skew the error statistics we are trying to study. Such cases are manifestly not representative
of “naturally” occurring high condition numbers.
9For example, consider the vector of N products formed by xi · yi, (x1 · y1,x2 · y2,...,xn · yn). If the sum of
the positive elements of this vector is p1 and the sum of the negative elements is p2, then assuming |p2| < p1, the
condition number is
p1−p2
p1+p2. If we want a condition number of 100, we calculate p1−p2 = 100·(p1+p2) ⇒ −99·p1 =
101 · p2 ⇒ p2 =
−99
101 p1. For a constructed case, we can make p1 and p2 have equal elements, and copy the xi and
yi that form p1 to the elements that form p2, multiplying one or the other (xi or yi) by
−99
101 . Or make any other
desired proportion of positives and negatives in an analogous way.
52To keep the numbers randomly selected but still select for a particular tight range of condition
numbers, dpTest generates X and Y at random, measures the condition number, and then repeat-
edly replaces randomly chosen elements of X and Y with new randomly chosen values that would
move the condition number in the desired direction. This is intended to preserve the original
randomized distribution of both X and Y values, and avoid introducing any unintentional rela-
tionship amongst elements (other than the overall relationship of producing a speciﬁc condition
number).
Using this procedure we generated 10,000 trials for each combination of a vector length (N)
and a condition number (C), letting N range from 256 to 131,072, and C range from 1 to 316,228.
Both were stepped exponentially; N by
4 √
2, and C by
√
10.
The results were as expected. For a dot product, a large condition number indicates a sum
near zero; thus we ensure a large relative error; but for any given vector size, the absolute error has
a 99% correlation with 1
C. In other words, the larger the condition number, the less absolute error
we expect. This is driven by alignment error: If the vector elements are random and uniformly
distributed, then the larger the condition number, the more likely any two sums will be the same
magnitude, and thus have less error.
However at some condition number for a dot product, alignment error stops being an issue and
we will see the amount of absolute error level oﬀ. For example, consider the two charts shown in
Figure 11: One (a) is for a vector size of 2048, and the other (b) for a vector size of 131,072. Notice
the leveling oﬀ point varies depending on N, this is probably because for smaller N, obtaining
a given condition number using randomly chosen elements requires greater constraints on the
magnitudes, which indirectly improves alignment error. As an empirical rule of thumb, we ﬁtted
a line by least squares to the results in our experiments to ﬁnd that 136 + 0.04   N produced a
good estimate of the condition number that begins this plateau.
8.2.3 Selected Highlights
Space considerations rule out detailed presentation of our full experimental results, but we can
summarize some interesting points. First, since we presented ratios, we give some context by
mentioning that the canonical algorithm’s absolute error does indeed start small, and then rise:
for N = 1000, its average error was 70.5u (1403u), while for N = 100,000 the average error
53(a) For N = 2048, random X,Y ∈ [−1,1]
(b) For N = 131,072 random X,Y ∈ [−1,1]
Figure 11: Average Absolute error (in epsilons), Block60 vs Condition Number
54was 7018u (1,794,144u) for mixed (same) sign data respectively. We mentioned that worst-case
bounds are rarely seen in practice: in fact, for N = 1000 canonical, the worst error found in 10,000
trials was merely 0.33% for mixed sign data, and 2.84% for same sign data, of the Proposition 6.1
bound.
In general, as the vectors grow longer the percentage of the bound achieved grows smaller.
For instance, over the 10,000 trials for mixed sign data, the worst error seen for the N = 100,000
case was 0.004% of the Proposition 6.1 bound. As discussed, these algorithms’ advantage over
canonical is also not due to a one-time win in an uncommon case: in the above experiments for
N = 1000 to N = 100,000, l3superblock60 won or tied versus canonical for 98.75% of all cases,
and in those cases where it lost to canonical, l3superblock60 error was still, on average, less than
12.5% of canonical’s average error, and never exceeded 82% of canonical’s average error.
For same sign data over 10,000 trials the worst error for the N = 100,000 case was 0.40% of
the Proposition 6.1 bound. In those cases where l3superblock60 lost to canonical its error was on
average less than 4.1% of canonical’s average error, and never exceeded 23% of canonical’s average
error. In short, the cases where l3superblock60 lost to canonical were all cases where canonical
did abnormally well.
Since standard methods work ﬁne in practice for smaller problems, we have concentrated
primarily on these large problem sizes. However, as many people are interested in small-case
behavior, Figure 12 gives the same information for N = [10,1000] in steps of 10.
An interesting result is that in the small problems (N ≤ 1000), diﬀerent algorithms are superior
for same sign versus mixed sign data. For same sign data, l3superblock60 is slightly superior to
autosuperblock; while in mixed sign data, autosuperblock is superior to l3superblock60 by a wide
margin. In same sign data, block60 is superior to autoblock, while in mixed sign data autoblock
is clearly superior to block60. Thus the mixed-sign results appear to follow theory (meaning
ideal blocking produces less error), while same-sign results appear to contradict theory. They
also contradict common sense; with same-sign data the interim sum in the block60 algorithm is
growing and 60 is always greater than
√
N so we would expect the error in the blocks to be larger.
We note that the crossover point where autoblock begins to beat block60 is at N = 602 = 3600
(shown in Figure 6 (b)), at which point they are the equivalent algorithm. This suggests that
with same sign data, adding fewer blocks of larger numbers (as occurs in block60) produces less
55(a) For random data in range [0,1]
(b) For random data in range [-1,1]
Figure 12: Ratio of Average Absolute Errors for Small Problems
56error than the theory of the upper bounds. That theory implies adding equal blocks of smaller
numbers (as occurs in autoblock) will produce the minimum error. At the crossover point, block60
changes roles, and starts adding more blocks of smaller numbers as compared to autoblock; which
continues adding equal blocks. We do not have a satisfactory theory to explain this anomalous
behavior. The results are too consistent to be due to chance, thus we are missing something in
the analysis at this level. It is possible we need a more statistical approach to deal more precisely
with the probability of alignment error. Also, since the actual average errors are so much less
than the upper bounds, it may simply be inappropriate to make the assumption that average
error should “track” the maximum possible error.
Small N produce less algorithmic diﬀerence, as one would expect. For instance, for all N ≤
60, canonical, l3superblock60 and block60 are all the same algorithm. These ﬁxed-size block
algorithms do not strongly distinguish themselves from canonical until any “cleanup error” caused
by adding in the ﬁnal fractional block (of size N mod Nb) becomes inconsequential in relation to
the error accumulated by adding up the full blocks.
Therefore, even though we see the ﬁxed-Nb algorithms do improve error performance notice-
ably and immediately for all problems with N > Nb, they are primarily interesting for decreasing
error for large problems. Since these are precisely the cases in which we most need to ameliorate
the build up of error, this is not a drawback in practice.
9 Summary and Conclusions
In summary, we have presented a tighter bound for the forward errors of dot products and sum-
mation (Section 4), a concise notation that retains more information for tracking details in these
kinds of error analyses (Section 5), and a survey of several of the most important known dot
products along with their error properties (Section 6), which includes some discussion on getting
lower-order error with a range of block sizes (Section 6.2.1). Further, we have presented a new
class of dot product which subsumes these known algorithms, including a modiﬁcation which is
suitable for high performance GEMM (Section 7). Finally, we have presented a statistical argu-
ment that despite the extreme looseness of these worst-case bounds, and the dependence on order
inherent in these types of calculations, there is still a signiﬁcant statistical diﬀerence between
57these algorithms in practice (Section 8).
Our main conclusion is two-fold. The ﬁrst is that algorithms with lower worst-case error
bounds produce, on average, less actual error in practice. The second is that, with the strategies
we have outlined, using such algorithms should be possible with little to no performance loss in
HPC libraries such as ATLAS. As solvable problem size continues to rise, we believe it will become
increasingly important that such libraries do so.
58Appendix A: Error Bracketing Bit
The error introduced by algorithms is often expressed by the mathematician as relative error;
calculated as the absolute value of the ratio of the computed answer divided by the exact answer.
For the practitioner, this measure becomes problematic when the exact answer is expected to be
near zero, because the ratio approaches inﬁnity (in such circumstances one might switch to using
absolute error, but the method we propose will relieve the practitioner of making the decision to
switch). Even when the exact answer is not near zero, relative error can be diﬃcult to interpret
or translate into a level of conﬁdence in the computed answer. Further, because the relative error
is an unbounded ratio it cannot be used to develop meaningful statistics10.
This is what motivated the development of the Error Bracketing Bit (EBB). As we will show
it is related to relative error, and to calculate the EBB one requires the exact answer like relative
error, but unlike relative error EBB is designed to be amenable to statistical interpretation.
Although worst-case EBB can be bounded theoretically in the same way that relative error is
usually bounded theoretically, our primary motivation is to provide an empirical tool for the
engineer. By testing an algorithm with a large sample of data typical to a given problem, an
engineer can develop a probability distribution for the errors actually encountered during the
experiment11. The distribution will reﬂect actual errors encountered, not the theoretical error
bounds which we have shown to be overly pessimistic.
With this distribution in hand the engineer can make decisions related to error actually encoun-
tered in practice. For example, they might be interested in the mean error. We were interested
in establishing conﬁdence intervals for various algorithms. We did this by taking the empirically
found EBB distributions over 10,000 trials at various vector sizes. This allowed us to say, for
example, that for a given dot product algorithm and a given vector size of N 99% of the time the
exact answer x will be in the range [ˆ x − α1, ˆ x + α2]. This sort of bracketing of relative errors is
diﬃcult or impossible, since even very small absolute errors may cause unbounded relative errors,
if the exact answer is close to zero.
10The statistics are not meaningful because the numbers are not drawn from anything close to a normal distri-
bution. They may include inﬁnite or very large values that overwhelm statistics such as the average or standard
deviation, as we will demonstrate in this section.
11The exact answers will be required during this experiment and can be computed by many means that provide
arbitrary precision, or by using suﬃciently higher precision than that used in the standard algorithm.
59Like relative error, the EBB is similar to the concept of “signiﬁcant digits”. In normalized
numbers, EBB provides the mantissa bit position that allows the practitioner to calculate, given
the computed answer, the smallest range that is an integral power of 2 and contains the exact
answer. This range is computed by adding ±1 in the given bit position to the computed answer.
We want EBB to make sense for subnormal12 numbers as well; to this end we introduce the
function L2(  s) which we deﬁne as the largest power of 2 that can be represented in the IEEE
system that is less than   s. For normalized numbers, this is simply exp(  s) = ⌊log2(|  s|)⌋. We will
justify this use momentarily; ﬁrst we formally deﬁne EBB such that:
s ∈ [  s − 2L2(b s)−EBB),  s + 2L2(b s)−EBB]
As an example, in IEEE single-precision ﬂoating point a number has 23 bits in the mantissa.
If experiments using a dot-product algorithm typically produce an   s = 16 and an EBB = 19, this
implies the exact answer s is ∈ [16 − 24−19,16 + 24−19] ≈ [15.999969,16.000031]. An equivalent
interpretation, since 2−19 ≈ 0.000002, is that x is within .0002% of   x. The signs of   s and exp(  s)
don’t aﬀect either interpretation.
This example also serves to illustrate that EBB = 19 does not imply any bits of the mantissa
of   s are correct, or even that the exponent of   s is correct. If 19 leading bits of the mantissa are
all 1’s, adding 2⌊log2(b s)⌋−19 will convert them to all 0’s and change the exponent. If the 19 leading
bits were all zeros, subtracting that value will convert them to all 1’s and change the exponent.
Instead the point of the EBB is to provide a conﬁdence interval relative to the given computed
answer which does not exhibit non-linear behavior or produce inﬁnities when either the computed
answer or the exact answer are near zero.
We use L2(x) instead of exp(x) because, in IEEE SP format, the value zero and sub-normal
values within 2−126 of zero have exponents of −127 (represented in storage as the oﬀset integer
value of zero), with no assumed leading 1 in the mantissa. So, a number such as 2−130 is stored
with three leading zeros in the mantissa. To maintain comparability of the EBB calculated with
normal IEEE values, we work around this change in character with the function L2(x), which
12a subnormal number in IEEE is a number near zero that is not normalized; they are provided to implement a
feature called “graceful underﬂow”. If the exponent is −127, the absolute value of the number represented is simply
mantissa · 2
−127. Thus the non-zero numbers closest to zero in IEEE SP are ±2
−149.
60simply erases this non-uniformity of representation.
An example: On a normal IEEE value, an EBB = 10 always means the exact answer is
within the range of the computed answer give or take one part in 1
210 or in other words, the
exact answer is within about 0.1% of the computed answer. But if we were to maintain the strict
bit deﬁnition for a sub-normal computed value like 2−136, then an EBB = 10 would imply a
range of ±2exp(ˆ x)−10 = ±2−137, which would indicate the exact answer is within the range of the
computed answer give or take 50% of the computed answer. To cultivate a uniform intuitive sense
of what EBB means in terms of relative error, we use the L2(ˆ s) formulation to ﬁnesse this IEEE
representational issue; so EBB = X is directly comparable for both normalized and sub-normal
numbers.
EBB and relative error are mathematically equivalent if the relative error is less than 1. Deﬁne
the relative error r for scalar values as
 
  ˆ x−x
x
 
  = r. r < 1 ⇒ x  = 0, so we have
−r ≤
ˆ x − x
x
≤ r ⇐⇒ −r ≤
ˆ x
x
− 1 ≤ r ⇐⇒ 1 − r ≤
ˆ x
x
≤ 1 + r
If x > 0 we can translate this into a bracket on x: x(1 − r) ≤ ˆ x ⇐⇒ x ≤ ˆ x
1−r, and ˆ x ≤
x(1 + r) ⇐⇒ x ˆ x
1+r ≤ x, thus
x ∈ [
ˆ x
1 + r
,
ˆ x
1 − r
]
If x < 0, then x(1 − r) ≥ ˆ x =⇒ x ≥ ˆ x
1−r, and ˆ x ≥ x(1 + r) =⇒ ˆ x
1+r ≥ x, thus
x ∈ [
ˆ x
1 − r
,
ˆ x
1 + r
].
Suppose r = 1 and x > 0, then 0 ≤ ˆ x ≤ 2x ⇒ x ≥ ˆ x
2, but we cannot put an upper bound on
x in terms of ˆ x. Similarly, if r = 1 and x < 0, 0 ≥ ˆ x ≥ 2x ⇒ x ≤ ˆ x
2, but we have no lower bound
on x in terms of ˆ x.
When r > 1 then (1 − r) < 0, which prevents us from translating the relative error into a
range; because multiplying the left side inequality by (1− r) would reverse that inequality, while
multiplying the right side inequality by (1 + r) would not reverse that inequality.
Suppose r > 1, and x > 0. Then (1 − r) < 0, so 1 − r ≤ ˆ x
x ⇒ ˆ x ≥ x(1 − r) ⇒ ˆ x
1−r ≤ x ⇒ x ≥
61ˆ x
1−r. Also, ˆ x
x ≤ 1 + r ⇒ ˆ x ≤ x(1 + r) ⇒ x ≥ ˆ x
1+r. This only puts a lower bound on x.
Suppose r > 1 and x < 0, Then (1 − r) < 0, so 1 − r ≤ ˆ x
x ⇒ x(1 − r) ≥ ˆ x ⇒ x ≤ ˆ x
1−r. Also,
ˆ x
x ≤ 1 + r ⇒ ˆ x ≥ x(1 + r) ⇒ ˆ x
1+r ≥ x ⇒ x ≤ ˆ x
1+r, so in this case, we again only have a lower
bound on x. EBBs, on the other hand, are always useful regardless of the magnitude of (ˆ x − x),
or the magnitude of x.
EBBs can be computed for algorithms in theory (similar to computing limits on relative
errors), but we have used them primarily in numerical experiments, computing the EBB based on
the amount of error and gathering EBB statistics, such as the average, min, max, and standard
deviation. Average EBB for algorithms are directly comparable.
EBBs are no larger than the size of the mantissa. An answer can be more accurate than its
rounding value, e.g. if it is known that if the mantissa were longer a certain number of additional
bits would be zero. But to be prudent we limit the EBB to the ﬁnal bit of the mantissa, since
this is the only bit a practitioner can actually use to create a conﬁdence interval.
We do allow EBBs to be zero or negative. EBB = 0 implies s ∈ [ˆ s − 2L2(s), ˆ s + 2L2(s)]. Each
decrement from zero doubles the size of the range. Thus, EBB cannot be more negative than
the maximum possible diﬀerence in exponent between the smallest representable number and the
largest; in IEEE SP this limit is -254, which would imply ˆ x ≈ 0 and x ≈ 2126. Note that it is the
size of the range that is relative to the computed answer; not the actual answer. As an example
of this distinction; suppose ˆ s = 1 and EBB = −2, implying s ∈ [1 − 4,1 + 4] = [−3;+5]. Thus
EBB = −2 does not guarantee the answer is within a factor of 4; it may be 5   ˆ s.
EBBs allows the practitioner to judge the accuracy of algorithms in more concrete terms. For
all normalized values, the diﬀerence between a larger EBB and a smaller one is the number of
additional bits of accuracy provided by the algorithm with the larger EBB. Likewise, statistical
inferences are possible with EBBs when pure worst-case analysis of an algorithm produces bounds
that are too pessimistic to use in practice; as we have demonstrated in this thesis is often the
case.
As an example of the utility of the EBB, we contrast average relative error and the average
EBB for the block60 algorithm on larger vectors (1000 to 100,000 elements) with mixed signs,
in Figure 13. In the ﬁrst chart we plot the average relative error for 10,000 trials of each of the
vector sizes, and in the second we plot the average EBB.
62(a) Average Relative Error, Canonical, [-1,1]
(b) Average Error Bracket Bit, Canonical, [-1,1]
Figure 13: Comparison of Average Relative Error to Average Error Bracket Bit
63As shown above, the EBB provides the same information as relative error, but the transfor-
mations allow a statistical approach (demonstrated here by taking the mean) that make no sense
for relative error. Although the relative error graph indicates rising relative error, it is very spiky
and noisy; while the EBB graph declines relatively smoothly (also indicating rising error as the
vector length increases). The reason the relative error graph is not smooth like the EBB graph is
that occasionally we have astronomic relative errors which occur when the correct answer, which
is the divisor in the relative error, happens to be very close to zero. These overwhelm statistical
calculations like the mean and standard deviation; in fact since the relative error when an answer
is exactly zero is technically inﬁnite, it does not make mathematical sense to calculate the mean
or standard deviation of a collection of relative errors. No inﬁnities occurred in the above calcu-
lations of relative error, the worst relative error for canonical was 0.73. But on average for each
vector size, the worst relative error in the 10,000 trials was over 2000 times the average relative
error, and in one instance over 8000 times the average relative error (with said average already
inﬂated since it included the oﬀending instance); and it is such highly skewed instances that di-
minish the utility of statistics when applied to a collection of relative errors. Using a trimmed
mean might alleviate this problem, but would require discarding instances, and thus would not
reﬂect the true distribution of data.
The superior solution is to use the EBBs, which do not become unbounded when the exact
answer is near zero. To further demonstrate the utility of EBBs, we present in Figure 14 the
statistical distributions of EBBs in 10,000 trials of four diﬀerent algorithms. As can be seen the
distributions look relatively normal, and even though there is overlap, they reﬂect the increased
accuracy of each algorithm. The pairwise algorithm results are furthest to the right; the canonical
algorithm results are furthest to the left.
The upticks in position EBB = 23 are caused by our decision to limit the accuracy of EBBs
to the size of the mantissa. It is particularly sharp in the pairwise algorithm, for example, and
indicates in this case that 2276 of the 10,000 trials were correct within one ǫ; more than for any
other algorithm (and 46 times as many EBB=23 as attained by the canonical algorithm).
In summary; the Error Bracket Bit provides identical information as that provided by the
relative error for relative errors ≤ 1, but provides additional information for larger relative er-
rors, eliminates the unbounded behavior of relative error, and unlike relative error is suitable for
64Figure 14: Error Bracket Bit Distribution for Selected Algorithms
statistical interpretation.
65Appendix B: Accumulation Drift
Wilkinson (p 25, [16]) mentions a rule of thumb that in a computation we can expect a summation
of N elements to have an error closer to
 
(N) u than N  u. This expected value is proven here.
Assume ﬂoating point errors have a min of (1 − u) and a max of (1 + u). We shall deﬁne
positive and negative errors relative to s−ˆ s, thus, for a positive result, a negative error means the
result over-estimates the exact answer, while a positive error means the result under-estimates
the exact answer. We assume the expected absolute value of a negative error is identical to the
expected absolute value of a positive error; and that negative errors and positive errors are equally
likely. In the worst case, a scalar x involved in N ﬂoating point operations lies between x(1−u)N
and x(1 + u)N.
It is reasonable to expect errors to cancel each other out to some extent, so, what is the
expected amount of error?
Given N error factors (1 + δi)N
i=1 with −u ≤ δi ≤ +u, and all δi drawn from a normal
distribution, the number of positive and negative δi should be approximately equal, but the
larger N is, the less likely they are to be precisely equal.
Assume the |δi| can be replaced with some average value |v|, so the problem is reduced to
ﬁnding the number of (1 − v) versus the number of (1 + v).
This is then equivalent to a Bernoulli trial, ﬂipping a coin N times and ﬁnding the absolute
diﬀerence between the head count and tail count. This diﬀerence is an integer ranging from zero
to N, and follows a Binomial Distribution. Thus the expected value of the absolute diﬀerence,
EVN, can be calculated as the weighted sum of each possible diﬀerence from 0 to N. The weights
will be the probability that each such diﬀerence can occur, and the weights alone will sum to 1.
The probability of any given diﬀerence k is 1
2N  
 N
k
 
|N −2k|. This is because in N coin ﬂips,
 N
k
 
is the probability of k heads, and if there are k heads there are N − k tails, and the diﬀerence
between them is |N − 2k|.
EVN =
1
2N
N  
k=0
 
N
k
 
|N − 2k| (B.1)
Assume, for the sake of simplicity, that N is even. This then requires N + 1 terms numbered
0 to N. Since for k = N
2 the factor |N − 2k| = 0, and since the other terms will be symmetrical,
66B.1 simpliﬁes to
EVN =
2
2N
N/2−1  
k=0
 
N
k
 
(N − 2k) (B.2)
This summation can be separated;
EVN =
2
2N


N/2−1  
k=0
 
N
k
 
N − 2
N/2−1  
k=0
 
N
k
 
k

 (B.3)
Now simply by applying the deﬁnition of
 N
k
 
= N!
k!(N−k)!,
 N
k
 
 k simpliﬁes to
 N−1
k−1
 
N. Making
this substitution,
EVN =
2
2N

N
N/2−1  
k=0
 
N
k
 
− 2
N/2−1  
k=1
 
N − 1
k − 1
 
N

 (B.4)
The k = 0 term can also be eliminated from the summation, and after moving the N outside
their summations, this yields:
EVN =
2
2N

N
N/2−1  
k=0
 
N
k
 
− 2N
N/2−1  
k=1
 
N − 1
k − 1
 
 (B.5)
Now notice that binomial coeﬃcients, generated as the coeﬃcients of (1 + 1)N, sum to 2N,
and are symmetrical; i.e.,
 N
k
 
=
  N
N−k
 
for all k = 0...N. For even N the central term is
 N
N
2
 
and is not duplicated, but is even itself. Because the other terms are symmetrical,
 N/2−1
k=0
 N
k
 
=
 N
k=N/2+1
 N
k
 
. Let s =
 N/2−1
k=0
 N
k
 
. Since
 N
k=0
 N
k
 
= 2N, we ﬁnd 2N = 2   s +
  N
N
N/2
 
which
implies
  N/2−1
k=0
 N
k
  
+ 1
2
  N
N/2
 
= 2N−1. Thus,
 N/2−1
k=0
 N
k
 
= 2N−1 − 1
2
  N
N/2
 
. Making this
substitution, and substituting indices in the second summation to start at zero, yields:
EVN =
2
2N

N(2N−1 −
1
2
 
N
N/2
 
) − 2N
N/2−2  
k=0
 
N − 1
k
 
 (B.6)
On the right side of B.6 we have binomial coeﬃcients with N −1 as the numerator. The sum
 N−1
k=0
 N−1
k
 
= 2N−1, and these binomial coeﬃcients are also symmetrical (with no middle term),
so half of them sum to 2N−2:
67N/2−1  
k=0
 
N − 1
k
 
= 2N−2 (B.7)
The summation in B.6 lacks
  N−1
N/2−1
 
to complete the identity in B.7, so we add zero in the
form +
  N−1
N/2−1
 
−
  N−1
N/2−1
 
and simplify B.6
EVN =
2
2N
 
N(2N−1 −
1
2
 
N
N/2
 
) − 2N(2N−2 −
 
N − 1
N/2 − 1
 
)
 
(B.8)
Simplify some of the algebra to ﬁnd
EVN =
N   2N−1
2N−1 −
N
  N
N/2
 
2N −
N   2N
2N +
4N
  N−1
N/2−1
 
2N
Which simpliﬁes further to
EVN =
N
2N
 
4
 
N − 1
N/2 − 1
 
−
 
N
N/2
  
(B.9)
But by deﬁnition,
  N
N/2
 
=
  N−1
N/2−1
 
+
 N−1
N/2
 
, and further, since N −1 is odd,
  N−1
N/2−1
 
=
 N−1
N/2
 
,
thus
  N−1
N/2−1
 
= 1
2
  N
N/2
 
. Make this substitution in B.9
EVN =
N
2N
 
N
N/2
 
(B.10)
To calculate further requires an estimate of
  N
N/2
 
. Recall that the normal distribution is a
continuous approximation to the binomial distribution as N → ∞. In particular,
lim
N→∞
 
N
N/2
 
= 2N 1
√
π  
 
N/2
. (B.11)
If we substitute the limit formula from B.11 in B.10 we ﬁnd
lim
N→∞
EVN =
N
2N 2N 1
√
π  
 
N/2
(B.12)
which simpliﬁes to
lim
N→∞
EVN =
 
2
π
 
√
N (B.13)
68Although it is not always true of limits, the relatively rapid convergence of B.13 allows us to
use the limit as an estimate of EVN:
EVN ≈ 0.79788456  
√
N (B.14)
The larger N gets, the more accurate this estimate is. To give some idea of the closeness of
ﬁt we calculate some of the exact values and compare them to the estimate using this formula.
The table below is rounded to four digits.
N Estimate Actual Over Estimate
8 2.2568 2.1875 3.1661%
16 3.1915 3.1421 1.5737%
256 12.7662 12.7537 0.0977%
2048 36.1081 36.1037 0.0122%
Having found the mean value, the Variance and Standard Deviation follow by an analogous
procedure.
The variance σ2 ≈ 1
2N
 N
k=0
 N
k
 
(|N −2k|−0.8
√
N)2 (it is approximate because we are using
an estimate of the mean with 0.8
√
N).
Expanding this,
σ2 ≈
1
2N
N  
k=0
 
N
k
  
(N − 2k)2 − 1.6
√
N|N − 2k| + 0.64N
 
Simplifying and separating into component summations;
2N   σ2 ≈ N2  
 N
k=0
 N
k
 
−4   N  
 N
k=0
 N
k
 
  k+
4  
 N
k=0
 N
k
 
k2
−1.6
√
N  
 N
k=0
 N
k
 
  |N − 2k|
+0.64   N   (N + 1)
With the obvious simpliﬁcations, including noting that
69N  
k=0
 
N
k
 
  |N − 2k| = 2N   EVN ≈ 0.8   2N  
√
N,
2N   σ2 ≈ 2N   N2
−4   N2  
 N
k=0
 N−1
k−1
 
+4   N  
 N
k=0
 N−1
k−1
 
k
−1.6
√
N   0.8  
√
N
+0.64   N2 + 0.64   N
=⇒
2N   σ2 ≈ 2N   N2
−4   N2   2N−1
+4   N  
 N
k=0
 N−1
k−1
 
(k − 1)
+4   N  
 N
k=0
 N−1
k−1
 
−0.64   N
+0.64   N2
=⇒
2N   σ2 ≈ 2N   N2 −2N+1   N2
+4   N   (N − 1)
 N
k=0
 N−2
k−2
 
+
+4   N   2N−1
−0.64   N + 0.64   N2
=⇒
2N   σ2 ≈ 2N   N2 − 2N+1   N2
+2N   N   (N − 1) + 2N+1   N
−0.64   N + 0.64   N2
=⇒
2N   σ2 ≈ 2N   (N2 − 2   N2 + N2 − N + 2   N)
−0.64   N + 0.64   N2
=⇒
σ2 ≈ N +
0.64 (N2−N)
2N
Clearly limN → ∞σ2 = N, and we have the variance
70σ2 ≈ N (B.15)
And thus σ ≈
√
N. Taking the mean and standard deviation together we can reasonably
expect error factors to cancel each other to a certain extent, so they will not grow as O(N) but
as O(
√
N). There are several disclaimers to be made for this analysis; Higham (pp 29, 52, [15])
makes it clear rounding errors are not entirely random for many real world computations, and
other factors contribute to the overall error in a data dependent way, such as how quickly an
interim sum grows and aﬀects alignment error.
71Appendix C: Stability, Forward Error, Backward Error
Stability is deﬁned in terms of error. There are three types, “Forward” error, “Backward” error
and “Mixed Forward-Backward” error.
Even though we are concerned entirely with dot products in this thesis, dot products are so
simple they provide poor examples of these concepts. Thus we will discuss these errors in terms
of common matrix multiplication and linear equation solutions.
C.1 Forward Error
Forward error is probably the most intuitive type of error, it calculates how far away a computed
answer is from the exact answer. We let L be a lower triangular matrix and x and b be vectors.
In the equation Lx = b, we write x = f(L,b) to indicate that L and b are the known variables;
and x is the unknown variable to be computed.
Any algorithm (even an exact one) computes
ˆ x = x + ∆x, with |∆x| ≥ 0.
In this equation |∆x| is taken componentwise and is the absolute forward error vector. Clearly
if Lx = b then if |∆x| > 0, L(x + ∆x)  = b.
But we are usually happy if |∆x| is “small” in some sense, and in that circumstance we say
the algorithm is forward stable. The bounds can vary with the problem and researcher, but
in general we want bounds related to the problem size, the precision available, or the precision
required for a particular purpose.
C.2 Backward Error
Backward error analysis is concerned with how well the computed solution solves the initial
problem, it is described by Higham as “throwing back” the errors on known variables, and usually
by convention just one of the known variables.
So assume ﬁrst there is no error in b, and the error is limited to L. Then our computed
solution is ˆ x = f(L + ∆L,b), i.e. (L + ∆L)ˆ x = b, with ∆L a matrix of elemental errors {φi,j}.
72Ideally |φi,j| ≤ u, meaning each component is perturbed no more than the unit roundoﬀ error.
Note that many ∆L might satisfy this equation, so we are looking for the smallest of them by
some measure. In this formulation the answer we computed (ˆ x) is the exact answer for a matrix
(L + ∆L) that is close to our initial matrix L. Notice that (L + ∆L)ˆ x produces exactly b. In
the event that L was the result of a computation or rounding itself (such as in storing sensor
readings), a result that |∆L| ≤ u (componentwise) would indicate the result is no worse than the
error caused by the rounding that occurred in the process of arriving at or storing L.
By comparison, forward analysis asks how close our computed solution ˆ x is to the exact
solution x. Backward analysis says assume ˆ x is the exact solution of some matrix L′ˆ x = b, then
how close is that matrix, represented by L′, to the initial matrix, represented by L?
Higham (p 8, [15]) gives a graph to illustrate forward and backward error, for the function
x = f(L):
L r x = f(L) r
J
J
J
J
J ^
]
r
∆L (backward error)
ˆ L = (L + ∆L)
J
J
J
J
J ^
]
r
(forward error) |x − ˆ x|
ˆ x = f(L + ∆L)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
In this picture, ∆L is the backward error (a matrix) and |x − ˆ x| is the forward error (a vector).
The solid horizontal lines indicate the exact relationships which can only be computed in exact
arithmetic: Given f and L in exact arithmetic we can compute x = f(L); and given f, L, and
∆L, in exact arithmetic we could compute ˆ L = L + ∆L and ˆ x = f(ˆ L).
The dotted line indicates the actual result of ﬂoating point computation: Given f and L,
ﬂoating point arithmetic computes ˆ x = f(L + ∆L), but we are not given ∆L and do not know
the magnitude of its elements, it is an undesired byproduct of using ﬂoating point arithmetic.
Thus if we cannot put reasonable bounds on the contents of ∆L, then we cannot be sure that ˆ x
is anywhere close to the answer we were seeking.
(Notice we do not give the forward error a name and it is not ∆x, which we will use for
another purpose below. In general, we refer to the forward error by the calculation |x − ˆ x|.)
73A method for computing x = f(inputs) is called backward stable if for any inputs it
produces ˆ x = f(inputs + ∆inputs) with a “small” ∆inputs, by some measure, and we interpret
∆(A,B,D,...) as ∆A, ∆B, ∆D, and so on.
To deﬁne ”small” we begin from the ideal, that the components of ∆A (where ∆A is consider
a generic input to a problem) have an absolute value less than u, the unit round oﬀ error in the
ﬂoating point system we have chosen. We represent this condition as |∆A| ≤ u. Some simple
algorithms achieve this standard, but it is seldom practical, so most algorithms are deﬁned as
backward stable if they meet the looser constraint |∆A ≤ O(n)   u.
A lot of evil may lurk even in O(n) (or O(1), for that matter), so in circumstances where we
can ﬁnd a sharper bound on error it is preferable. Then users can calculate for their application
precisely how many bits are known to be reliable for an algorithm under study, and judge the
usefulness to their application directly.
For example, if we know for a given algorithm the error bound is 4   n   u and that n is
typically 10,000, we can approximate log2 40000 < 15.3, indicating we lose at most 16 bits worth
of signiﬁcance. IEEE ﬂoat format has a 23 bit mantissa, so this leaves a minimum of 7 bits
of reliable accuracy. IEEE double format has 52 bits of signiﬁcance, leaving 36 bits of reliable
accuracy. Whether these are acceptable depends upon the use of the result. It is conceivable that
an application using the result to make a “yes or no” binary decision might require only a single
reliable bit of accuracy.
It is also important to note this only analyzes the error due to using limited precision ﬂoating
point arithmetic; it does not address error introduced by ill-conditioning of a problem, and we
seldom take overﬂow or underﬂow conditions into account.
For the dot product, recall (6.3), reproduced here:
ˆ s = yT ⊙ x =
 
x1   y1  Πn + x2   y2  Πn + x3   y3  Πn + ... + xn   yn  Πn
 
This leads directly to a backward error result, since the various   Πn can be written as (1 + θn):
ˆ s = (x1   y1 (1 + θn) + x2   y2 (1 + θn) + x3   y3 (1 + θn) + ... + xn   yn (1 + θn))
= xT   (y + ∆y), where |∆y| ≤ γn.
(Recalling γn was deﬁned in 4.1). Thus, ˆ s is the exact answer for a dot product with a
74purturbed y (which could as easily have been a purturbed x).
As discussed in Section 6.1, we can convert 6.3 into a forward error bound. We subtract s from
each side (as itself on one side and as
 n
i=1 xi   yi on the other) and after applying the Triangle
Inequality, obtain
|s − ˆ s| ≤ |  Πn − 1|   |x|   |y| ≤ γn|x|   |y|, (C.16)
which matches Higham’s result (p 69, [15]). Although the dot product has small bounds
for both forward and backward error, not all algorithms do. For matrix multiplication forward
error results carry directly over, because each element of the result is simply an independent
dot product. Thus for the matrix multiply calculation C = A   B with A an MxK matrix, B a
KxN matrix and C an MxN matrix, C.16 immediately implies the forward error bound, with all
absolute values taken componentwise:
 
   C −   C
 
    ≤ γK|A||B|. (C.17)
Notice that the γK error from the canonical dot product of two K-length vectors simply
propagates directly through the analysis unchanged. This is because the matrix multiply result
is a simple concatenation of independent dot products.
Also notice we do not have a corresponding backward error result. We can jump to the forward
error result because it applies componentwise, but a backward error requires perturbation of an
entire input and in this case the inputs are matrices. So we must perturb either A as (A + ∆A),
or B as (B + ∆B). WLOG assume we purturb A, then the best we can do with (C.16) and
(C.17) is conclude each computed column of C is the exact solution for some perturbed matrix
A. This is because Ci,j = Ai,∗ ⊙ B∗,j, where we take Ai,∗ to be the ith row of A and B∗,j to
be the jth column of B and Ai,∗ ⊙ B∗,j to be the dot product of these two vectors. In order
to produce a backward error like that in (C.2), each such dot product implies a purturbation of
an entire row of A, computing a single column of C implies a purturbation of the entire matrix
A. So we can see an easy path to showing that a matrix vector multiply (GEMV) would be
backward stable, but for GEMM, every column of C might imply a diﬀerent purturbation of A,
and there is no assurance that the collection of C’s columns are still the exact answer for some
75single purturbation of A.
This is an example of being able to ﬁnd an acceptable forward error bound without ﬁnding an
acceptable backward error bound. For the blocked dot product and pairwise dot product, forward
error results also carry over to produce forward error bounds on matrix multiply.
If matrix multiply uses an underlying blocked dot product with blocking factor Kb, the forward
error bound from (6.2) implies, for the same matrices C, A and B deﬁned above,
     C −   C
      ≤ γ
Kb+
l
K
Kb
m
−1|A||B|,
and likewise, if matrix multiply uses an underlying pairwise dot product, the forward error
bound from (6.3) implies
     C −   C
      ≤ γ⌈log(K)⌉|A||B|.
C.3 Mixed Forward-Backward Error
For many algorithms, taking x as a generic result and A as one or more generic inputs purturbed
by ∆A of the same dimensions as A, neither forward nor backward analysis of x = f(A) can
produce a ˆ x = f(A + ∆A) that guarantees a small ∆A. For example, given x,a,∆a ∈ ℜ,
Higham writes in [15] that most routines for computing x = cosa do not satisfy ˆ x = cos(a + ∆a)
for relatively small ∆a.
For this reason we seek to satisfy a weaker relation called “Mixed Forward-Backward stable”:
ˆ x + ∆x = f(A + ∆A)
To be speciﬁc for the example problem of a lower triangular solve Lx = b, we want to establish
ˆ x+∆x = f(L + ∆L,b), with relatively small ∆x and ∆L. Note that the left hand side no longer
speciﬁes the computed value ˆ x but speciﬁes a point some small distance from the computed value.
Higham explains [with appropriate notation changes by us] Mixed Forward-Backward Error in
this problem:
76Provided ∆x and ∆L are suﬃciently small, the computed value ˆ x scarcely diﬀers
from the value ˆ x+∆x that would have been produced by an input L + ∆L, which is
scarcely diﬀerent from the actual input of L. Even more simply, ˆ x is almost the right
answer for almost the right data.
In general, an algorithm is called numerically stable if it is stable in this mixed forward-
backward sense (hence a backward-stable algorithm can certainly be called
numerically stable). Note that this deﬁnition is speciﬁc to problems where rounding
errors are the dominant form of errors. [emphasis ours]
We also note that if an algorithm is forward-stable it is also numerically stable. For example,
matrix multiplication is not backward-stable but is forward-stable. Higham (p 539, [15]) demon-
strates this. Because the demonstration requires taking the inverse of a matrix, assume A, B,
C,   C, ∆A, ∆B and ∆D are all matrices of dimension NxN. Also in this analysis |   | implies
componentwise absolute value, and comparisons are taken as componentwise comparisons true
for all corresponding elements.
Given C = A ⊙ B, we compute   C = A   B + ∆D.
Then   C = A   B + ∆D = (A + ∆D   B−1)B. Set ∆A = ∆D   B−1 and we have
  C = (A + ∆A)   B. But we know from (C.17) that ∆D ≤ γN|A||B|, so by substituting this we
ﬁnd
∆A ≤ γN|A||B||B−1|,
which implies
  C ≤ (A + γN|A||B||B−1|).
In a similar fashion by reversing the roles of A and B we can obtain
  C ≤ A(B + γN|A−1||A||B|).
These are both proper backward error bounds, but both versions have the added factor of an
inverted matrix. Further, although the error bound is in exact arithmetic and B−1   B = I, we
77ﬁrst must take the component-wise absolute value of both B and B−1, so there is no assurance
that multiplying these two matrices will produce a result anywhere near I. If there is signiﬁcant
positive and negative value cancellation in the initial B   B−1, then taking absolute values before
multiplication can result in extremely large backward errors.
We stress that does not mean the errors are unbounded. On individual components we have
the reassurance of (C.17) which indicates individual errors are well-bounded. To be backward
stable the computed C in its entirety must be the exact product of some matrices close to either
A or B, and this is only true if A is such that |A−1| |A| is within O(u) of I or if |B−1| |B| is
within O(u) of I, and these conditions do not hold in general.
Thus Matrix-Matrix Multiplication is not backward stable. But it is numerically stable. Re-
casting the mixed forward-backward criteria ˆ x+∆x = f(A + ∆A) to matrix multiplication, and
with matrices A, B, C, ∆A, ∆B and ∆C all NxN matrices, numeric stability is achieved if we
can show
  C + ∆C = (A + ∆A)(B + ∆B).
We found that matrix multiplication can have a large backward error but is still forward-
stable, meaning it has a relatively small component-wise forward error. For this discussion, call
this small forward error E (also an NxN matrix). Then
  C = C + E =⇒ C = (  C − E),
Which implies that in exact arithmetic,
  C − E = A   B. (C.18)
The desired numerically stable criteria is
  C + ∆C = f(A + ∆A,B + ∆B)
with ∆C, ∆A and ∆B small. We achieve this in (C.18) by noting ∆C = −E (with E known
to be small) and ∆A and ∆B zero. Thus matrix-matrix multiply is numerically stable.
78C.4 Summary of Stability
Normally we consider a forward stable algorithm to imply   x = x + ∆x for some small ∆x, but
we can equivalently say forward stability implies x =   x + ∆x for some small ∆x (assuming our
metric does not change if we negate ∆x). This implies   x + ∆x = f(A) (with A taken to be one
or more inputs), which satisﬁes the criteria for being numerically stable. Thus all forward-stable
algorithms are numerically stable.
Similarly (as Higham notes in [15]) backward-stable implies numerically stable: If a backward
error result yields ˆ x = f(A + ∆A), this is equivalent to saying
ˆ x + ∆x = f(A + ∆A), with ∆x ≡ 0.
Thus any forward-stable or backward-stable algorithm is automatically numerically stable in
this mixed forward-backward sense.
Higham’s graphical illustration of these concepts is reproduced here (pg 9, [15]):
Ar x = f(A) r
J
J
J
J
J ^
]
r
∆A (backward error)
ˆ A = (A + ∆A)
J
J
J
J
J ^
]
r
(forward error) |x − ˆ x|
ˆ x
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
￿
￿ ￿ ￿
￿
XXXXXXXXXXX X
∆x
r
ˆ x + ∆x = f(A + ∆A)
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