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Abstract
Multicomponent materials containing a comparatively large number of different elemental
components, yet exhibiting simple crystal structures have opened up a new era of materials
design with the possibility of tuning properties of materials with greater degrees of freedom.
This poses a formidable challenge in terms of design as the number of parameters involved in
simulating such systems increase significantly with the increasing number of components. This
work reports a sampling methodology based on hybrid genetic algorithm-molecular dynamics
for sampling positional-disordered materials such as high-entropy systems. This investigation
also demonstrates the influence of individual cationic species on the evolution of distortion
in single-phase solid solution with the rock-salt structure, when oxides such as CoO, CuO,
MgO, NiO and ZnO are mixed together. Additionally, the relationship between the number
of atomic species and its effect on the lattice distortion has been presented. The influence of
alloying elements on the evolution of lattice friction in substitutional alloys has been studied
using Monte Carlo simulations with a continuum elasticity relation for dislocations. The
spread in energy-range due to elastic properties and size-misfit of elements provides physical
justification for friction stress being low in CoNi alloy, high in CoCrNi (medium entropy alloy),
along with intermediate values in CoCrFeNi (High Entropy Alloy). A similar approach justifies
strengthening due to dilute addition of Al into CoCrFeMnNi and CoCrFeNi. This approach is
a computationally cheap method of screening a range of possible alloys with respect to their
ii
lattice friction stress. Spin-polarised density functional theory (DFT) calculations presented
here were carried out to study the charge transfer among elements and evolution of distortion
in substitutional alloys. To study the characteristics of the individual element, impurity-in-
matrix type calculations were carried out. The charge transfer between impurity and matrix
element is presented to determine issues with the electronegativity parameter of Miedema’s
model for enthalpy calculations. The distortion in substitutional alloys, particularly due to
Cr has been found to be related to interaction of electrons with complementary spins in their
d-orbitals.
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Chapter 1
Introduction
In the past decade and half, there has been significant scientific interest in the class of
multicomponent alloys with simple crystal structure, also known as ‘high-entropy alloys
(HEAs)’. Initial efforts in this area were exploratory in nature with an emphasis on
discovering alloy compositions which might exhibit a single-phase solid solution. This
led to a range of rigorous studies related to finding rules concerning the formation
of single-phase solid solutions. In the course of such studies, attractive properties
have been achieved in this class of alloys, which were not exhibited by conventional
engineering alloys. HEAs have shown simultaneous increase in strength and ductility
at low temperatures [1], tunable structural properties [2], resistance against hydrogen
embrittlement [3] and even increased in the strength and elongation in the presence of
hydrogen [4]. But this claim has been challenged recently [5]. These alloys have also
shown irradiation resistance [6, 7]. Apart from this HEAs have exhibited interesting
magnetic [8] and functional properties [9]. Such design methodology involving multiple
components forming alloys has expanded to oxides [10], nitrides [11], cermats [12],
plasticines [13], etc.
1
In view of the above, the present investigation is concerned with three distinct
facets of high-entropy materials. The first facet is phase stability in multicomponent
systems, the second aspect studied is related to the distortion in high-entropy systems
and lastly, finding computationally a cheap method for the prediction of HEAs with
attractive mechanical properties.
The second chapter of this thesis presents the basics of thermodynamics and sta-
tistical mechanics, while the third and fourth chapters present the basics of classical
and ab-initio simulations, respectively. In the third chapter, the fundamentals of both
Molecular Dynamics and Monte Carlo are elaborated. In the fourth chapter, the basics
of the Density Functional Theory (DFT) have been discussed.
In the fifth chapter, phase stability in HEAs is discussed in detail. In this chapter,
a hybrid genetic algorithm-molecular dynamics based approach is discussed, which has
been developed in this work for sampling positional-disordered systems. Additionally,
the modification of the interatomic potential for components forming multicomponent
alloys is presented and ultimately, the influence of the configurational entropy on the
phase selection is discussed.
In the sixth chapter, the methodology for sampling HEAs presented in Chapter-
5 is extended to multicomponent oxides with a simple rock-salt crystal structure for
studying evolution of distortion in the multicomponent system. The variation in the
bond-length is presented in terms of the multiplicity of the number of cation species in
the high-entropy oxides.
In Chapter-7, a mechanistic understanding of lattice friction using analytical elas-
ticity theory and a Monte Carlo approach is presented for HEAs along with binary and
ternary alloys. This chapter also presents a computationally cheap method for through-
put screening of alloy compositions with possible attractive mechanical properties.
2
In Chapter-8, DFT studies with an impurity-in-matrix approach applied to transi-
tion metals based systems are reported. The calculated electronic structure is discussed
from the perspective of charge-transfer and distortion during alloying. The discussion
on charge-transfer aspect centres around the critique of electronegativity scales used
for determination of enthalpy of mixing of HEAs, while the second issue concerns the
evolution of distortion due to certain elements with emphasis on their magnetism.
∗ ∗ ∗ ∗ ∗ ∗ ∗
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Chapter 2
Fundamentals of Classical and
Statistical Thermodynamics
2.1 Introduction to thermodynamics
Classical thermodynamics is concerned with the study of the universe as a continuum.
This part of the universe, which is being studied is called the ‘system’. Thermodynamics
aims to describe the properties of the system in terms of quantities such as the work, that
is done by or to the system and heat. The system in the thermodynamical framework
can be isolated, closed or open. The isolated system cannot exchange energy or mass
with its surroundings. The closed system cannot exchange mass, but it can exchange
energy with its surroundings. Open systems can exchange both mass and energy with
the surroundings.
The quantification of the situation of the system requires the description of the
state of the system. The state of the system in the microscopic sense can be defined
in terms of the positions, masses, velocities, and degrees of freedom associated with
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the particles constituting the system. Knowledge of these parameters would help in
determining all the properties of the system. For example, if the system is composed
of N spherical particles, where particle α has position rα and momentum pα and the
interaction among the particles is defined by the pair potential u(|rα − rα′ |), then the
hamiltonian of the system (HΓ) in a particular state may be given as:
HΓ =
1
2
∑
α 6=α′
u(|rα − rα′ |) +
∑
α
p2α
2m
(2.1)
The hamiltonian of all the particles would allow the calculation of all the properties of
the system. A more conventional description of the system involves the macroscopic
description of the system requiring the description of the macroscopic properties of the
system. For a complete description of the system, it is required to define a certain
minimum number of variables called independent variables. The knowledge of indepen-
dent variables helps in describing the other dependent properties of the system. The
description of the system in terms of these variables provide us with the “equation of
state”. If we consider the case of constant composition; the knowledge of pressure (P )
and temperature (T ) in a fixed state would allow us to calculate the volume (V ) of the
system containing one mole of gas, with the equation of state given by the equation
2.2, as:
P · V = R · T (2.2)
where, R is the Universal Gas constant. Some of properties of the state are dependent
upon the size of the system and are known as “extensive variables”, while the properties
which are independent of size of the system are termed “intensive variables”. Properties
such as the volume and entropy represent extensive variables and properties such as
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temperature and pressure are examples of intensive variables.
2.1.1 First law of thermodynamics
The first law of thermodynamics originates from the determination of the mechanical
equivalence of heat, which involves the understanding of the fact that work done on
the system leads to the proportionate increase in the temperature of the system. If the
system has no mass and energy exchange with its surroundings, then the total energy
of the system is constant. This energy of the system, which is a function of the state
of the system is termed the “internal energy (U)” of the system. In reality, there is
simultaneous involvement of work and heat on the system, which alters the state of the
system and it is required to study the effect of heat and work on the internal energy of
the system. The convention for assigning a sign to the work and heat being exchanged
between a system and its surroundings should be noted. If work is done on the system
then the sign is negative and it is positive when work is done by the system. The
convention for heat flow involves the assignment of a positive sign if heat is gained
(endothermic process) and a negative sign if heat flows-out of the system (exothermic
process). Hence, the inflow of heat leads to an increase in the internal energy, while
the work done by the system leads to decrease in the internal energy in the adiabatic
process, and simultaneous operation of above-stated processes leads to change in the
internal energy, which may be expressed as:
∆U = q − w (2.3)
Equation (2.3) represents the “First Law of Thermodynamics”. It should be noted that
the internal energy of the system is a state function. State functions are dependent upon
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the state, but independent of the path taken to move from one state to another. Another
important property of state functions is that the cyclic integral of such properties is
zero.
If the system moves from state A with internal energy (UA) to state B with internal
energy (UB), such that the pressure of the system remains constant (isobaric process),
then the heat content of the system at constant pressure may be expressed as:
q = (UA + PVA)− (UB + PVB) (2.4)
The heat content of the system at a particular state at constant pressure is known as
“enthalpy”, which is again a state function.
Knowledge of the enthalpy and the internal energy of system allows us to define
the “heat capacity (C)”. The value of the C is either defined at constant pressure (CP )
or volume (CV ), which may be expressed as:
CP =
(
δq
dT
)
P
=
(
dH
dT
)
P
(2.5)
CV =
(
δq
dT
)
V
=
(
dU
dT
)
V
(2.6)
CP and CV when divided by the number of moles, provides the “specific heat capacity”
at constant pressure and volume, respectively. So, the first law of thermodynamics
introduces internal energy, enthalpy and specific heat capacity as thermodynamic pa-
rameters.
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2.1.2 Second law of thermodynamics
The first law of thermodynamics provides us with the understanding of change in the
internal energy of the system in the extreme cases when work (w) = 0 and q = 0, leading
to ∆U being equal to q and −w, respectively. But, when q 6= 0 or w 6= 0 simultaneously
occur, it leads to a finite amount of work being done by the system during the change of
state of the system. In this scenario, considering a spontaneous process, where a system
moves from one state to another, such that heat (q) is produced at the temperature T .
Since this process is spontaneous, it is irreversible [14]. The degree of the irreversibility
is defined in the terms of q/T , which is called increase in entropy, which is the measure
of irreversibility of the process. Now, the process of movement of the system from a
state to another can be either carried out reversibly or irreversibly.
In the case of an irreversible process, a system passes from one state to another through
a continuum of equilibrium states. This process requires an infinitesimally minute
amount of driving force, when the system is passing through a continuum of numerous
equilibrium states. Attainment of complete reversibility may lead to the infinitesimally
slow hopping of the system from one equilibrium state to another, requiring an infinite
time for completion of the process. For the irreversible processes, change in the entropy
of the system (∆Sresystem) may be given as:
∆Sresystem =
qrev
T
(2.7)
where qrev is the heat exchanged by system with its surroundings. The positive sign
in the above equation signifies heat absorption from surroundings. The total entropy
change including entropy change for system and surrounding is equal to zero for re-
versible processes.
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For the irreversible processes, when heat (q) is exchanged between a system and its
surrounding, there is inherent degradation of work, which gets converted into the heat
(qrev−q). So, the change in the entropy of the system undergoing an irreversible process
(∆Sirrsystem), may be expressed as:
∆Sirrsystem =
q
T
− qrev − q
T
=
qrev
T
(2.8)
The total entropy change for system and surroundings undergoing an irreversible process
(∆Stotal
irr) may be written as:
∆Sirrtotal =
qrev − q
T
(2.9)
Since, qrev > q, as mentioned above, there is the increase in the total entropy. It should
also be noted that entropy is a state function and hence change in the entropy when
system moves from one state to another is independent of whether process is carried out
reversibly or irreversibly. So, an understanding of the above leads to the formulation
of the “second law of thermodynamics”, as:
1. Change in the entropy for the reversible process can be expressed as dS = δq
T
.
2. In an adiabatic process, the entropy can never decrease and it remains constant
for reversible processes and it increases during irreversible processes, as:
∑
dSi = dSirr (2.10)
Hence, it can be deduced that spontaneous processes are irreversible and there is in-
crease in the entropy during spontaneous processes. So, in view of these observations,
9
Figure 2.1: Variation in the entropy as reaction progresses, for an isolated system of constant
internal energy and constant volume containing both reactants and products. Redrawn from
ref. [14].
the equilibrium state of the system can be characterised in term of maximum entropy as
shown in Fig. 2.1. Now, combination of the first and the second law of thermodynamics
yields the following relation:
dU = TdS − PdV (2.11)
So, equation 2.11 provides us with the understanding of equilibrium in two scenarios. In
the first scenario, when the internal energy and volume are constant, then the entropy
is maximised. While in the second scenario, when the entropy and volume are constant,
then internal energy is minimised.
As it can be seen from above the variation of S and U as independent variables can
help us to study an equilibrium. Controlling S in an experimental set-up is simply
impossible. Hence, it is important to rewrite equation 2.11 in terms of intensive vari-
ables, which can be controlled easily in an experimental set-up. T and P are chosen as
intensive variables, as these parameters can be easily controlled. This lead to the new
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function, which is called the “Gibbs free energy (G)”, which may be given as:
dG = −SdT + V dP (2.12)
Thus, the second law of thermodynamics provides the theoretical background of entropy
as the main thermodynamic parameter which quantifies the equilibrium of the system.
The pragmatic need to express the attributes of equilibrium in terms of experimentally
controllable parameters leads to the description of Gibbs free energy.
2.2 Theoretical framework using statistical mechanics
2.2.1 Background
As mentioned above, T and P are convenient independent variables in describing
the equilibrium from an experimental point of view. The V and T in constant vol-
ume, constant temperature systems are convenient variables in a statistical mechanics
framework, as it leads to the quantisation of energy levels (ε), Boltzmann’s factor(
exp
( −ε
kB ·T
))
and consequently the partition function of the system [14]. All of these
parameters will be discussed in detail below.
The classical thermodynamics discussed in the preceding section provides the de-
scription of natural phenomena around us in terms of global variables, which have been
derived to quantify the macroscopic properties without any consideration to the mi-
croscopic details of the system. Statistical mechanics steps in to find the link between
macroscopic properties and the atomic level.
We need to describe the concept of a “macrostate” and “microstate” before pro-
ceeding further. The macrostate corresponds to the global state of the system quanti-
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fied in terms of state functions such as enthalpy, internal energy, free energy, etc. The
particular macrostate can be achieved through numerous microscopic configurations
or permutations of particles forming the system. These individual permutations are
termed microstates of the particular macrostate. Also, there are two basic postulates,
which are entombed in the foundations of statistical mechanics:
1. The ergodic hypothesis: It can be stated as “states with equal energy have equal
probability of occurrence”.
2. The macrostate with the larger number of microstates will have a larger probability
of occurrence.
It is evident that calculation of the number of microstates in each macrostate is the
starting point in statistical thermodynamics. Consider a case of arranging n atoms
of type A and (N-n) atoms of type B in a total of N lattice sites. The number of
microstates (Ω) can be represented by the following permutation formula:
Ω =
N !
n! · (N − n)! (2.13)
If N is very large, which is the case for materials systems, the calculation of Ω can be
a formidable task, .
For large systems, instead of Ω, we choose to deal with ln Ω for reasons to be
discussed later. The approximate enumeration of the natural logarithm of a number is
carried out by Stirling’s approximation as:
lnn! ' n · lnn− n (2.14)
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2.2.2 Boltzmann’s distribution
Let there be N distinguishable atoms in the system with a total energy, E of the isolated
system. Now, this energy will be distributed among all atoms and say n1 atoms are in
energy level ε1, n2 atoms are in energy level ε2 and so on. Since the system is isolated,
then:
E =
∑
ni · εi (2.15)
N =
∑
ni (2.16)
So, Ω in this case can be written as:
Ω =
N !∏
i
ni!
(2.17)
The most probable macrostate will be the one with the largest number of microstates,
i.e., Ω must be maximised. So, taking the natural logarithm of both sides of equation
2.17, we have:
ln Ω = lnN !−
∑
i
lnni! (2.18)
Using Stirling’s approximation, we have:
ln Ω = N lnN −N −
∑
ni lnni +
∑
ni = N lnN −
∑
ni lnni (2.19)
d ln Ω =
∑ ∂ ln Ω
∂ni
dni (2.20)
Now,
∂ ln Ω
∂ni
= −(lnni + 1) (2.21)
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Then,
d(ln Ω) =
∑
i
−(lnni + 1)dni (2.22)
Since, the number of atoms are constant, then
∑
dni = 0 (2.23)
∑
i
εi · dni = 0 (2.24)
To maximise ln Ω, we need to equate d(ln Ω) to zero. So,
−
∑
i
lnnidni = 0 (2.25)
Simultaneous satisfaction of equations 2.23, 2.24, and 2.25 is required for the maximi-
sation of d ln Ω. It requires using the Lagrange Method of Undetermined Multipliers.
Multiplying α and β with equation 2.23 and 2.24 and adding, we have:
∑
i
(lnni + α + βεi)dni = 0 (2.26)
To satisfy the above equation, it is considered that each individual term in the above
equation is independent. Hence,
(lnni + α + β · εi) = 0 (2.27)
or,
ni = exp(−α− β · εi) = A · exp(−β · εi) (2.28)
14
The A in the above equation represents exp(−α) and equation 2.28 represents the
equation for Boltzmann’s distribution. The main task involves the determination of
β, which is the Boltzmann’s factor. If we know the value of β, then α can simply be
calculated by substituting equation 2.28 in N =
∑
i
ni, i.e. A represents the constant
for normalisation.
2.2.3 Determination of the Boltzmann’s factor
The Boltzmann factor (β) is not a function of the number of particles and energy states
in the system, rather it is a function of temperature. Before deriving the value of β, an
unprovable postulate needs to be considered, i.e., the entropy (S) of the system having
a particular number of microstates (Ω) can be expressed as:
S = kB · ln Ω (2.29)
This is known as the Boltzmann’s relation and kB in this relation is known as Boltz-
mann’s constant and has a value of 1.3807× 10−23J ·K−1. The relation between S and
Ω can be understood from the fact that S is additive (being an extensive variable), but
Ω, which is calculated from probability theory is multiplicative and hence a natural
logarithm of Ω needs to be taken so that it may be equated with S.
Now, from the first law of thermodynamics and a reversible process, we know that,
dU = dQ− dW and dQ = TdS (2.30)
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From the statistical mechanics perspective, the internal energy can be written as:
U =
∑
i
εi · ni (2.31)
A change in the internal energy (dU) is due to a change in both energy states and the
number of particles occupying those states, which can be given as:
dU =
∑
i
εidni +
∑
i
nidεi (2.32)
The first term in the above equation involves keeping the energy level the same, while
changing the number of particles occupying the energy state, which implies that the
number of microstates is being changed leading to a change in the entropy (dS). Hence,
it can be considered to be equivalent to dQ. The second term corresponds to varying
the number of energy states, while keeping the number of particles occupying these
states to be constant. This can be understood in terms of application of mechanical
work on the system leading to a change in the potential well of the particles, causing
the change in the energy state. Hence, the second term in equation 2.30 corresponds
to the second term in equation 2.32.
Considering the case, where no work is being done, then we have:
dQ =
∑
i
εidni = TdS (2.33)
Using equation 2.29 in the above equation, we have:
Td(kB ln Ω) =
∑
i
εidni (2.34)
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Using equation 2.22, in the above equation, and substituting the value of ni from
equation 2.28, we have:
−kBT
∑
i
lnnidni = −kBT
∑
i
(−α− β · εi)dni (2.35)
The −kBT ·
∑
i
(−α)dni terms equate to zero, as
∑
i
dni = 0. Thus,
kBT
∑
i
βεidni =
∑
i
εidni (2.36)
or,
β =
1
kBT
(2.37)
2.2.4 Partition function and calculation of thermodynamic properties
Since, we know the expression for β, we can introduce it into the expression for U , as
given by equation 2.31, we have:
U =
∑
i
εi · exp
( −εi
kBT
)
(2.38)
The i in the above equation, represents the particular microstate. As, can be seen from
the above expression,
∑
i
exp
( −εi
kBT
)
is one of most important quantities for the deter-
mination of other thermodynamic quantities from a statistical mechanics framework.
This term is known as the “partition function”. So,
Q =
∑
i
exp
( −εi
kBT
)
(2.39)
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The value of Q provides all the information about the energy states, which are accessible
to the system at a particular temperature. It can be seen from equation 2.39 that the
higher the temperature, the larger the number of states accessible and vice-versa. The
lowest value Q can have is one at absolute zero, implying that the system can only be
in its ground state. The value of Q additionally provides the spacing between energy
levels, which in turn is defined as a function of β. With the knowledge of Q, enthalpy
(H) and the free energy (G) can be expressed as [15]:
H =
∑
i
−εi · exp
( −εi
kBT
)
Q
(2.40)
We can calculate the probability of occurrence (pi) of state i with energy εi as:
pi =
exp
(
−εi
kBT
)
Q
(2.41)
With knowledge of pi, S can be calculated from the following expression:
S = −kB
∑
i
pi · ln pi (2.42)
S calculated from equation 2.42 and from S = H−G
T
should be the same provided that
we know about all possible microstates and their corresponding energies. Often, this
is impractical in calculations. Hence, an average over known microstates is performed
and convergence with respect to thermodynamic properties are determined. So, the
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equation for G can be rewritten as [16,17]:
G = kBT · ln I − kBT · ln

I′∑
i=1
(
exp
−εi
kBT
)
I ′
 (2.43)
while I in the above equation represents the total number of possible microstates and I ′
is the number of microstates that are sampled in the particular calculations. The first
term of equation 2.43 is an ideal term, while the second term provides the information
about deviation from ideality. The detailed description of equation 2.43 will be provided
in section 5.7.
∗ ∗ ∗ ∗ ∗ ∗ ∗
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Chapter 3
Classical Atomistic Simulations
3.1 Molecular Dynamics
Molecular Dynamics (MD) simulation provides the time evolution of the positions of
atoms as a result of the solution of the classical equation of motion, where the atoms
are considered to be behaving like hard spheres and following Newtonian mechanics.
Classical MD has wide applicability for the many-body problem, where neither an
analytical solution is possible, nor quantum mechanics based time dependent methods
are available. Thermodynamic properties in such simulations are calculated through
the Maxwell-Boltzmann scheme.
The description of the motion of an individual particle, when force (F ) acts on it can
be expressed with Newton’s second law of motion:
F = ma (3.1)
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where m is the mass of the particle and a is the acceleration of the particle due to the
application of force, F.
The velocity of particle i at time τ can be be given as:
vi(τ) = vi(0) +
∫ τ
0
dvi
dt
dt (3.2)
So, if the initial velocity is known then the velocity at any time (τ) can be calculated
by integration. The position at time τ can be similarly calculated using the following
relation:
ri(τ) = ri(0) +
∫ τ
0
vi(t)dt (3.3)
As the particle changes its position, the potential experienced by it gets modified leading
to a change in the force experienced by it. Hence, the crucial task in MD simulation
involves the integration of the equation of motion to obtain the continuous trajectories
of the particles.
The integration algorithms use the Taylor series to determine positions and dynamic
properties, such as velocities, acceleration, etc., as:
r(t+ δt) = r(t) + δt · v(t) + 1
2
δt2a(t) +
1
6
δt3 · b(t) + 1
24
δt4 · c(t) + · · · (3.4)
v(t+ δt) = v(t) + δt · a(t) + 1
2
δt2 · b(t) + 1
6
δt3 · c(t) + · · · (3.5)
a(t+ δt) = a(t) + δt · b(t) + 1
2
δt2 · c(t) + · · · (3.6)
where r represents position, while v, a, b, and c are first, second, third and fourth
derivative of r respectively. Among various integration schemes, the Verlet algorithm
is most widely used MD integration algorithm. It uses the position (r) and acceleration
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at time, t and position at the previous step (r(t− δt)) to calculate the position at time,
t+ δt, as:
r(t+ δt) = r(t) + δt · v(t) + 1
2
δt2 · a(t) + · · · (3.7)
r(t− δt) = r(t)− δt · v(t) + 1
2
δt2 · a(t) + · · · (3.8)
Adding both of the above equations, we have:
r(t+ δt) = 2r(t)− r(t− δt) + δt2 · a(t) (3.9)
The velocity at time, t+ δt can be calculated as:
v(t+ δt) = [r(t+ δt)− r(t− δt)] /2δt (3.10)
Additionally, it should be noted that errors in the interpolation of the next point would
be fourth order in the time-step, which implies that a trajectory calculated using the
Verlet algorithm would be more accurate than by integration of the Taylor series, which
has odd order terms in it. Also, this integration is computationally straightforward with
limited memory requirements, i.e., only r(t), r(t− δt) and a(t) need to be stored. But,
it has certain limitations as well:
1. r + δt is obtained by adding small term (δt2a(t)) to a large term, i.e., [2r(t) −
r(t− δt)]. So there is loss of precision in determination of position.
2. It is difficult to obtain the velocities and which are only available when the position
in the next step has been determined.
3. Since, the position at time, t + δt can only be determined if r(t) and r(t − δt) is
known, at time, t = 0, the Taylor series needs to be initially employed.
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To overcome the problems in Verlet algorithm, several algorithms have been proposed.
The first one of these is the “leap-frog algorithm”. In the leap-frog algorithm, the
velocity at time, t+δt/2 is determined from the velocity at time, t−δt/2 and acceleration
at time, t, as:
v(t+ δt/2) = v(t− δt/2) + δt · a(t) (3.11)
From the value of the velocity at time, t + δt/2, the position at time, t is calculated
using following equation:
r(t+ δt) = r(t) + δt · v(t+ δt/2) (3.12)
Then, the velocity at time. t is calculated as:
v(t) =
1
2
[v(t+ δt/2)− v(t+ δt/2)] (3.13)
So, in this algorithm, velocities ‘leap-frog ’ over position to determine the velocities at
time, t + δt/2, which in turn is used to calculate values of positions at t + δt, and so
on. It has following advantages/disadvantages over Verlet algorithm:
1. The leap-frog algorithm deals with the velocities and hence does not require cal-
culation of differences between large numbers, as required in the Verlet algorithm.
2. It is not possible to calculate the kinetic energy contribution of the total energy,
as the positions and velocities of particles are still not calculated simultaneously.
Another algorithm is the “velocity-verlet algorithm”, which uses a three stage process.
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In the first step, position at time, t+ δt is calculated as:
r(t+ δt) = r(t) + δt · v(t) + 1
2
δt2 · a(t) (3.14)
In a second step, velocities at time, t+ δt/2 are then calculated as:
v(t+ δt/2) = v(t) +
1
2
δt · a(t) (3.15)
In the last step, forces are then computed from position at time, t+ δt to calculate the
acceleration at the same time and thus using a(t) and a(t+ δt), velocity at time, t+ δt
can be calculated by using following equation:
v(t+ δt) = v(t+ δt/2) +
1
2
δt · a(t+ δt) (3.16)
3.1.1 Steps of an MD simulation
The main steps in a MD simulation are:
1. Initialisation: Initial particle configurations are generated either from experi-
mental or theoretical work. Initial velocities of particle are determined using the
Maxwell-Boltzmann distribution, which is represented as:
p(vix) =
√
mi
2pikBT
· exp
(−1
2
miv
2
ix
kBT
)
(3.17)
where mi and vix are the mass and velocity of i
th particle respectively, while T is
the temperature of the system.
To ensure zero total momentum of the system, the total linear momentum of the
system along the x, y and z directions is calculated, which is subsequently divided
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by the total mass of the system. These quantities are then subtracted from the
atomic velocities to ensure there is zero overall momentum.
2. Force calculation: Calculation of the force on individual atoms by differentiation
of the potential field. The detailed discussion on the potential field will be carried
out in section 5.2.
3. Integration of equation of motion: The third step involves the calculation of
atomic motion using the integration algorithms mentioned in the preceding sec-
tion.
Before going to the final step of the MD calculation, when the thermodynamic
properties of the system can be calculated, an ‘equilibration’ needs to be carried
out. In this phase of the calculation, the velocities are monitored to ensure they
are equally distributed along the x, y, and z directions. Another important con-
sideration is that the temperature of the system is the desired temperature (Tde),
which is fixed by the Maxwell-Boltzmann distribution. It should be noted that
the temperature of a MD simulation (Tc) can be expressed as:
Tc =
2
(3N − 3) · kB · 〈KE〉 (3.18)
where, 〈KE〉 is the average kinetic energy per particle, while (3N − 3) represents
number of degree of freedoms. Now, to ensure that Tc is equal to Tde, kinetic
energy is simply removed or added from the system by adding a parameter ‘s ’ in
the expression of kinetic energy as:
KE(t) =
1
2
∑
i
mi|s · vi(t)|2 (3.19)
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The s in the above equation is
√
Tde
Tc
. This technique is termed “velocity rescaling”.
It should be noted that after the equilibration stage, temperature is a variable of
the system.
4. The last stage involves the calculation of thermodynamic properties of the system.
Steps (2-4) are repeated for a number of cycles, depending on the convergence criteria
for the particular calculations. Another important consideration for MD calculations
involves the boundary conditions. Most of the MD simulations are carried out using
periodic boundary conditions (PBC), which implies that each end of the system being
simulated is connected to the opposite end of the system. Usage of PBC leads to the
situation in which a system becomes pseudo-periodic with no surface. Also, correlations
in space beyond half of the cell-width become artificial and for this reason, a cut-off in
MD simulations need to be less than half of the cell-width.
3.1.2 Ensembles in Molecular Dynamics
Each frame of the MD simulation represents a microstate of the microcanonical ensem-
ble, i.e., NVE ensemble, as the energy (E), volume (V ) and number of the particles (N)
are constant. Calculations are carried out with the assumption that the time average
of the properties over the course of the simulation is equal to the ensemble average, in
view of energy conservation. This is the reason that while calculating thermodynamic
properties, frames in equilibration stages are not used as energy is exchanged with sur-
roundings to maintain constant temperature.
The MD simulation can be carried out with an NVT or NPT ensemble depending upon
the property of interest, which need to be calculated. A constant temperature MD sim-
ulation would be required in the scenario, if the effect of temperature on the physical
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process needs to be studied and additionally this can be close to real world situation,
where phenomena might be taking place at constant temperature. As we have men-
tioned in equation 3.18, T is related to the kinetic energy of the system, which in turn
depends upon the velocities of the particles constituting the system. Hence, the sim-
plest way to control the temperature of the system is to multiply the velocities at each
time-step by a λ factor, which may be expressed as:
λ =
√
Tde
Tc
(3.20)
where, Tde is the desired temperature and Tc is the temperature at end of particular
time-step. This process of velocity rescaling may lead to an inhomogeneous energy
distribution in the system. This problem can be solved by employing the extended
system method, which considers the heat reservoir to be an integral part of the system.
The thermal reservoir has an additional degree of freedom (‘s ’). The potential energy
of the reservoir is given as (f + 1)kBT ln s, where f is the degree of freedom associated
with the system. The kinetic energy of the reservoir is expressed as Q
2
· (ds
dt
)2
. Q is
a fictitious mass and can be considered an extra degree of freedom. The value of Q
determines the coupling of the system and reservoir and it governs the temperature
fluctuations. The velocity vi and time-step (δt) in the ‘real’ system are related to the
velocity dri
dt
and time-step (δt′) in the extended system with an additional degree of
freedom (s) by vi = s · dridt and δt = s · δt, respectively. The detailed description of this
scheme is beyond the scope of present study and can be found elsewhere [18–21].
Constant pressure MD calculations might be carried out to study the pressure-induced
physical phenomena or to reproduce the physical phenomena taking place at constant
temperature-constant pressure leading to the need for the isothermal-isobaric ensemble.
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The pressure of the system can be kept constant by varying its volume and a similar
approach is employed in the isothermal-isobaric ensemble. The volume variation is
related to the isothermal compressibility (κ) as:
κ =
1
V
·
(
∂V
∂P
)
(3.21)
A larger value of κ for substance implies that the material is easier to compress and
vice-versa. In NPT MD simulations, volume change can be introduced in either all
directions or along one of direction. The pressure control methods are analogous to
temperature control methods, as discussed in the earlier section. In extended coupling
schemes, an extra degree of freedom is added associated with the volume of the box.
The degree of freedom can be understood as a fictitious piston. The kinetic energy
associated with this piston is 1
2
Q
(
∂V
∂t
)2
, while its potential energy is PV , where P
is the required pressure and V is the volume of the system. Q represents the mass
of the fictitious piston, where lower mass allows rapid oscillation of volume and vice-
versa. The net volume of the system is determined by the internal pressure and desired
external pressure of the system.
3.2 Monte Carlo method
The Monte Carlo (MC) simulation methodology involves random sampling of phase
space to calculate thermodynamic properties of the system. As we have seen in our
discussions in Chapter-2 on fundamentals of classical thermodynamics and statistical
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mechanics, the macroscopic property of the system may be expressed as:
〈A〉 =
∫
dpNdrNA(pN , rN) exp(−βH(pN , rN))∫
dpNdrN exp (−βH(pN , rN)) (3.22)
The β in the above equation is equal to 1
kBT
and A is expressed in terms of momentum
(p) and position (r). So, calculation of the average of a function, which depends on
momenta of particles is comparatively easy and can be done analytically, if hard con-
straints are not applied (see section 3.1 and 11.2.1 of source-3 for details). While, if the
function depends on position, the multidimensional integral over particles is computa-
tionally tricky.
3.2.1 Need for the Monte Carlo method
The MC method is employed to determine the value of multidimensional integrals.
Consider the curve shown in Fig. 3.1 and the area under the curve, as shown by the
hatched region. Random points are generated and recorded as being in the area of
curve or outside it. The area under the curve is then determined by multiplying the
area of the full box by the ratio of points lying in the hatched region to the number of
points lying outside the hatched region. A similar approach can be used to calculate
the partition function of the system containing N atoms, which involves the following
steps:
1. Generate a random configuration of particles.
2. Calculate the potential energy (E(rN)) of the random configuration generated in
step-1.
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Figure 3.1: Calculation of area under curve using MC algorithm, redrawn from source-2.
3. After a number of iterations (say ‘x ’), the average value of E is given as:
〈E(rN)〉 =
x∑
i=1
Ei(r
N) exp
(−Ei(rN)
kBT
)
x∑
i=1
exp
(−Ei(rN)
kBT
) (3.23)
It should be noted that the above strategy is efficient for systems which have clearly
delineated energy gaps. Thus, this scheme is not feasible, where a large number of
configurations have a negligible contribution to the partition function, due to their
high energy. To solve this issue, we must sample only those configurations, which have
higher probability of occurrence due to their being low energy states. Such a sampling
strategy is known as “Importance sampling”. In the importance sampling methodology,
the system is biased towards the generation of configurations which have a significant
contribution to the integral, most commonly employed in the “Metropolis method”. In
Metropolis MC scheme, different configurations are generated with a probability equal
to exp
(
−E(rN )
kBT
)
and subsequent counting is uniform. Contrastingly, in conventional
MC, occupation of each state is given by the same probability and we apply statistical
mechanics after all the states are identified. The Metropolis MC assumes the states
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follow a Markov chain of events. Another consequence of the Metropolis algorithm is
the reversibility of events, where reversibility depends on the difference in the energy
of two events (say A and B), i.e.,
PAB
PBA
= exp
(
−E(r
N)B − E(rN)A
kBT
)
(3.24)
As it is evident from above that the Metropolis MC scheme simulates ‘static’ possibilities
of the system and hence it cannot model time evolution.
Now, the application of particular simulation scheme is dependent upon the prob-
lem of interest. MD is mostly suitable for problems where time-dependent properties
need to be calculated. MC is more suitable for isothermal-isobaric ensemble systems
in comparison with the MD method. MD and MC have their own capabilities and
limitations for the exploration of phase space. MC is more suitable when global phase
space needs to be sampled efficiently. MD is appropriate in the case, when local phase
space need to be explored.
Sources
1. Lecture notes of Molecular Simulation Summer School, University of Manchester,
2015.
2. Andrew R. Leach, Molecular Modelling - Principles and Applications, Second
edition, Pearson Prentice Hall, 2001.
3. Daan Frenkel and Berend Smit, Understanding Molecular Simulation - From Al-
gorithms to Applications, Second Edition, 2002.
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Chapter 4
Density Functional Theory
4.1 Introduction
The aim of first-principles calculations is the determination of the physical properties of
a material using only quantum mechanical principles. Considering a system containing
multiple electrons and nuclei, the N-body Schro¨dinger’s equation can be written as:(
− h¯
2
2m
∇2 + 1
2
e2
4pio
∑
i 6=j
1
|ri − rj| −
e2
4pio
∑
i,I
ZI
|ri −RI | +
1
2
e2
4pio∑
I 6=J
ZIZJ
|RI −RJ |
)
ψ(r1, r2. · · · rN) = Eψ(r1, r2. · · · rN)
(4.1)
The first term in the above equation is the kinetic energy contribution (Te), the sec-
ond, third and fourth terms represent electron-electron (Vee), electron-nuclei (Ven), and
nuclei-nuclei (Vnn) Coulombic interactions respectively.
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4.2 The Born-Oppenheimer Approximation
One of the first approximations involves the consideration that electronic motion is
considerably faster than nuclear motion and hence electronic and nuclear motions can
be considered to be decoupled, so the coordinates of the nuclei enter as parameters in
Schro¨dinger equation for electrons. The Schro¨dinger’s equation can also be represented
as:
Hψ(Ri, rN) = Eψ(Ri, rN) (4.2)
The above equation implies that the wave function is both a function of electronic and
nuclear coordinates. So, Schro¨dinger’s equation is solved for electrons with consider-
ation that nuclear coordinates (Ri) are fixed and hence, ψe(rN ;Ri) is the solution of
following equation:
(Te + Vee + VeN)ψe(rN ;Ri) = Eeψe(rN ;Ri) (4.3)
and in the last step, Schro¨dinger equation for the nuclei can be solved, which may be
expressed as:
(TN + VNN + Ee)ψN(Ri) = ENψN(Ri) (4.4)
So, it can be seen that energy eigenvalue corresponding to a electrons is one of the
parameter in Schro¨dinger equation for nuclei.
4.3 Need for Density Functional Theory (DFT)
The ab-initio theories are mainly divided into two categories; wave-function based the-
ories and functional theories. In wave-function based methods, calculations are carried
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out using a many-body wave-function. Such calculations can be carried out for arbi-
trary accuracy with proportionate computational demand and hence these methods are
adequate for small molecules.
In view of this, functional methods are appropriate for solving quantum mechanical
equations for bulk solids. In functional theories, the total energy of the system is ex-
pressed in terms of a certain quantity (which will be discussed shortly) and minimisation
of the energy with respect to this quantity is carried out to determine the ground-state
of the system. Note that such methods of determination of the ground-state stems from
the well known ‘variational principle’, which considers that the ground-state energy is
a minimum for the true wave-function.
Now the quantity of interest mentioned above with which total energy needs to be
minimised can be the probability of finding N electrons at position r1, r2, · · ·rN , which
may be expressed as a product of ψ and ψ∗ for each electron. Addition of ψ∗(r1, r2, · ·
·rN)ψ(r1, r2, · · ·rN) for N electrons yields the electron density, n(r), which may be
written as:
n(r) = 2
N∑
i=1
ψ∗(r)ψ(r) (4.5)
The factor 2 in above equation signifies the fact that Pauli’s Exclusion principle allows
two electrons to have a particular spatial wave-function, provided they have different
spin. Note that the definition of n(r) only requires knowledge of three coordinates of a
point.
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4.4 Hohenberg-Kohn Theorem [22]
The DFT approach is based upon the two Hohenberg-Kohn theorems and the Kohn-
Sham framework. The first Hohenberg-Kohn theorem can be explained as: “The mini-
mum or ground-state energy as calculated from Schro¨dinger equation is an unique func-
tional of the electron density”. It implies that there is one-to-one correlation between
the electron density and the ground-state electronic wavefunction. Hence, the energy
of the system can be represented as a functional of electron density, i.e., E[n(r)]. The
remarkable consequence of the first Hohenberg-Kohn theorem is that the Schro¨dinger’s
equation can be solved in terms of the electron density, which is a function of three
spatial coordinates, rather than the electron wavefunction, which is a function of 3N
variables (where, N is the number of electrons in the system). Though, the first
Hohenberg-Kohn theorem shows that the electron density can be used to solve the
Schro¨dinger equation, it does not explain the property or identity of that functional.
The second Hohenberg-Kohn theorem can be stated as: “The true electron den-
sity from the solution of Schro¨dinger’s equation is same as the electron density, which
minimises the energy functional of the system”. So, the second Hohenberg-Kohn the-
orem opens up the possibility that if a ‘true’ functional form is known, then using the
variational principle, the energy can be minimised with respect to the functional to
find the equilibrium electron density. Additionally, it should be noted that the second
Hohenberg-Kohn theorem is analogous to the variational principle defined for wave-
function based methods.
Now, the energy functional (E[n(r)]) may be written as:
E[n(r)] = T [n(r)] + Ene[n(r)] + Eee[n(r)] (4.6)
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where, T [n(r)] is the kinetic energy, Ene[n(r)] is the energy due to nuclei-electron in-
teraction, while Ene[n(r)] is the electron-electron interaction term, which may be given
as:
Ene[n(r)] = −
∑
i
∫
Zin(r)
|Ri − r| (4.7)
The Eee[n(r)] has two contributions; first is the Coulomb term (J [n(r)]) and second is
the exchange term (K[n(r)]). J [n(r)] is expressed as:
J [n(r)] =
1
2
∫ ∫
n(r)n(r′)
|r − r′| drdr
′ (4.8)
It can be seen that in equation 4.6, T [n(r)] and K[n(r)] are unknown. Modelling
these two parameters poses a significant challenge and in view of that the Kohn-Sham
formalism is useful in terms of providing a solution.
4.5 Kohn-Sham Formalism [23]
In the Kohn-Sham formalism, the kinetic energy functional is split into terms containing
the kinetic energies of non-interacting electron (TKS) and a correction term for the effect
of electron interaction. TKS may be expressed as:
TKS = −1
2
∑
i
〈φi|Tˆ |φi〉 (4.9)
where Tˆ is equal to the − h¯2
2m
∇2. The above equation represents the kinetic energy of a
fictitious ensemble of non-interacting electrons, which are mathematically represented
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in terms of orbitals (φ), which can be used to reconstruct the electron density as:
n(r) =
∑
i
|φi|2 (4.10)
Note that, replacing the density of a system with interacting particles with the density
of a system of non-interacting particles is the essence of DFT. The Kohn-Sham equation
can be represented as:
[
− h¯
2
2m
∇2 + V (r) + VH(r) + VXC(r)
]
ψi(ri) = Eiψ(ri) (4.11)
Comparison of the above equation with equation 4.1 yields the observation that there
are no summations in equation 4.11. This can be understood by the fact that the
solution of the Kohn-Sham equation is a single-electron wavefunction, which is only
dependent upon three spatial coordinates. In the left hand side of equation 4.11, V (r)
is the Coulombic interaction between the electrons and nuclei, VH(r) is the ‘Hartree
potential ’ and it can be expressed as:
VH(r) = e
2
∫
n(r′)
|r − r′|d
3r′ (4.12)
VH(r) describes the electron-electron interaction in the system or Coulombic repulsion
between the electron and the electron density that describes all the electrons in the sys-
tem. Since the electronic density has a contribution from all electrons constituting the
system, VH(r) includes ‘unphysical’ self-interactions. The correction of self-interaction
is included in the VXC term, which is known as the “exchange-correlation potential ’.
VXC is a functional derivative of the exchange-correlation energy (EXC). It is evident
from the above that the solution of the Kohn-Sham equation requires knowledge of
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VH(r), which can be determined from n(r). n(r) can be determined from the single-
electron wavefunction, which in turn requires solving the Kohn-Sham equation. So, the
Kohn-Sham equation must be solved in a self-consistent manner by using the following
steps:
1. Guess the trial electron density (n(r)).
2. Solve Kohn-Sham equation using n(r) to determine ψi(r).
3. Calculate electron density (nKS(r)) corresponding to ψi(r).
4. Compare nKS(r) and n(r) and if the difference between them is considerably large,
update n(r) and go to step-2.
4.6 Exchange-Correlation Functional
As it has been mentioned in the preceding section, the exchange-correlation functional
contains information about the correction for the kinetic energy contribution and for
self interaction due to electron-electron repulsion. But, an exact form of this functional
is unknown. It can be only derived for the limiting case of uniform electron distribution
and thus a range of exchange-correlation functionals have been proposed.
The first one of these is the ‘local density functional (LDA)’. In this approxima-
tion, it is assumed that uniform electron distribution exists locally and the electron-
correlation energy per particle is a function of electron density alone. A more advanced
approximation than the LDA is the ‘generalised gradient approximation (GGA)’. In the
GGA, the gradient of electron density is additionally employed. The GGA is mostly
employed for metals, as it has been shown to predict properties accurately. There are
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further advanced approximations which are described elsewhere and are not relevant
for the present work.
4.7 Spin polarisation
So far, we have not discussed the effect of electron spin. Incorporation of spin polarisa-
tion in DFT calculations is carried out by defining an exchange-correlation functional
for each spin (up and down). So, the presence of spin leads to two separate hamiltoni-
ans, which need to be solved simultaneously via the self-consistent framework depicted
earlier. Note that two hamiltonians cannot be solved separately as the solution of
each hamiltonian should generate a Kohn-Sham orbital corresponding to that particu-
lar spin, but that hamiltonian itself depends on the total density (n(r) = n↑(r)+n↓(r)),
as shown below:
Hˆ↑KS = −
1
2
∇2 + V (r) + VH [n](r) + VXC [n↑](r) (4.13)
Hˆ↓KS = −
1
2
∇2 + V (r) + VH [n](r) + VXC [n↓](r) (4.14)
4.8 Bloch Theorem
If nuclei in the system are arranged periodically then their potential and the density
also exhibits a similar periodicity. But the wavefunction which is complex in nature
shows quasi-periodicity. Bloch’s theorem allows the representation of the electron wave-
function (ψk(r)) as:
ψk(r) = uk(r) exp ik · r (4.15)
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uk(r) can be any suitable mathematical function and should have the periodicity of the
supercell. Since, the crystal is considered to be periodic, uk(r) is represented as a three
dimensional Fourier series, :
uk(r) =
∑
G
cGK exp i(G+ k) · r (4.16)
Ideally, the number of k -points and G vectors should be infinite, but since the wavefunc-
tion changes very slowly with k, the change in wavefunction is negligible when k -points
are close to each other and a finite number of k -points is needed to model the system.
The exact representation of the wavefunction requires an infinite number of G-
vectors, which is computationally intractable. But, cGK becomes smaller as |G|2 is
larger, hence a finite number of G-vectors is used in plane-wave DFT calculations as
defined by a cut-off energy (Ecut) as:
Ecut =
h¯2
2m
|G|2 (4.17)
4.9 Pseudopotential
The electrons near the nucleus (core electrons) do not influence the chemical properties
and simply repel valence electrons. So, they can be ignored, owing to their limited role
in determining interactions between atoms. Additionally, it should be noted that rapid
fluctuations in the wavefunction takes place due to core electrons, which requires large
G components to describe, adding computational cost. Hence, the core electrons and
nucleus are combined and the Coulomb potential is replaced with a ‘weaker’ potential,
this modified potential is termed a pseudopotential. This leads to an absence of rapid
fluctuations in ψ allowing a smaller value of G and a consequently lower value of Ecut
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(Fig. 4.1). The charge density from both the wavefunction and pseudo-wavefunction
should be same for an accurate determination of exchange-correlation energy (norm-
conserving condition). This was main idea behind ‘norm-conserving pseudopotentials ’.
This condition may be expressed as:
∫ rc
0
ψ∗true(r)ψtrue(r)dr =
∫ rc
0
ψ∗pseudo(r)ψpseudo(r)dr (4.18)
But this method is not suitable for valence p-orbitals of electronegative first row ele-
ments and for d -orbitals of first row transition metals, where the pseudo-wavefunction
is not significantly smoother than the all-electron wavefunction. In view of this, the
ultra-soft pseudopotential has been defined, where the norm-conserving condition in
relaxed.
4.10 k-point sampling
As mentioned earlier, ideally an infinite number of k -points would be used to describe
the wavefunction, but this is computationally intractable. Hence, finite number of k-
points are employed. The properties from DFT calculations are often determined using
integration over k -space in the Brillouin-zone. The Brillouin zone (BZ) is the Wigner-
Seitz cell in the reciprocal lattice of the real crystal. It should be noted that k-points
here means the sampling points in first BZ. The coordination of points in reciprocal
space are different from their coordination in real space. For example, the reciprocal
lattice of the BCC lattice structure exhibits the FCC coordination, while for the FCC
lattice structure, the reciprocal lattice has the BCC coordination. Figure 4.2 shows the
first BZ for the FCC structure. Integration over this BZ to obtain any ground-state
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Figure 4.1: The modification of the original Coulombic potential (Vtrue) and original wave-
function (ψtrue) in the pseudopotential framework. The Vtrue is replaced with Vpseudo and
ψtrue is replaced with ψpseudo.
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property (X) may be expressed as:
X =
1
VBZ
∫
BZ
∑
n
Xn(k)f(n(k))dk (4.19)
where, VBZ is the volume of Brillouin zone, n is the number of wave-vectors, and n is
eigenvalue of wavevector k, and f(n(k)) is a factor that controls whether the particular
state is occupied. Now, while calculating the value of the integral, as given by equation
4.19, the inherent symmetry of the crystal can be employed to reduce the associated
computational cost. In this scheme, instead of considering all the k -points in the BZ,
only certain special points in the BZ are considered, which lie in the wedge shaped
region as shown in Fig. 4.2; the irreducible Brillouin zone (IBZ). Once the value of the
integral has been calculated for the IBZ, the value of the integral for the whole BZ can
be determined by introducing certain weighting factors.
Additionally, the distribution of grid of k -points in BZ is mostly carried out using
the Monkhorst-Pack scheme involving equally spaced k -points along the each of three
orthogonal directions in reciprocal space [24]. It should be noted here that in the
original work of Monkhorst and Pack [24], they did not consider Γ-point in the IBZ,
while nowadays Γ is considered to be part of the IBZ. The function, which was being
integrated in equation 4.19 needs to be continuous for convergence of grid-based schemes
as are used in k -space based methods. But, metals have occupied and unoccupied energy
states separated by the ‘Fermi surface’, i.e., the function in equation 4.19 changes
abruptly at the Fermi energy (Ef ). This is the reason why we need comparatively
larger number of k -points for metals to reproduce the abrupt change in the function.
In view of solving the above-stated problem, a range of smearing schemes have been
proposed. The physical backing of smearing schemes stems from the consideration that
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Figure 4.2: The first Brillouin zone of the FCC crystal structure, which is a truncated octa-
hedron.
an abrupt change in the occupancy across the Fermi surface occurs at 0 K, while at
finite temperature the abrupt change as expected at 0 K can become diffused leading to
occupancy above Ef . So the Fermi-Dirac function is employed to introduce occupancy
as a function of temperature, which may be written as:
f
(x
σ
)
=
1[
exp
(
x
σ
)
+ 1
] (4.20)
σ in the above equation is equal to kBT and hence with the increasing values of σ,
the abruptness of the function across Ef can be ‘smeared’ as shown in Fig. 4.3. The
σ parameter generates the effect of thermally distributed electrons in the system and
a correction needs to be carried out in the energies, if such effects are not required.
The Fermi-Dirac smearing scheme has a disadvantage due to the large number of par-
tially occupied bands required to describe electron occupation. Numerous other smear-
ing schemes such as Gaussian [25], Methfessel-Paxton [26] and Marzari-Vanderbilt [27]
smearing schemes have been proposed. The Gaussian smearing scheme was employed
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Figure 4.3: The variation of the Fermi-Dirac function with different value of σ. Redrawn from
ref. [28].
in the present work, which is the default smearing scheme in CASTEP.
∗ ∗ ∗ ∗ ∗ ∗ ∗
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Chapter 5
Phase Stability in Substitutional
Alloys‡
5.1 Introduction
High entropy alloys (HEAs) are a class of multicomponent metallic alloys [29], which
exhibit simple crystal structures such as body-centred cubic (BCC), face-centred cubic
(FCC), hexagonal cubic phase (HCP) or orthorhombic crystal structures [30–32]. The
stabilisation of a solid solution phase over intermetallic and amorphous alloy formation
in such multicomponent systems was initially attributed to the high configurational
entropy of mixing [33]. The prediction of the comparative phase stability of BCC and
FCC phases for HEAs remains a major debate in the literature. For example, CoCrFeNi
shows the FCC structure, but addition of Al causes its transformation to the BCC crys-
tal structure [34]. The phase transformation and existence of HEAs in two main types
‡Part of this chapter has been published as an article entitled “Role of configurational entropy in body-
centred cubic or face-centred cubic phase formation in high entropy alloys” in Scripta Materialia [124 (2016)
90-94.]
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of crystal structures was initially rationalised in terms of the conventional metallurgical
concept of FCC and BCC stabilising elements [35]. Traditionally, phase stability in al-
loys has been understood in terms of the number of electrons per atom (e/a) [36], which
has been extensively used for Hume-Rothery electron phase stabilisation. In the case of
HEAs, which are mostly composed of transition metals, the accurate determination of
the e/a ratio is problematic. Hence, the valence electron concentration (VEC) has been
employed to rationalise FCC and BCC formation, where higher VEC (≥ 8.0) leads to
FCC phases, while lower VEC (≤ 6.87) causes BCC formation, leaving a mixture of
BCC and FCC phase for 6.87 ≤ V EC ≤ 8.0 [37]. This criterion, however, does not
apply to HEAs containing Mn [38], and in certain cases the effect of cooling conditions
dominates the phase formation, i.e., alloys with the same composition but subjected to
different processing conditions produce different phase occurrence characteristics [39].
Therefore phase selection remains an open debate. Computationally expensive ab-initio
approaches, such as the coherent potential approximation [40] and special quasi-random
structures with density functional theory (DFT) [41] have been used to study HEAs.
Given the potential significance of (configurational) entropy in the phase stability in
HEAs, there is a need for an extensive sampling of configurations which cannot be
achieved easily with ab-initio methods which are limited to small cells.
In view of the above, this work explored the feasibility of the available interatomic
potentials for studying multicomponent systems. This investigation reports the appli-
cation of classical atomistic simulation along with a statistical mechanics based frame-
work for calculation of thermodynamic properties. Additionally, a genetic algorithm
(GA) based method was employed to find the minimum energy configuration of alloys.
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5.2 Empirical interatomic potential for Metals
Determination of the total energy of the system is the most crucial part of studies of
the phase stability. One of the simpler approaches to the calculation of total-energy
is the pair-potential approach, where the energy (E) of the system of interest may be
simply written as [42]:
E =
1
2
N∑
i,j(i 6=j)
V (rij) (5.1)
where rij is the distance between atom i and j. The pair-potential approach assumes
there is no dependence between bonding between any two atoms and other bonds, which
leads to the inference that E ∝ −Z, where Z is the coordination-number of the atom.
But, it is well known that E ∝ −Z1/2 [43]. The pair-wise potential cannot be applied
to transition metals or semiconductors for the following reasons:
1. The ratio of elastic constants (C12/C44) or Cauchy’s relationship must be unity for
a central-force pair potential. Note that, there are three unique elastic constants
for cubic systems, i.e., (C11,C12 and C44). But the experimental ratio for metals
deviates from unity.
2. The surface of metals simulated using pair-potentials tends to relax outwards in
contrast to the inward relaxation of the surface as is experimentally observed.
3. The ratio of cohesive energy to the melting temperature is underestimated by the
pair-potential approach.
4. The ratio of vacancy formation energy to the cohesive energy is predicted to
be one by pair-potential simulation (when relaxation effects are ignored), while
experimentally such values range from 1
3
to 1
4
.
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The limitation of the pair-potential approach arises from its inability to take into ac-
count many-body effects. This approach considers the surface to be stronger than
the bulk. In this approach, surfaces have fewer but stronger bonds than the bulk
(which has more but weaker bonds) [44]. In view of the problems associated with
the pair-potential approach, many-body potentials have been defined, including Finnis-
Sinclair [45], Sutton-Chen extension to Finnis-Sinclair model [46] and Embedded-atom
method [47] based potentials for metals.
The genesis of many-body potentials is from the density of states (DOS) and the mo-
ment theorem. The DOS between an energy interval, E and E + ∆E is the number of
energy states between specified energy levels and the moment of any distribution about
a point may be expressed as:
µm =
∑
n
(E − Ea)mD(E) (5.2)
where, m in the above equation represents the order of the moment of the distribu-
tion. The first, second, third and fourth moments of the distribution represent mean,
variance, skewness and bimodality of the distribution, respectively. In the context of
atomistic simulation, we are interested in the DOS or D(E) distribution. In equation
5.2, Ea is the energy of the atom in its elemental state and the moment of the D(E) is
determined with respect to it. The second-moment is important from the perspective
of atomic binding, as it represents the difference in energy levels of the atom in the
solid state with respect to the energy level of the atom in its elemental state. It has
been found that the binding energy of the atom in the solid state is strongly correlated
with square-root of the second-moment of the DOS of that particular atom [44] and
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Figure 5.1: Schematic figure illustrating the number of paths of length two, which can be
traversed such that they start and end at the atom labelled as ‘i’. As it is evident, the
number of such paths is twelve.
the binding energy of the ith atom may be expressed as:
Ei =
∫
di(E)EdE (5.3)
where, di(E) is the local density of states of the i
th atom. The ‘moment-theorem’ relates
the characteristics of the neighbours of the atom with the moment of the local DOS.
Hence, the moment-theorem provides a way of calculating the binding energy of the
atom without explicitly calculating the DOS using electronic structure methods.
The ‘moment-theorem’ may be expressed as: “The mth moment of the local DOS of
the particular atom is the sum of all paths of length ‘m’, which start and end at that
particular atom”. As can be seen in Fig. 5.1, the second-moment of the DOS of the
ith atom would be proportional to
√
12. So, it is clear that for the second-moment of
the local DOS, Ei ∝
√
Zi, where Zi is the number of first nearest-neighbours of the i
th
atom. This is also known as the second-moment approximation.
In the Finnis-Sinclair model, the energy of the system (E) may be expressed as the
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sum of energy due to pairwise contributions and the energy due to the second-moment
approximation. It may be expressed as:
E =
N∑
i=1
N∑
j=i+1
V (rij) +
N∑
i=1
A
√
ρ (5.4)
where, V (rij) is the pair-potential between atoms i and j. The ρ may be expressed as
N∑
j=1,j 6=i
φ(rij), where φ(rij) is a function of |rij − rc|, ‘rc’ is the cut-off of the function
and the value of φ(rij) is zero beyond rc.
The Embedded-atom method (EAM) [47] is another form of many-body potential,
which is similar to the Finnis-Sinclair formalism for elements with differences arising
when interatomic potentials are generated for alloys [48]. The energy of the ensemble
(E) containing a particular number of atoms, N using the EAM force-field in MD
simulations can be expressed as:
E =
1
2
N∑
i,j,i6=j
φij(rij) +
∑
i
Fi(ρi) (5.5)
where, φij is the pair energy between atoms i and j, which are separated by a distance,
rij, while Fi represents the embedding energy. This energy arises from inserting or
embedding atom i into the medium having electron density, ρi, which may be expressed
as:
ρi =
N∑
i=j,i6=j
fi(rij) (5.6)
where, fij(rij) is the electron density at site i from an atom at site j at distance rij. The
electron density in the EAM formalism is derived from electronic structure calculations.
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The φ(r) may be expressed as:
φ(r) =
A exp(−α(r/re − 1))
1 + (r/re − κ)20 −
B exp−β(r/re − 1)
1 + (r/re − λ)20 (5.7)
where, α, β, A and B are adjustable parameters in the above equation. re is the
equilibrium nearest-neighbour distance between atoms, while κ and λ are cut-off pa-
rameters. The alloy interatomic potential can be generated from elemental interatomic
potentials [48] as:
φab(r) =
1
2
[
f b(r)
fa(r)
φa(r) +
fa(r)
f b(r)
φb(r)
]
(5.8)
where, the form of f (fa or f b) in the above equation is taken to be same as the attractive
part of the pair-potential with identical values of λ and β, as given in equation 5.7 [49]
and it can be written as:
f =
fe exp−α(r/re − 1)
1 + (r/re − λ)20 (5.9)
Additionally, Zhou et. al. [49] introduced three different equations for the embedding
energy to ensure this function was applicable for the range of atomic densities, as shown
in equations 5.10, 5.11 and 5.12:
F (ρ) =
3∑
i=1
Fni
(
ρ
ρe × 0.85 − 1
)i
; ρ < (0.85× ρe) (5.10)
F (ρ) =
3∑
i=1
Fi
(
ρ
ρe
− 1
)i
; (0.85× ρe) ≤ ρ < (1.15× ρe) (5.11)
F (ρ) = Fe
[
1− ln
(
ρ
ρe
)η](
ρ
ρe
)η
; ρ ≤ (1.15× ρe) (5.12)
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Alloy lattice parameter (A˚)
BCC-CoCrFeNi 2.850
FCC-CoCrFeNi 3.570
BCC-AlCoCrFeNi 2.850
FCC-AlCoCrFeNi 3.570
BCC-CoCrFeNiTi 2.935
FCC-CoCrFeNiTi 3.628
Table 5.1: Lattice parameter of BCC and FCC forms of alloys used in MD calculations [53].
5.3 Calculation details
The DL POLY code was employed to carry out Molecular Dynamics (MD) simula-
tions [50]. Position, velocity and acceleration of the atoms were updated via the
velocity-verlet integration algorithm [51]. The GULP code [52] was used to generate
7x7x7 (FCC) and 9x9x9 (BCC) cubic supercells for starting configurations. The disor-
dered structures of the alloys were generated by randomising the elements on the lattice
sites. The simulations were performed with a 1 fs time-step. The long-range interaction
cut-off was set to be 6 A˚. The MD simulations were carried out for 10 ps, where the
system was equilibrated for first 5000 time steps. The configurational energy was shown
to converge over this time (Fig. 5.2 and 5.3). A Nose´-Hoover NPT ensemble with ther-
mostat and barostat relaxation times of 0.01 ps and 0.1 ps, respectively, was used to
keep temperature (300 K) and pressure (1 atmosphere) constant. The initial lattice pa-
rameters for the BCC and the FCC variant of AlCoCrFeNi, CoCrFeNi and CoCrFeNiTi
were taken from first-principle calculations, while for Al0.5CoCrFeNi, the equilibrium
lattice parameter was calculated from finding the minimum of the energy-volume curve
in an NVT calculation. The initial lattice parameters used in MD simulations are tab-
ulated in Table 5.1. The EAM potential for elements (Al, Co, Fe, Ni and Ti) were
taken from Zhou et. al. [49] and the interatomic potentials of Cr was taken from Lin et.
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al. [54]. Although, Lin et. al. used a similar parameter model to Zhou et. al., it was
found that the parameterisation followed a different rule-set. Similar parameters have
been employed to simulate the deformation in tensile loading condition [55], phonon
characteristics [56], irradiation induced defect formation [57], deposition of HEA thin
films on Si-Substrate [58], etc.
5.4 EAM potential validation and modification
The structures of the BCC and FCC forms of CoCrFeNi, AlCoCrFeNi and CoCrFeNiTi
after MD simulations are shown in Fig. 5.5. As it is clearly evident, the FCC structure
for each alloy tended to show an inhomogeneous distortion. Figure 5.4(b) shows a
plot of the ratio of the second to the first peak of the radial distribution function
(RDF) or g(r) of the alloys, which is indicative of the amorphous-like or liquid-like
distribution of the atoms [59]. It can be seen that elements tend to arrange themselves
in amorphous or liquid type coordination in the FCC structure. The X-ray diffraction
profile of the structures were simulated using the Debyer code [60] to determine the
lattice parameter after completion of the MD simulation (Fig. 5.6). The position
of the most prominent peak was chosen to calculate the lattice parameter. Table
5.2 shows the lattice parameter before and after the MD simulation. It is important
to note that the change in the lattice is taking place due to relaxation during the
MD simulation. But in the case of the FCC structures, the change is less than for
BCC, even though the structure tends to amorphise. To test potential issues with
the interatomic potentials, hypothetical equiatomic FCC alloys, such as CoCr, CoFe,
CoCrFe, CoFeNi and CoCrNi, along with CoCrFeNi were simulated to study the effect of
Cr potentials on the amorphisation tendency. Figure 5.7 shows the RDF of the alloys.
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Figure 5.2: Variation of energy with time-step during MD simulation for BCC and FCC form
of Al0.5CoCrFeNi and AlCoCrFeNi.
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Figure 5.3: Variation of energy with time-step during MD simulation for for BCC and FCC
form of CoCrFeNi and CoCrFeNiTi.
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(a)
(b)
Figure 5.4: (a) Schematic to show the R1 and R2 in typical RDF of alloys and (b)
Ratio of R2 and R1 for elements in pure (P) state, BCC-CoCrFeNi (CCFN(B)), FCC-
CoCrFeNi (CCFN(F)), BCC-AlCoCrFeNi (ACCFN(B)), FCC-AlCoCrFeNi (ACCFN(F)),
BCC-CoCrFeNiTi (CCFNT(B)) and FCC-CoCrFeNiTi (CCFNT(F)).
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(a) BCC-CoCrFeNi (b) FCC-CoCrFeNi
(c) BCC-AlCoCrFeNi (d) FCC-AlCoCrFeNi
(e) BCC-CoCrFeNiTi (f) FCC-CoCrFeNiTi
Figure 5.5: Visualisation of structure of different alloys after completion of MD simulation.
Note that these calculations were carried out for 16384 and 16000 atoms for FCC and BCC
atoms respectively for visualisation purposes.
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Figure 5.6: Simulation of peak of X-ray diffraction (XRD) pattern for BCC and FCC form of
different alloys. Cu-Kα radiation of wavelength 1.54 A˚ was used as input to the simulation.
Note that finite-size broadening is taking place due to use of clusters in simulating XRD
profile.
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Alloy lattice parameter in
start (A˚)
lattice parameter in end
(A˚)
BCC-CoCrFeNi 2.850 2.957
FCC-CoCrFeNi 3.570 3.573
BCC-AlCoCrFeNi 2.850 2.882
FCC-AlCoCrFeNi 3.570 3.587
BCC-CoCrFeNiTi 2.935 2.900
FCC-CoCrFeNiTi 3.628 3.620
Table 5.2: Lattice parameter of BCC and FCC forms of alloys determined from XRD simu-
lation of start and end of MD simulated structures.
It is clear that, in the presence of Cr, the simulated structures tend to amorphise,
except in the case of CoCrNi. The sharp peak in the RDF signifies the absence of
amorphisation in the case of CoFeNi. The amorphisation tendency of FCC alloys can
be attributed to the inadequacy of the interatomic potentials of Cr [54], which were
taken from a different source to Al, Co, Fe, Ni and Ti [49]. In view of the above,
the electron density after the simulation was superimposed on a uniform grid to see,
whether a homogenous or inhomogeneous distribution of the electron density is evolving
during the relaxation. The electron density was obtained from the TABEAM (tabulated
EAM potential) file for each element forming alloy. The coordinates of the atoms
were extracted from the REVCON file after completion of the DL POLY run and a
100X100X100 grid was superimposed over the supercell. The electron density at each
node of the superimposed grid is determined by adding the contribution from each atom
falling in an imaginary sphere of radius 5.5 A˚ around the node. Figure 5.8 shows the
electron density distribution for FCC-CoCrFeNi. It is apparent that the system evolves
towards an inhomogeneous electron density distribution. Figure 5.8 is condensed into
a histogram for better comparison in Fig. 5.9. Figure 5.9 shows the histogram of the
number of nodes with respect to the electron density. It can be seen that the BCC and
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Figure 5.7: Radial distribution function (RDF) for CoCr, CoFe, CoCrFe, CoFeNi, CoCrNi
and CoCrFeNi using EAM potential published in ref. [49].
Figure 5.8: The electron density distribution (in arbitrary units) in the case of FCC-CoCrFeNi,
obtained after superimposition of electron density from EAM potential of the individual ele-
ments on MD simulated structure. This figure shows different sections of three dimensional
supercell starting from left to right.
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Figure 5.9: The distribution of electron density on the nodes of a cuboidal mesh superimposed
on the simulated MD simulation supercell.
FCC structures of the individual alloys show similar variations with slight differences
in the number of nodes in a particular electron density range. This implies that, in
terms of number density, the electron density is similar in the case of BCC and FCC
structures of a particular alloy. The electron density of Fig. 5.10 shows the electron
density variation in the individual elements as a function of distance from a nucleus.
It should be noted that the electron density around the ionic core is an important
parameter for alloy formation. As it is evident from the above, Cr seems to be the
only element that is causing an amorphisation tendency in the alloys. It is evident that
the electron density for Cr is largest of the elements considered here. The inset of the
figure shows the variation of electron density at log scale. It can be seen that Cr shows
the maximum decrease with distance in comparison of other elements. So, it can be
stated that the Cr exhibits higher electron density in the vicinity of the ionic core with
a highest gradient of electron density decrease. The potentials were fitted to match the
cohesive energy, lattice parameter and bulk modulus of Cr. In addition, it was ensured
that in the FCC structure, Cr maintains its crystal order. We have mentioned that
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Figure 5.10: The variation of the electron density from the nucleus for Co, Cr, Fe, Ni, Ti and
Al [61].
interatomic potentials of Cr were taken from different source [54]. Zhou et. al. kept
the ratio of α and β to be equal to 1.875, while A and B values for Co, Cr, Fe, Ni
and Ti were less than 0.50 and 1.00, respectively [49]. So, an attempt was made to
fit the potential of Cr using the same criteria as mentioned elsewhere. This was done
to ensure that the potentials of each element for simulating alloy mixes are derived
from same rules. Table 5.3 shows the original and modified data set of the interatomic
potential of Cr. The potentials were fitted to match the cohesive energy (-4.10 eV),
lattice parameter (2.88 A˚) and bulk modulus (160 GPa) of the Cr. In addition, it was
ensured that in the FCC structure, Cr maintains its crystallinity.
Figure 5.11 shows the FCC structure of the hypothetical solid solutions including Al-Cr,
Co-Cr, Cr-Fe, Cr-Ni, Cr-Ti, as well as CoCrFeNi and AlCoCrFeNi with pure Cr. It can
be seen that in the binary cases (except for Co-Cr and Cr-Ni), the system maintains the
crystalline order. But in the case of CoCrFeNi and AlCoCrFeNi, the absence of a sharp
peak can be seen. Figure 5.12 shows the variation in the electron density of Cr. It
63
Figure 5.11: Radial distribution function of FCC form of Cr, AlCr, CoCr, CrFe, CrNi, CoCr-
FeNi and AlCoCrFeNi with modified EAM potential for Cr. The y-axis represents the intensity
of peak in arbitrary units and x-axis is atomic distance in A˚.
Published potential [54] Fitted potential
β 7.170494 4.589611
A 1.551848 0.480000
B 1.827556 0.800000
Table 5.3: Modified EAM potential parameters for Cr [61]. Other parameters can be found
in ref. [54].
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Figure 5.12: The variation of electron density of Cr with original [54] and modified EAM
potential (inset shows the variation on log scale) [61].
shows that through fitting the potential the apparent difference in the electron density
distribution around the ionic core is decreased, but the decrease in electron density with
increase in distance follows roughly the same order of magnitude of electron density, as
in the case of the original potential.
5.5 MD simulation with random sampling
2500 random configurations of both the FCC and BCC structures of each of the alloys
(CoCrFeNi, Al0.5CoCrFeNi, AlCoCrFeNi and CoCrFeNiTi) were generated. Thermody-
namic quantities such as, enthalpy (H) and Gibbs free energy (G) were calculated using
the configurational energy (Ei) of the atomic configurations, i. H can be calculated as:
H =
N∑
i=1
Ei exp
(−Ei
kBT
)
Q
(5.13)
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Alloy Enthalpy (eV/atom)
BCC-AlCoCrFeNi -4.33
FCC-AlCoCrFeNi -4.28
BCC-CoCrFeNi -4.37
FCC-CoCrFeNi -4.33
BCC-CoCrFeNiTi -4.68
FCC-CoCrFeNiTi -4.65
Table 5.4: Enthalpy of FCC and BCC form of different alloys determined by random sampling
of 2500 configurations.
where N in the above represents the total number of atomic configurations sampled.
kB and T are the Boltzmann’s constant and temperature respectively. The Q in the
above equation is the partition function, which may be expressed as:
Q =
N∑
i=1
exp
(−Ei
kBT
)
(5.14)
Table 5.4 shows the enthalpy for these alloys. The calculations predict that the BCC
structures have a greater enthalpy of mixing than FCC structures. Additionally, the
difference between the BCC and FCC structures is greatest for the AlCoCrFeNi. It
should be noted that the effect of enthalpy on stabilisation of single phase solid solutions
in high entropy alloys has been already reported in the literature [62]. Even though
the empirical potentials are not accurate enough to predict the phase stability in high
entropy alloys, they do point towards the stabilisation mechanisms. The probability
of the occurrence of a particular energy state (Pi) can be calculated from equation
5.15 [63], as:
Pi =
exp
(
−Ei
kBT
)
N∑
i=1
exp
(−Ei
kBT
) (5.15)
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In view of the above, the configurational entropy (Sconf ) was calculated from the prob-
ability of occurrence (Pi) of particular energy state (Ei), using equation 5.16, as:
Sconf = −kB
z∑
i=1
Pi lnPi (5.16)
where, z represents the number of energy states having non-zero probability of occur-
rence. Figure 5.13 shows the variation of Sconf with temperature for different alloys. It
can be seen that FCC form has always higher Sconf in comparison with the BCC form
of the alloys. Once, the variation of Sconf with temperature is determined, the specific
heat at constant pressure (Cp) is determined using following expression [64]:
Cp
T
=
(
δS
δT
)
P
(5.17)
where, T is the temperature in K and S is the entropy. Note that this expression is
valid at constant pressure. We fitted a cubic spline to the curve of Sconf versus T
and then calculated out first derivative. We then multiplied the derivative with the
temperature to obtain the specific heat variation with temperature. Figure 5.14 shows
Cp values for the BCC and FCC form of different alloys. It is clear that the magnitude
of Cp is considerably lower than expected values. Cp values should be in range of 20-
30 J/mol.K, if the rule of mixing is employed for the calculation. We do not expect
to obtain precise Cp values. We need to obtain precise values of the configurational
entropy and for that we need to have a robust EAM potential for alloys. We have
already seen that the EAM potential employed in the present work has limitations. It
was noticed that the energy distribution of these randomly generated configurations
follows the Normal distribution, suggesting that our distribution did not include many
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Figure 5.13: Configurational entropy for different alloys calculated using 2500 random con-
figurations. The inset in the case of CoCrFeNi and CoCrFeNiTi shows the variation of Sconf
with temperature for BCC forms to demonstrate its increasing trend.
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Figure 5.14: Specific heat at constant pressure (Cp) for different alloys at range of temperature.
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important lower energy configurations (Fig. 5.15). This provided the motivation for
the development of the hybrid GA-MD based methodology to ensure the sampling low
energy configurations.
5.6 Development of a hybrid genetic algorithm-MD (GA-MD)
method
Genetic algorithm (GA) is one of the evolutionary algorithms used for solving stochas-
tic sampling and optimisation problems. It derives its methodology from evolution
theory, where individuals (parents) mate to generate children. Only those individu-
als survive which meet selection criteria and gradually the system progresses towards
a population with fittest individuals. GA was initially employed by Holland [65] for
solving computational problems. This technique has been applied to study the range
of optimisation [66–69] and sampling [70] problems. The goal of the present work is to
develop a sampling methodology for multicomponent positional-disordered materials.
Before we delve into details of the sampling procedure, the functional components of
GA method need to be understood. As has been mentioned above, the information is
shared between two GA individuals (i.e., parents) by the process of mating or crossover.
For crossover to take place, information of parents needs to be encoded. There are sev-
eral encoding schemes, e.g., binary encoding, permutation encoding, value encoding,
tree encoding, etc. The selection of encoding scheme is dependent upon the problem
of interest and details of such encoding schemes are beyond the scope of present work.
In the present work, we have employed permutation encoding as the information which
will be swapped between GA individuals is the coordinates of atoms at lattice points
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Figure 5.15: The distribution of configurational energy for different alloys. Em represents min-
imum energy among 2500 random configurations, while Ei is energy of i
th configuration. Note
that energies are for whole supercell. Curves in the figures are fitted Gaussian distributions.
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and permutation encoding is suitable scheme for problem in hand.
Once, the encoding is done, the selection of parents in GA is carried out. This stage of
parent population generation is basically a stochastic selection mechanism, which en-
sures survival of the fittest by removing less fit individuals from the parent population.
After the generation of the parent population, the information between GA individuals
is swapped by cross-over and in the last stage certain random changes in children are
allowed, which is termed mutation.
The present sampling approach should ensure that swapping of information between
two configurations (i.e., parents) leads to inheritance in new configurations (children),
as shown in Fig. 5.16. Another important constraint which needs to be applied while
generating new configurations concerns with the maintenance of constant composition
of the supercell during sampling. The steps of GA-MD procedure developed can be
stated as:
1. Initially, the 100 configurations with the lowest energies are chosen from 2500
randomly generated configurations.
2. Generate a random number (say x) between 1-1024. If 1 ≤ x ≤ 511, then choose
any configuration number 1 to 10, if 512 ≤ x ≤ 767, the choose any configuration
number 11 to 20, if 768 ≤ x ≤ 895, then choose any configuration number 21 to 30,
if 896 ≤ x ≤ 959, then choose any configuration number 31 to 40, if 960 ≤ x ≤ 991,
then choose any configuration number 41 to 50, if 992 ≤ x ≤ 1007, then choose any
configuration number 51 to 60, if 1008 ≤ x ≤ 1015, then choose any configuration
number 61 to 70, if 1016 ≤ x ≤ 1019, then choose any configuration number 71
to 80, if 1019 ≤ x ≤ 1023, then choose any configuration number 81 to 90 and if
x = 1024, then choose any configuration number from 91 to 100 randomly.
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3. Once a list of 100 configurations are chosen, these act as reservoir of parents for
particular GA generation.Two parents are chosen sequentially, i.e., configuration
number 1 and 2 are chosen to be parent 1 and parent 2 respectively, configuration
number 3 and 4 are chosen to be parent 3 and parent 4, respectively and so on.
Note that swaps between consecutive parents are carried out, i.e., parent-1 and
parent-2, parent-3 and parent-4, etc.
4. Swapping between configuration files is carried out as shown in Fig. 5.17 and
steps in such a swap process are shown in Fig. 5.18. Firstly, the number of
swaps is decided to be randomly in between 10-30%. In each swap: a random
number (i) between 1 and N (number of atoms in the supercell) is generated,
which corresponds to the particular atom and its coordinates. It is important
to note that configuration files are generated in a way such that list of atomic
symbols in both the files are in same order. So, the ith position in both files
corresponding to parent-1 and parent-2 corresponds to same atomic species, also
shown in Fig. 5.18(a). After finding the coordinate of the ith atom in both
parent-1 and parent-2, which are (XA, YA, ZA) and (XB, YB, ZB) respectively, the
identity of atomic species at (XB, YB, ZB) in parent-1 and identity of the atomic
species at (XA, YA, ZA) in parent-2 is determined. It is demonstrated for sake of
understanding in Fig. 5.17 and also in Fig. 5.18(b), that in parent-1 the atomic
species in question is Fe (jth position in configuration file of parent-1) and Co in
case in parent-2 (kth position in configuration file of parent-2). In the next stage,
swapping between the ith and jth positions in the configuration file of parent-1 and
the ith and kth positions in the configuration file of parent-2 is carried out (Fig.
5.18(c)), which leads to a change in the atomic configurations in both parent-1
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Figure 5.16: Schematic representation of the aim of the swapping process to ensure that
swapping leads to inheritance of information regarding the identity of atom at equivalent
positions.
and parent-2. Note that in Fig. 5.18(d), the new configuration from parent-1 has
inherited Cr atom (red dot) where a Cr atom was present in the case of parent-2,
while the same is the case for the new configuration generated from parent-2. Such
a swapping process is repeated several times, lying between 10-30% of the total
number of atoms in the supercell. Also one swap lead to an associated mutation,
i.e., Fe atom (green) is at the position, where Cr was initially present in the case of
parent-1, while a Co atom (blue) is present at the position, where Cr was present
initially.
5. After the generation of 100 new children configurations, MD relaxation is carried
out for each of these configurations and their energy is stored.
6. The reservoir of parents for the next generation is chosen again using the process
depicted above in step 2.
7. The process depicted from step 2 to step 5 is repeated until all the energies from
100 configurations exhibit the same value.
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Figure 5.17: Schematic representation of the swapping in configuration files of parents.
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(a)
(b)
(c)
(d)
Figure 5.18: Schematic representation of the swapping process.
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Element Configurational energy (eV/atom)
Al -3.541326
Co -4.532784
Cr -3.982647
Fe -4.251920
Ni -4.495262
Ti -4.889643
Table 5.5: Configurational energy values for elements.
It is important to note that, once the energy variation in the population had reached
zero (all configurations had the same energy), then further sampling was unlikely to
improve the population in terms of finding lower energy configurations. Therefore, this
provided the rationalisation to stop the GA-MD cycle.
Figure 5.19 shows that 61 and 71 generations of a GA-MD cycle are required for the
BCC and FCC variants of Al0.5CoCrFeNi to reach the state, when all the configurations
have equal energy. For AlCoCrFeNi, the BCC and FCC phases both required 77 cycles.
For BCC-CoCrFeNi, 71 generations were required, while 82 cycles were required for
the FCC variant. 55 and 56 generations were required for BCC and FCC variants of
CoCrFeNiTi, respectively. It should be noted that the BCC variant reaches the state
when all the configurations have same energy before the FCC variants in all the cases,
which is surprising since the number of atoms simulated in the BCC (1458 atoms) was
slightly higher than the FCC (1372 atoms).
5.7 Gibbs free energy calculation
The expression for Gibbs free energy (G) employed in the in the present work has
been obtained from Allan et. al. [16], where it is expressed for an isothermal-isobaric
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Figure 5.19: Variation of the number of configurations having different energy values with the
number of generations in GA sampling [61].
Alloy Minimum energy (eV/atom) Average energy (eV/atom)
BCC-AlCoCrFeNi -4.33 -4.16
FCC-AlCoCrFeNi -4.30 -4.16
BCC-CoCrFeNi -4.37 -4.32
FCC-CoCrFeNi -4.33 -4.32
BCC-CoCrFeNiTi -4.70 -4.43
FCC-CoCrFeNiTi -4.66 -4.43
BCC-Al0.5CoCrFeNi -4.36 -4.24
FCC-Al0.5CoCrFeNi -4.32 -4.24
Table 5.6: The minimum energy of various alloy cases after sampling using GA-MD scheme
and corresponding average energy of the alloy, which is the average of configurational energies
of elements, as given in Table 5.5.
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ensemble as:
G = −kBT ln I − kBT ln

I∑
i=1
exp
(−Gi
kBT
)
I
 (5.18)
where, Gi is the free energy of the i
th configuration. The I in the above equation may
be expressed as:
I =
y!∏
x!
(5.19)
where, y in the above equation represents the total number of atoms in the supercell
and hence, y =
∑k
i=1 xi and k is the number of elements in the alloy. The xi is the
number ith element. Stirling’s approximation can be employed to calculate ln I instead
of I, as I can be a very large number to calculate.
ln I = y ln y −
k∑
i=1
xi lnxi (5.20)
Now, since I can be a very large number and this many configurations is impractical to
consider for many cases, instead of I, smaller numbers of configurations (I ′) are used
for the calculation of G and equation 5.18 may be modified as:
G = −kBT ln I − kBT ln

I′∑
i=1
exp
(−Gi
kBT
)
I ′
 (5.21)
In the present calculation, we have employed the configurational energy of the ith con-
figuration instead of Gi used in equation 5.21. The replacement of Gi with Ei is a
79
difference between the Allan et. al. [16] approach and the present approach. As we
know that G = E + PV + TS and in present work we are ignoring the vibrational
entropy term. Additionally, we are ignoring the PV term. However it is three orders of
magnitude lower than Ei. So in the present work, Gibbs free energy may be expressed
as:
Gnon−ideal = −kBT ln I − kBT ln

I′∑
i=1
exp
(−Ei
kBT
)
I ′
 (5.22)
It should be noted that we are denoting this Gibbs free energy to be non-ideal, as the
ideal free energy is denoted to be Gideal = Hmean − TSideal, where Hmean is the non-
Boltzmann weighted configurational energy of 2500 random configurations sampled in
the present work and Sideal is equal to −kB
∑k
i=1 xi lnxi with xi being the atomic
fraction of the ith element. Figure 5.20 represents the variation of the first and second
term of equation 5.22 along with Gnon−ideal for all the alloy cases. It is apparent that
Gnon−ideal for the BCC structure is always lower than that of FCC structure, which
is not observed experimentally for Al0.5CoCrFeNi, CoCrFeNi and CoCrFeNiTi at least
at room temperature. We might be getting such results due to inadequacy of the
EAM potential employed in the present work. We have also used the energy of the
minimum energy configuration (Table 5.6) and calculated the free energy associated
with it, considering it has zero configurational entropy associated with it and called it
GGA−min. We have plotted GGA−min, Gideal and Gnon−ideal for different alloys, as shown
in Fig. 5.21. Additionally, Table 5.7 presents the intercept of the curves shown in Fig.
5.21 at T = 0 K. It is clear that GGA−min is greater than Gnon−ideal at 0 K (except
in the case of BCC-COCrFeNi) and this points towards the limitation of the present
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Alloy Gnon−ideal GGA−min Gideal
BCC-CoCrFeNi -4.372 -4.370 -4.367
FCC-CoCrFeNi -4.330 -4.330 -4.326
BCC-AlCoCrFeNi -4.327 -4.330 -4.324
FCC-AlCoCrFeNi -4.287 -4.300 -4.280
BCC-CoCrFeNiTi -4.680 -4.700 -4.674
FCC-CoCrFeNiTi -4.647 -4.660 -4.638
BCC-Al0.5CoCrFeNi -4.357 -4.360 –4.354
FCC-Al0.5CoCrFeNi -4.318 -4.320 -4.314
Table 5.7: Value of Gnon−ideal, GGA−min and Gideal at 0 K, determined by interpolating the
variation of Gnon−ideal, GGA−min and Gideal to 0 K.
GA sampling approach in finding the lowest energy structure. If both GA and random
sampling procedure might have been able to find the lowest energy structure, then at
T = 0 K, we would have expected GGA−min = Gnon−ideal. So, in the future work GA
sampling need to be further modified, so that it might be able to find lowest energy
structure.
5.8 Extension of GA-MD methodology
The above-stated GA-Md methodology can be extended to calculate the thermody-
namic properties using the statistical mechanics based framework. But, the sampling
procedure developed in the present work has fundamentally two crucial issues, which
need to be considered to use this approach for carrying out thermodynamic integra-
tion for calculation of thermodynamic properties. The first issue is with acceptance of
children and the second is selection of children which will be acting as parents in sub-
sequent generations. In the present approach, once the swapping between two parent
configurations is complete to generate two children configurations, they are accepted
and are considered for the next generation depending upon their energies. Such a proce-
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Figure 5.20: Variation of the first and second term of equation 5.22 with temperature.
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Figure 5.21: Comparison of GGA−min, Gideal and Gnon−ideal for different alloys with the
variation in temperature.
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dure might lead to incorrect statistical sampling, since the present approach biases the
system to progress towards the low energy region. In the present work, the GA is only
trying to find the minimum energy. But for accurate sampling, Metropolis algorithm
needs to be employed, which generates the states with the probability appropriate for
a Boltzmann distribution. In view of that, the Metropolis-Hastings algorithm aims to
move the system towards the desired probability distribution by generating a range of
states using a Markov process. In this algorithm correct statistical sampling is ensures
by the fulfilment of two conditions [71,72], which are:
1. The first condition is the existence of a stationary probability distribution, which
may be ensured by enforcing the ‘detailed balance’ condition. Such a condition
may be mathematically expressed as:
P (x′|x)P (x) = P (x|x′)P (x′) (5.23)
where, P (x′|x)) is the transition probability from state x to x′ and P (x) is the
value of probability distribution function at x.
2. The second condition is uniqueness of the stationary distribution. This condition
requires the system to be aperiodic, i.e, the system does not return to a particular
state periodically and the system returns to its original state in finite time.
The detailed balance condition in the present model can possibly be enforced by ei-
ther keeping parents or by choosing children with the probability calculated using(
exp (−∆E
kBT
)
)
.
Another important issue concerns the protocol with which parents are chosen. As, it
has been mentioned in step 2, the parents for a particular generation are chosen from
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Figure 5.22: Comparison of probability of the ith child (Pi) to be accepted as parent in
the subsequent generation of GA using the approach developed in the present work and
calculated from Boltzmann scheme. Note that probability distribution has been calculated
for BCC-AlCoCrFeNi and temperature of 300 K was used while calculating the probability
for ith child.
children of the previous generation and the probability of acceptance of particular con-
figuration is dependent only upon its position in the list of children when they are
arranged in ascending order of their configurational energies with no dependence on
temperature and their comparative energy differences, as shown in Fig. 5.22. It can
be seen that the probability of acceptance of children to act as parents in subsequent
generations, if statistical weighting is employed is different from probability distribution
employed in the present work. So, in the future work instead of using the distribution of
the present work, the probability distribution calculated using the Boltzmann approach
need to be used. Additionally, a consistent temperature in selection of parents, for MD
relaxation and acceptance of children.
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5.9 Conclusions and future work
The present work can be summarised as:
1. An attempt was made to test the EAM force-field developed earlier and modifi-
cations were made to eradicate the problems encountered, when published force-
fields were used for multicomponent alloys. The application of an elemental EAM
potential to generate a multicomponent alloy EAM force-field can be questionable.
2. This study provides a methodology for determining low energy configuration of a
particular alloy using a hybrid GA-MD framework.
In view of above future studies in this area may be carried out in following areas:
1. The development of reliable interatomic potential remains an issue. In the absence
of EAM potentials for multicomponent alloys, several investigations have employed
Lennard-Jones pair potentials [73–75]. More recently, there have been efforts to fit
modified EAM (MEAM) force-fields for binaries and ternaries which form the five-
component CoCrFeMnNi alloy [76, 77]. Additionally, a Meta-MD approach has
been formulated for CoCrFeMnNi recently [78]. The EAM interatomic potential
for AlCrFeCuNi HEA was determined using published potential parameters for Cr-
Fe-Ni [79], Cu-Cu [80], Al-Al [81], while a Morse potential was employed to model
the interactions between Cu-Cr, Cu-Fe, Al-Ni, Cu-Al, Al-Fe, Cu-Ni and Al-Cr [82].
Detailed comparison of these approaches needs to be carried out to determine the
trade-off between theoretical rigorousness and finding an appropriate force-field
scheme with a manageable number of parameters.
2. With the recent progress in the development of force-fields for multicomponent
alloys, a Monte Carlo approach [83] might be used to study the phase stability in
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such systems.
3. The hybrid GA-MD model developed in the present work needs to be modified to
include the recommendations made in section 5.8 to ensure adequate statistical
sampling and thermodynamic integration should be carried out for the accurate
calculation of thermodynamic properties.
∗ ∗ ∗ ∗ ∗ ∗ ∗
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Chapter 6
Distortion in high-entropy oxides†
6.1 Introduction
As we strive to find future materials that have properties beyond those we currently use,
there has been an increased interest in a materials design methodology based on multiple
components for example in Li batteries [84] and thermoelectrics [85]. By increasing our
number of components we massively increase the configurational space for exploration
of new materials. Early attention in this field has been on metallic systems, also known
as “High-Entropy Alloys” [29, 33, 86]. These systems tend to exhibit single-phase solid
solutions with simple crystal structures, mostly as face-centred cubic or body-centred
cubic crystal structures. Inspired by the above-stated strategy, multiple component
oxides of Mg, Co, Cu, Ni and Zn, exhibiting a rocksalt-type simple crystal structures
with uniform distributions of ions in the crystal have recently been synthesised [10,
87]. This was particularly surprising given that none of the constituent binary oxides
show solid solubility within each other. Hence, the high configurational entropy of
†Part of this chapter has been published as article entitled “Phase stability and distortion in high-entropy
oxides” for publication in Acta Materialia [146 (2018) 119-125].
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mixing has been used to explain the formation of the single phase solid solution. This
has subsequently been further supported by the formation of a multicomponent rare-
earth based oxide (Ce,La,Pr,Sm,Y)O [88] and more recently, a class of high-entropy
perovskite oxides has been reported [89]. This raises a clear question of how the entropy
within these systems is able to overcome the presumed enthalpic penalty associated with
mixing these oxides. Manipulating and controlling this entropy factor may facilitate
the production of a whole new class of materials.
Although a simple rock-salt structure has been reported for the binary oxide
mixes recent studies have begun to examine the structural displacements. Berardan
et. al. [90] demonstrated that no severe lattice distortion was present in the case of
multiple-component oxide when no CuO was included, i.e., (MgCoNiZn)0.8(LiGa)0.2.
CuO containing solid solutions are particularly interesting, as Cu2+ ions in an octa-
hedral coordination are expected to express a Jahn-Teller type distortion of the O2-
sub-lattice around them resulting in four short and two long Cu-O separations. Den-
sity functional theory calculations have shown that the Jahn-Teller distortion due to
Cu2+ ions can be attributed to the splitting of Cu-d bands near the Fermi level [91].
Further Extended X-ray Absorption Fine Structure (EXAFS) studies have supported
this distortion around the Cu2+ cation [92]. None of the other cations in these multicom-
ponent oxides show such behaviour. The simple crystal structure, however, suggests
there cannot be a cooperative distortion of all octahedra in a similar direction [90].
The structural displacement of ions in the unit cell of complex oxide solid solutions
will potentially influence the functional properties of such materials [93] and exciting
results reported for these ceramics include large dielectric constants over a range of
frequencies [94] and room temperature fast ion conductivity [95]. Jahn-Teller effects in
transition metal oxides can possibly lead to anisotropic transport properties [96] and it
89
has been shown that functional properties such as resistivity and dielectric constant can
be tuned by varying the degree of distortion [90]. Therefore there is a strong interest in
understanding the structural behaviour in these materials. Although informative, DFT
studies [91,92] are limited to a few configurations of relatively small sizes which makes
it difficult to cover the whole range of structures available to this complex mix. Classi-
cal potentials are much less expensive and therefore we can analyse a huge number of
configurations and explore the different variation in structural relaxations around the
cations.
Thus, in the present investigation we have performed a detailed structural anal-
ysis to determine how regular the rock-salt structure is, if any clustering or ordering
occurs within the solid solution and whether particular distortions are observed around
particular cations.
6.2 Simulation details
Cells were constructed from a rock-salt lattice with 1000 cations and 1000 oxide anions.
All cells were fully geometry optimised (relaxing both cell and ionic positions) using
the GULP code [97] before collecting any structural or energetic data. The classical
Born model is assumed for oxides, where they are considered to be fully ionic and
hence formal charge can be assigned to them while developing interatomic potentials
for them (i.e. cations and oxides had a charge of +2e and -2e, respectively) [98]. The
Buckingham interatomic potential depicting ionic interaction between ion i and j may
be expressed as [99]:
Vij(rij) = Aij exp
(−rij
ρ
)
− Cij
r6ij
(6.1)
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Interaction type A ρ C
Cu2+ - O2- 3860.60000 0.242700 0.00
Mg2+ - O2- 821.600000 0.324200 0.00
Ni2+ - O2- 683.500000 0.333200 0.00
Zn2+ - O2- 499.600000 0.359500 0.00
Co2+ - O2- 696.300000 0.336200 0.00
O2- - O2- 22764.0000 0.149000 43.00000
Table 6.1: The values of A, ρ, and C used in equation 6.1 taken from ref. [99, 100].
where, the values of Aij, ρij, and Cij are dependent upon the identity of ionic species,
while rij depicts the distance between species i and j. The values of A, ρ, and C
were taken from the literature [99, 100] using cutoffs of 10 A˚(Table 6.1). It should be
noted that potentials employed here had been originally fitted for binary systems but
were used for ternary systems by Lewis and Catlow themselves to explore variation
in coordination [99]. We chose this forcefield due to the consistency with the same
O2− anion. All the oxides were fitted using the same short range terms for the O2−
anion and therefore the chemistry and physics is the same for this anion in all cases.
This means that when we combine the different cations we are unlikely to encounter
transferability issues. The quinery [(Co, Cu, Mg, Ni, Zn)O, quaternary [(Cu, Mg, Ni,
Zn)O, (Co, Mg, Ni, Zn)O, (Co, Cu, Ni, Zn)O, (Co, Cu, Mg, Zn)O and (Co, Cu, Mg,
Ni)O], ternary (Co, Cu, Mg)O, (Co, Cu, Ni)O, (Co, Cu, Zn)O, (Co, Ni, Zn)O, (Co, Mg,
Zn)O, (Cu, Mg, Zn)O, (Cu, Ni, Zn)O, (Co, Mg, Ni)O, (Cu, Mg, Ni)O, (Mg, Ni, Zn)O]
and binary [(Cu, Co)O, (Co, Mg)O, (Co, Ni)O, (Co, Zn)O, (Cu, Ni)O, (Cu, Mg)O,
(Cu, Zn)O, (Mg, Ni)O, (Mg, Zn)O and (Ni, Zn)O] oxide-mixes were simulated in the
present investigation.
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6.3 Sampling methodology
We have employed several different sampling procedures for the generation of configu-
rations.
1. Random: Cations were randomly assigned to the 1000 lattice points in the cells.
2. Systematic: Twenty different cation arrangements were initially assigned to the
lattice. After each optimisation the cations were moved to the next lattice point
in the structure (i.e. a Mg at lattice point 1 was moved to lattice point 2). As
the lattice sites were listed randomly this procedure effectively randomly sampled
configurations.
3. Ordered : Particular arrangements representing ordering of the cations into lay-
ers/clusters were specifically sampled to examine potential segregation of the
cations.
4. Genetic Algorithm: In the genetic algorithm 100 configurations were randomly
generated and optimised. These were then ranked based on their lattice energy
with the lowest energy configuration at the top of the list. The algorithm system-
atically counted through the list from the top and had a 5% chance of selecting
a configuration as a parent. Once two parents were selected a new configuration
(child) was generated by merging the cation arrangements of the two configu-
rations. Therefore configurations higher in the list (with lower lattice energies)
were more likely to be selected for breeding. Each cation site was then given a 2%
chance of mutation via swapping with another cation. 100 children were generated
for each cycle and optimised to become the parents of the next generation. A total
of 10 generational loops were carried out for each initial set of 100 configurations.
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Mix Number of configurations
(Mg,Co,Cu,Ni,Zn)O 23536
(Ca,Co,Cu,Ni,Zn)O 351
(Mg,Co,Cu,Ni)O 899
(Mg,Co,Cu,Zn)O 583
(Mg,Co,Ni,Zn)O 1099
(Mg,Cu,Ni,Zn)O 708
(Co,Cu,Ni,Zn)O 899
Table 6.2: Total number of configurations generated for each solid solution mix [101].
5. Swapping : From the previous sampling methods it was possible to identify low
energy configurations. We generated a range of configurations by performing
a small number of swaps between cations in the lattice from these low energy
configurations with the aim of generating further low energy configurations.
In total the above-listed sampling procedures generated 23536 unique configurations for
the 5-component (Mg,Co,Cu,Ni,Zn)O system. Smaller numbers of configurations were
generated for the other mixes described in the paper as indicated in Table 6.2.
6.3.1 Analysis Methods
An order parameter was used to analyse the effect of potential preferential segrega-
tion/ordering of the cations within the cells and quantify the potential energy landscape
being sampled by various sampling schemes employed in the present work, as explained
in the above section. Within the rock-salt lattice, each cation has 12 and 6 first and
second nearest neighbour (NN) cations, respectively. Therefore, in a perfectly mixed
five component system, it can be expected that each cation would be surrounded by
2.4 first NN of each cation type and 1.2 second NN of each cation type. For our cells of
1000 cations with 5 components, we would therefore expect 480 first NN interactions
(mij where i and j are the different cations present) for each cation type (2.4 × 1000
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× 2 (due to double counting of every pair by counting over all cations)). For each con-
figuration we compare the actual recorded number of cation types around each cation
to this ideal value via equation 6.2.
order parameter =
√∑
(1−
∑
mij
nij
)2
K2
(6.2)
where, mij is the number of first NN of cation type i to j, nij is the expected
number of NN of cation i to j (i.e. 480) and K is the number of different cations
present. Therefore a perfect mix would produce a value of ∼0.
6.4 Results and discussions
Figure 6.1 shows the order parameter variation with the energy of the configurations.
This shows that there is no clear link between the ordering or segregation of the materi-
als in general and the energetics of the configuration. This implies that we are forming
a disordered solid solution mix and particular low energy configurations are not domi-
nating the population. Note that two regions of order were formed due to the different
sampling strategies employed.
We can extend this analysis further by examining the frequency of particular first
nearest-neighbour (NN) cation pairs in the lattice during systematic sampling to de-
termine if particular cation types will preferentially segregate. For nearly all the cation
pairs we see no energy dependence on the number of pairs and they display similar
plots to that of Ni-Ni as shown in Fig. 6.2, where the number of Ni2+-Ni2+ pairs has
no correlation to the energy of the configuration. The only pairs where a correlation
is observed is for Cu2+-Cu2+, where the energy lowers as the number of these pairs
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Figure 6.1: Variation of order parameter with configurational energy for various schemes of
sampling methodology [101].
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Figure 6.2: Variation of number of cation-cation pairs with their corresponding configurational
energy with systematic sampling [101].
increases and Cu2+-Zn2+, where there is a weak correlation suggesting that more Cu2+-
Zn2+ pairs increases the energy of a configuration. Additionally, we have plotted the
frequency of particular first NN cation-pairs in the lattice during GA sampling. We ob-
served the similar nature of distribution of points for Cu2+-Zn2+ and Cu2+-Co2+ pairs.
But, since the number of sampling points were less in the case of GA sampling (3867)
than systematic sampling (19542), the distribution of points seems irregular in case of
GA sampling.
Figures 6.4(a) and 6.4(b) show the average cation-cation and cation-oxygen sep-
arations in the lattices respectively. For the five-cation ceramic, we get an average
separation of 2.08 A˚ for the cation-oxygen and 2.94 A˚ for the cation-cation which are
both in excellent agreement with the experimentally reported values [92]. As can be
seen in Fig. 6.4(a) the cation-cation separations are generally similar for all the cation
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Figure 6.3: Variation of number of cation-cation pairs with their corresponding configurational
energy for genetic algorithm based sampling.
pairs with the exception of those involving Cu2+ which are significantly shorter. When
we examine the separations in the 4-cation systems the values are very similar to the
5-cation case except when Cu2+ is absent, i.e. (Co,Mg,Zn,Ni)O, where we observe all
the separations increase by ∼0.02 A˚. A similar effect can be seen for the cation-oxygen
separations where the Cu-O separation is much shorter than the other cation-oxygen
separations. The cation-anion separation also increases when CuO is removed from the
mix to make (Co,Mg,Zn,Ni)O.
Berardan et. al. [90] have reported that a Jahn-Teller effect may be present for
the Cu2+ cation which leads to the shorter Cu-O separations and causes a bi-modal
distribution of separations. More detailed examination of our data in the five cation
systems for Cu2+-O2- does show a possible two hump distribution with the first peak
around 2.02 A˚ and the second at 2.07 A˚ (Fig. 6.5). The distribution is more concen-
trated at shorter distance, which again agrees with experiment. The classical nature
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Figure 6.4: Bond-length variation for (a) cation-cation pairs and (b) cation-anion pairs [101].
Figure 6.5: The radial distribution function (g(r)) corresponding to the Cu2+-O2− [101].
of our simulations where our ions are treated as hard spheres means that no explicit
electronic effects are included and thus the Jahn-Teller effect cannot be directly mod-
elled. This means the effect we are observing here is caused by a distortion of the local
structure around the Cu2+, simply due to the smaller size of the Cu2+ cation compared
to the other cations. This implies that the experimentally reported effect may be a
combination of both Jahn-Teller and/or simple size arguments.
The standard deviations of the cation-oxygen and cation-cation separations are
shown in Figure 6.6(a) and 6.6(b) respectively. It can be clearly seen that, in the
case of the oxide mix which does not contain CuO, i.e., (Co,Mg,Ni,Zn)O the average
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Figure 6.6: Average standard deviation (in A˚) for bond-length variation for (a) cation-cation
and (b) cation-anion pairs [101]. The average standard deviation was calculated by taking
average of the standard deviation of all ionic separation forming a particular oxide-mix. For
e.g., in the case of 5-component mix, i.e., (Co,Cu,Mg,Ni,Zn)O, average over standrd deviation
in 15 bond-length including Co2+-Co2+, Co2+-Cu2+, Co2+-Mg2+, Co2+-Ni2+, etc are used for
calculation of average standard deviation.
standard deviation for the same oxide mix is smallest. The cation-anion and cation-
cation separations become longer and far more regular when no Cu2+ is present. The
presence of Cu2+ with its shorter separations clearly causes larger disruptions to the
surrounding lattice leading to more variability in other separations. When CuO is
removed, all separations become more regular with less local variation.
The results for the 4 and 5 component ceramic systems suggest that as the number
of cation components in the system is increased we drive the system towards becoming
a better solid solution where all the atoms sit in similar environments and therefore the
disorder in the system is encouraging further disorder. To pursue this concept further
we performed a small set of random sampling on all the 2 and 3 component systems
that can be formed from the Mg, Co, Zn, Cu and Ni oxides. These small runs produced
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between 50-1000 configurations which were used to produce values.
Figure 6.7(a) shows the average separations between each cation pair in the config-
urations with the total number of different cations. As might be expected there is a
gradual convergence of the separations as the number of different cation types increases.
As we add a new cation into a solid solution, that particular cation is forced into the
local environment of the solid solution. So in the case of adding NiO to CoO, the Ni2+
enters a environment with cation-cation separations of 2.99 A˚ where it would want 2.94
A˚, which leads to substantial disruption to the surrounding lattice. If we add NiO to
(Co,Mg)O the separations are now 2.98 A˚. NiO inserted into (Co,Mg,Cu)O is entering
an environment with separations at 2.92 A˚. (Co,Mg,Cu,Zn)O has separations of 2.94
A˚. We can see that the mixing creates an average environment that matches better to
that of new cations. Coupled to this, the diversity of cation sites increases as more
cation types are added as can be evidenced by the increase of the standard deviation
of separations as the number of cation types is increased (Table 6.3). Therefore we are
generating more different local environments that can accommodate new cation types
e.g., the addition of NiO to the (Co,Mg,Cu)O solid solution might seek out sites with
more surrounding Cu2+ since the Cu2+ cation wants shorter cation-oxygen separations
and can therefore accommodate the longer Ni-O separations more readily (Fig. 6.7(b)).
As we increase the number of components our system becomes more disordered and
therefore the penalty of further disorder from further additions is reduced. A simi-
lar effect will occur in other multi-component solid solutions as is observed in ceramic
systems.
100
1 2 3 4 5
2.75
2.80
2.85
2.90
2.95
3.00
3.05
Number of cations
B
on
d 
 le
ng
th
 (Å
)
Ni2+-Cu2+Ni2+-Ni2+ Ni2+-Zn2+ Ni2+-Mg2+ Ni2+-Co2+
Cu2+-Cu2+ Cu2+-Zn2+ Cu2+-Mg2+ Cu2+-Co2+ Zn2+-Zn2+
Zn2+-Mg2+ Zn2+-Co2+ Mg2+-Mg2+ Mg2+-Co2+ Co2+-Co2+
(a)
1 2 3 4 5
1.95
2.00
2.05
2.10
2.15
Number of cations
B
on
d 
 le
ng
th
 (Å
)
Ni2+-O2- Cu2+-O2- Zn2+-O2- Mg2+-O2- Co2+-O2-
(b)
Figure 6.7: Variation in bond-length with increase in number of cations for (a) cation-cation
and (b) cation-anion pairs [101].
Number of Cations Standard Deviation
1 0.0
2 0.0003
3 0.0004
4 0.0005
5 0.0006
Table 6.3: Average standard deviation of the cation-cation separations with different numbers
of cations in the configuration [101].
101
6.5 Conclusions
The following conclusions can be drawn from the present investigation:
1. The solid solution does not show any particular ordering or segregation except in
the case of Cu2+-Cu2+ and Cu2+-Zn2+ pairs. Lower Cu2+-Cu2+ pairs were seen
in higher energy configurations, while larger numbers of Cu2+-Zn2+ bonds were
present in high energy cases.
2. Nearest-neighbour distance analysis showed that lowest cation-cation and cation-
anion bond length with minimum variation was seen in the case of Cu2+-Cu2+
and Cu2+-O2-, respectively.
The future work in this area should be concentrated on the extension of sampling process
as presented in section 5.8 for calculation of thermodynamic properties of high-entropy
oxides.
∗ ∗ ∗ ∗ ∗ ∗ ∗
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Chapter 7
Lattice Friction in Substitutional
Alloys
7.1 Introduction
Dislocation movement in metallic materials is the principal mechanism of permanent
or plastic deformation. The disruption of dislocation motion in solid solutions due to
the addition of solutes leads to solid solution hardening. Such hardening is caused by
the fact that it is more difficult to move dislocations in alloys than it is in pure metals,
as lattices of alloys provide an inherent resistance or friction for dislocation movement
and lead to alternative deformation modes such as deformation twinning. Such lattice
friction is a fundamental parameter, which might act as a starting point for a priori
prediction of mechanical properties of engineering alloys.
As we have mentioned earlier, there has been significant interest in the development
of a newer class of multicomponent alloys known as ‘High-Entropy Alloys (HEA)’
[29,33,102]. These alloys tend to exhibit simple crystal structures, such as face-centred
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cubic (FCC), body-centred cubic (BCC), hexagonal closed packed (HCP) in as-cast
form. The FCC form has been extensively studied at low temperatures and the CoCr-
FeMnNi alloy has shown improved fracture toughness, along with improved strength
and elongation at cryogenic temperatures in comparison with properties at room tem-
perature [1, 103, 104]. In addition improved fatigue properties have been reported for
this alloy [105]. Similar behaviour has been reported in the six-component VCrMnFe-
CoNi high-entropy alloy [106]. The attractive structural properties of these alloys have
been attributed to deformation twinning taking place at cryogenic temperatures, as the
critical resolved shear stress (CRSS) for twinning becomes lower than that of disloca-
tion movement [107]. Further improvement in structural properties was reported for a
medium-entropy system (CoCrNi), where fracture toughness, yield strength and frac-
ture elongation of 275 MPa·√m, 1.3 GPa and 90%, respectively were found. The CoCr-
FeMnNi alloy, by contrast showed fracture toughness of 200 MPa·√m, yield strength of
1.28 GPa and fracture elongation of 70 % [1]. The improvement in properties of CoCrNi
at cryogenic temperatures in comparison with the CoCrFeMnNi has been attributed
to the easier triggering of nano-twinning activity in CoCrNi due to its higher yield
strength and work hardening rate, which allows the achievement of twinning stress ear-
lier [108]. There has been significant interest in the determination of the strengthening
mechanisms in such multicomponent alloys, with an aim of designing newer alloys with
improved structural properties [109–111] requiring elucidation of the mechanisms [86].
Fundamentally, solutes can interact with a dislocation in two ways. The first type of
dislocation-solute interaction involves the altering of the topology and structure of the
dislocation-core [112] and the second type considers only the interaction, which leaves
the structure of dislocation core intact. The study of the first type requires the devel-
opment of understanding on a case-to-case basis and a generalised rule is not possible.
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For the second type an attempt may be made for finding rules for interactions and their
consequent effect on the structural properties.
The dislocation-solute interaction without core-reconstruction can be further divided
into various categories, namely, first-order interactions, second-order interactions, elec-
trical interactions, chemical interactions, etc. [113]. A first-order interaction is mod-
elled within the continuum framework, where the dislocation-solute interaction is long-
ranged. Also the distortion due to volume misfit is assumed to be spherically symmetric.
The second-order interaction takes into account the non-linear variation in the elastic
properties, possibly due to anharmonic effects. Additionally, such interactions need to
be taken into account, when the elastic properties of a solute, such as shear modulus
(G) and Poisson’s ratio (ν) are significantly different those of from the matrix. The
electrical interactions arise due to the dilatational field of the dislocation and the dif-
ferent valency of the solute in comparison to that of the solvent. But, such interactions
make limited contributions in metals. The chemical or Suzuki-interactions arise from
solutes and extended dislocations, where a stacking fault between a partial dislocation
has different solubility from the surroundings causing preferential segregation and con-
sequent short-ranged interaction between solute and dislocation.
In this investigation, we wish to explore the alloying effects on dislocation movement
using a rapid calculation method that allows us to remove much of the complexity to
enable rapid predictions. Therefore, we attempt to model the dislocation-solute interac-
tion and its effect on the dislocation mobility using only first-order interactions. We do
not consider dislocation-core effects, a single Volterra dislocation has been considered
and the solute is assumed to be an elastic inclusion. Note that the Volterra’s descrip-
tion of dislocation considers dislocation to be an elastic discontinuity in a homogenous
elastic medium, which is linear response. In this scheme atomistic information is not
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Figure 7.1: Schematic representation of the first-order dislocation-solute interaction, redrawn
from ref. [113].
considered. Figure 7.1 shows the schematic representation of a first-order dislocation-
solute interaction. In this case, if the solute of radius r(1 + δ) is introduced into the
hole of radius r0, which attains radius of r(1+) after relaxation, the interaction energy
between the dislocation and the solute (EFO) may be expressed as:
EFO = −δ
∫
V
pdV (7.1)
where, p is the hydrostatic stress due to the dislocation, V represents the volume of
the undeformed cavity and δ is related to the  by [113] as:
δ =
3(1− ν)
1 + ν
(7.2)
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7.1.1 Solution hardening models
Solid strengthening due to dislocation-solute interactions is described by two contrasting
theories: First there is the strong-pinning or Friedel and Fleischer’s theory [114, 115]
and second there is the weak-pinning or Labusch’s theory [116]. Friedel and Fleischer’s
theory considers the individual lattice points on glide planes to be the only pinning
points. These pinning points are characterised by their resistive force (F ), which acts
on the dislocation line and causes its bending. The temperature-independent yield
strength in Friedel’s theory (YF ) is given as:
YF =
(
F
2Γ
)3/2(
2Γ
b2
)
c1/2 (7.3)
where Γ is the line-tension of the dislocation, which quantifies the tendency of the
dislocation to maintain its ‘straightness’, while b is the Burgers vector of the dislocation.
The c in the above equation is the concentration of the solute. It is clear that Friedel
and Fleischer’s theory does not consider atoms which are not in the glide plane and the
collective behaviour of solutes is not considered.
In view of the above, a statistical theory of solid solution strengthening was proposed
by Labusch [116], where pinning takes place due to favourable statistical fluctuations
of solute compositions around the dislocation line. The temperature-independent yield
strength in Labusch’s theory (YL) may be represented as:
YL =
(
F 4w
4Γb7
)1/3
c2/3 (7.4)
where, w represents the range of dislocation-solute interaction. Comparing equation
7.3 and 7.4, it can be deduced that yield strength scales to 1/2th power of composition
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in strong-pinning theory, while in weak-pinning theory strength varies as 2/3rd power
of composition. The transition from strong-to-weak pinning can be quantified by the
parameter ‘β’ [116], which may be obtained as a ratio of YF and YL:
β =
Fb2
4Γcw2
=
YF
YL
(7.5)
At the strong-to-weak pinning transition, β = 1, and hence, a critical composition of
the solute (ccrit) may be expressed as:
ccrit =
Fb2
4Γw2
(7.6)
The typical value of ccrit is ∼ 0.01 [117], which leads to the observation that the appli-
cability of these theories depends upon the composition range. At dilute compositions
strong-pinning theory is applied, while at higher concentrations Labusch’s theory needs
to be used. But, the Friedel model needs to be applied to cases where the solutes
significantly alter the dislocation structure and the interaction energy is in the range
of 1 eV [118], as this is the scenario of strong-pinning. Note that the energy range for
applicability of Labusch’s approach lies in range of ∼ 100− 200 meV [117].
It should be noted that both the weak-pinning and the strong-pinning theory have
their own shortcomings. The weak-pinning theory only considers the solute atoms in
the glide plane and long-ranged interactions are simply not considered. In the Labusch’s
weak-pinning model, an arbitrary parameter, i.e., ‘w’ needs to be considered (equation
7.4). The need for this arbitrary parameter arises from the fact that dislocation-solute
interactions have a 1/r dependence, but it should be noted that the interaction between
dislocation and solute due to positive or negative Cottrell-interactions (I) [119] is given
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as:
I = −(1 + ν)Gb(∆r/r)Ωz
pi(1− ν)r2 (7.7)
where, z in the above equation represents one of the Cartesian coordinates. It can be
deduced that I has 1/r2 dependence. Figure 7.2(a) shows the variation of 1/r and
1/r2, and Fig. 7.2(b) shows the variation of ln(r) and −1/r, which are the integrals of
1/r and 1/r2, respectively. It can be seen that the difference between the integral of
ln(r) and −1/r increases with r. Labusch’s approach had primarily aimed to resolve
this issue by introducing the arbitrary ‘cut-off’ parameter, w, as mentioned above. The
quantification of w remains an issue of concern, as an attempt to determine its value
from molecular statics simulations has not yielded reliable methods for its determina-
tion [120]. Additionally, the ‘F ’ parameter of equation 7.4, which quantifies the pinning
capability of the solute determined from Labusch’s theory is 2-3 times larger than the
case, when this parameter is determined by fitting the theoretical expression with exper-
imental results [117, 119]. Hence analytical Labusch’s theory has limited applicability
in quantitative prediction.
Even with the issues associated with the Labusch’s theory, it has traditionally been
used for the development of generalised solid solution strengthening models [121, 122]
and more explicitly for copper alloys [123, 124], Al alloys [125, 126] and more recently
to HEA [109, 127]. In view of the above, a more generalised theory for solid-solution
strengthening has been proposed by Curtin et. al. [110, 128]. This model extracts
its philosophical background from the Embedded-Atom-Method in classical simulation
calculations [48], the Coherent potential approximation [129] and the Virtual Crystal
Approximation [130] from electronic structure theory. In this theory, first of all an
“effective-medium” is defined with properties such as lattice constant, elastic proper-
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(a) (b)
Figure 7.2: (a) Schematic figure of variation of function with 1r and
1
r2
and (b) variation of
ln(r) and −1r , which is obtained from integration of 1r and 1r2 , respectively. w represents the
cut-off parameter defined in the Labusch’s theory (equation 7.4).
ties and stacking fault energies, which are an average of the properties of elements
forming the alloy. It is considered that the interaction energy of the dislocation with
solute arises from elastic interactions between the dislocation and the volume-misfit
plus specific interactions between dislocation core and solute. If a dislocation segment
of length ‘ζ’ is moved by length ‘w’ (Fig. 7.3), then the change in the potential energy
∆Ut is given as:
∆Ut(ζ, w) =
∑
n
∑
i,j,k
sni,j,k [U
n(xi − w, yj, zk)− Un(xi, yj, zk)] (7.8)
where, sni,j,k has a value of 1, if the solute of type n is present at coordinate (xi,yj,zk)
and 0, if that is not the case. As the dislocation moves through the random solute field,
there is a change in the potential energy which is quantified by standard deviation of
σ∆Ut , which may be expressed as:
σ∆Ut(ζ,w) =
[〈∆U2t 〉 − 〈∆U〉2t ]1/2
σ∆Ut(ζ,w) =
(
ζ√
(3)b
)1/2
∆E˜p(w)
(7.9)
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Figure 7.3: Schematic representation of dislocation moving in a glide plane, redrawn from
ref. [110]. w is the amplitude of the fluctuation of length 2ζ on the dislocation of length L.
where,
∆E˜p(w) =
[∑
n
∑
i,j
cn
(
U¯n(xi − w, yj)− U¯n(xi, yj)
)2
+ σ2∆Uni,j
]
(7.10)
where, U¯n(xi, yj) is the average value of the dislocation-solute interaction energy, when
the average is carried out along the dislocation line and σ∆Uni,j is the additional standard
deviation of the interaction energy in the effective medium matrix. Note that the
standard deviation contains the information about energetic effects of random solute
fluctuations as the dislocation moves through a random alloy’s lattice. Also, it should be
emphasised here that σ∆Ut contains information about the statistical fluctuation of the
interaction energy along the z-direction (when the dislocation is in the x-y plane) due to
a random solute field, while σ2∆Uni,j simply provides the information of standard deviation
of the interaction energies due to randomness of the alloy. The total energy (Etot) of
the dislocation in the lattice has two terms: the first is the energetic contribution due
to bowing of the dislocation given as Γw
2
2ζ
L
2ζ
or ∆ELT , where Γ is the line-tension of
the dislocation. The second is the contribution of the standard deviation of potential
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energy as the dislocation segment of length, ‘ζ’ moves by ‘w’. So,
∆Etot =
[
Γw2
2ζ
−
(
ζ√
3b
)1/2
∆E˜p(w)
]
L
2ζ
(7.11)
The equilibrium value of w (wc) and ζ (ζc) is determined by minimising the above
equation with respect to the particular variable. wc is determined solely by the potential
energy function E˜p(w). E˜p is not an explicit function of w and hence, wc needs to
be determined numerically. It should be noted that this model does not provide a
robust method of determination of w and it should be recalled that similar issues were
encountered in Labusch’s model. Additionally, ζc is determined by the minimisation of
∆E˜p with respect to ζ and given as:
ζc(w) =
(
4
√
3
Γ2w4b
∆E˜p
2
(w)
)1/3
(7.12)
Above is then used to get wc. Now, the total energy barrier of the dislocation movement
is given as the difference between the total energy required for moving from one position
to another by length ‘wc’ and the energy due to line tension of the dislocation (∆ELT ),
which may be written as:
∆Eb = E
′
b −∆ELT = 1.22
(
w2cΓ∆E˜p
2
(wc)
b
)1/3
(7.13)
where, E
′
b is the amplitude of the sinusoidal variation of potential experienced by the
dislocation-segment, ζc, as it traverses through the crystal [131]. The value of ∆Eb can
be further used to determine the effect of temperature and strain-rate for prediction of
yield strength. This model has been extensively used to predict the structural properties
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of Al alloys [128,131] and more recently to high-entropy alloys (HEAs) [110,132,133].
Application of such a model to HEAs has proven successful for predicting the yield
strength at ambient temperatures, while quantitative disagreement at lower temper-
atures (i.e., < 77K) was seen, which was attributed to neglecting the atomic level
fluctuations along the dislocation line. It should be noted that one of the basic as-
sumptions of Curtin’s model is wc << ζc and hence the above-stated issue cannot be
resolved by Curtin’s model, as at low temperature possibly, wc ' ζc. Also, this model
requires the determination of Γ and w, which requires atomistic or DFT simulations,
which can be computationally expensive.
In view of the above, to achieve the attractive mechanical properties in multi-
component alloys, an understanding of dislocation movement is desired, which in turn
requires the thorough understanding of lattice friction in a range of alloys. The theory
of dislocation movement in concentrated multicomponent alloys has been discussed in
terms of an elasticity model, where the interaction energy of the solute atom at posi-
tion (xi, yi) relative to the dislocation line can be simply expressed as −P (xi, yi) ·∆V ;
where P (xi, yi) is a pressure field, due to the dislocation and ∆V is the misfit vol-
ume of the solute with reference to the “effective medium matrix” [110]. In such a
model, the impedance of dislocation movement arises due to composition fluctuations
in the effective medium. We have carried out this work within the first-order approx-
imations, as mentioned in subsection 7.1.1 before without considering the line-tension
of the dislocation in order to develop a computationally cheap method of qualitative
determination of lattice friction in substitutional alloys. Here, we have carried out
Monte Carlo (MC) simulation on the basis of the energy of an edge dislocation in the
FCC lattice, calculated from the continuum elasticity relation. An edge dislocation has
been considered, as the hydrostatic component of elastic stress of an edge dislocation
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interacts strongly with the hydrostatic component of stress due to substitutional atoms
introduced in the system, owing to size-mismatch. We have considered that “effective-
medium” to be isotropic and the solute maintains its spherical shape to ensure that
only edge dislocation-solute interaction takes place [113].
The approach being taken in the present work can be understood in line with the clas-
sical theory described to define the motion of the dislocation through crystal lattice.
One of the earliest model to describe the dislocation motion is attributed to Peierls and
Nabarro [134], which may be expressed as:
Wp
L
=
Gb2
2pi(1− ν) exp
(
−4piw
b
)
=
Gb2
2pi(1− ν) exp
(
− 2pid
b(1− ν)
)
(7.14)
where G, b, ν, w, and d are shear modulus, Burgers vector, Poisson’s ratio, width
of dislocation core and distance between planes on glide planes, respectively. In this
model, the dislocation experiences an oscillatory potential as it traverses through the
crystal lattice, which is:
W
L
=
Wp
L
sin2
(pix
b
)
(7.15)
where x is the above equation is depicting dislocation displacement. The Peierls stress
is defined to be the maximum slope of this oscillatory potential. Physically, Peierls
stress is considered to be the stress required for a dislocation to move in a crystal at 0
K and this stress is a measure of the lattice friction.
The phenomenological origin of the Peierls-Nabarro model can be understood in terms
of a dislocation in metastable equilibrium, when it lie in one of the valleys of the energy
landscape (as shown as region ‘1’ in Fig. 7.4) and stress is required for moving a
dislocation from one valley to another. The Peierls-Nabarro explains qualitative trend
of decrease in Peierls stress with increase in dislocation-core width (w). Additionally, a
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Figure 7.4: Schematic representation of energetic barrier associated with dislocation migration
and the part of the barrier, which is being considered in the present investigation is marked
as ∆E1−2 and ∆E2−3, when dislocation moves from 1 to 2 and 2 to 3 respectively.
lower value of b and a higher value of w corresponds to that of the slip plane, on which
dislocation movement would be energetically favourable. The simple form as described
in the equation 7.14 is valid for cases where dislocation core is planar and lies on the
slip-plane. But if the dislocation core is non-planar, atomistic calculations need to be
carried out to determine the Peierls stress [135–137]. In the context of the present work,
we have studied the influence of the dislocation-core and we have also not considered
the full barrier for dislocation movement as shown in Fig. 7.4. It should be noted that
the effect of compositional fluctuation in random alloys is being studied in this work,
and therefore we are considering the part of the barrier to movement caused by the
misfit volume as indicated in Fig. 7.4 and instrumental in causing pinning [110,117].
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7.2 Method
The FCC lattice was generated by the following analytical formula (% in equation 7.16,
7.17, 7.18 is the Modulo operator):
x =

{
2 · i+ (j%2)} · r, if (k%3) = 0 or 2[
2 · i+ {1− (j%2)}] · r, if (k%3) = 1 (7.16)
y =
[[
j +
{
(k%3)/3
}]
√
3
]
(7.17)
z =
{(
2 · k · √6)√
3
}
· r (7.18)
Figure 7.5(a) shows the FCC lattice with the edge dislocation in the middle of the
supercell. The 40 X 20 X 20 supercell was generated along x, y, and z directions
respectively. The edge dislocation was introduced in the middle of the supercell, by
removing the row of atoms below it and moving the rows of atoms close to each other.
Note that no relaxation is carried out in this work. Figure 7.5(b) shows a three-
dimensional schematic representation of the dislocation in the supercell and the points
correspond to the core of the dislocation. Since, the pressure field (P) around the edge
dislocation is the sum of the three principal stresses, it can be expressed by equation
7.19 as:
P = −(σ11 + σ22 + σ33)
3
=
G · b
3pi
· 1 + ν
1− ν ·
−z
x2 + z2
(7.19)
where, G, ν, and b represent the shear modulus, Poisson’s ratio and Burgers vector
respectively. The values for G and ν for alloys were taken from ref. [138] and presented
in Table 7.1. Table 7.2 lists atomic radii of elements used in the present calculations.
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Alloy Shear modulus (GPa) Poisson’s ratio
CoNi 84 0.29
FeNi 61 0.34
CoFeNi 60 0.35
CoCrNi 87 0.30
CoMnNi 77 0.23
FeMnNi 73 0.24
CoCrMnNi 78 0.25
CoFeMnNi 77 0.22
CoCrFeNi 82 0.28
CoCrFeMnNi 80 0.26
Table 7.1: G and ν values for alloys taken from ref. [138] for calculation of energy using
equation 7.20.
Element Atomic radius (A˚)
Co 1.252
Cr 1.282
Fe 1.274
Mn 1.262
Ni 1.246
Table 7.2: Atomic radii of elements taken from ref. [41].
Figure 7.6 shows the pressure field around the dislocation line, highlighting the com-
pressive field below the dislocation line and tensile field in the region where rows of
atoms were removed. The energy of the dislocation inside the supercell is a product of
hydrostatic pressure and the change in volume associated with the particular atomic
species (i) ∆V = Vm − Vi. The mean volume (Vm) is calculated from the mean radius
(rm), which is in turn calculated in line with Vegard’s law as rm =
∑
ci · ri (where, ci is
the atomic fraction of the atom i). The energy change at a particular lattice site arises
from the size-mismatch introduced by the particular atomic species. The total energy
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(a)
(b)
Figure 7.5: (a) Edge dislocation inside the face-centred cubic (FCC) lattice in unrelaxed state
and (b) Schematic representation of the dislocation inside simulation supercell.
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(E) associated with the supercell is given by equation (7.20) as :
E =
k∑
i=1
∆Ei =
k∑
i=1
−Pi ·
(
Vm − Vi
)
(7.20)
where, k represents the total number of atoms in the supercell and Pi is the pressure
at a particular lattice site. Note that there is no relaxation is being studied here.
20,000 different configurations were randomly generated for each alloy. A MC process
was employed to analyse the dislocation mobility for each alloy. At each MC step a
new configuration was randomly chosen from the ensemble of 20,000. If the energy
associated with this new configuration was negative it was accepted as a move, but
if the energy was positive, then the probability of acceptance (p) was defined by the
well-known Boltzmann type expression.
p = exp
(
−E
kB · T
)
(7.21)
where kB is the Boltzmann constant and T is temperature in Kelvin. A total of 10
5
MC steps were performed for each alloy. 20,000 random configurations were chosen
as the number of random configurations whose energies would be used for MC simu-
lations on the basis of a convergence test. In this convergence test, we counted the
number of rejected moves out of the total 105 MC moves and it can be seen in Fig. 7.7
that the number of rejected moves has converged for 20,000 random configurations of
CoCrFeMnNi. By carrying out a MC simulation, we sampled how readily a dislocation
might move within the lattice. Note that we do not directly model the dislocation
migration here and our method assumes that all 20,000 configurations are available
“moves” for the dislocation. Therefore, this method indicates the significance of ener-
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Figure 7.6: Pressure distribution around dislocation
getic differences between dislocation-solute configurations in the lattice and therefore,
primarily conveys if a lattice may have more or less pinning sites for a dislocation. We
label this method as approach-1 henceforth. It should be noted that random number
generation is an important part of this work, as the FCC lattice must be randomly
populated and once energies have been calculated and the probability corresponding to
the energy is calculated, the acceptance or rejection of move is determined on the basis
of a random number. In view of this, we have checked the randomness of our random
number generator. Figure 7.8 shows the plot of number of times an integer between 1 to
1000 appears within the random number generator after 500,000 times. It can be seen
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Figure 7.7: Determination of number of random configurations need to be sampled.
that the random numbers do not show any correlation or segregation to any particular
value. In order to study the effect of stress on the explicit dislocation movement and
the evolution of ‘waviness’ as the dislocation moves through the lattice, which might
play a crucial role in strengthening [139], equation 7.21 is modified to include the effect
of stress [140] as:
p = exp
(
− ∆E − (σb∆A)/2
kB · T
)
(7.22)
where, σ is the effective stress acting along the slip direction, b is the Burgers vector of
the dislocation, and ∆A is the change in the area on the slip plane, caused by movement
of the dislocation segment (Fig. 7.9). Additionally, while modelling the explicit dislo-
cation movement, we have introduced a constraint in dislocation movement to ensure
the continuity along the dislocation line, as shown in Fig. 7.10. The movement of the
dislocation segment from lattice points DEFG to NMLK is only allowed if the dislo-
cation is in configurations BDEFGI, BDEFGJ, CDEFGI or CDEFGJ. The dislocation
segment move is forbidden if the dislocation is in configuration ADEFGI, ADEFGJ,
BDEFGH or CDEFGH. With the movement of the dislocation segment, the pressure
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Figure 7.8: Representation of random behaviour of random number generator used for MC
simulation. The counter in y-axis represents the number of times a particular number is
obtained when numbers between 1 to 1000 are generated.
field is calculated for the supercell, and the rearrangement of the pressure field with
dislocation movement is shown in Fig. 7.11.
In order to choose the amount of stress which needs to be applied to study the compar-
ative lattice friction in alloys, we applied a range of stresses and tracked the mid-point
of the dislocation during movement. The velocity of the dislocation in arbitrary units
was determined as the ratio of the number of lattice points traversed during MC moves
to the total number of MC moves. A value of one signifies that every move is accepted.
It should be noted that as the stress is increased the velocity generally increases, ulti-
mately achieving a value of one (Fig. 7.12), implying that the energy contribution due
to applied stress ((σb∆A)/2) in equation 7.22 is significantly larger than the energy-
change due to size-misfit of the solutes (∆E). In view of that, a σ value of 6× 103Pa
was chosen. Note that this value is significantly lower than the reported critical resolved
shear stress values for similar alloys systems [141,142], because we only count energetic
contributions due to size-mismatch of the solute (Fig. 7.4). Henceforth, we label this
method as approach-2.
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Figure 7.9: Creation of area (∆A) on the slip plane due to movement of the dislocation
segment.
Figure 7.10: Constraint imposed to maintain continuity of the dislocation line.
Figure 7.11: Demonstration of movement of pressure field with movement of dislocation.
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Figure 7.12: Variation in the dislocation velocity with applied stress for different alloy sys-
tems. The red line in the case of CoCrFeMnNi shows the value of stress applied for studying
dislocation movement.
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7.3 Results and discussions
7.3.1 Movement of straight dislocation with no applied stress contributions
(approach-1)
Figure 7.13 shows the energy of different configurations for different sub-alloy systems
forming the CoCrFeMnNi HEA. It can be seen that each alloy system has a slightly dif-
ferent energy distribution, with almost half of the configurations having negative energy,
while the other half exhibit positive energy values. This distribution arises from the fact
that almost an equal number of points have negative and positive pressure fields associ-
ated with them due to the edge dislocation. The lattice points with a negative pressure
field are slightly fewer in number, as one row of atoms is removed when introducing
the edge dislocation into the supercell. All these lattice points with particular pressure
fields interact with misfit volumes of randomly assigned atomic species, which may be
negative or positive, depending upon the value of the atomic radius in comparison to the
mean atomic radius of the alloy. The difference between the maximum and minimum
energies provides the initial understanding of dislocation mobility, with a larger energy
difference signifying greater difficulty in the hopping between different energy states.
Figure 7.14(a) shows the energy differences for all the alloys. Figure 7.14(b) shows the
compositional variation of the energy difference for CoNi and FeNi alloys. It is clear
that the maximum difference arises close to an equiatomic composition. Note that only
100 random configurations at each composition were simulated to show the comparative
ability of the solute in varying the energy of the supercell. It can be seen that when Fe
is added to a Ni matrix, this causes a larger variation in the energy states in comparison
with the Co solute. This is due to the larger size-mismatch introduced by Fe in Ni, than
Co in Ni. Figure 7.15 shows the rejection fraction (fraction of rejected moves out of a
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Figure 7.13: Energies due to dislocation pressure field and misfit volume of elements for
different alloy systems.
total of 105 MC moves) for different alloy systems and its corresponding variation with
the temperature. It can be seen that there is an exponential decrease in the rejection
fraction with temperature, which physically suggests that as temperature is increased
the movement of the dislocation becomes easier. Figure 7.16(a) presents the reported
value of the Hall-Petch intercept [143], which essentially represents the lattice friction
stress. The friction stress reported for sub alloys of CoCrFeMnNi [138, 144, 145] has
been plotted in Fig. 7.16(b). It can be seen that there is excellent agreement between
the lattice friction stress of Co, Cr. Fe and Ni containing systems with respect to rejec-
tion fraction, while in case for certain Mn containing systems in Fig. 7.16(b), i.e., for
CoMnNi or FeMnNi alloys a poor correlation was found. This effect can be understood
in terms of a specific effect of Mn in introducing substantial lattice distortion [146].
It should be additionally noted that the above implies that the lattice friction due to
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(a)
(b)
Figure 7.14: (a) Difference between maximum (∆Emax) and minimum (∆Emin) energy for
different alloy system and (b) Variation of difference between maximum and minimum energy
for binary CoNi and FeNi alloys.
127
Figure 7.15: Variation in the rejection fraction for different alloys with temperature.
Cr might be due to atomic radius mismatch, while Mn may be causing an increase in
lattice friction due to distortion. It should be noted that the rejection fraction acts
as an important guide for determining the lattice friction in alloys, which in turn is
determined via the magnitude of atomic size-mismatch, as shown in Fig. 7.17(a). It
can be seen that atomic-size mismatch and rejection fraction show a linear dependence
(inset of Fig. 7.17(a)), except for FeNi. The lower value of the rejection fraction of
FeNi, even though it has the largest atomic-size mismatch can be understood in terms
of having a smaller value for the energy difference between the maximum and minimum
energy states possible (Fig. 7.14(a) and 7.17(b)) . So, the energy difference seems to be
a much more fundamental parameter for determining lattice friction in alloys than the
size mismatch, which is determined from the interaction between the elastic properties
of the alloy (G and ν) and atomic-size mismatch of elements forming that particular
alloy. Additionally, the lattice friction stresses published in the literature, which were
used for benchmarking our calculations have been compared and presented in Fig. 7.18.
It can be seen that the values published in ref. [138] show certain anomalies. The fric-
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(a)
(b)
Figure 7.16: (a) Comparison of rejection fraction for CoNi, CoFeNi, FeNi,CoCrFeNi and
CoCrNi at 77K with intercept of Hall-Petch plot for these alloys from literature [143] and (b)
Comparison of rejection fraction for different alloys at 77K with lattice friction stress from
literature [138,144,145].
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(a)
(b)
Figure 7.17: (a) Variation of rejection fraction with atomic-size mismatch for different alloys
(inset shows rejection fraction versus atomic size mismatch with data for FeNi, showing linear
dependence) and (b) Variation of difference between maximum and minimum energy possible
for different alloys with atomic-size mismatch. The atomic size-mismatch is defined to be
the mean of the atomic size-mismatch between different binaries which form the particular
multicomponent alloy. Data from Table 7.2 was used.
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Figure 7.18: Comparison of lattice friction stress values published in ref. [138, 144, 145] and
Hall-Petch plot intercept published in ref. [143] for CoNi, CoFeNi,FeNi,CoCrFeNi and CoCrNi.
tion stress for the CoFeNi is higher in comparison with FeNi, even though it has a
smaller atomic-size mismatch, while the opposite trend is seen with the Hall-Petch plot
intercept in ref. [143]. Additionally, for the CoCrFeMnNi alloy, lattice friction stress
values in the range of 130-164 MPa were reported and for CoCrFeNi, the value ranged
between 101-139 MPa, as mentioned in ref. [144]. So, there is a substantial variation
in reported values depending upon the experimental conditions and hence, it can be
deduced that more experimental values are required in this area.
Recently, Varvenne et. al. have shown that dilute additions of Al in CoCrFeNi and
CoCrFeMnNi lead to significant strengthening in the system, with higher strengthening
being observed in the case of addition of Al into CoCrFeNi. We have simulated the
compositions in Varvenne et. al. i.e., Al0.071CoCrFeMnNi and Al0.071CoCrFeNi with G
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Figure 7.19: Influence of dilute addition of Al into CoCrFeMnNi and CoCrFeNi on rejection
fraction.
values of 71.3 GPa and 75 GPa, respectively, while reported values of ν for these alloys
were 0.274 and 0.294, respectively [132].
Figure 7.19 shows a significant enhancement in the rejection fraction for both Al0.071
CoCrFeMnNi and Al0.071 CoCrFeNi in comparison to CoCrFeMnNi and CoCrFeNi, re-
spectively. It can additionally be seen that the rejection fraction was higher in the
case of Al0.071CoCrFeNi in comparison to Al0.071CoCrFeMnNi, which implies that the
increased lattice friction in the former case is the mechanism responsible for larger
strengthening in the four component matrix in comparison to the five-component ma-
trix. This observation provides further confirmation of the robustness of our approach
in the qualitative prediction of the lattice friction stress.
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Figure 7.20: Snapshots of dislocation line of CoCrNi and CoNi alloys taken at different MC
steps.
7.3.2 Explicit dislocation movement with sequential dislocation-segment
movement with contributions from applied stress (approach-2)
We expanded our model to include the evolution of ‘waviness’ on the dislocation-line
caused by localised pinning as mentioned in the Methods section (section 7.2). We also
applied the stress to aid the dislocation motion. Note that each MC simulation was
carried out for five different random composition fields. Figure 7.20 shows snapshots
of the dislocation line for the CoCrNi and the CoNi alloys with increasing number of
MC steps. It is evident that CoCrNi exhibits a rougher dislocation-line, while in case
for the CoNi alloy, the dislocation line maintains a straight character. Additionally, we
tracked the mid-point of the dislocation-line and determined the effective velocity of
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the dislocation by dividing the number of lattice points traversed by the mid-point of
the dislocation line by the total number of MC steps. The unity value of velocity of
the dislocation signifies the fact that each MC-move has been accepted with no-pinning
of the dislocation line. Figure 7.21(a) shows the effective velocity of the dislocation
line in different alloys, when constant stress is applied. It can be seen that there is a
general decrease in the velocity of the dislocation with increasing size-mismatch, but
the decreasing trend is not uniform. We applied constant normalised stress to all alloys
systems, where normalised stress corresponds to the ratio of applied stress to shear
modulus of the alloy (σ/G). It can be seen that no uniform trend is present in this case
either (Fig. 7.21(b)). CoMnNi and FeNi alloys particularly show a distinct separation
from any trend. Even if CoMnNi and FeNi are not considered, the decrement trend is
not uniform, possibly because we have introduced a constraint condition to maintain
the continuity of the dislocation line and it might be influencing the mobility of the
dislocation. To further quantify the pinning of the dislocation, we enumerated the
rejection of dislocation-segment moves out of total 104 MC moves for different alloys
systems (Fig. 7.22(a)). All the alloy cases except CoMnNi and FeNi showed a quadratic
increment with atomic size-mismatch (Fig. 7.22(b)). We carried out similar calculations
with G and ν values determined as an average of elemental G and ν values. It should be
noted that it has been assumed that elastic properties of alloys vary linearly with the
composition [109,147–149], even though we have not considered the effect of change of
composition, but while determining the net G and ν values for equiatomic compositions,
we have assumed that the contribution from each element comprising the particular
alloy would be same. It can be seen in Fig. 7.23 that CoMnNi and FeNi remain outside
the quadratic trend as observed in Fig. 7.24, please note that such disjointness from
a particular trend may be attributed to the fact that energy trends exhibited by these
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(a)
(b)
Figure 7.21: (a) Variation of velocity of the dislocation in different alloy systems with constant
applied stress (σ) and (b) Variation of velocity of the dislocation in different alloy systems
with normalised applied stress (σ/G).
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alloys do not follow atomic-size mismatch, as we have already shown for FeNi alloy
in the calculation using approach-1. Apart from these exceptions, it can be deduced
that the trend of rejection fraction remains the same and our technique can be applied
for qualitative comparison to hitherto unknown compositions, whose elastic properties
might not be known.
Figure 7.25(a) shows the roughness of the dislocation line, where a value of one
signifies a perfectly straight dislocation line. With increasing atomic size-mismatch
there is a linear increase in the roughness (Fig. 7.25(a)), except for FeNi and CoMnNi.
The linear dependence between size-mismatch and roughness of the dislocation line
is shown in Fig. 7.25(b). It is obvious that there is a significant fluctuation in the
rejection fraction, i.e. effective velocity and roughness of the dislocation line. To
enquire, whether this is an convergence issue, we have simulated different number of
random configurations and plotted the rejection fraction with 5, 10, 15, 20, 25 and 30
random configurations, as shown in Fig. 7.26. It is evident that fluctuations in rejection
fraction does not seem to be a convergence issue.
7.3.3 Comparison between approach-1 and approach-2 for lattice friction
determination
As has been mentioned earlier, the rejection fraction for dislocation movement in MC
simulations, which is determined by the energy difference between the maximum and
minimum possible energy for a particular alloy, is a much more fundamental parameter
for quantifying the lattice friction of alloy than atomic-size mismatch. The variation
of rejection fraction with energy difference is plotted in Fig. 7.27(a). It is evident
that the rejection fraction shows a perfectly linear dependence on the energy difference.
Similarly, the reported values of the Hall-Petch intercept [143], which essentially is the
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Figure 7.22: (a) Variation of rejection fraction for all alloys and (b) Variation of rejection
fraction for all alloys, except CoMnNi and FeNi.
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Figure 7.23: Comparison of rejection fraction of alloys, when calculation is carried with G and
ν values taken from ref. [138] (published) and when average values of G and ν are determined
from elemental values.
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Figure 7.24: Correlation between rejection fraction and atomic-size mismatch of for all alloys,
as shown in Fig. 7.23 with removal of alloy cases of CoMnNi and FeNi.
lattice friction stress in the absence of defects such as grain boundaries, shows linear
dependence on energy difference. It can be seen that there is excellent agreement be-
tween the lattice friction stress of Co, Cr, Fe and Ni containing alloys and the rejection
fraction. Thus, it shows that simply increasing the number of components might not
be enough for a corresponding increase in lattice friction, in contradiction to earlier un-
derstanding [102]. Rather it is the energy-range which governs the magnitude of lattice
friction. This observation is in line with the reported observation that Cr containing
alloys are strongest [86,138], possibly due to their large spread in the energy-range (Fig.
7.14(a)).
Figure 7.27(c) shows the variation of rejection fraction with energy difference for al-
loys, when stress is applied and ‘waviness’ of the dislocation line is allowed to evolve
by moving segments of the dislocation line. It can be seen that linear dependence is
lost. The quadratic dependence of rejection fraction with energy difference was seen for
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(a)
(b)
Figure 7.25: (a) Variation of roughness of the dislocation line for different alloys with atomic-
size mismatch (roughness of the dislocation line is defined to be standard deviation of disloca-
tion from the mid-rib of the dislocation, where the mid-rib is an imaginary straight line from
one end to another) and (b) Linear correlation between roughness and atomic-size mismatch
for all alloys, when CoMnNi and FeNi are not considered.
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Figure 7.26: The variation of the rejection fraction with the number of random configurations
for the CoCrNi alloy.
alloys which do not contain Mn.
7.4 Conclusions and future work
The present investigation aimed to understand the mechanism behind the evolution
of lattice friction for dislocation movement in substitutional alloys, as the number of
element forming alloys varies, with particular emphasis on HEA systems. The following
conclusions can be drawn from this work:
1. The lattice friction is not simply a function of the number of elements forming the
alloys, rather it is a function of energy-states permissible in the particular system.
2. The elastic interaction model, which derives its theoretical basis from first-order
strengthening models [113], Labusch’s approach [116] and a simplification of Curtin’s
approach [110] can be applied for qualitative screening of substitutional alloys with
respect to their lattice friction.
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(a) (b)
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Figure 7.27: (a) Variation of rejection fraction for alloys with difference between maximum
and minimum energy, when stress is not considered, (b) Correlation between energy difference
and the Hall-Petch slope published in ref. [143] for sub-alloy systems forming CoCrFeNi,
(c) Variation of rejection fraction with energy difference for different alloys when explicit
dislocation movement is considered and stress is applied, and (d) Quadratic variation of
rejection fraction with energy difference for sub-alloy systems forming CoCrFeNi.
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3. The limitation of the present approach for Mn containing concentrated alloys can
be understood in terms of markedly different elastic properties of Mn [150] with
respect to other transition-metal elements studied in this work.
In view of the above, future work in this area should be done in the following directions:
1. This approach can be further developed to provide a quantitative understanding
of barriers for dislocation movement, which would be helpful in the prediction of
structural properties of alloys.
2. We have limited our investigation to FCC alloys with only substitutional alloying,
but this approach could be generalised to interstitial alloying elements, where a
tetrahedral distortion might lead to much more pronounced pinning of disloca-
tions.
3. In this investigation, only edge dislocation-solute interactions have been consid-
ered. Screw dislocation-solute interactions need to be studied as well, particularly
for interstitial solutes as mentioned above.
∗ ∗ ∗ ∗ ∗ ∗ ∗
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Chapter 8
Density Functional Theory
calculations on substitutional alloys
8.1 Introduction
Alloy formation is fundamentally guided by electronic redistribution in the system and
ab-initio density functional theory (DFT) can be used for studying electronic and conse-
quent structural properties of alloys. Most DFT studies in alloys design or more recently
in High-Entropy alloys (HEA) have been concentrated in two distinct schemes. The
first scheme is based on the Coherent-Potential Approximation (CPA), while another
scheme is known as the Special Quasi-Random Structure (SQRS) generation.
The CPA scheme was originally formulated by Soven [151], Taylor [152] and later
by Gyorffy [129] for studying electronic properties of random substitutional alloys. This
approach has an inherent assumption of an effective medium, where the alloy is con-
sidered to have effective properties. This method considers a single-site approximation,
where knowledge concerning the potential and charge density beyond a polyhedral or
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spherical region around a particular impurity is not considered. The characteristics of
the CPA medium is dependent upon the formalism used to describe it. The Korringa-
Kohn-Rostocker (KKR) [153, 154] and exact muffin-tin orbital (EMTO) implementa-
tions have been widely employed. In the KKR-CPA approach with the muffin-tin
approximation, the spherical one-electron potential (i.e. potential of a single electron
in a many-body electronic system) centred on a atom lies within a muffin-tin sphere
with no overlap and there is a constant potential in the interstitial region, while in
the EMTO-CPA framework, the overlapping between muffin-tin potentials is allowed
to ensure a spherical representation of the one-electron potential [155]. The detailed
formal description including derivation of both these frameworks is beyond the scope
of present work.
The KKR-CPA framework has been employed for studying phase stability in
AlxCoCrFeNi systems, where this approach predicted that a fcc-to-bcc transforma-
tion takes place due to the reduction of the local energy of the transition metals by
Al due to p-d hybridisation [156]. Zhang et. al. employed the KKR-CPA approach
to quantify the mechanism behind slow damage accumulation with increasing chemical
disorder [157]. In this work, a reduction in the electron mean free path and thermal
conductivity was reported as the number of alloying elements was increased from ele-
mental Ni to multicomponent CoCrFeNi HEA. The slow energy dissipation mechanisms
in the early stages of defect formation was found to be the reason behind slow dam-
age accumulation during irradiation. Sharma et. al. employed the KKR-CPA to fit
the interatomic potential of Al0.1CoCrFeNi HEA. Singh et. al. used this technique
in collaboration with the electronic structure based thermodynamic theory to predict
short-range order in HEA [158, 159]. Jassiewicz et. al. have used this approach for
studying electronic characteristics related to the superconducting Ta34Nb33Hf8Zr14Ti11
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HEA [160].
The EMTO-CPA scheme has been employed for predicting the fcc-bcc phase tran-
sition in an Al alloyed 3d-transition metal based HEA and the elastic properties of such
HEA [40]. Additionally, the onset of ductility of HEA with the B/G ratio (where, B
and G are bulk and shear modulus, respectively) was predicted using Pugh’s criteria.
Pugh’s criteria predicts ductile behaviour when, B/G > 1.75 [161]. Tian et. al. also
employed the EMTO-CPA scheme along with the supercell approach to determine the
Wigner-Seitz radius of CuNiCoFeCrTi, CuNiCoFeCr and CoCrFeNi HEA and good
agreement was reported. But a large deviation between predicted and experimental
Young’s modulus was observed as well [162].
The CPA approach is fundamentally inadequate for dealing with the short-range
order [163] and anisotropic distortion in the system. But, it should be noted that the
EMTO-CPA method has been able to account for energetic effects associated with the
local distortion [164]. The incorporation of short-range order effects in the KKR-CPA
formalism was attempted by Rowlands et. al. [165–167] using the KKR-Non local
CPA (KKR-NLCPA) formalism, which has been recently applied to binary random
alloys [168]. But, we have not come across non-local CPA calculations for HEA systems.
The SQRS method involves the generation of cells with a limited number of atoms,
which mimics the true random solid solutions in terms of correlation function, defined
for certain nearest-neighbours only [169]. This approach assumes that interaction be-
yond a pre-defined nearest-neighbours have negligible effect. Also, this approach was
defined for binary random alloys. SQRS has been employed for studying mechanical
properties and calculation of stacking fault energies of CoCrFeMnNi [41], phonon broad-
ening in refractory HEA [170], for quantifying the atomic displacement of constituent
elements forming CoCrFeMnNi HEA [171], for determining distortion associated with
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Mn [146], etc. But, there are certain considerations associated with the SQR structure
generation. Firstly an appropriate cell size must be chosen which is large enough to
sample configurational space, while computationally within the capability of DFT cal-
culations. Secondly, the determination of stopping criteria for SQRS generation is not
clear, as ideally the SQRS calculation should provide a true random solid solution with
the correlation function of a random system. This might not happen due to inadequate
configurational sampling from a small cell size and, lastly, the cluster or number of near-
est neighbours, which would be considered for SQRS generation needs to be specified.
Hence, application of this technique requires certain theoretical expertise with heuristic
decision-making, which is not an ideal scenario. Additionally, the SQRS technique has
difficulty in dealing with magnetic or, particularly, paramagnetic systems [172].
Another scheme which might be used for simulating disorder in alloys is the ‘Virtual
Crystal Approximation (VCA)’ [173], which involves assigning fractional occupancy of
an atom at a particular lattice site. But this scheme cannot be applied to system
containing elements with competing magnetic ground-states and additionally, local dis-
tortion cannot be modelled using this technique.
It is apparent that most of the DFT studies on HEAs reported so far have empha-
sised the effect of disorder on the properties of such alloys with little emphasis on the
influence of the characteristics of an individual metal on another. In the view of this, we
have aimed to develop more fundamental understanding of the electronic redistribution
in transition metal based systems with simple supercell calculations with spin-polarised
DFT. In this work, we have tried to develop the above-stated understanding keeping
in mind two main issues in line with the ongoing debate in the area of HEAs: The
first issue to be presented in this chapter is related to the enthalpy calculation for such
alloys and the second issue is related to the evolution of distortion in such alloys.
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Calculation details
DFT calculations were performed using the CASTEP code [174], which uses a plane-
wave expansion of one-electron wave functions. The ultrasoft psuedopotential was used
to define the electron-ion interaction [175]. The electron exchange-correlation was de-
fined using the generalised gradient approximation [176] with a Perdew-Burke-Ernzerhof
functional [177]. Spin-polarised calculations were carried out to introduce magnetism.
The geometric optimisation was carried out in all the cases to obtain the statically
relaxed structure with tolerance values for ionic displacement, force on ions, stress on
ions set to 0.001 A˚, 0.05 A˚, and 0.1 GPa, respectively. The DFT calculations with
the supercell approach were carried out with the impurity-in-matrix methodology for
elements forming a CoCrFeMnNi alloy. By impurity-in-matrix calculation, we mean
that a different element is added in the centre of the supercell of another element. The
FCC structure was modelled for Co, Cr, Fe, Mn and Ni, while a BCC structure for
Cr, Fe and Mn was generated. The HCP structure for Mn was generated as well. A
2X2X2 supercell was generated for BCC, FCC and HCP cases, containing 16, 32 and
16 atoms respectively. In each of these cases, the remaining elements are added as a
perturbation substitutionally to determine their individual effect on the bond-lengths
to characterise the influence of individual elements on distortion in alloys. The 2X2X2
supercell of the FCC form of CoCrFeNi and CoCrFeMnNi (containing 6 atoms each of
Co, Cr, Fe, Ni and 8 atoms of Mn) was generated as well for reference along with a
5X2X2 supercell for FCC-CoCrFeMnNi. It should be noted that geometry optimisation
parameters were slightly relaxed with tolerance values for ionic displacement, force on
ions, stress on ions set to be 0.005 A˚, 0.08 A˚, and 0.8 GPa, respectively. The plane
wave cut-off energy and number of k -points were determined using convergence testing.
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Atomic species Ecut(eV) k-points
Co 500 103
Cr 700 123
Fe 500 103
Mn 700 103
Ni 500 123
Table 8.1: The plane-wave cut-off energy and number of k-points obtained after convergence
testing
The plane wave cut-off energy and k-point required for Brillouin-zone integration was
determined for each individual with a tolerance of 1 meV. Table 8.1 shows the plane
wave cut-off energy (Ecut) and k-points required for each individual atomic species. In
the case of impurity-in-matrix calculations, the higher Ecut and k -point numbers among
the matrix or impurity were chosen, unless stated otherwise. For CoCrFeNi alloys, an
Ecut of 600 eV and 10
3 k-points were used.
8.2 Charge redistribution and its implications for the enthalpy
of mixing calculations
Previously, the semi-empirical Miedema’s model was proposed for the calculation of the
enthalpy of mixing of liquid or solid binary alloys [178]. In Miedema’s model, it is con-
sidered that each atom in the solid can be quantified by its Wigner-Seitz cell, which is
the smallest polyhedron formed by planes bisecting the line joining the particular atom
to its nearest neighbours. This cellular model considers the alloy formation, which may
be expressed schematically as shown in Fig. 8.1. In the most simple case, there is
no change in the volume and it simply represents the case where there is no energetic
change associated with alloy formation. If, however there is a change in the volume of
the constituents, there would be an energetic change associated with it, which will lead
149
Figure 8.1: Schematic representation of alloy formation in Miedema’s framework, redrawn
from ref. [179].
to a non-zero enthalpy of mixing.
When atoms A and B are mixed with each other, the non-zero value of the en-
thalpy of mixing arises due to the interface between the Wigner-Seitz cells of atom A
and B (A-B interface). In Miedema’s model, this A-B interface is defined by assuming
the interface at the atomic scale would have similar characteristics to the interface of
bulk metal A and B, i.e., the interaction between atoms at the atomic scale can be ap-
proximated to be same as they would behave, when bulk metals are brought together.
Additionally, Miedema’s model considers the heat of solution of liquids, heat of forma-
tion of condensed or solid systems and interfacial enthalpy of bulk metals on similar
footing, which can be considered to be a broad generalisation.
In Miedema’s scheme, the enthalpy change (∆H) due to mixing atoms may be repre-
sented as:
∆H = F (c)
[−X(∆φ)2 + Y (∆n1/3)2] (8.1)
where, F (c) is a term dependent on the concentration of the solute, ∆φ is the difference
in electronegativity between the elements and ∆n is the difference between electron
density in the Wigner-Seitz cells of the elements forming the alloy.
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The enthalpy of mixing for HEA has been extensively calculated using Miedema’s
model [180–183]. But more recently Tsai et. al. [184] showed that certain compositions
of HEA exhibit intermetallic phases, even though their enthalpy of mixing is predicted
to be near zero. This observation deviates from the basic thermodynamic rule of forma-
tion of intermetallic phases, which suggests intermetallics only form when the enthalpy
of mixing has a large negative value. Miedema’s model is used solely for pragmatic
reasons, even though it has some limited theoretical backing [179]. It has been shown
that the electronegativity parameter is one of the most important parameters in the
determination of phase stability in HEA [185] and electronic redistribution takes place
when intermetallic forming elements are added to multicomponent HEA mixes [186].
In view of the above, we have plotted the Mulliken charge (which is the net charge
on an atom) calculated from our CASTEP calculations. The Mulliken charge analysis
is one of the first schemes for calculating the net charge on an atom [187, 188]. This
method employs a basis function to express the orbitals. Considering the case of two
non-interacting atoms (X and Y) forming a bond, the orbital (ψ(r)) on an atom (say
X) may be expressed as:
ψ(r) =
∑
X
∑
µ∈X
cµχµ (8.2)
where, χµ is the basis function around atom X. Now, the total number of electrons
(N) in X-Y molecule may be given as [188]:
N =
∑
X,Y
∑
µ∈X,ν∈Y
ocp∑
i
nicµicνi
∫
χµ ∗ χνdr (8.3)
where, ni is the occupancy of the i
th orbitals. The
∑ocp
i nicµicνi term in the above
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equation is Dµ,ν , which is the density matrix, while
∫
χµ ∗ χνdr is the overlap integral
(Sµ,ν) between χµ(r) and χν(r). The total Mulliken population (Qµ) of the χµ may be
expressed as:
Qµ = Dµ,µSµ,µ +
1
2
(Dµ,νSµ,ν +Dν,µSν,µ) (8.4)
where, Dµ,µSµ,µ is the Mulliken population acquired by χµ in the X-Y molecule. Note
that the concept of charge transfer was originally introduced for molecules, hence the
discussion here is being carried out in terms of two elements forming a molecule.The
QMX or Mulliken charge on atom X may be expressed as the difference between the
nuclear charge of atom X (ZX) and the sum of total Mulliken populations around atom
X:
QMX = ZX −
∑
µ 6=ν
Qµ (8.5)
Though, this approach is extensively applied for quantifying a charge on the atom, it
does not converge with increasing basis set size and can provide erroneous charge [188].
But for the purpose of comparison, the Mulliken population analysis can provide the
relative value, provided a consistent basis set is employed [189].
In view of the issues with Mulliken population analysis, a range of population
analyses have been proposed, which are based on electron density as a function of
spatial coordinates. Among them, one of the important schemes is known as the “atom
in molecule” or Bader population analysis [190]. In this scheme, the topology of the
electron distribution around the atom is employed to quantify the bonding. In this
method, first of all the bond critical points are determined, which are the points with
minimum charge density. These bond critical points are used to determine surfaces
with negligible electron density, which ultimately divides the molecule into atoms. The
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Bader charge on the atom X (QBX) may be expressed as:
QBX = ZX −
∫
ρ(r)dr (8.6)
where, ρ(r) is the electron density.
It can be seen in Fig. 8.2 that the HCP and FCC Co-matrices show similar be-
haviour in terms of charge rearrangement, with Cr having net positive charge associated
with it, while Ni and Mn have a slight negative net charge on them. In the case of the
BCC-Cr matrix, a significant charge fluctuation is taking place at nearest neighbour
Cr atoms, with Co, Fe and Mn atom impurities showing negative charge concentration.
Similar charge redistributions can be seen in the case of impurities in the FCC-Cr ma-
trix calculations with less fluctuations of charge in the nearest-neighbour. In the case of
impurities in BCC-Fe and FCC-Fe, the charge redistribution characteristics are similar
with only one exception; the case of BCC-Fe matrix with a Cr impurity. The same
can be seen for BCC, FCC-Mn calculations, where charge fluctuations in first nearest-
neighbour Mn atoms are present for the BCC-Mn matrix when Cr is introduced as an
impurity in the centre of supercell. For the FCC-Ni matrix calculation, all the impuri-
ties have a net positive charge on them. It can be clearly seen from observing all the
calculations that Cr adopts a comparatively large positive charge in the presence of Co,
Fe, Mn and Ni. Additionally, the charge (either negative or positive) on a particular
impurity shows similar values, which are independent of the crystal structure of the
matrix (Figure 8.3). So, from now on while comparing the charge of a particular atom
introduced into a range of matrices, we will discuss the ground-state structure, i.e.
Co-matrix in HCP form, Cr-matrix in BCC form, Ni-matrix in FCC form and so on.
We also plotted the energy change associated with the introduction of impurity-
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Figure 8.2: Mulliken charge on impurity at the centre of the supercell along-with that on first
and second nearest-neighbours and on each atom for the CoCrFeNi HEA. The terminology
used for naming x-axis is as follows: for e.g., Cr in Co signifies the case where Cr is added to
the supercell of Co.
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Figure 8.3: Comparison of Mulliken charge on impurity, when calculations are being carried
out for a matrix with the ground-state structure of the element and with the FCC structure.
See text for explanation of the terminology used for naming points on x-axis.
in-matrix against the electronegativity difference of matrix and impurity. Note that we
have followed the same nomenclature for marking the points shown in Fig. 8.4(a) and
8.4(b), where the first element name corresponds to that of the matrix and the second
denotes the impurity atom. So, FeCr is a Cr impurity in a Fe-matrix. The Miedema
electronegativity corresponds to ∆φ, as used for the enthalpy calculation in Miedema’s
model (equation 8.1). ∆φ is equal to φm−φi, where φm and φi are Miedema electroneg-
ativities for matrix and impurity respectively. A negative value of ∆φ signifies that the
matrix is more electronegative than the impurity, while a positive value of ∆φ implies
the opposite. It can be seen in Figure 8.4(a), that ∆φ or the Miedema electronegativ-
ity has a significant spread in comparison to the observed Mulliken charge, although
there is qualitative agreement. For example, if we consider Cr in a Co-matrix, it has a
positive Mulliken charge associated with it, which signifies it has lost electrons, and ∆φ
is positive, which implies that Co is more electronegative than Cr. Quantitative agree-
ment would not be expected, since the Miedema electronegativity values for elements
have been determined by a fitting procedure with the little physical meaning, while
the Mulliken charges on atoms has been determined using DFT calculations. Clear
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qualitative disagreement is evident for Cr in a Mn-matrix, and Mn in a Cr-matrix, Fe
in a Co-matrix, etc (Fig. 8.5). So, it can be deduced that the Miedema electronegativ-
ity scale has limitations for certain cases and their usage for determining the enthalpy
of mixing for multicomponent HEAs could lead to further erroneous predictions. To
further confirm the charge disproportion, as observed earlier, we have calculated Bader
charges on the atom first using the charge density file of CASTEP reformatted as the
CHGCAR file of VASP [191], which is subsequently employed in a post-processing code
written by Henkelman et. al. [192] for DFT calculations. It can be seen that both
Mulliken and Bader formalisms show qualitative agreement as shown in Fig. 8.6.
8.3 Electron spin distribution and implications to distortion
in substitutional alloys
To explicitly elucidate the evolution of the distortion due to the particular atomic
species, we have extracted the interatomic separation values from the CASTEP output
files. Figure 8.7 represents the frequency plot of bond length between neighbouring
atoms. It can be seen that in the pure BCC form each of Fe, Cr and Mn show two
different distinct interatomic separations. We would expect that in BCC, the first
nearest neighbour is at 2r, while the second nearest neighbour is at 2.3r (where r is the
atomic radius). But, addition of the Ni to BCC-Cr leads to additional variation in the
interatomic separation, while for the BCC-Fe matrix, there is negligible variation from
impurities, except when Mn was added.
Figure 8.8 shows the interatomic separation variation for impurity-in-matrix cal-
culations for FCC Co, Cr, Fe, Mn and Ni matrices. In case of the FCC-Co matrix,
addition of Cr, Fe and Mn impurities leads to similar effects involving the appearance
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Figure 8.4: CASTEP energy change associated with introduction of impurity into ground-
state structures of various metals plotted with (a) Miedema electronegativity scale and (b)
Mulliken charge on impurity.
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calculations.
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of interatomic separations at lower values of 2.48 A˚, along with the originally present
bonds having a bond-length (2.50 A˚), except in the case of the Ni impurity, which only
shows one interatomic separation of 2.50 A˚. It implies that addition of Ni in FCC-Co
matrix causes negligible fluctuations in bond-length. Addition of Co, Cr and Fe in
FCC-Cr leads to the occurrence of five interatomic separation values, i.e., 2.50, 2.52,
2.56, 2.60 and 2.62 A˚, respectively. It is evident that there is significant distortion in
the FCC-Cr matrix, when an impurity is introduced into the FCC-Cr supercell. So,
it can be deduced that Cr tends to get distorted in the presence of another transition
metal and this may be the reason that Cr has a significant influence on mechanical and
functional properties [193,194]. Negligible distortion can be seen when different impu-
rities are added to FCC-Fe, FCC-Mn and HCP-Co matrix with two exceptions. The
first exception is the distortion of 0.10 A˚ in the case of a Cr impurity in the FCC-Mn
matrix, while in the second case, Mn impurity in the HCP-Co matrix causes a distortion
of 0.08 A˚S˙o, it can be deduced that FCC-Cr has distinctly different behaviour from the
FCC-Co, Fe, Mn and Ni matrices. We will discuss the reason behind this shortly.
Figure 8.9(a) shows the bond-length variation in the case of FCC-CoCrFeNi plotted
together with interatomic separation values of FCC-Co, Cr, Fe and Ni. It is evident that
the interatomic separation shows a Gaussian distribution, as shown by the curve in Fig.
8.9(b), which is similar to that reported in the literature [195] The mean interatomic
separation for FCC-CoCrFeNi is 2.50 A˚. So, possibly the occurrence of different atomic
species leads to the range of interatomic separation values with a Gaussian distribution.
The effect of Cr on short range ordering has been reported in the case of CoCrNi
and CoCrFeNi [196,197]. The short range order (SRO) can have a significant influence
on the structural properties of the metallic alloys. It may increase the yield strength at
low temperature, but may cause the yield strength to drop at higher temperatures [198].
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Figure 8.7: Frequency (number of times particular interatomic separations) of different inter-
atomic separation in a BCC matrix. Note that the bin-size for plotting the histogram is 0.02
A˚.
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Figure 8.8: Frequency of different bond lengths in FCC and HCP (in the case of Co) matrix.
Lower values of frequency in case of HCP-Co in comparison with FCC cases is due to the
lower number of atoms in HCP-supercell studied here in comparison with FCC supercell.
161
(a) (b)
Figure 8.9: Bond length values for the CoCrFeNi with reference to bond-length values of the
FCC forms of Co, Cr, Fe and Ni.
The increase in the yield strength due to SRO is understood in terms of the additional
stress required for a dislocation to move through a slip plane, which is due to the pres-
ence of an interface between the ordered and disordered region [199]. The occurrence of
SRO and its effect on the mechanical properties of Ni-20% Cr alloy has been reported,
where an increase in the yield strength and fluctuations in the stress-strain curve in the
temperature regime of 400-600◦C or the Portevin-Le Chatelier (PLC) effect is exhib-
ited, due to movement of dislocations through Cr-clusters [200, 201]. The existence of
SRO was predicted in HEAs using DFT and Monte-Carlo simulations, where a greater
number of Ni-Cr and Cr-Co pairs in comparison to Cr-Cr pairs in ternary CoCrNi and
quaternary CoCrFeNi HEA was predicted [202] and has been experimentally verified
with Extended X-ray Fine Structure (EXAFS) studies for the ternary system [196]. The
PLC type serration behaviour has been reported for the CoFeNi alloy in a temperature-
range of 400-500 ◦C, while for CoCrFeNi and CoCrFeMnNi HEA, it is observed in a
temperature regime of 300-600 ◦C. Now, the influence of the SRO in HEA can be crucial
for both low and high temperature deformation [62,203,204].
In view of the above, we have generated the 2X2X2 supercell with FCC matrix
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Figure 8.10: Schematic figure of the 2X2X2 supercell with SRO. In this figure red blue and
golden spheres represents Co, Cr and Fe atoms, respectively. The atomic radius of atoms
represented here not to scale the relative atomic-size difference between atoms.
and alloying elements in the first nearest-neighbour (1NN) to study the influence of
alloying elements on the interatomic separation variation. So, we generated a FCC-Co
matrix, with three distinct cases of alloying in the 1NN. In the first case, 6 Cr and 6 Fe
atoms surround Co in the centre of the supercell (schematically shown in Fig. 8.10).
In the second case, for the FCC-Co supercell, 6 atoms each of Cr and Ni atoms are
introduced in 1NN and in last case, 6 Fe and 6 Ni atoms were introduced in 1NN. We
have similarly carried out calculations for FCC-Fe and FCC-Ni. Note that the aim of
this set of calculations is to see how the interatomic separations vary, if the identity of
the alloying elements that are ordered in the lattice is varied. These calculations were
carried out with a 6X6X6 k -points grid.
Figure 8.11 shows the bond-length variation for Co, Fe and Ni matrices in the FCC
lattice with different types of atoms introduced in 1NN positions. It can be seen that,
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when 6 of each of Cr and Fe is added in the 1NN of FCC-Co matrices, the bond length
range is 2.44-2.54 A˚ with a mean value of 2.50 A˚ with standard deviation of 0.02 A˚.
With the addition of 6 Cr and 6 Ni in the 1NN, the bond length range decreases and
lies in the range of 2.46-2.52 A˚, with a mean value of 2.49 A˚ with standard deviation
of 0.011 A˚. Addition of 6 Fe and 6 Ni to the 1NN leads to a slight increase in the bond
length range, i.e., 2.46-2.54 A˚ with a mean value of 2.50 A˚ and a standard deviation
of 0.018 A˚. In the case of a FCC-Fe matrix, addition of 6 Co and 6 Cr in the 1NN
leads to the bond length to be in range of 2.43-2.57 A˚ along with certain bonds having
lengths in the range 2.61-2.63 A˚. The mean value of the bond length was found to be
2.50 A˚ with a standard deviation of 0.033 A˚. The bond length ranges from 2.44-2.64 A˚
in the case of 4 Co, 4 Cr and 4 Ni in the 1NN of FCC-Fe with a mean value of 2.52
A˚ and a standard deviation of 0.038 A˚. With only 6 each of Cr and Ni in FCC-Fe,
the bond-length is in range of 2.46-2.62 A˚, with mean value of 2.53 A˚ and a standard
deviation of 0.04 A˚. The maximum standard deviation of bond-length can be seen in
the case of addition of 6 Cr and 6 Ni in the 1NN of the FCC-Fe matrix with a value of
0.041 A˚ with a mean bond length of 2.528 A˚. The bond length range is 2.44-2.60 A˚. In
the case of the FCC-Ni matrix, the presence of 4 Co, 4 Cr, and 4 Fe in the 1NN lead
to bond length variation of 2.46-2.56 A˚ with a mean value of 2.51 A˚ and a standard
deviation of 0.016 A˚. With only 6 Co and 6 Fe in the 1NN in the same matrix, the
bond length has a mean value of 2.502 A˚ with a standard deviation of 0.017 A˚, while
the bond length range is 2.46-2.54 A˚, which is slightly less than the earlier case. So,
it can be deduced from the above that the bond distortion due to SRO is dependent
upon the chemical identity of the elements getting ordered in the lattice.
The influence of magnetism on distortion has been studied, where the individual
magnetic nature of elements plays a crucial role in bond distortion characteristics [205,
164
206]. Also, in the case of CoCrNi, the competing ferromagnetic nature of Co and Ni
and the antiferromagnetic nature of Cr leads to variation in properties, particularly
with variation of Cr [194]. Figure 8.12 shows the magnetic moment of various elements,
when they are added to a FCC-matrix of other elements and corresponding changes in
magnetic moment at first (1NN) and second (2NN) nearest-neighbour positions. The
magnetic moment of impurities in the FCC lattice has been shown for reference as well.
In the case of a FCC-Co matrix, Cr and Mn tend to align in an anti-ferromagnetic
manner with respect to Co atoms with magnetic moments of -2.94 µB and -3.53 µB,
respectively. Both Cr and Mn matrices have similar behaviour in terms of bringing down
the magnetic moment values of the impurity close to zero. In an FCC-Fe matrix, Cr
shows anti-ferromagnetic ordering with a magnetic moment of -3.45 µB. Additionally,
the magnetic moment of Mn in other FCC-matrices shows a pattern in which there
is increase in the magnetic moment, except in the case of Mn in the FCC-Cr matrix,
where the magnetic moment of Mn is close to the zero value. Figure 8.12 also shows
the different magnetic moments associated with Co, Cr, Fe, Mn and Ni atoms in the
FCC-CoCrFeNi alloy calculation. It can be seen that Fe shows maximum variation in
magnetic moment followed by Cr, while least variation is exhibited by Ni.
The influence of magnetism on the quantum mechanical stress or Hellman-Feynman
(HF) force was studied by carrying out additional non-spin polarised calculations for
Cr, Fe and Mn matrices, with the addition of Co, Cr, Fe, Mn and Ni impurities. Figure
8.13(a) shows the HF force for Cr, Fe and Mn in FCC-lattices. It can be seen that
the HF force on Cr is independent of magnetism, while in the case of Mn, there is
an increase in the HF force due to magnetism, while the opposite trend is exhibited
by FCC-Fe. It implies that, the magnetism influences the stresses at the atomic level
differently for different atomic species. From the impurity-in-matrix calculations, it is
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evident that magnetism generally causes an increase in HF stresses on the impurity
atom, 1NN and 2NN atoms, except in the cases of Ni in FCC-Cr, Mn in FCC-Cr and
Mn in FCC-Fe (Fig. 8.13(b)). The HF stress on the Ni and 1NN Cr decrease in the
presence of magnetism, while there is an increase in HF stress on 2NN Cr atoms. For
Mn as an impurity in FCC-Cr, there is no change in HF stress for a Mn impurity
and and 2NN Cr atoms. For Mn in FCC-Fe, a decrease of HF stress takes place due
to magnetism on 1NN FCC-Fe atoms, while Mn impurity and 2NN Fe atoms have
no influence stresses due to magnetism. The influence of magnetism is unique to the
identity of the elements involved.
As, has been mentioned above, there is the possibility of SRO in the system, which
might lead to the anisotropic distortion in the system. But, such SRO might change the
local shear modulus, which decides the pressure field around the dislocation. Senkov et.
al. proposed the linear framework for determination of the shear modulus [149], where
the net shear modulus of an alloy can be obtained by linear addition of shear modulus
values for the constitutent atomic species. This linear variation of shear modulus was
used in other work as well [109,148,207]. But, it should be noted that elastic properties
of metallic species might not show clear linear variation with composition [208].
Hence, the take-away point from the above observations is that distortion in these
substitutional systems is caused by the local magnetic interactions between atomic
species and thus, caution should be exercised while calculating the elastic properties
with a simple averaging procedure.
As, has been seen in Fig. 8.8, there are two cases: where there is distortion (Cr,
Fe, Mn and Ni in FCC-Co) and where there is negligible distortion (Ni in FCC-Co).
To study the link between magnetism and distortion, we have plotted the negative and
positive magnetic moment associated with atoms using the XCrySDen code [209]. A
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Figure 8.11: The frequency of different bond lengths for the FCC-matrix with different com-
bination of atomic species in first nearest neighbour (1NN)
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Figure 8.12: The magnetic moment variation for impurity-in-atom and FCC-CoCrFeNi cal-
culation. Similar terminology as mentioned in Fig. 8.2 is employed here for labelling x-axis.
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(a)
(b)
Figure 8.13: The influence of magnetism on the force constant at the impurity, first nearest
neighbour (First) and second nearest-neighbour (Others) atoms. In this figure, we have com-
pared the force constant on the impurity, first nearest-neighbour and second nearest neighbour
atoms calculated with and without spin-polarised calculations.
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code written by Mark Rutter [210] was used to convert the CASTEP binary file (.check
file) into an .xsf file to be used for visualisation in the XCrySDen code. Figure 8.14
shows the magnetic moment distribution of Ni in a 2X2X2 supercell of FCC-Co. It can
be seen that the magnetic moment on each atom is aligned in a parallel direction, as
both Co and Ni are ferromagnetic. Note that, we observed negligible distortion in this
case (Fig. 8.8). Figure 8.15(a) and 8.15(b) show the electrons with positive and negative
spins respectively for the Co in the Cr system. It is evident that 1NN Cr has the same
sign of spin, while 2NN Cr has opposite spin to that of the Co atom. Also, it can be seen
that the spin on the 1NN and Co atom have an anisotropy associated with them (i.e.,
non-spherical). Figure 8.16(a) and 8.16(b) show the positive and negative magnetic
moment variation on Cr atoms due to the presence of an Fe atom in the centre of the
supercell. It can be seen that the nearest neighbour Cr atom to the Fe impurity shows
different magnetic moments, i.e., Cr atoms have both positive and negative magnetic
moments associated with them. Similar behaviour was exhibited when Mn and Ni were
added to FCC-Cr, as shown in Fig. 8.17 and 8.18, respectively. It can be also said that
the d-orbitals of Cr assume a complementary spin to the spin of other d-orbitals, as can
be clearly seen for Mn in FCC-Cr. Cr has five electrons in d-orbitals ([Ar]3d54s1). So,
by Hund’s rule of maximum multiplicity, all of them should be aligned along the same
direction, i.e., they should have the same spin orientation. But, with the addition of
an impurity in the Cr-matrix, it can be seen that certain d-orbitals exhibit an opposite
sign of spin. In view of the above, it can be deduced that distortion due to the Cr arises
from the change in the orientation of spin in d-orbitals of the Cr atom in the presence
of other transition metals.
We have also plotted spin for FCC-CoCrFeNi, as can be seen in Fig. 8.19(a)
and 8.19(b). The spin-ordering is evident in this case with certain spin orientations
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Figure 8.14: Magnetic moment distribution in a supercell containing Ni impurity in the FCC-
Co matrix.
surrounding corresponding complementary spin orientations and in certain cases, spin
anisotropy on particular atoms is also clear. We have seen that certain atoms have
HF forces associated with them, possibly arising due to spin-inhomogeneity. We have
also attempted to carry out spin-polarised geometry optimisation for 5X2X2 supercell
of FCC-CoCrFeMnNi alloy with 80 atoms. The calculation did not converge within
the specified tolerance limit for geometry optimisation. But, we have plotted positive
and negative spin around atoms along with the HF force, as shown in Fig. 8.20 and
8.21, respectively. It can be deduced from these figures that there is spin ordering in
the system, as we have seen for FCC-CoCrFeNi, with electrons with positive moment
surrounding electrons with negative moment. We have shown a zoomed in perspective
in Fig. 8.22(a) and 8.22(b). This observation is in line with recently reported spin-
frustration reported for this alloy [211] and spin-mediated ordering in CoCrFeNi [212].
Note that, we did not observe HF forces of similar magnitude for impurity-in-matrix
calculations implying that spin-inhomogeneity and spin-ordering may be one of the
possible reasons for high quantum mechanical stress in HEAs.
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(a) (b)
Figure 8.15: Distribution of positive and negative magnetic moment for Co in FCC-Cr matrix
calculations.
(a) (b)
Figure 8.16: Distribution of positive and negative magnetic moment for Fe in FCC-Cr matrix
calculations.
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(a) (b)
Figure 8.17: Distribution of positive and negative magnetic moment for Mn in FCC-Cr matrix
calculations.
(a) (b)
Figure 8.18: Distribution of positive and negative magnetic moment for Ni in FCC-Cr matrix
calculations.
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(a) (b)
Figure 8.19: Figure showing (a) electrons with positive spin moment surrounding negative
spins and (b) electrons with negative spin moment surrounding positive spins for FCC-
CoCrFeNi.
Figure 8.20: Distribution of electrons with positive moment in a 5X2X2 supercell of FCC-
CoCrFeMnNi.
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Figure 8.21: Distribution of electrons with negative moment in a 5X2X2 supercell of FCC-
CoCrFeMnNi.
(a) (b)
Figure 8.22: Figure showing (a) electrons with positive spin moment surrounding negative
spins and (b) electrons with negative spin moment surrounding positive spins for FCC-
CoCrFeMnNi.
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8.4 Conclusions and future work
The present investigation aimed to develop a more fundamental understanding of the
influence of a transition metal on another transition metal in terms of their interaction
and effect on alloy formation. The local electronic redistribution due to a particu-
lar transition metal (i.e. impurity) in another transition metal (matrix) was studied
and its implication for enthalpy calculations was discussed. Additionally, the effect of
magnetism on the evolution of distortion in these systems was studied. The following
conclusions can be drawn from this work:
1. The enthalpy of mixing for HEAs is routinely being calculated using Miedema’s
model, which was originally devised for binary alloys. The limitations of the
Miedema’s model stem from an inadequate description of the electronegativity
parameter in this model.
2. Short range order in alloys can lead to significant bond distortion, which again
depends upon the elements which exhibit such order.
3. Cr as an alloying element causes significant distortion in comparison to other
transition metals (Co, Fe, Mn, and Ni) studied in this work. It has been demon-
strated that such distortion may originate from different spin orientations in same
d-orbitals of the Cr atom in the presence of other transition metals.
4. The quantum mechanical stress in multicomponent alloys may arise from spin
ordering which leads to significant quantum-mechanical stress in the system.
Future work in this area should be directed along the following themes:
1. The electronegativity scale needs to be defined for each element, depending upon
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its environment. An accurate scale could be used for enthalpy calculations to
generate better alloy predictions.
2. Full-linearised Augmented Plane Wave (FLAPW) calculations could be carried
out to study the influence of pseudopotentials on charge redistribution.
3. The spin ordering could be studied for a range of alloys, which are known to
exhibit exotic mechanical properties to develop understanding of the influence of
spin-spin interactions on emergent mechanical properties of engineering alloys.
4. The influence of the impurity on the magnetic state of the matrix need to be
studied by increasing size of the supercell to study the long-ranged nature of spin
effects.
∗ ∗ ∗ ∗ ∗ ∗ ∗
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Chapter 9
Concluding remarks
The present investigation has aimed to look into issue of phase stability in high-entropy
alloys and oxides, evolution of the distortion in such multicomponent systems and the
origin of attractive mechanical properties of certain high-entropy alloys. The following
conclusions can be drawn from this work:
1. A procedure based on the hybrid genetic algorithm-molecular dynamics was de-
veloped for sampling positional-disordered materials. It has been shown that
configurational entropy is simply not dependent upon the number of elements
constituting the system, but it is dependent upon the identity of elements form-
ing these systems. It has additionally been shown that the configurational entropy
influences the phase selection in high-entropy alloys (though such a mechanism
needs to be probed much rigorously in the future work). It has been shown for
multicomponent oxides that as the number of types of cations in the system in-
creases, the bond length values progresses towards a constant value.
2. The influence of alloying elements on the evolution of lattice friction in multi-
178
component alloys was studied using a Monte Carlo approach. It was shown that
the energy range arising due to dislocation-solute interaction is a much more fun-
damental parameter for screening alloys which might exhibit exotic mechanical
properties. This energy range can be a fundamental parameter for describing lat-
tice friction of the alloy, independent of whether strong or weak dislocation pinning
might be taking place. It should be noted that in certain cases where dislocation
core-solute interactions are complicated in nature, the energetic contributions due
to such complications need to be accounted.
3. The DFT studies on charge redistribution due to interaction among elements
have demonstrated that electronegativity parameter being employed in Miedema’s
model can lead to erroneous prediction for multicomponent high-entropy alloys.
4. Spin-polarised DFT studies of transition metal alloys have shown that distor-
tion in substitutional transition metal alloys possibly arises due to interactions of
electrons with complimentary spins. It has been shown that in the presence of
transition metals like Co, Fe, Mn and Ni, certain d-electrons of Cr show opposite
orientation with respect to the spin orientation of other d-electrons. This observa-
tion provides an explanation of the strengthening capability of Cr. Additionally,
the spin-polarised DFT studies of the concentrated alloys have shown that there
is a tendency for spin-ordering in systems with multiple component with different
magnetic ground-states.
In the end, it is emphasised that there is the need to develop a hierarchical compu-
tational approach for studying structure-property correlations of multicomponent sys-
tems. In such an approach parameters correlating the structure and properties need
to be clearly segregated in terms of their influence. In the next stage, parameters with
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lesser influence on the structure and property of interest can be studied using compu-
tationally cheap or even empirical approaches, while the critical parameters should be
studied using sophisticated computational approaches to develop a holistic representa-
tion of structure-property correlation, which may be helpful in designing new materials.
∗ ∗ ∗ ∗ ∗ ∗ ∗
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