We extend the method of lifting from M -channel paraunitary filter banks (PUFB) to M -channel unimodular filter banks. In particular, the lifting factorizations of Type-I and Type-II building blocks for the first-order unimodular matrices are presented, where the McMillan minimality is preserved. The proposed factorizations continue to have unity diagonal scaling, and perfect reconstruction (PR) is thus guaranteed under finite precision. Using degreeone unimodular building blocks, we present the design of firstorder unimodular transforms (a.k.a. lapped unimodular transform, or LUT) and their lifting factorizations. Multiplierless (while reversible) implementations of the resulting LUT are obtained by dyadic approximation of the lifting coefficients.
INTRODUCTION
Multirate filter banks (FBs) have found several applications in the field of signal processing [1, 2] . Signals can be represented more compactly with subband samples than their time-domain representations without losing information. Fig. 1 shows the polyphase representation of a PRFB, where E(z) and R(z) are the analysis and the synthesis polyphase matrices with R(z)E(z) = I. As FIR FBs are usually preferred, it is necessary that det{E(z)} = c z − for some c = 0 and some integer , so that FIR analysis filters H k (z) are jointly inverted by FIR synthesis filters F k (z). Such FIR PRFBs assume the so-called lifting factorization, which is suitable for fast, reversible, and possibly multiplierless implementations of the FBs, and is also efficient by allowing for in-place computation [3, 4] . Reversibility is structurally guaranteed even when the lifting multipliers are quantized. Lifting factorization has also been used in filter bank design, including PUFBs and a class of biorthogonal filter banks [4, 5, 6] .
Unimodular filter banks are a special class of FIR PRFBs, where the polyphase matrix E(z) is unimodular, i.e. det{E(z)} = c for some c = 0. Some important properties of unimodular FBs are summarized below:
• The inverse of a unimodular FB is not only FIR but also causal unlike the paraunitary FB which has an anticausal inverse [2, 7, 8] .
• The system delay of a unimodular FB is (M − 1), where M is the number of channels. It is dependent on M but is independent on the filter length. This system delay of unimodular FB is found to be less than other (causal) FBs.
This property is of utmost use in the applications where system delay is important, for e.g. speech coding and adaptive filtering, etc. [7] .
• The coding gain is a measure of energy compaction capability of a FB. Some examples have shown that a first-order unimodular FB can be optimized so as to have coding gain for highly correlated input signals (correlation coefficient close to 1) greater than the lapped orthogonal transform (LOT) and the lapped biorthogonal transform (BOLT) [7] .
Hence it is possible that it can be used for image coding application.
• According to Smith McMillan decomposition, any general polyphase matrix E(z) of size p × r for an FIR FB can be decomposed into a product of unimodular matrices and a diagonal matrix as:
where U(z) and W(z) are unimodular matrices of size p× p and r × r, respectively, and D(z) is a p × r diagonal matrix [2, 8] . From (1), it is clear that parameterization of unimodular matrix would be useful to parameterize any general E(z).
• It is shown in [9] that any causal FIR polyphase matrix E(z) with det{E(z)} = delay is a product of a paraunitary matrix and a unimodular matrix. Hence, in order to parameterize an FIR biorthogonal FB, it suffices to independently parameterize paraunitary and unimodular FBs.
Unimodular FBs of an arbitrary order do not necessarily have a degree-one factorization as pointed out in [7] . However, when the order is limited to one, it has been proved that a unimodular matrix can be parameterized as a product of degree-one building blocks [7, 8] . Such factorizations are complete, and are minimal in terms of the number of delays. In this paper we consider exclusively first-order unimodular matrices, and present novel lifting parameterizations of the underlying building blocks.
In Section 2, unimodular FB construction using Type-I and Type-II building blocks is reviewed. Then Section 3 presents their M -channel lifting factorizations, based on which multiplierless implementations of the FB are discussed and obtained in Section 4. Concluding remarks are found in Section 5. Notations: Uppercase boldfaced alphabets indicate matrices while lowercase boldfaced alphabets denote column vectors. Superscript † indicates the conjugate transpose of matrices or vectors. 
UNIMODULAR FILTER BANK
The M × M polyphase matrix E(z) for a causal unimodular FB of order N can be written as:
where E 0 is a non-singular matrix, E N = 0 and det{E(z)} = c, for some c = 0. It has been proved in [8, 7] that there do not exist any finite-degree structures that can be used as a general building block for unimodular matrices of any order. However if we restrict ourselves to N = 1
factorization into a product of degree-one building blocks is possible. This class of FBs is referred to as lapped unimodular transform (LUT). The degree of E(z) in (3) is determined by the rank of E 1 [2] . The polyphase matrix E(z) in (3) with degree ρ can be factorized into degree-one building blocks as:
is the degree-one unimodular building block of Type I. It is clear that,
Hence the inverse of E(z), R(z), will also be causal and have degree ρ. One should also notice thatDi(1) = I and thus E(z)|z=1 = E(1) = E0 + E1. It is known that, in order for the FB to possess one degree of regularity (vanishing moment),
where 1 M is the vector with all elements equal to one, e 0 is the first basis vector, and α is a non-zero constant [10] . Therefore the condition in (5) is dependent on the degree-one matricesDi(z), and thusû i andv i . Hence, the unimodular FB has regularity of degree one if and only if E(1) does. For example, if E(1) is chosen to be the discrete cosine transform (DCT), for any given choice ofD i (z), all the filters except for the first one of the corresponding FB will have exactly zero response at DC. This type of factorization can be useful in design and optimization since regularity is structurally imposed. The polyphase matrix E(z) in (3) can also be factorized into a product of different degree-one building blocks as:
(Type II) (6) where i (z) = Di(−z), which is also causal and has degree one. One notices that the factor E0 in (6) contains the first M coefficients for the filters. It also has an interesting interpretation as pointed out in [11] . In particular, one can view this as a concatenation between a nonsingular matrix (E 0 in this case) and a vector differential pulse code modulation (DPCM). The role of the non-singular matrix is to decorrelate the subband signals while the vector DPCM is used for linear prediction. The advantage of the vector DPCM constructed by a unimodular FB is that its inverse is also causal and FIR, and thus eliminates the stability problem.
LIFTING FACTORIZATION OF THE DEGREE-ONE UNIMODULAR BUILDING BLOCKS
It is clear that, in order to obtain lifting parameterizations for the products in (4) and (6), it suffices to parameterize the non-singular matrices (E(1) and E 0 ) and the degree-one factorsD i (z) and D i (z) separately. When the determinant of E(1) or E 0 is equal to one, one can always factorize it as a product of upper and lower triangular matrices [12] . In special cases where they are some popular transforms, for instance DCT and DFT, the structures proposed in [13, 14] can be employed. In this section, the lifting factorizations forDi(z) and Di(z) are presented. The subscript i will be omitted from the building blocks to simplify the notation and x −x. The lifting factorization for Type-I building blockD(z) used in (4) is presented in (7) for complex-valued filters, which is consistent with the condition u †v = 0. The parameterization in (7) has 3(M − 1) lifting steps, which correspond to 3(M − 1) multipliers. Fig. 2(a) shows a realization ofD(z) in (7) . As illustrated in Fig. 2(a) , though there are M − 1 delay elements z −1 in (7), they can be jointly implemented using just one delay, which is consistent with its (McMillan) degree of unity.
Similarly, Type-II building block D(z) employed in (6) can also be factorized as given in (8) 
APPROXIMATION WITH DYADIC COEFFICIENTS
There is unity diagonal scaling in both factorizations and hence the proposed factorizations allow for the reversible and multiplierless implementation of the FB even under finite precision conditions and/or with non-linear operations at the lifting steps. With the proposed factorizations, the FB can be optimized directly in the lifting domain. Since the expressions in (7) and (8) can be implemented for any value of r ∈ {1, · · · , M} as long as ur = 0, the factorization is not unique. However, one can choose r so that |ur| is the maximum among all |u i |, i.e. the parameters α i = u * i /u * r can be limited within the unit circle. The floating point parameters αi and βi can be approximated with VLSI-friendly coefficients of the form k/2 n , which can be implemented by multiplication by an integer k and then right shifting by n bits. Consequently, the multiplications are reduced to mere add and shift operations, by which the complexity of the transforms can be reduced, resulting in faster calculation.
D (z) =

Design Examples-Multiplierless LUT
The input signal for the design examples is modelled as an AR (1) process with a correlation coefficient of 0.95. The first example is the design of Type-I four-channel real-valued LUT (4) with degree ρ = 1, namely, E(z) = E(1)D0(z). The integer-approximated DCT in [4] is employed as the non-singular matrix E(1) and thus only six free parameters are left to be determined. The FB is optimized for coding gain and stopband attenuation [1] . Figs. 3(a) and (b) show the frequency responses of the resulting design, with coding gain 7.90dB which is greater than 7.57dB of the DCT and is comparable to 7.93dB of LOT [5] . The dyadic lifting parameters are given in Table 1 . A good dynamic range is guaranteed as the magnitudes of all α i and β i are less than 1. Notice that since the DCT has one degree of regularity, with this Type I parameterization, the resulting FB also has one vanishing moment on the analysis side. The second example is a Type II parameterization in (6) with E 0 chosen to be the integer-approximated DCT [4] . The FB is optimized for coding gain and the corresponding dyadic lifting coefficients are presented in Table 1 . Fig. 4 shows the frequency and impulse responses of the resulting FB which show that the first four samples of the analysis and synthesis filters are the same as the DCT. The corresponding coding gain is 7.81 dB.
CONCLUSION
Two novel lifting structures for first-order unimodular FBs are presented in this paper. A first-order unimodular filter bank is designed and then the lifting parameters are calculated. The parameter u r is properly chosen so that all the lifting parameters are less than 1 in magnitude. Consequently the input range is preserved. The resulting lifting coefficients are quantized for multiplierless implementation. The FB can also be designed by optimizing lifting coefficients in the lifting domain. Examples of unimodular with dyadic coefficients in Types I and II parameterizations are 
