The aim of this paper is to implement an algorithm that facilitates the application of fundamental result obtained previously about the asymptotic stability of the solutions of a certain class of interconnected systems (switched linear systems). We also intend to reaffirm the possibility of finding new points of contact between the qualitative theory of ordinary differential equations and study electrical and mechanical properties of certain electrical machines.
Introduction
Within the theory of dynamical systems one special class which currently receives significant attention is that of linear systems, where the dynamics are described by some form of switching or parameter-varying combination of linear subsystems. An important reason for this interest is that this class allow for efficient computational algorithms to be developed, and it is sufficiently general to be of interest. In addition some concepts and ideas of linear systems theory can be applied or extended in a fairly straightforward manner.
1
Some of these results of interest can be viewed on articles published from the 80s to today. For example: In [1] is considered the stability of a repetitively switched system described by a finite number of linear differential equations periodically iterated in fixed order, and are presented some new results that that characterize the dependence of the system stability upon the switching frequency. In the paper [2] the authors examine and resolve the problem of asymptotic stabilization of switched systems consisting of unstable secondorder linear time-invariant subsystems. Paper [3] is dedicated to consider some robustness issues for a class of switched linear systems with non-linear perturbations, and to illustrate through an example, that the well-known statespace-partition-based switching law may lead to chattering in the event that the systems undergo perturbations. Main result of the paper [4] is a new numerical technique for the stability analysis of linear switched systems: the ray-gridding approach, which is based on uniform partitions of the state-space in terms of ray directions that allow refinable families of polytopes of adjustable complexity to be examined for invariance. In [5] are obtained the posterior distributions of all the parameters in the switching linear models using the notion of a switching interval. In the paper [6] is investigated the model reduction problem for a class of discrete-time polytopic uncertain switched linear systems with average dwell time switching. The problem of control of switched linear systems with input saturation is considered in [7] . The paper [8] is dedicated to discuss the problem of state reconstruction synthesis for switched linear systems; in this work is proposed an observer ensuring the reconstruction of the entire state (continuous and discrete) in finite time, based only on the continuous output information. In [9] is investigated the stability problem of second-order switched linear systems with a finite number of subsystems under arbitrary switching. Articles [10] , [11] and [12] study the non-existence or existence and the calculation of a common quadratic Lyapunov function for a switched linear systems and for switched positive linear systems with stable and pairwise commutable subsystems. In the paper [13] the author analyzes the stabilisability of secondorder linear switched systems, regarding a pair of subsystems; he characterizes this problem from both the state-triggering and time-domain viewpoints and in revealing the inherent connection between them. In [14] is widespread the Small Gain Theorem to cope with switched linear systems. Paper [15] is addressed to the finite-time stability analysis and stabilisation for switched continuous linear system. And in the paper [16] is applied the concept of superstability to switched linear systems as a particular case of linear time-varying systems. In this paper we recapture the problem addressed in [17] , about necessary and sufficient conditions to guarantee the asymptotic stability of the trivial solution for a certain family of interconnected 2 × 2 systems of differential equations. In the aforementioned article in order to obtain the asymptotic stability conditions, we rely on a well-known result of Barabanov N. E. This result characterizes the stability of the so-called auxiliary systems, defined by him, which are extremal systems; and asymptotic stability of these systems guarantees asymptotic stability of the entire differential inclusion (see [18] ). The aim of our present work is to implement an algorithm that facilitates the application of fundamental result obtained in [17] . We also intend to reaffirm the possibility of finding new points of contact between the qualitative theory of ordinary differential equations and study electrical and mechanical properties of certain electrical machines (see [19] ). This note is organized as follows: In the next section we make the problem statement. Then, in Section 3, we describe the proposed algorithm to verify the conditions of stability of the considered family of systems of differential equations (switched linear systems), and offer some thoughts on the applicability of these results to study the dynamic behavior of a variable speed electric generator. Finally, we offer some conclusions.
Formulation of the problem
Let us consider the real square second order matrices We denote by
acquire in each instant t the value 1 or 0 , and α 1 (t) + α 2 (t) ≡ 1. In addition, the set of jump moments of the functions α i (t) , i = 1, 2, do not have accumulation points in R.
Let us consider a family of systems of differential equations
In the note [17] was proved the following result for the family of interconnection systems (1):
Theorem 1 In order that the systems of the family (1) have trivial asymptotically stable solutions, it is necessary and sufficient that:
iii) If exactly hold one of the conditions:
In the previous theorem I + is the following expression:
In the equation (2) 
, where x 1 and x 2 are the phase coordinates;
if h (z) has tow real roots z 1 and z 2
In expressions (2), (3), (4) the elements of the matrix Φ (z) and the coefficients of the polynomials g (z) and h (z) are expressed in terms of the elements of the constant and stables matrices A 1 , A 2 . Proof. For the proof of the Teorem 1, see [17] The integral expression for I − is obtained from equation (2) multiplying by −1 the right hand-side of this equality. And substituting the function Φ (z) by Apply Theorem 1 to ensure asymptotic stability of the family of systems (1), generated by a given pair of matrices A 1 and A 2 , is cumbersome. Basically checking the condition iii), which involves the calculation of an improper mixed integral. Our goal is to develop an algorithm in order to facilitate the application of Theorem 1 overall.
Remark:

On the developed algorithm
In this section we describe the developed algorithm in MatLab code, to automatically verifgy the conditions of the Theorem 1. For programming we have used the MatLab version 7.10.0.499 (R2010a) And we have supported in the books [20] , [21] and [22] . The proposed algorithm first randomly generates n matrix pairs A 1 and A 2 . For the random generation of each pair of matrices, is prefixed a maximum value (in absolute value) for the determinant, and a maximum value (in absolute value too) for the trace of each matrix of the pair. Subsequently, the algorithm checks, for each pair of matrices generated, the fulfillment of the conditions i), ii), iii) of the Theorem 1. The most difficult problem faced by implementing in MatLab the function to generate the data, was the calculation of the mixed improper integral present in the expression (2) . To calculate this integral efficiently was necessary to apply a numerical method, because to do this calculation symbolically becomes very expensive from a computational viewpoint and taking into account the number of pairs to generate. Moreover, the symbolic way does not always produce a result that can be analyzed in this case. For example, in MatLab there is the function quad, which allows to solve symbolically definite integrals. When this function is used to calcule the integral that appears in the expression (2), it is possible that the result of the integration not be a number (this is due to the arithmetic of the computer and the presence of singularities that cause in certain subintervals of the integration domain, the rersult to be +∞ or −∞. If such possible outcomes are combined, then for the mathematical assistant is impossible to provide an answer) Let us see a simple example. We wish to calculate, using MatLab, the integral: 
(t − 5)(t + 3) dt
The imput to the MatLab is >> q = int(1./((t − 5). * (t + 3)), −inf, 0).
And output is q = NaN. The answer of the assistant is meaningless. If we properly divide the integration interval, the following is obtained:
Function used for the numerical calculation
For the numerical calculation of the improper integral in the expression (2), the quadgk function is used, because it is the best fits the type of integral to be solved. This function allows the calculation of improper integrals with singularities at a finite set of points inside the interval of integration. Also, this is the function suggested by developers of MatLab in cases like ours; and is based on the adaptive Gauss-Kronrod quadrature (see [23] ) Using the function quadgk, the result for the previous example is:
Description of the imput and output of the program
function [p, p2, p3, p4, countImas, countImen, ce, cc]= pares(cant, tt, td, jdid)
Entries:
cant: Number of pairs of matrices to generating.
tt: Upper bound in absolute value, to the trace of the matrices to be generated in each pair.
td: Upper bound in absolute value, to the determinant of the matrices to be generated in each pair.
jdid: Number of the pair in analysis at each instant of the run of the program.
Outputs:
P: Structure where are stored all the generated pairs (these pairs satisfy the condition i) of the Theorem 1)
p2: Structure where are stored the generated pairs that satisfy the conditions i) and ii) of the Theorem 1.
p3: Structure where are stored the generated pairs that satisfy only one of the conditions iii) a) or iii) b) of the Theorem 1. For such pairs is necessary to calculate the expression I + (or the expression I − respectively) in order to know the sign of them. Thus, p3 is actually the quantity of pairs that generates asymptotically stable families (1) p4: Structure where are stored the generated pairs that satisfy both the condition iii) a) and condition iii) b) of the Theorem 1. For this pairs is not necessary to analyse the sing of the expressions I + , I − , due to the assertion of Lemma 17 proved in the paper [17] (see there in subsection 5.1). In this case we have too another quantity of pairs that generates asymptotically stable families (1) Imas: Number of pairs for wich it was necessary to calculate the integral that appears in the expression (2).
Imen: Number of pairs for wich it was necessary to calculate the integral that appears in the corresponding expression analogous to (2).
ce: Pairs for which it is recommended further review because there is a larger absolute error than the absolute value of the integral, so is unreliable the sign of the integral. In our numerical experiments such pairs are not considered.
cc: p3 pairs for which there is coincidence of the points z, where the function h(z) presented in (4) changes, with the zeros of the polynomial g(z) presented in (3).
Numerical experiments
In the work [19] we admit the possibility to apply the results on stability of the family of systems (1) to study and design of new control strategies for variable speed electric generators, because the dynamic model of doubly-fed induction generators can be expressed as a combination of two problems: the first one refers to the study of the stability of the trivial solution of the switched linear system (1); and the second problem would be consider certain affine perturbation, not time-dependent (see [19] ). Otherwise, a very important conclusion presented in [24] is that an interesting phenomenon of the switched systems: fast switching can lead to stability, thereby providing an alternative framework for vibrational stability analysis. Thus, we performed several runs of the algorithm to have evidence of the existence of stable pairs of matrices that ensure the stability of the whole family of systems (1) and with different levels of proximity to the region of instability (trace and determinant zero). The calculations were performed on the test cluster Iff003.kfa-juelich.de, in Germany, that has 55 nodes intel XEON 560 8 CPU 3.0 Ghz 24 GiB RAM CENTOS 6.3 Server. The results obtained are summarized in the following tables:
Conclusions
As shown in the Table 1 , were generated 1 260 000 pairs of stable matrices.
Here it should be noted that n represents the number of the run, and "cant" is the number of pairs of generated matrices for each run. Furthermore, the sum of corresponding values of p3 and p4 represents the quantity of families (1) that are asymptotically stable in each run. Thus, we can see that the highest probability of stability occurs when the value of the determinant of the generating matrices (A 1 and A 2 ) of the system family (1) is away of the critical value of the determinant (det = 0), while the value of the trace of these matrices is relatively close to the corresponding critical value (tr = 0). The values of p4 shown that is rare simultaneous presence of trajectories rotating in both positive and negative directions for a family of systems generated by certain pair A 1 , A 2 , which ensures the asymptotic stability of the family directly (see Remark above). The sum of corresponding values of Imas and Imen represents the number of times it was necessary to calculate the integral expression (2) corresponding to the condition iii)-a) of the Theorem 1 (and the integral expression for the condition iii)-b) of the same theorem) in order to know its sign. In the Table 2 we can see (for 54 000 additional runs) other stability results for the family of systems (1) In all runs was obtained that cc = 0. This is very important fact because otherwise increase the difficulties to calculate the integral that appears in the expression (2) . Finally, the obtained results reinforce the idea expressed in the paper [19] on the applicability of the mathematical model considered in this work, in order to study the dynamic of variable speed turbin generators.
