Abstract. In this paper, we propose an event-based sampling policy to implement a constraint-tightening, robust MPC method. The proposed policy enjoys a computationally tractable design and is applicable to perturbed, linear time-invariant systems with polytopic constraints. In particular, the triggering mechanism is suitable for plants with no centralized sensory node as the triggering mechanism can be evaluated locally at each individual sensor. From a geometrical viewpoint, the mechanism is a sequence of hyper-rectangles surrounding the optimal state trajectory such that robust recursive feasibility and robust stability are guaranteed. The design of the triggering mechanism is cast as a constrained parametric-in-set optimization problem with the volume of the set as the objective function. Re-parameterized in terms of the set vertices, we show that the problem admits a finite tractable convex program reformulation and a linear program relaxation. Several numerical examples are presented to demonstrate the effectiveness and limitations of the theoretical results.
event-triggering mechanism can decide based on the local information, available at each individual sensor, whether to trigger or not. This paper extends the results of the authors' previous work in [9] in multiple directions. A set-regulator RMPC problem with aperiodic actuation is proposed in [9] with a collocated controller and sensory units setup. The main limitation of the approach proposed in [9] is the requirement of an "intelligent" sensory system. We borrow the formulation of the RMPC method from [9] . The main contributions of the paper are summarized as follows.
• Decoupled recursive feasibility and stability: Given an RMPC method in place, we propose a set-theory-based triggering approach that preserves robust recursive feasibility and robust stability. Unlike the existing literature, the proposed approach is decoupled from the control synthesis process and does not require additional assumptions, such as extra conditions on eigenvalues of weighting matrices in the cost function or the need to define user-specified thresholds for the triggering mechanism (Theorems 4.3 & 4.4).
• Decentralized nature: The proposed approach enjoys a decentralized triggering mechanism that only requires local sensory information (Algorithm 1).
• Tractable convex program reformulation: We show that a certain type of non-convex volumemaximization problem with set-based constraints that is deployed to design the triggering mechanism admits a finite tractable convex program (CP) reformulation (Theorem 4.6).
• Suboptimal linear program relaxation: Motivated by an approach in the literature, we further show that a linear program (LP) relaxation of the CP reformulation is possible (Theorem 4.7).
Literature review:
In what follows, we first review several approaches that are closely related to the problem considered in this paper. We then give a brief account of algorithmic-oriented approaches in the literature that reduce the computational complexity of their MPC methods with customized algorithms. Related works: In order to avoid repetition of terms (unless the contrary is mentioned otherwise), let us first mention the shared properties of the references below: linear discrete-time models, event-triggering mechanisms, constrained MPC methods, minimal (to none) coupling of the parameters of the triggering mechanism and the considered MPC method, and a computationally viable approach to design the triggering mechanism. Let us now elaborate the reasoning behind the last two properties. First, in an ideal case, one seeks the possibility of a complete decoupling between the parameters of the triggering mechanism and of the considered MPC method. (By doing so, a fair comparison between the performances of the eventbased and standard implementations of an MPC method will be possible.) After all, our main goal is to provide an implementation policy for an MPC method with the awareness of communication issues. Hence, we only mention the approaches that have minimal to no inter-connections between the two sets of design parameters. Second, we also do not consider event-triggering approaches that are computationally more expensive compared to the underlying MPC problem (e.g., approaches that require to solve some type of an integer program). As mentioned above, the prohibitive computational requirement of MPC methods is the main factor that limits their application in practice. Thus, the viability of such complicated event-triggering designs becomes questionable in practice. The review of related works follows.
To deal with practical issues such as a band-limited communication channel, a novel design approach for NCSs is proposed in [15] . They employ the notion of moving horizon [29] to design the estimator and controller. A remarkable character of their approach is its ability to decide on-the-fly which input channel should be updated (i.e., a certain type input-channel event-triggering control). In case of collocated controller and actuator units, an event-based estimator with a bounded covariance matrix is designed in [33] . While the estimator receives data via a Lebesgue sampling approach, it periodically updates the controller's information regarding the disturbances with a polytopic over-approximation of covariance matrix. The authors of [6] propose an interesting transmission strategy for wireless sensor/controller communications with practical energy-aware provisions (the controller is collocated with the actuator system). Using some predefined thresholds for each state's sensor (i.e., an 1 -type triggering mechanism), the controller is computed offline using an explicit MPC approach [5] . Based on a prescribed 2-norm ball around the optimal state trajectory, the authors in [20] propose a triggering mechanism for WSANs. They show that the approach is robustly stable to a set that is a function of the radius of threshold ball and the maximal 2-norm of disturbance. For linear, continuous-time dynamical systems affected by a Wiener process, a co-design method (i.e., simultaneous design of the scheduler and the controller) is proposed in [2] . The main idea is inspired by the notion of rollout from dynamic programming [7] . More importantly, the authors show that under some mild conditions an event-based control approach outperforms a traditional control approach in the sense of closed-loop performance/average transmission rate. (Notice that for most of the approaches in the literature including our paper such a guarantee is not provided.) A set theoretic triggering mechanism is introduced in [10] for systems with collocated controller and sensory units. The approach is inspired by the tube-based MPC proposed in [28] . By exploiting the known probability distribution of disturbance, they also guarantee an average sampling rate. However, their tube-contraction method requires a certain type of realization of a discretetime system, see [10, Remark 8] . Demirel et al., introduce a sensor/actuator event-triggering mechanism for control systems with limited number of control messages (i.e., communication and computation resources are scarce) [12] . They relax the underlying combinatorial problem into a convex one by an appropriate definition of event thresholds. Algorithmic viewpoint: The reasoning behind this algorithmic viewpoint is as follows. An MPC optimization problem is computationally expensive by itself (the evidence is the substantial body of work that has been done to customize algorithms to MPC problems). Hence, the merit of an event-based policy of implementation would be lost if the mechanism demands a drastically higher computational effort compared to the underlying MPC problem. We should highlight that all the approaches discussed next are related to linear time-invariant (LTI) systems. Dunn and Bertsekas in [13] exploit the structure of their considered optimization problem to reduce the cost of Newton's step in their dynamic programming approach. They show that the arithmetic cost of a Newton step in their approach scales as a linear function of the horizon length N instead of as a cubic function of it. In [35] , the authors use the primal barrier interior-point method with a specific type of ordering of decision variables. By doing so, they show that the underlying problem possesses a desirable sparse structure that decreases the computational cost significantly to compute the control action. The authors in [32] employ the celebrated Nesterov's accelerated method to solve the underlying optimization problem. Inherited from Nesterov's method (that is a gradient-based algorithm), their approach possesses a simple implementation requirement. More importantly, they also provide a priori computational complexity certificate. There is also another class of MPC approaches in the literature that can be computed offline and employed for systems with fast dynamics, the so-called explicit MPC methods [5] . Here, the solution of the MPC problem is constructed as a function of the initial state in a form of a lookup table. This lookup table is then utilized in an online fashion. However, since the size of this table is exponentially dependent on the decision variables' dimension and the horizon length, this method's applicability is limited to low dimensions.
The layout of the paper is as follows. The mathematical notions used in the paper are outlined in Section 2. Section 3 is devoted to the considered RMPC method. The main results regarding the event-based implementation policy are introduced in Section 4. Section 5 contains the technical proofs. Several numerical examples are presented in Section 6 to evaluate the effectiveness and limitations of theoretical results. Finally, the paper is concluded in Section 7.
Notation: The set of non-negative integers is denoted by Z ≥0 . Given positive integers m and n, R m and R m×n represent the m-dimensional Euclidean space and the space of m × n matrices with real entries, respectively. Given a positive integer r, the sets of positive integers and non-negative integers less than or equal to r are denoted by N [r] and Z [r] , respectively. Given a vector v ∈ R n , v i represents the i-th entry of v. For any pairs of vectors a, b ∈ R n , the inequality a < (≤)b is realized in a component-wise manner,
. Given a matrix M ∈ R m×n , M ij denotes the i-th row, j-th column entry of M . Moreover, the matrix M + ∈ R m×n is the matrix with entries of M + ij := max{0, M ij }. A positive definite matrix M is denoted by M 0. The n × n identity matrix is denoted by I n . Given a vector v ∈ R n and a scalar p ≥ 1, v p denotes the p-norm
the standard sign function. Given a set S ⊂ R n and a matrix M ∈ R m×n , the set M S denotes the set {c ∈ R m : there exist s ∈ S such that M s = c}. Given two sets A and B in R n , A/B := {x ∈ A : x / ∈ B}.
Preliminaries
In what follows, we begin with a brief review of the mathematical preliminaries employed in the rest of the paper. The section is divided to two parts: RMPC related notions and Set theory related notions.
RMPC related notions:
We first review some notions that the RMPC method is based on. Definition 2.1 (Point-to-set weighted distance). Given a matrix M 0, the squared weighted distance of a point r ∈ R n from a set S ⊂ R n is defined as
When S is singular, i.e., S = {s}, the distance is
Definition 2.2 (Pontryagin difference and Minkowski sum).
Given sets C and D, the Pontryagin difference C ∼ D and the Minkowski sum C ⊕ D are defined as
The following result will be used extensively in the development of the triggering mechanism.
Lemma 2.3 (Set-difference lower bound [31] ). Let a be a vector in R n , B and C be two compact sets in R n , and M be a positive definite matrix in R n×n . Then, using the distance function given in Definition 2.1, we
We next introduce a procedure to compute a certain type of gains that play an essential role in the constraint-tightening approach proposed in [31] .
Definition 2.4 (M-
Step nilpotent LQR controller [31] ). Given two positive definite matrices Q and R, and two positive integers M and N such that M ≤ N −1. Consider the controllable LTI system ξ k+1 = Aξ k +Bν k , where ξ ∈ R n and ν ∈ R m . The following backward recursion produces as output a set of linear state feedback
i=0 that drives the state of the nominal system (4) to the origin in M steps, and remains there until step N .
Set theory related notions: We recall some notions from convex analysis (see e.g., [18, Section 2] for a compact exposition of the subject).
The domain K S on which the support function is defined is a convex cone pointed at the origin. If S is bounded, then K S = R n . Given a matrix M ∈ R n×m and a vector v ∈ R n such that G v ∈ K S ,
Suppose S ⊂ R n is closed and convex. Then,
i.e., the intersection of its supporting half spaces.
Definition 2.6 (Polyhedron). A set S ⊂ R n is called a polyhedron, if
If the polyhedron S is bounded, the set is also called a polytope and the representation given in Definition 2.6 is known as the H-representation. Furthermore, the support function h S (η) is the solution of the LP,
Given the H -representation of a polytope, we employ the notations a i,S ∈ R 1×n and a S,j ∈ R m×1 to denote the i-th row and the j-th column of A S , respectively.
Consider the polyhedron S given by Definition 2.6 and a set V ⊂ R n . Assuming h V (a i,S ) is well-defined
where a i,S and b i,S are the i-th row of A S and the i-th entry of b S , respectively. Definition 2.7 (Full-dimensional hyper-rectangle). For any vector-pairs l, u ∈ R n such that l < u, the full-dimensional convex polytope
Robust model Predictive Control Method
In this section, we introduce the class of constrained dynamical systems considered in this paper, followed by the description of the RMPC method. The description contains the main ingredients of the RMPC method which play crucial roles in the design of the decentralized event-triggering mechanism. At last, we formally state the problem addressed in this paper.
System Description
Consider an LTI system with bounded additive perturbations given by
where the state, input and disturbance signals satisfy the constraints
The nominal system associated with (2) is
The RMPC method is designed such that the state x k and the input u k converge to some target sets T x ⊂ R nx and T u ⊂ R nu as k → ∞, respectively, while the constraints (3) are satisfied at all instants.
Assumption 3.1 (System & set properties). Consider the dynamics (2) with the constraints (3). We suppose that the following conditions hold.
• (Nominal controllability) The pair (A, B) is controllable.
• (Polytopic sets) The constraint sets X and U, the target sets T x and T u , and the disturbance set W are all convex, compact polytopes containing their underlying spaces' origin in their interior.
Underlying RMPC Formulation
We start with introducing two types of feedback gains which are essential to the RMPC method and the construction of the triggering mechanism, as well.
1) Nominal feedback gain:
The first item in Assumption 3.1 implies that the discrete algebraic Riccati equation [27] 
associated with the nominal system (4) attains a unique solution P 0, where the positive definite matrices Q and R are properly chosen (i.e., the pair (A, Q 1 2 ) is detectable). One can then employ P to find a stabilizing state-feedback gain
2) Disturbance feedback gains: Let integer N be the horizon length of the RMPC method and positive integer M be given, where N ≥ n x + 1 and n x ≤ M ≤ N − 1. In the RMPC method, the tightening approach is based on a set of disturbance gains K = {K i } N −1 i=0 . We employ the procedure introduced in Definition 2.4 to construct the set K.
Remark 3.2 (Roles of feedback gains).
The state-feedback gain F is related to the states that lie inside the terminal set of the RMPC method. This gain plays an active role in the proofs of robust recursive feasibility and robust stability (see the second ingredient of the RMPC method introduced below). On the other hand, there exists a modeling mismatch between the perturbed system (2) and the nominal system (4). Thus, the constructed state trajectories using the nominal system (4) suffer from prediction errors in the RMPC problem. By means of the disturbance gains, the RMPC method takes into account the effect of unknown disturbances. As a result, the method can guarantee the predicted trajectories satisfy the constraints of the RMPC problem (see the first ingredient of the RMPC method introduced below).
Ingredients of RMPC:
We now present concise descriptions of three involved ingredients of the RMPC method: the constraint tightening mechanism, the terminal set, and the cost function. Suppose k ∈ Z ≥0 is the instant at which the RMPC problem, denoted by P(x k ), is solved. Let the positive integer N be the length of the finite horizon. Consider the nominal feedback gain F given in (5) and the disturbance gains K computed based on Definition 2.4, both for the nominal dynamics (4).
(1) Constraint tightening mechanism: The following rule of constraint tightening is applied to the input, state, input target, and state target sets, for all i ∈ Z [N −2] ,
where
The terminal state set is then
Assumption 3.3. The terminal set X f is non-empty. by U k|k and X k|k , respectively. The cost function of the RMPC problem is
where d is the weighted distance function introduced in Definition 2.1.
We are now in a position to introduce the RMPC problem.
RMPC problem: The optimization problem P(x k ) for a finite horizon N at the instant k reads as follows:
represent the optimal input and state trajectories of P(x k ), respectively.
The problem addressed in this paper is now introduced.
Problem 3.4 (Formal statement).
Consider the perturbed LTI dynamics (2) with the constraints (3). Suppose now the sensory units are decentralized (in the sense that there is no centralized unit outside the controller unit that collects all the states). Under Assumptions 3.1 and 3.3, the controller unit synthesizes an optimal input trajectory U * k|k , where k ∈ Z ≥0 is the last instant at which the optimization problem (10) is solved. Devise a triggering mechanism to determine the next triggering instant k trig > k in the form of
such that
• the actuator units employ the control action u k+j = u * k+j|k , for all j ∈ Z [ktrig−k] ;
• the closed-loop dynamics (2) with the above control law does not violate the constraints (3);
• the states x k → T x and the inputs u k → T u , as k → ∞, 1 Notice that when the disturbance feedback gains K render the system nilpotent in less than or equal to N − 1 steps, it follows that L N −1 = 0. Hence, the conditions on the terminal set X f become less restrictive, i.e., see (8) in this regard. where x k+j is the observed state at the sensory units and the sequence of hyper-rectangle sets
ought to be determined.
Remark 3.5 (Standard vs event-based implementation policies). In a standard RMPC setting, such as the problem (10), the optimal control problem is solved at all instants k ∈ Z ≥0 . The first element of U * k|k , that is u * k|k , is then applied to the plant via the actuator nodes at every instant k. While in an event-based setting, the triggering mechanism generally exploits the optimal trajectories U * k|k and X * k|k to provide sufficient conditions under which robust stability and robust recursive feasibility are satisfied.
Remark 3.6 (Iteration Complexity of RMPC
). An RMPC problem with linear dynamics, a quadratic cost function, and polytopic constraints is a quadratic program (QP) (the cost function is quadratic in decision variables and constraints are given by linear equalities or inequalities in terms of decision variables). Interestingly, dedicated solvers can provide the complexity per iteration O(N (n x + n u )
3 ) by exploiting the structure of the corresponding QP [35] . Notice that a common approach to solve QPs is the interior-point method [25] which can guarantee the complexity per iteration O(
. It is however worth noting that because of the type of the cost function (9), the resulting QP has the complexity per iteration O(N (2n x + 2n u ) 3 ).
Main Results
In this section, we provide the event-based implementation policy of the RMPC method (10) . We first describe a certain type of constrained optimization problems. The outcome of these optimization problems is a sequence of hyper-rectangles
j=1 . Based on these constructed sets, we then state the main theoretical results of this paper.
Construction of Hyper-Rectangles E k
We introduce the framework to construct each hyper-rectangle E j,k which includes: the chosen type of parameterization of each E j,k , the required quantities to cast the problem of finding E j,k as an optimization problem, followed by the optimization problem itself. Suppose k is the last instant at which the problem P(x k ) has been solved. Let j ∈ N [N −1] denote a time instant following k. Notice that j indicates the instant at which the triggering mechanism is being evaluated. Define the prediction error 
where p is the p-th element of . In simple words, each hyper-rectangle E j,k is parameterized in 2n x parameters e p j,k and e p j,k . In the next step, we introduce a set-based optimization problem to find each set E j,k such that if e k+j|k ∈ E j,k , then, the three requirements in Problem 3.4 are fulfilled. Based on the error definition (12), one can reformulate the triggering mechanism (11) as k trig := k + min{j ∈ N [N −1] : e k+j|k / ∈ E j,k }. Now, let us introduce the quantities involved in the derivation of the sets E j,k . Recall that U *
are available from solving P(x k ).
(1) Construction of optimal input and state trajectories: We now aim to construct the following (with some abuse of notation) optimal trajectories U *
The term abuse of notation refers to the fact that we have only access to u * k+j+i|k for j + i ≤ N − 1 and x * k+j+i|k for j + i ≤ N from solving P(x k ). We adopt the convention
to construct unavailable "optimal" input and state trajectories based on the solution of P(x k ).
(2) Construction of minimal distance target points: Let us now introduce two new sets of quantities
Observe that the points s * x,k+j+i|k and s * u,k+j+i|k represent the points on the boundary of the target sets that have the smallest distance to x * k+j+i|k and u * k+j+i|k , respectively. These parameters are already at hand as a by-product of solving P(x k ). We next define
. The convention introduced in (13) implies that u * k+j+i|k ∈ T u,i and x * k+j+i|k ∈ T x,i , for j + i > N − 1 (since they are state-feedback extensions of the terminal state x * k+N |k ). In light of this fact,
, R) = 0 and hence, the choice made in the definition (15) becomes apparent.
(3) Adopted feedback gains and transition matrices: We finally adopt the feedback gainsK i and the state-transition matricesL i defined as
These gains and transition matrices enable us to construct candidate input and state trajectories at the instant k + j based on the optimal solution trajectories of P(x k ). We then utilize these candidate trajectories to prove the main results (see Subsections 5.1 and 5.2).
Construction of E j,k : Let us first provide two definitions for the volume of E j,k , that are
Notice that the definition (17a) is the standard definition of the volume for E j,k in R nx . As it will be discussed later on, the constructed hyper-rectangles E j,k based on vol 1 (E j,k ) are highly asymmetric with respect to the origin although these sets have the maximum possible volume. (This asymmetry in turn implies that the triggering mechanism has no robustness in certain error directions.) The non-standard definition (17b) of the volume is introduced to handle the asymmetry issue and to promote a more symmetric construction of E j,k around the origin compared to the construction based on the definition (17a). The discussion regarding the importance of this point is provided in Remark 4.9. The optimization problem to find the hyper-rectangle E j,k follows:
2 Notice thatL 1 = A: the error evolves in open-loop for one time step.
where q ∈ {1, 2} determines which type of the volume definition in (17) is chosen. At the triggering instant k, all the required data to solve the problem (18) 
Event-Based Decentralized Implementation
The theoretical results of this paper are now introduced. We first present an algorithmic implementation of the RMPC method using the outcome of the optimization problem (18) . Then, we show that robust recursive feasibility and robust stability are guaranteed under the utilization of such an implementation policy. In simple words, if the incurred prediction errors caused by the model mismatch between two consecutive triggering instants are inside the hyper-rectangles E k , then, the decentralized, event-based implementation of the RMPC is both robustly recursively feasible and robustly stable. We next discuss that the non-convex problem (18) to construct the hyper-rectangles E k has a CP reformulation and an LP relaxation, and therefore can be efficiently solved in practice.
Algorithm 1 provides the event-based implementation policy of the RMPC method of this paper. Collect measurement x k+j from sensors.
6:
k ← k + j, j ← 0. Update
7:
Solve P(x k ).
8:
Solve Problem (18) for j ∈ N [N −1] using Theorem 4.6 or 4.7.
9:
Send the input sequence U * k|k to the actuators.
10:
Send bounds x * ,p k+j|k − e 
11:
Apply u k = u * k|k from the solution of P(x k ).
12:
j ← j + 1,
13:
if j > N − 1 then
14:
Go to 6 Update triggered Apply u k = u * k+j|k from the solution of P(x k ).
23:
Go to 12 No update triggered 24: end loop 3) . Suppose that for some initial state x 0 ∈ R nx , P(x 0 ) has a feasible solution. Then, the state and input trajectories of the dynamics (2) controlled by Algorithm 1 satisfy the constraints (3), for all k ∈ Z ≥0 , i.e., robust recursive feasibility.
Theorem 4.4 (Event-based robust convergence). Consider the perturbed LTI dynamics (2) subject to the constraints and the disturbances given in (3). Suppose that for some initial state x 0 ∈ R nx , P(x 0 ) has a feasible solution. Then, the state and input trajectories of dynamics (2), controlled by Algorithm 1, are such that x k → T x and u k → T u , as k → ∞, i.e., robust convergence.
Remark 4.5 (Difference with standard analyses).
In a standard implementation of RMPC methods (including the RMPC method of this paper), one is asked to guarantee that the application of u * k|k on the plant does not render its following optimal control problem infeasible, recursively. Alternatively in an event-based implementation policy, one should ensure feasibility not only at the triggering instants but also between two consecutive triggering instants.
The successful usage of the above results is conditioned upon the premise that there exist computationally tractable methods to construct the sets {E j,k } N −1 j=1 . We now revisit the optimization problem (18) to show that such a premise is valid by providing two frameworks: one in a CP form and another one in an LP form. Both of the frameworks are based on the same basis: the parametric-in-set constraints (18b)-(18f) can be reformulated into a new set of linear inequalities in terms of the vertices of each set E j,k . We shall call the polytope represented by the derived linear inequalities, the principal polytopeS. Both frameworks try to find a maximum-volume hyper-rectangle E j,k inscribed (or contained) in the principal polytope such that 0 ∈ E j,k . This problem is closely related to a well-studied problem in the literature known as "inradius" of a polytopic set with respect to the polytopal norm induced by a hyper-rectangle with fixed (related to the LP form) or variable (related to the CP form) edge ratios. ( See e.g., [16] and [4] for a detailed discussion on such problems.) In the LP framework, we partly employ some results from [4] , see Subsection 5.3. We avoid reiterating the proofs of material borrowed from [4] . 
where for q ∈ {1, 2}
otherwise, (21a)
otherwise, (21b)
Theorem 4.7 (Volume maximization -LP relaxation). Suppose the hypotheses in Theorem 4.6 hold.
• (q = 1) The maximum volume r-constrained hyper-rectangle B(l, u) ⊂ R k that contains the origin and satisfies ξ ∈ S ∼ M B(l, u) is B(z * , z * + λ * r) for which z * ∈ R k and λ * ∈ R are the optimal solution of the problem
where for all j ∈ N [k] , the j-th entry of r is defined as (23)
where e j ∈ R k is the unit vector in the j-th direction and the polytopeS is
• (q = 2) The maximum volume r-constrained hyper-rectangle B(l, u) ⊂ R k that contains the origin and satisfies ξ ∈ S ∼ M B(l, u) is B(−λ * r 1 , λ * r 2 ) for which λ * ∈ R is the optimal solution of the problem
where r = r 2 , r 1 and for all j ∈ N [2k] , the j-th entry of r is defined as (25)
where e j ∈ R 2k is the unit vector in the j-th direction,
and for all i ∈ N [m] , w i are defined in (21) .
Recall that the derived hyper-rectangle B using the CP or LP framework and the constraints ξ ∈ S ∼ M B(l, u) represent the hyper-rectangle E j,k and the constraint (18b)-(18f), respectively. We should emphasize that although Theorem 4.6 or 4.7 provides a method to construct a set E j,k with the maximal volume, the derived set is not unique (the cost functions related to both of the approaches are not strictly convex to guarantee the uniqueness of the optimal decision variables). In the remainder of the paper, we denote the construction approach based on the CP (19) with q = 1 and q = 2 by CP 1 and CP 2 , respectively. Furthermore, LP 1 represents the LP relaxation (22)- (23) Computational complexity: consider the convex program (CP) {min f 0 (η), s.t. f i (η) ≤ 0, for all i ∈ N [nc] } with the decision variable η ∈ R n d , where the constraint functions f i : R n d → R are convex. The computational effort to solve this convex program (or any optimization problem for that matter) depends on (i) the problem instance (i.e., the types of f 0 and the constraint functions f i ), (ii) the utilized algorithm (e.g., interior-point methods [25] ), and (iii) the prescribed accuracy of the solution ∈ R >0 (i.e., f 0 (x) − f * ≤ where f * is the optimal value). Assuming these three items are set, one can then use the arithmetic complexity to provide a measure for the computational effort. In simple words, the arithmetic complexity provides an upper bound on the number of basic mathematical operations (that is called flops) required to attain an ε-close solution to the optimal value. (See e.g., [24] for an in-depth treatment of the complexity subject.)
In what follows, we mainly concentrate on interior-point methods. These algorithms are a typical choice to solve moderate-size, smooth, convex problems by applying Newton's method [8, Chapter 9 ] to a sequence of equality constrained problems. A geometrical measure of sensitivity: As mentioned in Remark 4.1, we use Theorem 4.6 or 4.7 to solve the optimization problem (18) , and find the hyper-rectangle E j,k . Suppose now E j,k is found using either of the approaches proposed in Theorem 4.6 or 4.7. Two points of clarification are now in order. The first one has to do with the fact that a large volume of E j,k and as a matter of fact even a large width of E j,k along a coordinate axis p (that is e p j,k + e p j,k ) can be misleading. In doing so, let us define two types of 2-norm balls. Suppose that the polytope that represents the constraint (18b)-(18f) is denoted by S ⊂ R nx . We denote by B Figure 1(a) , the Chebychev center x c is relatively close to the origin (the area of S is distributed in a somewhat uniform manner around the origin). All the four approaches provide close behaviors. As a result, the directional sensitivity of E j,k for all approaches is low. (Ill-shaped example) Contrary to the previous case, the Chebychev center x c of S is relatively far from the origin in Figure 1(b) . The hyper-rectangles E j,k derived based on the approaches CP 2 and LP 2 provide a more symmetric result compared to the ones computed based on the approaches CP 1 and LP 1 . 
Proof of Theorem 4.3
Consider k denotes the last instant at which the optimization problem P(x k ) is solved. Let j ∈ N [N −2] . Suppose without loss of generality that the mechanism is enabled at the instant k+j+1, i.e., e k+j+1|k / ∈ E j+1,k . Hence, for all j ∈ N [j] , e k+j|k ∈ E j,k .
(Inter-event feasibility) We first define the candidate input and state trajectoriesŨ k+j|k+j := {ũ k+j+i|k+j } N −1 i=0
as follows,
where the prediction error e k+j|k , the disturbance gainsK i , and the transition matricesL i are given in (12), (16a), and (16b), respectively. We now establish that these candidate trajectories satisfy the constrains (10b)-(10f). By doing so, x k+j ∈ X for all j such that e k+j|k ∈ E j,k , i.e., the state x k+j does not violate the constraint (3). Observe thatx k+j|k+j = x k+j andũ k+j|k+j = u * k+j|k are the actual, applied input and the actual, observed state at the instant k + j, respectively. It is not difficult to see that the equality constraints (10b)-(10c) are satisfied given the initial statex k+j|k+j and the candidate input trajectoryŨ k+j|k+j (26a) (simply by successive application of the nominal dynamics(4)). We next deduce that the constraints (10d)-(10e) are satisfied. Since e k+j|k ∈ E j,k , the constraints (18c)-(18d) imply that
. By virtue of (26) for all i ∈ Z [N −1] and the definition of the Pontryagin difference (see Definition 2.2),x k+j+i|k+j = x * k+j+i|k +L i e k+j|k ∈ X i andũ k+j+i|k+j = u * k+j+i|k +K iLi e k+j|k ∈ U i (where the convention (13) is used to simplify the notation). At last, we show that the constraint (10f) holds. The disturbance gains K i are designed to render the nominal dynamics (4) nilpotent in M steps where M < N −1 steps. This nilpotency in turn implies that L N −1 = 0 n×n . Thus, X f = R from the terminal set definition (8) and the final transition matrixL N = L N −1 · A = 0 nx×nx is implied by the construction (16b). Considering the relation (7a) and L N −1 = 0 nx×nx , we arrive at (A + BF ) j x * k+N |k ∈ R = X f . As a result,x k+j+N |k+j = (A + BF ) j x * k+N |k +L N e k+j|k ∈ X f , i.e., the constraint (10f) is respected by the candidate solutionx k+j+N |k+j . Based on the arguments provided above, we established that (i) the state x k+j ∈ X if e k+j|k ∈ E j,k , and (ii) there exist the candidate trajectories U k+j|k+j andX k+j|k+j that satisfy all the constraints (10b)-(10f) of the RMPC. In other words, we showed that the input sequence {u * k+i|k } j i=1 and the state sequences {x k+i } j i=1 both remain feasible if e k+i|k ∈ E i,k , for all i ∈ N j .
(Event recursive feasibility) In the next step, we should guarantee the optimization problem P(x k+j+1 ) is feasible in the case a triggering is enabled at the instant k+j +1. To this end, we employ the introduced candidate trajectories to show the Problem (10) is feasible at the triggering instant k+j +1. We now define two new candidate trajectoriesÛ k+j+1|k+j+1 := {û k+j+1+i|k+j+1 }
where w k+j ∈ W is the perturbation at the instant k + j. In what follows, we show that the candidate trajectoriesÛ k+j+1|k+j+1 andX k+j+1|k+j+1 satisfy the constraints (10b)-(10f), i.e., the feasibility of P(x k+j+1 ).
Recall thatx k+j|k+j = x k+j andũ k+j|k+j = u * k+j|k . Then, x k+j+1 = Ax k+j + Bu * k+j|k + w k+j can be rewritten as x k+j+1 = Ax k+j|k+j + Bũ k+j|k+j + w k+j . Observe thatx k+j+1|k+j = Ax k+j|k+j + Bũ k+j|k+j and also that L 0 = I nx from the definition (6e). Since x k+j+1 =x k+j+1|k+j + L 0 w k+j , the constraint (10b) holds. Furthermore, it follows that the remaining entries inX k+j+1|k+j+1 respect the equality constraints(10c) given the initial statex k+j+1|k+j+1 and the input trajectoryÛ k+j+1|k+j+1 . We next study the satisfaction of the constraints (10d)-(10e). Recall thatx k+j+1+i|k+j ∈ X i+1 , for all i ∈ Z [N −2] . Considering the constraint tightening (6b) (
Hence,x k+j+N |k+j ∈ X N −1 , and as a result,
. It remains to show thatû k+j+N |k+j+1 ∈ U N −1 . Notice thatx k+j+N |k+j ∈ X f . Considering L N −1 = 0 nx×nx (i.e., the nilpotency condition) and the relation (7d), it follows thatû k+j+N |k+j+1 = Fx k+j+N |k+j ∈ U N −1 . As a result, the conditions (10d)-(10e) hold. Lastly, it needs to be shown that the terminal statex k+j+1+N |k+j+1 ∈ X f , i.e., the terminal constraint (10f). We havex k+j+N |k+j+1 ∈ X N −1 . Thus,x k+j+1+N |k+j+1 = (A + BF )x k+j+N |k+j+1 ∈ R = X f (since L N −1 = 0 nx×nx ). The claim of the theorem holds.
Proof of Theorem 4.4
Proof. In the first phase (inter-triggering cost function decay), we show that one can utilize the candidate trajectoriesŨ k+j|k+j andX k+j|k+j , given in (26) , to define the cost J(x k+j ,Ũ k+j|k+j ) such that J(x k+j ,Ũ k+j|k+j ) ≤ J(x k , U * k|k ). In the second phase (triggering cost function decay), we demonstrate that one instead use the secondary candidate trajectoriesÛ k+j+1|k+j+1 andX k+j+1|k+j+1 , given in (27) , to define the cost J(x k+j+1 ,Û k+j+1|k+j+1 ) such that J(x k+j+1 ,Û k+j+1|k+j+1 ) ≤ J(x k , U * k|k ). . In a nutshell, we show that if e k+j|k ∈ E j,k , then,
One can follow a similar path and arrive at, for all ] . Notice that we use the convention (15) for s * x,k+j+i|k and s * u,k+j+i|k , for j + i ≥ N . Based on the relation (28), it is not difficult to infer that d(x k+j+i|k+j , T x,i , Q) = 0. In a similar fashion, one can deduce that d(ũ k+j+i|k , T u,i , R) = 0. We then have
Considering the relations (29) and (30),
Thus far, we showed that J(x k , U * k|k ) − J(x k+j ,Ũ k+j|k+j ) ≤ 0 if e k+j|k ∈ E j,k . (Triggering cost function decay) In next step, we show that when a triggering is occurred, the cost function (9) decreases with respect to the previous triggering instant. To this end, let the triggering condition be enabled at k + j + 1, i.e., either e k+j+1|k / ∈ E j+1,k for j ∈ N [N −2] or j = N − 1. Consider the sequenceŝ U k+j+1|k+j+1 andX k+j+1|k+j+1 , given in (27) , as the candidate solutions for the problem P(x k+j+1 ). In a nutshell, this part amounts to deriving a non-negative lower bound on J(x k , U * k|k ) − J(x k+j+1 , U * k+j+1|k+j+1 ) that decreases as k → ∞. One can observe that, for all i ∈ Z [N −2] and for all w k ∈ W:
where the above inequalities are an immediate consequence of the definition (27) and Lemma 2.3. Moreover, we havex k+j+N |k+j+1 =x k+j+N |k+j + L N −1 w k+j andû k+j+N |k+j+1 = Fũ k+j+N |k+j+1 + F L N −1 w k+j based on the definition (27) . Recall that L N −1 = 0 nx×nx (from the nilpotency) and we have also shown that x k+j+N |k+j ∈ X f = R in the proof of Theorem 4.3. It follows thatx k+j+N |k+j+1 ∈ T x,N −1 from (7c), and thatû k+j+N |k+j+1 ∈ T u,N −1 from (7e). Thus, the costs associated tox k+j+N |k+j+1 andû k+j+N |k+j+1 become zero for the candidate sequences. This last observation along with the inequalities given in (31) lead to
As a result,
where the inequality (i) follows from the optimality, the derivation (32) implies the inequality (ii), the equality (iii) follows from the facts thatx k+j|k+j = x k+j andũ k+j|k+j = u * k+j|k+j (see the proof of Theorem 4.3), and finally, the conclusion made in the first part (Inter-triggering cost function decay) leads to the inequality (iv). Notice that the amount of reduction in the cost function
Since the cost function J ≥ 0, the above analysis guarantees that J(x ktrig , U * ktrig |ktrig ) converges to a steady value as the triggering instant k trig → ∞. This in turn implies d(x k+j , T x,0 , Q) + d(u * k+j|k+j , T u,0 , R) → 0, as k → ∞, from which we can infer that x k → T x and u k → T u as k → ∞. This concludes the proof.
Proof of Theorems 4.6 & 4.7
Proof. We first begin with a preliminary argument that is shared between both theorems. We then carry on with the proof of each case in an orderly fashion. Notice that ξ ∈ S ∼ M B(l, u) and S is a polytope by the theorems' hypothesis. By virtue of the relation (1), one can infer that
Next, observe that B(l, u) ⊂ R k is a polytope (and as a result bounded), the domain K B on which the support function h B is defined is the whole space, i.e.,
, and as a consequence
Rearranging the above inequality, we arrive at
where the only unknown entity is h B (M a i,S ) with M a i,S ∈ R k . It follows from the definition of the support
, for all z ∈ B. as follows. In the first step, we place a vertex of the hyper-rectangle at the origin. We then find the width of the line segment along each coordinate that is inside the lifted polytope and contains the origin using (25) . In the second step, we use (24) to find a scaling factor λ such that the λ-scaled hyper-rectangle constructed based on the first step fits inside the polytopeS . This concludes the proof.
Numerical Examples
In this section, we provide a numerical example to study the results presented in Section 4. Consider the perturbed LTI system
where the states and input constraint sets are X = {x ∈ R 2 : |x 1 | ≤ 5, |x 2 | ≤ 3} and U = {u ∈ R : |u| ≤ 5}, respectively. The disturbance set is defined as W = {w ∈ R 2 : w 1 = 0, |w 2 | ≤ 0.1}. The state and input target sets are T x = {x ∈ R 2 : x ∞ ≤ 1} and T u = {u ∈ R : |u| ≤ 3}, respectively. The horizon length N 
(a) Uniform case disturbance. . We now argue in the support of Remark 4.9 regarding the directional sensitivity of the constructed hyper-rectangles and the fact that using the volume definition (17b) instead of the standard definition of the volume (17a) will reduce the level of directional sensitivity in the constructed hyper-rectangles. For example, consider the instant k + 12 (i.e., j = 12). The (green) filled polytope constructed around x * k+12|k represents the principal polytopeS 12,k , i.e., the polytope that represents the constraints (18b)-(18f). Moreover, the hyper-rectangles E 12,k constructed around x * k+12|k using CP 1 , LP 1 , CP 2 , and LP 2 are depicted in (green) dash-dotted, dashed, dotted, solid rectangles, respectively. The constructed hyper-rectangles based on CP 1 and LP 1 are extremely sensitive to the direction of the prediction error e k+12|k = x k+12 − x * k+12|k
along the x 1 and x 2 axes. On the other hand, it is evident that the level of directional sensitivity is reduced in the hyper-rectangles that are constructed based on CP 2 and LP 2 . Another matter that should be highlighted in Figure 2 is as follows. As the inter-event instant j → N − 1 (j ∈ N [N −1] ), the principal polytopesS j,k (and as a result, the constructed hyper-rectangles E j,k ) become more symmetric with respect to x * k+j|k . In terms of Remark 4.9, the constructed hyper-rectangles E j,k thus become less directionally sensitive as j → N − 1.
We next consider two types of disturbance realizations by employing the results of Theorems 4.6 & 4.7. We also use Algorithm 1 to control the considered perturbed LTI system. The first case deals with a uniform disturbance (|w 2 | ≤ 0.1), see Figure 3 (a), while the second case assumes a worst-case disturbance (w 2 ∈ {±0.1}), see Figure 3 (b).
First of all, it is evident that the input and state trajectories do not violate the constraint sets T x and T u , respectively, in the both cases of the disturbance realizations. Moreover, the state x k and the input u k converge to the target sets T x and T u , respectively. Nonetheless, the standard implementation in both cases of disturbance realizations converges to a smaller subset of the target set T x compared to the four event-based implementations. Furthermore, as it has been claimed, the event-based implementations reach the target set T x with a smaller number of triggering instants compared to the time-triggered standard implementation: the CP 1 , LP 1 , CP 2 , LP 2 , and standard implementations require 13, 13, 6, 6, and 21 number of triggering instants, respectively. However, in the case of worst-case disturbance, the number of triggering instants required is almost the same in all four cases. It is also interesting to note that the event-based implementations exhibit an almost limit-cyclic behavior inside the target set T x in the worst-case disturbance realization.
Conclusions
In this paper, we proposed a novel approach to apply an RMPC method to constrained, perturbed LTI systems in an event-based fashion. The procedure to design the triggering mechanism is decoupled from the controller design. Furthermore, we introduced two theoretical frameworks to construct the triggering mechanism as a volume maximization problem. One framework is a general nonlinear convex program while the other framework is a linear program. In particular, we proposed a non-standard definition of volume to address the limitations that occur in the case of using the standard definition of the volume in the process of designing the triggering mechanism. For each choice of the volume definition, our numerical experiments showed that the theoretical frameworks provide a similar behavior at the price of the convex program framework being more computationally expensive compared to the linear program framework. On the other hand, the linear and convex program frameworks based on the non-standard definition of the volume outperform the linear and convex program frameworks based on the standard definition of the volume. There are multiple directions that one can pursue to extend the results in this paper. First, it is interesting to investigate the impact of disturbance gains {K i } N −1 i=0 on the sparsity pattern of the convex programs in Theorems 4.6 & 4.7. By doing so, one can customize the solver to speed up the triggering mechanism's design. Second, we have shown in the proof of Theorem 4.4 that the performance cost per average transmission in the event-triggered implementation is smaller than the one in the standard implementation (notice that our setting is deterministic). It would be interesting to investigate how this observation is related to the few studies in the literature (e.g., [2] which is in a stochastic setting) that guarantee superiority of an event-based implementation with respect to a standard implementation.
