philic. Treating t-butylthiocyanate with Fp -brought about a 20% yield of FpCN (17 ) [ Fig. 4 (reaction 4) ]. These chemical models validate the feasibility of the proposed biosynthesis of the CN ligand and its transfer from sulfur to iron (18) .
In sum, the cysteine residue of HypE undergoes unprecedented biotransformations in serving as the site for dehydration of a carboxamido moiety to CN, in carrying the CN residue, and in transferring the CN to iron. Previously, thiocyanates were rarely encountered in nature. Thiocyanate synthesis in the marine sponge Axinyssa n. sp. has been proposed to involve sulfuration of cyanide to give -SCN followed by reaction with a sesquiterpene cation (19) , although cyanation of a thiol moiety has also been suggested (20, 21) .
Single-Neuron Activity and Tissue Oxygenation in the Cerebral Cortex
Jeffrey K. Thompson, Matthew R. Peterson, Ralph D. Freeman* Blood oxygen level-dependent functional magnetic resonance imaging uses alterations in brain hemodynamics to infer changes in neural activity. Are these hemodynamic changes regulated at a spatial scale capable of resolving functional columns within the cerebral cortex? To address this question, we made simultaneous measurements of tissue oxygenation and single-cell neural activity within the visual cortex. Results showed that increases in neuronal spike rate were accompanied by immediate decreases in tissue oxygenation. We used this decrease in tissue oxygenation to predict the orientation selectivity and ocular dominance of neighboring neurons. Our results establish a coupling between neural activity and oxidative metabolism and suggest that highresolution functional magnetic resonance imaging may be used to localize neural activity at a columnar level.
Functional magnetic resonance imaging (fMRI) is a powerful tool used for the noninvasive mapping of neural activity in the brain (1) (2) (3) . Blood oxygen level-dependent (BOLD) fMRI infers neural activity by measuring small changes in deoxyhemoglobin within the brain's vasculature. Therefore, the coupling between local cerebral hemodynamics and the underlying neural activity is critically important to the interpretation and design of fMRI studies. Increases in neural activity elicit a delayed decrease in deoxyhemoglobin corresponding to a positive change in the BOLD signal (1) (2) (3) (4) . Most fMRI investigations use this positive BOLD response to map neural activity. However, because the response is also observed from draining veins that are displaced from the sites of activation, the spatial resolution is limited (5-7). Optical imaging and imaging spectroscopy findings suggest that a fast increase in deoxyhemoglobin, occurring before the delayed decrease, may be a better indicator of neural activity (8, 9) . This component of the hemodynamic response is often referred to as the "initial dip." Recent fMRI studies and direct measurements of oxygen tension within the microcirculation have also identified the initial dip (6, 7, (10) (11) (12) . In studies of the visual cortex, brain imaging maps that emphasize the initial dip exhibit sharper patches and stripes [characteristic of orientation and ocular dominance columns (13) ] relative to functional maps that are based on other signals (6, 8, 9) . It has been proposed that the initial dip reflects an increase in oxygen consumption by active cells and is consequently better localized to the site of neural activity (6, 8, 9) . Despite its potential, the existence and interpretation of the initial dip are controversial because it is not always observed using fMRI (14, 15) , and its detection using imaging spectroscopy may be confounded by the difficulty in correcting for the wavelength dependence of light scattering in tissue (16, 17) . An alternative hypothesis is that changes in blood volume, rather than oxygen consumption, could account for the initial dip (18) . Although simultaneous recordings of fMRI signals and neural activity were recently reported in the monkey's primary visual cortex (4), the analysis focused on the positive BOLD response and used stimuli that were designed to activate a relatively large uniform area of the cortex. Therefore, the studies did not address neural and hemodynamic coupling at a submillimeter spatial resolution.
In our study, we made simultaneous colocalized measurements of tissue oxygenation and single-cell neural activity in area 17 of the cat's visual cortex. Tissue oxygenation is linked to deoxyhemoglobin through the local oxygen concentration gradient in tissue and through the oxygen-hemoglobin dissociation curve and is therefore expected to reflect the hemodynamic changes measured with fMRI. A quantitative model of cerebral hemodyGroup in Vision Science, School of Optometry, Helen Willis Neuroscience Institute, University of California, Berkeley, CA 94720 -2020, USA. *To whom correspondence should be addressed. Email: freeman@neurovision.berkeley.edu namics posits that tissue oxygenation and the BOLD response exhibit similar time courses after brief increases in neural activity (19) .
We measured tissue oxygenation with a Clark-style polarographic oxygen microelectrode (20) and measured single-cell neural activity simultaneously with an adjacent platinum microelectrode (Unisense A/S). Both sensors were housed within a double-barrel micropipette (21) . The field of sensitivity of the oxygen sensor was a sphere approximately 60 m in diameter. This is smaller than a typical cortical column (300 to 600 m) (13) and of the same order of magnitude as the average intercapillary distance in the cat's brain (ϳ30 m) (22) .
We used this combined sensor to identify changes in tissue oxygenation that accompany variations in spike rate during standard measurements of orientation selectivity and ocular dominance (21) . These visual parameters have a well-established columnar organization within the visual cortex (13) . Average time courses of both neural and oxygen responses are presented in Fig. 1 , A and C, for a representative neuron. Changes in tissue oxygenation (solid lines with dashed lines representing Ϯ1 SE) exhibited clear stimulus-induced changes when averaged over a sufficient number of trials. We measured statistically significant oxygen responses for all 21 cells studied (P Ͻ 0.0005, t test). Like hemodynamic responses, the time course of the oxygen response exhibited an initial dip followed by a positive peak (Fig. 1, A and C). The transition from dip to peak was delayed by 1.0 to 2.5 s relative to hemodynamic responses measured with optical imaging and fMRI techniques (6) (7) (8) (9) (10) (11) (12) . A portion of this delay (ϳ0.75 s) can be attributed to the response time of our sensor (21) . The remaining time can be attributed to the high resolution and extravascular nature of our oxygen measurements (23) .
Neural and oxygen responses were recorded for six orientation conditions in the dominant eye. Optimal orientation conditions, which elicited large neural responses, gave rise to the largest initial dips and smallest peaks (Fig. 1A) . The same relationship was observed for ocular dominance measurements (Fig. 1C) . The ocular dominance was estimated with optimally oriented drifting gratings, which were presented separately to each eye. The example cell in Fig. 1 was left eye dominant and exhibited a larger initial dip in response to left eye stimulation than to right eye stimulation (Fig. 1C) . These results suggest two competing mechanisms. First, a dip in the oxygen response begins early, as a result of increased oxygen consumption by activated cells. Second, a peak in the oxygen response begins later, presumably as a result of increased blood flow to the activated area of the cortex. These two mechanisms partially overlap in time, and as a result, each response reduces the size of the other. Furthermore, the two mechanisms operate over 
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www.sciencemag.org SCIENCE VOL 299 14 FEBRUARY 2003 different spatial scales. We observed the difference in spatial scales in the responses to nonoptimal stimuli, which presumably excited only surrounding columns. The relatively distant activation from neighboring columns elicits a robust peak in the oxygen response without a robust dip. Therefore, the effect of oxygen consumption by active cells was localized within a cortical column, whereas the compensatory inflow of oxygen appears to be spread out over multiple columns.
Orientation tuning curves, derived from neural and oxygen responses in Fig. 1A , gave similar estimates of orientation selectivity (Fig.  1B) . The estimates for orientation preference and tuning width differed by 10.6°and 34.0°, respectively. The oxygen tuning curve was inverted because negative changes in the oxygen response corresponded to increases in neural spike rate. Oxygen and neural measurements of ocular dominance, derived from Fig. 1C , exhibited the same relationship (Fig. 1D ). Oxygen measurements of orientation tuning and ocular dominance were calculated from the average oxygen change occurring 5.75 s after stimulus onset. This time gave the best correlation between spike rate and tissue oxygenation for the group data ( fig. S1 ). Although the analysis we present here used 5.75 s exclusively, similar results were obtained using times between 4 and 12 s ( fig. S2) .
A more detailed picture of the predictive relationship between oxygen and neural signals was obtained through correlation analysis ( Fig. 1 , E and F). The contour plot ( Fig.  1E ) shows oxygen response time courses as a function of spike rate for the representative neuron. Red and blue shading represent positive and negative changes, respectively, in tissue oxygenation. Trials with high average spike rates have a large dip and a small peak, whereas those with low average spike rates have a small dip and a large peak. Oxygen responses are significantly correlated with spike rate between 3.25 and 14.0 s after stimulus onset (Fig. 1F ). During this time period, correlation coefficients are significantly below zero (P Ͻ 0.0005), indicating an inverse relationship between spike rate and percent of oxygen change.
We studied 21 cells from four cats using the stimulus protocol and analysis methods described above. Tests on 16 of the 21 cells resulted in oxygen orientation tuning curves well fit by a Gaussian function (r 2 Ͼ 0.75). Of the five cells that did not exhibit orientation tuning in their oxygen responses, three had relatively low neural spike rates. We analyzed these 16 cells further by plotting histograms of the error between neural and oxygen tuning parameters (Fig. 2, A and B) . For the majority of cells, the predictions were accurate to within 15°of their optimal orientation ( Fig. 2A ) and 40°of their tuning width (Fig. 2B) . Oxygen orientation tuning curves tended to be wider than neural orientation tuning curves (Fig. 2B ). This trend was significant (P Ͻ 0.05, t test) and suggests that decreases in tissue oxygenation reflect a population of active cells that have a collective tuning width broader than the tuning width of the individually recorded neuron. The difference between the oxygen responses under right and left eye stimulation showed an inverse relationship when plotted as a function of neural measurements of ocular dominance (r ϭ -0.66) (Fig. 2C ). This indicates a larger negative percentage of oxygen change in the stronger eye as compared to the weaker eye.
Previous functional brain imaging studies have proposed that utilization of the initial dip improves the spatial localization of neural activity (6, 8, 9 
After neural activation (particularly in the cerebral cortex), an increase in blood flow produces an influx of oxygenated hemoglobin. This influx reduces the local concentration of deoxygenated hemoglobin (deoxyhemoglobin). This reduction can be measured by a sophisticated imaging technique called BOLD fMRI (blood oxygen level-dependent functional magnetic resonance imaging). BOLD fMRI is used to pinpoint specific brain areas that are activated when certain tasks are performed (2). However, a paradox of the BOLD response is that the amount of oxygen supplied to activated neural tissue by the increase in blood flow seems far greater than would be required simply to meet the metabolic needs of the tissue.
Optical imaging spectroscopy exploits the fact that oxygenated and deoxygenated hemoglobin have different light absorption spectra (3) (4) (5) . By measuring changes in remitted illumination at different wavelengths, it is possible to determine changes in tissue oxygenation and blood volume. Many experiments have investigated the hemodynamic response (that is, changes in blood volume and oxygenation resulting from increased blood flow) after neural activation. These experiments involved viewing the exposed brain through a small hole in the skull (cranial window) illuminated with light at visible wavelengths. Light of longer (near infrared) wavelengths can be used to "see" through the skull enabling noninvasive measurements to be made. Optical imaging spectroscopy has revealed an early rise in the deoxyhemoglobin concentration of the rat and cat cortex after exposure to various stimuli (3) (4) (5) . This finding suggested that the metabolic demands of activated neurons were being met by an increase in aerobic metabolism. Similarly, subsequent BOLD fMRI studies showed a transient increase in the concentration of deoxyhemoglobin (often referred to as the "initial dip" in the BOLD signal) after stimulation of the visual cortex in humans (6, 7).
The "initial dip" component of the BOLD response has been exploited to delineate areas of the cat visual cortex called ocular dominance columns. (Ocular dominance columns are regions of the visual cortex where neurons show preferential sensitivity to inputs from one eye over the other. Within ocular dominance columns there are orientation columns where neurons at different depths show the same preferential sensitivity to a stimulus at a particular orientation.) Earlier optical imaging studies using a single wavelength of illumination revealed that wavelengths more sensitive to changes in deoxyhemoglobin concentration produced higher resolution spatial maps of cortical architecture (8) .
Recent work (9, 10) provides more evidence for local changes in the oxygen concentration of brain tissue after neural activation. However, no study has related neural activity to changes in tissue oxygenation with the fine spatial resolution that Thompson et al. now report (1) . These authors exploit the columnar organization of neurons with similar orientation sensitivities to a narrow range of stimuli in the cat visual cortex. They demonstrate that local tissue oxygenation is reduced following neural activity, and that neurons do in fact increase their oxygen consumption following activation. First, they implanted combined electrodes measuring oxygen concentration and single-cell neural activity in ocular dominance columns and orientation columns of the cat visual cortex (see the figure) . With this arrangement, the investigators were able to simultaneously measure electrophysiological changes and alterations in tissue oxygenation in response to stimuli of different orientations. An optimal orientation stimulus produced a biphasic time course of changes in local tissue oxygenation, which first decreased and then increased before returning to baseline (see the figure). For
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A Measured Look at Neuronal Oxygen Consumption
John E. W. Mayhew
The author is in the Department of Psychology, University of Sheffield, Sheffield S10 2TP, UK. E-mail: j.e.mayhew@shef.ac.uk When the electrode is positioned in a column optimally sensitive to the orientation of the stimulus grating, the time course of neural activity shows vigorous spiking (E). The corresponding time course of changes in tissue oxygenation (F) shows an initial brief dip followed by a positive overshoot. (G) The initial dip in tissue oxygen content (blue) is due to increased neural activity, whereas the subsequent rise in tissue oxygenation (red) reflects an increase in blood flow. The E and F time courses on the right-hand side depict the response to a grating presented in an orientation orthogonal to the preferred orientation. In this case, there is no neural activity associated with the presentation of the stimulus, and the increase in tissue oxygenation (due to increased blood flow to adjacent columns containing activated neurons) is missing the initial dip.
www.sciencemag.org SCIENCE VOL 299 14 FEBRUARY 2003 stimuli not at an optimal orientation, the neural response decreased and eventually disappeared completely when the stimulus was in an orientation orthogonal to the preferred orientation. Essentially, Thompson et al. reveal that there are two competing processes-the first is a local decrease in tissue oxygenation due to the increased metabolic demand of the activated neurons; the second is a delayed influx of larger amounts of oxygen into tissue comprising both the activated cortical orientation columns and neighboring regions.
The correspondence between increased neural activity and an "early dip" in tissue oxygenation provides strong evidence that activated neurons do indeed, at least in part, satisfy their increased metabolic demand by increased consumption of oxygen. The delayed increase in tissue oxygenation reflects what has been termed "the overwatering of the rose garden" (4)-that is, the area of increased blood flow (hyperemia) is greater than the more localized metabolic effect of neural activity causing it, which results in a "hyperemic overshoot." In this regard, the Thompson et al. work is a powerful and direct confirmation of the interpretation of previous optical imaging spectroscopy and MRI studies (11) .
Perhaps it seems that we are ready to close an important chapter on neuronal metabolism research. The Thompson et al. work, however, reveals that there are still major gaps in our understanding of neuronal metabolism, with important consequences for interpreting BOLD fMRI signals. There is considerable heterogeneity, for example, in the density of brain capillaries and in the distribution of mitochondria responsible for aerobic metabolism, potentially confounding the interpretation of BOLD fMRI signals and preventing the reliable comparison of signals between different brain regions. We need to elucidate the relationship between changes in the intensity and duration of stimulation, the resultant changes in neural activity, and associated changes in metabolic demand. Next, we need to determine how neural activity and metabolic demand affect the magnitude and timing of the hemodynamic response and of BOLD fMRI measurements.
The Thompson et al. work is an important confirmation of a hypothesis about the metabolic activity of activated neurons. Furthermore, their study helps to elucidate the intrinsic signals underlying BOLD fMRI measurements. However, much work remains to be done before we fully understand the relationship between BOLD measurements and the neural interactions underlying them. As a starting point, we could do with an influx of more research funds! S everal critical processes in biology involve dioxygen (O 2 ), and most of these processes are promoted by transition-metal ions. Dioxygen serves, for example, as the electron sink that drives the conversion of electrochemical to chemical energy in our bodies. It is also the oxidant and/or oxygen atom source for the biosynthesis of important biomolecules, including DNA, serotonin, fatty acids, and steroids, and for the breakdown of drugs and other foreign substances in our livers. Reports on pages 1039 and 1037 of this issue (1, 2) shed light on some of the intermediates that may be involved in reactions promoted by nonheme iron enzymes.
Dioxygen oxidations are thermodynamically favored (they release energy), but are slow in the absence of a catalyst. Mechanistic pathways in metalloenzymes (enzymes that rely on transition metals for their catalytic activity) are determined by the electronic and geometric properties of the metal ion and by the surrounding protein environment. The electronic properties of the metal ion are tuned by the coordinated ligands (atoms or molecules bound to the metal) and are subtly altered by hydrogen-bonding interactions with the protein or interactions with nearby metal ions.
For example, replacing the histidine ligand in hemoglobin with a cysteine and placing the iron ion and its coordinated ligands in a slightly less polar protein environment in cytochrome P450 changes the system from a dioxygen carrier to one that activates O 2 and catalyzes the oxidation of unactivated hydrocarbons. If the porphyrin ligand in cytochrome P450 is replaced with four histidines and the metal ion placed closer to the protein surface in superoxide reductase (8, 9) , the enzyme no longer activates O 2 ; rather, it reduces superoxide (O 2 -, a dangerous cellular toxin) to H 2 O 2 .
A lot of what we know about the intermediates involved in dioxygen activation comes from studies of heme iron enzymes (those that contain iron in a porphyrin cavity). Examples include horseradish peroxidase and cytochrome P450 (10-12) and their synthetic analogs (13) . (Synthetic analogs mimic just the metal ion and its coordination environment, providing greater molecular-level detail because the molecules are smaller.) The conjugated porphyrin ligand governs the pathways by which O 2 is activated. It makes low-spin states-an electronic arrangement in which most or all electrons on the metal ion are paired-accessible and stabilizes highly oxidized iron intermediates.
The ligand environment in mononuclear nonheme iron enzymes, such as isopenicillin N synthase (4) and naphthalene dioxygenase, usually consists of a 2-His-1-carboxylate triad (14) . The geometry is more flexible than that of heme iron enzymes, allowing for a more diverse chemistry. Low-spin states are less accessible in nonheme iron enzymes, and the formation of two accessible (labile or vacant) sites adjacent to one another is possible. These structural and electronic differences open up reaction pathways that are unavailable to heme iron (3) (4) (5) (6) (7) . However, in general, the more reactive an intermediate, the more difficult it is to observe. Surgery and Anesthesia: Four mature cats were used in this experiment. Anesthesia was induced with thiopental sodium intravenously, and maintained at an appropriate rate during recording, determined fo r each animal (generally ~2.0 [mg . kg -1 . hr -1 ]). A tracheostomy was performed and cats were artificially ventilated (25% O 2 / 75% NO 2 ) through a tracheal tube at a rate adjusted to maintain expired CO 2 between 4 -5%. Stroke volume was set such that the intratracheal pressure was 7-9 mmHg. Temperature was maintained at 38°C. A craniotomy was performed over area 17 and the dura resected. A combined oxygen/action potential sensor (see below) was inserted along the medial bank of the post lateral gyrus (Brodmann's area 17). After the anesthetic level was stabilized at a constant rate of thiopental sodium, the cat was paralyzed with an intravenous infusion of pancuronium bromide (0.2 [mg . kg 1 . hr -1 ]) to prevent eye movements. The pupils were dilated and nic titating membranes retracted using drops of 1% atropine sulfate and 2.5% phenylephrine hydrochloride. Contact lenses with 3mm artificial pupils covered the corneas. EEG, ECG, heart rate, temperature, end-tidal CO 2 , and intratracheal pressure, were all mo nitored throughout the experiment. All procedures complied with the National Institutes of Health Guide for the Care and Use of Laboratory Animals and were approved by the Animal Care and Use Committee at the University of California Berkeley.
Visual Stimuli and Neural Recording: Individual neurons were discriminated by the temporal shape of their extracellular potentials. Preliminary tests were performed on each neuron to identify the optimal orientation, spatial frequency, receptive field size, and dominant eye. Visual stimuli were drifting sinusoidal gratings (50% contrast, 2.0 Hz temporal frequency, 4 s duration) presented on a gray background (23 cd/m 2 ), monoptically, at optimal spatial frequency. Orientation selectivity conditions consisted of gratings presented monoptically to the dominant eye. Stimulus size and position were chosen to maximize the neuron's spike response, while six different stimulus orientations were chosen to cover the full range of the cell's orientation tuning curve. For ocular dominance determinations, we used large-field gratings (25°), presented at optimal orientation. All conditions were randomly interleaved. The inter-stimulus interval (34 -48 sec.) was varied throughout each run to avoid synchronization with oscillations in the oxygen signal. For each cell, 8 separate conditions (6 for orientation selectivity and 2 for ocular dominance) were repeated between 32 and 88 times. A full set of measurements takes between 3 and 8 hours per neuron depending on the size of the oxygen oscillations.
Combined Oxygen / Action Potential Sensor:
Unisense A/S, Denmark (www.unisense.com), developed the combined sensor in cooperation with the authors. Both oxygen and action potential sensors are enclosed within a double barrel glass micropipette. A high impedance picoammeter (Unisense A/S) is used for sensing the small currents generated by the oxygen sensor. The tip of the combined sensor is 30µm ameter. The oxygen sensor has a sensitivity of 3.8 picoamps/kPa in 0.9% sodium chloride, and sensitivity to temperature of 1% per °C. The response time of the sensor causes a delay of approximately 0.75 seconds between the actual and measured oxygen response. The times reported in this study include this delay.
Microelectrodes have previously been used to measure changes in brain tissue oxygenation in response to a variety of induced physiological states, including electrical simulation of the cortex (1). Additionally, a few studies have exa mined oxygen responses to sensory stimulation. Both positive changes (2,3) and negative changes (4, 5) in tissue oxygenation have been reported. Apparently, simultaneous recordings of neural activity and tissue oxygenation during sensory stimulation have been made in only one previous study. The main finding was a decrease in tissue oxygenation following presentation of a simple visual stimulus (bullfrog optic tectum) (5) . Although past studies have made simultaneous recordings of neural activity and tis sue oxygenation using the same electrode (6-9), the dual electrode design used in this study allows for increased sensitivity to neurons by placing the action potential electrode outside of the oxygen permeable membrane.
Data Analysis: Preprocessing of the oxygen signal consists of 3 steps. First, slow variations in the baseline tissue oxygenation are removed by subtracting, from each trial, the mean oxygen signal prior to stimulus onset (10-second duration). Next, multiple repetitions from the same stimulus condition are averaged together. Finally, individual responses are normalized by the mean oxygen level across all trials and reported in units of percent signal change. No attempt was made to measure oxygen tension in absolute terms.
Averaging over multiple trials was required due to the presence of physiologically based oscillations (~0.1 Hz) in the local oxygen signal. Such oscillations have been observed in a large number of studies with a variety of techniques, and are considered part of normal physiology (10) (11) .
Spike responses for each trial are quantified as the average spike rate across the 4-second stimulus duration, minus the spontaneous rate for that trial. Orientation tuning curves are fit to a Gaussian function using non-linear least squares fitting. We quantify ocular dominance with the ocular dominance index (ODI), defined by the following equation: ODI = (RE -LE) / (RE + LE) RE and LE refer to the average spike rate response of the neuron to an optimal stimulus in the right or left eye, respectively.
Supporting Text:
Group Correlation Analysis:
Significant negative correlations between neural and oxygen responses were observed for 14 of the 21 cells studied (p < 0.0005). The 7 cells that did not exhibit significant negative correlations tended to have low neural responses. No cells exhibited significant positive correlations. A contour plot of the normalized group data (Fig. S1A) summarizes the relationship between neural activity and oxygen responses for these 14 cells. Before inclusion in the group data, oxygen and neural responses were normalized by the maximum response for each cell. The relationship between spike rate and tissue oxygenation for the group data (Fig. S1 ) was similar to that of the representative neuron in Fig. 1 . Significant correlations for the group data begin 1.75 seconds after stimulus onset (p < 0.0005) (Fig. S1B) . The maximum correlation (r = -0.26) occurred 5.75 seconds after stimulus onset. (Fig. S1 ) A group summary of the 14 cells having significant correlations between their neural and oxygen responses (p < 0.0005). The correlation analysis is the same as in (Fig. 1, E and F) . All oxygen and neural responses are normalized within each cell before being included in the group analysis. The line above the contour plot depicts stimulus onset and duration, while the arrow indicates the maximum correlation time (5.75 sec.).
Orientation Tuning Parameters:
The results presented in Fig. 2 are based on the percent oxygen change occurring 5.75 seconds after stimulus onset. Similar results are obtained over a broad range of response times. Fig. S2 A and B show the difference between neural and oxygen orientation tuning curves as a function of response time. The average difference in optimal orientation is under 10 degrees between 4 and 12 seconds after stimulus onset (Fig. S2A) . The average difference in tuning width remains stable between 5 and 10 seconds after stimulus onset (Fig. S2B ). Fig. S2C shows the percent variance explained (r 2 ) by fitting the oxygen tuning curves to Gaussian functions. Notice that this value remains above 80% between 3 and 12 seconds after stimulus onset. 
