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We study the semilinear equation 2u+a(x)u=b(x)u_ (_>1) on a complete
Riemannian manifold. We determine conditions on the coefficients that guarantee
existence and nonexistence of positive solutions. A very general uniqueness result is
also established. Our main results are valid without explicit curvature assumptions,
and appear to be new even in Rm.  1998 Academic Press
1. INTRODUCTION
In what follows (M, g) shall always denote a connected, non-compact,
complete Riemannian manifold of dimension m. Unless otherwise specified,
it will be assumed that m3. We fix a point p # M and denote by r(x) the
distance function from the point p.
The object of our investigation is the semilinear elliptic differential equa-
tion
2u+a(x)u&b(x)u_=0 _>1, (1.1)
where a(x) and b(x) are (at least) continuous functions on M. We aim to
determine conditions on the coefficients, sharp with respect to the geometry
of (M, g), that guarantee existence, respectively non-existence, of positive
solutions of (1.1).
Our motivations come from various applications and the analytical
techniques developed below are strongly influenced by a geometrical point
of view. We list below a sample of the result we presently obtain. We
concentrate on the non-compact Yamabe problem: given the Riemannian
manifold (M, g) and a function K(x) # C(M), when can we conformally
deform g to a (possibly non-complete) metric g~ with scalar curvature K(x)?
The geometric problem is equivalent to the existence of a positive
everywhere defined solution of an equation of the form (1.1), the scalar
curvature equation (see, e.g., [Kz]): Indeed, setting g~ =u4(m&2)g, u>0,
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and denoting with s(x) the scalar curvature of g, the functions s(x) and
K(x) are related by
2u&
m&2
4(m&1)
s(x)u+
m&2
4(m&1)
K(x) u(m+2)(m&2)=0 (1.2)
where 2 is the LaplaceBeltrami operator with respect to g.
Theorem 1.1. Assume that p is a pole of (M, g) and let s(x) denote its
scalar curvature. Assume also that for some constants A, B>0 and +<1
Ricci(M, g)&(m&1) B2 on M,
s(x) &
A
r(x)+
for r(x)>>1.
Furthermore, suppose that
*L1 (M)<0 (1.3)
with L=2&(m&2) s(x)4(m&1). Let K(x) # C (M) be such that
(i) K(x)<0 on M;
(ii) K(x)&Cr(x)2&+ for r(x)>>1
and some constant C>0. Then g can be pointwise conformally deformed to
a complete metric g~ of scalar curvature K(x).
Theorem 1.1 is a particular case of Theorem 2.6 below. The above
simplified version allows a direct comparison with [RRV2], Theorem 0.1.
We recall that *L1 (M) is defined as inf0 *
L
1 (0) where the infimum is taken
over all relatively compact domains 0 in M, and *L1 (0) denotes the first
eigenvalue of the Dirichlet problem for L on 0. It is well known that the
sign of *L1 (M) is a conformal invariant. The request that it be negative
plays a prominent role among the assumptions of the theorem, and its con-
formal invariance shows that this request is somewhat natural. Further, as
shown in Lemma 3.1 below, we also see that in some circumstances it
becomes necessary.
Assumption (1.3) is satisfied, for instance, if (M, g) has finite volume and
|
M
s(x) dVg<0;
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or, more generally, when (M, g) is parabolic (i.e., it does not support
positive superhamonic functions), provided we strengthen the assumption
on s(x) to
(i) s(x)0 on M and (ii) s(x)0. (1.4)
To see this suppose the contrary. According to [FCS] or [MP], there
exists a positive solution . on M of
2.=
m&2
4(m&1)
s(x).0.
Parabolicity and the consequent constancy of . contradicts (1.4)(ii).
We stress that (1.3) is a very powerful assumption. This can be
appreciated by looking at Theorem 2.1 below which guarantees the exist-
ence of a positive minimal solution u of (1.1) only assuming that *L1 (M)<0
with L=2+a(x), and b(x)>0.
A consequence of this and of the previous observation is the following
result.
Proposition 1.2. Let (M, g) be a Riemannian manifold (it is not
assumed that p is a pole), let s(x) be its scalar curvature, and assume that
(1.4)(i) and (ii) are satisfied. Let K(x) # C(M) be any function with
K(x)<0 on M,
and suppose (M, g) parabolic. Then the metric g can be pointwise confor-
mally deformed to a (possibly non-complete) metric g~ with scalar curvature
K(x).
We recall that, according to a result of Karp, [Ka], (M, g) is parabolic
if it has moderate volume growth, in the sense that, denoting by BR the
geodesic ball [x # M : r(x)<R], we have
lim sup
R  +
vol(BR)
R2G(R)
<+ (1.5)
for some positive, increasing function G(R) satisfying
1
RG(R)
 L1(+).
It is worth to emphasize that monotonicity of G(R) is a technical but essen-
tial requirement for Karp’s proof to work. Suppose now that
lim sup
R  +
vol(BR)
RF(R)
<+ (1.6)
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for some constant C>0 and a function F which satisfies the conditions
imposed on the function G above except for the monotonicity. Although
(1.6) is closely related to (1.5), it is not obvious that it implies parabolicity
without further assumptions.
However, (1.6) and (1.4) together are enough to show in a non-trivial
way (see Proposition 3.7) that *L1 (M)<0. It follows that parabolicity may
be replaced by (1.6) in Proposition 1.2.
Further results and comments are reported in Section 2.
As for non-existence we have:
Theorem 1.3. Let _>1 and let a(x), b(x) # Co(M) satisfy
b(x)>0 on M,
(1.7)
a(x)C1b(x) for r(x)>>1
with a constant C1>0. Given +>0, let L =2+((1++)24+) a(x), and
suppose that
*L1 (M)0.
Then, the differential inequality
2u+a(x)u&b(x)u_0 (1.8)
has no positive bounded solution u satisfying
(i) a(x) u1++ # L1(M)
(1.9)
(ii) |
BR
u1++C2R log R for R>>1
and some constant C2>0.
The discussion in Section 2 below shows that Theorem 1.3 is sharp in its
generality.
As an application, or more precisely, as an application of Theorem 3.5,
we have
Corollary 1.4. Let s(x) be the scalar curvature of (M, g). Assume
Ricci(M, g)&(m&1) B2
for some B>0 and
*L1 (M)0 (1.10)
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with L =2&(m&1) s(x)4m. Let K(x) # C(M) satisfy
K(x)0 on M
(1.11)
K(x)&Cr(x)2(m&1)+# e2Br(x) for r(x)>>1,
and some positive constants C and #. Then the metric g cannot be pointwise
conformally deformed to a metric g~ of scalar curvature K(x).
We remark that assumption (1.10) is essential as shown by Theorem 2.1.
The hypothesis is formulated in terms of the operator L instead of the more
natural conformal Laplacian L=2&(m&2)4(m&1) s(x). Our choice
allows to obtain a sharper result. If we had stated the theorem in terms of
L, condition (1.11) would have been replaced by the stronger requirement
K(x)&Cr(x)2(m&2)+# e2((m&1)(m&2)) Br(x) r(x)>>1.
Note that in hyperbolic space Hm (1.10) holds with equality, and condition
(1.11) is sharp for non existence (see [RRV1], Theorem 1.2 and Remark
3.1). The above result compares also with Corollary B of [BR]. However,
what makes the present statement particularly interesting, is that the main
geometrical assumption is a lower bound on the Ricci curvature while
Corollary B of [BR] depends on the much stronger requirement of an
upper bound on the sectional curvature.
Further non-existence results, related to the completeness of the deformed
metric g~ , can be found in [RRV2].
Theorem 4.1 below gives a sufficient condition for two positive solutions
of (1.1) to coincide. A detailed discussion follows the proof. Here we
content ourselves with mentioning the next geometrical consequence.
We begin recalling some notation. Let (N, h) be a second Riemannian
manifold. Given a conformal diffeomorphism
.: (M, g)  (N, h)
we can write the pull-back metric in the form
.*h=u4(m&2)g
(recall that m3) for some positive function u # C(M). In this context u
is usually called the conformality factor (sometimes also referred to as the
stretching factor) of .. Clearly . is an isometry if and only if u#1.
The conformal diffeomorphism . is said to preserve the scalar curvature
if the scalar curvature of .*h coincides with that of g. Obviously this is a
necessary condition for . to be an isometry.
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Theorem 1.5. Let s(x) be the scalar curvature of (M, g). Assume
s(x)0 and s(x)0 on M.
Let .: (M, g)  (N, h) be a conformal diffeomorphism preserving the scalar
curvature and such that its conformality factor u satisfies
|
BR
[u(x)&1]2CR log R for R>>1 (1.12)
where C>0 is a constant. Then . is an isometry.
We explicitly stress that no assumptions are made either on the sectional
curvature of (M, g) or on the Ricci tensor. Further comments and observa-
tions are found in Section 4.
We are grateful to the referee for bringing to our attention a recent paper
by P. Li, L-F. Tam, and D. G. Yang [LTY] who obtain results related to
those established here using a somewhat similar approach.
The paper is organised as follows: Section 2. Existence results; Section3.
Nonexistence results; Section 4. Uniqueness of solutions; Section 5.
Appendix.
The three main sections are essentially independent; each begins with
some introductory considerations pointing out the way to the reader.
We use the variable constants convention and denote with the letter C
possibly with subscripts a constant whose actual value varies from place to
place.
2. EXISTENCE RESULTS
We recall that a positive solution u of the equation
2u+a(x)u&b(x)u_=0, _>1, (2.1)
is said to be minimal if any other solution u~ satisfies u(x)u~ (x) on M.
Clearly, if a minimal solution exists it is necessarily unique.
Our first result establishes the existence of a minimal solution of (2.1)
under fairly general conditions.
Theorem 2.1. Let a(x) and b(x) be smooth functions on M. Assume that
b(x)>0 and that, having set L=2+a(x), we have
*L1 (M)<0. (2.2)
Then (2.1) has a minimal solution.
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The idea of the proof is to use the monotone iteration scheme ([Sa]) to
find, for each sufficiently large relatively compact domain 0 with smooth
boundary 0, a positive solution u of the Dirichlet problem
{2u+a(x)u&b(x)u
_=0
u=0
on 0
on 0.
(2.3)
Next we take an exhaustion 0n (n0) of M consisting of relatively com-
pact domains with smooth boundary with 0 n//0n+1 (for instance we
may take an increasing sequence of geodesic balls, if M has a pole, and use
the balls relative to the Gaffney regularised distance, [G], otherwise), and
we show that as n   the corresponding sequence un converges to the
required minimal solution.
For this it is crucial to prove that the sequence un is monotonic. Since
assumption (2.2) prevents the use of the maximum principle, we need to
use a less direct argument, whose key ingredient is the following uniqueness
result.
Lemma 2.2. Let 0 be as above, and assume that a(x) and b(x) are
continuous functions on 0 , with b(x)0 and b(x)0 on 0. If u and v are
positive solutions of (2.3) then u#v.
Proof. Given =>0, let W= be the vector field defined on 0 by the
formula
W= (v2&u2) { log \v+=u+=+ .
Integrating over 0 and applying the divergence theorem yield
|
0
div W= 0. (2.4)
A computation shows that
div W= 2g \v {v&u {u, {vv+=&
{u
u+=+
+(v2&u2) \ 2vv+=&
2u
u+=
&
|{v|2
(v+=)2
+
|{u| 2
(u+=)2+
Taking into account that u and v are solutions of (2.3), after some
manipulations, we rewrite the right hand side in the form
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b(x)(v2&u2) \ v
_
v+=
&
u_
u+=+&a(x)(v2&u2) \
v
v+=
&
u
u+=+
+ } v(u+=) {u&{v }
2
+ } u(v+=) {v&{u }
2
&
=2
(v+=)2
|{v|2&
=2
(u+=)2
|{u| 2,
whence, inserting in (2.4) and rearranging, we obtain
|
0 }
v
u+=
{u&{v }
2
+ } uv+= {v&{u }
2
=|
0
a(x)(v2&u2) \ vv+=&
u
u+=+
&|
0
b(x)(v2&u2) \ v
_
v+=
&
u_
u+=+
+|
0 _
=2
(u+=)2
|{u| 2+
=2
(v+=)2
|{v|2&
Now let = tend to zero. Applying Fatou’s lemma to the left hand side, and
noting that by dominated convergence the right hand side converges to
&|
0
b(x)(v2&u2)(v_&1&u_&1),
we obtain
|
0 }
v
u
{u&{v }
2
+ } uv {v&{u }
2
&|
0
b(x)(v2&u2)(v_&1&u_&1)0.
The first inequality implies that |{v&v {uu|=0 on 0 so that u=Av for
some positive constant A. Substituting into the second inequality yields
(1&A2)(1&A_&1) |
0
b(x) v_+10,
and since v>0, b0 and b0 on 0 this forces A=1. K
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Proof of Theorem 2.6. We fix a relatively compact open domain with
smooth boundary 00 large enough to have *L1 (00)<0, and let , a corre-
sponding normalised eigenfunction. If #>0 is sufficiently small, then
|
00
|{,|2&a(x) ,2+#b(x) ,2=*L1 (00)+# |
00
b(x) ,2<0,
showing that
*L1 (00)<0
where we have set L =2+a(x)&#b(x). Let  be a positive eigenfunction
corresponding to *L1 . Then  satisfies
{2+a(x)#b(x)#0
on 00
on 00 .
If we choose +#1(_&1)(sup00 )
&1, then the function v& defined by
v&=+ satisfies
{2v&+a(x) v&b(x) v
_
&
v&#0
on 00
on 00 .
Next, we let v+=A. The assumption that b(x)>0 implies that, for A suf-
ficiently large, v+>v& and
{2v++a(x) v+b(x) v
_
+
v+#A>0
on 00
on 00 .
Applying the Monotone Iteration Scheme, [Sa], we deduce the existence
of a positive solution u0 # C2(00) of the boundary problem (2.3) relative to
00 .
Now let 01#00 . By domain monotonicity, *L1 (01)*L1 (00)<0, so the
argument described above produces a strictly positive C2 solution u1>0 of
the boundary value problem (2.3) relative to 01 .
We claim that u0u1 on 00 .
Indeed, on the one hand, since u1 is a solution of (2.1) on 00 which is
strictly positive on 0 0 , it is a supersolution of (2.3). On the other hand, if
v& is as in (2.5), and 0<$1 is sufficiently small, then the function
v~ =$v& is a subsolution of (2.3) satisfying v~ u1 . Therefore there exists a
solution u # C2(00) of (2.3) which satisfies
v~ u u1 on 00 .
It follows from Lemma 2.2 that u #u0 on 00 , as required to prove the
claim.
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The proof now follows familiar lines: Let [0i]+i=0 be an increasing
exhaustion of M by relatively compact domains with smooth boundary
0i . The procedure described above produces a sequence of functions
[ui] # C2(0i) which solve the boundary problem
{2ui+a(x) u i&b(x) u
_
i =0 u i>0
u i #0
on 0i
on 0i ,
and satisfy uiu i+1 on 0i . It follows from Proposition 4.1 and Remark 4.3
of [RRV2], that if ik+1, then [ui] is uniformly bounded on 0 k , and
therefore converges to a solution u of (2.1).
The argument used to prove the monotonicity of the sequence [ui]
shows that if u~ is any other solution of (2.1), then
u~ ui on 0 i \i0.
Thus u~ u, and u is the required positive minimal solution of (2.1). K
As the proof abundantly shows, the key hypothesis of the theorem is
(2.2). It may be interesting to note that the second assumption, namely the
strict positivity of b(x), is not entirely independent of (2.2). Indeed, if equa-
tion (2.1) has a positive solution u and (2.2) holds, then b(x) cannot be
everywhere nonpositive.
The argument is standard, but we reproduce it here for the sake of
completeness.
Indeed, let *L1 (M)<0, so that, by strict domain monotonicity *
L
1 (0)<0
for a suitably large relatively compact domain 0 with smooth boundary.
Let u be a strictly positive solution of (2.1) and assume by contradiction
that b(x)0 on 0. Then u satisfies the differential inequality
2u+a(x)u0 on 0.
To reach a contradiction, take a smooth function v compactly supported in
0, v0, and consider the vector field v2{(log u). By the divergence
theorem
0=|
0
div(v2{ log u)|
0
2
v
u
g({v, {u)&
v2
u2
|{u| 2&a(x) v2,
whence, rearranging,
|
0
|{v|2&a(x) v2|
0
|{v|2&2
v
u
g({v, {u)+
v2
u2
|{u|2
=|
0 }{v&
v
u
{u}
2
0.
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Thus *L1 (0)0 by the variational characterisation of the first Dirichlet
eigenvalue.
Since *21 (M) is nonnegative, it is also clear that the assumption
*L1 (M)<0 forces some positivity of a(x).
As mentioned in the Introduction, assumption (2.2) is in many respects
quite natural. In the next proposition we use an idea already appeared in
[RRS] to give a sufficient condition for (2.2) to hold. We note that the
condition on the Laplacian of the distance function in the statement of the
proposition follows via the Laplacian comparison theorem from suitable
lower bounds for the Ricci curvature (see, e.g., Proposition 5.1 below).
Proposition 2.3. Assume that the differential inequality
2r(m&1)
h$(r)
h(r)
holds (weakly) on M, where h is a smooth function on R such that h$(0)=1,
h(0)=0 and h>0 on (0, +). Let a(x) be continuous on M, and set
L=2+a(x). Denoting by a (r) the radialisation of a(x), defined by
a (r)=
1
vol(Br) |Br a(x),
assume that
a (r)0 on [0, +).
If for some positive :0 the solution of the initial value problem
{:"+(m&1)
h$
h
:$+a(r) :=0 on [0+)
(2.6)
:(0)=:0 :$(0)=0
has a zero, then
*L1 (M)<0.
Proof. We follow the argument in [RRS]. Let R0>0 be the first zero
of :, and set
v(x)=:(r(x)).
The function v is Lipschitz continuous and positive on BR0 , and vanishes
on BR0 , and it is therefore admissible for the variational characterisation
of *L1 (BR0).
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Since a (r) is nonnegative and : is positive on [0, R0), :$ is there non-
positive. Using the inequality satisfied by 2r we deduce that the differential
inequality
2v+a (r(x))v0
holds weakly on BR0 . Further, since v is radial, integrating in geodesic
polar coordinates shows that
|
BR0
a(x) v2=|
BR0
a (r(x)) v2.
and therefore
|
BR0
|{v| 2&a(x) v2=|
BR0
|{v|2&a (r(x)) v2
=|
BR0
v(&2v&a (r(x))v)0.
We conclude that *L1 (BR0)0, and the required conclusion follows from
the strict domain monotonicity of *L1 . K
Proposition 2.3 will be used below in this section and in Section 3.
We remark that, without further assumptions on the coefficients of (2.1),
it is not possible to determine the asymptotic behaviour of the solution
constructed in Theorem 2.1
Indeed, let (M, g) be Rm with its standard Euclidean metric, m3, and
let a(x)=a( |x| )=A( |x|2+1).
We claim that if A>(m&2)24 then *L1 (M)<0.
According to Proposition 2.3, it suffices to show that every solution of
(2.6) has a zero. The change of variables t=(m&2) rm&2 and #(t)=
t:(r(t)) shows that :(r) is a solution of (2.6) if and only if #(t) solves
#"+
A
(m&2)2
t&2
r2(t)
1+r2(t)
#=0
The claim now follows from the HilleNehari oscillation principle (see
[Sw]).
Now let *>0 and define
u*(x)=(1+|x|2)&*.
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It is immediately verified that u* is a positive solution on Rm of the equa-
tion
2u+
A
1+|x|2
u=bA, *(x) u_,
where
bA, *(x)=(1+|x|2)*(_&1)&1 {4*(*+1) |x|
2
1+|x|2
+(A&2*m)= .
Hence bA, *(x)>0 on Rm provided A>2*m. Obviously,
u*(x)t |x|&2* as x  +.
Especially in view of geometrical applications, it would be interesting to
obtain an asymptotic lower bound for the minimal solution of equation
(2.1) obtained in Theorem 2.6. As noted above this requires imposing
suitable further conditions on the coefficients of (2.1). Unfortunately we
have been unable to derive a priori estimates which would hold in par-
ticular for the minimal solution. In this respect note however that, since
(2.1) may have infinite different solutions which tend to zero at infinity
(see Section 3), it is possible that there exist solutions satisfying a lower
bound which do not hold for the minimal solution.
In the next theorem we show that under rather mild conditions on the
coefficients of the equation, (2.1) has a solution which satisfies a lower
bound determined by the lower bound on the curvature of the manifold.
Theorem 2.4. Let (M, g) be a complete manifold of dimension m3,
and denote as usual by r(x) the distance function of x from a fixed point p.
Assume that
Ricci(M, g)&(m&1) G(r),
where G(r) is a positive smooth even function on R. Let h be the solution of
the initial value problem
{h"=G(t)hh(0)=0 h$(0)=1,
so that by the Laplacian comparison theorem
2r(m&1)
h$
h
. (2.7)
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Denote by 2 the Laplacian of Rm with the metric g~ =dr2+h2(r) d%2, and let
A>0 be such that
*L1 (R
m)<0 (2.8)
where L =2 +A.
Finally, let a(x) and b(x) be smooth functions on M such that
a(x)A and b(x)>0 on M
and
b(x)C[h(r(x))](m&2)(_&1), C>0, for r(x)>>1.
Then (2.1) has a smooth positive solution u(x) such that
u(x)C |
+
r(x)
1
h(t)m&1
dt (2.9)
holds for some positive constant C and sufficiently large r(x).
Observe that since G(r)0, by an easy comparison argument h(t)t,
and therefore h&m+1(t) is integrable at infinity.
Proof. We note that the assumptions of Theorem 2.1 hold, and the
existence of a positive minimal solution is guaranteed. The point of the
theorem is to show that there exists a solution satisfying (2.9), and the key
step of the proof is to produce a subsolution satisfying the required bound.
Our hypothesis on b(x) implies that there exists a positive constant D
such that
b(x)
A
D_&1
[1+h(r(x))2] (_&1)(m&2)2 on M.
Set
b (t)=
A
D_&1
[1+h(t)2] (m&2)(_&1)2.
We claim that the ODE problem
{;"+(m&1)
h$
h
;$+A;&b (t) ;_=0
(2.10)
;$(0)=0
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has a positive smooth solution ; with ;$(t)0 for every t>0, and satisfying
;(t)C |
+
t
1
h(s)m&1
ds (2.11)
for some positive constant C and every sufficiently large t.
Postponing the proof of the claim, we observe that if we set
u&(x)=;(r(x)),
then the inequalities ;$0 and 2r(m&1) h$h imply that u& is a positive
subsolution of (2.1) satisfying the bound (2.9). The proof now proceeds as
in Proposition 2.1 of [AMcO], and we only outline it here.
Fix T>0, and consider the geodesic ball BT centered at p. Since _>1,
the assumption b(x)>0 implies that we may choose a sufficiently large
constant u+ such that u&<u+ and u+ is a supersolution of (2.1) on BT .
The monotone iteration scheme [Sa] produces a solution uT # H 1(BT) of
(2.1) satisfying u&uTu+ . Since uT is bounded on BT , standard elliptic
theory shows that uT is C2(BT). Since uT is positive, u_T # C
2(BT), and then,
by the usual bootstrapping argument, we conclude that uT is in C (BT).
Next, let [Ti]+i=1 be a strictly increasing sequence with T1>0, and con-
sider the associated sequence of solutions uTi on BTi . Since b(x)>0, either
by Proposition 1.1 of [AMcO] or by Proposition 4.1 and Remark 4.3 of
[RRV2], it follows that for every k3 there exists a constant Ck such that
uTi (x)Ck on B Tk \ik+1.
Interior elliptic estimates, and the Sobolev embedding theorem now imply
that
&uTi &C 2+:(BTk)C$k \ik+1.
Finally, it follows from the compactness of the embedding C2+:(BTk)
/C2(BTk) that for every k3 there is a subsequence of uTi (ik+1)
which is pointwise convergent on BTk . A diagonal argument then shows
that there is a subsequence of uTk which converges pointwise on M to a
solution u of (2.1). Since each function uTk is bounded from below by the
subsolution u& , so is the solution u, and (2.9) follows.
It remains to prove the claim. The main point is to show that (2.10) has
a solution ; satisfying ;$(t)0 for every t0. Since ;$(0)=0 and satisfies
(2.10), this amounts to showing that
A&b (t) ;_&10. (2.12)
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We will achieve this by adapting the proof of Theorem 2.1 to the present
radial situation. Indeed, solutions of (2.10) correspond to radial solutions
of
L v&b ( |x| ) v_=0 (2.13)
on the model (Rm, g~ ), and (2.13) satisfies the assumptions of Theorem 2.1.
In particular, since *L1 (R
m)<0, the reasoning that led to (2.5) shows that
for every sufficiently large R there exists a positive sub-solution ;& of
(2.10) on [0, R) satisfying ;$&(0)=0 and ;&(R)=0. Moreover, for every
0<$1, $;& is another such subsolution.
Instead of using a suitably large constant as a supersolution of (2.10), as
it was done in Theorem 2.1, we let ;+ be the function defined by
;+(t)=D[1+h2(t)]&(m&2)2.
Then a computation shows that
;"++(m&1)
h$
h
;$+=&(m&2) ;+ {m \ h$1+h2+
2
+G(t)
h2
1+h2=0,
and since
A;+&b (t) ;_+=0
by definition of b , it follows that ;+ is a globally defined supersolution of
(2.10).
Since for $ small enough we have $;&<;+ on [0, R], the monotone
iteration scheme yields a solution ;R of (2.10) on [0, R] satisfying
$;&;;+ . In particular, it follows that
A;&b (t) ;_0 on [0, R].
Now we proceed as in Theorem 2.1 to construct the minimal solution ;.
Since ; is obtained as the pointwise limit of an increasing sequence of func-
tions ;i which are solutions of (2.10) on [0, Ri], and there satisfy (2.12),
we conclude that so does ;. As noted above this implies that ;$(t)0 for
every t0.
To conclude the proof we only need to show that ; satisfies the lower
bound (2.11). Rearranging shows that ; satisfies
(hm&1(t) ;$(t))$=&hm&1(t) z(t),
where we have set
z(t)=[A;&b (t) ;_]0 \t0.
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If z(t)#0, then
;(t)=_ Ab (t)&
1(_&1)
=D[1+h(t)2]&(m&2)2,
and taking into account that h$(t)1, it is not hard to show that the right
hand side satisfies the lower bound (2.11).
We may therefore suppose that there exists to such that z(to)>0.
Integrating (2.14) gives
h(t)m&1 ;$(t)=&|
t
0
hm&1(s) z(s) ds,
so that
h(t)m&1 ;$(t)h(to)m&1 ;$(to)<0 \tto .
Integrating over [t, T] yields
;(T)&;(t)h(to)m&1 ;$(to) |
T
t
h(s)&(m&1) ds,
and the required conclusion follows letting T go to infinity and using the
fact that by construction
;(t);+(t)=D[1+h(t)2]&(m&2)2  0 as t  +. K
If we specify the function G(r) in the statement of the theorem to have
the form G(r)=B2(1+r2):2, &2:0, we may use the estimates for the
function h described in the Appendix, to obtain the following corollary.
Corollary 2.5. Assume that
Ricci(M, g)&(m&1) B2(1+r2):2 &2:0, B>0,
and let a(x) and b(x) be smooth functions on M such that
a(x)A>{
0 if &2:<0
(m&1)2 B2
4
if :=0
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and
0<b(x)C {
[1+r(x)] (m&2)(_&1)[1+- 1+4B2]2 if :=&2
exp {(m&2)(_&1) 2B2+: r1+:2= if :>&2.
Then (2.1) has a smooth positive solution u(x) satisfying
u(x)C {
r(x)1&(m&1)[1+- 1+4B2]2 if :=&2
r(x)&:2 exp {&(m&2)(_&1) 2B2+: r1+:2= if :>&2.
Proof. We have already noted that the conditions on the coefficients
and the expression of the lower bound satisfied by the solution u are
obtained by inserting the explicit lower bound for the function h(t)
obtained in the Appendix (see Proposition 5.1) in the corresponding
inequalities of Theorem 2.4
It only remains to show that our hypotheses guarantee that assumption
(2.8) in the statement of Theorem 2.4 also holds, namely that
*L1 (R
m)<0,
where L =2 +A, and 2 is the Laplacian of the model (Rm, g~ ).
This can be verified applying Proposition 2.3 and the HilleNehari
oscillation principle as done above, but in the case at hand the following
easier argument is available.
If :<0, the asymptotic upper bound (5.5) satisfied by h implies that the
(Rm, g~ ) has subexponential volume growth and therefore that *21 (R
m)=0.
Thus in this case (2.8) holds for every A>0. On the other hand, if :=0
then (Rm, g~ ) is the hyperbolic m dimensional space of constant curvature
&B2, and *21 (R
m)=(m&1) B24. The condition imposed on A ensures that
(2.8) holds also in this case. K
While in Theorem 2.4 we need to impose conditions on the coefficients,
the lower bound we obtain depends only on the lower bound for the Ricci
curvature, and does not reflects the precise behavior of the coefficients. In
the following theorem we use different arguments to show that, under
suitable assumptions, (2.1) has a solution whose asymptotic behaviour is
determined by that of the coefficients a(x) and b(x).
Theorem 2.6. Assume that (M, g) has a pole p, so that, denoting by r(x)
the distance function from p, r2(x) is smooth on M, and that its Ricci
curvature satisfies
Ricci(M, g)&(m&1) B2(1+r2):2 on M,
193YAMABE TYPE EQUATIONS
for some constants B>0 and :&2. Let a(x) and b(x) be in C(M) and
suppose that for some constants #0, +<1&:2 and A1 , A2>0, we have
a(x)A1r(x)&+ for r(x)>>1, (2.15)
and
b(x)>0 on M, b(x)A2r(x)&+&4#(m&2) for r(x)>>1. (2.16)
Finally, given 1<_(m+2)(m&2), let L_=2+((m&2)(_&1)4) a(x)
and assume that
*L_1 (M)<0.
Then equation (2.1) has a positive C solution u on M which satisfies
u(x)A3r(x)4#(m&2)(_&1) (2.17)
for all sufficiently large r(x) and some constant A3>0. The same conclusion
holds if +=1&:2 if we further assume that (2.15) holds with
(m&2)(_&1)
4
A1>{&(m&1) #B$&#(#&1)&(m&1) #B$
if :>&2
if :=&2,
(2.18)
where
B$={B[1+- 1+4B2]2
if :>&2
if :=&2.
Proof. The proof uses again the method of super- and subsolutions.
Proceeding as in the proof of Theorem 2.4 we conclude that it suffices to
find a subsolution of (2.1) satisfying the lower bound (2.17). We divide the
proof into several steps.
Step 1. Reduction to the case where _=(m+2)(m&2).
It suffices to show that there is a positive function v& belonging to
C0(M) & H 1loc(M) which satisfies
L_v&&
(m&2)(_&1)
4
b(x) v (m+2)(m&2)& 0 weakly on M, (2.19)
and
v&(x)Cr(x)# for r(x)>>1. (2.20)
194 BRANDOLINI, RIGOLI, AND SETTI
Indeed, if this holds then a straightforward computation shows that the
function u& defined by
u&=v4(m&2)(_&1)&
satisfies
2u&+a(x) u&&b(x) u_&

(m&2)(_&1)
4 \
(m&2)(_&1)
4
&1+ v (m&2)(_&1)4&2& |{v&|2,
and therefore u& is a subsolution of (2.1) satisfying (2.17).
Step 2. Construction of the subsolution outside a compact set.
Set ;(r)=r#, and let w be a positive smooth function on M such that
w(x)=;(r(x)) if r(x)1.
Clearly w satisfies the lower bound (2.20). We claim that there exist $o>0
and Ro such that for every $$o , the function v^=$w satisfies the differen-
tial inequality (2.19) if r(x)Ro .
Indeed, let B >B$. According to (2.18), if +=1&:2, we may fix B in
such a way that
(m&2)(_&1)
4
A1>{&#(#&1)&(m&1) #B&(m&1) #B
if :=&2
if :>&2.
(2.21)
By the Laplacian comparison theorem (see Proposition 5.1), the assump-
tion on the Ricci curvature implies that there exists Ro such that
2r(x)(m&1) B r:2(x) if r(x)Ro .
Further, we may choose Ro so large that (2.15) and (2.16) hold if
r(x)Ro . Since ;$<0, it follows that if r(x)Ro ,
L_w=2w+
(m&2)(_&1)
4
a(x)w
=;"+2r ;$+
(m&2)(_&1)
4
a(x);
#(#&1) r#&2+(m&1) B #r#&1+:2+
(m&2)(_&1)
4
A1r&++#.
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If +=1&:2, using (2.21) we deduce that the right hand side is bounded
from below by
Cr&++#,
for some positive constant C. Choosing a larger Ro , if necessary, the same
conclusion may be reached when +<1&:2, since then the multiple of
r&++# is the leading term of the right hand side.
To conclude note that, having set
aw=w&(m+2)(m&2)L_w, (2.22)
then
awCr&+&4#(m&2) if r(x)Ro .
Since
a$w=$&4(m&2)aw ,
it follows from (2.16) that, if $ is sufficiently small, then
a$wb(x) for r(x)Ro ,
as required to show that v^=$w solves (2.19) if r(x)Ro ,
Step 3. Construction of a subsolution inside a compact set.
Let w and aw be the functions introduced in Step 2. Consider the con-
formal change of metric
gw=w4(m&2)g.
and use a subscript gw to denote geometrical objects defined with respect
to the metric gw .
We begin by showing that the operator Lw defined by Lw=2gw+aw
satisfies
*Lw1 (M)<0. (2.23)
Indeed, by the transformation law of the LaplaceBeltrami operator under
conformal changes of metric we have
2gw ,=w
&4(m&2) 2,+2g({w, {,) w&(m+2)(m&2),
for every C2 function , on M. A computation then shows that
Lw(w&1,)=w&(m+2)(m&2)L_,. (2.24)
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Let 0/M be a relatively compact domain with smooth boundary 0
such that *=*L_1 (0)<0. By domain monotonicity we may assume that
BRo//0. Let , be a corresponding eigenfunction, so that
{2,+
(m&2)(_&1)
4
a(x) ,=&*,, ,>0 in 0
,=0 on 0.
Applying the divergence theorem, and using the fact that dVgw=
w2m(m&2)dV and (2.24), we have
|
0
[ |{gw(w
&1,)|2&aw(w&1,)2] dVgw=|
0
,L_, dVg
=* |
0
,2 dVg<0,
and (2.23) follows. Note that the above reasoning shows that in fact we
have * =*L_1 (0)*. Let  be a corresponding positive eigenfunction, so
that
{2gw +aw(x) =&*
  >0
=0
in 0
on 0.
Using (2.24), it follows easily that
L_(w)=w(m+2)(m&2)Lw=&* w(m+2)(m&2) in 0.
We claim that if ’>0 is sufficiently small, the function v~ =’w satisfies
(2.19) in 0. Indeed, we have
L_(v~ )=&* ’w(m+2)(m&2)
=&* (’)&4(m&2) v~ (m+2)(m&2),
and therefore (2.19) holds in 0 provided ’ is small enough that
&* sup
0
(m&2)(_&1)
4
b(x)[’]4(m&2).
Step 4. Construction of a weak subsolution v& on M.
With the notation of Steps 2 and 3, fix $ so that
$<min[$o , ’ sup
BRo
],
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and let
01=[x # 0 : ’>$].
Note that BRo//01//0. Finally, let
v&(x)={’(x) w(x)#v~ (x)$w(x)#v^(x)
if x # 01
if x # 0c1.
(2.26)
We claim that v& is the sought after weak solution of (2.19). It is clear that
v& is in Co(M) & H 1loc(M) and satisfies the lower bound (2.20). To
complete the proof that v& is a weak solution of (2.19), let , be a positive
function in C o (M). Denoting by & the outward unit normal to 01 and
applying Green’s second identity we obtain
|
M
v& 2, dVg=|
01
, 2v~ dVg+|
M"0 1
, 2v^ dVg
+|
01
(v~ &v^) g({,, &)&,g({(v~ &v^), &) dAg .
Since, by construction, v~ and v^ satisfy (2.19) respectively in 01 and in
M"0 1 , the first two integrals on the right hand side are bounded from
below by
(m&2)(_&1)
4 |M ,(&a(x) v&+b(x) v
(m+2)(m&2)
& ) dVg .
On the other hand, by the definition of 01 , ’=$ and g({, &)0 on 01
so that the boundary integral is equal to
|
01
(’&$)[wg({,, &)+,g({w, &)]&’,wg({, &) dAg
=&|
01
’,wg({, &) dAg0.
We therefore conclude that
|
M
v& 2,+
(m&2)(_&1)
4
[a(x) v&&b(x) v (m+2)(m&2)& ] , dVg0,
and the claim follows. This completes the proof of the theorem. K
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Under assumptions which essentially cover the case *L1 (M)0, existence
results for the geometric Yamabe equation have been obtained in [RRV2].
The general case will be considered in a forthcoming paper.
3. NON-EXISTENCE RESULTS
The results presented in this section rely heavily on the assumption
*L1 (M)0 (3.1)
for the operator L=2+a(x), or of variants thereof. To illustrate the
strength of such an assumption we begin with a simple but interesting
Lemma 3.1. Let a(x), b(x) # C o(M) and suppose that
(i) b(x)0; (ii) b(x)0. (3.2)
Assume that for some _ # R there exists a positive C2 solution u # L2(M) of
the differential inequality
2u+a(x) u&b(x) u_0. (3.3)
Then *L1 (M)<0.
Proof. We reason by contradiction and assume that (3.1) holds true.
We fix a geodesic ball BR and we consider a smooth cut-off function . such
that 0.1 and
(i) .#1 on BR ; (ii) supp ./BR+1 ; (iii) |{.|2.
(3.4)
Let u be a positive solution of (3.3) and note that according to the varia-
tional characterization of *L1 (BR+1) we have
*L1 (BR+1)
BR+1 [|{(u.)|
2&a(x) .2u2]
BR+1 .
2u2
. (3.5)
Furthermore (3.1) and the monotonicity property of eigenvalues yield
*L1 (BR+1)0. Next we consider the vector field W=u.
2 {u. Using (3.3)
we have
div W&a(x) u2.2+b(x) u_+1.2+|{(u.)| 2&u2 |{.| 2.
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Hence by (3.5), and the divergence theorem
0*L1 (BR+1) |
BR+1
u2.2&|
BR+1
u2 |{.|2+|
BR+1
b(x) u_+1.2.
Rearranging and using (3.2)(i), and (3.4) we obtain
*L1 (BR+1) |
BR
u2+|
BR
b(x) u_+14 |
BR+1"BR
u2.
Now we let R  + and use u # L2(M) to obtain
*L1 (BR+1) |
M
u2+|
M
b(x) u_+10,
which contradicts (3.1) and (3.2)(i) and (ii). K
Theorem 3.2. Let a(x), b(x) # Co(M) and suppose that (M, g) satisfy
Ricci(M, g)&(m&1) B2 (3.6)
for some B>0 and (3.1). Assume that a(x) is bounded above, b(x)0 and
that, for some #>0, _>1
b(x)Cr(x) (_&1)2+# e((_&1)(m&1)2) Br(x) if r(x)>>1, (3.7)
for some positive constant C. Then the differential inequality (3.3) has no
positive solutions.
Proof. Indeed, suppose by contradiction that this is not the case. Let u
be a solution of (3.3). Using (3.7), (3.6) and sup a(x)<+ we apply
Proposition 4.1 of [RRV2] with the choice
(t)=t(_&1)4+#2e(m&1)(_&1) Bt4 t>>1 (3.8)
to obtain
u(x)C(r(x))&2(_&1)Cr&12&#(_&1)e&((m&1)2) Br(x) r(x)>>1
for some positive constant C. Under the assumed lower bound on the Ricci
curvature, the BishopGromov comparison theorem, and the previous
estimate imply that u # L2(M). Now the contradiction follows from Lemma
3.1 and assumption (3.1).
We remark that Theorem 3.2 gives an alternative proof of the weaker
version of Corollary 1.4 of the Introduction.
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To obtain the conclusion of Corollary 1.4 as stated, we need to weaken
the assumption u # L2(M). We begin by proving
Theorem 3.3. Let a(x), b(x) # C o(M) satisfy the following conditions:
(i) a(x)b(x) on M;
(ii) b(x)0; (3.9)
(iii) b(x) has constant sign outside a compact set.
Let +>0 and suppose that
*L+1 (M)0 (3.10)
where L+=2+((++1)24+) a(x). Then the equation
2u+a(x) u&b(x) u_=0, _>1 (3.11)
has no positive C2 solutions u satisfying
(i) a(x) u1++ # L1(M);
(ii) |
BR
u1++cRF(R) for R>>1; (3.12)
(iii) sup
M
u<1
where F is a positive function such that [RF(R)]&1  L1(+).
Proof. The argument is divided into several steps. First we observe
that, by [FCS] or [MP], *L+1 (M)0 implies the existence of a positive
solution . # C2(M) of
2.+
(++1)2
4+
a(x).=0 on M. (3.13)
Next, we assume by contradiction that there exists a positive solution u of
(3.11) satisfying (3.12).
Step 1. There exists a strictly increasing divergent sequence [rk]
such that
lim
k  + |Brk } u
+ u
r }=0.
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Indeed, we apply the divergence theorem to the vector field defined by
W=u+ {u, and use (3.11) to get
|
Br
u+
u
r
&+ |
Br
u+&1 |{u|2=|
Br
[&a(x) u1+++b(x) u_++]. (3.14)
Since a(x)b(x) and u is positive it follows that
|
Br
u+
u
r
&+ |
Br
u+&1 |{u|2 &|
Br
a(x)(u1++&u_++),
Now (3.12)(i) and (iii) show that a(x)(u1++&u_++) is in L1(M) and there-
fore
lim inf
r  + {|Br u
+ u
r
&+ |
Br
u+&1 |{u| 2==B>&. (3.15)
We now claim that u+&1 |{u|2 # L1(M). To see this, let
G(r)=|
Br
u+&1 |{u|2
and assume, by way of contradiction, that G(r)  + as r  +. It
follows from (3.15) that
|
Br
u+
u
r

+
2 |Br u
+&1 |{u|2
for r>R sufficiently large.
By Ho lder inequality
{+2 G(r)=
2
{|Br u
+ u
r=
2
{|Br u
++1={|Br u
+&1 |{u| 2=#(r) G$(r),
where #(r)=[Br u
++1]. We rewrite the last inequality as
G$(r)
G(r)2

+2
4
1
#(r)
and integrate on the interval [R, r] to get
1
G(r)
&
1
G(R)
+
+2
4 |
r
R
1
#(t)
dt0.
202 BRANDOLINI, RIGOLI, AND SETTI
A contradiction is achieved observing that according to (3.12)(ii)
lim
r  + |
r
R
1
#(t)
dt=+,
and the claim is proved.
We may therefore conclude that there exists a sequence rk  + such
that
lim
k  +
rkF(rk) |
Brk
u+&1 |{u| 2=0.
By Ho lder inequality and (3.12)(ii)
{|Brk } u
+ u
r }=
2
{|Brk u
++1={|Brk u
+&1 |{u|2=
{ 1rk F(rk) |Brk u
++1={rkF(rk) |Brk u
+&1 |{u|2=
CrkF(rk) |
Brk
u+&1 |{u|2,
so that
lim
k  + |Brk
u+
u
r
=0.
We remark that the argument used above was suggested by work of
Tertikas, [T].
Step 2. b(x) u_++ # L1(M).
Indeed, from (3.14) it follows that
lim
k  + |Brk
b(x) u_++=&+ |
M
u+&1 |{u| 2+|
M
a(x) u++1.
Since b(x) has constant sign outside a compact set this implies that
b(x) u_++ is in L1(M).
Step 3. We have
lim
r  + |Br _u
+ u
r
&
u++1
.
.
r &=0. (3.16)
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Indeed, we consider the vector field
W=u+ {u&$u++1.&1 {.
where $=4+(++1)2. We apply the divergence theorem and use (3.11),
(3.13) and Step 2 to obtain
|
Br _u
+ u
r
&$
u++1
.
.
r &&+ |Br u
+&1 }{u& 2++1
u
.
{.}
2
=|
Br
b(x) u_++  B # R. (3.17)
Arguing as in Step 1 it is not difficult to show that u+&1 |{u&
(2(++1))(u.) {.|2 is in L1(M) and therefore that there exists a divergent
sequence [rk] such that
lim
k  + |Brk _u
+ u
r
&$
u++1
.
.
r &=0
This, together with (3.17) and the existence of
lim
r  + |Br u
+&1 }{u& 2++1
u
.
{.}
2
# R,
implies (3.16).
Step 4. We put together Steps 1 and 3 to deduce the existence of a
strictly increasing divergent sequence [rk] such that
lim
k  + |Brk
u++1
.
.
r
=0. (3.18)
Step 5. We consider the vector field
W=$
u++1
.
{.&
u+
1&u_&1
{u.
Note that W is well defined because .>0 and sup u<1. Using (3.13),
(3.9)(i), and positivity of u, we compute
div W&+u+&1 }{u& 2++1
u
.
{.}
2
&u++_&2
1+(_&1)+&u_&1
(1&u_&1)2
|{u| 2,
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whence, integrating over Br ,
$ |
Br
u++1
.
.
r
&|
Br
u+
1&u_&1
u
r
++ |
Br
u+&1 }{u& 2++1
u
.
{.}
2
+|
Br
u++_&2
1+(_&1)+&u_&1
(1&u_&1)2
|{u|20.
Taking the limit over the sequence [rk] of Step 4 and using (3.18) we
obtain
+ |
M
u+&1 }{u& 2++1
u
.
{.}
2
+|
M
u++_&2
1+(_&1)+&u_&1
(1&u_&1)2
|{u| 20.
Since _>1 and 0<usup u<1 this implies that u#C1>0, and
.#C2>0. If a(x)0 the latter contradicts (3.13). However, if a(x)#0,
then u#C1>0 and (3.11) contradict b(x)0. K
Remark 3.1. Let +1. A minor modification of the proof of Theorem
3.3 allows us to obtain the non-existence of C2 solutions u of the equation
2u+a(x) u&b(x) |u|_&1u=0
replacing assumption (3.12)(iii) with
sup
M
|u|<1,
the remaining assumptions being unchanged.
Proof of Theorem 1.3. We reason by contradiction and we assume the
existence of a positive bounded solution u of (1.8). Then u satisfies
2u+a(x) u&b (x) u_=0 _>1 (3.19)
for some b (x)>b(x) on M. Since b(x)>0 and b(x)>C1a(x) for r(x) large
enough we can assume a(x)Cb (x) on M. Let
Amax {supM u,
C1(_&1)
2
, 1=
and define
v(x)=
1
2A
u(x)>0.
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Clearly, 0<v(x) 12 and, by (3.19)
2v+a(x) v&b (x) v_=0 on M (3.20)
with b (x)=(2A)_&1 b (x). The choice of A implies a(x)b (x) on M. Thus
all assumptions of Theorem 3.3 are satisfied. Contradiction. K
Remark 3.2. It is clear from the above reasoning that the same conclu-
sion holds relaxing b(x)>0 on M to
b(x)0 on M, b(x)0
but assuming
a(x)b(x) on M.
As a consequence of Theorem 1.3 we have
Theorem 3.4. Let a(x), b(x) be continuous functions on M and suppose
that (M, g) satisfies
Ricci(M, g)&(m&1) B2 (3.21)
for some B>0 and
*L+1 (M)0 (3.22)
where L+=2+((++1)24+) a(x), for some +>0. Assume that a(x) is
bounded above, b(x)>0 on M and that for some #>0, _>1
b(x)Cr(x) (_&1)(1++)+# e((m&1)(_&1)(1++)) Br(x) r(x)>>1 (3.23)
and some constant C>0. Then the differential inequality
2u+a(x) u&b(x) u_0 (3.24)
has no positive solutions.
Proof. The proof is similar to that of Theorem 3.2. We apply Proposi-
tion 4.1 of [RRV2] with the choice
(t)=t(_&1)2(1++)+#2e(m&1)(_&1) Bt2(1++)
to obtain an a priori upper bound for solutions of (3.24). Together with the
volume upper estimate implied by the curvature condition, this contradicts
Theorem 1.3. K
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The following result is a somewhat refined version of Theorem 1.3 in
the sense that we weaken the assumption on the positivity of b(x) but we
need to assume that _ is greater than or equal to the critical exponent
(m+2)(m&2).
Theorem 3.5. Let a(x), b(x) # Co(M) satisfy
(i) b(x)0 on M;
(ii) b(x)>0 for r(x)>>1;
(iii) a(x)Cb(x) for r(x)>>1.
Let _m+2m&2, +>0 and assume
*L_, +1 (M)0
with L_, +=2+((m&2)(_&1)(1++)216+) a(x). Then the differential
inequality
2u+a(x) u&b(x) u_0 (3.25)
has no positive bounded solution u on M satisfying
a(x) u(m&2)(_&1)(1++)4 # L1(M) (3.26)
and
|
BR
u(m&2)(_&1)(1++)4CR log R for R>>1 (3.27)
and some constant C>0.
Theorem 3.5 is an immediate consequence of Theorem 1.3 and the
following
Lemma 3.6. Let a(x), b(x) # C o(M) and suppose b(x)>0 for r(x)>>1.
Let _(m+2)(m&2) and let u be a positive solution of (3.25). Then there
exists ===(u)>0 such that, if
b(x)&= on M (3.28)
then there exists b (x) # C o(M) and C>0 such that
b (x)>0 on M ;
(3.29)
b (x)=Cb(x) for r(x)>>1.
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Moreover there exists a positive solution v on M of
2v+
(m&2)(_&1)
4
a(x) v&b (x) v(m+2)(m&2)0 (3.30)
satisfying
v(x)=C1u(x)(m&2)(_&1)4 for r(x)>>1. (3.31)
Proof. Replacing r(x) with the Gaffney’s regularised distance, if
necessary, we may assume that r2(x) is smooth on M. We set .=u(_&1)2
and we consider the metric g~ =.2g. Let  be the solution of the Dirichlet
problem
{2g~ =$0
on BR+2
on BR+2.
(3.32)
where R is chosen so that b(x)>0 whenever r(x)>R and $ is a positive
constant. We define
;(x)=‘(x) (x)+;o>0 on M
where ;o is a sufficiently large constant that we shall specify later, and
‘: M  [0, 1] is a smooth cut-off function such that
‘(x)#1 on BR ;
‘(x)#0 on M"BR+1 .
Finally we define
v=.(m&2)2;.
Using the transformation law of the LaplaceBeltrami operator
2g~ w=.&2 2gw+(m&2) .&3g({w, {.) \w # C 2,
the definitions of v and . and (3.25), a routine but tedious computation
yields
2g v+#a(x) vv(m+2)(m&2)[;&(m+2)(m&2)[2g~ ;+#b(x) ;]]
+#(#&1) ;u# |{ log u| 2g ,
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where we have set for ease of notation, #=(m&2)(_&1)4. Observe that
the choice _(m+2)(m&2) implies #1. Having set
b (x)=;&(m+2)(m&2)[2g~ ;+#b(x) ;]
we immediately get (3.30) while (3.31) follows from the definition of ;. We
need to verify (3.29). Observe that the definition of ; and our choice of ‘
imply
b (x)=Cb(x) on M"BR+1
for some constant C>0. Furthermore, since
inf
BR+2"BR
b(x)>0
we can choose ;o sufficiently large so that
2g~ ;+#b(x) ;>0 on BR+2"BR .
Finally (3.32), (3.28) and the definition of ; imply that
2g~ ;+#b(x) ;>0 on BR
provided
(m&2)(_&1)
4
(&&+;o) =<$
(note that ===(u)). This shows b (x)>0 on R. K
Proof of Corollary 1.4). We apply Theorem 3.5 with the choice _=
(m+2)(m&2), +=m(m&2) and
a(x)=&
m&2
4(m&1)
s(x), b(x)=&
m&2
4(m&1)
K(x).
Thus, we only need to verify that under the assumptions of Corollary 1.4
a(x)Cb(x) when r(x) is large, and that, if a positive solution of (3.25)
existed, then it would be bounded and satisfy (3.26) and (3.27). Now the
assumption on the Ricci curvature gives
sup
M
a(x)
m&2
4
mB2
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while (1.11) implies b(x)>0 on M"BR for R sufficiently large. This shows
that a(x)Cb(x) on M"BR . As for (3.26) and (3.27), the required
estimates can be checked in a way similar to that used in the proof of
Theorem 3.2 (and of Theorem 3.4). K
We observe that using Theorem 3.5 we can give a version of Theorem 3.4
when b(x)0 on M and _(m+2)(m&2). We omit the details.
Proposition 3.7. Given the manifold (M, g), assume that
vol(BR)CRF(R) for R>>1 (3.33)
for some constant C>0 and a positive function F(t) such that (tF(t))&1 is
not integrable at infinity. Let a(x) # C o(M) satisfy
a(x)0 on M;
a(x)0.
Then
*L1 (M)<0
with L=2+a(x).
Proof. We suppose, for the moment, that a(x) # L1(M, g). We fix _>1
and we observe that u#1 is a positive solution of
2u+a(x) u&a(x) u_=0 on M.
We set b(x)=2_&1a(x)a(x) on M. Then v# 12 is a solution of
2v+a(x) v&b(x) v_=0 on M.
Because of (3.33), v satisfies condition (3.12)(ii), as well as all the remaining
conditions of Theorem 3.3 with the exception of (3.1). To avoid a con-
tradiction the latter must be violated, i.e., *L1 (M)<0, as required.
To deal with the general case let xo # M be such that a(xo)>0. Fix
BT (xo) for some T>0 and let : M  [0, 1] be a compactly supported
cut-off function such that #1 on BT (xo). Define a~ (x)=(x) a(x) and
L =2+a~ (x). Then, from what we have already proved
*L1 (M)<0.
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We choose a relatively compact domain with smooth boundary 0, large
enough that *L1 (0)<0 and we let .>0 be the corresponding eigenfunc-
tion. Thus, from Rayleigh characterization of *L1 (0) we have
*L1 (0)
0 |{.|2&a(x) .2
0 .2

0 |{.|2&a~ (x) .2
0 .2
=*L1 (0)
and *L1 (M)<0 follows. K
We now comment on the assumptions of Theorem 3.3 or of Theorem 1.3.
We consider the case +=1.
(a) Suppose a(x)0, a(x)0. Let u be any function on (M, g) for
which (3.12)(ii) holds true. Then (3.1), with L=2+a(x) implies
lim inf
r(x)  +
u(x)=0.
Indeed, otherwise (3.33) is satisfied and Proposition 3.7 contradicts (3.1).
(b) It is very likely that (3.1), (3.12)(i), (ii) imply that a positive
solution of (3.11) be bounded above at least in case a(x)0. However, we
have not been able to prove this under these general assumptions.
(c) We show that assumption (3.12)(ii) cannot be avoided (for
instance in Theorem 1.3). Indeed, we consider Rm with its canonical flat
metric. We let b(x)=b( |x| )>0 on Rm satisfy
tb(t) # L1(+).
We fix A>0. A well known procedure due to Naito, [N], (see [CN]
Proposition 2.1 or [BRS] Step 1 in Theorem 3.8) gives (and here we need
the condition m3) a positive solution ;A of the problem
{;"+
m&1
r
;$&b(x) ;_=0, _>1 on [0, +)
;$(0)=0
with the further property that ;A(r)  A as r  +. Furthermore, note
that ;$A0 on [0, +). Then u(x)=;A( |x| ) satisfies
2u&b(x) u_=0.
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Choosing A<1 all assumptions of Theorem 1.3 (or of Theorem 3.1) are
satisfied except (1.9)(ii) (or (3.12)(ii)). Indeed, for R sufficiently large
|
BR
u2 12 A
2Rm&1.
(d) We now show that the assumption *L1 (M)0 is needed for
Theorem 1.3 to hold. Assume that the manifold (M, g) satisfies
Ricci(M, g)0. (3.34)
We choose a(x) # C(M) such that
(i) a(x)0 on M
(ii) a(x)
A
r(x)2
on M"BRo for some Ro>0
and A>(m&2)24. We apply Proposition 2.3 and Hille’s oscillation
criterion to deduce that
*L1 (M)<0
with L=2+a(x). Next, we choose b(x) # C(M) such that
(i) b(x)>0 on M
(3.35)(ii) b(x)Cr(x)&2+(m&2+=)(_&1)2 for r(x)>>1
for some constants C>0, =>0, _>1. Then according to Theorem 2.1
there exists a positive minimal solution u of
2u+a(x) u&b(x) u_=0 on M.
Next, assumptions (3.35)(ii) and (3.34) enable us to apply Proposition 4.1
of [RRV2] with :=2 and
(t)=t(m&2)(_&1)4+#2 for t>>1
to deduce
u(x)Cr(x)&(m&2)2&#(_&1) for r(x)>>1
Thus, (1.9)(i), (ii) are immediately verified once we note that (3.34) and the
Bishop comparison theorem imply
vol(BR)CRm&1
for some constant C>0.
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4. A UNIQUENESS RESULT
With a simple application of the maximum principle it may be showed
that if u and v are positive solutions of
2u&b(x) u_=0 _>1, (4.1)
such that
u(x)&v(x)  0 as r(x)  +, (4.2)
then they coincide. This was first observed by Cheng and Ni [CN] when
(M, g) is Euclidean space, and it carries over to the general case verbatim.
This might suggest that two positive solutions u and v of (1.1) coincide
if they have the ‘‘same’’ behaviour at infinity (for instance u and v both
tend to the same finite limit). The following example shows that a simple
limit condition like (4.2) is not sufficient to conclude.
Let B be the unit ball in Euclidean space Rm, and, for a>1, define
;a(r)=
1
m(m&2) a2
(a2&r2)&(m&2)2 r # [0, 1), m3.
Then ;a satisfies
{
;a"+
m&1
r
;$a=; (m+2)(m&2)a
;a(0)=
1
m(m&2) am
r # [0, 1)
;$a(0)=0.
so that ;( |x| ) is a family of positive radial solution of (4.1) with b(x)#1,
_=(m+2)(m&2). Operating the change of variable
r(t)=
t
(1+tm&2)1(m&2)
we obtain a solution :a(t)=;a(r(t)) of
{
:a"+
m&1
t
:$a=b (t) : (m+2)(m&2)a
:a(0)=
1
m(m&2) am
t # [0, +)
:$a(0)=0.
with
b (t)=(1+tm&2)&2(m&1)(m&2).
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Thus :a gives rise to a family of positive radial solutions ua(x) of
2ua&(1+|x| m&2)&2(m&1)(m&2) u (m+2)(m&2)a =0 on R
m
lim
|x|  +
ua(x)=
1
m(m&2) a2
(a2&1)&(m&2)2.
It is clear that two solutions ua1 and ua2 of the family coincide if and only
if
lim
|x|  +
ua1= lim|x|  +
ua2
(that is, a1=a2). Note that the geometrical meaning of our solutions ua is
obvious: Rm can be conformally deformed to a complete Riemannian
manifold of negative scalar curvature sufficiently close to zero. Thus, in this
case, uniqueness is expressed by (4.2).
However, we may consider the same family of solutions on hyperbolic
space Hm of constant negative curvature &1, by identifying it with Rm
with the metric ds2=dr2+sinh2 r d%2. In this case the situation changes
completely. Indeed, let
#a(t)=;a \tanh t2+_
2
1&tanh2 t2&
&(m&2)2
.
Then
{
#a"+(m&1) coth t#$a+
m(m&2)
4
#a=# (m+2)(m&2)a on [0, +)
#$a(0)=0 #a(0)=
1
2 (m&2)2m(m&2) am
and
wa(x)=
1
m(m&2) a2 \a2&tanh2
r(x)
2 +
&(m&2)2
_2 cosh2 r(x)2 &
&(m&2)2
with r(x)=|x|=distHm(x, 0), is a family of positive solution of
2wa+
m(m&2)
4
wa&w (m+2)(m&2)a =0 on H
m.
We observe that
wa(x)t
2&(m&2)2
m(m&2) a2
(a2&1)&(m&2)2 e&(m&2)2 r(x) as r(x)  +.
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Thus, wa(x)  0 as r(x)  + independently of a # R. The next theorem
gives a condition for two solutions of (1.1) to coincide. The condition is
expressed in integral form, but, using upper bounds on the volume growth
of the manifold, it is easy to rephrase it in pointwise terms.
Theorem 4.1. Let a(x), b(x) # Co(M) and assume that
(i) b(x)0 on M;
(ii) b(x)0 on M.
Let u, v # C2(M) be positive solutions of the equation
2u+a(x) u&b(x) u_=0 _>1 (4.3)
and suppose that
|
BR
(u&v)2CRF(R) (4.4)
for large R and some positive function F(t) such that (tF(t))&1 is not
integrable at infinity. Then u#v on M.
Proof. The argument is similar to that of Lemma 2.2. We consider the
vector field
W=(v2&u2) { log \vu+ .
Applying the divergence theorem, using (4.3) and rearranging, we obtain
|
BR
g(W, {r)&|
BR }{u&
u
v
{v}
2
&|
BR }{v&
v
u
{u}
2
=|
BR
b(x)(v2&u2)(v_&1&u_&1) (4.5)
We note that the RHS is nonnegative and non-decreasing as a function of
R. It follows that the LHS tends to a positive limit B (B+) as
R  +. Next note that, by Schwarz’s inequality,
| g(W, {r)||v&u| |v+u| }{vv &
{u
u }
|v&u| \}{v&vu {u}+ }{u&
u
v
{v}+
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and therefore
\|BR g(W, {r)+
2
2 \|BR (v&u)
2+
_\|BR _}{v&
v
u
{u}
2
+ }{u&uv {v}
2
&+ .
Arguing as in Step 1 in the proof of Theorem 3.3, it is easy to show that
}{v&vu {u}
2
+ }{u&uv {v}
2
# L1(M).
Because of the assumption made on F, it follows that there exists an
increasing sequence rk such that
lim
k
rk F(rk) |
Brk
}{v&vu {u}
2
+ }{u&uv {v}
2
=0,
and then, using (4.4), we conclude that
lim
k |Brk
g(W, {r)=0.
Next, we evaluate (4.5) along the sequence [rk] and let k  + to obtain
|
M
b(x)(v2&u2)(v_&1&u_&1)
+|
M _}{v&
v
u
{u}
2
+ }{u&uv {v}
2
&=0.
We now proceed as at the end of Lemma 2.2 to achieve the required
conclusion. K
Despite its generality, the conclusion of Theorem 4.1 is quite sharp. For
instance, consider the case of Euclidean space. Let a(x) and b(x) be non-
negative continuous functions satisfying
a(x)=
(m&2)2
4
|x|&2
|x|>>1.
b(x)=
|x| (m&2)(_&1)2
(log |x| )_+1 (log log |x| )(log log log |x| )2
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It was proved in [BRS], that the equation
2u+a(x) u&b(x) u_=0
has a family of positive solutions u: (:>0) satisfying
u:(0)=: and u:(x)t |x|&(m&2)2 log |x| as |x|  +.
If :1{:2 , then u:1 and u:2 are distinct solutions for which
|
BR
[u:1&u:2]
2CR(log R)2,
so that condition (4.4) barely fails to be met.
As a consequence of the theorem we have
Proof of Theorem 1.5. Let u>0 be the conformality factor of the
conformal diffeomorphism .: (M, g)  (N, h) (here m=dim M3). Since
. preserves the scalar curvature u satisfies
2gu&
m&2
4(m&1)
s(x) u+
m&2
4(m&1)
s(x) u(m+2)(m&2)=0 on M.
Since v#1 is also a solution, Condition (1.12) and Theorem 4.1 imply
u#1, that is . is an isometry. K
Assume that the scalar curvature of (M, g) is nonpositive and not identi-
cally zero.
Corollary 4.2. Assume that the scalar curvature of (M, g) is
nonpositive and not identically zero. Let .: (M, g)  (M, g), m3 be a
conformal diffeomorphism preserving the scalar curvature whose conformality
factor satisfies
|
BR
[u(x)&1]2CR log R for R>>1
and some constant C>0. Then . is an isometry.
In the complete case, a first result in this direction was obtained by Yau
[Y1] under the assumption that the sectional curvature is bounded from
below. A sharp result, valid when a suitable lower bound for the Ricci
curvature holds, was established in [RRV3]. As already mentioned in the
Introduction an important point, for instance in Corollary 4.2 or Theorem
1.5, is that no assumption has been made either on the sectional curvature
or on the Ricci tensor of (M, g).
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5. APPENDIX
Let (M, g) be a complete Riemannian manifold of dimension m, and
assume that the (radial) Ricci curvature of M satisfies
Ricci(M, g)&(m&1) G(r(x))
in the quadratic form sense, where r(x) denotes the distance function from
a fixed point p, and G is a smooth even function on R. If h is the solution
of the initial value problem
{h"&G(r) h=0h(0)=0 h$(0)=1, (5.1)
it follows from the Laplacian comparison theorem [GW] that
2r(m&1)
h$
h
holds pointwise within the cut locus of p ([GW]), and therefore, as noted
by Yau ([Y2]), weakly on M.
In this section we prove some upper and lower estimates satisfied by h$h
and by h when G has the form G(r)=B2(1+r2):2 for some constants B>0
and :&2
We begin with upper bounds.
Proposition 5.1. Assume h is a solution of
{h"&B
2(1+r2):2 h=0
h(0)=0 h$(0)=1,
(5.2)
where B>0 and :&2. Set
B$={
B if :>&2
(5.3)
1+- 1+4B2
2
if :=&2.
Then
h$
h
(r)B$r:2(1+o(1)) as r  +. (5.4)
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Moreover there exists a constant C such that when r>1
h(r)C {
exp \ 2B$2+: (1+r)1+:2+ if :0
r&:4 exp \ 2B$2+: r1+:2+ if &2<:<0 (5.5)
rB$ if :=&2
Proof. It is easily seen that if  is a positive function in C1([0, +))
such that (0)=0 and
"&B2(1+r2):2 0,
then
$


h$
h
on [0, +).
Indeed, the function $h&h$ is continuous on [0, +), vanishes in r=0,
and
($h&h$)$="h&h"0.
It follows that $h&h$0 and dividing through by h one gets the
required estimate.
We note that, if in addition $(0)=1, then we may also conclude that
h(r)(r) on [0, +).
The case where :0 was already treated in [RRS]. It is a simple matter
to check that the function  defined by
(r)=B&1 sinh \ 2B2+: [(1+r)1+:2&1]+
satisfies "B2(1+r2):2, (0)=0 and $(0)=1. The estimates (5.4)
and (5.5) follow at once.
Next assume that &2<:<0. Denoting by I& the modified Bessel func-
tion of order &, it may be verified that the function defined by
(r)=r12I1(2+:) \ 2B2+: r1+:2+ ,
is a positive C1 solution on [0, +) of the (singular) differential equation
"=B2r:
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satisfying (0)=0 ([L], page 106). Since r:(1+r2):2, the argument
above shows that h$h$. Using the recurrence relation
I&= 12 (I&+1+I&&1)
and the asymptotic representation
I&(r)=
er
- 2?r
(1+o(1)) as r  +
([L], p. 110, 123, respectively), it is not hard to show that
$

(r)=Br:2&
:
4
r&1+O(r&2&:2) as r  +.
and (5.4) follows. Since we also have $(0)=C where C=C:, B is a positive
constant depending on : and B, we have hC&1 and (5.5) is again a
consequence of the asymptotic representation of I& .
Finally, if :=&2, we consider the function defined by
(r)=r;.
A simple computation shows that
"B2(1+r2)&1
holds provided ;=[1+- 1+4B2]2, showing that (5.4) holds. The
validity of (5.5) is then established integrating h$h over [1, r]. K
Next we consider lower bounds. To illustrate the method, assume that
h"=G(r) h and that G(r) is nonincreasing. Then
h"(r)=G(r) h(r)G(R) h(r) \r # [0, R].
Thus, the comparison argument used in the proof of Proposition 5.1
applied to the function ,(r)=G(R)&12 sinh(G(R)12 r) implies that
h$
h
(r)G(R)12 tanh(G(R)12 r).
Suppose now that G(r) has the form G(r)=B2(1+r2):2. The condition
that G(r) be decreasing requires that we restrict ourselves to the case where
&2:0.
The case where :=0 is trivial since then G(r) is constant, and we have
the equality h(r)=B&1 sinh(Br).
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If &2<:<0, the argument above shows that
h$
h
B(1+r2):4Br:4 _1+:4 r&2& r>>1,
where the last inequality follows expanding the function (1+r&2):4.
Integrating over [R, r], R>>1, we obtain
h(r)h(R) exp \B |
r
R
s:4[1+:(4s2)]+ ds
C exp \ 2B2+: r1+:2+ .
Finally, if :=&2, we consider the function ,(r)=(1+r)B$, with B$ as in
(5.3). Then
,"
,
(r)=
B$(B$&1)
(1+r)2

B2
1+r2
.
Thus (h$,&h,$)$ (r)>0, r>0, and since (h$,&h,$)(0)=1, we conclude
that
h$
h
(r)B$(1+r)&1,
and then integrating
h(r)C(1+r)B$.
The above considerations prove the following
Proposition 5.2. Let h be the solution of (5.2) with &2:0, and let
B$ be defined as in (5.3). Then
h$
h
(r)B$r:2(1+o(1)) as r  +, (5.6)
and there exists a constant C such that when r>1
h(r)C {exp \
2B$
2+:
r1+:2+ if &2<:0 (5.7)
rB$ if :=&2.
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