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Chapter 1
Introduction
Over the last few decades, the growth of computational sciences and accessibility to computa-
tional resources have helped to make major advances in most of the scientific, engineering and
business challenges. However, there are other problems where an efficient solution has not been
found yet and they remain too complex to being solved using the standard computers.
An approach to face these problems is to focus in their ability to be parallelized and thus
giving us the opportunity to distribute the workload among different compute cores. Usually,
such programs run in massive parallel processing systems which are called High-Performance
Computing (HPC) systems. An efficient HPC system requires a high-bandwidth and low-latency
network to connect multiple processors. Nowadays, these computers can have hundreds of thou-
sands of processors and can handle computations at more than 10 Petaflop/s [1].
Unfortunately, all this computational resources do not come free of expenses. The programs
executed in HPC systems tend to consume big quantities of power and time in order to be
executed. This means that they can cost lots of money for the organization interested in the
execution of the program and a negative impact in the environment caused by the high energy
consumption.
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For this reason, the performance analysis tools get a relevant role in order to optimize
such programs. Performance analysis help application developers in the train of identifying and
characterizing the inefficiencies that caused a poor performance.
However, analysing the performance issues of large-scale applications is becoming a difficult
and costly task due to the huge amount of data gathered by the instrumentation software in
long execution times. Nevertheless, not only the size of such data is a problem, processing all
this information in an acceptable time is also a trouble for the performance analysis tools.
1.1 Problem statement and objectives
Recent work on scalable communication tracing [19] [20] has proposed methods to compress
performance data and reduce the size of the instrumentation while preserving as much relevant
information as possible. One of these techniques is to summarize parts of the application gath-
ered data which represents a big amount of size in a short period of time. This summarization
can be composed of any statistically relevant information about the execution, for example the
number of communications or the time spent in those communications.
We can find an example of this approach in Extrae, the instrumentation tool of the BSC
performance Suite. Specifying a threshold, it is able to produce a set of aggregated statistic
(called Bursts) to summarize the communication and compute times which do not exceed the
threshold. We will talk about this gathered data indinstinctly as summarized traces, burst traces
or aggregated statistics, in contrast to the detailed traces, which contain all the information
without any compression.
However, currently the data gathered from applications in burst does not give the possibility
to study its impact and performance in different architectures, and this limits their analysis
power. In the BSC-Tools suite, this prediction is performed by the Dimemas simulator tool.
The objective of this project is to provide mechanisms to give Dimemas the ability to work
with the summarized traces, so that a developer who has chosen to get summarized information
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from an application could have the possibility to analyse the architectural impact on it. Solving
this issue presents a tradeoff, we want to maintain the summarization as short as possible in
order to preserve the reduced size of the tracefile, and at the same time, we want this process
to be as fast and scalable as possible.
1.2 Solving Methodology
To fullfill these requirements we propose a translation from the summarized phases of a trace to a
synthetic reconstruction of them. These new communications must maintain the main behaviour
and extrapolability of the real applications. With this approach, we expect that the different
Dimemas predictions done on the reconstructed traces will give us the same functionality that
the ones done using the detailed data traces.
As we can see in figure 1.1, these new communications will be reconstructed in a step before
the translation from the Paraver traces to the Dimemas traces. Therefore, we are modifying the
Paraver tracefile removing its bursts events and replacing them with concrete communications.
Then this traces will be translated to Dimemas using the regular prv2dim translator. Finally,
some modifications in the Dimemas trace or the Dimemas application itself may be introduced in
case that final adjustments have to be done. (A detailed description about the full performance
analysis process and the traces it manages will be given in chapter 3.2).
All our project is done over the communication concepts defined by the message passing
abstraction, which Dimemas is able to interpret. Message passing usually differentiates between
two kinds of communications whose features differs a lot from one to another. Those com-
munications are Collective Communications and Point to Point Communications. While the
differences between them are quite important, we need to create a completely different method
for rebuilding each of them. We also have to think about a combined method for the case that
a summarization contain both.
This means that we need to design and evaluate three different methods to recover the
behaviour of each of the possible summarizations we may find.
9
Figure 1.1: Proposed modifications to create synthetic communications.
For each of them we are going to:
• Evaluate the given summarized statistics and analyze whether this information is enough
to build a set of synthetic communications to replace the summarization events and recover
the behaviour.
• Explore which indirect information we can deduce from the summarizations and the times-
tamps we have available in the summarized tracefile.
• Design the method to rebuild a specific set of communications.
• Evaluate the proposed method with the data gathered from some simple benchmarking
applications where we can easily spot what is predicting / extrapolating properly and
what are the communication features which it does not manage to get the behaviour.
• Repeat the process from the first step since the obtained solution fits the desired accuracy
and extrapolability needs.
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1.3 Project organization
This project aims to investigate a new approach to the given problem, consequently, we perform
many experiments to different applications and evaluate how each proposed method performs
and which are their difficulties or failures in the further simulation with Dimemas. For this
reason, we prefer to present individual results for each of the proposed and analysed methods
using simple benchmarking applications. However, we also want to have an idea of how are they
performing in real applications that may run at BSC, to have a wider vision of the results of
our project. This will be done in a later chapter.
Therefore, the remainder of this report is organized as follows:
• In chapter 2, we describe which are the prominent compression methods that are cur-
rently studied and developed by other universities/centers. Also how they compare to the
summarization mechanism used in our case.
• In chapter 3, we describe the execution environment which we have used to run our
benchmarking applications in order to get the needed data to validate our methods. We
also describe which validations are applied to those data and which are the results we are
going to look as important features we want to maximize or improve.
• In chapter 4, 5 and 6, we describe our proposed methods and algorithm to reconstruct
synthetic communication from the summarized parts of data gathered in the execution of
the applications. Section 4 deals with summarizations of phases where there are only Col-
lective Communication primitives. Section 5 deals with summarizations of phases where
there are only Point to Point Communication primitives. Finally, section 6, propose a
combined method to deal with both kind of communications together. For each section,
we show the impact of applying such models in some benchmarking applications through
experimental results.
• In chapter 7, we conclude this paper with the opinions about the results of the designed
methods and the grade of accomplishment of the objectives. We also suggest which may
be the future changes to apply in the reconstructing methods in order to improve the
accuracy of the final simulations and predictions.
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Chapter 2
Related work
In this chapter we describe which are the prominent compression methods for event traces that
are currently studied and developed by other universities/centers. And how they compare to
the summarization mechanism used in our case. We also compare these techniques with the
summarization mechanism presented in this project.
2.1 Tracing compression techniques
When we want to reduce the size of our traces the first and most obvious choice that we may
think about is to apply a well-known compression techniques of lossless storage such as zip [10]
or other algorithms based on Huffman codes [9]. Many of the available performance analysis
tools use those techniques as an optional compression. For example Paraver is able to work with
traces compressed with gzip (using zip algorithm).
Although this kind of compression manages to get very small trace files, it fails to be scalable
in terms of analysis time. The use of standard compression algorithms imply a compression
when the instrumentation is done, and what is still worst, a decompression each time the trace
is analysed. This become infeasible when the gathered data growth over a few hundreds of
megabytes because it significantly slows the analysis tool.
12
By contrast, there are another set of compression techniques which try to reduce the size
of the resulting tracefile without affecting its readability, so that, they can be processed by the
analysis tool without the need of a previous decompression step.
There are two main categories of this readability friendly compression techniques, they are
lossless and lossy algorithms. Lossless compression algorithms are the ones which allows the
exact original data to be reconstructed from the compressed data. Otherwise, lossy compression
reduce the original data, but they try to preserve the relevant information on it. This sometime
include modifications of the data itself.
When applying compression to performance traces the lossless techniques basically try to
find duplicates in the trace. The first step use to be to remove the contiguous redundancies due
to loops and/or recursion. These programming structures take a leading part on most of the
applications which runs on supercomputers. Generally, the number of occurrences is stored to
reconstruct the original trace. This step can be followed by the representation of the trace as
a labeled tree and the detection of the non-contiguous redundancies, this problem is known as
the Common Subexpression Problem [15] and can be solved in linear time.
• The MPI Trace Format (MTF) [17] [18] presents a methodology very similar at the one ex-
plained above. To avoid non-contiguous redundancies in the trace, they have implemented
a variant of Valiente’s algorithm [11] to transform a call tree into an ordered Directed
Acyclic Graphs (DAG) where similar subtrees are represented only once.
• Scalatrace [20] [21] uses a similar method for compressing the contiguous MPI events
in loops or multiple loops. They define Regular Section Descriptors (RSDs) and Power-
RSDs (PRSDs). RSDs are used to describe sections with repeated MPI calls together
with the number of repetitions, for instance RDS1: < 100,MPI Send,MPI Recv > de-
notes a loop with 100 iterations alternating send/receive calls. PRSDs have the same
structure but they can also contain other section descriptor, for instance PRDS1:<
1000, RDS1,MPI Barrier > denotes 1000 invocations of the RSD1 loop, each one fol-
lowed by a Barrier. Then, they store the average time values of the repetitions. They can
also store histograms for higher precision. Finally, Scalatrace also uses other intra-node
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and inter-node compression mechanisms, like representing all the structures in a Radix
tree.
Regarding the lossy trace compression algorithms, they tend to summarize (represent the
main points of a document while removing the details), generally through aggregate statistics or
histograms. When applying this technique there are two relevant questions to consider. Which
is the size of the summary and which content appears on it?
• mpiP [19] is an example of a lightweight profiler which obtain only aggregate statistics
about the analysed MPI applications. Because it only collects statistical information about
MPI functions, mpiP generates considerably less overhead and much less data than tracing
tools. All the information captured by mpiP is task-local. It only uses communication
during report generation, typically at the end of the experiment, to merge results from all
of the tasks into one output file.
• Extrae, the BSC instrumentation tool, has a specific instrumentation mode called Burst
Mode, where a time threshold is specified. When this is activated, all communication and
computations which do not pass a threshold value are aggregated in a set of statistics
records. When the program arrives in a computation phase longer than the threshold, it
generates a summarization event containing all the aggregated statistics since this point.
This mode substantially reduces the instrumentation time and the resulting trace size.
Also Open Trace Format (OTF) version 1 [16], a widely used tracing format used by many
profilers such as Vampir or TAU, has an event type called Statistical Summary Record. These
events provide an overview of a property in a differential fashion over a whole interval of time.
However, it not replaces the original information, is only there as a hint whether to read all
event or not. So, it does not have compression proposes.
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2.2 Simulating behaviour from compressed traces
Although we can find lots of techniques to reduce the size of the traces, there are not many
works that use them to simulate the execution of the traced program in a different architectural
environment.
One project that has this functionality is Scalatrace with a software called ScalaExtrap
[22]. Its main idea is to identify the relationship between communication parameters and the
characteristics of the communication topology. Their biggest troubles are in identifying the
communication pattern from the communication graph provided by their trace file. It represents
a NP hard problem that they solve by adding some constraints to the problem.
In contrast of ScalaExtrap, which use their structure-preserving trace compression, we obtain
data from a far more lossy compression technique. Therefore, we must recover or speculate about
the communication structure and order, while in ScalaExtrap it is well defined. Nevertheless,
our summarization technique is able to obtain a greater compression rate.
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Chapter 3
Experimental environment and
validation methodology
In this section we describe the execution environment which we have used to run our bench-
marking applications in order to get the needed data to test our methods. We also describe
which test are applied to those data and which are the results we are going to look at.
3.1 Barcelona Supercomputing Center
This project is developed at Barcelona Supercomputing Center - Centro Nacional de Super-
computacio´n (BSC - CNS) [2]. BSC-CNS is a public consortium funded by the Ministry of
Education and Science (Spanish Government), Generalitat de Catalunya (local Catalan Gov-
ernment) and Technical University of Catalonia (UPC). It was officially constituted in April
2005 to investigate, develop and manage information technology in order to facilitate scientific
progress.
At the time this report is written (2013), the Center has the following computational re-
sources:
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• Marenostrum, a cluster with 3,028 compute nodes and a peak performance of 1
Petaflops. Each node contains:
– 16 Intel SandyBridge-EP E5-2670 cores at 2.6 GHz
– 32 GB of Main memory
– Infiniband and Gigabit Ethernet interconnection networks
• Minotauro, a NVIDIA GPU cluster with 128 Bull B505 blades and a peak performance
of 185.78 TFlops, each node contains:
– 2 Intel E5649 (6-Core) processor at 2.53 GHz
– 2 M2090 NVIDIA GPU Cards
– 24 GB of Main memory
• BSC Nord, is a cluster with 256 JS21 blades and a peak performance of 9.42 Tflops.
Each node with the following configuration:
– 4 cpus Powerpc 970MP at 2,3GHz.
– 8 GB RAM per blade.
– Gigabit interconnection network.
All the applications used to get instrumentation data for our tests and optimize our design
methods are retrieved from executions at the Minotauro cluster. The MPI version used is the
Bullxmpi 1.1.11, which is an implementation based on the open-mpi 1.5.4 [4], this library has a
full MPI-2 standards conformance [5].
Nevertheless, the methods and functionalities we design and implement in this project are
architectural and implementation agnostic. Therefore, it is able to work with data which come
from any architecture and any implementation of the MPI-2, as far as they can be traced in a
Paraver file.
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3.2 BSC-Tools Parallel Performance Analysis Suite
THe BSC-Tools (figure 3.1) is a suite of parallel performance analysis tools developed and
maintained by the Performance Tools department of BSC[3]. Its goal is to be easily adaptable
to new platforms, environments or programs, and be able to scale, extend and evolve in the
same way that applications, platforms and programming models do.
Figure 3.1: BSC Tools suite scheme.
As we can see in the figure 3.1, it is composed by three main tools:
• Extrae: The core instrumentation package. It is capable of instrumenting applications
based on MPI, OpenMP, pthreads, CUDA and StarSs using different instrumentation
approaches. The information gathered by Extrae typically includes timestamped events of
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runtime calls, performance counters and source code references. Besides, Extrae provides
its own API to allow the user to manually instrument his or her application.
• Paraver: A very flexible data browser and visualization tool, it give the possibility to
have a qualitative global perception of the application behavior by visual inspection and
then to be able to focus on the detailed quantitative analysis of the problems. It is based
on traces that can be used to analyse any information that is expressed on its input trace
format.
• Dimemas: Simulation tool for the parametric analysis of the behaviour of message-passing
applications on a configurable parallel platform. It is a simple simulator that allows pre-
dicting parallel performance of an application in a machine by giving network and CPU
parameters related to the machine configuration. Although Dimemas works with its own
trace format, it can generate a Paraver tracefile that represents the execution according to
the simulation parameters so the user can compare the results of the simulation between
them or between the original execution.
3.3 Validation methodology
In this section we describe which are the features or statistics that may be useful to look at in
order to evaluate the accuracy of the designed methods. We also present the applications from
where we are going to retrieve data to test.
3.3.1 The testing process
The target of the present project is to extend the extrapolation capabilities offered by Dimemas
to the summarized traces. For this reason, analysing the features or patterns present in the syn-
thetic reconstruction itself is not an interesting characterization of how well we are performing
the task, as far as to check whether the new synthetic communications are created and placed
as they are designed to be.
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What is really relevant to us is whether the resulting tracefile, when processed as an input
of Dimemas, is able to predict the impact of any architectural change. Therefore, we are inter-
ested in replicating the characteristics of the original execution communications that make the
application behave in a concrete manner. So we can recover this extrapolability of the trace.
The design of the validation experiments focus on the comparison between our newly created
tracefile versus one detailed tracefile without any summarization. To compare them, we apply
a set of Dimemas predictions and we look how the execution time varies in both cases.
However, if we compare two different executions with both methods we may get an overall
impression about its performance, but we are limited to explore how has it precisely worked in
low-level details, such as how some concrete communications differ from the detailed trace to
the rebuilt trace.
To solve this problem we have developed a new tool which is able to generate a summarized
paraver tracefile from a detailed one. This gives us the ability to have at the same time, one
detailed and one burst tracefile of the exactly same execution.
In figure 3.2 we can see the addition of this new tool in BSC analysis suite and the path we
are going to use to perform the tests is marked green.
Moreover, it gives us an easy platform to test some changes in the summarization, avoiding
the long process of modifying the Extrae code, install it and the re-execution of our testing
applications.
When we have both trace files ready, we are able to start a set of Dimemas executions
over them. We apply different changes in the architectural specification of Dimemas in order to
compare the resulting behaviour. We are going to change the network bandwidth and latency,
and the CPU factor. In figure 3.3 we see a complete view of the explained testing process.
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Figure 3.2: CEPBA Tools modified suite scheme.
3.3.2 Validation metrics
As noted in the last section we are not only interested in the accuracy of a specific prediction
but in how it evolves when some architectural features of the prediction change. With this in
mind, we have selected the following statistics and graphs in order to visualize and measure the
quality of each designed reconstruction method:
• A line chart presenting the total execution time of a range of simulations. The x axis
represents the value of the architectural parameter we are modifying and the y axis rep-
resents the total time of the execution with those parameters. The chart will contain two
series corresponding to the predicted execution time using as input the Reconstructed
trace (Treconstructed) and the Detailed trace (Tdetailed). Being i a value over a range of
an architectural parameter:
Diffi = Tdetailed − Treconstructed
21
Figure 3.3: Testing process.
• The average difference (AvgDiff) among the reconstructed trace and the detailed one:
This gives us information about how far from the detailed prediction the reconstructed
model is in terms of total execution time when an architectural parameter is increased
over a range of values.
AvgDiff =
1
N
·
N∑
i=0
|Diffi|
where N is the total amount of tested values.
• The standard deviation of the differences (StdDevDiff) between the rebuilt trace and
the detailed one: This gives us information about the stability of that differences over a
range of architectural parameters.
StdDevDiff =
√√√√ 1
N
·
N∑
i=0
(Diffi −AvgDiff)2
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The problem with the above statistics is that they are in absolute measures. This means that
they give proper values to evaluate a method over a concrete application, but they fails to
give us an overall point of view to evaluate if we are performing properly enough. They also
does not manage to give accurate information to compare how a method performs in different
applications, where total times may be very different. For this reason we have computed two
more statistics about the relative error of the Treconstructed time considering Tdetailed time
the correct value.
• Average Relative Error: The average error grade between the simulation time of the re-
covered trace and the detailed one, considering the detailed one as a perfectly correct
simulation.
RelErri =
∣∣∣∣Treconstructed − TdetailedTdetailed
∣∣∣∣
AvgRelErr =
1
N
·
N∑
i=0
RelErri
• Standard Deviation of the Relative Error: Again, we are not only interested in this metric
alone but the behaviour of it over the range of architectural changes.
StdDevRelErr =
√√√√ 1
N
·
N∑
i=0
(RelErri −AvgRelErr)2
Apart of these statistics related to the accuracy and the stability of the simulations we are
also interested in another set of characteristics with relevant importance about the scalability
of the full process, which is one of the summarization objectives. The other things we are going
to look at are:
• Size scalability: It is the size of each tracefile. Both the Paraver trace and the Dimemas
trace when they are Detailed, Summarized and Reconstructed.
• Instrumentation time: It is the time which Extrae needs to gather the information about
the application execution.
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• Translation and prediction time: Time which prv2dim and Dimemas needs to process the
detailed trace and the recovered trace. And also the increment of time derived from our
reconstruction of communications.
3.3.3 Test Applications
We are going to get instrumentation data from a set of different parallel applications. Some of
them are simple benchmarking applications which tend to be very feature-specific, repeating
one kind of MPI communication in a loop. These kind of applications are useful to evaluate
single behaviours of our methods. Other applications will be real applications that could be in
use in the BSC. These applications has a variety of MPI communications and will give us a
realistic point of view of how are our methods performing.
The benchmarks we use are the NAS Parallel Benchmark [7], they are a set of benchmarks
developed and maintained by the NASA Advanced Supercomputing (NAS) Division. [8] The
benchmarks, which are derived from computational fluid dynamics (CFD), were created to
evaluate the performance of highly parallel supercomputers. We are going to use the MPI-based
implementation NPB 3.3.1.
They consist of five parallel kernels and three pseudo applications, from those we mainly
use FT, a discrete 3D fast Fourier Transform with only all-to-all communication, and CG, a
Conjugate Gradient computation with irregular point to point communications.
Each of the benchmarks comes in different sizes:
• Class S: small for quick test purposes.
• Class W: workstation size (a 90’s workstation; now likely too small).
• Classes A, B, C: standard test problems; ∼4X size increase going from one class to the
next.
• Classes D, E, F: large test problems; ∼16X size increase from each of the previous classes.
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We also use some applications to validate the proposed mechanisms such as:
• HydroC, is a module of the Ramses software (An Adaptive Mesh Refinement for self-
gravitating magnetized fluid flows) [12] which implements a second-order unsplit Godunov
solver with various slope limiters and Riemann solvers.
• WeatherResearchForecast [13], is a mesoscale numerical weather prediction system de-
signed to serve both atmospheric research and operational forecasting needs. It features
two dynamical cores, a data assimilation system, and a software architecture allowing for
parallel computation and system extensibility. The model serves a wide range of meteo-
rological applications across scales ranging from meters to thousands of kilometers.
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Chapter 4
Modelling Collective
Communications
4.1 Definition and characteristics of Collective Communications
The Collective communications are those where data is transmitted among two or more processes
in a group specified by an intra-communicator object. A communicator defines the group or
groups of participating processes and provides a context for the operation. Although they allow
a variety of implementations, there is a set of simplifications that they must follow:
• A major simplification is that collective functions come in blocking versions only. (version
2.2, but it may change in newer versions)
• Collective functions do not use a tag argument. Thus, within each intragroup communi-
cation domain, collective calls are matched strictly according to the order of execution.
(version 2.2, but it may change in newer versions to support the addition of new features)
In order to ease the reconstruction, we add a third simplification to the Collective Model.
We will consider that each collective communication implies a synchronization. Despite in some
MPI implementations this statement is true, this is not specified in the MPI standard, con-
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sequently, coding an application relying on this aspect must be avoided. However, collective
communications tend to involve this behaviour, and we will assume it for practical reasons.
All this implications are useful knowledge which contributes to simplify the modelization of
a set of Collective Communications.
4.2 Summarized information
The current summarization of Extrae produces the following statistics related to the Collective
Communications are (illustrated in figure 4.1):
• Number of Collectives in each thread. (event 54000003)
• Number of bytes sent through collectives in each thread. (event 54000004)
• Number of bytes received through collectives in each thread. (event 54000005)
• Elapsed time in MPI in each thread, which will be the elapsed time spent in Collectives
because in this section we analyse them alone. (event 54000006)
Figure 4.1: Example of a Paraver Event trace line containing Collective aggregated statistics.
In figure 4.2 we see a set of Paraver visualizations representing each of the events related to
the collective communication aggregated statistics from NAS FT application, plus a visualiza-
tion of the computation phases exceeding the Burst mode threshold.
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(a) Useful duration
Thread 1:
2650,1880,1590,1220 µs
Other threads:
2750,1890,1600 µs
(b) Number of Collectives
Thread 1:
5,2,1,1,11
Other threads:
5,2,1,12
(c) Bytes Sent through Collectives
Thread 1:
20,65500,65500,65500,327000
Other threads:
0,65500,65500,393000
(d) Bytes received through Collectives
Thread 1:
0,65500,65500,65500,327000
Other threads:
20,65500,65500,393000
(e) MPI Elapsed Time
Thread 1:
140,57300,548,535,2565 ms
Other threads:
519,57300,533,7270 ms
Figure 4.2: Example of Paraver Visualization of the collective aggregated statistics.
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4.3 Deriving more information
Given that we can easily compute the workload of each thread subtracting the time elapsed in
MPI from the total duration of the burst. And from all threads workload differences we could
know the general load-balance/imbalance, the only important deficiency in the summarized
information is related to the micro-load balance.
The time spent in micro-load balance (uLB) [14] is the MPI time consumed in some of
the collectives, not for the difference in the general workload of each thread nor the inherent
transmission time of the collective communication but the distribution of this work in different
collectives for each thread. It is due of some compute which is dependent of a previous collective
communication which needs to finalize to continue their processing no matter that it has already
finished his part.
Therefore, we can split the duration time of the burst in four distinct categories:
Tbursti = Tci + Tx+ TLBi + TµLB
1. Computation time (Tci) : Is the total amount of time spent in computation. It can be
obtained subtracting from the total burst time Tbursti the time spent in MPI in each
thread Tmpii, given by the summarization. For each thread i:
Tci = Tbursti − Tmpii
where,
Tbursti = Tendi − Tstarti
2. Transmission time (Tx): Is the part of the MPI time where the processes are waiting
because the data is being transmitted. We use the same modelling formula as Dimemas
to calculate it [?]. In Collective Communications, we assume all processes have the same
transmission time.
Tx = FANin + FANout
FANx = (LATENCY ·#collectives+ bytesx
BANDWIDTH
) · factor
where factors are:
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Model Factor Description
0 0 Non existent phase
CTE 1 Constant time phase
LIN P Linear time phase, P = number of processes
LOG Nsteps Logarithmic time phase
Table 4.1: Collective communications FACTOR possible values
Size Description
MAX Maximum of the message sizes sent/received by root
MIN Minimum of the message sizes sent/received by root
MEAN Average of the message sizes sent and received by root
2*MAX Twice the maximum of the message sizes sent/received by root
S+R Sum of the size sent and received root
Table 4.2: Collective communications options for Sizein and Sizeout
3. Load Imbalance Time (TLBi): Is the time of the MPI time where each process is waiting
due to the difference in the computational work each one has assigned.
For each thread i:
TLiBi = Tmpii −min({Tmpij |j ∈ threads})
4. Micro-load Balance time (TµLB): Is the part of the MPI time spent waiting because
the thread has finished their part of the computational work and can not continue the
remaining because there are some dependencies to satisfy. Because the transmission time
is equal for all processes, the micro-load balance will be equal as well.
TµLB = min({Tmpij |j ∈ threads})− Tx
In figure 4.3 we can see the representation of the process of aggregating different collective
in single statistics and then categorize the time of this summary in the parts described above.
This is of remarkable importance because when we create a model to represent communi-
cations with such features, we must distribute this micro-load Balance Time among different
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Figure 4.3: Evolution of the aggregated statistics of collective communications.
collective in each thread, so that the dependencies in the work-balance between the associated
compute time before a collective communication is properly represented.
4.4 Proposed model to rebuild the communications
Using the aggregated statistics and the derived information obtained in the past sections, we
propose the following Collective communication reconstruction to recover the extrapolability
and architectural characteristics which we have lost using the summarization to reduce the size
of the trace.
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The reconstruction has the following steps, illustrated in figure 4.4:
Figure 4.4: Steps to reconstruct synthetic collective communications.
1. First of all, as we work with summarizations where only collective communication can be
found, we know that the starting imbalance of the burst is due a collective communication.
We also know that the collective communication ends with a synchronization of all threads.
For this reason, we can place a first collective communication to deal with the starting
imbalance of the previous computation.
Placing this collective communication gives the remaining duration of all thread with an
equal time, synchronized at the beginning and at the end of them.
2. We distribute the computation time between two new collectives by halving it in equal
parts. This also imply the distribution of the work imbalance equally between both col-
lectives.
3. We must model the micro-load balance by placing the needed time in different collectives.
Therefore, we distribute in a mod2 basis the micro-load balance time. For example, in the
first thread we may subtract computation time from the second collective communication
and add the same amount in the first communication. Then we do the inverse operation
in the second thread, we subtract the time associated to the first communication and add
it in the second one. And so on. As we are subtracting and adding the same amount of
computation time, we preserve the workload balance between the threads.
4. Finally, in order to model the latency, we append at the end of the burst as many Collective
communications as we need to fulfill the #collectives stated in the statistics. This issue
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could also be solved by modifying Dimemas to interpret the summary events and make
the latency as long as needed. We have chosen the first option for its simplicity and
avoid modifying Dimemas software for now. But it is true that this option deteriorate the
Dimemas trace size.
In figure 4.5 we can see an example of how a NAS FT detailed phase has been reconstructed
using the specified method. The collective communications belonging to the 4th step have a
duration of 1 ns, therefore, they are not appreciable in the image.
Figure 4.5: Comparison between a Detailed collective burst and its reconstructed trace.
4.5 Experimental results
In figure 4.6 we see the Paraver visualization of the resulting simulation of the reconstruction
shown in the last section(figure 4.5).
Figure 4.6: Visualization of a trace produced by Dimemas from a reconstructed burst.
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We see that the simulation has the expected communications, however, what we are really
interested in, is to check if the behaviour of the simulations over different architectural parame-
ters follows the same shape as the obtained with the detailed instrumentation data of the same
program. From figure 4.7 to 4.9 we present a set of graphs representing a range of simulations
over different architectural changes. Again, all of them are performed in the 8 threads NAS FT
application.
Figure 4.7: Simulated total time for different Bandwidth values.
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Figure 4.8: Simulated total time for different CPU values.
Figure 4.9: Simulated total time for different Latency values.
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We can see that all the predictions achieve a good rate of accuracy. To see if the method also
performs properly in other situations, we have repeat the test over different sizes of the NAS
FT application using different number of threads. The results are presented in the following
table 4.3 (latency predictions are ignored because they are good as far as the total number of
reconstructed collective communications are the same as the ones in the detailed trace).
Nevertheless, we have observed that a key aspect to get an accurate prediction is to
parametrize the proper original latency, bandwidth and factor in order to get a good
transmission time approximation. In the following executions we have used a latency of 2
µs, a bandwidth of 1.024 Gb/s, a size factor of 2 times maximum and lineal multiplicative factor.
Avg. BW BW Rel. Error Avg. CPU CPU Rel. Error
Rel. Error Std. Dev Rel. Error Std. Dev
FT.S.8 0.0042% 0.00051% 0.0042% 0.00026%
FT.A.32 0.0156% 0.00088% 0.0157% 0.00043%
FT.C.32 0.0344% 0.00484% 0.0350% 0.00249%
FT.C.64 0.0539% 0.00338% 0.0543% 0.00170%
Table 4.3: Dimemas extrapolation accuracy of different NAS FT executions.
Table 4.3 shows how different executions of NAS FT with different sizes and number of
processes maintain low values of relative error and standard deviations in Bandwith and CPU
factor predictions compared to the detailed predictions.
Moreover, we can also check the scalability of the process in the following time table 4.4. We
can see how Dimemas time is decreased when working with the reconstructed trace, otherwise,
the translation from summarized paraver traces to reconstructed dimemas traces is considerably
longer. We must note that the new translation is not designed under efficiency proposes but
under the intention of easy experiment with different reconstruction mechanisms. Therefore,
many things can be done to improve those translation times.
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Times Rebuild Rebuilt Rebuilt Detailed Detailed
prv2dim Dimemas prv2dim Dimemas
FT.S.8 26 ms 11ms 11 ms 13 ms 15ms
FT.A.32 121 ms 20 ms 14 ms 35 ms 25 ms
FT.C.32 125 ms 26 ms 21 ms 55 ms 46 ms
FT.C.64 240 ms 39 ms 76 ms 96 ms 99 ms
Table 4.4: Execution times of the NAS FT analysis process
Finally, table 4.5 presents the size reduction of the different tracefiles. The summarized
Paraver trace files are around 80% - 90% smaller than the detailed ones, which is a considerable
compression gain. The table also shows the size of the resulting Dimemas trace files.
Sizes Detailed Summarized Decrement Detailed Reconstructed Decrement
Paraver Paraver Paraver Dimemas Dimemas Dimemas
FT.S.8 63.8 Kb 12.4 Kb 80.5% 73 kb 24.3 Kb 66.7%
FT.A.32 256.3 Kb 50.6 Kb 80.2% 304.4 Kb 101 Kb 66.8%
FT.C.32 607.6 Kb 52.6 Kb 91.3% 701.4 Kb 190.2 Kb 72.9%
FT.C.64 1200 kb 104 Kb 91.3% 1400 Kb 379 Kb 72.9%
Table 4.5: Trace sizes of the NAS FT analysis process.
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Chapter 5
Modelling Point to Point
Communications
5.1 Definition and characteristics of Point to Point Communi-
cations
Point-to-point (P2P) communication encompasses all the methods MPI specification offers to
transmit a message between a pair of processes. In contrast to Collective Communications, there
are almost none general assumptions of how a P2P communications must behave. Therefore,
there is a big set of P2P calls which differ in subtle ways which can affect the performance of
the MPI program.
As we said, P2P involves the transfer of a message from one specific process which calls
a send routine to another specific process which calls the receive routine. This is the most
considerable difference among the types of P2P communications. However, there are different
types of send and receive routines used for different purposes. For instance:
• Blocking / Non-blocking communications: Blocking communication means that the pro-
cess waits to ensure the message data have achieved a particular state before processing
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can continue. On the other hand, non-blocking communication means that the processor
merely requests to start an operation and continues processing. Both, send and receive
primitives, come with blocking and non-blocking versions.
• Send mode: There are different send mechanisms depending on where the transmitted
bytes are stored during the communication (local or remote buffer) and whether it synchro-
nizes or it continues the execution. The available modes are: standard mode, synchronized
mode, buffered mode and ready send mode.
• Combined send-receive operations: MPI also provides a pair of functions that combine a
blocking send and receive into a single API call.
Any type of send routine can be paired with any type of receive routine. And that is not
all, MPI also provides several routines associated with send - receive operations, such as those
used to wait for a message’s delivery or probe to find out if a message has arrived.
And not only the specification has a huge variety of routine characteristics, also the different
implementations of it add some differences to the calls. For instance, each implementator may
use a different message passing protocol or a combination of them for each routine. The most
common are:
• Eager protocol: An asynchronous protocol that allows a send operation to complete with-
out acknowledgement from a matching receive, a assumption is made by the sending
process that the receiving process can store the message if it is sent.
• Rendezvous protocol: A synchronous protocol which requires an acknowledgement from a
matching receive in order for the send operation to complete. This protocol is used when
assumptions about the receiving process buffer space can’t be made and requires some
type of handshaking between the sender and the receiver processes.
All the described peculiarities and variability of the P2P communications are lost when
aggregating the P2P information in plain statistics. Furthermore, also the communication pat-
tern between them, as the order they follow are not recoverable from the statistics. This would
explain why the generation of a single general model to simulate the performance of all the
different P2P communications is quite more challenging the Collective case.
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5.2 Summarized information
Initially, we had the following set of aggregated statistics in the instrumentation trace:
• Number of P2P Communications
• Bytes sent through P2P communications.
• Bytes received through P2P communications.
• Elapsed time in MPI, which will be the elapsed time spend in Point to Point communica-
tions because in this section we analyse them alone.
Taking into consideration the P2P variability descrived in the previous section, the provided
information is not enough in order to rebuilt a proper synthetic communication that models
the original set. Consequently, we determined that at least we need to know how many of the
P2P communications are sends and how many of them are receive operations. This, at the same
time, improve the coherence with the statistics that splits the communication bytes among send
and receive bytes.
In addition, in order to recover some features of the communication pattern each thread
should have, we also need to store the number of partners each thread has during the burst,
again splitted in input partners and output partners.
This newly added statistics preserve the linear scalability of trace size when increasing the
number of threads because they are single numbers for each one of the threads.
To sum up, the new set of events we are going to aggregate for each one of the threads are
(also illustrated in figure 5.1):
• Number of P2P Send Communications. (event 54000007)
• Number of P2P Receive Communications. (event 54000008)
• Bytes sent through P2P communications. (event 54000001)
40
• Bytes received through P2P communications. (event 54000002)
• Number of input partners. (event 54000009)
• Number of output partners. (event 54000010)
• Elapsed time in MPI, which will be the elapsed time spend in Point to Point communica-
tions because in this section we analyse them alone. (event 54000006)
Figure 5.1: Example of a Paraver Event trace line containing P2P aggregated statistics.
In figure 5.3 and 5.2 we see a set of Paraver visualizations representing each of the events
related to the P2P communication aggregated statistics from NAS CG application, plus the
useful duration of it (computation regions with a duration larger than a given threshold).
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(a) Bytes Send through P2P
All threads:
84032,84032,84064,84032
(b) Number of P2P Sends
All threads:
7,7,9,7
(c) Number of P2P Receives
All threads:
7,7,9,7
(d) Partners P2P in
All threads:
3,3,3,3
(e) Partners P2P out
All threads:
3,3,3,3
Figure 5.2: Example of Paraver Visualization of the P2P aggregated statistics. Part 2
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(a) MPI Elapsed Time
1:3.2,11.7,3.9,10.6 ms
2:7.4,10.1,12.0,4.0 ms
3:12.8,7.6,4.7,10.4 ms
4:7.3,1.3,4.9,11.1 ms
5:8.5,2.2,12.5,8.9 ms
6:7.1,11.6,3.5,8.7 ms
7:12.8,0.8,8.5,4.3 ms
8:9.6,5.9,4.4,7.2 ms
(b) Useful Duration
Odd threads:
523,524,523,550,528
Even threads:
481,379,485,506,484
(c) Bytes Received through P2P
All threads:
84032,84032,84064,84032
Figure 5.3: Example of Paraver Visualization of the P2P aggregated statistics. Part 1
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5.3 Proposed model to rebuild the communications
When trying to rebuild the Point to Point communications, the lack of information give us basi-
cally two challenges to solve. Firstly, get a communication pattern which fits with the statistics
we have gathered from the application. Secondly, how to place the decided communications in
a way such that they model the same behaviour and features of the real application.
5.3.1 Obtaining a communication pattern
A way to solve the problem of finding a suitable set of communications is using all the informa-
tion available in the aggregated statistics and define a system of equations. Despite of being an
indeterminate system we know that at least it have one solution because it comes from a real
situation, and we also know that the result must be integer because we are talking about the
number of communication, partners and bytes sent by each communication. Therefore, it results
on a system of diophantine equations. A diophantine equation is an indeterminate polynomial
equation that allows the variables to take integer values only.
The problem can be presented as, find the matrixs:
CommunicationMatrix[from node][to node]
TransmitedBytesMatrix[from node][to node]
where for each k ∈ thread:
threads∑
i=0
CommunicationMatrix[k][i] = #out p2pk
threads∑
i=0
TransmitedBytesMatrix[k][i] = bytes sentk
threads∑
i=0
CommunicationMatrix[i][k] = #in p2pk
threads∑
i=0
TransmitedBytesMatrix[i][k] = bytes recvk
and:
44
• There are exactly #output parnersk non-zero elements in each CommunicationMatrix
row.
• There are exactly #input parnersk non-zero elements in each CommunicationMatrix
column.
In case the system has more than one solution we will select the one that minimizes the
number of communications which go from one thread to the same one (it is possible but not
usual). And the one which equally distributes better the number of bytes sent and received by
each communication.
Although the resulting system might look very complex and containing lots of variables, it
is quite simple to solve it using an Integer Linear Programming kernel (ILP). It is known that
ILP problems are NP-hard and consequently they will not scale over a certain limit. However,
it is a highly studied problem and there exist many open source solvers which seems to be able
to give us satisfactory solutions in a reasonable time. In concrete, we use Coin-or Branch and
Cut (CBC) solver [6].
5.3.2 Communication placement
Once we have a satisfiable communication set, we need to give the P2P calls a proper order
and placement inside the burst zone and also a P2P call type. The summarizations do not
provide any information which could help in this task. Therefore, we have took an experimental
approach to the problem.
We have developed three different mechanisms which aim to preserve the trace extrapolabil-
ity using different approaches. We have tested the validity of each of them, identifying the weak
points and why are they produced, and we have tried to get knowledge about the solutions in
order to improve them. The three methods are presented in the following subsections.
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Method 1
The first developed method distributes in equidistant compute separations all the P2P calls
within a thread burst. We place all the send calls at the beginning positions and the receive
calls at the end. This is done in order to reproduce the logic physical order of the communi-
cations (send before receive). However, this is not assured in the synthetic reconstructed trace.
Nevertheless, this do not represent a problem because Dimemas will be in charge of recalculate
the timing of the events in a realistic way. Diagram 5.4 illustrates the described method and 5.5
shows a paraver detail of the synthetic reconstructon of an iteration of the NAS CG application.
Figure 5.4: Diagram of the first P2P reconstruction method.
Figure 5.5: Detail of a synthetic reconstruction of NAS CG using the first method.
This approach has the problem that may create crossed communications at the same time
between two thread. Therefore, all the communications must be modelized in a non-rendezvous
fashion.
If we apply the validation test over the NAS CG application (figure 5.6) we see that the
result is fairly correct and it manages to reproduce the behaviour of the detailed trace.
Howver, in other applications, like HydroC (figure 5.7), this method does not achieve to
reproduce the actual behaviour when we change architectural features.
Analysing HidroC we realize that this happens because inside a summarized zone there are
much more compute time than communication, and these are distributed among long sepa-
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Figure 5.6: Comparison of total execution times of the NAS CG extrapolation using reconstruc-
tion method 1.
rations. When applying this first developed method we split the individual calls between all
the burst zone but the communications may go from any call to any other, no matter if there
are a long distance between them. This leads to transmission time which exceed the real one
and consequently, when we change the network parameters in the validation tests, the distance
between the calls absorves the penalties of a worst network.
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Figure 5.7: Comparison of total execution times of the HydroC extrapolation using reconstruc-
tion method 1.
Method 2
In the second model we have developed a totally different approach. We place each communi-
cation (send-receive pair) one by one calculating the proper transmission time between them
using a similar formula than the one used in Collective Communications:
Tx = LATENCY ·#P2PCalls+ #transmited bytes
BANDWIDTH
When all the communication are placed, we distribute the compute time proportionally
before all the receive calls. This will modify the length of this call. Figure 5.8 illustrate the
scheme of a single communication.
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Figure 5.8: Scheme of a single synthetic P2P communication in method 2.
We evaluate this method with the same applications that before, we determined that it solves
the problem of the first method. Now the HydroC application simulation (figure 5.10) is able
reproduce the network bandwidth behaviour, although in a considerably inaccurate way. Also
the NAS CG validation test (figure 5.9) has experimented a substancial accuracy lost compared
to the first method.
Figure 5.9: Comparison of total execution times of the NAS CG extrapolation using reconstruc-
tion method 2.
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Figure 5.10: Comparison of total execution times of the HydroC extrapolation using reconstruc-
tion method 2.
Method 3
In the third model we go back to the first order structure we presented in method 1. However,
in this case we will not distribute the calls between all the burst but in a small region, such that
the transmission time are going to be smaller that it theorically should be. Again, no matter this
intermediate synthetic representation is physical impossible because Dimemas will be in charge
of recalculate the proper timing of each communication. In figure 5.11 we can see a scheme of
the described method.
As we can see in the following charts, this methods recovers the accuracy of the first method
in NAS CG bandwidth extrapolation (figure 5.12), while at the same time it is able to give a
proper network behaviour to HydroC extapolation (figure 5.13). We must note that the Hy-
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Figure 5.11: Diagram of the third P2P reconstruction method.
droC extrapolation accuracy given in this sections is only orientative, in order to explain the
improvements of this method compared to the first one.
Figure 5.12: Comparison of total execution times of the NAS CG extrapolation using recon-
struction method 3.
The major remaining issue of this method (which also happens in the other ones) is that
when we look at the resulting extrapolated trace, figure 5.14 (b) , it does not preserve the
inter-thread phase regularity. Instead of that, a mismatch among the threads is generated. We
have tried to implement a solution to this problem by inserting a barrier at the end of each
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Figure 5.13: Comparison of total execution times of the HydroC extrapolation using reconstruc-
tion method 3.
set of the synthetic reconstruction calls. However, this option extends the MPI time of some
threads with new waiting time. We can see this effect in figure 5.14(c) and thus incrementing
the total execution time predicted by the simulation.
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(a) Extrapolation from detailed trace.
(b) Extrapolation from reconstructed trace.
(c) Extrapolation from reconstructed trace with synchronization.
Figure 5.14: Detailed view of NAS CG extrapolation with method 3.
This effect is mainly produced by the ordered way we are sending all the messages, this
produces zones with a high contention of messages with the subsequent serialization of them.
In figure 5.15 we compare the send recieve bandwidth of the detailed trace and the newly
reconstructed trace.
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(a) Send Recieve Bandwidth of the detailed trace.
(b) Send Recieve Bandwidth of the reconstructed trace.
Figure 5.15: Comparison of the Send Recieve Bandwidths.
In order to tackle this problem we may follow different strategies, for instance distribute
equally or randomly the network contention. However, as this contention characteristic is a
application specific feature, maybe the better option is to analyse the feasability of incorporate a
new value in the summarization specifying somehow the distribution of the communications and
contentions in a thread. Then we can use this information to improve our model to realistically
reconstruc the bandwidth contention characteristic.
5.4 Experimental results
The following table 5.1 presents a summary about different accuracy rates obtained extrapo-
lating a set of summarized traces. They are reconstructed using the third presented method
because it is the one how has shown a better performance. As we can see, in both applications:
NAS CG and HydroC, the recovery values is in the 70-90 % range.
54
Med. BW BW Recovery Med. CPU CPU Recovery
Recovery Std. Dev Recovery Std. Dev
CG.A.8 0.8312% 1.1453% 0.6727% 0.6613%
HydroC.8 0.0006% 0.0018% 0.0003% 0.0010%
WRF.16 0.1870% 0.1904% 0.1608% 0.2206%
Table 5.1: Dimemas extrapolation accuracy of different NAS CG executions.
In table 5.2, we show that similarly as it happen in Collective communications, summa-
rization compression techniques is able to reduce significatly the Paraver trace file size. The
synthetic generated Dimemas trace file also preserves this size benefits.
Sizes Detailed Summarized Decrement Detailed Reconstructed Decrement
Paraver Paraver Paraver Dimemas Dimemas Dimemas
CG.A.8 16.9 Mb 0.58 Mb 96.56% 17.5 Mb 3.1 Mb 82.28%
HydroC.8 708 Kb 71.9 Kb 89.84% 721.8 Kb 178.1 Kb 75.32%
WRF.16 3.5 Mb 0.027 Mb 99.22% 4.3 Mb 0.346 Mb 91.95%
Table 5.2: Trace sizes of the NAS CG analysis process.
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Chapter 6
Modelling mixed Communications
6.1 Different kinds of communications.
We can categorize the MPI Calls in three main groups: Collective Communications, P2P Com-
munications and Other MPI routines. This last group includes functionalities such as inizial-
ize/finalize enviornment, get MPI version, get the number of MPI processors, among others.
However, this last group has not a relevant role in our project because Dimemas does not use
them to predict the new traces.
In the two previous chapters we have dealt with summarizations of P2P and Collective
communications alone. In order to cover all the possible cases, in this last technical chapter
we explain a methodology to deal we summarizations which contain both communication kinds
combined.
6.2 Summarized information
Most of the summarized information described in the previous sections is easy to classify be-
tween information related to collective communications and information related to P2P com-
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munications. The only problems arise when we want to identify which amount of the MPI time
is spent on each of the groups and how many of the computation time is dependent of each
communication.
For this reason, we have split the original record of Elapsed time in MPI aggregated statistic
in three new values (we can see a Paraver example in figure 6.1) :
• Elapsed time in Point to Point Communications. (event 54000012)
• Elapsed time in Collective Communications. (event 54000013)
• Elapsed time in Other MPI routines. (event 54000011)
Figure 6.1: Example of a Paraver Event trace line containing both kinds of communications.
With this information we are able to discriminate which amount of time is spent in each
one of the MPI categories, and therefore, relate them to the other category specific features we
have in the summarization.
6.3 Combined method
In order to create a suitable synthetic reconstruction of bursts containing all kind of communi-
cations, first of all, we must note that the time spend in MPI-Other routines is not relevant in
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the Dimemas prediction models, consequently, we can safely ignore this MPI time and there is
no need to reconstruct such routine calls in the synthetic trace.
Then, instead of creating a third new model to deal with all statistics, we have taken the
approach to combine the two methods introduced in previous chapters. The only issue we must
deal with is which region of the burst we, and how we distribute the computation time among
each model.
To solve this, we have equally divided the computation time between both regions, being:
• Collective Region: Time elapsed in Collective Communication + Computation time / 2
• P2P Region: Time elapsed in P2P Communication + Computation time / 2
Finally, in order to choose the placing order between them, we are going to analyse if the end
of the summarized section has an all thread synchronization. If this synchronization appears, we
place at the start the P2P region and at the end of the burst the Collective region. Otherwise,
we use the opposite order, placing the collective region in the first place followed by the P2P
region. In figure 6.2 we see a scheme of the described mechanism.
Figure 6.2: Scheme of the combined method of a burst reconstruction.
58
6.4 Experimental results
The application chosen to test the reconstruction of mixed bursts is HydroC. HydroC, in spite
of some initial and final communications, is composed with a set of iterations two different
communication bursts. In one of them there are only a certain amount of P2P communications,
whereas in the second one there are one collective communication together with 1-2 send and 1-2
receive routines. Consequently, to evaluate the improvement of the combined method explained
in this chapter, we must compare the prediction accuracy of both: the HydroC extrapolation
without the combined method (figure 6.3) and the accuracy of HydroC extrapolation with the
second burst reconstructed using the combined method (figure 6.4).
Figure 6.3: Comparison of total execution times of the HydroC extrapolation without combined
method.
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Figure 6.4: Comparison of total execution times of the HydroC extrapolation using combined
method.
We note in the figures how the combined method clearly helps to adjust the execution times
extrapolated by Dimemas. From an average difference of 7 ms in the first case it goes to 3.5 ms
average difference when using the combined method.
Finally, we note that in this chapter we will not analyse the time needed for the extrapolation
process nor the trace sizes because they are simply the result of joining the methods presented
before, therefore, they have the same size and time results.
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Chapter 7
Conclusions
This project involved a research about the feasibility of applying a certain approach to solve the
problem of being able to simulate and predict the behaviour of a summarized trace application
using Dimemas, similarly as we can do with a detailed one.
The solving approach which we have proposed and analysed consist in generating synthetic
traces from the information obtained in the summarization in order to end up with a synthetic
detailed trace which reproduce the same behaviours as an original one. To tackle this we have
splitted the problem in three different cases and have solved each of them in turn. They are re-
gions with Collective communications, regions with P2P communication and regions containing
them both. For each one we have checked its validity and measured the accuracy they are able
to recover from the summarizations.
We have achieved the objective of creating a suitable method to reconstruct every case.
However, we consider that the aggregated statistics given by the initial summarizations was not
enough. Consequently, we extend the list of statistics as seen in the table 7.1.
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Old Statistics Set New Statistics Set
Number of P2P Comms Number of P2P Comms
Bytes Sent through P2P Bytes Sent through P2P
Bytes Recv through P2P Bytes Recv through P2P
Number of P2P Comms In
Number of P2P Comms Out
Number of P2P Partners In
Number of P2P Partners Out
Number of Collective Comms Number of Collective Comms
Bytes Sent through Collectives Bytes Sent through Collectives
Bytes Recv through Collectives Bytes Recv through Collectives
Elapsed Time in MPI Elapsed Time in MPI
Elapsed Time in P2P routines
Elapsed Time in Collective routines
Elapsed Time in Other MPI routines
Table 7.1: Summary of the used aggregated statistics.
The predictions made with the synthetic reconstructed traces is able to reproduce a very
similar behaviour as the original one, in the tested applications we always get relative errors
smaller than 1% and the standard deviation of those error is no bigger than 1.2%. Moreover,
we have checked that including the additional values in the statistics, the Paraver trace file
size reduction is still around 80-99%. Therefore, we have fullfilled our initial objective because
we are able to simulate the impact of different architectures in a execution of a program using
Dimemas and maintaining the scalability of the Extrae Burst mode.
This project was intended to get a first contanct with the mentioned approach in order to
gain experiential knowledge about the feasibility and evaluate which are the weak/strong points
of using it. With all the gathered information during this project, now we understand better
the capabilities of such approach.
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7.1 Opportunities for further research
However, as it is a very prominent methodology and the set of applications which we have tested
is quite limited, further research is needed. In each of the reconstruction methods we could find
new specific characteristics which can lead to an improvement of the methods. For instance:
• In the collective communication reconstruction, it is possible to study the subcategoriza-
tion of the collective routines. They can be barrier routines without data transmission,
routines with one way data transmission, and routines with two way data transmission.
This categorization is partly deductible from the sent/recieved bytes aggregated statistic
of each thread. Afterwards, it must be studied how this information may be used properly
in order to improve the reconstruction accuracy.
• In Point to Point communication reconstruction, we have achieved a good accuracy values
in terms of total execution times, but when we look the details of the trace we observe
some important differences with the original trace. The most important one could be the
contention created by the reconstruction mechanism of generating a communication in
each thread with the same communications in the same order. To improve this the optimal
solution would be to study if Extrae is able to get statistics about this contention feature
and adopt a reconstruction mechanism who respects the obtained contention values.
Finally we must note that MPI has a big quantity of communication routines, each one with its
specific features. And they mostly can be merged between them in a application. Therefore, the
resulting possibilities are huge and we have only tested a limited set of them. It would be good
to keep testing the designed reconstruction mechanism with far more applications to improve
our knowdlege about the problem and validating our solutions with more possible cases.
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