This paper proposes new methods of estimating missing values in time series data while comparing them with existing methods. The new methods are based on the row, column and overall averages of time series data arranged in a Buys-Ballot table with m rows and s columns. The methods assume that 1) only one value is missing at a time, 2) the trending curve may be linear, quadratic or exponential and 3) the decomposition method is either Additive or Multiplicative. The performances of the methods are assessed by comparing accuracy measures (MAE, MAPE and RMSE) computed from the deviations of estimates of the missing values from the actual values used in simulation. Results show that, under the stated assumptions, estimates from the new method based on full decomposition of a series is the best (in terms of the accuracy measures) when compared with other two new and the existing methods.
Introduction
The analysis of time series data constitutes an important area of statistics especially in identifying the nature of the phenomenon represented by the sequence.
However, missing observations in time series data are very common [1] [2] . This happens when an observation may not be made at a particular time, due to faulty equipment, lost records or a mistake, which cannot be rectified until later. When this happens, it is necessary to obtain estimates of the missing value for better understanding of the nature of the data and make possible a more accurate fore- [2] .
In time series analysis, a problem frequently encountered in data collection is a missing observation. Missing observations may be virtually impossible to obtain, either because of time or cost constraints. In order to obtain estimates of these observations, there are different options available to the researcher. One of the options is to replace them by the mean of the series. The missing observation may be replaced with naive forecast or with the average of the last two known observations that bound the missing observation [3] .
Using the Bode-Shannon representation of random processes and the "state-transition" method of analysis of dynamic systems, Kalman [4] worked on classical filtering and prediction in relation to missing values in time series. His work which hinged on state space modelling approach was later extended to observational error and missing observations [Jones [5] ]. Further on, Harvey and
Pierse [6] highlighted on the relevance of state space modelling and Kalman fil-
ter to the problems of missing data in times series. Their work discussed the maximum likelihood estimation of the parameters in an ARIMA model under missing observations and the estimation of missing observations. Using the univariate form of the modified Kalman filter, Kohn and Ansley [7] defined and computed efficiently the marginal likelihood of an ARIMA model with missing observations. Their work showed light on how to predict by interpolating missing observations and obtaining the mean squared error of the estimates.
As the literature reveals, missing values in time series has attracted so much research attention. Several approaches to determine missing values like the use of ARIMA models as well as other techniques have continued to evolve. Among them are the optimal linear combination of the forecast and back forecast method [Damsleth [8] ], method for the estimation of models for discrete time series in the presence of missing data [Robinson and Dunsmuir [9] ], forecasting techniques to estimate missing observations in time series [Abraham [10] ], etc. A number of alternative procedures for estimating missing observations in stationary time series for autoregressive moving average models were provided by Ferreiro [11] . Sequel to these alternative procedures in stationary time series, Rosen and
Porat [12] introduced the general formulae for the asymptotic second-order moments of the sample covariances, for missing values.
Another easily applicable spectral estimator for missing data is the method of Scargle [13] . This computes Fourier coefficients as the least squares fit of sines and cosines to the available remaining observations. The Lomb-Scargle spectrum is accurate in detecting strong spectral peaks but this assumption biases the description of slopes and background shapes in the spectrum according to Bos et al. [14] and Broersen et al. [15] .
Brockwell and Davis [16] In time series, it is assumed that the data consist of observations made se- , 1, 2, ,
Cyclical variation which refers to the long term oscillation or swings about the trend appears to an appreciable magnitude only in long period sets of data.
However, if short period of time are involved (which is true of all examples of this study), the cyclical component is superimposed into the trend [21] 
Methodology

Existing Methods of Estimating Missing Values
The new methods proposed in this study assumed that the series are arranged in a Buys Ballot [24] . Therefore, for consistency, the existing methods have been presented using the Buys-Ballot format. 
2) Series Mean (SM)
Series mean estimates the missing value with the mean of the remaining series.
Symbolically, the series mean is given by
where, n ms = 
New Methods of Estimating Missing Values
The new methods proposed in this work are the Row Mean Imputation, Column mean Imputation and Decomposition Without the Missing Value. The new methods are given as follows:
1) Row Mean Imputation (RMI)
The row mean imputation method computes the missing value as the mean of 
2) Column Mean Imputation (CMI)
The columns mean imputation method computes estimate of the missing value as the mean of the remaining observations in the column (season) containing the missing value. Thus, the missing value is estimated as:
( ) ( ) ( ) 
Assessing Performance of the Methods
To assess the performance of our estimation methods, accuracy measures are The MAPE is defined as:
This is calculated as: Tables 2-4 for the selected trending curves.
Empirical Examples
The summary of accuracy measures for the simulated Additive and Multiplicative models shown in Table 2 and 
Concluding Remark
The results of the analysis indicate that for all trending curves and both model structures, DWMV yielded best (in terms of the accuracy measures) estimates of the missing values when compared with both the existing methods and the two other new proposed methods (RMI and CMI). This is perhaps, because DWMV combines the effects of both the trending curves and the seasonal indices unlike the other methods. Cheema [18] also observed that multiple regression imputation method of handling missing data performed well when the analytical method was multiple regression because using regression-imputed data in a regression equation was like fitting a regression equation twice to predict the same dependent variable.
In view of this, it is recommended that the DWMV method be used in estimating missing values in time series analysis when one observation is missing at a time until further studies proves otherwise. It is also recommended that this study be extended to cases where more than one point data are missing at a time and to examine the effects of different sample sizes and distributions on the estimation of missing values.
