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Abstract
Nanocrystal quantum dots (NQDs) show great promise in the advancement of
the field of photovoltaics. While the maximum efficiency of conventional solar
cell (SC) devices is limited to ∼ 31% (Shockley-Queisser limit), devices based on
NQDs may attain a maximal thermodynamic efficiency of 42% through the ex-
ploitation of multiple exciton generation (MEG). In this process, several electron-
hole pairs are created by the absorption of a single high energy photon, as op-
posed to the single excitons created in conventional solar cell devices. IV-VI
semiconductor nanocrystals (PbS, PbSe) are of particular interest as candidates
for the exploitation of MEG due to the narrow band gap, high confinement en-
ergies, and long radiative carrier lifetimes observed in these systems. In order
to realise the full potential of MEG devices, full characterisation of the optoelec-
tronic properties of the underlying nanoparticles is desirable.
While the size-dependent properties of NQDs are well understood, the effects
of NQD shape are less so. This thesis investigates the effect of ellipticity on the
optoelectronic properties associated with spheroidal NQDs. To this end, a four-
band, anisotropic, and radially variant k ·p system Hamiltonian is expanded in a
planewave basis in order to calculate single-particle eigenenergies and eigenfunc-
tions of colloidal PbSe/PbS core/shell heterogeneous NQDs of varying elliptic-
ity. Many-body effects are accounted for via a full configuration interaction (CI)
Hamiltonian, the basis of which is comprised of the single-particle states. Exci-
tonic and bi-excitonic corrections are then found by mixing of the basis states.
In this manner, such diverse electronic and optical properties as quasi-particle
binding energies, momentum matrix elements, and charge carrier lifetimes, both
radiative and non-radiative, may be predicted.
xvii
All results presented in this work have been obtained using the highly parallel
kppw code, which has been augmented with new functionality pertaining to the
description of spheroidal NQDs.
1
I N T R O D U C T I O N
The dominant means of energy production in the modern age are derived from
the burning of fossil fuels. Current projections indicate that by the year 2040 the
global demand for energy will increase by 37% (a growth rate of between 1% to
2% year-on-year), while carbon emissions correspondingly increase by 16% [1].
It is thought, given current trends, that 84% of energy production will still be
derived from fossil fuel sources in 2030, while economically recoverable oil, coal,
and gas reserves are expected to be depleted by the years 2040, 2042, and 2112
respectively [2]. Moreover, the environmental damage caused by the burning of
fossil fuels is devastating. Recent climate data shows that global temperatures
have increased by almost 1 ◦C above the 20th century average (see figure 1.1)
[3]. It is generally agreed upon that should global temperatures 2 ◦C above pre-
industrial revolution levels, the effects of climate change will be catastrophic
and irreversible. To this end, the agreement reached by the COP 21 meeting
in Paris pledged to limit global warming to a maximum of 1 ◦C, with an ideal
limit of 0.5 ◦C [4]. If these targets are to be met, a paradigm shift toward more
environmentally friendly methods of power production must begin.
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Figure 1.1.: Annual (black) and five-year (red) mean global temperature anomaly
relative to the period 1951-1980. Inset: Atmospheric CO2 levels over
the period 1958-2015. Data obtained from NASA’s public access
records, which may be found in reference [3].
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1.1 photovoltaics as a power source
Photovoltaic solar cell devices are cheap to manufacture, require very little main-
tenance, and are easily installed, even in remote locations. The current (second)
generation is limited in its attainable efficiency, however, by the intrinsic physical
processes by which the solar cell devices operate. The maximum theoretical ef-
ficiency, known as the Shockley-Queisser limit, has been obtained from detailed
balance calculations performed for an ideal solar cell. For a silicon based device
with the standard p-n junction arrangement under unconcentrated solar illumi-
nation, and assuming both the Sun and the solar cell to be perfect blackbodies,
the Shockley-Queisser limit is 30% [5]. The fundamental principles behind the
operation of the second generation photovoltaic solar cell device will be outlined
below.
Several schemes have been suggested by which the Shockley-Queisser limit
may be surpassed. These schemes, collectively referred to as third generation
solar cell devices, briefly comprise solar concentrators, multijunction solar cell
devices, intermediate band devices, and devices which promote and exploit the
process of multiple exciton generation (impact ionisation) [6–12]. Each of these
will be discussed in turn below.
1.2 thesis premise
The third generation of photovoltaic solar cell devices is widely expected to be
based upon semiconductor nanocrystal technology [13]. Such semiconductor
nanocrystals exhibit the effects of quantum confinement. When the size of the
nanocrystal is lesser than the de Broglie wavelength of its associated charge
carriers, the carrier wavefunctions are localised strongly within the volume of
the nanostructure, dramatically altering the electronic properties of the crys-
tal. Semiconductor nanocrystals may exhibit quantum confinement in one, two,
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or three spatial dimensions; the corresponding structures are termed quantum
wells (or quantum films), quantum wires, and quantum dots (QDs), respectively.
Confinement of the charge carriers has several effects on the electronic structure
of the nanocrystal, the most dramatic of which is the discretization of the energy
bands, along with an opening up of the interband energy gap (band gap) and
intraband energy gaps. The discrete nature of the electronic states in nanocrystal
quantum dots is high reminiscent of atomic energy spectra. Consequently, quan-
tum dots are occasionally given the moniker of "artificial atoms." It has been
predicted that, due to the phonon bottleneck effect observed in confined systems,
the process of impact ionisation (where several electron-hole pairs are produced
by absorption of a single photon) may be highly efficient in quantum dot based
solar cells [14].
To date, the vast majority of research has been directed towards spherical
quantum dots. From an experimental standpoint, this is largely due to the
ease with which spherical colloidal QDs may be synthesised, while, computa-
tionally speaking, spherical symmetry greatly simplifies the calculations under-
taken. In the current work, the effects of ellipticity (i.e. the eccentricity of the
ellipsoidal cross-section of an ellipsoid of rotation) are analysed for spheroidal
quantum dots from a theoretical standpoint. Due the their narrow bulk bulk
bandgaps, the QDs studied are of those consisting of lead-chalcogenide nanos-
tructures. Core/shell heterostructures of varying degrees of ellipticity are mod-
elled. Single-particle properties are found by solving the Four-band k ·p Hamil-
tonian in the inverse space, with excitonic corrections being included via a
complementary configuration interaction (CI) calculation. This approach al-
lows for the calculation of such diverse properties as: single-particle and many-
particle eigenstates and eigenfunctions; exciton and biexciton binding energies;
dipole, momentum, and optical matrix elements; transition strength and oscilla-
tor strengths; absorption cross-sections; and radiative and nonradiative carrier
lifetimes. All calculations mentioned thus far have been implemented in-house
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within the kppw code (originally developed by Stanko Tomic´ and colleges at
Daresbury Laboratory) [15].
1.3 thesis outline
The structure of the current work is as follows. Chapter 2 aims to familiarise the
reader with the current generation of solar cell technology. A brief outline of
the major developments in the field is given, followed by revision of the funda-
mental processes of solar energy conversion. The mechanisms by which energy
is lost in the conversion process are detailed, including relaxation dynamics and
recombination processes. The principles by which the maximum theoretical effi-
ciency of a conventional solar cell device may be calculated are summarised.
The following chapters detail the proposed methods by which the Shockley-
Queisser limit may be circumvented. Chapter 3 presents the various architectural
schemes by which solar cell efficiency may be enhanced, including multijunction
solar cell devices, intermediate band solar cells, and, perhaps most importantly,
direct carrier multiplication via the impact ionisation process. Chapter 4 ex-
plores the effects of quantum confinement, and describes the mechanisms by
which confined systems may exhibit improved carrier multiplication efficien-
cies (known as multiple exciton generation in colloidal quantum dots). Chap-
ter 5 introduces in detail the unusual properties of bulk lead-chalcogenides, the
properties of lead chalcogenide based quantum dots, and discusses core/shell
PbSe/PbS heterostructures and spheroidal QD geometries.
The various modelling techniques used throughout the current work are de-
tailed in Chapter 6. The limits of ab initio methods are presented, and the k ·p
perturbation theory introduced and extended to the four-band model used to cal-
culate single-particle properties of the lead-based quantum dots. An overview
of the plane wave basis in which the k ·p Hamiltonian is represented is also pre-
sented. The configuration interaction (CI) method of obtaining many-particle
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corrections to the eigenvalues of the k · p Hamiltonian is introduced. Finally,
calculation of carrier lifetimes for radiative recombination and for direct carrier
multiplication is discussed, with the explicit derivation of the required matrix
elements given in appendix B.
Chapter 7 presents the findings of the current work. Single-particle energy
states and the momentum matrix elements associated with interband transitions
are presented for PbSe QDs and PbSe/PbS QD heterostructures for both spher-
ical and spheroidal nanocrystals. It will be seen that in all cases anisotropy
exists between those transitions polarised along the 〈1¯1¯2〉/〈11¯0〉 and the 〈111〉
crystallographic directions, and that for QDs elongated along either transverse
direction, additional anisotropy is introduced between the 〈1¯1¯2〉 and 〈11¯0〉 direc-
tions. Excitonic corrections are then added to the single-particle states via a CI
calculation. It will be seen that strong size-dependent excitonic binding energy
exists in the PbX QDs.
A summary of the conclusions from chapter 7 is given in chapter 8, and areas
of further work are suggested.
2
P H O T O V O LTA I C S O L A R C E L L D E V I C E S
Semiconductor crystals form a class of materials somewhere between insulators
and conductors. They are characterised, as a consequence of the discrete na-
ture of the atomic orbitals of their constituent atoms, and of the Pauli exclusion
principle, by the formation of "energy bands"—quasi-continua of allowed energy
states—separated by "energy gaps" consisting of forbidden states. The vast ma-
jority of modern technology is based on semiconductor physics, from the simple
diodes and transistors which make up all computer technology to, perhaps as
importantly, photovoltaic solar cell devices.
EF
Conduction
band
Valence
band
Figure 2.1.: Metallic (left), semiconductor (centre), and insulator (right) band
structures about the Fermi level (dashed line).
The current chapter details the underlying physical processes by which pho-
tovoltaic cells based on bulk semiconductor technology with a p-n junction ar-
chitecture operate. The major developments in the field since its beginnings in
the 19th century to the present day are outlined. The photovoltaic effect and
p-n junction are discussed, followed by the various loss mechanisms present in
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realistic solar cell devices. Finally, the maximum theoretical efficiency (detailed
balance limit of efficiency) for an ideal bulk solar cell device is discussed.
2.1 an abridged history of photovoltaic solar cell technology
The photovoltaic effect was first observed by Alexandre-Edmond Bequerel in
1839 while experimenting with the effects of light when applied to an electrolytic
cell [16, 17]. He noted that when two platinum electrodes, one of which was
coated in silver chloride, were immersed in aqueous solution, a potential differ-
ence was established between the electrodes when illuminated with solar radia-
tion. Little else was reported concerning the photovoltaic effect until the 1880s,
when photoconductivity was separately reported in selenium and in metal sul-
phides by Smith and Braun, respectively [18–20].
While discussed qualitatively over the proceeding years, the photoelectric ef-
fect was not explained theoretically until the discovery of the photoelectric effect
by Einstein in 1905, in turn based on the work of Plank and Hertz. The electronic
band theory subsequently developed by Wigner and Seitz in 1933, coupled with
the Czochralski process for growing high quality single crystal semiconductors
at large size,1 lead to the development of the first p-n junction by Ohl and col-
leges at Bell Laboratories in 1939 [22–26]. Upon attempting to produce purified
silicon for use in microwave detectors, Ohl discovered that a photocurrent was
produced in the silicon ingots upon exposure to light. It was found that small
impurities remained in the ingots, and further that the different impurities sepa-
rated during the smelting process. The two regions formed a boundary, the first
p-n junction, where the photocurrent was produced. In 1946, Ohl was granted a
US patent for a "light-sensitive electronic device" [27]. While the first functional
solar cell device is attributed to Charles Fritts (a selenium based device with an
1 The Czochralski (CZ) method involves melting the semiconductor material in a crucible, and
placing a seed at the surface. The seed is then slowly pulled out of the melt while being rotated.
The resulting cylindrical ingots include relatively few crystal defects.[21]
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operational efficiency of less than 1%), the first solar cell device to operate with
reasonable efficiency was that developed by Ohl [28].
The underlying theory behind semiconductor physics and photovoltaic de-
vices advanced greatly over the following years. The first theory of the p-n
junctions was developed by William Shockley in 1949, and was subsequently
refined in collaboration with Sah and Noyce [29, 30]. Meanwhile, Shockley, in
collaboration with Read, published their theory on trap-assisted nonradiative
carrier recombination in semiconductor crystals [31]. At the same time, Hall
published his paper describing a similar phenomenon in germanium [32]; the re-
sulting theory is known as the Shockley-Read-Hall recombination. This is a process
whereby trap states assist carrier recombination, and is a source of inefficiency in
photovoltaics. Understanding of the Shockley-Read-hall effect has lead to more
efficient solar cell devices.
In 1961, Shockley and Queisser published their landmark paper on the "De-
tailed balance Limit of Efficiency of p-n Junction Solar cells" [5]. In this ground-
breaking work, the principle of detailed balance is applied to a silicon-based
solar cell device under solar illumination. By considering only radiative recom-
bination, and the Sun and the solar cell device to be blackbodies in equilibrium
with their surroundings, the maximum theoretical limit of efficiency for a perfect
silicon SC device was calculated to be 30% under standard solar illumination.
To date, photovoltaic solar cell devices have been manufactured from many
different materials and architectures, including the crystalline and monocrys-
talline (Czochralski method) silicon as discussed above, and thin film solar cells
based on cadmium compounds (II-VI semiconductors) and III-V arsenides and
nitrides (Ga/Al/In) [33]. Due to its low cost, crystalline silicon cells are by
far the most common SC devices in use today. As of March 2016, the efficient
record for a crystalline silicon solar cell device stands at 25.6% under standard
AM1.5 illumination2, while the overall efficiency record, set by a multijunction
2 Air mass coefficient 1.5 is the standard illumination by which solar cell devices are characterised.
The optical path length of solar irradiation is 1.5 times longer than irradiance from the zenith.
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GaIn/GaAs/GaInAs/GaIn device under a concentration of 508 suns, stands at
46% [33–36]. The most efficient commercial SC devices currently available ex-
hibit an efficiency of 22.9% [37].
All existing solar cell devices (outside of the lab) are based on the p-n junction
and operate on the photovoltaic effect. Accordingly, the next two sections will
deal with these two important principles in turn.
2.2 the semiconductor p-n junction
The simple semiconductor diode, or p-n junction, is arguably the most important
invention of the 20th century. It is the basis of almost all modern electronics, in-
cluding the photovoltaic solar cell. The p-n junction consists of a semiconductor
heterojunction, ideally grown from a single crystal, with different crystal impuri-
ties included at either side of the junction (a process known as "doping") [38, 39].
The dopants on the n-side of the junction introduce an excess of negative charge
carriers (electrons), while the donors on the p-side provide an excess of posi-
tive charge carriers (holes). The positive and negative donors are respectively
referred to as donor and acceptor impurities. In the case of a silicon (group IV)
based device the donor atoms are the pentavalent group V elements (P, As, Sb,
Bi), while the acceptor impurities are the trivalent group III elements (B, Al, Ga,
In).
When the two regions are in electrostatic contact, a p-n heterojunction is
formed. Once in contact, electrons from the n-region diffuse across the junc-
tion to the p-region, while holes from the p-region diffuse likewise to the n-
side. While the p and n-regions themselves remain charge-neutral (the addi-
tional charge carriers are balanced by the nuclear charges of the dopant atoms),
the carrier diffusion results in in a negatively (positively) charged region on the
p-side (n-side) of the heterojunction. As charge accumulates in the interface
region, the rate of charge transfer is reduced until the carrier diffusion is ex-
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actly balanced by the intrinsic electric field (pointing from the n-region to the
p-region). This field is known as the intrinsic bias of the device. The resulting
charged region, where no free carriers exist, is known as the space-charge region,
or depletion region (see figure 2.2). Further charge (i.e. electric current) can only
flow across the junction under an applied electric field. Even so, current may
only flow easily from the n-side to the p-side (forward bias); in order for current
to flow in the opposite direction, a large voltage must exist across the junction
in order to overcome the intrinsic field (reverse bias). It is this property of the
p-n junction which makes it so useful for electronic applications.
n-side
p-side
depletion region
E
negative region positive region
Figure 2.2.: Schematic of a semiconductor p-n junction. Electrons (holes) diffuse
into the p-region (n-region) and form a depletion region at the inter-
face containing no free carriers and establishing device bias. Photo-
generated charge carriers inside the junction are quickly separated
by the intrinsic field E.
Should an incident photon be absorbed in the space-charge region, the result-
ing photoelectron and photohole will quickly be separated by the intrinsic field,
with the electron drifting into the n-type region, and to hole to the p-side. If
the two sides of the junction are attached to an external circuit, a photocurrent
is produced. This process, resulting from the combination of the photovoltaic
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effect and p-n junction architecture, is the operation basis of all 2nd generation
solar cell devices [38].
2.3 the photovoltaic effect
Upon illumination of a semiconductor material, there is a chance for light to be
absorbed. Should this be the case, the incident photon is annihilated, with its
energy being transferred to an electron in the valence band (VB). The electron
is then excited across the band gap to into the conduction band (CB), leaving
behind a "hole" in the valence band. The electron hole is a quasiparticle repre-
senting an empty electron state in the valence band. the hole possesses equal but
opposite electronic charge, and has positive effect mass independent to that of
the electron. In the language of second quantisation, this event is synonymous to
the creation (annihilation) of an electron in the conduction band (valence band)
and the simultaneous creation (annihilation) of an electron hole in the valence
band (conduction band). The electron and hole are in contact via the Coulomb
interaction, and are said to form a bound electron-hole pair (ehp). The resulting
quasiparticle is known as an exciton. The exciton has a net-zero charge, and posi-
tive binding energy. The binding energy of the exciton is, however, in general too
weak to be considered a true quasiparticle in the majority of bulk materials; in
the rest of this thesis, the term "exciton" will be reserved to describe the strongly
bound electron-hole states found in quantum nanocrystals.
From the band theory of solids and considerations of energy conservation, it is
clear that incident photons of sub-bandgap energy hν < Eg cannot be absorbed
(since the photoelectron would be forced to occupy a state in the forbidden re-
gion between the energy bands, see figure 2.3). Further, except in the exceptional
case that the photon energy is exactly equal to the band gap, there will be an
energy excess: the photoelectron and photohole will not be created at the con-
duction band minimum (CBM) and valence band maximum (VBM). In this case,
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the excess energy of the photon hν− Eg is resolved in the kinetic energy of the
charge carriers (photons with energy hν > Eg will henceforth be referred to as
"high-energy" photons). Conservation of momentum dictates that the charge
carrier with the lighter effective mass be imparted with the greater share of the
photon energy [40, 41]. For the majority of inorganic semiconductor materials
it is the electron which has the smaller effective mass, however some notable
exceptions include the lead-chalcogenides (see chapter 5). The excess energy is
divided between the photoelectron and photohole carriers as
∆Ee =
(
hν− Eg
) [
1 +
m∗e
m∗h
]−1
(2.1)
and
∆Eh =
(
hν− Eg
)− ∆Ee, (2.2)
where m∗e and m∗h are the charge carrier effective masses, ∆Ee is the energy of
the electron relative to the CBM, and ∆Eh is the hole energy relative to the VBM.
In confined systems, the partition of the excess photon energy is restricted by
the discrete nature of the energy structure and the selection rules between these
quantised states.
Eg
∆Eh
∆Ee
Figure 2.3.: Photoabsorption in a photovoltaic cell. High energy photons (blue)
excite electrons (holes) far above (below) the CBM (VBM) by energy
∆Ee (∆Eh). The cell is transparent to photons of sub-bandgap energy.
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The kinetic energy of the charge carriers produces an effective temperature in
excess of the (ambient) temperature of the crystal lattice. Accordingly, such high-
energy charge carriers are often referred to as "hot carriers." The charge carrier
effective temperature may be as much as an order of magnitude higher than the
lattice temperature [42]. Due to their large effective masses in most inorganic
semiconductors, hot holes tend to equilibrate with the lattice at a faster rate than
hot electrons.
Before they are extracted in order to contribute to the photocurrent, hot car-
riers must first cool to the band edges (one notable exception being hot-carrier
extraction cells, where carriers are extracted before cooling). Thermalisation typ-
ically occurs via several relaxation processes. Such process represent severe loss
mechanisms in conventional photovoltaic cells, and will be dealt with in the
following sections.
2.4 carrier relaxation dynamics
Photoexcited charge carriers are often found far from their respective band edges
immediately following photoabsorption. For an ensemble of hot photocarriers,
not only are the electrons and hole far from equilibrium with the lattice, but they
may further be found far from equilibrium from one another. On cooling toward
the band edges, hot carriers typically undergo several themalising interactions,
the fastest of which is like-carrier scattering.
Through scattering with like charges, the excess energy of initially hot carriers
is distributed more evenly amongst electrons high above the VBM and holes far
below the CBM, with the carriers forming two independent Boltzmann distri-
bution within their respective bands [13]. The two distributions will then equi-
librate with one another via electron-hole scattering between the bands. These
processes take place in time periods on the order of 10 ps [13].
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Hot carriers further equilibrate with the lattice via phonon emission [43, 44].
This process may be either direct or indirect. In the latter process, one carrier
relaxes to the band edge while the excess energy is transferred to a second carrier
(Auger process). The rate of Auger cooling is much less than the rate of direct
relaxation in most systems. The system is considered to be in equilibrium once
all carriers are found within ∼ kBT of the band edges. Complete thermalisation
of the charge carriers usually takes place over hundreds of picoseconds [13]. The
phonons involved in these processes are longitudinal, optical phonons.
Once in equilibrium with the lattice, charge carriers may be extracted (for
example, from within a p-n junction), and are free to add to the photocurrent
of the device. Isolation of the carriers must take place in sufficient time as to
avoid carrier recombination across the band gap. Carrier recombination may be
either radiative, in which case the downward electron transition is accompanied
by emission of a photon of energy hν ≈ Eg, or non-radiative, for example in
Auger recombination where a secondary charge carrier (usually an electron) is
imparted with energy Eg.
For each of the processes mentioned above the scattering rates, and therefore
carrier lifetimes, may be found using Fermi’s golden rule. As such, the next sub-
section will be devoted to familiarising the reader with Fermi’s golden rule for
the transition probability before each of the scattering processes are addressed
in the following subsections in turn.
2.4.1 Fermi’s Golden Rule
Fermi’s golden rule gives a measure of the probability per unit time for an op-
tical transition from initial energy eigenstate |i〉 to final energy state |f〉. The
golden rule was first derived by Paul Dirac in the 1920s [45]. In a paper pre-
sented to the Royal Society, Dirac derived equations to describe photoabsorp-
tion and photoemission in an atom; this paper was the first step toward a full
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a) b) c) d)
Figure 2.4.: Schematic of thermalisation processes of hot carriers: a) like-carrier
scattering produces independent Boltzmann distributions in the
bands; b) electron-hole scattering equilibrates the distributions; c)
carriers cool via phonon emission (small Auger component); d) car-
riers are extracted or recombine either radiatively or nonradiatively.
description of light-matter interactions in the language of quantum mechanics
(quantum electrodynamics, QED). He found that the rate of photoemission was
not time-dependent, and proportional only to the matrix element 〈f|H′|i〉 of the
time-dependent perturbation between initial and final states, and to the energy
density of final states. From this result, it follows that the transition rate in any
quantum system is (approximately) a constant (in the limit that t→ ∞). Despite
first being derived by Dirac, the golden rule is named for Enrico Fermi, who
referred to it as "Golden Rule No. 2" the 1950’s [46, 47].
Consider the time-dependent Schrödinger equation:
H |ψ (t)〉 = ih¯ d
dt
|ψ (t)〉 , (2.3)
where the Hamiltonian H is equal to steady-state Hamiltonian H0 plus a time-
dependent perturbation Hamiltonian H′, where H′ is in some sense much smaller
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than H0. The wavefunction |ψ(t)〉 may be expanded in terms of known solutions
to the eigenvalue equation H0 |φn〉 = E0 |φn〉 as
|ψ (t)〉 =∑
n
cn (t) exp
[
− iE
(0)
n t
h¯
] ∣∣∣φ(0)n 〉 , (2.4)
where {cn(t)} are unknown coefficients of the expansion, which may be deter-
mined using standard time-dependent perturbation theory. Since they are time-
dependent, cn(t) are related to the time-dependent perturbation H′. Once {cn(t)}
has been found, the probability for a transition between initial and final states
|i〉 and |f〉 is then equal to the square modulus;
Pi→f =
∣∣〈 f ∣∣H′ ∣∣ i〉∣∣2
×
∣∣∣∣∣∣
cos
[(
E(0)f − E(
0)
i
)
t/h¯
]
− 1
E(0)f − E(
0)
i
+ i
sin
[(
E(0)f − E(
0)
i
)
t/h¯
]
E(0)f − E(
0)
i
∣∣∣∣∣∣
2 (2.5)
where the superscript "(0)"s have been added to emphasise that the energy states
Ei and Ef are those of H0. The transition probability per unit time is then found
in the time derivative of equation 2.5, and by integrating over the final density
of states:
Wi→f =
2
h¯2
∣∣〈f ∣∣H′ ∣∣ i〉∣∣2 ∫ dEρ (E)
sin
{(
E(0)f − E(
0)
i
)
t/h¯
}
E(0)f − E(
0)
i
2 , (2.6)
with the integral being replaced by a summation in the limit that the final density
of states, ρ(E) is discrete (as is the case for quantum dots). Since the unperturbed
eigenstates are assumed to be known, then, in accordance with Heisenburg’s
uncertainty principle (
E(0)f − E(
0)
i
)
∆t ≥ h¯
2
, (2.7)
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the transition time is long. In the limit t → ∞, the integral in equation 2.6 may
be approximated by a Dirac delta function, leading to
Wi→f =
1
τ
=
2pi
h¯
∣∣〈f ∣∣H′ ∣∣ i〉∣∣2 δ (E(0)f − E(0)i ) , (2.8)
where τ is the carrier lifetime. The δ-function may be thought of as an energy
conservation term. Equation 2.8 is the expression for Fermi’s golden rule. The
transition rate from in initial state |i〉 to final state |f〉 is (approximately) constant,
and depends solely on the matrix element 〈i|H′|f〉, subject to energy conserva-
tion. This important result is applicable to any quantum systems, provided that
the time interval is sufficiently long. The various processes in photovoltaic solar
cells to which equation 2.8 may be applied are detailed in the following sections.
The treatment herein closely follows in the approach of Singh [43, 44].
2.4.2 Carrier-Carrier Scattering
Hot carriers forming an ensemble equilibrate amongst themselves by undergo-
ing two-particle Coulomb scattering events. Like-carrier and electron-hole scat-
tering events are similar processes, however, while the outcome of the latter is
always a distinguishable result, the former, depending on the spin states of the
particles, may be an indistinguishable process. For any elastic scattering process
the sums over the initial and final wavevectors must be conserved (conservation
of momentum), i.e., for a process involving two particles,
k1 + k2 = k
′
1 + k
′
2. (2.9)
In the case that the two particles are indistinguishable fermions, for every scatter-
ing process (k1, k2) → (k ′1, k ′2) with scattering angle θ, there exists an equivalent
process (k1, k2)→ (k ′2, k ′1) with scattering angle pi − θ (see figure 2.5).
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pi − θ
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k2
k ′1
Figure 2.5.: For every scattering process (k1, k2)→ (k ′1, k ′2) between indistinguish-
able fermions, there exists an equivalent process (k1, k2)→ (k ′2, k ′1).
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Where the particles are distinguishable, the probability of either particle being
scattered by angle θ is
| f (θ)|2 + | f (pi − θ)|2 , (2.10)
while for indistinguishable particles, the probability is
| f (θ)± f (pi − θ)|2 , (2.11)
taking the upper sign for identical bosons and the lower sign for fermions.
Like-carriers in opposing spin states may be identified as such; they are there-
fore not distinguishable, and the probability amplitude is given by equation 2.10.
In either case, the matrix element which describe the carrier-carrier scattering
interaction is
〈
k ′1, k
′
2
∣∣V ∣∣ k1, k2〉 = I (k1, k ′1) I (k2, k ′2)
× 1
Ω2
∫ ∫
d3r1d3r2e−i(k
′
1·r1+k1·r1) q
2
4pie
e−λ|r1−r2|
|r1 − r2| e
−i(k ′2·r2+k2·r2),
(2.12)
where |k〉 = unk(r) exp (ik · r) is the Bloch state with wavevector k, band index n,
and cell-periodic function unk(r). Ω is a macroscopic distance which normalises
the (planewave) basis set. The Coulomb interaction
V =
q2
4pie
e−λ|r1−r2|
|r1 − r2| , (2.13)
with dielectric permittivity e = ere0 includes screening factor exp(λ|r1− r2|) and
dielectric permittivity e = ere0. Finally, I(k1, k ′1) and I(k1, k ′1) are the overlap
integrals of the cell-periodic part of the Bloch functions, where
I (k1, k ′1) I (k2, k ′2) = ∫
cell
d3r1uk1
′∗ (r1) u∗k1 (r1)×
∫
cell
d3r2uk2
′∗ (r2) u∗k2 (r2) .
(2.14)
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the overlap integrals are assumed to be equal to unity near the zone centre. In
the centre of mass frame, equation 2.12 becomes
MK12K ′12 =
〈
K ′12
∣∣V ∣∣K12〉 = I (k1, k ′1) I (k2, k ′2)
× 1
Ω
∫
d3r12e−iK
′
12·r12 q
2
4pie
e−λr12
r12
eiK12·r12 ,
(2.15)
where K12 = (k1 − k2)/2, and r12 = r1 − r2. Upon evaluation of the integral, this
becomes
MK12K ′12 =
q2
eΩ
1∣∣K ′12 −K12∣∣2 + λ2 . (2.16)
Combining this result with Fermi’s golden rule (equation 2.8) gives the scattering
rate for distinguishable particles as
We-hK ′12K12
=
2pi
h¯2
q2
eΩ
1∣∣K ′12 −K12∣∣2 + λ2 . (2.17)
For indistinguishable particles, the amplitude |M|2 is found by adding the ampli-
tudes of the individual processes
|M|2 =
∣∣∣MK12K ′12∣∣∣2 + ∣∣∣MK12K ′21∣∣∣2 − 12 [MK12K ′12 M∗K12K ′12 + MK12K ′21 M∗K12K ′21] , (2.18)
and the scattering rate is
We-ei→f =
2pi
h¯2
|M|2 δ
(
E′K12 − EK12
)
. (2.19)
2.4.3 Carrier-Phonon Scattering
Hot carriers equilibrate with the crystal lattice through the emission of phonons.
The phonons involved in such processes are the longitudinal modes in the op-
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tic branch of the dispersion curves (LO phonons). Being bosons, Bose-Einstein
statistics give the LO phonon population as
nk =
1
exp
(
h¯ω
kBT
)
− 1
, (2.20)
where nk is the number of photons with particular wavevector k. In the language
of second-quantisation, the phonon energy is described by the normal modes of
the quantum harmonic oscillator,
Ek =
(
nk +
1
2
)
h¯ωk ; (2.21)
thus the phonon energy is quantised in units of h¯ωk , and nk is the number of
quanta in the system. The number operator |nk〉 may be written in terms of
creation and annihilation operators
nk = cˆ
†
k cˆk . (2.22)
The phonon creation and annihilation operators (c†k and ck respectively) have
the properties of adding to or removing from the system a quanta of energy
(phonon):
〈nk |cˆ†k |nk − 1〉 = 〈nk − 1 | cˆk | nk〉 =
√
nk . (2.23)
Further, the operators c†k and ck obey the anticommutation relation
{
cˆk , cˆ
†
k ′
}
= cˆk cˆ
†
k ′ + cˆ
†
k ′ , cˆk = δ
(
k, k ′
)
=

1 k = k ′
0 k 6= k ′
. (2.24)
With this notation, phonon states may be expressed in terms of the product of
individual phonon states |nκp〉, where κ and p denote the phonon wavevector
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and phonon polarisation, respectively. The initial and final scattering states are
then
|i〉 = ψk ′ (r)∏
κp
∣∣∣n′κp〉 (2.25)
and
|f〉 = ψk (r)∏
κp
∣∣nκp〉 . (2.26)
For the sake of brevity, only the final matrix element will be stated here (for an
explicit derivation, see the works of Singh) [43, 44]. The carrier-phonon scatter-
ing element is
∣∣〈f ∣∣He-p ∣∣ i〉∣∣2 = h¯2NM Hqb ∑µ,µ′ Iµ,ν′
(
k, k ′
)
2ωqb
[
n
(
ωqb
)
+
1
2
∓ 1
2
]
δk±q−k ′ ,0, (2.27)
where N is the number of unit cells over which the scattering takes place, M
is the mass of the crystal nuclei, Iµµ′(kk
′) is the overlap integral between initial
and final wavevectors for carriers in spin states µ and µ′, Hqb is the energy of
the phonon with wavevector q and polarisation b, ωqb is the frequency of said
phonon, n(ωqb) is the phonon occupation number of a particular mode, and
δk±q−k ′ ,0 is an energy conservation term. The upper and lower signs in 2.27
correspond to phonon absorption and phonon emission respectively.
The rate of carrier-phonon scattering is found by inserting the matrix ele-
ment 2.27 with the expression for Fermi’s golden rule (2.8):
Wphoni→f =
1
8pi2NM
∫
d3k ′
H2qbG
(
k, k ′
)
ωqb
[
n
(
ωqacevb
)
+
1
2
∓ 1
2
]
×δk±q−k ′ ,0δ
(
Ek ′ − Ek ∓ h¯ωqb
)
.
(2.28)
Once the charge carriers have reached equilibrium with the lattice they may
be extracted by some applied external potential such as the intrinsic field within
the depletion region of a p-n heterojunction. Carrier extraction must occur on a
timescale faster than the carrier recombination rate. Carrier recombination may
be either radiative, in which case the downward electron transition is accompa-
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nied by the emission of a photon, or nonradiative, such as in an Auger process.
Both cases, outlined below, play an important role in the overall efficiency of the
photovoltaic device.
2.5 radiative carrier recombination
Spontaneous radiative recombination of charge carriers is an unavoidable loss
mechanism in photovoltaics [48]. The upper limit to the efficiency of a solar
cell device is ultimately determined by the rate at which spontaneous radiative
carrier recombination occurs. It is therefore extremely desirable to be able to
characterise the radiative recombination rate. The probability for a spontaneous
downward electron transition may be found using standard time-dependent per-
turbation theory in a similar manner as used to derive the Fermi golden rule
(section 2.4.1).
The interaction Hamiltonian between an electronic charge e and electromag-
netic field with vector potential A and scalar potential φ is
H =
p2
2m0
− e
m0
A · p + ieh¯
2m0
∇ · A + e
2
2m0
A2 + eφ + V (r) , (2.29)
which satisfies the time-dependent Schrödinger equation (2.3).Writing equation
2.29 in the radiation gauge, terms in ∇ ·A and φ vanish. The remaining terms in
A and A2 may then be treated as a perturbation to the steady-states Hamiltonian.
The transition rate for electron-phonon scattering from initial state |i〉 to final
state |f〉 ∈ {|f〉} is then given by Fermi’s golden rule 2.8 as
Wradi→f =
2pi
h¯ ∑f
∣∣〈f ∣∣H′ ∣∣ i〉∣∣2 δ (Ef − Ei ∓ h¯ω) , (2.30)
with the upper sign corresponding to photoabsorption and the lower sign to
photoemission. Since photoabsorption and photoemission correspond to remov-
ing from or adding to the system a photon, the initial and final states may be
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written in terms of the wavevector of the charge carrier and photon population
number nγ:
|i〉 = |ki, nγ〉 ; |f〉 =

|kf, nγ − 1〉 photoabsorption
|kf, nγ + 1〉 photoemission.
(2.31)
Writing the vector potential as
A0 =
√
h¯
2eV
(
cˆ† + cˆ
)
, (2.32)
the photoabsorption and photoemission rates (summed over final states |f〉) be-
come
W(abs.)i→f =
2pi
h¯
e2
m0
h¯
2ωe
nγ∑
f
|〈kf | a · p | ki〉|2 δ (Ei − Ef + h¯ω) (2.33)
and
W(em.)i→f =
2pi
h¯
e2
m0
h¯
2ωe
(nγ + 1)∑
f
|〈kf | a · p | ki〉|2 δ (Ei − Ef − h¯ω) (2.34)
respectively. The two terms which emerge in equation 2.34 account for both stim-
ulated and spontaneous photoemission, respectively. Separating equation 2.34,
the stimulated and spontaneous emission rates are
W(stim.)i→f =
2pi
h¯
e2
m0
h¯
2ωe
nγ∑
f
|〈kf | a · p | ki〉|2 δ (Ei − Ef − h¯ω) , (2.35)
and
W(spon.)i→f =
2pi
h¯
e2
m0
h¯
2ωe∑f
|〈kf | a · p | ki〉|2 δ (Ei − Ef − h¯ω) , (2.36)
respectively. When the system is in equilibrium, the absorptive rate and rate
of stimulated emission must, by definition, exactly oppose one another. It is
these three processes (2.33, 2.35, and 2.36) which must be balanced when cal-
culating the upper limit to solar cell efficiency within the detailed balance limit
(section 2.7).
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The rate of spontaneous radiative recombination described by equation 2.36
ultimately determines the maximum efficiency of a solar cell device. There are
various schemes by which solar cell efficiency may be improved, however, each
must compete with the carrier lifetime for radiative recombination
τ
spon.
rad. =
1
W(spon.)i→f
(2.37)
The mechanisms behind efficiency enhancement schemes must therefore occur
on faster timescales than those predicted by equation 2.37.
While radiative recombination cannot be avoided, it is not the only recombina-
tion factor which limits the efficiency of photovoltaic technology; nonradiative
process may also contribute egregious losses in solar cell devices.
2.6 nonradiative recombination mechanisms
In addition to recombining radiatively, bandedge charge carriers may also re-
combine without the accompanying emission of a photon. The two most signif-
icant nonradiative processes are Auger recombination and the Shockley-Read-
Hall (SRH) effect. In the former, the excess energy of an electron as it crosses the
bandgap is transferred to a secondary charge carrier (usually an electron), while
in SRH recombination, the electron falls into a so-called "trap state;" the trapped
carrier cannot then be extracted. Each of these processes will be described in the
following sections.
2.6.1 Auger Recombination
Rather than recombining radiatively, an electron-hole pair may recombine by
instead imparting the energy excess of at least Eg to a secondary charge carrier.
The secondary carrier may be either a conduction band electron or valence band
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hole. The Auger process may be direct, stimulated by phonons in the system,
or involve occupation of a trap site located within the fundamental bandgap
(figure 2.6). Trap sites arise from crystal impurities (such as dopants), which
may be included intentionally, or by crystal defects, such as atomic vacancies
and dislocations. The direct Auger process is the most important in the vast
majority of systems and is the focus of the current section [43, 44].
a) b) c) d)
Figure 2.6.: Schematic of various Auger processes: a) an electron recombines
with a hole–the excess energy is transferred to a secondary elec-
tron in the CB; b) an Auger process similar to in a) is stimulated
by phonon; c) an electron drops into a trap state; d) the electron
continues from the trap state to the VB.
Since the direct Auger process involves the scattering of two indistinguishable
electrons (as do all Auger processes), both direct and exchange contributions
must be accounted for (see section 2.4.2). The direct contribution is
〈
K12
∣∣M ∣∣K ′12〉 = q2eΩ I
(
k1, k
′
1
) I (k2, k ′2)∣∣k ′1 − k1∣∣2 + λ2 , (2.38)
while the matrix element for the exchange part is
〈
K12
∣∣M ∣∣K ′12〉 = q2eΩ I
(
k1, k
′
2
) I (k2, k ′1)∣∣k ′1 − k2∣∣2 + λ2 , (2.39)
where the overlap integrals have been retained. The total scattering amplitude
is then given by equation 2.18. In order for Auger recombination to occur, there
must simultaneously be an electron in initial state |k1〉 in the conduction band,
a hole (electron vacancy) in initial state |k′1〉 in the valence band, and a second
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electron in state |k2〉 in the conduction band. The final state of the Auger electron,
|k′2〉 is an electron state far above the conduction band minimum, and is therefore
considered to always be empty. In general, Auger rates should be calculated
numerically from Fermi-Dirac statistics; for a system of nondegenerate states,
however, the Auger rate may be calculated analytically.
For a system comprising of nondegenerate energy states, the probability for
an Auger transition to occur is
P
(
k1, k2, k
′
1
)
= f (k1) f (k2)
[
1− f (k ′1)] , (2.40)
where
f (k1,2) =
n
NC
exp
(
−Ek1,2∈CB
kBT
)
(2.41)
and
1− f (k ′1) = pNV exp
(
−
Ek ′1∈VB
kBT
)
, (2.42)
where n and p are the electron and hole densities, and NC and NV are the lo-
cal densities of states in the conduction band and valence band, respectively.
The probability 2.40 is maximised when the total energy after the interaction is
minimised, i.e. when
k1 + k
′
1 + k2 = k2. (2.43)
The resultant probability is
P
(
k1, k2, k
′
1
)
=
n
NC
exp
(
−1 + 2µ
1 + µ
Eg
kBT
)
, (2.44)
where µ = m∗C/m
∗
V is the effective mass ratio for electrons in the CB and VB.
Combining this result with equation 2.43, the final energy of the Auger electron
is then
Ek ′2∈VB =
1 + 2µ
1 + µ
Eg. (2.45)
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Taking the limit that µ << 1 (i.e. the m∗V >> m
∗
C) gives the result
Ek ′2∈VB ≈ (1 + µ) Eg; (2.46)
This condition implies a minimum threshold for Auger recombination. From
considerations of energy conservation, this threshold must be at least equal to
the bandgap energy of the material, however, it is often found to be higher; the
threshold energies for Auger recombination for several illustrative materials are
shown in table 2.1. Using Fermi’s golden rule, the rate of Auger recombination
Material Bandgap (eV) Threshold energy (eV) Auger coefficient (m6s−1)
GaAs[49–51] 1.42 1.144 ∼ 10−30
GaSb[49, 50] 0.70 1.162 ∼ 10−29
InP[50, 52] 1.34 1.203 ∼ 10−30
InAs[50, 53] 0.35 1.328 ∼ 10−26
InSb[54–57] 0.18 0.183 ∼ 10−26
CdSe[58, 59] 1.84 ∼ 10−29
CdTe[58, 60] 1.75 ∼ 10−29
PbS[61, 62] 0.41 ∼ 10−29
PbSe[63, 64] 0.28 ∼ 10−28
Table 2.1.: Energy threshold and coefficients for Auger recombination for sample
bulk semiconductors.
is given by
WAuger = 2
(
2pi
h¯
)(
e2
e
)2 1
(2pi)9
∫ ∫ ∫
d3k2d3k′1d
3k′2 |M|2
× P (k1, k2, k ′1) δ (Ek1∈CB + Ek2∈CB − Ek ′1∈VB − Ek ′2∈CB) ,
(2.47)
where P(k1, k2, k
′
1) is given by equation 2.44. Hence, the Auger recombination
rate varies exponentially with the temperature of the lattice, and is greater in
materials of smaller bandgap energy. For high carrier concentrations, the Auger
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recombination rates are often given in terms of "Auger coefficients." In this rep-
resentation, the Auger rates are
WAugern = γnn2p (2.48)
where the secondary carrier is an CB electron, and
WAugerp = γpnp2 (2.49)
where the secondary carrier is a VB hole [65]. In equations 2.48 and 2.49, γn
and γp are the Auger coefficients for processes involving secondary electrons
and secondary holes, respectively (see table 2.1 for typical values). Under the
assumption that electron and hole carrier concentrations are the same (not an
unreasonable assumption for photogenerated carriers), the total rate for Auger
recombination is
WAugertot =
(
γn + γp
)
n3i , (2.50)
where n = p = ni is the carrier density.
Auger recombination is not the only nonradiative process by which charge
carrier may recombine. In the presence of material defects, and for high carrier
concentrations and at low temperature, the Shockley-Read-Hall process becomes
of consequence.
2.6.2 Shockley-Read-Hall Recombination
In any realistic semiconductor sample, crystal impurities will inevitably be in-
cluded at the point of manufacture. These impurities may be included delib-
erately, as in doping for p-n heterojunctions, or accidentally. These impurities
often introduce energy levels within the forbidden region between the energy
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bands: such energy levels are known as "trap states." The trap states may also
be added by crystal defects.
The process of trap-assisted carrier recombination was first described from a
theoretical perspective by William Shockley and William Read, and indepen-
dently by Robert Hall in the same year [31, 32]. There are four basic pro-
cess which are collectively referred to as Shockley-Read-Hall (SRH) processes,
namely electron capture, electron emission, hole capture, and hole emission; the
former pair are each others inverse process, and like-wise for the latter pair (see
figure 2.7). The trap state is assumed to be either full, in which case an electron
occupies the trap state, or empty, in which case the trap state is occupied by a
hole.
a) b) c) d)
Figure 2.7.: Four SRH processes: a) electron capture, b) electron emission, c) hole
capture, d) hole emission. Here, the trap level lies in the middle of
the band gap. The trap energy level is not in general coincident with
the Fermi level (dashed line).
The rate at which electrons from the conduction band are captured by trap
states is
Rcapturen∈CB = CnNtrap
[
1− f (Etrap)] n, (2.51)
where Cn is a constant proportional to the cross-section for electron capture and
Ntrap is the concentration of trap states. f (Etrap) is the Fermi-Dirac distribution
function for a trap at energy Etrap: the probability that the trap state is occupied.
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The probability that the trap state is empty is then [1− f (Etrap)] [31, 32, 38]. The
rate of electron emission is
Remissionn∈trap = EnNtrap f
(
Etrap
)
. (2.52)
Similar expressions may be derived for the processes involving holes.
When in thermal equilibrium, the capture rate is exactly opposed by the emis-
sion rate (as is required by the principle of detailed balance). For a crystal
where the impurity density is sufficiently rarefied, and the carrier densities are
the same (such as where carriers have been produced by photogeneration), the
electron-hole recombination rate due to trap-assisted processes is
RSRH =
(
np− n2i
)
tp (n + n′) + tn (p + p′)
, (2.53)
where n′ and p′ are the carrier concentrations when the trap level coincides with
the Fermi level, and tn and tp are the lifetimes for holes and electrons respectively.
The equilibrium lifetime is
τ = lim
δn→0
tp (n + n′) + tn (p + p′)
n + p
(2.54)
Each of the processes discussed above constitute energy loss mechanisms in
photovoltaic solar cell devices. The only process which it is impossible to sup-
press (to at least some degree) is that of radiative recombination. The maximum
theoretical efficiency of a solar cell is therefore attained when spontaneous radia-
tive recombination is the only loss mechanism present. This maximum efficiency
is dealt with in the next section.
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2.7 the shockley-queisser limit of efficiency
The maximum efficiency of an ideal solar cell device is obtained when the only
loss mechanism present is (unavoidable) radiative recombination. When calcu-
lating the maximum efficiency of a solar cell device, it is therefore assumed that
carrier relaxation occurs instantaneously, and also that nonradiative recombina-
tion processes (such as Auger and SRH processes) are entirely absent. Under
these assumptions the maximum theoretical solar cell efficiency may be calcu-
lated by consideration of the principle of detailed balance.
In essence, for a system comprising of several separable processes, detailed
balance is satisfied when each process is exactly opposed by its counter-process.
The principle of detailed balance was first applied to solar cell devices by William
Shockley and Hans Queisser in their groundbreaking paper "Detailed Balance
Limit of Efficiency of p-n Junction solar Cells" [5]. Due to the importance of
their work, the detailed balance limit of efficiency is more commonly known as
the "Shockley-Queisser limit."
For the detailed balance calculation to become tractable, several assumptions
are made when considering solar cell devices. Firstly, the Sun is considered to
be a perfect blackbody radiator at Ts = 6, 000 K, the spectral radiance of which
is given by Plank’s law for radiation [39]:
Bω =
8pi2h¯ω3
c2
1
exp
(
h¯ω
kBTs
)
− 1
, (2.55)
Further, the cell itself is considered to be a blackbody at 300 K in thermal equi-
librium with its surroundings. The cell is not a perfect blackbody, however, as
absorption of a photon with h¯ω < Eg is forbidden by energy conservation. In
order to negate the effects of carrier cooling, it is assumed that all photons with
h¯ω ≥ Eg are absorbed, producing a single bandedge electron-hole pair.
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Under these assumptions, the ultimate maximum efficiency for a room tem-
perature solar cell device is given by
η
(
xg, xc, ts, f
)
= tsu
(
xg
)
v
(
f , xc, xg
)
m
(
vxg/xg
)
(2.56)
where: xg ≡ Eg/kBT; xc ≡ Tc/Tg; ts is the probability that a solar photon will
be absorbed and generate an ehp; f accounts for various geometrical and trans-
mission factors; v is the fraction of the energy gap open circuit voltage obtained
from the cell; and m is the impedance factor. u(xx) is the maximum efficiency for
a spherical blackbody solar cell maintained at 0 K while in thermal contact with
a bath of blackbody radiation at 6,000 K, given by
u
(
xg
)
=
[
xg
∫ ∞
xg
x2
ex − 1dx
]
×
[∫ ∞
0
x3
ex − 1dx
]−1
, (2.57)
where x = h¯ω/kBTs. Using this result, Shockley and Queisser calculated the
maximum theoretical efficiency of a 1.1 eV bandgap (silicon) flat-panel solar cell
to be 30%. Similar results may be obtained for other systems.
2.8 chapter summary
The various loss mechanisms in conventional solar cell devices have been out-
lined, including carrier cooling through carrier-carrier scattering, intraband cool-
ing through phonon emission, radiative carrier recombination, and nonradiative
carrier recombination. The maximum efficiency for a second generation solar
cell device has been outlined; the aforementioned processes limit the efficiency
of a (silicon) solar cell device to 30%.
In order to better exploit solar energy as a power source, more efficient devices
must be designed, which may increase or bypass the Shockley-Queisser limit.
These devices, collectively known as "third generation solar cells," are the focus
of the next chapter.
3
T H I R D G E N E R AT I O N P H O T O V O LTA I C S
The predictions made by detailed balance calculations impose an upper bound
to the efficiency of a conventional solar cell device. In order to make solar con-
version a more practical method of power generation, it is desirable to bypass
this limit. Several designs have been proposed by which the maximum solar cell
efficiency may be augmented, including multijunction device architecture, solar
cell devices containing an intermediate energy state within the forbidden region,
and, perhaps most notably, devices which exploit inverse the Auger process to
produce several electron-hole pairs from absorption of a single photon: a process
known as impact ionisation (II). Each of these device designs will be reviewed in
the following sections.
3.1 multijunction solar cells
Multijunction solar cell devices consist of a battery of different semiconduc-
tor materials connected in series and separated from one another by tunnel
diodes [66, 67]. The concept of the multijunction solar cell was first proposed
by Trivich and Flinn at a symposium in 1953, with the first patented device
registered by Edmund Jackson of Texas Instruments in 1955 [6, 7, 68].
The major loss mechanisms in conventional photovoltaic cells arise from the
inability to absorb photons with sub-bandgap energy, as well as from thermal
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losses after absorption of high-energy photons. The multijunction solar cell ar-
chitecture aims to mitigate these losses by connecting in series a battery of solar
converters of differing bandgap energies, arranged such that the material of high-
est bandgap energy lies on the front face of the cell, while subsequent absorbers
have sequentially smaller bandgaps (see figure 3.1). In this way, higher energy
photons are absorbed near the front of the device, while longer wavelengths pen-
etrate into deeper layers. Thus, electron-hole pairs are formed near to the band
edge in each subcell.
GaInP
1.8 eV
GaInAs
1.4 eV 0.7 eV
Ge
Figure 3.1.: Schematic of a multijunction solar cell. A typical multijunc-
tion may consist of (top to bottom) GaInP/GaInAs/Ge separated
by tunnel diodes. The bandgap energies of the subcells are
1.8 eV/1.4 eV/0.7 eV.
Each absorber in the cell is separated from its neighbours by a tunnel diode
(also known as an Esaki diode after its inventor, Leo Esaki, who was awarded
the Nobel prize for his invention in 1973) [69]. The tunnelling diode consists of
a heavily doped p-n heterojunction with a depletion region on the scale of 100 Å.
Due to the narrow space-charge region and high intrinsic field, there is a chance
for an electron in the n-side of the junction to tunnel into the p-side under small
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forward bias. When incorporated into a multijunction solar cell, this allows for
carrier extraction in much the same way as outlined for the basic p-n junction in
section 2.2.
Finally, electrical contacts at the front and back edges of the cell connect to an
external circuit allowing for charge extraction. The back contact is often reflective
so as to increase photoabsorption by giving those photons not absorbed on the
way in a second pass through the cell.
Multijunction solar cells my be grown "monolithically" as a single crystal, or
each subcell may be grown separately on different substrates and later stacked
mechanically [70]. The former is the more common method due to its simplicity
and low cost, however, materials with ideal band gap ratios often have large
lattice mismatches leading to misfit dislocations and trap states being created in
the band gap (see section 2.6.2). Mechanically assembled multijunction cells are
less prone to crystal defects, however the production cost usually outweighs the
increase in efficiency; this method is generally only used where the efficiency is
of utmost importance (for example in extraterrestrial photovoltaics, where the
power-to-weight ratio is the prohibitive factor).
A common triple-junction solar cell in use today consists of a top layer of
GaInP, middle layer of GaInAs, and bottom layer of Ge, the bandgaps of which
are 1.8 eV, 1.4 eV, and 0.7 eV, respectively, as illustrated in figure 3.1 [70]. While
a greater proportion of the spectrum is absorbed to produce bandedge charge
carriers, a significant proportion of the photocarriers are hot; for example, an in-
cident photon of energy 1.3 eV will be absorbed in the germanium layer, produc-
ing an electron hole pair with an energy excess of 600 meV—46% of the incident
photon energy is lost as heat. For this reason, the overall efficiency of the device
increases as more subcells are incorporated, however, it is also the case that each
additional subcell increases the device efficiency with diminishing returns. As
such, most practical multijunctions are limited to three to five subcells [70]. The
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maximum theoretical efficiency for several multijunction solar cell devices have
been calculated by several authors, a selection of which are shown in table 3.1.
Number of Junctions Under 1 Solar illumination Maximum efficiency
1 30%1 37%2
2 42%1 50%2
3 49%1 56%2
36 72%2
∞ 681 86%1
Table 3.1.: Maximum efficiency of an N-junction solar cell. Values taken from
1reference [71] and 2reference [72].
It is worth noting that the detailed balance limit of efficiency given in table 3.1
for the ∞-junction solar cell device, which covers the entire solar spectrum with
no heat loss due to carrier cooling, is lower than the thermodynamic limit of
efficiency of 93% [72, 73]. The discrepancy between these two values is a conse-
quence of the unavoidable loss associated with radiative carrier recombination.
The triple-junction device provides good compromise between efficiency and
cost/device complexity. The current efficiency record for a triple-junction device
is held by a metamorphic GaInP/GaInAs/Ge cell at 40.1% under AM1.5 illumi-
nation at a concentration factor of 240 Suns [74]. The overall record for solar cell
efficiency, held by the a quadruple-junction GaIn/GaAs/GaInAs/GaIn device
under a concentration of 508 suns, stands at 46% [33, 35, 36].
Solar cell devices incorporating a large number of subcells are technically dif-
ficult to build and prohibitively expensive. The addition of intermediate bands
within the N-junction cell is one method by which the cell efficiency may be
further enhanced. These intermediate bands form new bandgaps within the
structure, thereby reducing the amount of energy lost to carrier cooling. The
underlying material of the intermediate bands may consist of an ensemble of
nanocrystal quantum dots (NQDs, see chapter 4). The tunable nature of the NQD
band structure allows NQDs to be used in any material. The inclusion of a single
intermediate band has the potential to increase the efficiency of a single-junction
from 30% to 63.1%, rising to 71.7% with the inclusion of two bands [8, 75]. Fur-
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ther, for a series of NQDs whose energy gaps approach a continuum, the device
efficiency would approach that of the ∞-junction SC. The potential of the inter-
mediate band approach cannot be overstated, and will be discussed in the next
section.
3.2 intermediate band solar cell devices
The spectral range over which a fixed-gap photovoltaic solar cell operates may
be extended by the inclusion of an intermediate band (IB) within the forbidden
region of the bulk host material in the intrinsic part of a p-i-n heterojunction (a
p-n junction with an intrinsic layer between the p and n-sides, see figure 3.2).
With the additional energy band, the gap is split into two sub-bands; low energy
photons may then stimulate an electronic transition from the valence band to the
intermediate band, or from the intermediate band to the conduction band of the
host (the VB and CB energies are unchanged). A VB-IB transition accompanied
by an IB-CB transition is equivalent to the VB-CB transition in the conventional
cell with the same bandgap [8–10]. In order to simultaneously facilitate both
VB-IB transitions and IB-CB transitions, the intermediate band should ideally be
half populated at all times so that is can both accept electrons from the valence
band and donate electrons to the conduction band. The IB must then coincide
with the Fermi level.
The intermediate band may be added in a number of ways, such as by crystal
impurities or inclusion of a nanocrystal superlattice [76–78]. The superlattice con-
sists of an ensemble of quantum dots (QDs) in contact via the Coulomb force.
For identical QDs, the energy levels form a series of minibands rather than a
single intermediate band. By appropriately populating the QDs with charge
carriers, the intermediate band may be aligned with the Fermi level of the struc-
ture [79]. Such devices have already been demonstrated in the lab with observed
efficiencies of up to 18.3% [80, 81]
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Figure 3.2.: A solar cell containing an intermediate band within the band gap of
the intrinsic region of a p-i-n heterojunction. The intermediate band
should ideally be half-populated in order to both accept electrons
from the valence band and supply electrons to the conduction band.
The intermediate band should also be aligned with the Fermi energy.
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The maximum theoretical efficiency of an IBSC device incorporating a sin-
gle intermediate band is the same as that of the triple-junction solar cell with
corresponding bandgaps (see table 3.1). The number of added bands may be
extended to an arbitrary number [76]. The limiting efficiency of the IBSC incor-
porating a single intermediate band has been calculated by Luque and Martí to
be 63.2% [8].
Despite the successes of the intermediate band approach to efficiency enhance-
ment, much of the energy from high frequency incident photons is lost as heat.
The efficiency of the solar cell device can be further enhanced if instead this
excess energy is used to create further electron-hole pairs. This is achieved via
impact ionisation.
3.3 impact ionisation
Carrier cooling processes constitute one of the greatest sources of inefficiency
in photovoltaic cell devices [82]. Intermediate band solar cells do nothing to
reduce carrier cooling losses, while multijunction cells comprised of more than
about five subcells are prohibitively expensive and technologically difficult to
manufacture. One way in which such loss mechanisms may be mitigated is by
the exploitation of impact ionisation.
In the impact ionisation (II) process, a hot carrier far above the band edge
cools while simultaneously exciting a secondary charge carrier (electron) from
the valance band into the conduction band, thus cooling the initially hot carrier
by at least Eg. In this sense, impact ionisation is the inverse of the direct Auger
process (see figure 3.3) [43, 44].
Recalling that in the detailed balance treatment of the conventional solar cell
device it was assumed that any absorbed photon of energy h¯ω > Eg had exactly
the same effect as photoabsorption at the bandgap energy (no hot carriers), and
further that all carrier recombination was radiative (no Auger processes). The ef-
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Figure 3.3.: Impact ionisation (left) is the inverse of the direct Auger process
(right). Both processes involve three charge carriers.
fects of carrier multiplication were not accounted for in the treatment of Shockley
and Queisser. Accordingly, the Shockley-Queisser limit of efficiency may be sur-
passed if the quantum yield (QY)—the number of electron-hole pairs generated
per photon absorbed—is increased through impact ionisation [13, 83, 84]. Due
to the assumptions of the Shockley-Queisser model, the QY in their calculations
was implicitly assumed to be 100% (i.e. one ehp per photon absorbed).
From considerations of energy conservation, there is an energy threshold be-
low which impact ionisation cannot occur. Since impact ionisation, like the
Auger process, involves the interaction of three charge carriers (either a hot
electron or hot hole creating a second ehp), the electron-hole pair creation en-
ergy must originate from a single charge carrier. Thus, the initial hot electron
or hot hole, and not the initial ehp, must posses energy of at least 2Eg. Since
the excess energy from absorption of a high energy photon is split between the
charge carriers constituting the photogenerated electron-hole pair, and accord-
ing to equations 2.1 and 2.2, the photon threshold energy for impact ionisation
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may be estimated as function of the charge carrier effective masses in the solar
cell material [43, 44, 83] as
hνthresh. =
(
2 +
m∗e
m∗h
)
Eg. (3.1)
Despite being an approximate expression, equation 3.1 agrees well with obser-
vation: for example, the predicted threshold for PbSe is ∼ 3Eg as compared to
measurements of onset between values of 2Eg and 3Eg [85–87], while for InAs it
is ∼ 2.05Eg as compared to measured values of 2Eg [88].1
The timescales associated with the impact ionisation process may be related to
the direct Auger process discussed in section 2.6.1. Taking Auger coefficients in-
troduced in equations 2.48 and 2.49 and considering the steady state of detailed
balance [65], the equation of balance in which the Auger and inverse Auger
processes are exactly opposed is given by
∂n
∂t
= G +
(
βnn− γnn2p
)
+
(
βpp− γpnp2
)
, (3.2)
where βn and βp are the coefficients for impact ionisation, and G is the rate of
carrier generation. In the absence of an energy pump G → 0 and the equilibrium
rates of Auger recombination and impact ionisation are exactly opposed, as is
required by the principle of detailed balance. The terms in each of the brackets
are then equal to zero, and the coefficients for impact ionisation are therefore
βn = γnnp and βp = γpnp. (3.3)
In calculating the maximum efficiency of a photovoltaic cell in the presence
of impact ionisation, the II must be balanced by the rate of Auger recombina-
tion [66, 67]. When the pump field is sufficiently low such that photoexcitation
1 it should be noted that the measurement of impact ionisation is a somewhat complicated process
due to the difficulty in identifying which processes correspond to the measurements taken. An
in-depth discussion on the subject is presented in reference [84] and references therein.
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of charge carriers may be neglected, the maximum efficiency for a single gap so-
lar cell under one solar illumination (bandgap energy of ∼ 1 eV) is found to be
42%[89–91]. Under maximum concentration and vanishing bandgap (Eg → 0),
the maximum efficiency is 85% [92].
In order for carrier multiplication to occur with useful prevalence, impact ion-
isation events must out-compete the carrier cooling rate. Impact ionisation does
not, however, occur with great presence in bulk materials. As with the Auger
process mentioned in section 2.6.1, impact ionisation becomes important only for
narrow-gap materials or in the presence of high intensity electric fields [43, 48,
83]. It has been suggested, however, that the impact ionisation process may be-
come significantly enhanced in solar cell devices based on nanocrystal quantum
dot technology, where the discrete nature of the energy states in NQDs restricts
the final density of states for phonon mediated carrier relaxation events [13].
When the intraband energy separation becomes larger that the phonon energy,
h¯ωphon, simultaneous emission of multiple phonons are required in order to facil-
itate a downward electronic transition (upward hole transition). As a result, the
rate of carrier cooling is much longer in QDs than in the bulk—an effect known
as the phonon bottleneck. The phonon bottleneck and impact ionisation, known as
multiple exciton generation in strongly confined structures, are discussed at length
in sections 4.3 and 4.4.
3.4 chapter summary
In this section several energy enhancement schemes have been discussed: multi-
junction cells, where several absorbing materials of appropriate band gap ener-
gies make better use of the solar spectrum; intermediate band solar cells, where
an additional energy level is introduced into the interstice between the HOMO
and LUMO of the bulk absorbed, thereby allowing for photoabsorption at sub-
bandgap energy; and impact ionisation solar cells, where high energy carriers
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may create further electron-hole pairs (carrier multiplication) instead of losing
their excess energy as heat. Each of schemes may be realised by with the use of
quantum nanocrystal technology, as discussed in the next chapter.
4
Q U A N T U M N A N O C RY S TA L S
Conventional solar cell technology is based on the properties of bulk semicon-
ductor materials. Such systems are subject to the Shockley-Queisser limit of
efficiency. It is widely agreed upon that in order to bypass this limit the next
(third) generation of photovoltaic solar cells will be based on nanotechnology.
Nanomaterials offer several advantages over bulk semiconductors. First, within
the regime of quantum confinement, the optoelectronic properties of the struc-
tures are strongly dependent on the size of the crystal [93]. This allows for the
selection of the electronic energy states at the point of synthesis, known as "dot
tuning" in zero-dimensional systems (quantum dots) [84]. Second, the discrete
nature of the atomic levels in the dimensions of confinement has strong conse-
quences on carrier mobilities and densities of states [94]. The nanostructures
therefore show great promise for use in the enhancement schemes discussed in
the previous chapter. Finally, nanocrystals are cheap and relatively straightfor-
ward to manufacture, often grown colloidally with "one-pot" synthesis methods
where, by adding the relevant chemicals after the correct reaction time, high
quality monodisperse samples may be produced with a high degree of consis-
tency [95].
The current chapter details the properties of quantum confined nanocrystals
and explains how quantum confinement may be used to enhance the impact
ionisation process in nanocrystal quantum dots. To this end, the various de-
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grees of confinement will be discussed (3D, 2D, 1D, and 0D systems), as well as
comparison of various semiconductor materials which may be used.
4.1 quantum confinement
When a semiconductor crystal is sufficiently small (typically on the order of
10-9 metres), it exhibits quantum confinement. In a bulk semiconductor, charge
carriers are free to move about the crystal as free particles with effective mass
m∗. If, however, the crystal is smaller than the exciton Bohr radius, h/p, of
the carrier, then the carrier wavefunction is localised within the crystal. The
carrier is then said to be confined. When considering an electron-hole pair as a
quasiparticle, i.e. as an exciton, the confining crystal must be smaller than the
average separation of the constituent electron and hole—the exciton Bohr radius,
so-called due to the ehps resemblance to the hydrogen atom. The exciton Bohr
radius may be calculated as
aX =
4pie0er h¯2m0
m∗ee2
(
m∗e + m∗h
m∗em∗h
)
=
h¯er
m∗ecα
m0
µ
, (4.1)
where α is the fine structure constant and µ = m∗em∗h/(m
∗
e + m∗h) is the reduced
mass of the ehp (i.e. the mass of the exciton) [21, 39]. Due to its dependence on
the effective masses of the particles comprising the electron-hole pair, the exciton
Bohr radius is highly material-specific. Some illustrative values of aX are given
in table 4.1.
Quantum nanocrystals may exhibit confinement in one, two, or all three spa-
tial dimensions [13]. The resulting structures are known respectively as quan-
tum wells (or quantum films), quantum wires, and quantum dots. The densities
of states of these structures are two dimensional, one-dimensional, and zero-
dimensional, respectively (see table 4.2). Each of these structures will be detailed
below.
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Material Exciton Bohr radius (Å)
GaAs1 11.2
InAs2 340
InP1 113
CdSe2 60
CdTe1 12.2
PbSe2 460
PbS2 200
Table 4.1.: Exciton Bohr radii for various materials. Values taken from
1reference [21] and 2reference [94].
Structure Dimensions of confinement Density of states
Bulk crystal 0D 3D
Quantum well 1D 2D
Quantum wire 2D 1D
Quantum dot 3D 0D
Table 4.2.: The dimensionallity of confinement for different structures.
4.1.1 Unconfined Systems—The Bulk
In studying a bulk semiconductor, the crystal is typically regarded as being infi-
nite in extent; edge effects are neglected, and the infinite crystal is modelled by
a small unit cell under periodic boundary conditions. Within the free-electron
model, electrons in the crystal are treated as a free electron gas (Fermi gas).
Electron-electron scattering is ignored, and effect of the nuclear potential is in-
cluded via the charge carrier effective masses. The one-electron time indepen-
dent Schrödinger equation reduces to just the kinetic energy of the particle with
effective mass m∗e [96], suggesting the parabolic band dispersion relation
E =
h¯2k2
2m∗e
. (4.2)
In an unconfined system, the allowed values of wavevector k form a quasi-
continuum: a band structure comprised of continua of allowed energy states
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(bands) separated by forbidden regions (bandgaps). The values of k which an
electron may take are discrete and given by
kx = 2pi
nx
Lx
ky = 2pi
ny
Ly
and kz = 2pi
nz
Lz
, (4.3)
where nx, ny, and nz are integers, Lx, Ly, and Lz are the spatial dimensions of
the crystal with volume V = LxLyLz [38, 97]. The range of allowed k values
for a particular energy lie on the surface of a sphere of constant energy in the
k-space, and the density of k-points may be found by taking the volume element
between two concentric spheres with thickness dk [98]. The density of states per
unit energy interval (see figure 4.3, page 53) is then
ρ3D (E) =
1
2pi2
(
2m∗e
h¯2
) 3
2
E
1
2 (4.4)
4.1.2 Confinement in One Dimension—Quantum Wells
The two-dimensional quantum well was the first system to be studied in the
quantum confined regime [99]. A typical structure consists of a nanometres
thick sheet of semiconducting material sandwiched between two (often identical)
bulk semiconductors. The bulk materials posses a wider bandgap than that of
the nanosheet, forming a type I "straddling gap" heterojunction on each side
of the sheet. The resulting potential barriers are large and confine the carriers
to the well in the direction of growth (usually referred to as the z-axis). The
charge carriers are free to move in any lateral direction and, depending on the
alignment between the bands of the sheet and bulk materials, it is possible that
only electrons or only holes are confined along the z-axis [13].
The quantum well need not necessarily exist in isolation. A series of quantum
wells may be formed by growing alternate layers of bulk and sheet material
(figure 4.1). If the bulk layers are sufficiently thick as to eliminate electronic
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coupling between the wells then each well in the array exists in isolation: the
resultant devices is known as a "multiple quantum well." If, however, the bulk
layers are thin, then the carrier wavefunctions overlap and a series of minibands
are formed. This is termed a "superlattice. [13]"
EF
z
Figure 4.1.: Schematic of a multiple quantum well structure. Charge carriers are
confined to the wells by the potential at the interfaces. The region
between the dotted lines forms a type I heterojunction.
The eigenvalues and eigenvectors of the single quantum well are those of the
well-known "particle in a box" problem. The density of states for such a system
may be found by considering the number of k-points within the area of thickness
dk bounded by two concentric circles of constant energy in the two-dimensional
k-space, and is given by (see figure 4.3 below)
ρ2D (E) =
m∗e
pih¯2
∑
nz
Θ (E− Enz) , (4.5)
where Θ (E− Enz) is the Heaviside unit step function, equal to 0 when E < Enz ,
and equal to 1 otherwise [21, 100].
4.1.3 Confinement in Two Dimensions—Quantum Wires
A system which exhibits quantum confinement in two dimensions is known as a
quantum nanowire [13]. While the nanowire must have lateral dimensions smaller
than the exciton Bohr radius of the constituent material, there is no specific limit
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D < ax,y
Figure 4.2.: Cross-section of a quantum nanowire Carrier are confined along the
lateral dimensions of the nanowire.
for the third (longitudinal) dimension, with aspect ratios on the order of 20:1
being commonplace [101], while aspect ratios as high as 200:1 have been reported
in the literature [102]. Charge carriers confined within the quantum nanowire
posses only one degree of freedom, and the k-space is therefore one-dimensional.
The density of states for the nanowire may be found by taking length element
dr in the k-space [103]. The one-dimensional electronic density of states is then
(see figure 4.3 below)
ρ1D (E) =
√
2m∗e
pi2h¯∗ ∑nx,ny
(
E− Enx,ny
)− 12 Θ (E− Enx,ny) . (4.6)
4.1.4 Confinement in Three Dimensions—Quantum Dots
When a semiconductor exhibits quantum confinement in all three spatial dimen-
sions, the nanocrystal is termed a quantum dot [104]. The electronic structure
of the quantum dot is regarded as being zero-dimensional; the QD itself posses
internal structure, being made of atoms. Since the charge carriers are completely
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confined within the dot, possessing no internal degree of freedom, the density
of states for an ideal quantum dot consists of a series of delta functions:
ρ0D (E) = 2 ∑
nx,ny,nz
δ
(
E− Enx,ny,nz
)
, (4.7)
where the factor of 2 accounts for spin degeneracy [103].The carrier may only be
found in particular discrete energy states, related to the k-values given in equa-
tion 4.3 (see figure 4.3). Due to the resemblance of the quantum dot electronic
structure to that of an isolated atom, QDs are sometimes referred to as "artificial
atoms."
Since the allowed values of wavevector k are inversely proportional to the
length of the confinement region, so too are the gaps between energy states
inversely dependent upon the physical size of the QD [93]. Accordingly, a large
blue shift is observed in the energy spectrum of the dot as compared to the
spectrum of the material in bulk. The degree of the blue shift is larger for smaller
QDs. Although no such energy bands exist in zero-dimensional nanocrystals,
the size-dependent optical gap between the highest occupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO) is often referred to
as the quantum dot bandgap.
The discrete nature of the zero-dimensional density of states has the poten-
tial to greatly enhance the rates of Auger and inverse Auger (impact ionisation)
processes in nanocrystal quantum dots due to the existence of the phonon bot-
tleneck [14]. This important effect of quantum confinement will be discussed in
the section 4.3.
4.2 nanocrystal quantum dots—artificial atoms
Quantum dots were first observed in silicate glass by H. P. Rocksby in the
1930s [105]. It was noted that the red and yellow colouration of the glass was
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Figure 4.3.: Density of states for a) bulk (3D), b) quantum well (2D), c) quantum
wire (1D), and d) quantum dot (0D).
caused by microscopic impurities of cadmium included in the glass. At the time,
Rocksby referred to these impurities as microcrystals. The microcrystals were
later given the moniker "quantum dot" to better emphasis the fact that the mi-
crocrystals have zero-dimensional electronic properties [106]. It was not until
some fifty years later that the mechanism by which cadmium microcrystals al-
tered the colour of the glass was explained, when Alexy Ekimov described the
quantum size effect (quantum confinement effect) in copper chloride microcrystals
embedded in a glass matrix [93]. The different pigmentations of Rocksby’s glass
samples could be attributed to the size-dependent optical gaps of the cadmium
microcrystals.
An expression to estimate the size-dependent bandgap energy (HOMO-LUMO
gap) of the microcrystals was developed by Louis Brus in 1984:
E ≈ h¯
2pi2
2R2
[
1
me
+
1
mh
]
− 1.8e
2
eQDR
+
e2
R
∞
∑
n=1
an
( r
R
)2n
, (4.8)
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where the overbar denotes an average over a particular ψ, eQD is the dielectric
constant of the dot, and R is the radius [107]. Brus went on to discover the
existence of colloidal quantum dots in 1986 [108].
Artificial quantum dots were first synthesised by Ekimov and colleagues in
1985, with more sophisticated techniques being developed by Murray et. al. in
the early 1990s, leading to the high-quality, monodisperse samples produced by
colloidal chemistry today [109, 110].
Presently, colloidal nanocrystal quantum dots are routinely produced from a
variety of semiconductors, including: II-VI materials such as CdS, CdSe, and
CdTe [110]; various III-V structures such as InGaAs on GaAs substrate and in
AlGaAs matrix [111, 112], and InAlAs in AlGaAs matrix [113, 114]; and IV-VI
lead chalcogenide compounds, PbS, PbSe, and PbTe in colloid [115–117]. Quan-
tum dots made of silicon, carbon, and graphene have also been reported [118,
119].
4.3 efficient carrier multiplication in nanocrystal quantum
dots
As has been discussed previously, impact ionisation, the reverse Auger processes,
has the potential to significantly improve upon the efficiency of the conventional
solar cell. Upon absorption of a high-energy photon (of energy at least equal
to the bandgap), the excess energy is used to generate secondary electron-hole
pairs—a process known as carrier multiplication. Since carrier multiplication usu-
ally involves the scattering of only one of the hot photocarriers comprising the
initial ehp (with the division of energy being given by equations 2.1 and 2.2) ,
the incident photon must therefore have sufficient energy to excite at least one of
the carriers to twice the bandgap energy. As a result, impact ionisation provides
only an extremely small proportion of the overall photocurrent in bulk semi-
conductor devices, becoming important typically only at ultraviolet frequencies,
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far above the peak in the solar spectrum. It has been predicted, however, that
carrier multiplication may be a much more efficient process in zero-dimensional
systems (quantum dots) due to greatly slowed carrier cooling rates, even at arbi-
trarily low illumination, due to the phonon bottleneck effect [14, 120–122]. Effi-
cient carrier multiplication in nanocrystal quantum dots was first demonstrated
by Schaller and Klimov in 2003 [123].
4.3.1 Phonon Bottleneck
Slowed hot carrier cooling in nanocrystal quantum dots was first predicted by
Boudreaux et. al. in 1980 [120]. They were to first group to note that phonon me-
diated carrier cooling should be suppressed when the (intraband) energy gaps
in the discrete QD energy spectrum are greater than the phonon energy, h¯ωphon.
Simultaneous scattering of multiple phonons is therefore necessary in order to
facilitate a downward electronic transition. In their paper, Boudreaux and col-
leges suggested an approximate expression for the multiphonon relaxation time
of
τC ∼ ω−1phon exp
(
∆E
kBT
)
, (4.9)
where ωphon is the phonon angular frequency and ∆E is the transition energy
(energy level separation). The theory put forward by Boudreaux has since been
refined by other authors such as Bockelmann [121, 124] and Bensity [14, 122].
The phonon bottleneck has been demonstrated by the phenomenon of photo-
luminescence (PL) blinking present in (CdSe) quantum dot structures [125, 126].
When two ehps have been generated via two separate photoexcitation events,
one the pairs may recombine in an auger process, transferring energy to one
of the carriers comprising the second ehp (which carrier would depend on the
band offsets and confinement energies of the carriers). The excited carrier is
then ionised to the surface of the nanostructure (or, in the case of core/shell
structures, into the shell). The QD then possesses a net charge, and an electric
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dipole is established in the dot. The ionisation of the crystal leads to a reduced
screening factor and a resultant increase in the (Coulomb mediated) Auger inter-
action. Further photocarriers generated in the dot then overwhelmingly recom-
bine through nonradiative means until the ionised carrier returns to the dot. The
timescale during which the PL is "on" is inversely proportional to the intensity
of the illumination. Since Auger processes become so prominent in the presence
of the phonon bottleneck, so too may the inverse process become significant.
There have been many reports which either support [127] or reject [128] the
presence of a phonon bottleneck effect in nanocrystal quantum dot systems.1
While long lifetimes for radiative recombination are known to occur in NQDs,
those articles which argue against the existence of a phonon bottleneck point
out that the lifetimes should in principle by infinite, and that no photolumines-
cence should be observed. The measured lifetimes are however of an order of
magnitude longer than in the corresponding bulk material, which suggests that
the phonon bottleneck is present, at least to some extent. When the radiative
carrier lifetime is on the order of 10 ps, Auger processes may compete to be the
dominant mechanism for carrier relaxation [129].
There are several ways in which the phonon bottleneck may be broken. Firstly,
Auger processes where the excess electron energy is transferred to a hole in
the valence band may lead to fast carrier cooling in systems where m∗h >>
m∗e . The hole may rapidly cool due to its high effective mass and the nar-
row energy spacing in the VB (compared to the conduction band energy spac-
ing) [130]. Other mechanisms by which the phonon bottleneck may be circum-
vented include electron-hole scattering [131], deep level trap-assisted thermali-
sation [132], and processes involving both longitudinal optical and longitudinal
acoustic phonons [133, 134].
Detailed balanced calculations undertaken by Klimov show that the maxi-
mum theoretical efficiency of a quantum nanocrystal in the presence of multi-
1 For a comprehensive list of such articles see the review article by Arthur Nozik [13].
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ple exciton generation and Auger recombination is 42% for the ideal case where
hνthresh. = 2Eg, reducing to 36% when hνthresh. = 3Eg, however, as will be seen in
the next section, these limits of efficiency may be enhanced with proper design
of the nanocrystal structures [91].
4.4 meg enhancement in core/shell quantum dot heterostruc-
tures
Detailed balance calculations to find the upper bound to the efficiency of a pho-
tovoltaic cell with various device architectures in the presence of direct carrier
multiplication have been undertaken by several authors [48, 86]. Notably, calcula-
tions on single-junction bulk structures undertaken by Hanna and Nozik predict
a maximum efficiency of 44% [48], while Klimov’s calculations for monodisperse
quantum dot structures predicts a limiting efficiency of 42% in the case that the
MEG threshold is 2Eg.
In both of the treatments mentioned above, the systems under consideration
consist of a single semiconductor species. However, it has recently been pre-
dicted [120, 135], and, in some cases, experimentally verified [136], that carrier
cooling in quantum dot heterostructures may differ greatly from their monocrys-
talline analogues. The most easily realised, and therefore most studied systems
are core/shell quantum dot heterostructures. First grown synthetically by Hines and
Guyet-Sionnest [137], the core/shell QD is comprised of a single-crystal "core"
region enveloped by a second "shell" region of a different semiconductor species
(see figure 4.4). The shell region usually possesses a larger bandgap than the
core region. In either configuration, appropriate materials have type-II band
alignment. The convention for such heterostructures is to denote the core and
shell materials as <core material>/<shell material>.
The addition of the shell has two main effects. Firstly, the shell serves to
passivate dangling bonds at the surface of the dot (surface ligands) which arise
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Figure 4.4.: Type-II band alignment for core/shell QD cross-section. The core
region is enveloped by a semiconductor with band alignment such
that a "staggered gap" interface is formed. This results in an effective
band gap being established in the dot and carrier confinement to the
core and shell region (here, CB electrons are confined to the core,
while VB holes are confined to the shell.
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from the lack of coordination in atoms at the dot surface, vastly reducing the
number of trap states near the surface [138]. This reduces the strength of the
phonon bottleneck, and PL blinking is less prominent. Secondly, the energy
offsets forming the type-II heterostructure result in confinement of the charge
carriers into separate regions of the dot: electrons are confined to the core while
holes are confined to the shell region, or vice-versa, depending on the relative
band alignment between the two regions [139]. The confinement is a result of
the effective bandgap established between the VB of one material and the CB of
the other (see figure 4.4). The strength of the confinement is in part determined
by the physical size of the core and shell regions.
It has recently been shown that the addition of the shell, while modifying
the electronic structure and energy gaps of the dot, does not necessarily lead
to removal of the phonon bottleneck effect [138]. By using an 8-band k ·p and
configuration interaction approach, it has been predicted that the addition of a
CdTe shell on a spherical CdSe core results in reduction of the intraband energy
level separation, however, phonon bottle necks remain for the shell thickness
studied. The rate of phonon cooling was not found to increase significantly for
shell thicknesses up to 3 Å, even at energies above the threshold for multiple
exciton generation. Reduction in the electron and hole carrier wavefunctions by
spatial separation to the core and shell regions reduces the rate of Auger cool-
ing without an accompanied increase in the rate of phonon mediated cooling,
with increased carrier lifetimes observed as a consequence. These predictions
were confirmed experimentally for a bare CdSe QD of radius 1.80 ± 0.20 nm
(averaged over 100 samples) and CdSe/CdTe QD with the same core radius and
CdTe shell thickness ∼ 2 nm (estimated, based on the shift in the absorption
peak as compared to the bare core). Detailed balance calculations indicate a max-
imum efficiency of 36.5% for CdSe/CdTe QDs with thick shells; the efficiency is
expected to be higher for materials with lower bandgap energy.
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4.4.1 Observation of MEG in real systems
Multiple exciton generation in quantum nanocrystals was first reported in PbSe
QDs by Schaller and Klimov in 2004 [123]. In the time since, MEG has been ob-
served in many nanocrystalline semiconductors, including PbS [85], PbTe [140],
CdSe [86], CdTe [141], CdTe/CdSe [142], InAs [143], and Si [144], and even in
other, higher-dimensional structures, such as carbon nanotubes [145].
The experimental probing of multiple exciton generation is a complicated
task, with ongoing discussion regarding how measurements should be inter-
preted [84]. This has lead to some controversy in the past, with MEG being
reported in several systems, but with subsequent investigations being unable to
be replicated the results of those experiments [143, 146–148]; perhaps the most
notable of these disagreements being the report [87] and refutation [149] of up
to 7 excitons generated from absorption of a single photon in PbSe QDs.
One possible reason for the discrepancies in experimental results arose from
the short biexciton2 lifetimes in the nanocrystals. The lifetime for biexcitons is
typically in the 10-100 ps range, and thus must be measured (and under pho-
tovoltaic operation, extracted) before recombination can occur [84]. Ultra fast
femtosecond pulse laser probes may be used to take such measurements. The
problem then lies in making the distinction between biexcitons produced by
MEG processes and those arising from two separate photoabsorption events.
The rate of photoexcitation may be higher than the rate of carrier recombination
for a single exciton. The pump fluence must therefore be sufficiently low that
the chance for biexcitons to be produced by absorption of two photons becomes
negligible.
Other factors which were suggested sources of discrepancy, and were later
ruled out, include: uncertainty in the absorption cross-section, σ for the QD at
the pump wavelength [144, 148], arising from the difficulty of determining σ; in-
2 excitons may form bound states in an analogous manner as to how electrons and holes form the
excitons themselves. Two excitons may bind to form a biexciton, for example.
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homogeneities in the pump beam [83], where the beam fluence is larger at some
points on the dot than at others, leading to biexcitons being produced from mul-
tiple photoabsorption events; inhomogenous chemistry at the dot surface [83],
resulting from differing solutions used to fabricate/wash the dots [150] or the
formation of oxide layers at the dot surface [151].
The likely candidate for the irreproducibility of early reports, however, is
thought to be photocharging of the QD by the pump beam [152]. In this pro-
cess, three carriers are excited (two electrons and one hole, or vice-versa), while
the fourth is isolated, say, in a surface trap state. The three free carriers may then
from a trion, a quasiparticle of charge ±1 (see figure 4.5). Since they are three-
body quasiparticles, trions may decay by Auger processes on similar timescales
as do biexcitons. The presence of trions may therefore be easily confused with
the presence of biexcitons, leading to mistaken reports either for or against the
presence of MEG. Reports have shown that laminar flow [153] or sample stir-
ring [154] can remove the photocharging effect from the sample, leading to accu-
rate determination of the quantum yield. Surface passivation achieved through
the addition of a thin shell also removes the artefacts of photocharging by re-
moving surface trapping states [138].
Since multiple exciton generation relies on photoabsorption at energies in ex-
cess of the bandgap, the greatest potential for exploitation of the solar spectrum
is found for materials of narrow bandgap energy. The lead-based IV-VI semicon-
ductor compounds (lead-chalcogenides) represent an exemplary material class
in which to explore the physics behind the MEG process. On overview of the
material properties for these compounds is given in the next chapter.
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negative trion positive trion
Figure 4.5.: Positive and negative trions cause charge imbalance in the dot. Each
may recombine nonradiatively leading to misidentification as biexci-
tons in early MEG investigations
5
L E A D - C H A L C O G E N I D E Q U A N T U M D O T S
Lead sulphide (PbS), lead selenide (PbSe), and lead telluride (PbTe) form a group
of materials collectively known as the lead chalcogenides, often denoted by
"PbX", where X = S, Se, or Te. Lead is a group IV post-transition metal, while the
chalcogenides are from group VI of the periodic table. The lead chalcogenides
are, due to their large exciton Bohr radii, excellent candidates with which to ex-
plore structures under strong confinement] [94]. Further, due to their electronic
properties, lead-chalcogenides have the potential for use in highly efficient so-
lar photovoltaic cell devices which operate under direct carrier multiplication
(MEG) processes [85].
Lead chalcogenide compounds form a rock-salt face-centred cubic (FCC) crys-
tal structure; the FCC lattice consists of a two-atom basis, with the lead cation
located at the (0, 0, 0) position and the chalcogenide anion at the (1/2, 1/2, 1/2) posi-
tion (see figure 5.1) [39]. Due to the somewhat unusual electronic structure of the
PbX compounds (see section 5.1), the the valency of the lead cation is effectively
four [155]. The lead cation therefore binds monotomically with chalcogenide
anions. Due to the group II-like valency of the Pb cation, the PbX compounds
are sometimes referred to as "Pseudo II-VI" compounds [155]. More commonly,
due to the rock-salt crystal structure, the lead chalcogenides are often referred
to as lead-salts. The lead-salts exhibit several useful properties which facilitate
multiple exciton generation processes, which are the focus of the current chapter.
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Figure 5.1.: Top: rock-salt crystal structure of lead (black) selenide (yellow). Bot-
tom: Brillouin zone for the FCC lattice. The HOMO and LUMO of
the lead-salts are found at the high-symmetry L-point of the Brillouin
zone.
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The lead chalcogenides are known to posses very narrow bandgap energies as
compared to many other important semiconductor compounds in the bulk, as
outlined in table 2.1. The bandgap energies for PbS, PbSe, and PbTe are 0.41 eV,
0.28 eV, and 0.32 eV, respectively [61, 63, 156]. It is noteworthy that, unlike most
other semiconductor compounds, the bandgap energy of the lead-salts does
not increase monotomically with the species of anion: Eg(PbSe) < Eg(PbTe) <
Eg(PbS). These narrow bulk band bandgap energies are ideal for use in solar
cell devices which exploit multiple exciton generation. While a larger bandgap,
such as that of silicon (1.1 eV), is well suited in traditional photovoltaic appli-
cations, the narrow bandgaps of the lead-salts are ideal for MEG applications,
with lower photon energies being required to activate the carrier multiplication
(lower threshold energy hνthresh.).
The lead-salts are direct gap materials (the valence band maximum and con-
duction band minimum are coincident in the k-space), however, the bandgap,
in contrast to the majority of direct-gap semiconductor materials, is located at
the L-point of the first Brillouin zone, as opposed to at the zone centre (Γ-point,
see figures 5.1-5.3) [157]. The band-edge symmetries are therefore distinct from
those of the more familiar zone-centre direct-gap (e.g. III-V) materials. For the
III-Vs, where the basis states are taken along the cubic unit cell axes, states
at the bottom of the conduction band have s-like (n = 1, l = 0, m = 0) spa-
tial symmetry, while states at the top of the valence band have atomic p-like
(n = 2, l = 0, 1, m = 0,±1) symmetry, resulting in the degenerate "light-hole"
and "heavy-hole" bands, while the spin split-off band emerges when the rela-
tivistic spin-orbit interaction is accounted for (see figure 5.2) [43]. Conversely,
in the IV-VI PbX systems the z-axis is taken towards one of the four equivalent
L-points of the first Brillouin zone (e.g. along the 〈111〉 direction). In these sys-
tems, it is the states at the top of the valence band which have atomic s-like
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spatial symmetry, while states at the bottom of the conduction band exhibit pz-
like symmetry, where z is oriented toward the L-point. States at the band edges
are spin-degenerate, with additional four-fold degeneracy arising from the ex-
istance of the other three L-valleys, resulting in eight-fold degeneracy when all
four L-points are accounted for (the degeneracy at a particular L-point, however,
remains two-fold) [157]. There is no distiction made between heavy holes and
light holes (the effective masses are the same for all hole states), and the spin
split-off band is not observed (see the band structures in figures 5.2 and 5.3).
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Figure 5.2.: Band structure near the extrema for: a) many zone-centre direct
bandgap materials, where the VB is split into light hole (LH),
heavy hole(HH), and spin split-off (SS) bands, while the CB is spin-
degenerate; and b) PbX with a direct gap at the L-point, where both
the CB and VB consist of a single, four-fold degenerate band (exclu-
sive of spin degeneracy)
At first glance, the pz-like symmetry of the conduction band minimum of the
lead-salts shuold preclude electronic transitions between the CBM and the s-like
VBM when the excitoation photon is polarised in the x or y directions. For a
particular choice of z-axis (i.e. particular L-point), such transitions are permitted
5.2 carrier effective masses 67
W L Γ X W K
-8
-6
-4
-2
0
2
4
6
8
ε 
(eV
)
Figure 5.3.: Bandstructure for PbSe. The bandgap is narrow and lies at the
L-point of the first Brillouin zone. This bandstructure was calcu-
lated via time-independent DFT (CASTEP) using a PBE exchange-
correlation functional.
where the transition occurs at one of the other three L-valleys of the Brillouin
zone, where the pz orbital is differently oriented.
5.2 carrier effective masses
In the majority of semiconductor species the effective masses of the holes are
significantly larger than the electron effective mass: often m∗h ∼ 10m∗e [130]. This
leads to closer spacing of the energy levels of the valence band in confined sys-
tems, and consequently much faster cooling times for hot holes [13]. Further, hot
electrons may cool by undergoing an Auger process , transferring their excess
energy, ∆Ee, to a hole in the VB, which then cools rapidly towards the band edge
through phonon emission. The phonon bottleneck is thus broken.
Conversely, in the lead-salts, the electron and hole effective masses are ap-
proximately equal [83, 157]. As a result, carrier cooling via phonon emission
is suppressed (where the intraband energy separation is large), and Auger pro-
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cesses do not break the bottleneck. Unfortunately, as predicted by equation 3.1,
the threshold photon energy required for carrier multiplication is dependent
on the ratio of the effective masses of the charge carriers. With m∗e ≈ m∗h, the
threshold photon energy is hνthresh. ≈ 3Eg: far greater than the ideal, thermo-
dynamic threshold of 2Eg. The experimental results of several authors predict
similar values for the threshold photon energy. Initial observations of MEG in
PbSe QDs were reported by Schaller and Klimov for photon energies greater
than 3Eg [87, 123]. They later revised the energy threshold down to 2.85Eg [158].
Quantum yields of of 3.0 and 2.8 were respectively reported in PbSe and PbS at
photon energies of hν ∼ 4Eg and hν ∼ 4.5Eg by Ellingson et al. [85], suggesting a
threshold photon energy between 2Eg and 3Eg. The same group also measured a
MEG threshold energy of ∼ 3Eg in PbTe nanocrystals [140] with quantum yields
comparable to those in reference [85].
Despite the relatively high MEG threshold energies, the lead-salts are still ex-
cellent candidates for PV devices incorporating multiple exciton generation into
their design. While the threshold of 3Eg is large, the bandgap energies them-
selves are small (Ebulkg (PbSe) = 0.28 eV). While quantum confinement blueshifts
the energy spectra of the QD, the bandgap energy tends to remain in the the near-
infrared part of the spectrum; incident photon energies are still large enough to
stimulate carrier multiplication, even at three times the bandgap. The large ex-
citon Bohr radii of the lead chalcogenides allow for easy access to the strong
confinement regime in PbX nanocrystals of much larger size than in comparable
systems such as CdX QDs (see table 4.1). Further, the confinement energy is
much larger in PbX QDs than in many other systems for QDs of equal size of
similar size. As a result, the variation of the energy structure of PbX NQDs is
highly exaggerated.
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While the size-dependence properties of quantum confined nanostructures are
well understood, less so are the effects of the shape of the nanocrystal on QD elec-
tronic properties. It is in general mathematically and computationally complex
to model nanostructures without spherical symmetry. The simplest deviation
from spherical symmetry lies in the the spheroids of revolution (see figure 5.4). A
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Figure 5.4.: Spheroids of revolution are generated by rotating an ellipse about
the c axis. For c < a, the spheroid is oblate (left), while for c > a the
ellipsoid is prolate (right).
general ellipsoid is described by
a2
x2
+
b2
y2
+
c2
z2
= 1, (5.1)
where a, b, and c are the axes of the ellipsoid aligned with the x, y, and z direc-
tions. In the limiting case that a = b = c = r, the familiar equation for a sphere,
x2 + y2 + z2 = r2 is returned. The case that a = b 6= c describes the spheroids of
revolution:
a2
(
1
x2
+
1
y2
)
+
c2
z2
= 1. (5.2)
In the case that c < a = b, the spheroid is termed oblate, while for c > a = b,
the spheroid is prolate (see figure 5.4). It should be emphasised that while the
prolate spheroid posses one dimension which is longer than the others, a prolate
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spheroidal quantum dot is not synonymous with a quantum wire (section 4.1.3).
While the shape is somewhat similar, being smaller laterally than longitudinally,
the longitudinal dimension of the quantum dot is smaller than the Bohr radius
of the underlying lattice material; thus quantum dots with the prolate spheroidal
geometry maintain a zero-dimensional electronic structure. As will be seen in
chapter 7, the shape of the QD exerts a subtle influence on the electronic struc-
ture of the dot.
6
T H E O RY
The calculations presented in the current work are based on the k ·p perturbation
method expanded in a planewave basis. The k · p equation is a single-particle
equation, commonly used to determine the electronic states of a system within
the single-particle approximation. Excitonic corrections were obtained via state
mixing in a subsequent configuration interaction (CI) calculation. Once single-
particle (sp) and many-particle (mp) states were obtained, further properties
derived from knowledge of these states were found using a suit of stand alone
FORTRAN scripts which complement the main in-house code—kppw—with which
the sp states were found. The current section describes in detail the mathemati-
cal and computational techniques used to this end.
6.1 limits of ab initio methods
When modelling complex quantum mechanical systems, exact solutions to the
many-body Schrödinger equation are almost universally intractable. Under ap-
propriate approximations, ab initio methods may make highly accurate predic-
tions. The most popular atomistic modelling technique is density functional the-
ory (DFT), wherein the complex, many-body system is associated with a non-
interacting analogue which has the same set of eigenvalues and eigenvectors,
and the same ground state electronic density, n0, as the original system. Within
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the DFT framework, all properties of the system are represented as functionals
of n0. A set of coupled equations (the Kohn-Sham equations) is then solved. In
principle, solutions to the Kohn-Sham equations are exact, however, in order to
deal with the many-body effects of exchange and correlation, some approximation
must be made to the exchange-correlation potential. Approximations such as the
local density approximation (LDA) or the generalised gradient approximations (GGA)
provide excellent predictions of the ground state properties of the many-body
system.
Unfortunately however, DFT is a computationally expensive method. Since
it is an atomistic approach, DFT is most effective when dealing with systems
comprised of a small number of atoms: either small molecules or highly periodic
structures (i.e. small number of electrons). Since nanocrystal quantum dots
do not exhibit translational symmetry, a simulation cell for a NQD typically
contains several thousands of atoms. For a PbSe QD, the coordination number
of the FCC lattice is four, and the valencies of lead and selenium are 4 and 2
respectively. Thus, the simulation cell for a PbSe QD of radius 30 Å contains
∼5,000 atoms and ∼20,000 electrons—a monumental undertaking for ab initio
approaches.
6.2 k · p perturbation theory
It is clear that atomistic approaches are unfeasible when considering the elec-
tronic properties of nanocrystal quantum dots. It is therefore necessary to turn
to phenomenological modelling techniques. One such method, first developed
by Kane in the 1950s, is the k · p perturbation method [159–161]. The k · p
method is a perturbative approach to determine the band structure from em-
pirically (or in practice, calculated) input parameters. Despite originally being
applied to bulk structures, the k · p method has successfully been extended for
use with non-periodic structures, such as crystal defects, molecules, and quan-
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tum nanocrystals. It is therefore possible to calculate optoelectronic properties
of quantum dots from the parameters of the corresponding bulk material.
6.2.1 The Parabolic Effective Mass Approximation
The k · p method is an effective mass approximation, whereby electrons in the
crystal are treated as free, non-interacting particles (electron/Fermi gas). This is
realised by treating the real particles as particles with effective mass m∗, which
differs from the electron rest mass m0 by an amount determined by the local
environment. In the presence of parabolic band dispersion, the particle effective
mass emerges from Newton’s second law of motion when taken with the group
velocity as
1
m∗
=
1
h¯2
∂2
∂k2
E (k) . (6.1)
Energy states around the band edge are then given by given by
E (k) = E0 +
h¯2
2m∗ |k − k0 |
2 , (6.2)
where E0 and k0 are the bandedge eigenenergies and wavevectors, respectively.
If the bandedge is coincident with the zone centre, then k0 → 0.
The parabolic band approximation is, however, insufficient for the description
of most physical systems. For example, the parabolic approximation does not
account for band anisotropy. The effective mass in equation 6.1 should in general
be replace by effective mass tensor
1
m∗µ,ν
= δµ,ν − 2h¯
2
m0
∑
i 6=j
〈
i0
∣∣∇µ ∣∣ j0〉 〈j0 | ∇ν | i0〉
Ei0 − Ej0
, (6.3)
where µ, ν = x, y, z.
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6.2.2 The Single-Particle k · p Perturbation Method
One of the main strengths of the k ·p method lies in its relative simplicity from
a conceptual perspective. In its simplest implementation, as applied to a single
band, the one-band k · p equation for the bandstructure of solids modifies the
single-particle Schrödinger equation,
[
p2
2m0
+ V (r)
]
|ψnk〉 = Enkψnk , (6.4)
where n is the band index and pˆ = −ih¯∇ is the quantum mechanical momen-
tum operator, by representing the electron wavefunction, |ψnk〉, in terms of Bloch
functions,
ψnk = un,k (r) exp (ik · r), (6.5)
where u(r) = u(r + R) is a function with the periodicity of the crystal lattice (R
being a reciprocal lattice vector), in accordance with Bloch’s theorem [162]. The
set of Bloch functions are complete and orthogonal, and this have the respective
properties:
∑
nk
|ψnk〉 〈ψnk | = 1 (6.6)
and
〈ψn′k′ |ψnk〉 = δn′ ,nδk′ ,k . (6.7)
Combining equations 6.4 and 6.5 yields the new Schrödinger equation
Hk·pun,k (r) = En,kun,k (r) , (6.8)
where the k ·p Hamiltonian
Hk·p =
p2
2m0
+
h¯2k2
2m0
+
h¯
m0
k · p + V (r) , (6.9)
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Equation 6.8 is the one-band k · p equation, so-called due to the term propor-
tional to the product k ·p. The additional terms in the k ·p Hamiltonian may be
treated as perturbations to the known groundstate of the system, such that
Hk·p = H0 + H′, (6.10)
where H0 is the unperturbed Hamiltonian of the single-particle Schrödinger
equation (6.4), and the perturbation Hamiltonian
H′ = h¯
2k2
2m0
+
h¯
m0
k · p, (6.11)
where it has been assumed that k0 = 0. Since the terms included in the per-
turbation Hamiltonian are linearly and quadratically dependent on k, the k · p
approximation is most accurate near to the band edges. By including enough
terms of higher order in the perturbative expansion, it is however possible to
represent the bandstructure throughout the first Brillouin zone to a reasonable
degree of accuracy. For non-degenerate bands, corrections to the unperturbed
eigenstates up to second order are
un,k = un,k0 +
h¯
m0
∑
n 6=n′
〈
unk0
∣∣ k · p ∣∣ un′ ,k0〉
En,k0 − En′ ,k0
un′ ,k+0 (6.12)
while corrections to the energy eigenvalues are given by
Ei = E
(0)
i + E
(1)
i + E
(2)
i = E
(0)
i +
〈
i0
∣∣H′ ∣∣ j0〉 +∑
i 6=j
〈i0 |H′ | j0〉 〈j0 |H′ | i0〉
E(0)i − E(0)j
, (6.13)
where superscripts denote the order of the perturbation. Since the first term in
the perturbation (first term in equation 6.11) contains no operator, the properties
of orthonormality lead to
〈
i0
∣∣∣∣∣ h¯2k22m0
∣∣∣∣∣ j0
〉
=
h¯2k2
2m0
〈i0 | j0〉 = h¯
2k2
2m0
δi,j. (6.14)
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Thus, first order corrections appear only on the main diagonal of the Hamilto-
nian matrix. Since the summation in equation 6.13 is over i 6= j, second order
corrections are nonzero only away from the main diagonal, a consequence of
the Hermitian properties of the momentum operator. A further consequence is
that second order corrections are symmetric about the main diagonal; the k · p
Hamiltonian is self-adjoint (Hermitian).
An explicit expression for non-degenerate corrections up to second order is
found by inserting H0 and H′ into equation 6.13, resulting in
Ei = − h¯
2
2m0
∇2 + V (r) + h¯
2k2
2m0
+
(
h¯
m0
)2
∑
i 6=j
〈i0 | k · p | j0〉 〈j0 | k · p | i0〉
E(0)i − E(0)j
(6.15)
= − h¯
2
2m0
∇2 + V (r) + h¯
2k2
2m0
+
(
h¯
m0
)2
∑
i 6=j
∑
µ,ν
kµkν
〈i0 | p | j0〉 〈j0 | p | i0〉
E(0)i − E(0)j
(6.16)
= E(0)i +
h¯2
2m0
∑
µ,ν
kµkν
m∗µ,ν
, (6.17)
where
1
m∗µ,ν
= δµ,ν +
2h¯2
m0
∑
i 6=j
〈i0 | p | j0〉 〈j0 | p | i0〉
E(0)i − E(0)j
(6.18)
is the effective mass tensor.
The treatment so far has been focused only on non-degenerate eigenstates.
More generally, second order corrections should include summation over degen-
eracies. Corrections to the unperturbed eigenvalues up to second order are then
Ei = E
(0)
i δa,b +
〈
ai0
∣∣H′ ∣∣ bj0〉 +∑
i 6=j
gn
∑
a=1
gn
∑
b=1
〈ai0 |H′ | bj0〉 〈bj0 |H′ | ai0〉
E(0)i − E(0)j
, (6.19)
where a and b denote the degeneracy level within the state |i〉. When consid-
ering many-particle states within the configuration interaction calculation, it is
important to sum over all degeneracies within a particular state (see below).
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6.2.3 The Spin-Orbit Interaction
Another strength of the k ·p method is the straightforward inclusion of relativis-
tic effects within the k ·p Hamiltonian. A well-known physical effect in atoms
with high atomic number is the spin-orbit interaction, whereby the orbital angular
momenta of the electrons are coupled to the electron spin state, with the effect
becoming larger as more electrons are added to the system (i.e. for heavier ele-
ments/higher degrees of degeneracy). The spin-orbit interaction is responsible
for the spin split-off band in semiconductors with the valence band maximum
at the zone centre. The spin-orbit effect is introduced to the Hamiltonian as [163,
164]
H = H0 + HSO, (6.20)
where the spin-orbit Hamiltonian is given by
HSO =
h¯2
4c2m2
(∇V × p) · σ, (6.21)
and σ is the famous Pauli spin matrix, the components of which are
σx =
 0 1
1 0
 , σy =
 0 −i
i 0
 , and σz =
 1 0
0 −1
 . (6.22)
The k ·p Hamiltonian including the spin-orbit interaction is then
Hk·p =
p2
2m0
+ V (r) +
h¯2k2
2m0
+
h¯
m0
k · p + h¯
2
4c2m2
(∇V × p) · σ. (6.23)
This is a cumbersome equation, and is often rewritten as
p2
2m0
+ V (r) +
h¯2k2
2m0
+
h¯
m0
k ·pi , (6.24)
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where
pi = k · p + 1
4h¯m0c2
(σ ×∇V) · (k + p) . (6.25)
6.2.4 The Four-Band k · p Equation for Lead-Salt Quantum Dots
While k ·p theory is most commonly expanded about the zone centre (k = 0), it
is an equally valid approach for wavevectors k in the vicinity of any arbitrary
point in the k-space. Since the lead-chalcogenides posses a direct bandgap at the
L-point of the first Brillouin zone, the k ·p equation should be expanded about
the point k = L. Expanded about the L-point, the appropriate basis functions,
in the double-group notation, are |L−6 , α〉, |L−6 , β〉, |L+6 , α〉, and |L+6 , β〉, where the
superscript "-" and "+" denote electrons in the conduction band and holes in the
valence band, respectively, while α and β respectively represent particles of spin
+1/2 and -1/2. respectively [157].
Due to the nature of the underlying rock-salt crystal structure (face-centred
cubic), the energy bands of the leadsalts are anisotropic, with the degree of
anisotropy increasing monotomically with the species of anion. One choice of
coordinate system, which is used throughout the current work, defines the z-
direction as lying along the 〈111〉 crystallographic direction (across the diagonal
of the cubic cell), termed the longitudinal axis, l, while the x and y directions are
chosen to lie along the mutually isotropic 〈1¯1¯2〉 and 〈11¯0〉 directions, termed the
transverse axes, t [165].
The k · p Hamiltonian used to represent lead-salt QD systems, which uses
this choice of coordinates, was first derived Inuk Kang and Frank Wise [157],
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based on the works of Mitchell and Wallis [166] and later Dimmock [167]. The
four-band k ·p equation expanded at the L-point is given by
H =

Eg
2 +
h¯2k2t
2m−t
+ h¯
2k2z
2m−l
0 h¯m0 Plkz
h¯
m0
Pl
(
kx − iky
)
0
Eg
2 +
h¯2k2t
2m−t
+ h¯
2k2z
2m−l
h¯
m0
Pl
(
kx + iky
) − h¯m0 Plkz
h¯
m0
Plkz h¯m0 Pl
(
kx − iky
) −Eg2 − h¯2k2t2m+t − h¯2k2z2m+l 0
h¯
m0
Pl
(
kx + iky
) − h¯m0 Plkz 0 −Eg2 − h¯2k2t2m+t − h¯2k2z2m+l

.
(6.26)
In equation 6.26, Eg is the bandgap energy of the corresponding bulk material,
and Pt and Pl are the respective transverse and longitudinal momentum matrix
elements between the band extrema (the Kane parameters). The notation m±t and
m±l for the transverse and longitudinal carrier effective masses in the valence (+)
and conduction (-) band arising from far-band contributions, respectively. The
first two columns of the Hamiltonian matrix correspond to spin-up and spin-
down electrons in the conduction band, while the last two columns describe spin-
up and spin-down hole states in the valence band. The spin-orbit interaction is
automatically included in the off-diagonal matrix elements. The relevant input
parameters required by equation 6.26 are given in table 6.1. Equation 6.26 may
Parameter PbS PbSe
Eg [eV] 0.41 0.28
m0/m−t 1.9 4.3
m0/m+t 2.7 8.7
m0/m−l 3.7 3.1
m0/m+t 3.7 3.3
m0/m− 2.5 3.9
m0/m+ 3.0 6.9
2P2t /m0 [eV] 3.0 3.0
2P2l /m0 [eV] 1.6 1.7
2P2/m0 [eV] 2.5 2.6
Table 6.1.: Input parameters for the k ·p Hamiltonian [157]
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be written in a more compact notation as
H =

(
Eg
2 +
h¯2k2t
2m−t
+ h¯
2k2z
2m−l
)
I h¯m0
[
Pt
(
kx + ky
)
+ Plkz
] · σ
h¯
m0
[
Pt
(
kx + ky
)
+ Plkz
] · σ −(Eg2 + h¯2k2t2m−t + h¯2k2z2m−l
)
I
 , (6.27)
where I is the 2× 2 identity matrix, and σ is the Pauli spin matrix as described
in equation 6.22.
The Hamiltonian 6.26 verifies the secular equation
[H − E (k)]ψ (k) = 0, (6.28)
for which nontrivial solutions exist when the determinant of the matrix H− E(k)
is equal to zero. By taking this determinant, the dispersion relation for the
system may be obtained:
[
Eg
2
+
h¯2k2t
2m−t
+
h¯2k2z
2m−l
− E (k)
]
×
[
−Eg
2
− h¯
2k2t
2m−t
− h¯
2k2z
2m−l
− E (k)
]
=
h¯2
m0
[
P2t k
2
t + P
2
l k
2
l
]
.
(6.29)
The dispersion relation for the lead chalcogenides is therefore highly non-parabolic.
While the non-parabolicity of PbS and PbSe is sufficiently small to be treated as
a perturbation to a spherically homogenised version of equation 6.26, the degree
of directional anisotropy is too large for PbTe to be included as such. It is thus
preferable to turn away from analytic solutions to 6.26 in favour of numerical
approaches.
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6.2.5 Selection Rules
The interband dipole transition strengths and selection rules for those transitions
are derived from the transition matrix elements between the bands, given by
M = |〈ΨCB (r) | eˆ · p |ΨVB (r)〉|2 , (6.30)
where eˆ is the light polarisation vector. In the notation used by Kang and
Wise [157], the total wavefunction may be written as a function of the four bands
as
|Ψ (r)〉 = F1
∣∣L−6 , α〉 + F2 ∣∣L−6 , β〉 + F3 |L+6 , α〉 + F4 |L+6 , β〉 (6.31)
where Fi is the envelope function of the appropriate band. The matrix element
for direct transitions (i.e. within a particular L-valley) are given by
(6.32)
M =
∣∣∣∣∫ drΨ†pi,j,m∈CB (r) (eˆ · p)Ψpi,j,m∈VB (r) + (eˆ · zˆ) Pl
×
∫
drΨ†pi,j,m∈CB (r) (σx ⊗ σz)Ψpi,j,m∈VB (r)
∣∣∣∣2
After summation over the four L-valleys, the matrix element becomes isotropic.
Selection rules may then be written:
∆j = 0,±1, ∆m = 0,±1, and piCBpiVB = −1, (6.33)
where j is the total angular momentum quantum number, m is the magnetic
quantum number, and pi is the parity quantum number, which denotes the parity
of the states. It can be seen that transitions involving a change in spin (spin-flip)
are forbidden, and further that only transitions which involve a change in parity
are permitted. As will be seen later, deviation from spherical symmetry, at least
in the spheroidal geometry, does not alter the allowed quantum states for carriers
in the nanocrystal.
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6.3 expansion in the plane wave basis
In order to solve the k ·p Hamiltonian, an appropriate set of basis functions must
be chosen. Due to the overwhelming number of electrons which one must in-
clude in the calculation, an envelope function method is preferred when dealing
with all but the smallest of QDs. In an envelope function calculation, the true
wavefunctions are expanded in terms of some known set of orthonormal and
complete eigenfunctions. One such basis set, and the choice which is used to ob-
tain single-particle states in the current work, based on the work of Vukmirovc´
and Tomic´ [97], is the planewave basis set. The basis of planewaves provides
several advantages over other basis sets: within the planewave basis, quantum
mechanical operators based on the position and momentum operators are ana-
lytic in nature, avoiding the need for further approximation; strain tensors may
be calculated analytically (in inverse space); all the relevant physical properties
may be expressed in terms of expansion coefficients, avoiding the need for ardu-
ous real-space integration; and finally, the system may be represented to a high
degree of accuracy using only a (relatively) small number of planewaves in the
expansion of the wavefunction [97].
In wavefunction expansion methods, a general wavefunction |ψ〉 may be ex-
panded in terms of known solutions to the eigenvalue problem Hφi = Eiφi, pro-
vided that the set {φi} is both orthonormal and complete. The expansion takes
the form
|ψ〉 =∑
i
ci |φi〉 , (6.34)
where ci are indeterminate coefficients of the expansion. This expansion of |ψ〉
is exact only if {φi} is both complete and orthonormal, however, with enough
terms included in the expansion, the equality in equation 6.34 may be replaced
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by an approximation to great effect. In the case that the basis consists of the
eigenfunctions of free particles, the planewave basis, equation 6.34 becomes
|ψnk〉 =∑
n,k
cnkφk =∑
n,k
cnk exp (ik · r) , (6.35)
where the summation is over the k-values for each band n ∈ {1, . . . , N} and
φk = exp(ik · r) [97, 168, 169].
The planewave expansion inherently imposes periodic boundary conditions
on the QD system. This consequence is not necessarilyy adverse, depending on
the system of study: for example, in considering a quantum superlattice, where
a series of interacting quantum dots are arranged in a regular pattern, periodic
conditions are ideal, however, in the study of single QD heterostructures, period-
icity of the system introduces several artefacts which must be eliminated. These
interactions between the dots are the electronic coupling of states in neighbour-
ing dots, the propagation of the strain field between adjacent simulation cells,
and, most influentially, the Coulomb interaction between the QD of interest and
its nearest neighbours. Each of these effects become important at different length
scales which may be labelled as L(e), L(s), and L(C), respectively. The electronic
coupling occurs on the shortest length scale, with the electronic wavefunctions
decaying exponentially outside the QD boundary. Next is the strain field, which
follows a polynomial decay. Finally, the Coulomb interaction takes place on the
largest length scale, being in principle infinite in extent. Thus, the inequality
L(e) < L(s) < L(C) may be written.
In order to eliminate interactions between quantum dots in the superlattice,
the simulation cell must be large enough such that Coulombic interaction with
neighbouring dots is vanishing. It is, however, also true that as the simula-
tion cell is made larger, a greater number of planewaves must be included in
the expansion of the electronic wavefunction. This is a consequence of the dis-
cretization of the k-space which results when embedding the QD in a finite
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cell. For a cell of real-space dimensions Lx, Ly, and Lz, and real-space volume
V = Lx × Ly × Lz, the components of the k-space are discretized as
kx =
2pi
Lx
nx, ky =
2pi
Ly
ny, and kz =
2pi
Lz
nz, (6.36)
where nx, ny, and nz are integers. When solving the k · p equations in inverse
space, the computation time scales like kx × ky × kz, with the maximal values
of nx, ny, and nz being equal to the number of planewaves in the planewave
expansion. The time-scaling for nx = ny = nz is therefore cubic with the num-
ber of planewaves. In order for the calculations to be tractable, the number of
k-points must be finite. To this end, a wavevector cutoff is imposed on the sys-
tem, such that |nx|≤ mx, |ny|≤ my, and |nz|≤ mz, where m is the maximum
allowed value of n, and is specific to the system of study. In principle, it is
not necessarily the case that mx = my = mz. Further, different wavevector cut-
offs may be employed for different bands, based on the band effective masses,
however, since the effective masses of the leadsalts are approximately equal, the
same cutoff values are used in each of the four bands of the k ·p Hamiltonian.
In the current work, single-particle states are calculated using planewave cut-off
values mx = my = mz = 8, with the rank of the resulting Hamiltonian matrix
being (2mx + 1)× (2my + 1)× (2mz + 1) = 4913. This choice for the cut-off value
provides good comprimise between computation speed and accuracy.
Combining the planewave expansion 6.35 with the single-particle Schrödinger
equation, the expression for the eigenvalue problem becomes
∑
n,k
Hin
(
k, k ′
)
cnk = Enkcnk , (6.37)
where
Hin
(
k, k ′
)
=
〈
φk ′
∣∣H ∣∣ φk〉 = 1V(C)
∫
V(C)
d3r exp
(−ik ′ · r)Hin exp (ik · r) , (6.38)
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where the cell volume V(C) has been used to normalise the basis.
By solving the four-band k · p eigenvalue problem described above in the
planewave basis, single-particle states of the lead-salt QD structures may be
found for spherical, spheroidal, and core/shell NQDs. The single-particle de-
scription, however, excludes several important physical effects which must be
accounted for in order to obtain accurate description of QD energy states. This
may be achieved by executing a subsequent configuration interaction calculation
based on the single-particle states. This approach is detailed in the next section.
6.4 the configuration interaction method
Single-particle states near to the L-point bandedges of the leadsalts as calculated
in sections 6.2.4-6.3 may be mixed in order to provide excitonic corrections to
the non-interacting system. This is a necessary correction, since charge carriers
within the quantum dot structure interact strongly via the Coulomb force. Ex-
citonic corrections due to the interaction between two carriers is found through
evaluation of Coulomb integrals between the two states of the form
Vijkl =
〈
ij
∣∣V (∣∣r − r ′∣∣) ∣∣ kl〉 = ∫ d3r ∫ d3r ′ψ∗i (r)ψ∗j (r ′)V (∣∣r − r ′∣∣)ψk (r ′)ψl (r) ,
(6.39)
where
V
(∣∣r − r ′∣∣) = e2
4pie
1
|r − r ′| (6.40)
is the classical Coulomb interaction between two particles located at r and r ′.
The general many-body (many-particle, mp) Hamiltonian for an interacting
system may be split into single-particle contributions (i.e. the single-particle
energies from the k ·p calculation) and contributions due to Coulomb integrals
H = H(1) +H(2) =∑
ij
Tijc†i cj +
1
2∑ijkl
Vijklc†i c
†
j ckcl , (6.41)
6.4 the configuration interaction method 86
where H(1) are the single-particle contributions (i.e. known single-particle ener-
gies {Tij}), H(2) are the two-particle contributions (the Coulomb integrals), and
c†i and ci are the creation and annihilation operators for electrons which obey
the anticommutation rules for fermions[46]:1
{
ci, cj
}
=
{
c†i , c
†
j
}
= 0,
{
ci, c†j
}
= δij. (6.42)
In order to calculate many-particle corrections to the single-particle states, it is
desirable to construct the interaction Hamiltonian in terms of the quasi-electrons
and quasi-holes of the Fock space. The resulting Hamiltonian may then be
solved for all possible configurations of four single-particle states (of i,j,k, and l).
Since it is based on the interaction of all sp configurations, this method is known
as the configuration interaction, or CI approach. The CI method is in principle an
exact method of determining electronic structure (provided the complete set of
single-particle states used as a basis is accurate), and is inclusive of the effects of
both exchange and correlation.
6.4.1 Quasiparticle Description of the Many-Body Hamiltonian
Before the configuration interaction Hamiltonian can be constructed in the quasi-
particle representation, a reference state must first be defined. Following in the
approach of Korkusinski et al. [170, 171], the reference is chosen to be the true
groundstate of the Fock space, that is where the valence band is fully populated
by electrons while the conduction band is completely empty. This reference state
is written as
|0〉 = ∏
i∈VB
c†i |vac〉 , (6.43)
where c†i attempts to create an electron in the valence band, and |vac〉 is the
vacuum state in which the CB is depopulated and the VB is full. The quasi-
1 see section 2.4.3
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electron and quasi-hole operators, which create/destroy an electron in the con-
duction band and create/destroy a hole in the valence band of the Fock space,
respectively, may now be defined. The quasi-electron creation and annihilation
operators are the same as the real-electron operators:
e†i = c
†
i and ei = ci, (6.44)
while the quasi-hole operators are defined as
h†i = ci and hi = c
†
i (6.45)
Since the valence band is full and the conduction band empty, the following
relations hold:
hi∈VB |vac〉 = 0, (6.46)
since a hole cannot be created in the full valence band, and
ei∈CB |vac〉 = 0, (6.47)
since an electron cannot be destroyed in the empty conduction band.
With these definitions, the interaction Hamiltonian 6.41 may be written explic-
itly in terms of creation and annihilation operators. The initial step in doing so
is to divide the many-body Hamiltonian 6.41 into conduction and valence band
6.4 the configuration interaction method 88
states and applying the quasi-particle definitions described in equations 6.44
and 6.45:
HCI =∑
ij
Tije†i ej +∑
ij
Tijhih†j +
1
2∑ijkl
Vijkle†i e
†
j ekel +
1
2∑ijkl
Vijkle†i e
†
j ekh
†
l
+
1
2∑ijkl
Vijkle†i e
†
j h
†
kel +
1
2∑ijkl
Vijkle†i hjekel +
1
2∑ijkl
Vijklhie†j ekel +
1
2∑ijkl
Vijkle†i e
†
j h
†
k h
†
l
+
1
2∑ijkl
Vijkle†i hjekh
†
l +
1
2∑ijkl
Vijklhie†j ekh
†
l +
1
2∑ijkl
Vijklhie†j h
†
kel +
1
2∑ijkl
Vijklhihjekel
+
1
2∑ijkl
Vijkle†i hjh
†
kel +
1
2∑ijkl
Vijkle†i hjh
†
k h
†
l +
1
2∑ijkl
Vijklhie†j h
†
k h
†
l
+
1
2∑ijkl
Vijklhihjekh†l +
1
2∑ijkl
Vijklhihjh†kel +
1
2∑ijkl
Vijklhihjh†k h
†
l ,
(6.48)
The resulting expression is in 18 terms: two which describe the single-particle
energies in terms of the quasi-particles, and 16 which concern the interaction
between quasi-electron and quasi-hole states. The factors of 1/2 account for
summations over repeated indices. The terms of equation 6.48 can further be
grouped into two classes: those which conserve the number of particles in the
Fock space, and those which do not. The former consists of the single-particle
contributions and the Coulomb integrals which destroy a quasi-electron/quasi-
hole for each quasi-electron/quasi-hole they create (and vice-versa). The latter
consists of the Coulomb integrals with an imbalance between the number of
creation/annihilation operators for quasi-electrons and quasi-holes, thereby in-
creasing or decreasing the number of particles in the Fock space by one quasi-
electron and one quasi-hole, or by two of each. These terms contain either three
quasi-electron operators and one quasi-hole operator, three quasi-hole operators
and one quasi-electron operator, or four creation or four annihilation operators
(two each of electron and hole operators).
Equation 6.48 can be rewritten using the anti-commutation rules for fermions.
Using equations 6.42, the single-particle hole terms may be written
∑
ij
Tijhih†j =∑
ij
Tijδij −∑
ij
h†i hj =∑
i
Tii −∑
ij
T∗ijh
†
i hj, (6.49)
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since Tij is Hermitian.
The Coulomb integrals can also be rewritten using commutation and anti-
commutation relations for four fermions (see appendix A):
[ab, cd] = a[b, cd] + [a, cd]b = a{b, c}d− ac{b, d} + {a, c}db− c{a, d}b (6.50)
and
{ab, cd} = a[b, cd] + {a, cd}b = a{b, c}d− ac{b, d} + [a, c]db + c{a, d}b, (6.51)
where a,b,c, and d are fermions. Consider the hole creation/annihilation term
Hh-h = ∑ijkl Vijklhihjh†k h†l (final term in equation 6.48). One may write
Vijkl
[
hihjh†k h
†
l
]
= Vijklhi{hj, h†k}h†l −Vijklhih†k{hj, h†l }
+ Vijkl{hi, h†k}h†l hj −Vijklh†k{hi, h†l }hj
= Vijklhih†l δjk −Vijklhih†kδjl
+ Vijklh†l hjδik −Vijklh†k hjδil
= Vijklδilδjk −Vijklδjkh†l hi
−Vijklδikδjl + Vijklδjlh†k hi
+ Vijklh†l hjδik −Vijklh†k hjδil
= Vijji −Vijij + Vijkjh†k hi −Vijjlh†l hi + Vijilh†l hj −Vijkih†k hj
=
(
Vijji −Vijij
)
+
(
Vjkik −Vjkki + Vkjki −Vkjik
)
h†i hj,
(6.52)
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where the indices of the last four terms have been rearranged in the last step.
Summing over these terms, the final creation/annihilation terms for the quasi-
holes can be found:
Hh-h =
1
2∑ijkl
Vijkl
([
hihjh†k h
†
l
]
+ h†k h
†
l hihj
)
=
1
2∑ijkl
Vklijh†i h
†
j hkhl +
1
2∑ij
(
Vijji −Vijij
)
+
1
2∑ij
∑
k
(
Vjkik −Vjkki + Vkjki −Vkjik
)
h†i hj
=
1
2∑ijkl
Vlkjih†i h
†
j hkhl +
1
2∑ij
(
Vijji −Vijij
)
+
1
2∑ij
∑
k
(
Vjkik −Vjkki + Vkjki −Vkjik
)
h†i hj
=
1
2∑ijkl
Vlkjih†i h
†
j hkhl +
1
2∑ij
(
Vijji −Vijij
)
+∑
ij
∑
k
(
Vjkik −Vjkki
)
h†i hj.
(6.53)
As the quasi-electron creation and annihilation operators are identical to the
real-electron operators, the same arguments need not be applied to the term
He-e, which will remain unchanged.
The electron-hole interactions must also be rewritten in the quasi-particle rep-
resentation. The terms conserving particle number (i.e. not involving a tran-
sition) are composed of equal numbers of creation and annihilation operators.
These terms are
He-h = 12∑ijkl
Vijkle†i hjekh
†
l +
1
2∑ijkl
Vijkle†i hjh
†
kel
+
1
2∑ijkl
Vijklhie†j ekh
†
l +
1
2∑ijkl
Vijklhie†j h
†
kel .
(6.54)
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These terms may be rearranged as:
Vijkle†i hjekh
†
l = −Vijkle†i hjh†l ek = −Vijkle†i
(
δjl − h†l hj
)
ek
= −Vijkle†i ekδjl + Vijkle†i h†l hjek
= Vikl je†i h
†
j hkel −Vikjle†i ejδkl
= Vikl je†i h
†
j hkel −Vikjke†i ej,
(6.55)
Vijkle†i hjh
†
kel = Vijkle
†
i
(
δjk − h†k hj
)
el
= Vijkle†i elδjk −Vijkle†i h†k hjel
= Vilkje†i ejδkl −Vikjle†i h†j hhel
= Vikkje†i ej −Vikjle†i h†j hhel ,
(6.56)
Vijklhie†j ekh
†
l = Vijkle
†
j hih
†
l ek = Vijkle
†
j
(
δil − h†l h†i
)
ek
= Vijkle†j ekδil −Vijkle†j h†l h†i ek
= Vkijle†i ejδkl −Vkil je†i h†j h†kel
= Vkijkhih†j −Vkil jhieje†k h†l ,
(6.57)
and
Vijklhie†j h
†
kel = −Vijkle†j hih†kel = −Vijkle†j
(
δik − h†k hi
)
el
= −Vijkle†j elδik −Vijkle†j h†k hiel
= Vkijle†i h
†
j hkel −Vkil je†i ejδkl
= Vkijle†i h
†
j hkel −Vkikje†i ej.
(6.58)
Summing over {ijkl}, the electron-hole static interaction is
He-h = 12∑ijkl
(
Vikl j −Vikjl + Vkijl −Vkil j
)
e†i h
†
j hkel
+
1
2∑ij
∑
k
(
Vikkj −Vikjk + Vkijk −Vkikj
)
e†i ej
=∑
ijkl
(
Vikl j −Vikjl
)
e†i h
†
j hkel +∑
ij
∑
k
(
Vikkj −Vikjk
)
e†i ej.
(6.59)
6.4 the configuration interaction method 92
Finally, the terms of the many-body Hamiltonian 6.48 which annihilate or
create one electron and one hole (i.e. carrier recombination/multiplication) are
Hrec = 12∑ijkl
Vijkle†i hjh
†
k h
†
l +
1
2∑ijkl
Vijklhie†j h
†
k h
†
l +
1
2∑ijkl
Vijklhihjekh†l +
1
2∑ijkl
Vijklhihjh†kel
+
1
2∑ijkl
Vijklhie†j ekel +
1
2∑ijkl
Vijkle†i hjekel +
1
2∑ijkl
Vijkle†i e
†
j h
†
kel +
1
2∑ijkl
Vijkle†i e
†
j ekh
†
l
+
1
2∑ijkl
Vijkle†i e
†
j h
†
k h
†
l +
1
2∑ijkl
Vijklhihjekel .
(6.60)
These terms may be rearranged in a fairly straightforward manner by taking in
pairs the terms of equation 6.60, and where appropriate changing the order of
operators, and relabelling the indices:
1
2∑ijkl
Vijkle†i hjh
†
k h
†
l +
1
2∑ijkl
Vijklhie†j h
†
k h
†
l =
1
2∑ijkl
(
Vijklhie†j h
†
k h
†
l −Vijklhje†i h†k h†l
)
=
1
2∑ijkl
(
Vijkl −Vjikl
)
hie†j h
†
k h
†
l ,
(6.61)
1
2∑ijkl
Vijklhihjekh†l +
1
2∑ijkl
Vijklhihjh†kel =
1
2∑ijkl
(
Vijklhihjh†kel −Vijklhihjh†l ek
)
=
1
2∑ijkl
(
Vijkl −Vijlk
)
hihjh†kel ,
(6.62)
1
2∑ijkl
Vijklhie†j ekel +
1
2∑ijkl
Vijkle†i hjekel =
1
2∑ijkl
(
Vijkle†i hjekel −Vijkle†j hiekel
)
=
1
2∑ijkl
(
Vijkl −Vjikl
)
e†i hjekel ,
(6.63)
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1
2∑ijkl
Vijkle†i e
†
j h
†
kel +
1
2∑ijkl
Vijkle†i e
†
j ekh
†
l =
1
2∑ijkl
(
Vijkle†i e
†
j ekh
†
l −Vijkle†i e†j elh†k
)
=
1
2∑ijkl
(
Vijkl −Vijlk
)
e†i e
†
j ekh
†
l ,
(6.64)
while the final two terms remain unchanged. The non-conserving part of the
many-body Hamiltonian may then be written
Hrec = 12∑ijkl
(
Vijkl −Vjikl
)
hie†j h
†
k h
†
l +
1
2∑ijkl
(
Vijkl −Vijlk
)
hihjh†kel
+
1
2∑ijkl
(
Vijkl −Vjikl
)
e†i hjekel +
1
2∑ijkl
(
Vijkl −Vijlk
)
e†i e
†
j ekh
†
l
+
1
2∑ijkl
Vijkle†i e
†
j h
†
k h
†
l +
1
2∑ijkl
Vijklhihjekel .
(6.65)
Taking equation 6.48 with equations 6.49, 6.53, 6.59, and 6.65, the many-body
CI Hamiltonian can now be written in terms of the creation and annihilation
operators for quasi-electrons and quasi-holes:
HCI = E0 +∑
ij
Heije
†
i ej −∑
ij
Hhijh
†
i hj +
1
2∑ijkl
Vijkle†i e
†
j ekel
+
1
2∑ijkl
Vlkjih†i h
†
j hkhl −∑
ijkl
(
Vikjl −Vikl j
)
e†i h
†
j hkel +Hrec,
(6.66)
where Hrec is given by equation 6.65 and
E0 = ∑
i∈VB
Tii +
1
2∑ij
(
Vijji −Vijij
)
(6.67)
is the reference state energy in the Fock space consisting of the single-particle
energies of the real electrons which fill the valence band in the ground state and
the Coulomb interactions between those electrons. Further,
Heij = Tij +∑
k
(
Vikkj −Vikjk
)
(6.68)
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and
Hhij = T
∗
ij +∑
ij
∑
k
(
Vjkki −Vjkik
)
(6.69)
are the single-particle Hamiltonians for the quasi-electrons and quasi-holes con-
structed from the real-particle Hamiltonians and the Coulomb integrals between
single-particle states and the full valance band of the ground state.
It is further possible to represent equation 6.66 in terms of the wavefunctions
of the quasi-electrons and quasi-holes. As was implied in equation 6.49, the
quasi-hole wavefunctions are defined by the complex conjugate of the real elec-
tron wavefunctions, while quasi-electron wavefunctions are the same as the real
wavefunctions, i.e.
ψhi (r) = ψ
∗
i (r) and ψ
e
i = ψi (r) (6.70)
In this representation, the single-particle term for the quasi-holes becomes
Tij = 〈i | T | j〉 = 〈i | T | j〉∗ = 〈j | T | i〉 = Tqpji (6.71)
for the reference state and
T∗ij =
(
Tqpji
)∗
= 〈j | Tqp | i〉∗ = 〈i ∣∣ (T∗)qp ∣∣ j〉 = (T∗)qpij (6.72)
for the quasi-hole contribution to the many-body Hamiltonian.
The Coulomb matrix elements may also be written in terms of the quasi-
particle wavefunctions. The matrix elements between quasi-holes is
Vijkl∈VB =
∫
d3r
∫
d3r ′ψ∗i (r)ψ
∗
j (r)V
(
r , r ′
)
ψk
(
r ′
)
ψl (r)
=
∫
d3r
∫
d3r ′ψhi (r)ψ
h
j (r)V
(
r , r ′
)
ψh∗k
(
r ′
)
ψh∗l (r)
=
∫
d3r
∫
d3r ′ψh*l (r)ψ
h*
k (r)V
(
r , r ′
)
ψhj
(
r ′
)
ψhi (r)
= Vqplkji,
(6.73)
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where Vqp denotes that the Coulomb integral takes place between quasi-particle
wavefunctions, while, by the same mechanism, the matrix elements between
electron and hole states which conserve the particle number are
Vijkl|j,l∈VB=
〈
ij
∣∣V (r , r ′) ∣∣ kl〉 = 〈il ∣∣V (r , r ′) ∣∣ kj〉 = Vqpilkj (6.74)
and
Vijkl|j,k∈VB=
〈
ij
∣∣V (r , r ′) ∣∣ kl〉 = 〈ik ∣∣V (r , r ′) ∣∣ jl〉 = Vqpikjl (6.75)
Non-conserving terms can also be rearranged in a similar way, becoming:
Vijkl|j,k,l∈VB=
〈
ij
∣∣V (r , r ′) ∣∣ kl〉 = 〈lk ∣∣V (r , r ′) ∣∣ ji∗〉 = Vqpl jki∗
Vijkl|i,k,l∈VB=
〈
ij
∣∣V (r , r ′) ∣∣ kl〉 = 〈lk ∣∣V (r , r ′) ∣∣ j∗i〉 = Vqplkj∗i
Vijkl|i,j,l∈VB=
〈
ij
∣∣V (r , r ′) ∣∣ kl〉 = 〈lk∗ ∣∣V (r , r ′) ∣∣ ji〉 = Vqplk∗ ji
Vijkl|i,j,k∈VB=
〈
ij
∣∣V (r , r ′) ∣∣ kl〉 = 〈l∗k ∣∣V (r , r ′) ∣∣ ji〉 = Vqpl∗kji.
(6.76)
With these definitions, the CI Hamiltonian 6.66 may be rewritten in terms of
the quasi-particle wavefunctions:
HqpCI = E0 +∑
ij
Heije
†
i ej −∑
ij
Hhijh
†
i hj +
1
2∑ijkl
Vqpijkle
†
i e
†
j ekel
+
1
2∑ijkl
Vqpijklh
†
i h
†
j hkhl −∑
ijkl
(
Vqpijkl −V
qp
ijkl
)
e†i h
†
j hkel +Hqprec,
(6.77)
where
E0 = ∑
i∈VB
Tqpii +
1
2∑ij
(
Vqpjiji −V
qp
ijji
)
, (6.78)
Heij = T
qp
ij +∑
k
(
Vqpikjk −V
qp
ikkj
)
, (6.79)
Hhij = (T
∗)qpij +∑
ij
∑
k
(
Vqpikjk −V
qp
kikj
)
, (6.80)
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and
Hqprec = 12∑ijkl
(
Vqplkj∗i −V
qp
lkji∗
)
hie†j h
†
k h
†
l +
1
2∑ijkl
(
Vqpl∗kji −V
qp
lk∗ ji
)
hihjh†kel
+
1
2∑ijkl
(
Vij∗kl −Vj∗ikl
)
e†i hjekel +
1
2∑ijkl
(
Vijkl∗ −Vijl∗k
)
e†i e
†
j ekh
†
l
+
1
2∑ijkl
Vqpijk∗l∗e
†
i e
†
j h
†
k h
†
l +
1
2∑ijkl
Vqpi∗ j∗klhihjekel .
(6.81)
6.4.2 Configuration Interaction and the Plane Wave Representation
In order to find single-particle solutions within the k · p envelope function cal-
culation (section 6.3), the true single-particle wavefunctions were expanded in
terms of Bloch functions
ψ (r)∑
b
ub (r) φb (r) , (6.82)
where u (r) = u (r + R) is the periodic Bloch function with periodicity R, and
φb (r) is the slowly varying envelope function. The envelope functions are cho-
sen to be plane waves, such that
ψ (r) =∑
b,k
Ab,ke
ik·r , (6.83)
The solutions of the k · p Hamiltonian when solved in the planewave basis are
the energy eigenvalues and envelope functions in the quasi-particle description
as defined in the previous section. That is, the single-particle eigenenergies
automatically already contain all interactions between electrons and holes with
the full valence band, and further, the quasi-hole wavefunctions are the complex
conjugates of the real electron wavefunctions. As a result, the single-particle
Hamiltonians can be rewritten as
Heij = E
e
iiδij (6.84)
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and
Hhij = E
h
iiδij (6.85)
The Coulomb integrals (equation 6.39) written in the planewave basis are of
the form
Vijkl =
〈
ψi
∣∣ 〈ψj ∣∣V (r , r ′) ∣∣ψk〉 ∣∣ψl〉
= ∑
b1,bj ,bk ,bl
〈ubi |〈ubj |ubk〉 |ubl〉 〈φi,bi |〈φj,bj |V
(
r , r ′
) |φk,bk〉 |φl,bl〉
=∑
a,b
〈φi,a|〈φj,b|V
(
r , r ′
) |φk,b〉 |φl,a〉 ,
(6.86)
where is has been assumed that 〈ui|V (r , r ′) |uj〉 = V (r , r ′) 〈ui|uj〉 and that {|ui〉}
are orthonormal. The Coulomb integral
Vijkl =∑
a,b
∫
d3r
∫
d3r ′φ∗i,a (r) φ
∗
j,b
(
r ′
)
V
(
r , r ′
)
φk,b
(
r ′
)
φl,a (r) (6.87)
can be rewritten as [97]
Vijkl =
∫
d3r
∫
d3r ′∑
a
[φ∗i,a (r) φl,a (r)]V
(
r , r ′
)
∑
b
[φ∗j,b
(
r ′
)
φk,b
(
r ′
)
]
=
∫
d3r
∫
d3r ′Bi,l (r)V
(
r , r ′
)
Bj,k
(
r ′
)
,
(6.88)
where
Bij (r) =∑
a
φ∗i,a (r) φj,a (r) . (6.89)
It is then possible to define
Venv.ijkl =
∫
d3r
∫
d3r ′Bi,j (r)V
(
r , r ′
)
Bkl
(
r ′
)
=∑
a,b
∫
d3r
∫
d3r ′φ∗i,a (r) φ
∗
k,b
(
r ′
)
V
(
r , r ′
)
φl,b
(
r ′
)
φj,a (r) ,
(6.90)
or, after reassigning the indices,
Vijkl = Venv.il jk . (6.91)
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All terms in the CI Hamiltonian in the quasi-particle representation (equation 6.77
which conserve the number of particles in the Fock space can then be written
with
Vqpijkl → V
qp,env.
il jk (6.92)
and
Vqpijlk → V
qp,env.
ikjl . (6.93)
The same straightforward substitutions cannot, however, be made for those
terms which do not conserve the particle number, since the Bloch functions of
such terms are not in general orthogonal; for example, the term
Vqpi∗ jkl = 〈ψ∗i |〈ψj|V
(
r , r ′
) |ψk〉 |ψl〉
= ∑
bibjbkbl
〈u∗bi |〈ubj |ubk〉 |ubl〉 〈φ∗i,bi |〈φj,bj |V
(
r , r ′
) |φk,bk〉 |φl,bl〉
= ∑
bibjbkbl
〈u∗i,bi |ul,bl〉 〈φ∗i,bi |〈φj,bj |V
(
r , r ′
) |φk,bk〉 |φl,bl〉
(6.94)
Such states cannot be calculated exactly without explicit knowledge of the Bloch
functions {ui,b}, however, under the assumption that Bloch states are approxi-
mately orthogonal, the approximation 〈ui|uj〉 = δij may be introduced, in which
case the same substitutions can be made for non-conserving terms as was made
for the conserving terms. In this case, the CI Hamiltonian in the quasi-particle
representation with a plane wave basis may be written as
HqpCI = E0 +∑
ij
Heije
†
i ej −∑
ij
Hhijh
†
i hj +
1
2∑ijkl
Vqp,env.il jk e
†
i e
†
j ekel
+
1
2∑il jl
Vqp,env.ijkl h
†
i h
†
j hkhl −∑
ijkl
(
Vqp,env.il jk −V
qp,env.
ikjl
)
e†i h
†
j hkel +Hqp,env.rec ,
(6.95)
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with
Hqp,env.rec = 12∑ijkl
(
Vqp,env.likj∗ −V
qp,env.
li∗kj
)
hie†j h
†
k h
†
l +
1
2∑ijkl
(
Vqp,env.l∗ikj −V
qp,env.
lik∗ j
)
hihjh†kel
+
1
2∑ijkl
(
Vqp,env.il j∗k −V
qp,env.
j∗lik
)
e†i hjekel +
1
2∑ijkl
(
Vqp,env.il∗ jk −V
qp,env.
ikjl∗
)
e†i e
†
j ekh
†
l
+
1
2∑ijkl
Vqp,env.il∗ jk∗ e
†
i e
†
j h
†
k h
†
l +
1
2∑ijkl
Vqp,env.i∗l j∗k hihjekel .
(6.96)
By taking into account all terms in equation 6.96 with an infinite basis, exact
many-particle states may be found. The CI Hamiltonian matrix, however, is vast
for even a moderate number of basis states. The basis must therefore be trun-
cated in order to render Hamiltonian matrix soluble. In so doing, care must be
taken to avoid splitting degeneracies. The calculations presented herein retain
only the terms of the CI Hamiltonian which conserve the number of particles in
the Fock space, with non-conserving properties such as radiative recombination,
Auger recombination, and direct carrier multiplication (multiple exciton genera-
tion) being found by other means (see section 6.5. To further reduce the number
of Coulomb integrals which must be evaluated, the basis is restricted to only
the first 12 electron and 12 hole states (note the maximum degeneracy of the
single-particle states is four-fold, inclusive of spin). Configurations of these 24
state leads to good compromise between accuracy and computational efficiency
when diagonalising the CI Hamiltonian matrix.
6.5 radiative processes
The ultimate efficiency of any photovoltaic solar cell device is determined by the
lifetime for radiative recombination of excited carriers, since all other processes,
such as carrier multiplication or carrier extraction must take place before recom-
bination occurs. It is therefore essential to have knowledge of the recombination
rates and carrier lifetimes for radiative recombination. Further, when studying
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systems which may exhibit multiple exciton generation, rates and lifetimes for
Auger processes (and therefore the inverse impact ionisation process) are also
desired. These rates may be calculated in the non-interacting limit with knowl-
edge of the interband dipole matrix elements obtained from k · p calculations,
as well as from the matrix elements between many-particle states from the CI
calculation. These matrix elements may then be combined with Fermi’s golden
rule to provide carrier lifetimes for the given transitions (see section 2.4.1).
6.5.1 The Hellmann-Fenyman Theorem
Interband optical matrix elements required for calculations on radiative carrier
lifetimes are calculated from the product of momentum matrix elements taken
between initial state |i〉 and final state | f 〉, i.e. as
M2 = |〈i | eˆ · pi→f | f〉|2 , (6.97)
where eˆ is the unit light polarisation vector [172]. The momentum matrix ele-
ments are in turn found through application of the Hellmann-Feynman theorem,
which relates the derivative of the Hamiltonian matrix with respect to some pa-
rameter to the derivative of the energy eigenvalues with respect to that same pa-
rameter. In calculating the momentum matrix elements, the Hellman-Feynman
theorem may be stated as [172]
pi→f =
m0
h¯
〈
f
∣∣∣∣ ∂Hk∂k
∣∣∣∣ i〉 . (6.98)
Further, momentum matrix elements pi→f relate to the dipole transition matrix
elements as
pi→f = ime (ωf −ωi) 〈f | r | i〉 =
imeωfi
q0
µi→f, (6.99)
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where ωi,f = Ei,f/h¯ are the angular frequencies associated with initial and final
states |i〉 and |f〉 with energies Ei and Ef, respectively, and
µi→f = 〈f|µ|i〉 = 〈f|q0r|i〉 (6.100)
is the transition dipole matrix element between |i〉 and |f〉 [173].
The momentum matrix elements may either be the single-particle matrix ele-
ments based on the eigenvalues of the k ·p calculation, or the matrix elements
from the full CI calculation.
6.5.2 Radiative Carrier Recombination
Once the momentum matrix elements pi→f (and therefore the optical matrix
elements M) are known, the rate of radiative recombination in the nanostructure
may be calculated using Fermi’s golden rule (see section 2.4.1). In terms of the
dipole matrix elements, Fermi’s golden rule may be written as
Wi→f =
2pi
h¯
h¯
2e0erV
∑
k,n
ωk |eˆn ·µi→f|2 δ (Ef − Ei − h¯ωk) , (6.101)
where n = x, y, z and er is the relative electrical permittivity (dielectric constant)
of the material [173].The polarisation eˆ of a particular photon is not generally
known, however, assuming that no inherent bias exists in the system it is reason-
able to assume that spontaneously emitted light has an equal probability to be
polarised in all directions. The directionallity of the transitions may therefore be
reasonably eliminated by averaging over the directions of polarisation, such that
∑
n
|eˆn ·µi→f|2 →
1
3
[
|µi→f|2x + |µi→f|2y + |µi→f|2z
]
=
1
3
µ2i→f, (6.102)
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with Fermi’s Golden rule for radiative transitions now reading
Wi→f =
2pi
3e0erh¯V
∑
k
µ2i→fωkδ (ωfi −ωk) . (6.103)
The summation over k in equation 6.103 can be replaced by an integral over ωk
by making the transformation
∑
k
µ2i→fωkδ (ωfi −ωk)→
V
(2pi)3
∫
d3kµ2i→fωkδ (ωfi −ωk)
=
V
(2pi)3
4pi
∫
k2dkµ2i→fωkδ (ωfi −ωk)
=
V
2pi2
∫
k2dkµ2i→fωkδ (ωfi −ωk) ,
(6.104)
and using the dispersion relation
ωk =
ck√
er
, (6.105)
to transform the integral 6.104 from the k space to the ωk-space. The resulting
expression for the rate of spontaneous emission is then
Wi→f =
√
er
3pie0h¯c3
∫
dωkω
2
kµ
2
i→fδ (ωfi −ωk) . (6.106)
By making the substitution detailed in equation 6.99, the dipole transition el-
ements may be replaced by the momentum matrix elements 6.98, resulting in
Wi→f =
q20
√
er
3pie0m2eh¯c3
(ωf −ωi) p2i→f =
q20
√
er
3pie0m2eh¯
2c3
(Ef − Ei) p2i→f, (6.107)
p2i→f = |pi→f|2x + |pi→f|2y + |pi→f|2z (6.108)
Equation 6.107 may be further simplified by recognising that it contains the fine
structure constant
α =
1
4pie0
q2
h¯c
, (6.109)
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in which case the expression for the rate of spontaneous emission becomes
Wi→f =
1
τradi→f
=
nα (Ef − Ei)
3m2eh¯c2
p2i→f, (6.110)
where n =
√
er is the refractive index of the bulk material [174].
It is generally agreed upon that the effects of dielectric screening in nanocrys-
tal quantum dots differ from the screening effect in the bulk. Further, the di-
electric constant of a nanocrystal quantum dot is expected to be size-dependent.
A size-dependent dielectric screening factor should therefore be introduced to
equation 6.110. Following in the approach of Califano et al. [175], the screening
factor used in the current work takes the form
F =
3emxr
(edot + 2emxr )
, (6.111)
where emxr is the dielectric constant of the embedding matrix (the colloid). The
high-frequency dielectric constant of the dot is obtained from a modified Penn
model of the form
edot∞ (R) = 1 +
(
ebulk∞ − 1
) [Ebulkgap +∆E]2[
Edotgap (R) +∆E
]2 , (6.112)
where Ebulkgap +∆E is the bulk bandgap energy of the underlying material plus the
distance to the first optically bright transition peak in the bulk spectrum, and
similarly Ebulkdot + ∆E is the size-dependent bandgap energy of a quantum dot of
radius R plus the distance to the first peak in the bulk absorption spectrum [176].
As will be seen later in section 7.1, and as was implied by the crystal selection
rules and spatial symmetry of the band edges, the first allowed transition in
lead-chalcogenide systems is the optically bright ∆j = 0, ∆m = 0, piVBpiCB = 1
transition between s-like and pz-like states at the VBM and CBM. Therefore, for
quantum dots based on the lead-salts, ∆E = 0 for all radii studied.
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The formalism thus far stated is valid only for bare core quantum dots. In
order to account for core/shell heterostructures, further modification to the per-
mittivity of the quantum dot is required. In the current work, a volume-weighted
average between the core and shell regions of the QD is taken:
ecore/shelldot =
ecore∞ ×Vcore + eshell∞ ×Vshell
Vcore + Vshell
, (6.113)
where ecore∞ and eshell∞ are determined using equation 6.112. This is a reason-
able assumption, given that the dielectric constant across the core/shell inter-
face and shell/colloid interface would be expected to vary smoothly between
the dielectric constant inside the barrier region and the dielectric constant on the
outside [177].
With these considerations in mind, the final expression for the radiative life-
time of carriers in a quantum dot is
1
τrad.i→f
=
nαF (Ef − Ei)
3m2eh¯c2
p2i→f. (6.114)
6.6 multiple exciton generation
Multiple exciton generation (impact ionisation, direct carrier multiplication) has
the potential to improve solar conversion efficiency of photovoltaic solar cell de-
vices based on PbX nanocrystal technology up to 42% at the theoretical limit [91].
As has been previously discussed, carrier multiplication may occur where pho-
toabsorption results is the creation of a hot carrier (usually an electron) with at
least twice the bandgap energy. It is important to recall that the excess energy
must be possessed by one of the carriers comprising the photo-generated exciton,
rather than by the exciton as a whole.
The matrix elements which describe the MEG process are, in principle, de-
rived from the non-conserving terms of the CI Hamiltonian, as discussed above
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in chapter 6.4. However, inclusion of all possible matrix elements in the CI cal-
culation results in extremely large and unwieldy matrices which must be solved,
and as a result, a different approach is used to find the relevant matrix elements.
In the current approach, the Coulomb integrals responsible for carrier multipli-
cation are identified, and only these integrals are retained in the calculation. The
rate of direct carrier multiplication is then calculated using Fermi’s golden rule.
For the MEG process, Fermi’s golden rule may be written
Wn =
2pi
h¯
∫
dE |Mn|2 δ (En − E) , (6.115)
where the integral has been introduced to account for all final states and n is the
level of the initial hot carrier. In principle, the discrete nature of the quantum dot
energy spectrum should suppress the these processes, since possible transitions
between discrete states would rarely be conserving of energy, however, in reality,
processes such as phonon emission may allow these transitions to occur. In order
to avoid the energy conservation problem, the δ-function in equation 6.115 may
be replaced with a Lorentzian [178, 179]. Fermi’s golden rule then takes the form
Wn =
Γ
h¯∑m
|Mn|2
(En − Em)2 + (Γ/2)2
, (6.116)
where the summation is over final (degenerate and discrete) states m and Γ gives
the width of the distribution. In the current work, Γ is chosen to be 35 meV.
In order to evaluate the rate of direct carrier multiplication the matrix ele-
ments |Mn|2 must first be obtained. These matrix elements are found in the
non-conserving terms of the CI Hamiltonian 6.65, and are of the form
1
2 ∑
αβγδ
(〈αβ |V | γδ〉 − 〈αβ |V | δγ〉) e†αe†βeγh†δ , (6.117)
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with
〈αβ |V | γδ〉 =
∫
d3r
∫
d3r ′ψ∗α (r)ψ∗β
(
r ′
) 1
4pier
1
|r − r ′|2ψγ
(
r ′
)
ψδ (r) , (6.118)
where it has been assumed that the initial hot carrier is an electron. In most
studies of direct carrier multiplication, it is the electron which is considered to
occupy the high energy state, while the hole is found at the edge of the valence
band. In this case the initial state is written
|i〉 = ∣∣engh0l〉 , (6.119)
where g is the degeneracy of state n. It is assumed that g ≥ 2 due to spin
degeneracy. In the transition from state |i〉 to state |f〉, where all four carriers
are found at the bandedge, the excess energy of the hot electron is passed to a
secondary electron-hole pair, while the initial hot electron relaxes to the LUMO
level. In terms of the quasi-particle creation and annihilation operators, this
is equivalent to the creation of a secondary hole state, hmk near the VBM, the
annihilation of the high-energy electron state eng, and the creation of two further,
degenerate electron states, e0i and e0j at the CBM. Thus, the only non-zero matrix
elements are those containing the same creation and annihilation operators as
in 6.117. In this representation the final state is written
|f〉 = ∣∣e0ie0jhmkh0l〉 , (6.120)
where hmk is the secondary hole created near the bandedge. The energy conser-
vation terms for this process are
δ (En − E) = δ
(
[Een − Eh0]− [2Ee0 − Eh0 − Ehm]
)
. (6.121)
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It is important to note that the state h0l does not take part in the carrier multipli-
cation process. As such, h0l must be identical in both |i〉 and |f〉. Such a state is
known as a spectator [178].
The matrix element which couples the exciton and biexciton state |i〉 to state
|f〉 (X-XX coupling) is
|Mn|2 = |〈f |H | i〉|2 =
∣∣〈e0ie0jhmkh0l ∣∣H ∣∣ engh0l〉∣∣2 . (6.122)
The only surviving terms of H are those similar to 6.117, namely2
|Mn|2 =
∣∣∣∣12 (〈e0ie0j ∣∣V ∣∣ hmkeng〉− 〈e0ie0j ∣∣V ∣∣ enghmk〉)
− 1
2
(〈
e0je0i
∣∣V ∣∣ hmkeng〉− 〈e0je0i ∣∣V ∣∣ enghmk〉)∣∣∣∣2 , (6.123)
which agrees with the expression obtained in reference [180]. Combining this
result with the Fermi’s golden rule (from equation 6.116), the rate of carrier
multiplication is given by
Wn =
Γ
h¯∑g,l
∑
mk 6=0l
∑
i 6=j
|Mn|2([
Een − Eh0
]− [2Ee0 − Eh0 − Ehm])2 + (Γ/2)2 , (6.124)
where the spectator state h0l has been excluded from the summation over final
hole states hmk of the secondary hole. In order to represent the rate of carrier
multiplication in terms of the envelope functions of the CI Hamiltonian based on
sp states calculated using planewaves, the elements of |Mn|2 must be rewritten
using the definitions in section 6.4.2. This is quite straightforward, the substitu-
tions being
i→ i
j→ k
k→ l
l → j
(6.125)
2 For an explicit derivation of this result refer to appendix B.
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The matrix elements in this representation are then
|Mn|2 =
∣∣∣∣12 (〈e0ihmk ∣∣V ∣∣ enge0j〉− 〈e0ihmk ∣∣V ∣∣ e0jeng〉)
− 1
2
(〈
hmke0i
∣∣V ∣∣ enge0j〉− 〈hmke0i ∣∣V ∣∣ e0jeng〉)∣∣∣∣2 . (6.126)
If instead the initial hot carrier is a hole in the valence band, then the initial and
final states are respectively written
|i〉 = ∣∣e0ihng〉 (6.127)
and
|f〉 = ∣∣e0iemjh0kh0l〉 (6.128)
and the matrix element describing these transitions is of the form
1
2 ∑
αβγδ
(
Vαβγδ −Vβαγδ
)
hαe†βh
†
γh
†
δ . (6.129)
The matrix element between these two states is
|Mn|2 =
∣∣∣∣12 (〈emjhng ∣∣V ∣∣ h0kh0l〉− 〈emjhng ∣∣V ∣∣ h0lh0k〉)
− 1
2
(〈
hngemj
∣∣V ∣∣ h0kh0l〉− 〈hngemj ∣∣V ∣∣ h0lh0k〉)∣∣∣∣2 . (6.130)
In terms of the planewave basis, this becomes
|Mn|2 =
∣∣∣∣12 (〈h0khng ∣∣V ∣∣ h0lemj〉− 〈h0khng ∣∣V ∣∣ emjh0l〉)
− 1
2
(〈
hngh0k
∣∣V ∣∣ h0lemj〉− 〈hngh0k ∣∣V ∣∣ emjh0l〉)∣∣∣∣2 . (6.131)
7
R E S U LT S
Simulations of single colloidal PbSe/PbS nanocrystal quantum dots have been
carried out for QDs of varying sizes, shell thicknesses, and ellipticity. First,
single-particle energy spectra as calculated via the k ·p envelope-function method
(sections 6.2.4-6.3) are presented for core-only and core/shell spherical and spher-
oidal QD structures. It will be shown the degree of ellipticity, herein param-
eterised in the ratio of the semi-major and semi-minor axes, c/a, or as a per-
centage increase, causes subtle linear variation in the energy spectrum in accor-
dance with the quantum size effect. The momentum matrix elements associated
with electronic transitions between theses states (calculated via the Hellmann-
Feynman theorem) are detailed, with particular focus on the anisotropy which
emerges both between the longitudinal and transverse polarised transitions (px =
py 6= pz) with arises due to crystal anisotropy, as well as the transverse-transverse,
x-y anisotropy (px 6= py 6= pz) which arises from spheroidal geometry of the
quantum dot. To the author’s knowledge, anisotropy between the transverse-
polarised momentum matrix elements has so far gone unreported in the litera-
ture.
Next, excitonic corrections to the single-particle states, as calculated via a
configuration interaction calculation (section 6.4), are presented. Strong size-
dependent excitonic binding energy on the order of 50 meV-150 meV is found,
and the associated momentum matrix elements discussed, for which the same
anisotropies are observed as in the single-particle case. Further, non-zero ele-
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ments are found to be split across the exciton complex which correlates to the
single-particle transitions.
The carrier lifetimes for radiative recombination between the states e0 and
h00 are then presented for the spherical and spheroidal QDs. It will be seen
that the radiative lifetimes are on the order of 0.1 µs (in good agreement with
experiment), and for the range of QDs studied vary linearly with the size of the
dot. Deviation from spherical symmetry by up to 25% (c/a = 1.25) causes subtle
change in the carrier lifetimes.
Finally, preliminary results are presented for the timescales for multiple ex-
citon generation for the smallest QD studied (core-only spherical PbSe QD or
radius 18.36 Å). It will be shown that direct carrier multiplication cannot occur
for PbX QDs at the thermodynamic limit (photoexcitation at 2Eg) due to low
MEG rates at his energy, a result in keeping with the experimental observations
of other groups [91, 123]. An order of magnitude analysis is performed which
justifies the methodology, predicting MEG lifetimes on the order of 1 ps-10 ps at
photoexcitation of 3Eg. The impact of the width of the Lorentzian distribution
used in the calculation of MEG rates is also discussed.
7.1 single-particle states
Single-particle energy states have been calculated using the k ·p method as de-
tailed in chapter 6.2.4. The four-band envelope function calculation was per-
formed using a planewave basis with a wavevector cut-off m = 8 (i.e. 2m + 1 = 17
planewaves) in each of the x/y/z directions. Initial calculations were performed
for a series of spherical PbSe core-only NQDs of several radii, chosen to be in-
teger multiples of the PbSe lattice constant (aPbSe = 6.12 Å) in the range 18.36 Å-
42.84 Å. Next, a PbS passivating shell region was added the PbSe cores, al-
lowing for alteration of the sp energy states via the modified carrier effective
masses and through limited quantum confinement of the wavefunctions of con-
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duction band carriers (electrons) to the core region for thick shells. Finally, the
effect of ellipticity was studied in prolate spheroidal QDs. The semi-minor axis
was fixed to be equivalent to the radius of the corresponding spherical QD (i.e.
Rsphere = aspheroid), while the semi-major, c, axis of the spheroid is given in terms
of a, either as a percentage increase, or in the ratio c/a. Knowledge of the single-
particle properties of the NQDs is important both as a basis for the following
full CI calculation, and for the calculation of the rates and lifetimes for multiple
exciton generation.
7.1.1 Spherical PbSe QDs
Single-particle energy states have been calculated for a range of spherical PbSe
NQDs with radii in the range 18.36 Å-42.84 Å (3-7 lattice constants PbSe). The
energy spectra of the PbSe QDs are predominantly influenced by the quantum
size effect, as can be seen in spectra of figure 7.1. As is to be expected, the single-
particle energy states are lower in energy for larger nanocrystals. An interesting
result is that the near-degeneracy of certain states groups together several of the
electron states to form band-like structures with wide forbidden regions between
clusters, while the hole states do so less consistently. The near-degeneracy of the
electron states may result from the pz-like symmetry of the conduction band-
edge states near the L-point of the Brillouin zone, while the same effect is not
observed for the s-like symmetry at the valence band maximum. For large QDs,
the energy states tend toward a quasi-continuum. The bandedge states asymp-
totically approach the bulk bandgap of PbSe (0.28 eV). The spacing of the energy
levels in the valence band (the hole states) is larger than that of the conduction
band states. Each of the energy states shown in figure 7.1 is two-fold degenerate,
inclusive of spin. The energy level diagrams for QDs of radii 18.36 Å, 24.48 Å,
and 30.60 Å (3,4, and 5 lattice constants PbSe) are shown in figure 7.2.
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Figure 7.1.: Single-particle states for spherical PbSe QDs of increasing radius.
The electron (hole) single-particle energy states decrease (increase)
as the radius of the dot is increased.
The energy associated with electronic transition between these states is readily
obtained from the single-particle energy spectrum. Perhaps most important are
the interband transitions between CB states and ground hole states at the VBM,
shown in figure 7.3. As one may expect from the single-particle energy spec-
trum shown in figure 7.1, the en − h0 transitions are highly size-dependent. The
dependency of the size-dependent bandgap follows a polynomial decay, propos-
als for the exact form of which may be found in reference [181]. Further, the
transitions form into band-like structures, tending toward a continuum for large
structures.
Knowledge of the momentum matrix elements between single-particle en-
ergy states is essential for the description of interband transition processes, in-
cluding for calculations regarding important processes such as carrier lifetimes
for radiative recombination and direct carrier multiplication rates, found us-
ing Fermi’s golden rule. The elements themselves may be calculated via the
Hellman-Feynman theorem. The momentum matrix elements for PbSe QDs of
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Figure 7.2.: Energy level diagrams for three representative QDs. The energy lev-
els of the smaller dot (R = 18.36 Å, left) are sparse, and the bandgap
is large. As the size of the QD increases, the energy levels become
bunched, and the bandgap closes. The spectrum becomes more
"band-like" as the size of the dot increases. Each of the levels shown
are two-fold degenerate.
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Figure 7.3.: Single-particle en − h0 transition energies for QDs of increasing ra-
dius. The size-dependence and energy separation follow a similar
trend as seen for the CB states in figure 7.1.
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radii 18.36 Å, 24.48 Å, and 30.60 Å are shown in figure 7.4. It can be seen that the
strength of the matrix elements for transitions polarised in the x or y directions
(〈1¯1¯2〉 /〈11¯0〉 crystallographic directions) are significantly larger than those for
transitions polarised in the z-direction (〈111〉 crystallographic direction). Fur-
thermore, owing to the transverse symmetry of the underlying PbSe crystal, the
matrix elements for transitions polarised in the x and y directions are uniform.
The magnitude of the momentum matrix elements is diminished as the size of
the nanocrystal is increased; a consequence of the greater separation between
the carriers in larger quantum structures. A further noteworthy feature of the
momentum matrix elements is that, in many cases, the allowed energy state at
which transitions may occur is coincident for all polarisations, however, it is seen
consistently that this is not the case in the third transition complex. Here, the
energy states at which x/y polarised and z-polarised transitions are allowed are
nearly degenerate, yet distinct states.
7.1.2 PbSe/PbS Core/Shell Quantum Dot Heterostructures
As has been previously discussed in section 4.4, the addition of a passivating
shell region grown around the PbSe core of the QD has the potential to sig-
nificantly alter the electronic and optical properties of the nanocrystal. In gen-
eral, the shell region is composed of some material with a higher bulk bandgap
energy than that of the core, most often forming a type II semiconductor het-
erojunction (see figure 4.4 on page 58). Further points of consideration when
selecting the shell material are the induced strain due to lattice mismatch at the
boundary, as well as the location of the band extrema with in the first Brillouin
zone (i.e. whether the core/shell system will form a direct or indirect effective
bandgap). With these criteria in mind, two clear choices emerge with which to
passivate the PbSe core: PbS and PbTe. Of the two, PbS emerges as the best op-
tion for initial investigation for two reasons: firstly, the lattice constants of PbSe
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and PbS are almost identical, leading to negligible strain effects at the core/shell
interface; and secondly, the dielectric mismatch between PbSe and PbS is less
extreme than the mismatch between PbSe and PbTe, leading to a reduction in
the magnitude of effects such as self-interaction with induced mirror charges at
the dielectric boundary, an effect which at present it has not been possible to
include for spheroidal nanocrystals. Both PbS and PbTe posses a direct bandgap
located at the L-point, resulting in a direct effective bandgap between the CBM
of the core and the VBM of the shell.
As has been previously reported in the literature, the degree of confinement
imposed on the charge carriers in PbSe/PbS quantum dot heterostructures is
incomplete. Due to the small offsets between the conduction bands and valence
bands of the two materials, both the electron and hole wavefunctions are free
to permeate the dot where the shell region is thin, while electron states are
more strongly confined to the core region with the addition of the PbS shell (see
figure 7.10 on page 123). The PbSe/PbS system should therefore be thought
of as a quasi-type II heterostructure. As a result, the modification introduced
by the addition of successively larger shell regions is subtle. The bandedge
energy states (HOMO/LUMO states) of QDs of fixed core radii R ranging from
3aPbSe− 7aPbSe are shown for successively thicker shell regions in figure 7.5. The
overall profile of the energy states as the total size of the dot increases is similar
to the polynomial variation shown in figure 7.1, with two important distinctions.
First, the rate at which the e0 (h0) states decrease (increase) in energy is enhanced
as the electron and hole wavefunctions become more separated, and second, the
energy states (and most notably the effective bandgap energy) tend towards
those of bulk PbS rather than PbSe, a consequence of the increased presence of
PbS over PbSe. It should be noted that the range of shell thicknesses in figure 7.5
is large, with the thickness of the shell matching or even exceeding the radius of
the core region. Knowledge of such large shell regions is useful to visualise the
trends in the energy spectra of core/shell quantum dot heterostructures.
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Figure 7.5.: Single-particle bandedge energy states (e0, h0) for a selection of spher-
ical PbSe cores as a function of shell thickness.
The effect of shell thickness on the extended electronic spectrum may be stud-
ied for a QD with a particular core radius. The spectrum for a core of radius
30.60 Å, chosen for ease of comparison with similar calculations to be found in
the literature 1, is shown in figure 7.6. The same overall profile as was seen for
the bandedge states persists for higher energy states, while the same grouping
of energy states into band-like structures as was seen for the core-only QDs in
figure 7.2 may also be seen. Again, the effective bandgap quickly closes as the
shell thickness is increased. Energy level diagrams for three values of the shell
thickness are shown in figure 7.7.
The energies associated with interband transitions may readily be obtained
from the single-particle spectrum shown in figure 7.6. Transition energies be-
tween the electron states and the ground hole state are shown in figure 7.8. The
transition energies show similar dependence on the size of the dot as for the
1 R ∼ 30 Å is a common size for PbX NQDs found almost ubiquitously in the literature. For ease
of comparison, a core radius of 30.60 Å will be used as a reference size.
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Figure 7.7.: Energy level diagrams for QDS of PbSe core radius 30.60 Å and PbS
shell thicknesses of 0 angstrom (no shell), 5.94 Å (aPbS), and 11.87 Å
(2aPbS). Increased shell thickness reduces the effective bandgap en-
ergy and causes bunching of the sp states.
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case of increasing core radius (figure 7.3), except with the more rapid reduction
in the energy of the en states as seen for the sp spectrum of figure 7.6.
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Figure 7.8.: Single-particle en − h0 interband transition energies spherical PbSe
QD of radius 30.60 Å for progressively thicker PbS shells.
The momentum matrix elements associate with these transitions, shown be-
low in figure 7.9, have been calculated by the same method detailed above. As is
to be expected from the selection rules derived by Kang and Wise [157] (shown
in section 6.2.5), it can be seen that the addition of the PbS shell does nothing
to affect the allowed transitions in the optical spectrum. The addition of the
PbS shell does, however, modify the relative magnitudes of the momentum ma-
trix elements, causing a modest reduction for thicker shells. The reduction in the
magnitude of the momentum matrix elements arises due to the (limited) confine-
ment of the electron wavefunctions to the core region. As thicker PbS shells are
added to the PbSe core the electron and hole wavefunctions become more sepa-
rated; while hole wavefunctions remain free to permeate the dot, the electrons
are confined to the core. The confinement of electron and hole wavefunctions is
illustrated in figure 7.10.
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Figure 7.10.: Electron (left) and hole (right) wavefunctions for the three lowest
energy states (n = 1, 2, 3) in a spherical QD of core radius 30.60 Å
and shell thickness 23.744 Å. In this energy range, the electron is
confined to the core region, while the hole wavefunction perme-
ates the whole QD structure. The reduced overlap of the carrier
wavefunctions diminishes the strength of the interband momentum
matrix elements.
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There is a strong degree of anisotropy in the magnitudes of the momentum
matrix elements polarised in the z-direction and those polarised in the equivalent
x/y-directions. This is a direct consequence of the crystal anisotropy resulting
from the choice of coordinate system. The longitudinal x and y directions lie
along the 〈1¯1¯2〉 and 〈11¯0〉 directions of the crystal, forming the semi-minor axes
of a spheroid of constant energy, while the semi-major axis lies along the 〈111〉
(z) direction. The degree of anisotropy may be characterised by:
At,lp =
∣∣∣∣∣ |px,y|2−|pz|2|px,y|2+|pz|2
∣∣∣∣∣ . (7.1)
Using this definition, the anisotropy between longitudinal and transverse po-
larised momentum matrix elements take on the profile shown in figure 7.11.
Here, the momentum matrix elements are those taken between the bandedge
states for a series of core radii and as a function of shell thickness. The degree
of anisotropy is found to be larger for QDs of smaller radii. This is a conse-
quence of the overall greater magnitude of the matrix elements found in smaller
QDs, where the carriers are not well separated. As the shell thickness is in-
creased, the degree of anisotropy is diminished. The rate of reduction is slow
for smaller shells, becoming much more rapid as the electron and hole wave-
functions become more strongly separated. Finally, for large shell thicknesses,
the momentum matrix elements are small, and the anisotropy between those
polarised in the x/y-directions and those polarised in the z-direction is corre-
spondingly lesser.
7.1.3 Spheroidal PbSe and PbSe/PbS PbS Nanocrystal Quantum Dot Structures
While highly monodisperse QD ensembles are easily accessible via colloidal
chemistry, it is exceedingly difficult to ensure that the sample be comprised
of perfectly spherical nanocrystals. It has therefore recently been suggested that,
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Figure 7.11.: The anisotropy of the between x/y and z-polarised e0− h0 transition
for representative spherical QDs of various core radius as a function
of shell thickness.
rather than working under the usual assumption of perfectly spherical QDs, the-
oretical calculations would better be concerned with spheroidal QDs [182–184].
Reports of simulation of such structures are few and far between, and reports
of calculations regarding aspherical PbX QDs are, to the author’s knowledge,
nonexistent. In order to address this, the current work details initial investi-
gation into the most basic deviation from the spherical geometry, focusing on
the spheroids of revolution (see figure 5.4 on page 69). At present, only QDs of
the prolate spheroid geometry have been considered. In order to facilitate di-
rect comparison with their spherical counterparts, the semi-minor axes, a, of
the spheroidal QDs are chosen to match the radii of the corresponding spherical
dots (i.e. a is chosen to integer multiples of aPbSe), while the semi-major axis, c, is
expressed in terms of a, either as a percentage increase, or in the ratio c/a. In the
current work, semi-major axes take values between 100%-125% of a, correspond-
ing to an "elongation" of 0%-25%, and to ratios c/a of between 1 and 1.25. Focus
7.1 single-particle states 126
is given to QDs where the axis of elongation lies along the x/〈1¯1¯2〉 direction.
This is done for two reasons. Firstly, the modifications to the single particle en-
ergy spectrum for elongations in the longitudinal and transverse directions are
phenomenological similar; discussion of elongation of both directions is in some
sense redundant. Secondly, the observed symmetry breaking and resultant en-
ergy level splitting is only observed where the axis of elongation lies along one
of the longitudinal directions. The axis of elongation is referred to as lying along
the x-axis in the text, however, this choice is arbitrary: the same result would be
observed where the axis of elongation instead lies along the y-axis.
The single-particle states as calculated for bare core PbSe QDs are shown in
figure 7.12 for QDs with an elongated axis of 5%, 10%, and 15%. The elongation
of the x-axis results in subtle reduction in the sp energy states of the spheroidal
QDs. For the QDs shown here, the reduction in the bandedge states is on the
order of 10 meV. As is to be expected, the length of the semi-minor axes a affects
the energy states in the same manner as did the radius of the spherical dots
shown in figure 7.1. Again, states in the conduction band group together into
band-like structures. The differences in the energy states is better illustrated by
the energy level diagram for a fixed semi-minor axis (30.60 Å) for each elongation
(figure 7.13). As can be seen, for the dots presented, elongation by 5%, 10%, and
15% reduces the size-dependent bandgap by∼ 10 meV, ∼ 20 meV, and∼ 30 meV,
respectfully, versus the corresponding spherical QD.
Once more, the energy states associated with interband transitions have been
obtained (figure 7.14). The transition energies follow the same polynomial de-
pendence as before, since the elongated axis is defined as a function of a. The
degree of elongation does, however, lower the transition energy between each
state by about 10 meV per 5% elongation.
The momentum matrix elements corresponding to the interband energy tran-
sitions have been obtained in the usual way. Sample spectra for QDs with
a = 30.60 Å are shown in figure 7.15. As a consequence of elongation of the
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Figure 7.13.: Energy states of spheroidal QDs with semi-minor axis a = 30.60 Å.
For the dots presented, each successive elongation of 5% reduces
the effective bandgap on the order of 10 meV.
x-axis, and the resultant symmetry breaking, the x-polarised and y-polarised
interband momentum matrix elements are no longer isotropic. The anisotropy,
shown in figure 7.16 for QDs of differing semi-minor axes, a, and shell thick-
nesses, is small, being of the order of about 1%. As such, the anisotropy is greater
for smaller nanocrystals (having larger momentum matrix elements). The x/y
(transverse-transverse) anisotropy may be characterised in a similar manner as
was the x/z (l-t) anisotropy above, that is by
Ax-yP =
∣∣∣∣∣ |px|2−|py|2|px|2+|py|2
∣∣∣∣∣ . (7.2)
As one would expect, the degree of anisotropy between the transverse polar-
isations increases as the dot deviates further from spherical symmetry. The
anisotropy in on the order of 1%, with a maximum value of 11% for the most ex-
treme value studied here (a = 18.34 Å, c/a = 1.25, core-only). As a consequence
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Figure 7.16.: Anisotropy between x-polarised and y-polarised momentum matrix
elements for QDs elongated along the x (〈1¯1¯2〉) direction. QDs with
no shell (left), shell of one lattice constant (centre), and shell of two
lattice constants (right) are shown. The anisotropy is on the order
of 1%, being increased for larger ellipticity, and for QDs of smaller
volume.
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of the diminished magnitude of the momentum matrix elements, addition of the
PbS shell results in a reduction to the degree of anisotropy between the elements
polarised in the x and y directions.
Further modification may be applied to the spheroidal PbSe QDs through the
addition of a PbS shell region. The bandedge states for QDs with c/a = 1.05, 1.10,
and 1.15 are shown in figure 7.17 for QDs of varying a as the thickness of the
shell is increased. The profile of the energy states matches that of the spherical
PbSe/PbS structures, except with slight reduction due to the elongation.
In summary, the overall effect of elongation is two-fold. In the first instance,
elongation along either longitudinal or transverse axes results in a modest re-
duction in the energy levels of the QD as compared to the equivalent spherical
dot with R = a. The variation, illustrated in figure 7.19 for bandedge states for
a series of QDs, is linear with the degree of elongation. This is a direct conse-
quence of the quantum size effect. The variation is linear since the volume of the
spheroidal QD is proportional to a2c—an increase in c leads to a linear increase
in volume, and a corresponding linear reduction in the magnitude of the energy
states. Similarly, where the length of the c-axis is taken to be a function of a, as
in the current work, an increase in a leads to polynomic variation in the energy
levels, plus the linear shift due to elongation (c.f. variation of energy states when
the radius of a spherical QD is increased). The second effect of elongation is the
induced anisotropy between the x and y-polarised interband transition matrix
elements. This effect is subtle, being only on the order of 1%. This is, to the
authors knowledge, the first time such anisotropy has been reported for PbX
NQDs.
7.2 excitonic properties
The single-particle properties as calculated via the k · p method represent the
first step in modelling the electronic structure of the nanocrystal quantum dots.
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Figure 7.19.: Linear variation of the HOMO and LUMO states as a function of
the ratio of the axes of the spheroid. The variation is larger for
smaller QDs.
While the single-particle picture provides the major contribution to theoretical
description of the QDs, the k ·p calculation is only a first approximation, where
much important physics is neglected. In reality, each of the charge carriers in
the nanocrystal is in contact with every other charge carrier via electrostatic
interaction. This interaction is accounted for via the Coulomb integrals between
states. By taking Coulomb integrals between each configuration of sp states, it
is possible to add many-particle corrections to the energy states predicted by
k · p via state mixing. This is the configuration interaction method discussed
in section 6.4. Given a complete and orthonormal set of basis functions, the
CI approach is, in principle, an exact method. Such calculations are, of course,
intractable, and so a subset of single-particle states must be chosen. The current
work uses a truncated basis comprised of 12 electron and 12 hole states. This
choice of basis provides good compromise between speed and accuracy. As
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discussed above, only those terms which conserve the number of particles in the
Fock spaces are included.
7.2.1 Excitonic states of PbSe core-only NQDs
The single-particle states calculated via the k ·p method for spherical PbSe core-
only QDs have been mixed using the CI approach to yield excitonic corrections.
Since all configurations of 12 electron and 12 hole states have been included
in the calculation, the number of exciton states is far greater than the number
of single-particle states. Further, since the exciton is a composite quasiparticle
comprised of one electron and one hole, the most intuitive comparison between
single-particle and excitonic energy spectra is found by considering the transi-
tion energy spectra between single-particle states (figure 7.3). The excitonic en-
ergy spectrum for the same series of spherical QDs as in chapter 7.1.1 is shown in
figure 7.20. The exciton states, being based on the sp states, form into the famil-
iar "band-like" structures seen in the sp-energy levels. Comparing figures 7.20
and 7.3, a strong degree of excitonic binding energy emerges. Since it is difficult
to relate an exciton state to a particular sp transition, The only comparison to be
made reliably is between the lowest energy exciton state and the HOMO-LUMO
sp transition. The binding energy for the X0 state may be seen along the y-axis
in figure 7.26. It is found that the binding energy is greater for smaller dots. For
example, the PbSe QD of radius 18.36 Å has an excitonic binding energy (BX) of
158 meV, while the QD of radius 42.84 Å has a binding energy of BX = 67 meV.
This is a consequence of the stronger Coulomb matrix elements between states
found in smaller NQDs: as the QD is made larger, the charge carriers separate,
and the Coulomb interaction, being inversely proportional to the separation of
the carriers |r1−r2|, is reduced. For thick shells, the confinement of valence band
charge carriers the shell region further reduces the magnitude of the Coulomb
matrix elements, and therefore the excitonic binding energy.
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Figure 7.20.: Excitonic energies have been generated via mixing of 12 electron
and 12 hole sp states. The energies presented have been averaged
over the energy complex in which they are found.
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The momentum matrix elements for spherical QDs of radius 18.36 Å, 24.48 Å,
and 30.60 Å are shown in figure 7.21. It can be seen that the nonzero x/y-
polarised and z-polarised momentum matrix elements no longer occur at coin-
cident energy states. Instead, the different elements occur in energy complexes,
being either nonzero for the equivalent x and polarisation, or nonzero for the z-
polarised transitions, but never simultaneously nonzero for both. Further, as a
consequence of the excitonic binding, the magnitude of the matrix elements is
approximately doubled versus the single-particle case.
7.2.2 Excitonic states of PbSe/PbS Quantum Dot Heterostructures
CI calculations have been performed for core/shell heterostructures for QDs
with core radii equal to the radii of the dots above. The lowest exciton energy
complex is shown for QDs with core radii between 18.36 Å and 42.84 Å as suc-
cessively thicker shells are added is shown in figure 7.22. The bandedge states
follow the same profile as do the sp states. The full excitonic spectrum as con-
structed for 12 electron and 12 hole states is shown in figure 7.23 for a spherical
QD of core radius 30.60 Å with increasing shell thickness. Comparison with the
sp spectrum of figure 7.6 indicates strong excitonic binding for all energy states.
Further, the excitonic states for a quasi-continuum for shell thicknesses of only
a few lattice constants, except for the lowest exciton state. Similar trends, shown
in figure 7.24, are observed for all QDs considered here.
The momentum matrix elements associated with the exciton states have been
calculated. A sample spectrum is shown in figure 7.25 for core/shell QDs of
core radius 30.60 Å with shell thicknesses of 0 Å, 5.94 Å, and 11.87 Å.
Strong, size-dependent excitonic binding energy has been observed for QDs
of all core radii and shell thicknesses considered (see figure 7.26). The binding
energy is on the order of 100 meV for the smallest core radii considered (R =
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Figure 7.22.: Lowest energy exciton state for QDs of varying core radii as a func-
tion of shell thickness.
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Figure 7.23.: Excitonic energy spectra for core/shell PbSe QD heterostructures
with core radius 30.60 Å with increasing shell thickness.
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18.36 Å), reducing to 67 meV for the largest (42.84 Å). The addition of the PbS
shell reduces the binding energy to between 30 meV-40 meV for large shells.
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Figure 7.26.: Binding energy BX for the lowest energy exciton for spherical QDs
of varying core radius and shell thickness. The binding energy is
greater for smaller dots and thinner shells.
7.2.3 Excitonic States of Spheroidal PbSe/PbS Quantum Dot Heterostructures
Excitonic corrections to the single-particle states of spheroidal PbSe/PbS NQDS
have been derived by the same mechanism as before. The excitonic energy spec-
trum for QDs of semi-minor axes 30.60 Å are shown for elongations of 5%, 10%,
and 15% in figure 7.27 as a function of shell thickness. Each successive elonga-
tion of 5% reduces the exciton energy on the order of a few meV.
The momentum matrix elements associated with the excitonic states of the
spheroidal dots are shown in for core-only QDs (a = 30.60 Å) in figure 7.28. As
before, elongation of the major-axis of the spheroid results in symmetry breaking
between the transverse (x and y) axes, and anisotropy between the x and y-
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polarised momentum matrix elements is introduced as a result. The degree of
anisotropy is similar as for the single-particle case.
7.3 radiative carrier lifetimes
The lifetime for radiative transitions have been calculated for QDs detailed above
using the methodology outlined in chapter 6.5.2. The total momentum matrix
elements p2i→f required for the calculation of the rate of carrier transfer may
be constructed from either the elements associate with the single-particle states
from the k ·p calculation or from those associate with the excitonic states origi-
nating from the CI calculation.
The lifetimes for radiative recombination between the states e0 and h0 in the
single-particle picture are shown for several QD radii with increasing shell thick-
ness in figure 7.29 for elongation by up to 15%. The most immediate point
of note is that the radiative lifetimes for all dots shown is between 57 ns and
1080 ns. This value is extremely large even when compared to QDs of other ma-
terial systems; for example, the lifetimes for radiative transitions in CdX QDs is
on the order of 10 ns [185, 186]. The calculated carrier lifetimes for the PbSe core-
only and PbSe/PbS core/shell quantum dots are on the order of 0.1 µs—a range
which is consistent with the literature [187]. The carrier lifetime, ultimately be-
ing determined by the size-dependent energy gap and by the momentum matrix
elements between the HOMO and the LUMO states, is size-dependent, varying
from 62 ns for the PbSe QD of radius 18.36 Å to 248 ns for the core-only QD of
radius 42.84 Å.
The lifetimes further increase in an almost linear fashion as the thickness of
the PbS shell is increased for the QDs presented. As the QD radius approaches
the limit of confinement the rate of change of the carrier lifetimes begins to level
off (this is true for large core-only and core/shell QDs). The effect is better
exemplified for the radiative carrier lifetimes of excitonic states, shown in fig-
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Figure 7.29.: Lifetimes for radiative recombination between bandedge states for
several core sizes as a function of shell thickness. The QDs are
elongated by a) 0%, b) 5%, c) 10%, and d), 15%.
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ure 7.30 below. This levelling off is due to the fact that the energy states vary
more rapidly between small QD of different size. Elongation of the QD, shown
in figure 7.29 for QDs elongated be 5%, 10%, and 15%, causes a modest length-
ening of the radiative lifetimes, largely due to the increased volume of the dot.
For each subsequent elongation, the carrier lifetimes for the core-only dots are
increased on the order of 5 ns, while the lifetimes for core/shell systems with
the larger shells are extended by 5 ns-15 ns.
The radiative lifetimes associated with the lowest energy excitonic states are
shown in figure 7.30. The lifetime of excitonic states is, for the core-only PbSe
QDs, comparable to those of the single-particle states. Contrary to expectation,
the differences between the radiative lifetimes of the single-particle and exci-
tonic states are greater for larger quantum dots than for smaller dots. This is
due to the dielectric screening found in the nanocrystals. The current work uses
a modified Penn model to account for dielectric screening, which becomes more
significant for larger QDs, being proportional to the square of the size-dependent
bandgap (see equations 6.110-6.112 in chapter 6.5.2). The carrier lifetime is thus
not only directly dependent on the size of the HOMO-LUMO gap, and indeed
the excitonic binding energy, but also on the dielectric screening factor, F. The
increasing difference between the carrier lifetime from single-particle and exci-
tonic considerations is therefore increased for larger QDs.
The addition of the shell further serves to increase the radiative lifetimes of
the exciton states. Due to carrier confinement effects, the momentum matrix
elements associated with the exciton states are diminished more rapidly than
for increased core radius only. Again, the dielectric screening term further aug-
ments the radiative carrier lifetime for the reasons discussed above. The volume
increase caused by elongation of the dots results in increased radiative lifetimes,
however, interestingly, the strength of the momentum matrix elements appear to
overshadow the quantum size effect for the core-only QDs studied. As a result,
the radiative lifetimes for the core-only QDs are approximately consistent. For
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larger QDs, the quantum size effect dominates, resulting in longer lifetimes for
radiative recombination.
7.4 multiple exciton generation
The form of the matrix elements for multiple exciton generation is given in equa-
tion 6.126 on page 108. The matrix elements, built from the single-particle energy
states obtained via the k ·p calculation, are comprised of two band-edge electron
states and one band-edge hole state, as well a further high-energy electron state.
The calculation of this high-energy electron state and the subsequent construc-
tion and evaluation of the matrix elements associated with the direct carrier
multiplication process involving this state is a challenging task. The first barrier
to overcome is the construction of Coulomb integrals for single-particle states
far above the bandgap. For even small QDs, easily up to 60 states in the conduc-
tion band are required to access the thermodynamic threshold of 2Eg for MEG.
Further, as the size of the QD is increased, the HOMO-LUMO gap closes, while
higher energy states are also reduced. It is well-known that the density of states
becomes less sparse further into the conduction band. This effect can be seen at
the extrema of the energy level diagrams on pages 113, 120, and 128. As a result,
the number of energy states which must be calculated for larger dots becomes
greater as more and more states in the conduction band must be accounted
for. High-energy electron states are therefore more accessible for smaller quan-
tum dots, despite the larger bandgap. Even for the smallest dots considered
in the current work, the Coulomb integrals constructed from permutations of
four single-particle energy states number in the millions. For this reason, it is
intractable to include such non-conserving terms in the CI calculation, and the
method outlined in chapter 6.6 is used instead.
Preliminary investigation into multiple exciton generation in spherical PbSe
QDs of radius 18.36 Å has been undertaken for photoexcitation close to the ther-
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Figure 7.30.: Radiative carrier lifetimes for the lowest exciton state. Excitonic
binding reduces the core-only lifetimes on the order of 1 ns. Strong
size-dependence of excitonic states increases the carrier lifetime for
thick shells.
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modynamic limit of 2Eg. In this particular instance, it is found that the matrix
elements required for the calculation of the rate of carrier multiplication (see
equation 6.124) are 32-fold degenerate for all energies considered. The bandgap
energy is found to be 1.28 eV, with the 1st resonant state being e10 at an energy
of 2.21 eV. It should be noted that, due to the reference state being chosen such
that it lies in the centre of the bandgap, the energy of the hot electron state need
not in fact be twice the bandgap energy, but instead must lie at e0 + Eg, corre-
sponding to photoabsorption at 2Eg (if the reference were coincident with the
CBM, then the hot electron state would be shifted by h0 to 2Eg).
Lifetimes for multiple exciton generation have been calculated for the for the
dot mentioned above beginning at the state e10 at 2.21 eV, as well as for the
states immediately above (e11, e12, e13, e14), each of which may contribute to
the carrier multiplication process. Using a Lorentzian distribution of width
Gamma = 10 meV, the radiative lifetime from contributions from all of these
states is found to be 71 ns. This is much longer than the picosecond timescales
often observed in nanocrystal quantum dots. This is not too surprising, since
the threshold for carrier multiplication in PbX NQDs is thought to be near to the
3Eg energy regime rather than at 2Eg [86]. Comparison of the 71 ns lifetime for
carrier multiplication in the 18.36 Å PbSe QD to the 61.67 ns lifetime for radia-
tive recombination from the previous section corroborates this observation. The
lifetime for carrier multiplication is about 10 ns longer than the radiative recombi-
nation lifetime; hence carrier recombination is not observed for photoabsorption
at 2Eg for PbX nanocrystals. Scattering events in this energy regime which result
in carrier multiplication should be considered strongly off-resonant.
7.4.1 Order of Magnitude Analysis of CM Matrix Elements
While the initial results for the rates of multiple exciton generation are promis-
ing, it is useful to consider the behaviour of the scattering rates as dictated by
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equation 6.124. For strongly resonant energy states, the energy conservation
term approaches zero, and equation 6.124 may be written
Wn ≈ Γh¯
|Mn|2
(Γ/2)2
, (7.3)
where the summations have been dropped for clarity. Assuming the broadening
parameter Γ to be on the order of meV, and writing h¯ in the units electronvolt-
seconds,
Wn ∼ 4× 10
−3
6.58× 10−16
|M|2
10−6
eV
eV s
eV2
eV2
= 6.08× 1018 × |M|2 s−1. (7.4)
Assuming the matrix elements M are found to be of the order 10−3eV, as was
the case for the 18.36 Å PbSe QD, then one would expect to find carrier multipli-
cation rates comparable to 6.08× 1012 s−1, or lifetimes for carrier multiplication
on the order of picoseconds for strongly resonant transitions, in line with the
observations of Klimov et al. [86, 123]. The number of matrix elements of this
magnitude is expected to increase drastically as high energy states are consid-
ered [180].
An additional point of note concerned with the calculation of the rates and
lifetimes for carrier multiplication is the weighting of the broadening parameter
Γ. For strongly resonant scattering interactions, as described by equation 7.3,
improper choice of Γ may result in large discrepancy between the scattering
times calculated. The variation of Wn as a function of Γ is shown in figure 7.31.
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Figure 7.31.: The width of the Lorentzian distribution introduced in equa-
tion 6.124 plays a large role in the determination of the scattering
rate. Improper choice of Γ results in inaccurate results.
8
C O N C L U S I O N S
Calculations on the electronic structure of core-only PbSe nanocrystal quantum
dots and core/shell PbSe/PbS quantum dot heterostructures have been pre-
sented for spheroidal QD of varying ellipticity. Single-particle states were cal-
culated via a four-band k · p envelope function Hamiltonian expanded at the
L-point of the Brillouin zone using a basis of eight orthonormal planewaves.
In keeping with reports in the literature, the size-dependent effective bandgap
(HOMO-LUMO gap) was found to vary like R−3 for increasing core radius, and
for increasing shell thickness, with only slight modification to the energy states
as a consequence of the addition of the PbS shell due to the low confinement en-
ergy observed in PbSe/PbS quantum dot heterostructures. The energy spectrum
of the QDs were found to vary inversely with the semi-minor axis length c−1 as
the ellipticity of the dot was increased. Momentum matrix elements between the
single-particle states were calculated via the Hellmann-Feynman theorem. It was
found that the addition of the PbS shell provided sufficient confinement to sub-
tly reduce the magnitude of the momentum matrix elements, while elongation
along the x (〈1¯1¯2〉) axis resulted in a symmetry break between matrix elements
polarised along the x and y axes, resulting in anisotropy in the magnitude of
these elements. The degree of anisotropy was found to be on the order 1%.
Excitonic energy states have been generated from the single-particle states
using the CI method. The excitonic binding energy was found to be highly size-
dependent, varying between 158 meV and 28 meV for the QDs studied. The x
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and y polarised momentum matrix elements associated with the excitonic states
were found to occur at different exciton energies within the complex to the z
polarised states.
Carrier lifetimes for radiative recombination at the bandedge have been calcu-
lated. The carrier lifetimes are found to be on the order 0.1 µs for all QDs studied
here, a value range which is consistent with the literature. The carrier lifetimes
were found to be size-dependent, and to vary almost linearly with the quantum
dot radius. The modification to the energy spectrum and momentum matrix el-
ements imposed by elongation of the dot was found to result in extension of the
radiative carrier lifetimes by 4.56 ns for the smallest dots studied up to 47.69 ns
for the largest. Excitonic corrections result in enhanced radiative lifetimes on the
order of 7% of the smallest dots studied and 14% for the largest.
Finally, the lifetime for multiple exciton generation has been calculated for a
small quantum dot (R = 18.36 Å) for the lowest energy electron states at the
thermodynamic limit for which carrier multiplication may be possible (i.e. pho-
toexcitation at hν = 2Eg). The carrier lifetime was found to be longer than the
radiative lifetime in same QD (71 ns versus 61.67 ns), which may explain the lack
of carrier multiplication observed in experiment at this energy. An order of mag-
nitude analysis shows that, for strongly resonant high-energy states, the carrier
lifetime is expected to be on the order of picoseconds to tens of picoseconds.
The long lifetimes observed for radiative recombination coupled with the short
predicted lifetimes for carrier multiplication indicate that nanocrystal quantum
dots composed of PbX materials are an excellent candidate for the exploitation
of multiple exciton generation in the next generation of solar cell devices.
8.1 future directions
It should be noted that there exist several further avenues of research which may
be conducted in addition to the current work. Firstly, higher energy states should
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be included in calculations concerning multiple exciton generation. Since in the
ideal case, the internal quantum efficiency due to carrier multiplication follows
a step-like profile as the energy of the absorbed photon in increased in incre-
ments of the bandgap (i.e.hν = Eg, 2Eg, 3Eg . . . ), it would be interesting to find
the transition rates/carrier lifetimes associated with high-energy electron states
at or around these energies. There are two extensions to the current method
of calculation which must be made in order to probe such high-energy states.
Firstly, modification to the code which generates the Coulomb integrals must be
undertaken in order to screen for only the necessary matrix elements, thereby
making the calculation far more manageable. Secondly, carrier multiplication
at 3Eg may include the generation of triexciton states (three bound, bandedge
excitons generated from one absorption event), necessitating the generation of
exciton-triexciton Coulomb integrals.
Further considerations which are missing from the current work which may
be included to improve accuracy are strain and self-polarisation effects. In the
former, strain is introduced at the core/shell interface of the QD heterostructure
due to the lattice mismatch between the materials comprising the core and shell
regions. This effect is expected to provide only very small contributions to the
energy spectrum of the PbSe/PbS QDs due to the close lattice match between
the two materials (6.12 Å and 5.94 Å respectively). The latter effect arises from
the dielectric mismatch at the core/colloid, core/shell and shell/colloid bound-
aries. Both electrons and holes induce mirror charges at the dielectric boundary,
resulting in an additional four interaction terms: the interaction between the neg-
ative mirror charge and the electron, between the induced negative charge and
the hole, between the induced positive charge and the electron, and between the
induced positive charge and the hole [177, 188]. In the exciton picture, only the
self-interaction (self-polarisation) energy need be considered explicitly. Inclusion
of the self-polarisation potential for spherical quantum dots has been previously
implemented, however, the derivation and implementation of this potential for
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any symmetry apart from spherical is far from trivial. The impact of the self-
polarisation is expected to be larger than the effects of strain. Given the large
dielectric constants of the lead-chalcogenides, priority should be afforded to the
inclusion of the effects of self-polarisation for spheroidal quantum dots.
Appendices
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A
C O M M U TAT I O N R E L AT I O N S F O R F E R M I O N S
General commutation and anti-commutation brackets, respectively, are of the
form
[a, b] = ab− ba (A.1)
and
{a, b} = ab + ba, (A.2)
where a, b, c, and d are fermions [46]. From these definitions it is possible to
build commutation and anti-commutation relations for multiple particles. For
three particles, the commutators may be expanded like
[a, bc] = abc− bca = abc− bac + bac− bca
= [a, b] c + b [a, c] ≡ {a, b} c− b {a, c}
(A.3)
and
[ab, c] = abc− cab = abc− acb + acb− cab
= a [bc] + [a, c] b ≡ a {c, b} − {a, b} c,
(A.4)
while the anti-commutators expand like
{a, bc} = abc + bca = abc− bac + bac + bca
= [a, b] c + b {a, c} ≡ {a, b} c− b [a, c]
(A.5)
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and
{ab, c} = abc + cab = abc− acb + acb + cab
= a [b, c] + {a, c} b ≡ a {b, c} − [a, c] b
(A.6)
Further, using the definitions derived above, the commutation and anti-commutation
relations for four particles may be expanded as follows:
[ab, cd] = abcd− cdab = abcd− acdb + acdb− cdab = a [b, cd] [a, cd] b
= a [b, c] d + ac [b, d] + [a, c] db + c [a, d] b
≡ a [b, c] d + ac [b, d] + {a, c} db− c {a, d} b
≡ a {b, c} d− ac {b, d} + [a, c] db + c [a, d] b
≡ a {b, c} d− ac {b, d} + {a, c} db− c {a, d} b,
(A.7)
and
{ab, cd} = abcd + cdab = abcd− acdb + acdb + cdab = a [b, cd] + {a, cd} b
= a [b, c] d + ac [b, d] + [a, c] db + c {a, d} b
≡ a [b, c] d + ac [b, d] + {a, c} db− c [a, d] b
≡ a {b, c} d− ac {b, d} + [a, c] db + c {a, d} b
≡ a {b, c} d− ac {b, d} + {a, c} db− c [a, d] b.
(A.8)
These important results, particularly equation A.7, are used in the derivation of
the CI Hamiltonian in section 6.4 (beginning on page 85).
B
C I M AT R I X E L E M E N T S F O R D I R E C T C A R R I E R
M U LT I P L I C AT I O N ( M E G )
I order to construct the interband CI matrix elements corresponding to the di-
rect carrier multiplication process, a reference states must first be defined. The
reference state is chosen to be the true vacuum state in the Fock space, where
the valence band is populated entirely by electrons, while the conduction band
is entirely depopulated. The reference state is written
|0〉 = ∏
β∈VB
c†β |vac〉 , (B.1)
where c†β attempts to create an electron in the valence band and |vac〉 is the
vacuum state state in the Fock space. Let the creation and annihilation operators
for electrons be written
c†α and cα for α ∈ CB (B.2)
and
c†β and cβ for β ∈ VB. (B.3)
In the ground state (reference state), |vac〉, the CB is empty while the VB is full.
Therefore,
cα |vac〉 = 0, (B.4)
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since one cannot annihilate an electron in the empty conduction band, while,
c†β |vac〉 = 0 (B.5)
since one cannot create and electron in the full valence band.
In order to construct the Hamiltonian which mixes all states comprised of
two particles, all permutations of electrons in the CB and holes in the VB must
be considered. To this end, the following properties of the anticommutation
relations for fermions will be used [46]:
{
cα, c†α′
}
= cαc†α′ + c
†
α′cα = δαα′ , (B.6)
{
cβ, c†β′
}
= cβc†β′ + c
†
β′cβ = δββ′ , (B.7)
and {
cα, c†β
}
= 0. (B.8)
The derivation herein follows in the approach of reference [180].
b.1 single-particle contributions
Contributions to excitonic states arising from the single-particle states are repre-
sented by
|αβ〉 = c†αcβ |vac〉 , (B.9)
i.e. from a single non-interacting electron in the conduction band and single
non-interacting hole in the valence band. The Coulomb interaction between the
single-particle states is
H(1) = ∑
γγ′
∫
d3~rψ∗γ (~r)V (~r)ψγ′ (~r) c†γcγ′ = ∑
γγ′
Vγγ′c†γcγ′ , (B.10)
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where γ ∈ CB and γ′ ∈ VB are represent (presently unspecified) indices α and
β. Contributions are then given by
〈
α1α2β1β2
∣∣∣H(1) ∣∣∣ αβ〉 = ∑
γγ′
Vγγ′
〈
vac
∣∣∣ c†β2c†β1cα2cα1c†γcγ′cαcβ ∣∣∣ vac〉 . (B.11)
Collecting CB and VB operators, equation B.11 rearranges to
〈
α1α2β1β2
∣∣∣H(1) ∣∣∣ αβ〉 = −∑
γγ′
Vγγ′
〈
vac
∣∣∣ cα2cα1c†γc†αc†β1c†β2cγ′cβ ∣∣∣ vac〉 . (B.12)
From the anticommutation rules for fermions:
cα2cα1c
†
γc
†
α
→cα2
(
δα1γ − c†γcα1
)
c†α
→δα1γcα2c†α − cα2c†γcα1c†α
→δα1γ
(
δα2α − c†αcα2
)
−
(
δα2γ − c†γcα2
) (
δα1α − c†αcα1
)
→δα1γδα2α − δα1γc†αcα2 − δα2γδα1α + δα2γc†αcα1 + δα1αc†γcα2 − c†γcα2c†αcα1
(B.13)
Since one cannot annihilate an electron in the already empty conduction band
(as per equation B.2), all terms in the above expression which include the anni-
hilation operators cα1 or cα2 reduce to zero. Thus, the only surviving terms are
those consisting only of δ-functions. Equation B.12 may then be rewritten:
〈
α1α2β1β2
∣∣∣H(1) ∣∣∣ αβ〉 = −∑
γγ′
Vγγ′
〈
vac
∣∣∣ c†β1c†β2cγ′cβ ∣∣∣ vac〉
× (δα1γδα2α − δα2γδα1α)
(B.14)
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In a similar manner:
c†β2c
†
β1
cγ′cβ
→c†β2
(
δβ1γ′ − cγ′c†β1
)
cβ
→δβ1γ′c†β2cβ − c†β2cγ′c†β1cβ
→δβ1γ′
(
δβ2β − cβc†β2
)
−
(
δβ2γ′ − cγ′c†β2
) (
δβ1β − cβc†β1
)
→δβ1γ′δβ2β − δβ1γ′cβc†β2 − δβ2γ′δβ1β + δβ2γ′cβc†β1 + δβ1βcγ′c†β2 − cγ′c†β2cβc†β1
(B.15)
Since one cannot create an electron in the full groundstate valence band, all
terms including the creation operators c†β1 and c
†
β2
are zero (see equation B.3).
Equation B.14 then becomes:
〈
α1α2β1β2
∣∣∣H(1) ∣∣∣ αβ〉 = −∑
γγ′
Vγγ′ (δα1γδα2α − δα2γδα1α)
×(δβ1γ′δβ2β − δβ2γ′δβ1β).
(B.16)
where it has been assumed that 〈vac|vac〉 = 1. Summing over γ = α1, α2 and
γ′ = β1, β2, the single-particle contributions are then
〈
α1α2β1β2
∣∣∣H(1) ∣∣∣ αβ〉 =−Vα1β1δα2αδβ2β + Vα1β2δα2αδβ1β
+ Vα2β1δα1αδβ2β −Vα2β2δα1αδβ1β.
(B.17)
These terms describe the single-particle contributions between exciton and biex-
citon states with the implication that the particle energies of initial state |i〉 re-
main unchanged in the carrier multiplication process. Single-particle matrix
elements do not strongly contribute to the carrier multiplication process and
should therefore be neglected.
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b.2 two-particle contributions
Two-particle contributions to the many-particle states are given by the Coulomb
integrals taken between the contributing single-particle states. In terms of the
electron creation/annihilation operators, two-particle contributions are gener-
ated by ∣∣αα′ββ′〉 = α†α′†ββ′ |vac〉 (B.18)
The Coulomb integrals between these states are of the form
H(2) = 1
2 ∑γ1γ2γ3γ4
∫
d3~r
∫
d3~r′ψ∗γ1 (~r)ψ
∗
γ2
(
~r′
)
V
(
~r,~r′
)
ψγ3 (~r)ψγ4 (~r) c
†
γ1
c†γ2cγ3cγ4
=
1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4c
†
γ1
c†γ2cγ3cγ4 ,
(B.19)
Where γ1, γ2, γ3, and γ4 may be in either the valence or conduction band. Two-
particle contributions are then given by
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ c†β2c†β1cα2cα1c†γ1c†γ2cγ3cγ4c†αcβ ∣∣∣ vac〉
(B.20)
There are four permutations of the "γ"s which contribute to the carrier multi-
plication process, while all other possible Coulomb integrals may be neglected.
Each of the four permutations, outlined in table B.1, must be accounted for sep-
arately.
γ1 γ2 γ3 γ4
Case 1 VB CB VB VB
Case 2 CB VB VB VB
Case 3 CB CB VB CB
Case 4 CB CB CB VB
Table B.1.: Contributing permutations of {γ}. Cases 1 and 2 correspond to the
process involving an initially hot hole, while cases 3 and 4 represent
the direct carrier multiplication process where the hot carrier is an
electron.
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Case 1
In the first case, the matrix elements are given by
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ c†β2c†β1cα2cα1c†γ1c†γ2cγ3cγ4c†αcβ ∣∣∣ vac〉
(B.21)
with γ1, γ3, γ4 ∈ VB and γ2 ∈ CB. Collecting conduction band and valence band
operators, this rearranges to
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ cα2cα1c†γ2c†αc†β2c†β1c†γ1cγ3cγ4cβ ∣∣∣ vac〉 ,
(B.22)
and the conduction band operators (the "α"s) may be expanded in an identical
manner to equation B.13, resulting in
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ c†β2c†β1c†γ1cγ3cγ4cβ ∣∣∣ vac〉
× (δα1γ2δα2α − δα1γ2δα2α) .
(B.23)
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Using the anticommutation rules for fermions, the six remaining valance band
operators (three creation, three annihilation) may be expanded thus:
c†β2c
†
β1
c†γ1cγ3cγ4cβ
→c†β2c†β1
(
δγ1γ3 − cγ3c†γ1
)
cγ4cβ
→δγ1γ3c†β2c†β1cγ4cβ − c†β2c†β1cγ3c†γ1cγ4cβ
→δγ1γ3c†β2
(
δβ1γ4 − cγ4c†β1
)
cβ − c†β2
(
δβ1γ3 − cγ3c†β1
) (
δγ1γ4 − cγ4c†γ1
)
cβ
→δγ1γ3δβ1γ4c†β2cβ − δγ1γ3c†β2cγ4c†β1cβ − δβ1γ3δγ1γ4c†β2cβ
+ δβ1γ3c
†
β2
cγ4c
†
γ1
cβ + δγ1γ4c
†
β2
cγ3c
†
β1
cβ − c†β2cγ3c†β1cγ4c†γ1cβ
→δγ1γ3δβ1γ4
(
δβ2β − cβc†β2
)
− δγ1γ3
(
δβ2γ4 − cγ4c†β2
) (
δβ1β − cβc†β1
)
− δβ1γ3δγ1γ4
(
δβ2β − cβc†β2
)
+ δβ1γ3
(
δβ2γ4 − cγ4c†β2
) (
δγ1β − cβc†γ1
)
+ δγ1γ4
(
δβ2γ3 − cγ3c†β2
) (
δβ1β − cβc†β1
)
−
(
δβ2γ3 − cγ3c†β2
) (
δβ1γ4 − cγ4c†β1
) (
δγ1β − cβc†γ1
)
(B.24)
Since one cannot create an electron in the full ground state valence band, all
terms involving creation operators are identically zero; the only remaining terms
are those consisting solely of δ-functions. Equation B.21 may then be rewritten
in terms of the δ-functions as
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4 (δα1γ2δα2α − δα2γ2δα1α)
× (δβ1γ3δβ2γ4δγ1β − δβ2γ3δβ1γ4δγ1β
+δγ1γ3δβ1γ4δβ2β − δγ1γ3δβ2γ4δβ1β
+δγ1γ4δβ2γ3δβ1β − δγ1γ4δβ1γ3δβ2β ) ,
(B.25)
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where 〈vac|vac〉 is assumed to be equal to unity. The δ-functions of β have been
reordered for convenience. When summed over the "γ"s, equation B.25 becomes
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2
[
Vβα1β1β2δα2α −Vβα2β1β2δα1α −Vβα1β2β1δα2α + Vβα2β2β1δα1α
]
+
1
2∑γ
[
Vγα1γβ1δα2αδβ2β −Vγα1γβ2δα2αδβ1β −Vγα2γβ1δα1αδβ2β + Vγα2γβ2δα1αδβ1β
]
−1
2∑γ
[
Vγα1β1γδα2αδβ2β −Vγα1β2γδα2αδβ1β −Vγα2β1γδα1αδβ2β + Vγα2β2γδα1αδβ1β
]
(B.26)
with γ ∈ VB. Equation B.29 gives the two-particle contributions to the exci-
tonic energy structure in the electron representation. Specifically, the first line
describes exciton-biexciton coupling states where one of the initial carriers re-
mains in the same state before and after the scattering process (spectator state),
while the second and third lines describe direct and exchange contributions to
the electron-electron interaction [180].
The result stated in section 6.6 (page 108) then emerges by assigning the values
α→ e0i
α1 → e0i
α2 → emj
β→ hng
β1 → h0k
β2 → h0l ,
(B.27)
where, noting that the above definitions are given in terms of the quasiparticle
creation and annihilation operators, e0i, h0k, and h0l are in the ground state, emj is
an electron in state m which is near to the groundstate, and hng is the initially hot
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hole in state n with degeneracy g. In making these substitutions, the δ-functions
of equation B.29 become
δα1α → δe0ie0i = 1,
δα2α → δemje0i = 0,
δβ1β → δh0khng = 0,
δβ2β → δh0lhng = 0,
(B.28)
and equation B.29 becomes
〈
e0iemjh0kh0l
∣∣∣H(2) ∣∣∣ e0ihng〉
=
1
2
[
Vhnge0ih0kh0lδemje0i −Vhngemjh0kh0lδe0ie0i
− Vhnge0ih0lh0kδemje0i + Vhngemjh0lh0kδe0ie0i
]
+
1
2∑γ
[
Vγe0iγh0kδemje0iδh0lhng −Vγe0iγh0lδemje0iδh0khng
− Vγemjγh0kδe0ie0iδh0lhng + Vγemjγh0lδe0ie0iδh0khng
]
− 1
2∑γ
[
Vγe0ih0kγδemje0iδh0lhng −Vγe0ih0lγδemje0iδh0khng
− Vγemjh0kγδe0ie0iδh0lhng + Vγemjh0lγδe0ie0iδh0khng
]
(B.29)
With these definitions only two terms survive, and the contribution to direct
carrier multiplication is
〈
e0iemjh0kh0l
∣∣∣H(2) ∣∣∣ e0ihng〉 = −12 (Vhngemjh0kh0lδe0ie0i −Vhngemjh0lh0kδe0ie0i)
= −1
2
(〈
hngemj
∣∣V ∣∣ h0kh0l〉− 〈hngemj ∣∣V ∣∣ h0lh0k〉). (B.30)
Note that if instead the substitutions corresponding to the process where the ini-
tial hot carrier is an electron (given below) is used, then all terms in equation B.29
become null.
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Case 2
The matrix elements in the second case may be expanded in much the same way
as the first. The matrix elements are given by
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ c†β2c†β1cα2cα1c†γ1c†γ2cγ3cγ4c†αcβ ∣∣∣ vac〉
(B.31)
with γ2, γ3, γ4 ∈ VB and γ1 ∈ CB. In collecting the conduction band and valence
band operators, this rearranges to
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = −1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ cα2cα1c†γ1c†αc†β2c†β1c†γ2cγ3cγ4cβ ∣∣∣ vac〉 .
(B.32)
The differences between equation B.32 and equation B.22 should be noted. First,
γ1 and γ2 are interchanged, since in the 2nd case it is γ1 which operates on
the conduction band, not γ2. Second, due to the anti-symmetry of fermionic
wavefunctions, when changing the order of operations a minus sign must be
introduced. In the first case, an even number of operators were exchanged,
however, when moving from equation B.31 to equation B.32 an odd number of
exchanges was carried out—hence the prefactor of -1.
From this point, the second case may be expanded in the same manner as the
first. In terms of the δ-functions, equation B.32 becomes
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = −1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4 (δα1γ2δα2α − δα2γ2δα1α)
× (δβ1γ3δβ2γ4δγ2β − δβ2γ3δβ1γ4δγ2β
+δγ2γ3δβ1γ4δβ2β − δγ2γ3δβ2γ4δβ1β
+δγ2γ4δβ2γ3δβ1β − δγ2γ4δβ1γ3δβ2β ) ,
(B.33)
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resulting in
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = −1
2
[
Vα1ββ1β2δα2α −Vα2ββ1β2δα1α −Vα1ββ2β1δα2α + Vα2ββ2β1δα1α
]
−1
2∑γ
[
Vα1γγβ1δα2αδβ2β −Vα1γγβ2δα2αδβ1β −Vα2γγβ1δα1αδβ2β + Vα2γγβ2δα1αδβ1β
]
+
1
2∑γ
[
Vα1γβ1γδα2αδβ2β −Vα1γβ2γδα2αδβ1β −Vα2γβ1γδα1αδβ2β + Vα2γβ2γδα1αδβ1β
]
(B.34)
with γ ∈ VB. As it was for case 1, all terms in equation B.34 reduce to zero when
the initial hot carrier is an electron. When the hot carrier is a hole, the surviving
terms, using the substitutions above (B.27), are
〈
e0iemjh0kh0l
∣∣∣H(2) ∣∣∣ e0ihng〉 = −12 (−Vemjhngh0kh0lδe0ie0i + Vemjhngh0lh0kδe0ie0i)
=
1
2
(〈
emjhng
∣∣V ∣∣ h0kh0l〉− 〈emjhng ∣∣V ∣∣ h0lh0k〉). (B.35)
Summing this result with that of case 1 (equations B.30 and B.35), the total
contribution to the direct carrier multiplication process where the initial hot
carrier is a hole is found to be:
〈
emie0jhngh0l
∣∣∣H(2) ∣∣∣ e0lhng〉 = 12 (〈emjhng ∣∣V ∣∣ h0kh0l〉− 〈emjhng ∣∣V ∣∣ h0lh0k〉)
−1
2
(〈
hngemj
∣∣V ∣∣ h0kh0l〉− 〈hngemj ∣∣V ∣∣ h0lh0k〉).
(B.36)
Case 3
Cases three and four, corresponding to processes where the initial hot carrier is
an electron, are somewhat similar cases one and two. The matrix element for
case 3 may be written as
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ c†β2c†β1cα2cα1c†γ1c†γ2cγ3cγ4c†αcβ ∣∣∣ vac〉 ,
(B.37)
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with γ1, γ2, γ4 ∈ CB and γ3 ∈ VB. Collecting CB and VB operators results in
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ c†β2c†β1cγ3cβcα2cα1c†γ1c†γ2cγ4c†α ∣∣∣ vac〉 .
(B.38)
The valence band operators (the "β"s) can be expanded in much the same way
as the conduction band operators ("α"s) were for the first two cases. The process
and result are the same as equation B.15, with the γ′ replaced with γ3, i.e.
→ δβ1γ3δβ2β − δβ1γ3cβc†β2 − δβ2γ3δβ1β
+ δβ2γ3cβc
†
β1
+ δβ1βcγ3c
†
β2
− cγ3c†β2cβc†β1 ,
(B.39)
with all operators not consisting solely of δ-functions being null (since one can-
not create an electron in the full valence band in the ground state). Equation B.38
may then be written as
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ cα2cα1c†γ1c†γ2cγ4c†α ∣∣∣ vac〉
× (δβ1γ3δβ2β − δβ2γ3δβ1β).
(B.40)
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After slight rearrangement to collect creation and annihilation operators the con-
duction band operators may then be dealt with in a similar manner as above:
cα2cα1cγ4c
†
γ1
c†γ2c
†
α
→cα2cα1
(
δγ4γ1 − c†γ1cγ4
)
c†γ2c
†
α
→δγ4γ1cα2cα1c†γ2c†α − cα2cα1c†γ1cγ4c†γ2c†α
→δγ4γ1cα2
(
δα1γ2 − c†γ2cα1
)
c†α − cα2
(
δα1γ1 − c†γ1cα1
) (
δγ4γ2 − c†γ2cγ4
)
c†α
→δγ4γ1δα1γ2cα2c†α − δγ4γ1cα2c†γ2cα1c†α − δα1γ1δγ4γ2cα2c†α
+ δα1γ1cα2c
†
γ2
cγ4c
†
α + δγ4γ2cα2c
†
γ1
cα1c
†
α − cα2c†γ1cα1c†γ2cγ4c†α
→δγ4γ1δα1γ2
(
δα2α − c†αcα2
)
− δγ4γ1
(
δα2γ2 − c†γ2cα2
) (
δα1α − c†αcα1
)
− δα1γ1δγ4γ2
(
δα1γ1δγ4γ2δα2α − c†αcα2
)
+ δα1γ1
(
δα2γ2 − c†γ2cα2
) (
δγ4α − c†αcγ4
)
+ δγ4γ2
(
δα2γ1 − c†γ1cα2
) (
δα1α − c†αcα1
)
−
(
δα2γ1 − c†γ1cα2
) (
δα1γ2 − c†γ2cα1
) (
δγ4α − c†αcγ4
)
,
(B.41)
with all terms which contain annihilation operators disappearing, since one can-
not annihilate an electron from an empty conduction band. Equation B.37 can
now be rewritten as
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
(
δβ1γ3δβ2β − δβ2γ3δβ1β
)
× (δα1γ1δα2γ2δγ4α − δα2γ1δα1γ2δγ4α
+δγ4γ1δα1γ2δα2α − δγ4γ1δα2γ2δα1α
+δγ4γ2δα2γ1δα1α − δγ4γ2δα1γ1δα2α ) ,
(B.42)
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where the order of δ-functions has been changed for convenience. Again, the
assumption 〈vac|vac〉 → 1 has been made. Carrying out the summation over
{γ} yields
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2
[
Vα1α2β1αδβ2β −Vα1α2β2αδβ1β −Vα2α1β1αδβ2β + Vα2α1β2αδβ1β
]
+
1
2∑γ
[
Vγα1β1γδα2αδβ2β −Vγα1β2γδα2αδβ1β −Vγα2β1γδα1αδβ2β + Vγα2β2γδα1αδβ1β
]
−1
2∑γ
[
Vα1γβ1γδα2αδβ2β −Vα1γβ2γδα2αδβ1β −Vα2γβ1γδα1αδβ2β + Vα2γβ2γδα1αδβ1β
]
(B.43)
with γ ∈ CB. For the case that the initially hot carrier is an electron, the appro-
priate substitutions for the "α"s and the "β"s are
α→ eng
α1 → e0i
α2 → e0j
β→ h0l
β1 → hmk
β2 → h0l .
(B.44)
In making these substitutions equation B.51 reduces to
〈
e0ie0jhmkh0l
∣∣∣H(2) ∣∣∣ engh0l〉 = 12 [Ve0ie0jhmkengδh0lh0l −Ve0je0ihmkengδh0lh0l]
=
1
2
(〈
e0ie0j
∣∣V ∣∣ hmkeng〉− 〈e0je0i ∣∣V ∣∣ hmkeng〉), (B.45)
since all terms in equation B.51 involving δe0ieng or δe0jeng are zero. If instead
the substitutions for the initially hot hole are made (equation B.27), all terms in
equation B.51 become zero.
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Case 4
Case 4 may be dealt with in the same way as case 3. The matrix elements may
be written
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = 1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ c†β2c†β1cα2cα1c†γ1c†γ2cγ3cγ4c†αcβ ∣∣∣ vac〉 ,
(B.46)
with γ1, γ2, γ3 ∈ CB and γ4 ∈ VB. Collecting CB and VB operators results in
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = −1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ c†β2c†β1cγ4cβcα2cα1c†γ1c†γ2cγ3c†α ∣∣∣ vac〉 .
(B.47)
Note the "-" sign originating from fermionic anti-symmetry (as in was the case
in case 2). With the interchange of cγ3 and cγ4 , the valence band operators (the
"β"s) may be expanded as
c†β2c
†
β1
cγ4cβ → δβ1γ4δβ2β − δβ2γ4δβ1β, (B.48)
resulting in
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = −1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
〈
vac
∣∣∣ cα2cα1c†γ1c†γ2cγ3c†α ∣∣∣ vac〉
× (δβ1γ4δβ2β − δβ2γ4δβ1β).
(B.49)
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The conduction band operators (the "α"s) may then be expanded in the same
way as in case 3 (except with γ4 replaced with γ3). Equation B.46 then becomes
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = −1
2 ∑γ1γ2γ3γ4
Vγ1γ2γ3γ4
(
δβ1γ4δβ2β − δβ2γ4δβ1β
)
× (δα1γ1δα2γ2δγ3α − δα2γ1δα1γ2δγ3α
+δγ3γ1δα1γ2δα2α − δγ3γ1δα2γ2δα1α
+δγ3γ2δα2γ1δα1α − δγ3γ2δα1γ1δα2α ) ,
(B.50)
After carrying out the summation, equation B.50 becomes
〈
α1α2β1β2
∣∣∣H(2) ∣∣∣ αβ〉 = −1
2
[
Vα1α2αβ1δβ2β −Vα1α2αβ2δβ1β −Vα2α1αβ1δβ2β + Vα2α1αβ2δβ1β
]
−1
2∑γ
[
Vγα1γβ1δα2αδβ2β −Vγα1γβ2δα2αδβ1β −Vγα2γβ1δα1αδβ2β + Vγα2γβ2δα1αδβ1β
]
+
1
2∑γ
[
Vα1γγβ1δα2αδβ2β −Vα1γγβ2δα2αδβ1β −Vα2γγβ1δα1αδβ2β + Vα2γγβ2δα1αδβ1β
]
.
(B.51)
When the initial hot carrier is an electron, the two remaining terms are
〈
e0ie0jhmkh0l
∣∣∣H(2) ∣∣∣ engh0l〉 = −12 [Ve0ie0jenghmkδh0lh0l + Ve0je0ienghmkδh0lh0l]
= −1
2
(〈
e0ie0j
∣∣V ∣∣ enghmk〉− 〈e0je0i ∣∣V ∣∣ enghmk〉). (B.52)
Again, there is zero contribution from equation B.51 when the initial hot carrier
is a hole. Summation of equations B.45 and B.52 results in the total matrix ele-
ment for direct carrier multiplication where the initial hot carrier is an electron:
〈
e0ie0jhmkh0l
∣∣∣H(2) ∣∣∣ engh0l〉 = 12 (〈e0ie0j ∣∣V ∣∣ hmkeng〉− 〈e0je0i ∣∣V ∣∣ hmkeng〉)
−1
2
(〈
e0ie0j
∣∣V ∣∣ enghmk〉− 〈e0je0i ∣∣V ∣∣ enghmk〉).
(B.53)
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