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Abstract. One desired aspect of a self-adapting microservices architec-
ture is the ability to continuously monitor the operational environment,
detect and observe anomalous behaviour as well as implement a rea-
sonable policy for self-scaling, self-healing, and self-tuning the computa-
tional resources in order to dynamically respond to a sudden change in its
operational environment. Often the behaviour of a microservices archi-
tecture continuously changes over time and the identification of both nor-
mal and abnormal behaviours of running services becomes a challenging
task. This paper proposes a self-healing Microservice architecture that
continuously monitors the operational environment, detects and observes
anomalous behaviours, and provides a reasonable adaptation policy using
a multi-dimensional utility-based model. This model preserves the cluster
state and prevents multiple actions to taking place at the same time. It
also guarantees that the executed adaptation action fits the current exe-
cution context and achieves the adaptation goals. The results show the
ability of this model to dynamically scale the architecture horizontally
or vertically in response to the context changes.
Keywords: Self healing · Microservices architecture ·
Anomaly detection · Run-time configuration
1 Introduction
A microservices architecture could be defined in the context of a service-oriented
architecture as a composition of tiny fine-grained distributed loosely coupled
building blocks of software components [27]. In a microservices cluster, the per-
formance of its nodes might fluctuate around demands to accommodate scala-
bility, orchestration and load balancing issued by the leader node. To achieve
an optimal level of performance, the architecture requires a model that (i) is
able to detect anomalies in real-time, (ii) with a high accuracy and (iii) leads
to a low rate of false alarms. In addition, a set of possible configurations should
be designed and incorporated in the architecture in order to adapt itself to the
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changes in its operational environment. This adaptability requires a dynamic
decision making component that is capable of selecting a desired cluster state
according to a set of constraints. This research proposes a method to continu-
ously observe and monitor the Docker Swarm cluster state and detect anomalous
behaviour. This method also aims at equipping a microservices architecture with
adaptation strategies able to reason about detected anomalies detected able to
self-adjust its parameters and to verify its actions at runtime without human
intervention. In details, the proposed method offers microservices architecture
a self-adaptation property by following the MAPE-K (Monitor-Analyse-Plan-
Execute over a shared Knowledge) model. The main contribution of this work
is the employment of a utility function in the process of adaptation.
The remainder of the paper is structured as follows: Sect. 2 provides an
overview of self-healing architectures and surveys the approaches for anomaly
detection and run-time configuration. Section 3 presents a model that can con-
tinuously observe microservices architecture with self-healing capabilities. Adap-
tation planning and execution is discussed in Sect. 3.2. The implementation of
this model is discussed in Sect. 3.3. Section 3.4 is focused on presenting results
followed by a critical discussion of the effectiveness of this model. Section 4 sum-
marises this research, highlighting its contribution and setting future work.
2 Related Work
A microservices architecture is a composition of tiny fine-grained distributed
loosely coupled building blocks of software components [27]. A self-healing archi-
tecture refers to the capability of its software components to discover, diagnose
and react to disruptions. Such architecture can also anticipate potential problems
and, accordingly, take suitable actions to prevent a failure by self-adaptation [14].
In order to achieve this, a microservices architecture require a decision-making
strategy that can work in real-time and is able to reason about its own state
and its surrounding environment in a closed control loop and then to act accord-
ingly [4]. Typically, a self-adapting architecture should implement the MAPE-K
(Monitor-Analyse-Plan-Execute over a shared Knowledge) approach. This app-
roach includes: (i) gathering of data related to the surrounding context (context
sensing); (ii) context observation and detection; (iii) dynamic decision making;
(iv) execution of adaptation through actions to achieve a set of objectives defined
as QoS; (v) verification/validation of the applied adaptation actions in terms of
accuracy in meeting the adaptation objectives.
A number of approaches exist for achieving high degrees of self-adaptability.
For instance, in [26], self-adaptability involves context sensing and collection,
observation and detection of contextual changes in an operational environment.
Self-adaptation in an architecture and a dynamic adjustment of its behaviour can
be achieved using parameter-tuning [5], component-based composition [18], or
middleware-based approaches [6]. An important aspect of a self-adaptive system
is related to its ability to validate and verify the adaptation action at run-time.
This can be done by employing game theory [28], utility theory [15] or a model-
driven approach as in [24]. Context information refers to any information that
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is computationally accessible and upon which behavioural variations depend
[13]. Context observation and detection approaches are used to detect abnor-
mal behaviour within the microservices architecture at run-time. Related work
in context modelling, context detection and engineering self-adaptive software
systems are discussed in [4,8,23,26]. In dynamic decision making and context
reasoning an architecture should be able to monitor and detect normal/abnormal
behaviour by continuously monitoring the contextual information found in the
microservices cluster. There are two phases for detecting anomalies in a software
system: a training phase which involves profiling the normal behaviour of the
system; and a phase aimed at testing the learned profile of the system with new
data and employing it to detect normal/abnormal behaviours [19].
Three major techniques for anomaly detection have emerged from the litera-
ture: (a) statistical anomaly detection, (b) data-mining and (c) machine learning-
based techniques. In the statistical methods, the anomaly detection algorithm
usually observes the activity of the software system and generates profiles with
system metrics such as CPU and memory to represent its behaviour. Various
statistical anomaly detection systems have been proposed as in [2,22]. They
provide accurate notifications of malicious attacks that occur over long peri-
ods of time and this class of systems performs better than the other classes in
detecting denial-of-service attacks [19]. In statistical anomaly detection a skilled
attacker might train a statistical anomaly detection system to accept the abnor-
mal behaviour as normal. It is difficult to determine the thresholds that make
a balance between the likelihood of a false negative – the system fails to iden-
tify an activity as an abnormal behaviour – and the likelihood of a false positive
(false alarms). Therefore, statistical anomaly detection systems need an accurate
model with precise distributions for each metric. In practice, the behaviour of
virtual machines/computers cannot be entirely modelled using solely statistical
methods. Data-mining anomaly detection techniques are about finding insights
which are statistically reliable, previously unknown, and actionable from data
[21]. The traditional data-mining process involves discovering a novel, distin-
guished and useful data pattern in large datasets to extract hidden relationships
and information. However, two issues exist in anomaly detection in microservices
architectures: a lack of a large dataset containing information about the archi-
tecture itself, and the small number of approaches applied to these architectures
[21]. Machine learning-based anomaly detection models are data-driven and are
mainly focused on learning exclusively from past data [19]. When additional
and new data becomes available, they can intrinsically influence the detection
strategy and classify significant deviations from the normal behaviour of an
underlying software programme. Therefore, they need to be often retrained to
be in line with current data. These approaches generally use a combination
of clustering and classification algorithms to detect anomalies. The former are
used to cluster the dataset and label observations. The latter algorithms, such
as decision trees can then be used for classification to distinguish between nor-
mal/abnormal behaviour [3]. Other applications and information can be found
in [3,10,11]. It is important to highlight that, due to the opening deployment
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and limited resources generally found in a microservices cluster, a lightweight
approach to data clustering/classification should be used.
Other anomaly detection approaches exist in the literature. For example, the
Numenta Platform for Intelligent Computing (NUPIC) is based on the hierar-
chical temporal memory (HTM) model proposed in [12]. This has been exper-
imentally applied in real-time anomaly detection of streaming data [17] and it
is claimed to be efficient and tolerant to noisy data, capable to adapt to the
changes of data statistics. It can also detect extremely subtle anomalies with a
very minimal rate of false positives. In a similar study, Ahmad et al. [1] proposed
an updated version of this anomaly detection algorithm introducing the anomaly
likelihood concept. The anomaly score calculated by the NUPIC algorithm repre-
sents an immediate calculation of the predictability of the current input stream.
This approach works very well with predictable scenarios in many practical appli-
cations. As there is no noisy and unpredictable data found, the raw anomaly
score gives an accurate prediction of false negatives. However, the changes in
predictions would lead to revealing anomalies in the system’s behaviour. Thus,
instead of using the raw anomaly score, authors in [1] proposed a method for cal-
culating the anomaly likelihood by modelling the distribution of anomaly scores
and by using it to check the likelihood of the current state of the system to
identify anomalous behaviour. The anomaly likelihood is metric which defines
how anomalous the current state is based on the prediction history calculated by
the HTM model. The anomaly likelihood is calculated by maintaining a window
of the last raw anomaly scores and then calculating the normal distribution over
the last obtained/trained values. The most recent average of anomalies is then
calculated using the Gaussian tail probability function (Q-function) [7].
3 Design and Methodology
This research focuses on proposing a mechanism that can continuously observe
and monitor the microservices architecture and be able to detect anomalous
behaviour with high accuracy and generate low rate of false alarms. At the same
time, this mechanism should be able to respond to true positive alarms by sug-
gesting a set of adaptation policies (adaptation strategy), that can be deployed in
the cluster to achieve high level of self-healing in response to changes in its oper-
ating environment. The envisioned property of this mechanism is that it can be
easily deployed with fewer and smaller footprints on the limited resources found
in the tiny containers running in a microservices cluster.
3.1 Self-healing Microservices Architecture
One important aspect of a self-healing microservices architecture is the ability to
continuously monitor the operational environment, detect and observe anoma-
lous behaviour, and provide a reasonable policy for self-scaling, self-healing, and
self-tuning the computational resources to adapt a sudden changes in its opera-
tional environment dynamically at run-time. A typical microservices architecture
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is shown in Fig. 1 and it was designed according to the MAPE-K model (Monitor-
Analyze-Plan-Execute over a shared Knowledge) [25].
Fig. 1. A microservices architecture implemented in Docker Swarm [25].
This model offer to the microservices architecture the following
functionalities:
• Metric collection: continuous collection of fine-grained metrics about clus-
ter nodes, services and containers such as CPU usage, Memory, Disk Reads
Bytes/sec, Network Read/s, network write/s and Disk Writes Bytes/sec)
which is streamed into the anomaly detection service at real-time;
• Model Training: the NUPIC anomaly detection service [1] continuously
runs over the streamed metrics stored in a database, enabling the training of
a model with the collected metrics;
• Anomaly Detection: collected real-time data is feed on the fly to the
NUPIC anomaly detection service, which provides two features: continuous
detection of anomalous behaviour with high accuracy and predictions about
the architecture performance based on historic data. This service can alert
the architecture about incoming spike on resources demand which can then be
used by the adaptation manager to schedule a proactive adaptation strategy
ahead of time. In addition, it is able to detect anomalies as early as possible
before the anomalous behaviour interrupts the functionality of the running
services in the cluster Ahmad et al. [1];
• Adaptation Election: once an anomalous behaviour is detected, anomaly
score and likelihood are calculated by the Anomaly Detection Service as in
Fig. 1. The alert manager services notifies the adaptation manager about the
anomaly detected and then selects the adaptation action(s) after calculat-
ing the utility value for each of the possible actions, as detailed in Sect. 3.2.
Subsequently, the Adaptation Manager uses the input of the anomaly likeli-
hood, architecture constraints (specified by the DevOp during deployment)
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and desired/predicted QoS to calculate the best variation of the adaptation
that has the highest utility;
• Adaptation Execution: the adaptation manager executes the strategies
according to the aggregated value of the utility returned by the algorithm.
Once the adaptation action is completed, a set of adaptation actions are
deployed in the architecture. To avoid, conflicts between multiple adapta-
tion polices, the adapter allows the adaptation actions to be fully completed
and verified by the cluster leader according to the consensus performed by
the RAFT algorithm [20]. It then set a cool off timer before initiating new
adaptation actions. This technique is used to avoid resources thrashing and
preserving the cluster state for auto-recovery. The adaptation manager then
sends to the cluster leader a set of instructions that might involve tuning of
cluster parameters – horizontal scaling – adding/removing nodes or vertical
scaling of microservice’s containers like scaling a service in/out;
• Adaptation Verification: The cluster leader and all managers in the cluster
subsequently vote on the adaptation action based on the RAFT consensus
algorithm [20]. The results of the vote are used to validate and verify the
adaptation action. If the adaptation action passes the voting process, it will
be executed by the cluster leader and the adaptation manager records the
adaptation attempt as successful. Otherwise, the adaptation manager keeps
the current state of the cluster and records the adaptation attempt as failed.
In both cases, the adaptation manager records the number of attempts used
to complete the adaptation actions.
3.2 Adaptation Election
To provide the model, described in the previous section, with dynamic policy
election that guarantees high accuracy of selecting the best adaptation action
that fits in the current execution context, an extension of the adaptation manager
with a policy election process by employing a utility function is proposed. This
function is aimed at computing the probability of transition from one state
to another. In this process the anomaly detection service plays a significant
role. At each state s of the microservices architecture, there is a set of context
values CV: c1, . . . , cm measuring the metrics in the operating environment such
as CPU, Memory, Disk I/O and Network. The anomaly detection service reads
the current values of all metrics in CV and NUPIC calculates the anomaly scores
AS: as1, . . . , asm and anomaly likelihoods AL: al1, . . . , alm in the current state
for each of them. The anomaly likelihood accurately defines how anomalous the
current metric is when compared to the distribution of the values learned by
the anomaly detection service. The anomaly score and the anomaly likelihood
are scalar values in [0..1]. For instance, if the alcpu is 1 and c2 is the CPU value
of 70%, then c2 can be associated with a high utility score and it might be
considered in the next adaptation action. In turn, the adaptation manager can
select an adaptation policy able to reason about the anomalous behaviour of the
CPU. In another scenario, if the anomaly likelihood is 0, then the metric can be
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associated with a low utility score so it will not be considered in the subsequent
adaptation action.
W (alm, Cm) =
m∑
i=1




cvix × alx) (2)
in Eq. 2 CV the vector contains the context value cvs of the context metric, AL
the vector containing all the anomaly likelihood al for each metric returned by
NUPIC. These are taken 20 times i in a time window that is set to 300 s.
From utility theory, a von Neumann-Morgenstern utility function Ui : Xi →
R assigns a real number to each quality dimension i, which we can normalize
to the range [0, 1] [9]. Across multiple dimensions of contextual changes Cm,
we can attribute a percentage weight to each dimension to account for its rela-
tive importance compared to other dimensions. These weights form the utility
preferences. The overall utility is then given by the utility preference w(cm) func-
tion calculated using Eq. 1. For example, if three objectives, u(cpu), u(memory),
u(disk), are given anomaly likelihood as follows: the first is twice as important
as the second, and the second is three times as important as the third. Then
the weight would be quantified as [w1 : 0.6, w2 : 0.3, w3 : 0.1], where the weight
is the Anomaly Likelihood of each metric. This gives the CPU metric higher
priority to be consider in the adaptation action.
In this paper. We argue that the use of anomaly likelihood to weight the
collected metrics provides an accurate calculation of the utility function and
provides the model with better estimation of the adaptation action. So the max-
imum metric is selected using the equation described in 2, which select the max-
imum W of specific metric value that has the highest Anomaly Score returned
by the Anomaly detection service.
Cost(um) =
(Current(cm) − NUPICPredicted(cm)) · (asm) · alm, cm))
UsageT ime ∗ InstanceMonthlyPrice (3)
where Current(cm) is the current value of the metric CM , NUPICPredicted
(cm) is the predicted value of CM computer by the NUPIC algorithm,
AnomScore(cm) is the anomaly score of Cm at time ti calculated by NUPIC,
and Wi is the anomaly likelihood for metric CM as per Eq. 1. The UsageT ime)
refers to the total number of hours the node is expected to be used per day
(constant value). The InstanceMonthlyPrice is the price in $ (dollars) for pro-
visioning an instance per month. Normally this is a constant price specified by
the cloud infrastructure provider based on the instance type.
changem = (Wa(alm, Cm) − Wb(alm, Cm)) (4)
where i is the current time stamp, m is a future time stamp
we calculate the weight of the current metric Cm and the previous value.
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3.3 Experimental Setup and Evaluation Strategy
To validate the ideas presented in this paper, we design and develop a working
prototype of Microservice architecture in Docker swarm1 as shown in Fig. 1. The
cluster consisted of manager and worker nodes. Each cluster has one leader,
which maintains the cluster state and preserves the cluster logs. Also, the leader
node initializes the vote of Raft Consensus Algorithm [20] to agree/disagree on
specific value based on the consensus by all nodes in the cluster. Only the leader
node is allowed to commit and save the variable values or logs. To meet scalability
and availability, the leader node distributed the work load between the workers
based on Raft Consensus Algorithm [20]. This means that each service could be
executed by assigning multiple containers across the cluster’s nodes.
The main services implemented in this architecture are: Time series metrics
database for context collection, Nodes metrics used to collect metrics from all
nodes in the cluster, Alert and notification manager used to notify the adaptation
manager about contextual changes offered by Prometheus framework2. Docker
containers metrics collector for collecting fine-grained metrics about all running
containers in all nodes3. Reverse proxy for routing traffic between all services
in the cluster4. Unsupervised Real-time Anomaly Detection based on NUPIC5,
Adaptation manager for executing, validating the adaptation actions developed
as a prototype of this research. Time series analytic and visualisation dashboard
for observing the behaviour of the Microservices cluster6.
This live snapshot7 provides a full virtualisation of all services running in
the cluster. The evaluation of the effectiveness of this model will be based on
calculating a utility function for all metrics monitored, then it will calculate
the number of adaptation attempts, successful convergence of services/nodes, or
errors which leads to unstable state of the cluster.
The evaluation of the model is set over two stages: (i) assessing the con-
sistency of the behaviour of the cluster by evaluating the state of the swarm
after a sequence of adaptation actions. The idea is to start with no nodes and
the utility model should be able to create a new cluster and add the required
number of nodes/replicas until it reaches an stable state. In other words, this
when the cluster reaches a convergence and all the services in it are accessible
and available. The decision is then left for the adaptation manager to scale the
cluster horizontally or vertically until it reaches the sable state. (ii) evaluating
the accuracy of the model in electing the correct adaptation action by identify-
ing the highest metric value that need to be consider in the adaptation and the
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Fig. 2. Dimensional analysis of variations of utility functions
1: the ability of the model to manage a microservices cluster and to scale it hor-
izontally or vertically until it reaches an stable state (when all the services are
available). (b) criterion 2: the ability of the model to handle dynamic changes
in the cluster and to dynamically adapt to sudden changes, such as simulated
stress test or Distributed Denial of Service attack (DDOS), without leading the
cluster to an unstable state; (c) criterion 3: the ability of the architecture to
meet demands dynamically and maintain a stable state for the cluster.
3.4 Discussion
To test the first evaluation criteria, a stress test has been executed in the cluster
manager until its CPU usage reaches 70%, which triggers an alert to the adapta-
tion manager. In turn, the adaptation manager collects the current reading of the
metrics, anomaly score and anomaly likelihood produced by NUPIC. Then, it
calculates the rate of changes for each metric in order to elect the metric that has
the highest utility. As example, Fig. 2 depicts the utility of CPU usage, memory
usage, disk reads (bytes/s), disk writes (bytes/s), docker network (sent/received
bytes/s). The CPU usage has the highest utility as confirmed by the utility
indifference indicator (curve in Fig. 2). Also, the memory usage of the service
shows slow rate of changes over time, which make it optional to be considered
in the adaptation action. With regard to the utility of disk read/write, there is
no divergence above the moving average (utility indifference curve) so it is not
considered in the subsequent adaptation action. The docker network shows no
changes over time as the load balancer and the reverse proxy manage to divert
the traffic to many containers distributed in the cluster. As the U(CPU) has
the highest value of changes, this triggers an adaptation action and it allows the
model to reason about the high demand of CPU usage. As a consequence, the
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Fig. 3. Utility(cpu) rate of changes and cost calculated based in Eqs. 3 and 4
adaptation manager creates additional nodes and add them to the swarm cluster
automatically. The number of nodes is equal to the utility calculated as in Eq. 2.
This lead to new nodes addition to the swarm as shown in the snapshot8 (a full
visualised and analytics dashboard of the swarm after the adaptation). Once the
CPU demand is reduced, the adaptation manager calculates the variations of
the utility and remove a number of nodes equal to the value returned by the
cost function of Eq. 3. A snapshot9 of the system after executing the adapta-
tion action to reason about the low level of the CPU usage. This satisfies the
evaluation criteria 2.
The accuracy of the utility cost, rate of changes, and the maximum utility
dimension are vital for the success of the adaptation process. So, Fig. 3 depicts
the calculation of the rate of changes and the utility cost to reach the desired
number of nodes/replicas needed. The calculation accurately satisfies the adapta-
tion objectives and provides the architecture with a suitable number of required
nodes/replicas. As shown in Fig. 3, this number increases at the right time when
the CPU demand spikes. In fact, the number of nodes/replicas reduces just
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declined so the utility function returns a negative value for the required number
of nodes/replicas as long they are above the minimum amount specified by the
Dev-Ops. Also, as shown in Fig. 3 the utility cost normalizes and tunes the CPU
demand. This provides evidence that the adoption of the utility provides the
adaptation cycle with a dynamic variability over the needed/allocated resources
rather than scaling the architecture in/out according to a static threshold. This
satisfies the evaluation criteria 3.
In another scenario, a Distributed Denial of Service attack to a web service
running in the swarm was simulated. This was aimed at verifying that the adap-
tation manager can accommodate the DDOS attack by adding more replicas to
the service. As in the proposed model, if the anomaly detection service would
consider a specific record as anomalous and this was an actual anomaly, then
this attempt is classified as a True Positive. If the anomaly detection service
consider the data as normal behaviour, and it is actually normal data, then this
attempt is classified as True Negative. If it classifies an anomalous behaviour
as normal behaviour, then it means that NUPIC fails to detect the anomaly and
this attempt is classified as False Negative. Eventually, if the service classifies
the data as anomalous behaviour but the data actually corresponds to a nor-
mal behaviour, then this attempt is considered a False Positive (false alarm).
Both True Positive and False Positive are important benchmarks to measure the
accuracy of the intrusion detection mechanism. Table 1 summarizes the confu-
sion matrix emerged during our experiment and it provides a better pictures of
the accuracy of the anomaly detection algorithm. The confusion matrix will be
used to calculate the model detection rate, false positive, and accuracy, which
achieves the second objective of the evaluation (criterion 3).
Table 1. Results of the proposed anomalies detection model on confusion matrix
X = 1528 Predicted anomalies Predicted normality
Actual anomalies (TP + FN) (55) TP = 49 FN = 6
Actual normalies (FP + TN) (1473) FP/ False Alarm = 38 TN = 1435
The true positive rate (TPR), sensitivity or recall is 49/(49 + 6) = 89%, the
false positive rate (FPR) is 38/1473 = 2.5%, the false negative rate (FNR) is
6/(49 + 6) = 11% and the true negative rate (TNR), specificity or selectivity
is 1435/1473 = 97.5%. The precision (PPV) of the algorithm is 49/(49 + 38)
= 56.3% while its false omission rate (FOR) is 6/6 + 1435 = 4.4%. The false
discovery rate (FDR) is 38/49 + 38 = 43.7% while its negative predicted value
(NPV) is 1435/6 + 1435 = 99.5%. Thus the overall accuracy of the algorithm is
(49 + 1435)/(49 + 38 + 6 + 1435) = 97.1%. Since the actual tests is unbalanced,
having more normalies than anomalies, then the balanced accuracy is computed:
(0.89 + 0.975)/2 = 93.25%. Overall, the model has a low precision score (PPV)
and an high recall score (TPR). This means that the model has a moderate
degree of exactness but a high completeness.
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4 Conclusions and Future Work
This model manages to offer the Microservices architecture with continuous mon-
itoring, continuous detection of anomalous behaviour, and provides the archi-
tecture with dynamic decision making based on the employment of multidimen-
sional utility-based model. The results in above, shows high accuracy in detecting
the anomaly and an accurate calculation of variant adaptation actions. It Also
shows high success rate in performing horizontal and vertical scaling in response
to contextual changes. The uses of utility-based model enables the architecture
to dynamically elect a reasoning approach based on the highest utility dimension
of context changes in the operational environment.
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