In this paper, we will define the Brauer algebras of Weyl types, and describe some propositions of these algebras. Especially, we prove the result of type G 2 to accomplish our project of Brauer algebras of non-simply laced types.
Introduction
Brauer algebras were first studied by Brauer [3] for the Weyl Duality Theorem. In view of these relations between the Brauer algebras and several objects of type A, it is natural to seek analogues of these algebras for other types of spherical Coxeter group. Generalizations for other simply laced types (type D and E) of the Temperley-Lieb algebras ( [26] ) were first introduced by Graham [18] and Fan [16] and of Brauer algebras and BMW algebras by Cohen, Frenk, Gijsbers, and Wales [8] , [9] , [11] , [12] , [15] . We have studied Brauer algebras of types B n , C n , F 4 in [13] , [14] and [20] , respectively, and the result of Brauer algebra of type G 2 will be presented here. Furthermore, the definitions and conclusions for Brauer algebras of type H 3 and H 4 , and I n 2 can be found in [22] and [21] , respectively. The Temperley-Lieb algebras of simply laced type which are quotient algebras of the Hecke algebras, can be considered as natural subalgebras of Brauer algebras (generated by those E i 's in Section 4, [15] ). It is reasonable to ask how to define the Brauer algebras of non-simply laced types. Tits [27] wrote about how to get Coxeter groups of non-simply laced type from simply laced ones as subgroups of invariant elements of non-trivial isomorphisms on Dynkin diagrams; Mühlherr [23] showed how to get Coxeter groups as subgroups of Coxeter groups by admissible partitions of the canonical set of generators. Both of these two works inspired us to construct the Brauer algebras of non-simply laced types from simply laced ones. In this paper, our main aim is to obtain the spherical non-simply laced Brauer algebras from simply laced types by use of the canonical symmetry or partitions defined on their Dynkin diagrams as in [27] and [23] ( also see [5] , [6] , [24] , [25] ). Their cellularity is also discussed. Our conclusion is summarized in the Table 1 . In [7] , Chen defines the Brauer algebras associated to Coxeter groups by flat connections from some geometric view, but the n! p!q!(n−i)! 2 2 n−i (n − i)! A 2n−1 stratified cellular B n ( [14] ) 2 n+1 · n!! − 2 n · n! + (n + 1)!! − (n + author defines the product of two Temperley-Lieb generators corresponding to roots of different lengths to be zero which we do not require in our paper.
In fact, some of the algebras in [7] are quotients of our algebras of the same types.
At the beginning of this paper, we first recall necessary classical knowledge about Coxeter groups, Coxeter diagrams, their root systems.We also introduce several recent results about a partial order on some mutually orthogonal root sets associated to Coxeter groups of simply laced type from [10] , and also the corresponding Brauer algebras. Subsequently we introduce the classical Brauer algebra and prove some results similar to those in [15] . In Section 5, we introduce the definition of Brauer algebras of Weyl type and some of their basic properties, which generalizes some results in [12] , [13] , [14] and [20] . From Section 6 to Section 10, we focus on proving the result of Br(G 2 ) in Table 1 . In these sections, the main task is to prove that the homomorphism from Br(G 2 ) to Br(D 4 ) is an isomorphism, and the crucial step is to obtain a basis of Br(G 2 ). In Table 1 , BSO means being subalgebra of. Especially, it is proved that the Brauer algebra of type C n is a stratified cellular algebra as defined in [2] .
Coxeter groups and Weyl groups
This section is based on the book [1] .
Definition 2.1. Let I be a set. A Coxeter matrix over I is a matrix M = (m ij ) i,j∈I where m ij ∈ N ∪ {∞} with m ii = 1 for i ∈ I, and m ij = m ji > 1 for distinct i, j ∈ I. The Coxeter group W (M ), or just W , of type M is the group with presentation
This means that W is freely generated by the set S = {r i | i ∈ I} subject to the relations (r i r j ) m ij if m ij ∈ N and no such relation if m ij = ∞. Definition 2.4. Let X and Y be free Z-modules of rank n with a Z-bilinear form ·, · : X × Y → Z. Let Φ be a finite subset of X and suppose that for each α ∈ Φ we have a corresponding element
Given α ∈ Φ, we define the linear map s α : X → X by
and similarly the linear map
Definition 2.5. Let (X, Y, Φ, Φ ∨ ) be a quadruple as above. We say (X, Y, Φ, Φ ∨ ) is a root datum if the following three conditions are satisfied for every root α ∈ Φ.
(i) s α and s ∨ α are reflections.
(ii) Φ is closed under the action of s α .
(iii) Φ ∨ is closed under the action of s ∨ α .
We call elements of the finite set Φ roots and the elements of Φ ∨ coroots.
The group generated by all s α is called the Weyl group of the root datum.
(ii) each root β ∈ Φ can be written as β = α∈Π k α α with integer coefficients k α all nonnegative or all nonpositive.
Further the sum of all |k α | for β is called the height of β. Table 2 .
It is known that the irreducible finite (spherical) Coxeter groups are those of type A n , B n (C n ), D n , E n (6 ≤ n ≤ 8), F 4 , G 2 , H 3 , H 4 , and I n 2 . We list their Coxeter diagrams in Table 2 . Let V = R I be the Euclidean space Table 2 : Coxeter diagrams of spherical types It is known from [1, Theorem 3, Chapter 6] that
A poset of simply laced type
Let Q be a spherical Coxeter diagram of simply laced type, i.e., its connected components are of type A, D, E as listed in Table 2 . This section is to summarize some results in [10] . When Q is A n , D n , E 6 , E 7 , or E 8 , we denote it as Q ∈ ADE. Let (W, T ) be the Coxeter system of type Q with T = {R 1 , . . . , R n } associated to the diagram of Q in Table 2 . Let Φ be the root system of type Q, let Φ + be its positive root system, and let α i be the simple root associated to the node i of Q. We are interested in sets B of mutually commuting reflections, which has a bijective correspondence with sets of mutually orthogonal roots of Φ + , since each reflection in W is uniquely determined by a positive root and vice versa.
Remark 3.1. The action of w ∈ W on B is given by conjugation in case B is described by reflections and given by w{β 1 , . . . , β p } = Φ + ∩{±wβ 1 , . . . , ±wβ p }, in case B is described by positive roots. For example,
For α, β ∈ Φ, we write α ∼ β to denote |(α, β)| = 1. Thus, for i and j nodes of Q, we have α i ∼ α j if and only if i ∼ j. Definition 3.2. Let B be a W -orbit of sets of mutually orthogonal positive roots. We say that B is an admissible orbit if for each B ∈ B, and i, j ∈ Q with i ∼ j and γ, γ − α i + α j ∈ B we have r i B = r j B, and each element in B is called an admissible root set. This is the definition from [10] , and there is another equivalent definition in [8] . We also state it here. Definition 3.3. Let B ⊂ Φ + be a mutually orthogonal root set. If for all γ 1 , γ 2 , γ 3 ∈ B and γ ∈ Φ + , with (γ, γ i ) = 1, for i = 1, 2, 3, we have 2γ + γ 1 + γ 2 + γ 3 ∈ B, then B is called an admissible root set.
By these two definitions, it follows that the intersection of two admissible root sets are admissible. It can be checked by definition that the intersection of two admissible sets are still admissible. Hence for a given set X of mutually orthogonal positive roots, the unique smallest admissible set containing 
X is called the admissible closure of X, and denoted as X cl (or X). Up to the action of the corresponding Weyl groups, all admissible root sets of type A n , D n , E 6 , E 7 , E 8 have appeared in [8] , [12] and [15] , and are listed in Table 3 . In the table, the set Y (t) * consists of all α * for α ∈ Y (t), where α * is the unique positive root orthogonal to α and all other positive roots orthogonal to α for type D n with n > 4. For type D n , if we considier the root systems are realized in R n , with Now we consider the actions of R i on an admissible W -orbit B. When R i B = B, We say that R i lowers B if there is a root β ∈ B of minimal height among those moved by R i that satisfies β − α i ∈ Φ + or R i B < B. We say that R i raises B if there is a root β ∈ B of minimal height among those moved by R i that satisfies β + α i ∈ Φ + or R i B > B. By this we can set an partial order on B = W B. The poset (B, <) with this minimal ordering is called the monoidal poset (with respect to W ) on B (so B should be admissible for the poset to be monoidal). If B just consists of sets of a single root, the order is determined by the canonical height function on roots. There is an important conclusion in [10] , stated below. This theorem plays a crucial role in obtaining a basis for Brauer algebra of simply laced type in [8] . 
Brauer algebras of simply laced types
The Brauer algebra of type A was first introduced in [3] for studying the invariant theory of orthogonal group. In [8] , it is extended to simply laced types, in the way described below.
Definition 4.1. Let R be a commutative ring with invertible element δ and let Q be a simply laced Coxeter diagram. The Brauer algebra of type Q over R with loop parameter δ, denoted Br(Q, R, δ), is the R-algebra generated by R i and E i , for each node i of Q subject to the following relations, where ∼ denotes adjacency between nodes of Q.
As before, we call Br(Q) := Br(Q, Z[δ ±1 ], δ) the Brauer algebra of type Q and denote by BrM(Q) the submonoid of the multiplicative monoid of Br(Q) generated by δ ±1 and all R i and E i .
Remark 4.2. As a consequence of the relations of Brauer algebras Br(Q)
of simply laced type, it is straightforward to show that the following relations hold in Br(Q) for all nodes i, j, k with i ∼ j ∼ k and i ∼ k (see [8, Lemma 3.1] ).
For any β ∈ Φ + and i ∈ {1, . . . , n}, there exists a w ∈ W such that β = wα i . Then R β := wR i w −1 and E β := wE i w −1 are well defined (this is well known from Coxeter group theory for R β ; see [8, Lemma 4.2] for E β ).
If β, γ ∈ Φ + are mutually orthogonal, then E β and E γ commute (see [8, Lemma 4.3] ). Hence, for B ∈ A, we define the product
which is a quasi-idempotent, and the normalized version
which is an idempotent element of the Brauer monoid. For a mutually orthogonal root subset X ⊂ Φ + , we have
Let C X = {i ∈ Q | α i ⊥ X} and let W (C X ) be the subgroup generated by the generators of nodes in C X . The subgroup W (C X ) is called the centralizer of X. The normalizer of X, denoted by N X can be defined as
We let D X denote a set of right coset representatives for N X in W .
In [8, Definition 3.2] , an action of the Brauer monoid BrM(Q) on the collection A of admissible root sets in Φ + was indicated below, where Q ∈ ADE.
There is an action of the Brauer monoid BrM(Q) on the collection A. The generators R i (i = 1, . . . , n) act by the natural action of Coxeter group elements on its positive root sets as in Remark 3.1, and the element δ acts as the identity, and the action of E i (i = 1, . . . , n) is defined by
We will refer to this action as the admissible set action. This monoid action plays an important role in getting a basis of BrM(Q) in [8] . For the basis, we state one conclusion from [8, Proposition 4.9] below. Proposition 4.4. Each element of the Brauer monoid BrM(Q) can be written in the form
where X is the highest element from one W -orbit in A,
There is a more general version for simply laced types in [15] . We keep notation as in [15, Section 2] and first introduce some basic concepts. Let Q be the diagram of a connected finite simply laced Coxeter group (type A n , D n , E 6 , E 7 , E 8 ). Then BrM(Q) is the associated Brauer monoid as in 
Definition of Brauer algebras of type
We abuse the notation i ∈ M for a node i of M .
Definition 5.1. Let R be a commutative ring with invertible element δ and M be a Dynkin diagram of Weyl type. For n ∈ N, the Brauer algebra of type M over R with loop parameter δ, denoted by Br(M, R, δ), is the R-algebra generated by {r i , e i } i∈M subject to the following relations. For each i ∈ M ,
r i e i = e i r i = e i ,
for i, j ∈ M not adjacent to each other, namely
e i e j = e j e i ; (26)
r j r i e j = e i e j ,
r i e j r i = r j e i r j ; (29)
r j e i r j e i = e i e j e i ,
(r j r i r j )e i = e i (r j r i r j ),
e j r i e j = δe j ,
e j e i e j = δe j ,
e j r i r j = e j r i ,
e j e i r j = e j e i ; (37)
e i e j r i = e i r j ,
e j r i e j r i e j = e j ,
(r j r i ) 6 = 1.
The parameter κ i ∈ N is given below, for type C n , κ 0 = 1,
] we write Br(M ) instead of Br(M, R, δ) and speak of the Brauer algebra of type M . The submonoid of the multiplicative monoid of Br(M ) generated by δ, δ −1 and {r i , e i } i∈M is denoted by BrM(M ). It is the monoid of monomials in Br(M ) and will be called the Brauer monoid of type M .
Recall the Lemma 4.1 from [13] in the following.
, the following equations hold.
r j e i e j = e i e j (45) e i e j e i = e i r j e i (46) e j r i r j e i = e j e i (47) r i r j e i r j = r j e i r j r i (48) e i r j e i r j = e i e j e i
For the triple bond, we have some results in Lemma 9.2. Similar to the case for Brauer algebras of simply laced types, there is a natural anti-involution on Br(M, R, δ) linearly induced by
with each x i being the generator of Br(M, R, δ). This anti-involution is denoted by the superscript op, so the map is given by x → x op . Let M ∈ BCFG, Q ∈ ADE be the corresponding type in the first column and the third column in Table 1 , σ be the nontrivial diagram automorphism to obtain M in [27] , which is
consists of the simple roots of type M , where |σ| is the order of σ. We extend the map to a linear map p :
/|σ|. Let Φ + be the positive roots of type Q with respect to {α i } i∈Q and Ψ + be the positive roots of type M with respect to { |σ| t=1 σ t (α i )/ | σ| | i ∈ Q}. We next consider particular sets of mutually orthogonal positive roots in Ψ + , and relate them to symmetric admissible sets in A.
Definition 5.4. Denote by B the collection of all sets of mutually orthogonal roots in Ψ + and by A σ the subset of σ-invariant elements of A. As p sends positive roots of Φ to positive roots of Ψ, it induces a map p : A σ → B given by p(B) = {p(α) | α ∈ B} for B ∈ A σ . An element of B will be called admissible if it lies in the image of an admissible set under p. The set of all admissible elements of B will be denoted B.
Definition 5.5. Suppose that X ⊂ Ψ + is a mutually orthogonal root set. If X is a subset of some admissible root set, then the minimal admissible set containing X is called the admissible closure of X, denoted by X or X cl .
Some examples can be seen in [13, Remark 5.4] . Recall for any β ∈ Ψ + , the height of β is the sum of coefficients of the simple roots if we write β as the linear combination of simple roots. For the root systems of type BCFG, under the action of corresponding Weyl group, there are two orbits in Ψ, distinguished by the Euclidean length of roots. Lemma 5.6. Let i ∈ M ∈ BCFG be a node adjacent to another with double or triple bond. Let β ∈ Ψ + be of the maximal height on the W (M )-orbit of β i and r ∈ W (M ) be the unique element of minimal length such that β = rβ i . Let e β = re i r −1 . Then for each element x in the stabilizer of β in W (M ) (restricted to Ψ + ), we have e β = xe β x −1 .
Proof. Consider it first for type C n ( [13] ). There are two W (C n )-orbits with representatives β 0 and β 1 , and we suppose that β −2 ∈ W (C n )β 0 and β −1 ∈ W (C n )β 1 . Let i = 1 and β = β −1 . It is known that the extended Dynkin diagram of type C n (just consider the group structure) arises as follows if we add β −1 to the Dynkin diagram of type C n .
• n−1
According to [4] , the stabilizer of β −1 in W (C n ) is generated by reflections in W (C n ) whose roots correspond to nodes in the extended Dynkin diagram of type B n which are nonadjacent to −1, as we just consider the action on positive roots, the stabilizer of {β 1 } is N −1 = r 0 , r 1 , . . . , r n−3 , r n−1 , r −1 ,
where r −1 = r β −1 = rr 1 r −1 and r = r n−2 r n−1 r n−3 r n−2 · · · r 2 r 3 r 1 r 2 r 0 . Hence it suffices to prove the lemma holds for each generator of N −1 . For r −1 , r −1 e −1 = rr 1 r −1 re 1 r −1 = rr 1 e 1 r −1 (22) = e −1 , e −1 r −1 = re 1 r −1 rr 1 r −1 = re 1 r 1 r −1 (22) = e −1 .
For r n−1 , we have r n−1 e −1 r n−1 = (r n−1 r n−2 r n−1 )r n−3 r n−2 · · · e 1 · · · r n−2 r n−3 (r n−1 r n−2 r n−1 ) (27) = r n−2 r n−1 (r n−2 r n−3 r n−2 · · · e 1 · · · r n−2 r n−3 r n−2 )r n−1 r n−2 , by induction, therefore it is reduced to prove that r 1 r 0 e 1 r 0 r 1 = r 0 e 1 r 0 , which holds for (r 1 r 0 e 1 )r 0 r 1
= r 0 (e 1 r 0 r 1 )
= r 0 e 1 r 0 .
For r 0 , we have r 0 e −1 r 0 = r 0 r n−2 r n−1 r n−3 r n−2 · · · e 1 · · · r n−2 r n−3 r n−1 r n−2 r 0 (24) = r n−2 r n−1 · · · r 0 r 1 (r 2 r 0 )e 1 (r 0 r 2 )r 1 r 0 · · · r n−1 r n−2
= r n−2 r n−1 · · · r 0 r 1 r 0 (r 2 e 1 r 2 )r 0 r 1 r 0 · · · r n−1 r n−2
= r n−2 r n−1 · · · (r 0 r 1 r 0 r 1 )e 2 (r 1 r 0 r 1 r 0 ) · · · r n−1 r n−2 (30) = r n−2 r n−1 · · · r 1 r 0 r 1 (r 0 e 2 r 0 )r 1 r 0 r 1 · · · r n−1 r n−2
= r n−2 r n−1 · · · r 1 (r 0 r 2 )e 1 (r 2 r 0 )r 1 · · · r n−1 r n−2
= r n−2 r n−1 · · · r 1 r 2 r 0 e 1 r 0 r 2 r 1 · · · r n−1 r n−2 = e −1 .
For r n−3 , we have r n−3 e −1 r n−3 = (r n−3 r n−2 r n−1 r n−3 )r n−2 · · · e 1 · · · r n−2 (r n−3 r n−1 r n−2 r n−3 ) (24)+ (27) = r n−2 r n−3 (r n−2 r n−1 r n−2 ) · · · e 1 · · · (r n−2 r n−1 r n−2 )r n−3 r n−2 (27) = r n−2 r n−3 r n−1 r n−2 (r n−1 · · · e 1 · · · r n−1 )r n−2 r n−1 r n−3 r n−2 (24)+ (25) = r n−2 r n−3 r n−1 r n−2 · · · e 1 · · · (r n−1 r n−1 )r n−2 r n−1 r n−3 r n−2
= r n−2 r n−1 r n−3 r n−2 · · · e 1 · · · r n−2 r n−3 r n−1 r n−2 = e −1 .
For any r i with 1 ≤ i ≤ n − 4, we can prove the required equality by induction as r n−3 . Let i = 0 and β = β −2 . It is known that the extended Dynkin diagram of type C n arises if we add β −2 to the Dynkin diagram of type C n .
•
Similarly, the stabilizer of {β −2 } is N −2 = r 0 , r 1 , . . . , r n−3 , r n−2 , r −2 ,
where r −2 = r β −2 = rr 1 r −1 and r = r n−1 r n−2 · · · r 3 r 2 r 1 .
Hence it also suffices to prove the lemma holds for each generator of N −2 . It can be easily verified that r −2 e −2 = e −2 r −2 = e −2 for r −2 . For r n−2 , we have r 0 e −2 r 0 = (r 0 r n−1 r n−2 · · · r 2 )r 1 e 0 r 1 (r 2 · · · r n−2 r n−1 r 0 ) (24) = r n−1 r n−2 · · · r 2 r 0 r 1 e 0 r 1 r 0 r 2 · · · r n−2 r n−1 (21) = r n−1 r n−2 · · · r 2 r 1 (r 1 r 0 r 1 e 0 )r 1 r 0 r 1 r 1 r 2 · · · r n−2 r n−1
= r n−1 r n−2 · · · r 2 r 1 e 0 (r 1 r 0 r 1 r 1 r 0 r 1 )r 1 r 2 · · · r n−2 r n−1
= r n−1 r n−2 · · · r 2 r 1 e 0 r 1 r 2 · · · r n−2 r n−1 = e −2 .
For r n−2 , we have r n−2 e −2 r n−2 = (r n−2 r n−1 r n−2 ) · · · r 2 r 1 e 0 r 1 r 2 · · · (r n−2 r n−1 r n−2 ) (27) = r n−1 r n−2 (r n−1 · · · r 2 r 1 e 0 r 1 r 2 · · · )r n−1 r n−2 r n−1 (24)+ (25) = r n−1 r n−2 · · · r 3 r 2 r 1 e 0 r 1 r 2 · · · (r n−1 r n−1 )r n−2 r n−1 (24)+ (25) = r n−1 r n−2 · · · r 3 r 2 r 1 e 0 r 1 r 2 · · · r n−2 r n−1 = e −2 .
Therefore we prove the lemma for M = C n . If M = B n , the argument is nearly the same as that for C n , even the formulas for e −1 and e −2 are kept. The only difference is choosing formulas from (30)-(37) carefully for the alternative relations between 0 and 1. For M = F 4 and G 2 , it is quite similar with the corresponding extended Dynkin diagrams changed as below. We will do this for type G 2 in Section 9.
Because each element in the positive root system of type M must be on the Weyl group W (M )-orbits of the some simple root, then we can define
for w ∈ W (M ) and β a root of W (M ) for M ∈ BCFG, which is well defined due to the Lemma 5.6. Note that e β = e −β . We continue by discussing some desirable properties of the Brauer algebra Br(M ) for M ∈ BCFG. First of all, for any disjoint union J of diagrams of simply laced type Q, the Brauer algebra is defined as the direct product of the Brauer algebras whose types are the components of J. The parabolic property for M ∈ ADE has been proved in [15] , which says that the subdiagram relation implies the subalgebra relation. The next result states that parabolic subalgebras of Br(M ) behave well with the hypothesis that the subalgebra relation in Table 1 . Here we define a parabolic subalgebra A of Br(M ) is a subalgebra generated by reflections in in W (M ) and the corresponding Temperley-Lieb elements, namely A is generated by r β and e β for β ∈ S, S a subset of Ψ + . For the classical theory in [1] , it is known that a parabolic subgroup of Weyl group is conjugate to a subgroup genrated by subdiagram of the Dynkin diagram, by (50), then it follows that a parabolic subalgebra of Br(M ) is conjugate to some parabolic subalgebra generated by the reflections and the Temperley-Lieb elements of some subdiagram of M .
Proposition 5.7. Let J be a set of nodes of the Dynkin diagram M ∈ BCFG. Then the parabolic subalgebra of the Brauer algebra Br(M ), that is, the subalgebra generated by {r j , e j } j∈J , is isomorphic to the Brauer algebra of type J.
Proof. We just do the example for M = C n , the remaining cases can be verified by similar arguments. Here we apply the diagram representation of Br(C n ) from [13] . In fact, the algebra Br(B n ) has a diagram representation inherited from Br(D n+1 ) ( [14] ). In view of induction on n − |J| and restriction to connected components of J, it suffices to prove the result for J = {1, . . . , n − 1} and for J = {0, . . . , n − 2}. In the former case, the type is A n−1 and the statement follows from the observation that the symmetric diagrams without strands crossing the vertical line through the middle of the segments connecting the dots (n, 1) and (n + 1, 1) are equal in number to the Brauer diagrams on the 2n nodes (realized to the left of the vertical line). In the latter case, the type is C n−1 and the statement follows from the observation that the symmetric diagrams with vertical strands from (1, 1) to (1, 0) and from (2n, 1) to (2n, 0) are equal in number to the symmetric diagrams related to BrM(C n−1 ).
In [23, Theorem 1] , the nontrivial diagram automorphisms on Dynkin diagrams were generalized as admissible partitions(not related to our admissible set here). We introduce the definition and a theorem from [23] . In this paper, we apply the same idea to obtain the Brauer algebras of type I n 2 , H 3 , H 4 from Brauer algebras of type A n−1 , D 6 , E 8 , respectively, which are done in [21] , [22] .
Definition 5.8. Let (W, S) be a Coxeter system of type M . If J is a spherical subset of S, we write w J for the longest element of W J , the parabolic subgroup of W generated by J. If P is a partition of S all of whose parts are spherical, we denote C W (P) the subgroup of W generated by all w J for J ∈ P. A partition P of S is called an admissible partition if, for each part A ∈ P, the Coxeter diagram restricted to A is spherical and, for each element w ∈ C W (P), either l(rw) < l(w) for all r ∈ A or l(rw) > l(w) for all r ∈ A.
Theorem 5.9. Let P be an admissible partition of S and write S P = {w A | A ∈ P}. Then the pair (C W (P), S P ) is a Coxeter system. Its type is the Coxeter diagram M P on S P whose A, B-entry is the order of w A w B in W.
Remark 5.10. With the main theorems in [21] and [22] , if we write H 2 = I 5 2 and have proved the conclusion in Table 1 , the commutative diagram below follows. 
Since the homomorphisms in the second row and the vertical homomorphisms are injective, it follows that the homomorphisms in the first rows are also injective. Therefore the Proposition 5.7 for Br(H 3 ) and Br(H 4 ) can be verified.
6 Main theorm on G 2
We wrote about obtaining the Coxeter group of type G 2 from the one of type D 4 in Section 5. In the following sections, we carry out the analogous operation on Br(D 4 ) to obtain Br(G 2 ) as a subalgebra of it. First recall the definition of Br(G 2 ) in Definition 5.1. In Section 5, we introduce that W (G 2 ) can be obtained as a subgroup of W (D 4 ) as the fixed subgroup of the isomorphism σ = (1, 2, 4) acting on the generators of W (D 4 ) indicated in Figure 2 .
Here the action of σ can be extended to an isomorphism onto the Brauer algebra of type D 4 by acting on the Temperley-Lieb generators E i 's on their indices. We denote SBr(D 4 ) the subalgebra of Br(D 4 ) generated by σ-invariant elements in BrM(D 4 ). The main theorem on Br(G 2 ) can be stated as follows.
Theorem 6.1. There is an algebra isomorphism
defined by φ(r 0 ) = R 1 R 2 R 4 , φ(r 1 ) = R 3 , φ(e 0 ) = E 1 E 2 E 4 and φ(e 1 ) = E 3 . Furthermore, both Br(G 2 ) and SBr(D 4 ) are free over Z[δ ±1 ] of rank 39. 
is an orthonormal basis of R 4 . The positive root system will be taken to the vectors j ± i with 1 ≤ i < j ≤ 4, denoted by Φ + , the whole root system is denoted by Φ. We can define a linear transformation by the following matrix, also called σ, by considering each element in R 4 as a column vector.
and σ has order 3 in SL(R 4 ). The Reynold's map is a surjective linear map from R 4 to the subspace of σ-invariant vectors, defined as follows,
In particular,
is a basis of R 4 σ whose elements have square norm 2/3 and 2, respectively; these two vectors can be taken as simple roots of G 2 . The root system of type G 2 is denoted by Ψ, and the positive root system in which β 0 and β 1 are simple roots is denoted by Ψ + .
Recall the notion of admissible set and B from Definition 5.4. There is a natural action of the Coxeter group W (G 2 ) (W (D 4 ), respectively) acting on B (A, respectively), by negating roots in Ψ \ Ψ + (Φ \ Φ + , respectively). The following can be verified by calculation.
Proposition 7.1. The set B has two W (G 2 )-orbits, which are orbits of {β 1 } and {β 0 , 3β 0 + 2β 1 }.
The map φ inducing a homomorphism
In order to avoid confusion with the above generators, the symbols of the generators of Br(D 4 ) have been capitalized. Remark 8.1. In Section 4, we have seen that for each γ ∈ Φ and each orthogonal root set X ⊂ Φ + , the monomials E γ and E X are well defined. Let R γ denote the reflection corresponding to γ. By conjugation of elements of W (D 4 ), the symbol "∼" can have a more general meaning of two roots being not orthogonal or equal.
We prove that φ induces a homomorphism.
Proof. It suffices to verify that the relations involved in Definition 5.1 for type G 2 still hold when the generators are substituted by their images under φ.
As for (38), (40)- (42), they follow from
= E 3 = φ(e 1 ),
Relations (39) and (43) under φ acting on generators hold by the above verification for (38), (41) and the natural opposition involution on Br(D 4 ). The remaining relations can be proved similarly.
9 Normal forms of BrM(G 2 )
The following lemma can be shown to hold by an argument similar to the proof of [21, Lemma 4.1].
Lemma 9.1. The submonoid of BrM(G 2 ) generated by r 0 and r 1 is isomorphic to W (G 2 ).
Lemma 9.2. The following equalities hold in Br(G 2 ).
e 0 r 1 r 0 = e 0 e 1 ,
e 0 e 1 e 0 = δ 2 e 0 ,
r 1 r 0 e 1 r 0 r 1 e 0 = δe 0 .
Proof. These equalities are derived as follows. = δe 0 .
Remark 9.3. Consider (54). The image of the left side under φ is E X cl , and of the right side under φ is δE X , where
It is known from Section 4 that E X cl = δE X , this also serves for (54) holding under φ.
For the group W (G 2 ) acting on Ψ + , we have the following conclusion. 
= e 1 r 0 e 1 r 0 e 1
Recall the defining formula (50). Consider a positive root β and a node i of type G 2 . If there exists w ∈ W such that wβ i = β, then we can define the element e β in BrM(G 2 ) by e β = we i w −1 .
The above lemma implies that e β is well defined. Lemma 9.6. For any β ∈ Ψ + and i ∈ {0, 1}, there exist a 1 a 2 ∈ W (G 2 ), j ∈ {0, 1} and t ∈ Z such that e β e i = δ t a 1 e j a 2 .
Proof. It is known that
We verify the lemma by distinguishing all possible cases. = r 0 r 1 r 0 e 1 .
Lemma 9.7. Each element in BrM(G 2 ) can be written in one of the following normal forms
In particular, Br(G 2 ) is spanned by 39 elements over Z[δ ±1 ].
Proof. It suffices to prove that the set of the normal forms is closed under multiplication. By Proposition 5.3 and Lemma 9.5, the product of two elements of the normal forms are still in the set of normal forms when one of the two elements belongs to the second forms. If two elements δ k 1 u 1 e i v 1 w 1 , δ k 2 u 2 e j v 2 w 2 are in the first forms, we have 
The algebra SBr(D 4 )
Now finish the proof of Theorem 6.1 by proving the surjectivity of φ.
Proof. First analogous to [22, Section 5] , it can be checked that the image φ(Br(G 2 )) is free of rank 39 by the normal forms in Lemma 9.7 and by the normal forms of Br(D 4 ) in Theorem 4.5 as follow.
(I) The restriction of φ to normal forms in (ii) of Lemma 9.7 is injective thanks to the embedding of W (G 2 ) to W (D 4 ).
(II) Since there are three elements in the φ(W (G 2 ))-orbit of {α 1 , α 2 , α 4 } cl ; then the φ on normal forms in (i) of Lemma 9.7 with i = 0 is an injective map to the normal forms in Theorem 4.5 associated to Y = {1, 2, 4}.
(III) Since there are three elements in the φ(W (G 2 ))-orbit of {α 3 } and we have 1 =Ê 3 φ(r 0 r 1 r 0 r 1 r 0 )Ê 3 ∈ W (M {3} ) (by the diagram representation in [11] ); then the φ on normal forms in (i) of Lemma 9.7 with i = 1 is an injective map to the normal forms in Theorem 4.5 associated to Y = {3}. Similar to the arguments in [2] or [20, Section 6] , with the conclusion about cellularity of Hecke algebra of type G 2 in [17] , the theorem below about the cellularity follows.
Theorem 10.1. If R is a field with characteristic not equal to 2 or 3, then Br(G 2 ) ⊗ R is a cellularly stratified algebra.
Remark 10.2. From [21] , we know that Br(I 6 2 ) is of rank 2·6+3/2·6 2 = 66. We see that {β 0 } is an admissible root set of type I 6 2 , which is not true for type G 2 . This is the reason for the rank difference between Br(I 6 2 ) and Br(G 2 ). If δ = 1, there exists a surjective homomorphism ϕ : Br(I 6 2 ) → Br(G 2 ) determined by ϕ(r i ) = r 1−i and ϕ(e i ) = e 1−i , for i = 0, 1.
