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For quality engineering researchers and practitioners, a wide number of statistical 
tools and techniques are available for use in the manufacturing industry.  The objective or 
goal in applying these tools has always been to improve or optimize a product or process 
in terms of efficiency, production cost, or product quality.  While tremendous progress 
has been made in the design of quality optimization models, there remains a significant 
gap between existing research and the needs of the industrial community.  Contemporary 
manufacturing processes are inherently more complex – they may involve multiple stages 
of production or require the assessment of multiple quality characteristics.  New and 
emerging fields, such as nanoelectronics and molecular biometrics, demand increased 
degrees of precision and estimation, that which is not attainable with current tools and 
measures.  And since most researchers will focus on a specific type of characteristic or a 
given set of conditions, there are many critical industrial processes for which models are 
not applicable.  Thus, the objective of this research is to improve existing techniques by 
not only expanding their range of applicability, but also their ability to more realistically 
model a given process.  Several quality models are proposed that seek greater precision in 
the estimation of the process parameters and the removal of assumptions that limit their 
breadth and scope.  An extension is made to examine the effectiveness of these models in 
both non-standard conditions and in areas that have not been previously investigated.  
Upon the completion of an in-depth literature review, various quality models are 
proposed, and numerical examples are used to validate the use of these methodologies. 
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Within the manufacturing environment, the objective is often to seek more cost-
effective and more efficient ways to develop products without sacrificing the quality of 
the output.  A wide number of statistical quality tools and optimization techniques have 
been proposed in the past to achieve this purpose.  While many of these methods differed 
in their interpretation of the process conditions or their selection of an optimization 
scheme, there are common model attributes that exist among them.  In most cases, the 
objective is to determine the optimal settings for a given quality characteristic of interest, 
which is further categorized among one of three different types.  Typically, the nominal-
the-best (N-type) product characteristic is examined, where the goal may be to achieve a 
desired target value within some pre-established range of specifications.  Less frequently, 
smaller-the-better (S-type) and larger-the-better (L-type) quality characteristics are 
investigated; in this case, the objective is to minimize or maximize the response, 
respectively.  The optimization problem may also be extended to consider multiple N, S, 
or L-type characteristics, incorporating different probability distributions to model each 
set of responses.  And a variety of other constraints are usually included to account for 
different situations, such as the loss in quality when a product characteristic deviates from 
its desired target value, or the costs associated with non-conforming to product 
specifications.  With each array of attributes, a distinct process representation is modeled, 
 2 
thus existing quality models will generally differ in this respect.  Several methods that   




Frequently, the intent of performing an industrial experiment is to identify the 
relationship between several explanatory factors and a characteristic or response variable 
of interest.  When the objective of the experiment is to determine the combination of 
factor levels that support achieving an optimum, modeling the effects of curvature in the 
response can be particularly important.  Experiments that are performed using two-level 
settings for the factors are incapable of detecting curvature in the response.  Thus, many 
researchers have chosen to adopt experimental techniques known as Response Surface 
Methodology (RSM), which are specifically designed to model curvature.  RSM 
principles call for the development of second-order polynomial models or "response 
surface designs," that relate a defined factor space to a response variable using 
regression-based statistics.  An optimization scheme is then employed to determine the 
factor settings that support achieving the desired response.  Figure 1.1 presents a general 
outline of the steps used in RSM. 
Within the RSM procedure, it is the implementation of Phase III where most 
techniques differ.  Given a manageable number of factors and a single response or 
characteristic, visualization techniques could legitimately be used to determine the 
optimal settings.  Robust parameter design, specifically the "dual response surface 
approach," involves establishing designs for each process parameter and then applying an 












Figure 1.1:  Response Surface Methodology  Procedural Outline 
 
Given multiple S, N, or L-type characteristics and their relationship to a factor space, the 
"desirability function approach" has been used, which involves both a transformation and 
an optimization scheme in Phase III.  Each of these approaches is still used widely today 
and will be discussed in greater detail within Chapter 2.  
Aside from RSM, another statistical tool that engineers will frequently use is the 
Process Capability Index (PCI), which provides an assessment of process efficiency.  
PCIs are designed to provide a single index value corresponding to the ratio of the 
allowable spread of a process, defined by a tolerance region, to the natural or actual 
spread of the process.  Prior to evaluating the capability of a process using PCIs, the 
process is assumed to be stable; that is, the actual spread corresponding to 99.73% of the 
process distribution lies within the interval of tolerance defined by the specification 
limits.  Given the lower and upper specification limits for an N-type characteristic, LSL 
and USL, respectively, an illustration of the ratio is observed in Figure 1.2.  A variety of 
PCIs have been suggested for processes involving a single quality characteristic, and 
some extensions have been made to consider multiple characteristics.   
 
DEVELOPMENT OF AN EXPERIMENTAL FRAMEWORK  
 
PHASE I 
     
    
 4.  Collect observations on the characteristic Y 
 5.  Develop second-order response surface designs for each quality characteristic 
DEVELOP ESTIMATOR FUNCTIONS   
PHASE II 
     
    
 6.  Implement visualization procedure or numerical optimization scheme 




     
    
 1.  Identify the quality characteristic(s) of interest Y (S, N, or L-type) 
 2.  Identify the experimental region of interest   
 3.  Identify the influential process control factors X1, X2, ..., Xv 
 4 
                                       
 
Figure 1.2:  Process Capability Index  Concept Sketch 
 
The contribution in using PCIs is their ease of interpretation and the ability to compare 
and contrast different processes.  Associated with this comparison, several industrial 
benchmark PCI values have been established (see Table 1.1). 
Table 1.1:  Recommended Minimum Values for PCIs (Two-Sided Specifications) 
 
Basis Traditional Index 
Minimum Assumed Capability 1.00 
Existing Processes 1.33 
New Processes 1.50 
Safety (or Critical Parameter), Existing Process 1.50 
Safety (or Critical Parameter), New Process 1.67 
                                      
Finally, for the manufacturer intent on reducing various processing costs without 
sacrificing product quality, emphasis is usually placed on identifying the ideal location 
for the process mean of a characteristic, frequently referred to as the "optimal process 
mean problem."  Solving the optimal process mean problem begins with the assumption 
of the process parameters for a given characteristic.  A quality loss function is typically 
integrated into the problem, to account for the loss in quality when the process mean  
deviates from its desired target value .  Then, based upon the conditions established for 
various cost settings, the tolerance interval, and the degree of quality loss desired, the 






examined, where observations failing to meet a pre-defined LSL require rework at a cost 
of CI and those failing to meet the USL must be completely discarded at a cost of CII, 
where CII >> CI.  Furthermore, assuming that the quadratic loss function represents the 
appropriate degree of quality lost for the process, one might expect the optimal process 
mean * that minimizes the expected total processing cost to be positioned slightly off-





Figure 1.3:  Identification of the Optimal Process Mean  Concept Sketch 
 
Although the vast majority of research effort toward solving the optimal process mean 
problem has focused on processes involving a single characteristic, or univariate 
approach, several models have extended the problem to consider multiple characteristics. 
Depending on the manufacturing circumstances and whether the focus is on quality 
improvement or assurance, practitioners may use any one of the statistical tools or 
techniques previously described  RSM, PCIs, or the identification of the optimal process 
mean.  Following an extensive literature review associated with each research topic in 
Chapter 2, the motivation for additional research in these areas is provided in Chapter 3.  
Proposed methodologies for improvement and their supporting analysis are provided in 









Objective (given  and ):  Find * 
 6 
Notation and Abbreviations 
 
For reference, a list of the notation and abbreviations used throughout this manuscript are 
shown in Table 1.2. 
Table 1.2:  Research Notation and Abbreviations 
 
Notation Meaning / Representation 
Y Quality characteristic of interest (univariate) 
Y Quality characteristics (multivariate), where Y = (Y1, Y2, ..., Yw) 
y Observations made on a quality characteristic 
y  Mean of responses for a quality characteristic 
X Design matrix for least squares regression containing predictor variables 
x Vector of v control factors, where x = (X1, X2, ..., Xv) 
x* Optimal factor settings, where x* = (X1*, X2*, ..., Xv*) 
s Standard deviation of responses for a quality characteristic 
ln s Logarithm of the standard deviation of responses for a characteristic 
s
2
 Variance of responses for a quality characteristic 
sij Covariance between the ith and jth characteristics 
 Desired target value for a characteristic (univariate) 
 Desired target vector for characteristics (multivariate), where 
   = ( 1, 2, ..., w) 
qq, ij Quality loss coefficient settings for the qth characteristic, and between  
  the ith and jth characteristics, respectively 
 Process mean for a characteristic (univariate) 
* Optimal process mean for a characteristic (univariate) 
 Process mean vector for characteristics (multivariate), where  
   = ( 1, 2, ..., w) 
* Optimal process mean vector for characteristics (multivariate),  
  where * = ( 1*, 2*, ..., w*)  
 Covariance matrix 
ˆ ( )q x  Response surface design for the mean of the qth characteristic 
ˆ ( )q x  Response surface design for the standard deviation of the qth characteristic 
2 ( )q x  Response surface design for the variance of the qth characteristic 
ˆ ( )ij x  Response surface design for the covariance between the ith and jth    
  characteristics 
LSLq Lower specification limit for the qth characteristic 
USLq Upper specification limit for the qth characteristic 
n Number of design points or treatments used in any given experiment 
m Number of replications used in any given experiment 






Response Surface Methodology 
 
Box and Wilson (1951) are credited with introducing the methodology through their 
work in a chemical processing facility.  In their research, they sought the ideal levels for 
the temperature, pressure, the time of reaction, and the proportion of reactants, for which 
they would achieve a maximum yield and purity in the manufactured product.  Box and 
Wilson suggested the use of the central composite design (CCD), an experimental 
framework that is still widely used today, to capture the curvature found in a response 
surface.  Although a factorial design with center points may be used to detect curvature in 
the middle region of a factor space, the CCD can offer more advantageous properties.  
Specifically, with the addition and setting of axial points at two levels , where  1, 
the design may be considered rotatable.  The property of rotatability ensures that the 
variance or precision of the fitted values for a model is the same at equal distances from 
the center point of an experimental region.  Thus, the precision of the model is only 
affected by this distance, not by the direction taken from the center point.  To ensure the 
design is rotatable, the axial points are set at  = (F)
1/4
, where F represents the number 
of factorial points in the experimental framework.  Shown in Figures 2.1 and 2.2 are 
examples of rotatable two-factor (v = 2) and three-factor (v = 3) CCDs in coded variables, 
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Figure 2.1:  Example  Central Composite Design for Two Factors 
(Circular Region of Interest) 
 
Design Space  
 
 
X1 X2 X3 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
1.682 0 0 
1.682 0 0 
0 1.682 0 
0 1.682 0 
0 0 1.682 
0 0 1.682 
0 0 0 
0 0 0 
0 0 0 
  
Figure 2.2:  Example  Central Composite Design for Three Factors 
(Spherical Region of Interest) 
 
To model a given response, second-order response surface designs were considered 
appropriate; the use of third and fourth-order terms in a particular regression model are 
considered negligible.  The topic of using second-order designs as a basis for RSM was 
later examined by other researchers, such as Bose and Carter (1959), Bose and Draper 
(1959), Box and Behnken (1960a, b), Box and Draper (1959, 1963), and Das (1963).  
(1, 1) ( 1, 1) 
( 1, 1) (1, 1) 
(0, 0) (1.414, 0) 
(0, 1.414) 
(0, 1.414) 













Given that X1, X2, ..., Xv represents a set of experimental control factors and Y represents 
the response variable of interest, the general form of the second-order response surface 
design is shown in Equation (2.1). 
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ˆ
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i j
Y X X X X                              (2.1) 
 
Although many early research efforts considered only the benefits of using RSM in 
the chemical processing industry as an extension of the work performed by Box and 
Wilson, RSM concepts quickly expanded into other engineering sciences.  In a review of 
the research topic, Hill and Hunter (1966) describe the integration of RSM procedures 
into food processing and mechanical engineering applications.  As described later by 
Myers et al. (1989) in a review of RSM literature, the procedures were broadened to 
address applications in the physical sciences, social sciences, biological sciences, and 
research-and-development organizations.  Today, RSM concepts and principles are used 
as primary tools in any manufacturing environment where industrial experimentation is 
practiced.  Since the introduction of RSM concepts, the broadening of the field can be 
best described in two areas  advancements made to RSM Phase I/II procedures and 
advancements made to Phase III procedures.  This progress is outlined in the following 
sub-sections. 
 
Advancements in Phase I (Development of an Experimental Framework) and  
Phase II (Development of Estimator Functions) 
   
Through the 1970's and into the 80's, many new alternative experimental designs 
were considered.  Hoke (1974) and Roquemore (1976) proposed the use of hybrid 
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designs utilizing second-order estimator functions similar to the CCD.  In order to allow 
the regression coefficients to be estimated without bias and with minimum variance for a 
given experimental region, many researchers investigated the use of optimality criterion 
in the selection of a design.  Although the concepts of optimal design theory can be 
traced back to Smith (1918), the importance in considering the designs was further 
motivated by researchers such as St. John and Draper (1975), Ash and Hedayat (1978), 
Silvey (1980), Bandemer (1980), and Atkinson (1982).  Given the design matrix X of 
regression coefficient settings, the more popular D, A, and G-optimality criterion 
measures seek different objectives associated with the information matrix X
T
X.  The D-
optimality criterion seeks a design that maximizes the determinant of the information 
matrix, |(X
T
X)|, equivalent to minimizing the variance among the coefficients.  The A-
optimality criterion focuses rather on minimizing the average variance of the estimates 





.  And the G-optimality criterion selects a design that minimizes the 






, which has the effect of 
minimizing the maximum predictive variance among the coefficients. 
In some cases, special circumstances regarding the design of an experiment warrant 
special procedures.   Mixture designs, where the response depends on the proportion of 
ingredients or factors used, were investigated by Snee (1981), Piepel (1983), Crosier 
(1984), and St. John (1984).  Super-saturated designs are considered when the number of 
data points is less than the number of factors; Wu (1993), Lin (1995), Westfall et al. 
(1998), and Holcomb and Carlyle (2002) examined these particular designs.  The 
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popularity in using genetic algorithms has also been exploited; Hamada et al. (2001), 
Heredia-Langner et al. (2003), and Borkowski (2003) used these algorithms to select an 
appropriate experimental design.  And some researchers, like Wu and Ding (1998), 
Aggarwal and Bansal (1998), and Myers and Montgomery (2002), considered qualitative 
factors, rather than just quantitative, in the development of response surface designs.  
Uniform designs, in which runs are performed at deterministic locations within an 
experimental region of interest, have also gained attention in modeling certain 
applications by researchers such as Fang et al. (2000), Chang et al. (2007), Deng et al. 
(2009), Zhang (2009), and Deng and Wang (2010).  
Perhaps one of the most popular experimental designs is the robust parameter design 
introduced by Taguchi (1986, 1987), often referred to as the Taguchi method.  The robust 
parameter design considers the use of control factors within an inner array, and noise 
factors within an outer array, which are assumed to be controllable for a given process.  
Then, the factors that significantly affect the process mean and variance are identified 
through the use of a signal-to-noise ratio, whose formula is specific to the type of 
characteristic being examined.  Although a number of researchers have contested the use 
of the Taguchi designs, such as Box et al. (1988), Pignatiello and Ramberg (1991), and 
Myers and Montgomery (2002), the designs are still frequently used.  Even more 
influential to the development of future RSM techniques was the philosophy promoted by 
Taguchi, of minimizing the variability of a process while maintaining the process mean 
on a desired target value.  The Taguchi philosophy is integrated into many of the quality 
improvement initiatives in existence today, where greater emphasis is placed on 
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achieving a target value with minimal variance rather than just conforming to a set of pre-
defined specification limits (see Figure 2.3). 
                  
 
 
Figure 2.3:  Illustration  The Taguchi Philosophy 
   
 
Advancements in Phase III (Optimization)  
 
Another focus among RSM researchers has been the movement toward optimizing 
multiple responses.  One of the earliest techniques, proposed by Lind et al. (1960), 
involved overlaying response contours to arrive at an optimum or within an optimal 
region.  This technique is still used today among some scientists when working with three 
or less factors.  Most RSM advancements, however, have either been associated with the 
development of new methodologies for process optimization or the use of new algorithms 
and optimum search techniques for finding solutions.  These are discussed in more detail 
in the following paragraphs. 
One of the earlier techniques for multi-response optimization that was adopted by 
many researchers was known as the "dual response" method, introduced by Myers and 
Carter (1973).  The model formulation consisted of setting the secondary response at a 
desired target value and then subsequently optimizing the primary response.  Using the 
Taguchi philosophy of robust parameter design, Vining and Myers (1990) integrated 








Objective:  Maximize Pr(LSL  y  USL) Objective:  Minimize 
2 (subject to  = ) 
y y 
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RSM procedures into the model formulated by Myers and Carter, a methodology referred 
to as the "dual response surface approach."  In their approach, response surface designs 
were developed for the process mean and variability measure; then, corresponding to an 
experimental region of interest, bounds were placed on the factors, depending upon 
whether a cuboidal or spherical region for the design space was used.  The general form 
of the approach, as shown in Equation (2.2), was extended to all three types of 
characteristics. 
                S-Type                N-Type             L-Type                 (2.2) 
   2
ˆMinimize: ( )
ˆSubject to: ( ) S
x
x
              
2ˆMinimize: ( )
ˆSubject to: ( ) N
x
x
              2
ˆMaximize: ( )





Although the dual response surface approach involves modeling the parameters for a 
single characteristic, it has always been considered a special case of the multi-response 
optimization problem. 
In an effort to identify improvements to the dual response surface approach, it was 
revisited by a number of practitioners in the 90's.  Del Castillo and Montgomery (1993) 
proposed using a Generalized Reduced Gradient (GRG) algorithm, which is more adept 
at finding global robust parameter design solutions and is readily available within 
industry.  Cho (1994) suggested taking an approach to minimize the mean square error, 
involving the simultaneous optimization of the process parameters and the identification 
of more feasible unconstrained solutions for the process mean and variance: 
                                                2 2ˆMinimize [ ( ) ] ( )x x                                              (2.3) 
 
Lin and Tu (1995) proposed a similar method by using a weighting scheme to provide 
greater flexibility in the tradeoff between acceptable process bias and variability: 
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ˆ ˆMinimize: [ ( ) ] ( )
Subject to: 1
x x                                         (2.4) 
 
Copeland and Nelson (1996) suggested minimizing the variance, while maintaining an 
upper bound on the process bias, denoted : 




ˆSubject to: [ ( ) ]
x
x
                                           (2.5) 
 
In the last ten years, researchers have continued to seek alternative optimization 
schemes and more efficient algorithms in modeling the dual response surface approach.  
Tang and Xu (2002) examined the tradeoff between minimizing the process bias and 
variance through a goal programming method.  To offer greater flexibility in identifying 
appropriate solutions, Kim and Cho (2002) suggested a priority-based objective function 
and considered an asymmetric loss in quality for the deviation of the process mean from 
the target value.  Koksoy and Doganaksoy (2003) chose to develop a scheme involving 
the simultaneous optimization of the process mean and standard deviation, where a 
decision-maker could choose from multiple Pareto optimal solutions.  Vining et al. 
(2005) investigated the use of split-plot designs in the dual response surface approach for 
situations where the control factors are difficult to adjust.  And many researchers, such as 
Chen et al. (2006), Kelly et al. (2006), Tang and Chen (2009), and Johnson et al. (2009), 
developed models specifically for particular applications within the manufacturing 
environment. 
Aside from optimizing multiple parameters that robust parameter design techniques 
such as the dual response surface approach provide, the typical multi-response problem 
involves optimizing multiple characteristics of different type.  Perhaps the most widely 
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used RSM method for achieving this purpose is the "desirability function approach," first 
introduced by Harrington (1965) and later modified by Derringer and Suich (1980) and 
Derringer (1994).  Suppose that there exist a total of w quality characteristics, where the 
qth characteristic, for q = 1, 2, ..., w, is denoted as Yq and the vector of n observations on 
this characteristic is denoted as yq = (y1q, y2q, ..., ynq)
T
.  Given a set of factors x = (X1, X2, 
..., Xv), the desirability function approach calls first for estimating each set of 
characteristic observations with response surface designs 1 2ˆ ˆ ˆ( ), ( ),..., ( )wy y yx x x .  Individual 
desirability functions 1 2ˆ ˆ ˆ[ ( )], [ ( )],..., [ ( )],wd y d y d yx x x where ˆ0 [ ( )] 1qd y x , are then generated 
based upon the type of each characteristic.  The transformation scheme proposed by 
Derringer and Suich (1980) in calculating each of the individual desirability functions is 
the most widely adopted.  For an S or L-type characteristic with upper specification limit 
USLq and lower specification limit LSLq, respectively, the individual desirability function 
for the qth characteristic is computed as in Equation (2.6). 
                                 S-type                                                        L-type               
   
ˆ0 if ( )
ˆ ( )
ˆ ˆ[ ( )] if ( ) ,  

















ˆ0 if ( )
ˆ ( )
ˆ ˆ[ ( )] if ( ) ,  


















where q represents an acceptable small or large enough value for the S or L-type 
characteristic, respectively, and q represents the shape parameter for the desirability 
function, chosen based upon the degree of importance in obtaining q.  For an N-type 
characteristic with a desired target value of q , and where the shape parameter for the 
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function may be different depending on which side of the target an observation lies, the 
individual desirability function may be computed as in Equation (2.7).  
                                                           N-type 
                                                 
1
2


























                    (2.7) 
 
While the desirability function approach proposed by Harrington (1965) then suggested 
using a geometric mean function to transform the problem into a single measure of 
performance, it is the weighted geometric mean function proposed by Derringer (1994) 
that is more often observed.  Given pre-defined weights 1, 2, ..., w for each of the 
characteristics, the objective is then to determine the factor settings that maximize the 
weighted geometric mean of the individual desirability functions, referred to as the 
composite desirability function D: 
                                             1 2 1
1/
1 2




wD d y d y d y                              (2.8) 
 
Individual and composite desirability functions with a value equal to one are considered 
ideal, whereas values equal to zero are considered completely undesirable.   
Several variations of the desirability function approach have been suggested over the 
past fifteen years.  Del Castillo et al. (1996) suggested using a differentiable desirability 
function to promote using more efficient gradient-based optimization methods rather than 
the direct search methods needed for Equations (2.6) and (2.7).  Kim and Lin (2000) used 
fuzzy logic concepts to propose an experimental form of the desirability function referred 
ˆ[ ( )]qd Y x  
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to as the "maximin approach." Wu and Hamada (2000) proposed addressing the problem 
of differentiability by using double-exponential individual desirability functions to model 
each type of characteristic.  Jeong and Kim (2003, 2005) suggested an interactive 
desirability function approach, where adjustments are made to the shape, target, and 
bound parameters for the characteristics.  Chiao and Hamada (2001), as well as Wu 
(2005), developed a desirability function specifically designed for correlated 
characteristics.  Jiang et al. (2009) suggested modeling only the uncorrelated quality 
characteristics and used Monte Carlo simulation techniques to model each response.  
Trautmann and Mehnen (2008) integrated the concept of noise factors into the approach 
and used Pareto optimization to find solutions.  And recently, He et al. (2010) integrated 
the simplex procedure into the desirability function to search for robust optimal points 
within feasible experimental regions. 
Aside from the techniques used in robust parameter design and the desirability 
function approach, there do remain several other RSM techniques for addressing the 
multi-response optimization problem.   Khuri and Conlon (1981) established the 
generalized distance approach, which suggested the use of a distance function to compute 
the difference between the quality characteristics and their optimal values.  The Taguchi 
methods used in optimizing single characteristics were extended to multi-response 
problems by researchers such as Elsayed and Chen (1993), Liao (2003), and Fung and 
Kang (2005).  And Carlyle et al. (2000) suggested an approach to solving multi-response 




Process Capability Indices (PCIs) 
 
Within the manufacturing environment, the use of process capability indices to 
analyze and improve performance is a popular tool in quality assurance programs.  Juran 
and Gryna (1980) first addressed the idea of assessing capability by relating the allowable 
spread of a process defined by engineering specifications, or tolerance region, to the 
natural spread of the process.  Although used mainly within the automotive industry 
throughout the early and mid 80's, univariate PCIs, or those based upon a single quality 
characteristic, were first observed within literature in the latter part of the decade.  Kane 
(1986) is credited as introducing into literature one such index, Cp, considered to be one 
of the most simple univariate measures.  In order to provide some meaning of process 
capability, however, Cp required a normally distributed process to be centered at a target 
value.  As a result, different processes with the same level of natural variability might 
provide identical Cp index values regardless of the process mean location.  To address 
this issue, a modified PCI called Cpk was developed to account for situations when the 
process mean is positioned away from the center of the specification interval.  Despite 
this improvement, large Cpk values provided little information on the exact location of the 
process mean  within the specification interval.  More importantly, both Cp and Cpk 
failed to properly distinguish between on-target and off-target processes.  Given a process 
with mean , standard deviation , and a specification interval where USL and LSL 
represent the upper and lower specification limits, respectively, both Cp and Cpk  ratios 
are shown in Equation (2.9): 
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C                        (2.9) 
 
Incorporating the philosophy of Taguchi (1985), a target-focused capability index 
Cpm, was developed by Chan et al. (1988).  This particular univariate index used a 
quadratic loss function to assess a penalty for an off-target process, thus focusing more 
on optimal product quality rather than conformance to specifications.  In this manner, a 
customer's perspective was incorporated into capability assessment by considering 
dissatisfaction at the loss in quality from a process target for a particular product, rather 
than taking solely a manufacturer's perspective by just meeting specification restrictions.  
Given the desired target value   for a characteristic, Equation (2.10) presents the formula 
for the target-focused Cpm ratio. 
                                                     
2 26 ( )
pm
USL LSL
C                                                 (2.10) 
  
Since the introduction of the basic univariate indices, most developed PCIs have 
featured extensions or modifications of their structure or function.  Combining the merits 
of Cp, Cpk, and Cpm, Pearn et al. (1992) proposed the PCI Cpmk, another target-focused 
capability index designed to respond more rapidly to changes in process variability.  
Luceno (1996) introduced the index Cpc, an extension of Cp, to account for cases when 
dealing with non-normal distributions.  Since most PCIs were designed to provide only 
an interpretation of short-term capability, efforts were made to develop PCIs with a long-
term perspective.  The long-term PCIs, Pp and Ppk, analogous to the short-term PCIs Cp 
and Cpk, were introduced, by considering both within-subgroup and between-subgroup 
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standard deviation in the formulation of the indices.  The ratios Cpmk , Cpc, and Ppk, 
respectively, are shown in Equation (2.11). 



















P      (2.11) 
 
Within the last twenty years, efforts to develop multivariate indices for the analysis of 
process capability have increased.  One of the first attempts at a multivariate analog of 
Cpm was the index, Cpm, developed by Chan et al. (1991), which examined the ratio of an 
elliptical tolerance region and multivariate normal process region.  This particular index 
was defined as: 
                                                 
T 1
1






y τ A y τ
,                                      (2.12) 
 
where n indicates the sample size for the data, w is the number of characteristics in the 
capability assessment, yi represents the ith w-dimensional vector of measurements from a 
multivariate normal distribution, A is the corresponding w  w covariance matrix, and  is 
the w-dimensional desired target vector.   In a similar fashion, Pearn et al. (1992) and 
Taam et al. (1993) generated multivariate PCIs analogous to univariate indices.  Pearn et 
al., noting the proportion 0.0027 of non-conforming items in the multivariate normal case 
and its direct relationship to the chi-squared distribution with w degrees of freedom, 
developed a multivariate derivation of Cp.  Taam et al. incorporated the use of a 
"modified tolerance region," that being the largest ellipsoid within a rectangular tolerance 
region, so that a multivariate index could conform to the same property found in 
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univariate indices, namely when Cpm =1, where the 6   band meets the tolerance band.  



























y τ A y τ ,  (2.13) 
 
and where K is the 99.73% quantile of a chi-squared distribution.     
To eliminate the assumption of normality and enable flexibility in setting a criterion 
for the capability of a process, Chen (1994) developed a multivariate PCI analogous to 
the univariate index, Cp, using the concept of a "tolerance zone."  In this particular work, 
a process was considered capable if the expected proportion of conforming products fell 
within the bounds of the rectangular-shaped "tolerance zone."  Some researchers, such as 
Davis et al. (1992), extended these multivariate PCI derivations to circular and spherical 
tolerance zones.  Karl et al. (1994) incorporated a manufacturing perspective by 
developing multivariate PCIs that use tolerance regions associated with Geometric 
Dimensioning and Tolerancing (GDT).  And, Wang and Hubele (1999, 2001) extended 
this research to look at a wide variety of regions under GDT specifications.   
As a result of the perceived difficulty in assessing process capability using multiple 
characteristics with a single index value, vector-valued PCIs were introduced.  Hubele et 
al. (1991) developed a bivariate process capability vector from which Shariari et al. 
(1995) later extended the concept to the multivariate case.  Three components of the 
vector were used to provide an estimate of process capability by providing a comparison 
of the volumes of the regions, locations of the centers, and location of the regions under 
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the assumption of a multivariate normal distribution.  In particular, the index proposed by 
























1   if the modified process region is






The first component of the vector captures the ratio of volumes between the specification 
region and a "modified process region," where UPL and LPL define the upper and lower 
limits for the modified process region, respectively.  The second component of the vector 
incorporates a hypothesis test with a Hotelling T
2
 statistic, where Fw,n–w  is the F 
distribution with w and n–w degrees of freedom, used to summarize a comparison of the 
underlying process mean to the center of the specification region.  Probability values 
close to zero, in this case, correspond to process mean values that deviate greatly from 
the target.  And, the third component of the vector is an indicator of whether any part of 
the modified process region lies outside of the tolerance region.  Extending upon this 
concept, Shahriari et al. (2009) developed a new multivariate capability vector, NMPCV, 
which adjusted the first component of the vector in his previous work, aligning more with 
that of Taam et al.'s index.  Rather than computing a ratio of the rectangular region to a 
"process box" as in the previous work, the first component of this new vector involves 
finding the ratio of a "modified tolerance region" and an elliptical process region: 














 for q = 1, 2, ..., w        (2.15) 
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Shown in Figure 2.4 are three distinct approaches to multivariate PCIs applied to the 
bivariate case, where (LSLq, USLq) or (LPLq, UPLq) represent the lower and upper 
specification or process limits for the qth quality characteristic, respectively. 
          
                     (i)                                             (ii)                                            (iii) 
Figure 2.4:  Examples of Multivariate PCIs (Bivariate Case) 
(i) Chan et al. (1991), (ii) Taam et al. (1993), (iii) Shahriari et al. (1995) 
 
Another approach to avoid a single value index for multiple characteristics was to 
reduce the dimensionality of the multivariate data by using a technique called Principle 
Components Analysis (PCA).  Wang and Chen (1998) used PCA to achieve a univariate-
type index with multivariate data while negating the assumption of normality.  As an 
extension to this work, Wang and Du (2000) proposed a similar index highlighting the 
importance of reducing the dimension of the problem using data transformations.  
Recently, Shinde and Khadse (2009) extended the work of Wang and Chen, proposing an 
alternative multivariate index using PCA.  Aside from the success of vector-valued and 
PCA-type multivariate process capability indices, several alternative approaches were 
sought by researchers.  Bernardo and Irony (1996), as well as Niverthi and Dey (2000), 
used a Bayesian approach to extend the PCIs, Cp and Cpk, from the univariate to the 




















LSL1 LPL1 UPL1 USL1 
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PCI to relate lower index values to particular causes.  Castagliola et al. (2005) used a 
numerical quadrature method to define a multivariate PCI analogous to both Cp and Cpk 
under bivariate normal conditions.  Extending upon their work with bivariate PCIs, 
Castagliola et al. (2008) utilized a system of distributions and transformations to include 
non-normally distributed data.  Ahmad et al. (2009) developed a multivariate PCI based 
on the Mahanalobis distance, which also extended to non-normally distributed data.  And 
asymmetrical tolerances for multivariate indices were investigated by Grau (2007). 
 
The Optimal Process Mean Problem 
 
More than fifty years ago, Springer (1951) introduced what would become known as 
the "canning problem," when he sought the optimal fill level of manufactured cans given 
some lower and upper specification limit, LSL and USL, respectively.  Thereafter, a 
number of other researchers examined the same canning problem under a variety of 
conditions, such as Bettes (1962), Hunter and Kartha (1977), Nelson (1978), Golhar and 
Pollock (1988), Pulak and Al-Sultan (1996), and Pfeiffer (1999).  In some instances, the 
focus of the canning problem was to identify the optimal fill level based upon 
adjustments made to the process tolerance, defined as the difference between the USL and 
LSL.  In other cases, the ideal fill level was suggested based upon a variety of processing 
costs for under-filling or over-filling the cans.  Finally, the effect of fixing one or more of 
the process parameters on the location of the optimal fill level was also investigated.  
Several extensions to the canning problem have also been made.  Al-Sultan (1994) sought 
solutions to the problem for two canning machines in a serial production system.  Roan et 
al. (1997) considered production setup and material acquisition policies in the setting of 
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the process mean.  And Chen (2010) extended the work of Al-Sultan by considering w 
machines in series and applying additional mechanisms to assess quality loss.  Since the 
introduction of the canning problem, the same principles have been widely adopted by 
quality practitioners and manufacturers seeking to optimize other industrial processes.  
For this reason, it is frequently referred to as the "optimal process mean problem" within 
the associated literature.   
Prior to the mid-80's, the focus of quality loss was associated with conformance to a 
product's specification limits.  For this reason, the step loss function was used to assess an 
economic penalty for a process.  With the contributions of Taguchi (1984, 1986), many 
researchers considered integrating alternative loss functions into the optimal process 
mean problem, to account for the quality loss attributed to the deviation of the mean from 
its desired target value.  Elsayed and Chen (1993), Mukhopadhyay and Chakraborty 
(1995), and Rahim and Shaibu (2000) considered the use of the Taguchi quadratic loss 
function for assessing this penalty.  Some researchers, such as Spiring (1994) and Sun et 
al. (1996), proposed the use of an inverted or reflected normal loss function.  Spiring and 
Yeung (1998) investigated the use of the inverted gamma and Laplace distributions for 
use as quality loss functions.  And Leung and Spiring (2002) examined the effectiveness 
of applying an inverted beta loss function for the optimal process mean problem.  The use 
of asymmetric loss functions in modeling certain applications were considered by 
researchers, such as Moorhead and Wu (1998), Chen et al. (2002), and Chen (2004).  
Shown in Figure 2.5 are examples of some of the loss functions for an N-type 
characteristic, used to model quality loss in deviating from a target value. 
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                      (i)                                            (ii)                                            (iii)   
Figure 2.5:  Examples  Frequently Used Quality Loss Functions, (i) Step Loss, 
(ii) Quadratic (Piecewise Continuous) Loss, and (iii) Truncated Asymmetic Linear Loss 
   
The use of a loss function has been extended to the case when multiple characteristics are 
considered, by researchers such as Kapur and Cho (1996), Teeravaraprug and Cho 
(2002), and Chan and Ibrahim (2004).  An example of a quadratic loss function applied to 




Figure 2.6:  Illustration  Bivariate Quadratic Loss for Multiple N-Type Characteristics 
 
Aside from the appropriate selection of a quality loss function, identifying the type of 
characteristic and the process distribution to model that characteristic are also important 
decisions.  While the nominal-the-best (N-type) quality characteristic is typically 
observed in optimal process mean literature, several researchers have extended the 
problem to examine smaller-the-better (S-type) or larger-the-better (L-type) 
LSL LSL LSL USL USL USL 
NO LOSS 






Objective: Find * 
Adaptable Quality Loss 
(with coefficient settings) 
Rejection / Rework Costs 
(outside specification region) 
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characteristics.  Cho and Phillips (1998) used the gamma distribution to model an S-type 
characteristic.  Kim and Cho (2003) considered the Weibull distribution for modeling 
skewed processes.  Chan et al. (2005a,b) extended the problem to consider multiple S and 
L-type characteristics by using a multivariate exponential distribution to model each 
response.  Hong et al. (2006) and Tahera et al. (2007) recently provided models for 
multiple L and S-type characteristics, respectively, when the process follows a 
multivariate normal distribution. 
With the aid of high-performance computing systems, the efficiency and accuracy in 
finding solutions to the optimal process mean problem can be impacted by the choice of 
algorithm.  Several researchers used common data sets to compare and contrast the value 
in using new search methods.  Although found to be time consuming, direct search 
methods were used by Schneider et al. (1990), Chen and Chung (1996), and Chen and 
Chou (2003).  Some algorithms, such as the Newton-Raphson approach, are extremely 
efficient in solving the univariate problem but tend to lose effectiveness in finding 
solutions for the multivariate problem; Shao et al. (2000) applied the approach to find 
solutions under multiple product cost scenarios.  Roan et al. (2000) used a Golden 
Section search algorithm in solving the process mean problem, considered less efficient 
but more robust at finding solutions, when compared to the Newton-Raphson approach.  
In the past ten years, gradient-based optimization techniques have been used widely by 
researchers, such as Cho (2003), Rahim and Tuffaha (2004), Hariga and Al-Fawzan 
(2005), and Chan and Ibrahim (2006).        
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For more complex models, several practitioners have resorted to using more non-
traditional techniques.  Some researchers have suggested the use of various genetic 
algorithms in modeling or solving the optimal process mean problem.  Tang et al. (2002) 
and Bai and Kwong (2003) applied a genetic algorithm approach to quality function 
deployment planning for setting the process mean.  Goldfarb et al. (2005) used a genetic 
algorithm to generate experimental mixture designs.  And Ortiz et al. (2004) developed a 
multivariate model integrating the employment of a genetic algorithm approach.  In the 
past five years, a number of researchers have also considered using fuzzy logic 
algorithms to find solutions.  Iqbal et al. (2007) and Zarandi et al. (2007) applied the 
concepts of fuzzy theory to optimizing specific engineering applications.  Tahera et al. 
(2008) used a fuzzy logic algorithm approach for a model with qualitative characteristics.  
Darwish and Duffuaa (2010) developed a similar decision-based model for finding 
solutions, which specifically investigated the destructive and non-destructive testing of 
samples.  Finally, some researchers have examined the optimal process mean problem 
under non-standard or insufficient conditions.  Tang and Lo (1993), Lee and Kim (1994), 
and Chen et al. (2002) investigated the problem of finding solutions when the data is 
correlated.  And Maghsoodloo and Li (2000), Li and Chou (2001) and Li (2004, 2005) 
considered unbalanced tolerance designs in manufacturing where asymmetrical quality 








In the last ten to twenty years, the industrial environment has changed dramatically.  
A wide number of engineering fields now work consistently at the atomic or nano-level 
where the demand for increased precision and accuracy exist.  In some instances, 
manufactured goods may require multiple stages of production or involve process 
conditions that are difficult to manage or control.  The typical product in today's market 
is judged by multiple quality characteristics which, in turn, may be influenced by any 
number of factors in the manufacturing process.  Although modern industrial practices 
have adjusted somewhat, the economic objectives of the manufacturer have not  the 
intent is to reduce production cost and material waste without sacrificing product quality 
or process efficiency.  For this reason, it is likely that the role of quality control and 
assurance programs in process and product optimization will only continue to grow in the 
future.     
While advancements in research have been made in the design of quality optimization 
models, there are significant gaps between existing methodologies and the reality 
observed among industrial engineering systems.  In some cases, the models are based 
upon assumptions that either limit their feasibility of use or diminish their value in 
estimation.  In other instances, the models are generalized to a specific set of conditions, 
thus constraining their applicability toward a wider array of industrial problems.  Finally, 
due to the mathematical complexity and difficulty in modeling some conditions, there are 
associated quality research areas that currently have no supporting documentation.  Thus, 
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the goal of this research is to create more accurate and applicable quality models that rely 
less on scientific assumptions and have extensions to a wide array of process conditions.  
In the following paragraphs, specific areas of improvement are outlined regarding the use 
of response surface methodology and process capability indices, or in solving the optimal 
process mean problem.    
 
Investigating the Effect of Variability Measure Selection in Robust Design 
 
Among the numerous quality practitioners performing research in robust design 
procedures, there are three variability measures which are most often observed  the 
standard deviation, variance, and logarithm of the standard deviation.  In most cases, 
upon developing a response surface design for the variability measure, the response 
model is then normalized to the variance.  For instance, as indicated in Chapter 2, a 
review of dual response surface literature indicates that many researchers chose to model 
the standard deviation and square it before applying an optimization scheme.  In the last 
decade, however, there have been a number of researchers that either directly modeled 
the variance in their experimental framework or have selected an alternative measure 
such as the logarithm of the standard deviation.  Comparison studies are then performed 
with previous work, in order to identify improvements within the research field.  Shown 








Table 3.1:  Previous Research  Variability Measure Selection 
 
  Variability Measure 
Researcher(s) Year ˆ  2  ln  
Vining and Myers 1990 X   
Del Castillo and Montgomery 1993 X   
Cho 1994  X  
Lin and Tu 1995 X   
Copeland and Nelson 1996 X   
Kim and Lin 1998 X   
Kim and Cho 2002  X  
Kim and Rhee 2003 X   
Koksoy and Doganaksoy 2003 X   
Kulkarni and Mariappan 2003  X X 
Chen et al. 2006   X 
Anderson and Whitcomb 2007 X  X 
Pickle et al. 2008  X X 
Giovagnoli and Romano 2008  X  
Kwon et al. 2008 X   
Johnson et al. 2009  X  
Kovach et al. 2009  X  
 
When a robust design approach is employed using RSM and the optimal factor 
settings are sought, a variety of solutions may result depending on the variability measure 
that is selected.  In addition, a statistical evaluation of each measure's fitted function may 
indicate different degrees of precision in their respective estimation of the response.  As a 
result, it is difficult to ascertain the accuracy among comparison studies using robust 
design methods.  To investigate this problem, an analysis of how and why one variability 
measure may perform better than another is conducted in Chapter 4.  The objective of this 
research is to suggest a uniform approach to the selection of a variability measure given a 
specific set of conditions.   
 
The Development of Higher-Order RSM Techniques 
 
When RSM techniques are implemented, the traditional procedure calls for the 
development of first or second-order response surface designs in estimating a quality 
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characteristic of interest.  The likelihood, however, that every characteristic for a given 
experiment can be adequately fit using first or second-order regression methods is low.  
Frequently, when multi-response studies are conducted and statistical evaluation criteria 
are used to assess model fit, the estimation of at least one characteristic is found to be 
insufficient.  Since the effectiveness in identifying the optimal factor settings for a 
process depend so heavily on the precision in fitting a response variable, the solutions 
may be less than optimal.   
For instance, suppose that the intent of a researcher is to develop second-order 
response surface designs for three quality characteristics, Y1, Y2, and Y3, with the intent of 
identifying the optimal factor settings for a multi-response problem (data shown in Table 
3.2).     
                Table 3.2:  Example  Multi-Response Experimental Study 
 
Run X1 X2 Y1 Y2 Y3 
1 –1 –1 8.76 127.6 88.53 
2 1 –1 8.58 126.3 86.31 
3 –1 1 8.65 125.8 85.79 
4 1 1 8.69 122.4 80.47 
5 1.414 0 8.67 125.5 85.49 
6 1.414 0 8.69 125.4 85.31 
7 0 1.414 8.74 126.2 86.27 
8 0 1.414 8.70 125.7 85.73 
9 0 0 9.03 130.2 90.18 
10 0 0 9.10 130.9 90.87 
11 0 0 9.08 132.4 91.29 
 
The form of the second-order fitted response surface for each quality characteristic is 
shown in Equation (3.1). 
        
T T
0
















ˆ ˆ ˆ2 2
ˆ ˆ ˆ2 2




B  ,        (3.1)   
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where the error generated is normally distributed with mean zero and variance 
2
.  To 
find a stationary point for the surface, the derivative of ŷ  is taken with respect to x and 
set equal to zero, resulting in b + 2Bx = 0.  Thus, if xs is a stationary point for the surface, 
then xs = ½B
-1
b.  Box and Hunter (1954) showed that a 100(1 )% confidence region 
for the stationary point xs is the set of all points x = (X1, X2, ..., Xv) satisfying the 
inequality in Equation (3.2). 
1
T ˆˆ ˆ (1 ; , )v F v n kx x xυ υ , where ˆ 2xυ b Bx , and
ˆ
xΛ  is the covariance matrix of ˆ xυ   (3.2) 
 
In this case, given the fact that there are n experimental runs or design points, and there 
are k coefficients or parameters in the regression model, F(1 ; v, n k) is the upper 
100(1 ) percentile of the F-distribution with v and n k degrees of freedom. 
Shown in Figure 3.1 are the resulting 90% (        ) and 95% (        ) confidence regions for 
the location of the optima in the response surface designs for Y1, Y2, and Y3, along with 
their corresponding stationary points.  The summary information for the fit of the second-
order response surface is noted in the top right corner of each plot and the calculations for 
each case are shown in Appendix A. 
             
                          (i)                                          (ii)                                         (iii) 
                          Figure 3.1:  90% (       ) and 95% (       ) Confidence Regions 
                                          for (i) Y1, (ii) Y2, and (iii) Y3, with xs (  ) 
R2 = 97.6% 
R2 (adj) = 95.2% 
PRESS = 0.047 
MSE = 0.0017 
 
R2 = 90.2% 
R2 (adj) = 80.5% 
PRESS = 46.74 
MSE = 1.660 
 
R2 = 84.4% 
R2 (adj) = 68.8% 
PRESS = 105.4 
MSE = 3.051 
 
X2 X2 X2 
X1 X1 X1 
. 
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From the contour plots in Figure 3.1, it is clear that the error in estimating each of the 
quality characteristics can translate directly to the error in estimating the stationary point 
for the response surface.  The bounds on both the 90% and 95% confidence regions for 
(iii) extend beyond the experimental region in this example.  The lack of precision in 
solely using second-order designs can be particularly damaging to applications which 
demand higher levels of precision, one of which is discussed in the following subsection. 
 
Applications to Nanomanufacturing 
 
In the late 1990's, as part of the National Nanotechnology Initiative (NNI), a large 
number of agencies began receiving government financial support for conducting 
research in nanoscience.  The National Science and Technology Council (2009) 
documented an increase of funding provided to these research groups, rising from $116 
million in 1997 to more than $1.5 billion in 2009.  The electronic, biomedical, 
pharmaceutical, energy, and cosmetic industries all have considerable interest in 
producing nanomaterials; hence, the potential magnitude of their use in future 
applications is completely unlimited.    
Aside from the potential value that producing at the nano-level can provide, there are 
significant challenges that a manufacturer may face.  One of the most popular approaches 
to producing nanomaterials involves the development of single or double-walled carbon 
nanotubes, as they possess a number of desirable characteristics, such as strength, 
stability, and thermal and electrical conductivity.  The most advanced techniques used 
today in the manufacturing of carbon nanotubes may yield two grams per hour at an 
estimated cost of $100 per gram, as reported by Gerke (2009) of the National Aeronautics 
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and Space Administration (NASA) Jet Propulsion Laboratory.  More importantly, carbon 
nanotube production yield is found traditionally to lie between 30% and 50% for a given 
process; it is only within the last two years that a process yield as high as 70% has been 
achieved through the use of alternative experimental approaches by NASA (2008).  With 
such a high cost input and low yield output, only large corporations or agencies with 
enough financial backing can realistically perform nanoscience research. 
In addition, there are unique difficulties inherent within the practice of 
nanomanufacturing.  In a traditional manufacturing process where hundreds or thousands 
of products may be observed as output, screening procedures can be implemented to 
identify defective components.  Some defects may then be categorized as requiring 
additional work in order to conform to product specifications, while other defective 
products may have to be completely rejected.  The ability to screen the products at any 
point in production enables an engineer to quickly identify a problem and modify the 
process settings as necessary, thus reducing any chance of error propagation.  In the 
nanomanufacturing environment, however, where billions of products may be observed 
as output, screening procedures are not easily implemented.  While specialized 
instrumentation may be available to observe products at the nano-level, the ability to 
separate conforming and non-conforming products or adjust the process settings during 
manufacturing is not currently feasible.  Thus, in order to obtain any level of early 
assurance that a process is in statistical control, it is absolutely critical that the initial 
process settings are established at their optimal levels.  Any deviation of the process 
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settings from their optimal values will likely translate directly to a reduction in 
production yield and process efficiency.    
Finally, there are numerous factors that can affect production yield in 
nanomanufacturing, which further complicates the problem.  Laser ablation, an approach 
that may be used to produce carbon nanotubes, involves focusing an intense laser pulse to 
a metal catalyst target within a reactor while introducing an inert gas at high 
temperatures.  The settings for the laser wavelength, energy density, laser to target 
distance, metal catalyst selection, and temperature are just a few of the countless factors 
that can impact nanotube yield.  Chemical vapor deposition is another approach in carbon 
nanotube production that involves the deposit of nanoparticles on a wafer or substrate 
following the reaction of the substrate with a select volatile gas.  The deposition 
temperature, gas pressure, substrate selection, and wafer thickness are all significant 
factors influencing production yield for the process.  In many instances, these 
experimental approaches may also involve multiple production stages or pre-processing 
steps where the variability inherent within a process is compounded as time progresses. 
As different approaches in the production of nanomaterials are still very much in their 
developmental stage, statistical techniques are often sought that assist in identifying the 
optimal factor settings.  With the high number of potential factors that may influence 
nanomanufacturing output, it is not surprising that researchers in the field have relied 
heavily on the conduct of response surface methods to determine the optimal settings for 
various factors.  Despite the effectiveness of RSM in the improvement of manufacturing 
quality, these methods do not adapt well to products at the nano-level.  Rue (2006), 
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considered by some to be a leading expert in the field of nanoscience, provided the 
following remarks:  
"Nanoelectronics, the next great change in product technology, offers the potential to 
revolutionize the electronics industry, spawn new product families, and change the way 
products are designed and manufactured.  To accomplish this, product quality must be kept at 
levels heretofore unattainable. ... Changes in the way that tools are used and the results 
interpreted are required. ... These techniques will require rethinking and modification if they 
are successfully adapted to the nanoscale world." 
 
As previously mentioned, the inability to implement screening procedures and adjust 
the factor settings during the nanomanufacturing process creates a situation where 
variability can propagate as time progresses.  More importantly, it is the sheer magnitude 
of production at the nano-level that puts such a high priority on the statistical control of 
the process.  Greater precision is necessary, and so non-traditional approaches that 
involve higher-order response surfaces must be introduced to support quality 
improvement efforts.  Potential issues in using higher-order polynomials, such as multi-
collinearity and the increased presence of outliers within a given factor space, have 
prevented researchers from investigating the use of higher-order designs.  A uniform 
procedure for incorporating higher-order response surface designs is needed to further 
improve upon existing estimation techniques.  In Chapter 5, a higher-order RSM 
procedure is proposed; examples in nanomanufacturing are included to illustrate the 
methodology.  The procedures are also integrated into an improved desirability function 
approach outlined in Chapter 6 and in solving the optimal process mean problem, 






Developing an Improved Desirability Function Approach 
 
Prior to computing the individual and composite desirability functions, the mean 
response for each quality characteristic of interest is modeled using response surface 
designs.  The variability among the observations for each characteristic, as well as the 
variability that may be present between characteristics, is not considered when seeking 
the optimal factor settings for a process.  The characteristics are assumed to be 
independent, in order to avoid increasing the complexity in modeling each of the 
characteristics.  This specific disadvantage in using the desirability function approach has 
been noted recently by several researchers  Wu (2005), Jiang et al. (2009), Raissi and 
Farsani (2009), and He et al. (2010).  An alternative technique, however, is to design a 
controlled experiment from which the mean and variance of each characteristic, as well 
as the covariance between characteristics, may be modeled.  Then, by treating each 
measure of variance as an S-type characteristic and each measure of covariance as an N-
type characteristic where the objective is to achieve a desired target value of  = 0, the 
response surface designs can be integrated into the framework of the traditional 
desirability function approach.  The end result is the identification of the optimal factor 
settings for a process that support the objectives of the mean response and are more 
resistant to process variation.  This specific methodology is outlined in Chapter 6; a 
numerical example is used to illustrate the approach. 
 
Integrating RSM Procedures into Solving the Optimal Process Mean Problem 
 
As previously mentioned, the traditional approach to solving the optimal process 
mean problem begins with assuming values for the distribution parameters used in 
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modeling a quality characteristic of interest.  Then, based upon the conditions established 
for rework and discard costs, the tolerance settings, and the degree of quality loss desired, 
the best position for the process mean is identified.  An alternative approach is to 
consider deriving estimates of both the mean and variability measures through controlled 
experimentation, and then testing the validity of those estimations prior to initiating an 
optimization scheme.  The end result is the integration of RSM procedures into solving 
the optimal process mean problem, which may provide a more realistic and accurate 
representation of the overall process being analyzed.  Although RSM techniques have not 
previously been incorporated into solving the problem, a methodology can be developed 
similar to that used in the desirability function or dual response surface approaches.  An 


















   Figure 3.2:  Process Map  Integrating RSM into the Optimal Process Mean Problem 
 
With the identification of a particular quality characteristic Y, the objective of an 
approach may then be to determine the optimal process target * according to pre-
     
    
 7.  Selection / development of objective function 
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Traditional Approach: Prior knowledge of the process mean and variability measures 
      
   
 1.  Identify the quality characteristics of interest Y1, Y2, ..., Yw 
 2.  Identify the influential control factors X1, X2, ..., Xv 
 3.  Identify the experimental region of interest  
 4.  Construct an experimental RSM framework and collect observations 




     
    
 5.  Develop response surface designs for each quality characteristic 
 6.  Conduct regression analysis, as necessary 





     
    
 9.  Identify * and the optimal factor settings x* = (X1*, X2*, ..., Xv*) 







defined lower and upper specification limits, LSL and USL, respectively, and a desired 
target value .  When economic considerations and an appropriate loss function are 
utilized within the framework of an optimization scheme, finding * may directly 
translate to reduced costs for the manufacturer and improved quality for the customer.  
Given an N-type characteristic, the differences between the traditional and the proposed 




Figure 3.3:  Traditional Approach versus Proposed Approach 
(Normally Distributed Quality Characteristic with Various Cost Settings) 
 
Aside from integrating higher-order RSM techniques, there are a number of 
extensions that have not been previously documented or require more attention in solving 
the optimal process mean problem.  Each of these extensions is described in (i)-(iv) 
below: 
(i)  Working in the Presence of Heteroscedasticity.  RSM procedures require the 
development of models using least squares regression, which in turn, relies on certain 
conditions related to the data.  Specifically, the presence of normality, constant variance, 
and independence in the residuals are usually assumed to hold true, so that an unbiased 
estimator with minimum variance may be obtained.  Frequently, however, these 
conditions do not hold with experimental data, which can further complicate finding 
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can be further integrated into solving the optimal process mean problem.  Furthermore, 
the research community has not fully addressed solving the process mean problem when 
dealing with unbalanced experimental designs.  Up to this date, most research has 
focused on improving methods and techniques to reduce the error found within balanced 
data sets.  While a number of different techniques may be applied to reduce error in 
estimating response surfaces, the methods for addressing balanced and unbalanced 
designs are notably different.   
(ii)  Working with Non-Standard Experimental Regions.  When experimental designs 
are used to validate research findings, most practitioners utilize a standard cuboidal or 
spherical experimental region among factorial or response surface designs.  While these 
designs may represent what is observed in some manufacturer settings, there exist a large 
number of situations where alternative designs are needed.  For instance, a reduction in 
the number of runs for an experiment may be necessary due to excessive cost or the 
feasibility of completing such an experiment.  Infeasible factor level combinations may 
exist for a number of different reasons, which then may call for an irregularly-shaped 
experimental region.  And, there are certainly situations when non-standard models are 
needed, such as when both qualitative and quantitative factors are used in an experiment.  
When these problems are encountered and non-standard experimental regions must be 
utilized, a viable solution is to use computer-generated designs.  While there are now a 
number of computer-generated designs using various optimal design criteria, the most 
widely used are D-optimal designs.  There are instances, however, when multiple designs 
may provide identical values for the D-optimality criterion.  Hence, it may be more 
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appropriate to evaluate designs using multiple criteria such as D, A, and G, where 
comparison studies produce truly optimal results.  The use of computer-generated designs 
in solving the optimal process mean problem is an area that has not been previously 
documented.   
(iii)  Working with S and L-Type Characteristics.  As discussed in Chapter 2, a 
number of different distributions have been used to separately model S and L-type 
characteristics.  Unlike the N-type characteristic with symmetry around a desired target 
value, it is generally difficult for S-type characteristics like the number of decibels, 
degree of deterioration, and amount of contaminant, to achieve a target value of zero.  
With emphasis placed on minimization, the S-type characteristic is more often found to 
be positively skewed, thus the symmetry of the normal distribution is likely to provide an 
unsuitable approximation.  Although the distribution of observations for a process may 
take on any different shape, L-type characteristics are more often found to be negatively 
skewed for the same reasons.  Given the desire to maximize characteristics like air and 
water purity, or signal strength, a target value of 100% or in some cases, infinity, is rarely 
obtained.  The distribution selected should account for the asymmetry that is frequently 
observed among these characteristics. 
One approach is to consider the skew normal (SN) distribution, an extension of the 
normal distribution that allows for non-zero skewness.  Formally introduced by Azzalini 
(1985), several researchers have examined the properties of the SN distribution in the past 
ten years, namely Nadarajah and Kotz (2003), and Jamalizadeh et al. (2008).  Defined 
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using the parameters for location , scale , and shape , the SN( , 
2
, ) distribution 




 Figure 3.4:  Symmetric / Asymmetric SN Distributions with Corresponding Means (-----) 
 
The SN distribution is a relatively new distribution when compared to the family of 
continuous distributions that are commonly observed.  Since it is derived from the normal 
distribution, which is already widely used among quality practitioners for N-type 
characteristics, its extension to S and L-type characteristics may remove many of the 
modeling complexities.   
(iv)  Working with a Dynamic Target.  In some applications, the process target may 
change over time, creating a situation that is entirely difficult to appropriately model.  In 
order to use the desirability function approach, an appropriate lower and upper range of 
values is declared for each characteristic or response.  This approach can be particular 
problematic for dynamic or time-oriented quality characteristics, as an acceptable range 
for a response may depend greatly on which time period is examined.  Shown in Figure 
3.5 is an illustration of how the acceptable range of a dynamic nominal-the best quality 
characteristic Y can change over w time periods, given lower and upper specification 
S-Type Model SN(3,1.5,5) 
(positively skewed) 
L-Type Model SN(9,1.5, 5) 
(negatively skewed) 
N-Type Model SN(6,1,0) 
(zero skew) 
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limits, LSLq and USLq, where q = 1, 2, ..., w.  The desired target profile (q) is also shown 
using a dashed line (----). 
                                                                                                                                 






 Figure 3.5:  Illustration  Time-Oriented Dynamic Quality Characteristic 
 
While the primary objective may be to identify the optimal factor settings for achieving a 
response as close to a target profile as possible, not every situation demands that a 
response be exactly on target.  In a wide number of practices, the cost of non-
conformance for one specification limit may be significantly higher than non-
conformance for the other specification limit.  Furthermore, when a process mean 
deviates from its target value, the loss in quality may be different depending on which 
side of the target the mean lies.  And, for time-oriented characteristics, it is quite possible 
that a manufacturer may be more interested in achieving a target value at a particular 
time, rather than minimizing deviation from the entire target profile.  Hence, the 
methodology should be adaptable enough to account for greater penalties for non-
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time-oriented dynamic characteristics is not readily apparent, this is an area of research 
that should be addressed.   
Within Chapter 7, quality models are developed that support extending the optimal 
process mean problem to address the areas outlined in (i)-(iv) above. 
 
Developing a Target-Focused Multivariate Process Capability Index 
 
As discussed in Chapter 2, some researchers have made an effort to develop 
multivariate PCIs.  Many of the approaches, however, are based upon modified tolerance 
regions or process regions adjusted for the sake of mathematical reason, ignoring the fact 
that these adjustments fall short of modeling realistic problems.  Furthermore, the 
multivariate indices inadequately penalize accordingly when the process mean vector 
deviates from the target vector.  In this respect, most indices take a manufacturer's 
perspective by incorporating a loss function that solely focuses on separating non-
conforming products from conforming products under some process target, rather than 
take a customer's perspective by incorporating some dissatisfaction at the loss in quality 
when deviation occurs.   
Finally, most multivariate indices lack flexibility in adapting to various industrial 
applications; they simply assume that the magnitude of quality loss among distinctly 
different process characteristics is comparable.  Deviation from a desired target value, 
however, can have a number of different meanings depending on the characteristic of 
interest.  For instance, the development of parts for a space transport vehicle or the 
construction of electronic circuits supporting a defense system will certainly require 
highly restrictive process limitations, as the inability to meet target values may directly 
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translate to loss of life or extreme cost.  On the other hand, the manufacturing of clothing 
and textile materials will likely have desired measures for size and stitching established, 
but the penalty for deviating from those measures will surely be less in comparison.  
Thus, a multivariate PCI should incorporate a loss function that is adaptable to setting 
higher or lower penalties for target deviation.  Figure 3.6 displays an example of an 
adaptable bivariate loss function with settings that correspond to various industrial 
applications.  The loss is associated with observations y1 and y2 taken on two quality 
characteristics Y1 and Y2, respectively, over a rectangular region.   
 
            
Figure 3.6:  Example  Adaptable Loss Function (Rectangular Tolerance Region) 
 
In Chapter 8, a multivariate process capability index is developed that incorporates a 
target-focused quality loss function; comparison studies are then conducted to illustrate 
the effectiveness in using the proposed PCI.  
 
Designing the Optimal Process Mean Vector for Mixed Multiple Quality Characteristics 
 
As previously mentioned, a review of the literature associated with the optimal 
process mean problem indicates that the predominant approach is to consider N-type 
characteristics; few researchers have examined cases using S or L-type characteristics.  
Aerospace Electronics (circuitry), 









For the complexity in modeling the characteristics, only a small number of researchers 
have examined the problem of using multiple S, L, or N-type characteristics in process or 
product optimization.  Mixed multiple characteristics, such as S and L, or N and L, 
however, have not been previously investigated among researchers, despite the numerous 
applications where these quality models are apparent and necessary.  In Chapter 9, a 
methodology is proposed to identify the optimal process mean vector for mixed multiple 
characteristics, by modeling the quality characteristics with the multivariate skew normal 
distribution.     
 
Integrating Predictability and Profitability into an Experimental Factor Space 
through Reverse Optimization 
 
When a researcher desires to identify the most profitable location for the process 
mean, assumptions are made regarding the process parameter values and various 
constraints such as cost or the degree of quality loss when a product characteristic 
deviates from its desired target value.  The optimal location of the mean will shift, 
however, with any adjustment in the cost structure, tolerance settings, or change in 
quality loss coefficients.  More importantly, as time progresses, the variability of a 
process will tend to increase due to chance or assignable causes, which also affects the 
ideal setting of the process mean.  As a result of this uncertainty, the confidence in 
manufacturing decisions associated with resetting the process target value is diminished.  
Furthermore, the ability to predict the location of the most profitable settings with any 
accuracy is extremely limited.   
 48 
Rather than assume fixed values for the process variability or establish a set of fixed 
non-conformance costs, it is perhaps more realistic to consider a range of variability or 
costs.  Given this shift in the process conditions, an engineer may then be able to define 
the corresponding interval of shift in the optimal mean * by relating the characteristic 
parameters to an experimental factor space.  Shown in Figure 3.7 is a conceptual sketch 
of a "factor line" which outlines a shift in the factor settings (X1*, X2*) that must be 
applied when an increase in process variability is encountered. 
 
              
 
 
Figure 3.7:  Conceptual Sketch  Relating the Factor Space Settings  
to a Shift in the Optimal Process Mean 
 
In order to gain a sense of process robustness and obtain greater predictive capability 
in the setting of the optimal mean, a reverse optimization methodology is proposed in 
Chapter 10.  Specifically, a non-linear programming routine is suggested that utilizes a 
modified desirability function approach to relate observations made on a characteristic to 
various influential factors.  The methodology is extended to consider both the univariate 























INVESTIGATING THE EFFECTS OF VARIABILITY MEASURE SELECTION  





Since the integration of response surface methods into the dual response problem, a 
wide variation of approaches have been proposed to further improve upon product and 
process optimization.  Some researchers have adopted more proven and efficient 
algorithms, while others have considered alternative formulations in the structure of the 
dual response problem.  The objective of these robust design methods, however, has not 
changed; the optimal factor settings are sought that minimize the process variance and the 
deviation of the process mean from its desired target value.  One area of interest that has 
not been fully addressed by the robust design community is the selection of the variability 
measure for use within the dual response problem.  Typically, researchers will choose 
one of three measures in the development of response surface designs  the standard 
deviation, the variance, or the logarithm of the standard deviation.  Depending on which 
estimator is selected, however, a different set of optimal factor settings can result, thus 
complicating comparison studies and data analysis efforts.  The purpose of this research 
is to examine the effects of variability measure selection on these results and suggest a 
uniform approach.  The original work for this research is published, with reference 








Given a quality characteristic of interest Y that is influenced by a set of control factors  
x = (X1, X2, ..., Xv) for a process, suppose that an experiment is conducted to identify the 
optimal factor settings x* = (X1*, X2*, ..., Xv*).  Furthermore, consider an experimental 
framework where n runs are conducted with m replications for these factors.  Let ypr be 
the rth response at the pth design point, where p = 1, 2, ..., n and r = 1, 2, ..., m.  The 
mean, standard deviation, variance, and logarithm of the standard deviation at the pth 
design point are found using the following formulas: 













































m     
(4.1) 
 
Table 4.1 presents the format for such an experiment.   
 
Table 4.1:  Experimental Response Surface Methodology Format 
 
Run X1   X2 ………  Xv Replications (Y) 
y  s s
2




















y11  y12 …… y1r …… y1m 
 
y21  y22 …… y2r …… y2m 
 
   .       .              .              . 
   .       .              .              . 
   .       .              .              . 
 
yj1  yj2 …… ypr …… ypm 
 
   .       .              .              . 
   .       .              .              . 
   .       .              .              . 
 




































































Using least squares regression, response surface designs are developed for the mean 
and each variability measure.  In particular, the general form of the response surface 
design for the mean including the intercept with k parameters or k 1 predictor variables 
may be written as: 
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X , and T1 2[ , ,..., ]ny y yy  (4.2) 
 
The response surface designs for each variability measure are developed in a similar 
fashion.   
 
                ˆˆ( )x X , where T Tˆ ( -1X X) X s , and T1 2[ , ,..., ]ns s ss                  (4.3) 
                       2
2 ˆ( )x X , where 2
T Tˆ ( -1 2X X) X s , and 2 2 2 T1 2[ , ,..., ]ns s s
2
s                         
               ln
ˆln ( )x X , where T Tln
ˆ ( ln-1X X) X s , and T1 2ln [ln ,ln ,...,ln ]ns s ss                     
 
To ensure a fair and valid comparison between each variability measure is conducted, the 
same full order array of predictor variables is used to model each measure.  To evaluate 
the fit of each response surface design, a number of different criteria may be examined.  
The coefficient of determination R
2
 for a given model, which involves a ratio of the 
regression sum of squares (SSR) or SSE to the total sum of squares (SSTO), may provide 
some value in the comparison of designs. 




                                                (4.4) 
 
In order to identify when and under what conditions one variability measure may 
outperform another measure, several experiments are conducted.  The performance of a 
specific measure may be affected by the amount of variability in the data set or in the 
response surface design, itself, hence examining the results while adjusting these 
conditions may be useful.  In addition, constraining the mean to its target and 
subsequently optimizing the variability measure may produce different results than when 
the simultaneous optimization of the mean and variance are performed.  Thus, alternative 
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optimization methods should be observed to differentiate among the schemes previously 
used by researchers.  Finally, it is not completely clear what effect the fit of each surface 
is having on the performance of the variability measure.  To consider each of these 
factors, four experiments are conducted, labeled Part A, B, C, and D. 
Part A and B:  The method used by Vining and Myers (1990) is used to compare and 
contrast solutions.  An iterative Nelder-Mead direct search method is employed within 
the experimental region of interest that seeks to identify a global maximum.  In particular, 
for an N-type characteristic, where ˆ( )x represents the normalized variability measure of 
interest, the optimization scheme is: 
                       T 2
2 2
ˆMinimize: ( )
ˆSubject to: ( )
                   (central composite design), or
                 1,  for 1,2,...,  (factorial design),









                   (4.5) 
 
For Part A, the data is slightly adjusted to support testing the measures against different 
variability conditions, specifically when 1,s 1,s 5,s 10,s 30,s and where the mean 
coefficient of variation 1CV  and 1CV .  For Part B, the variability in each response 
surface is adjusted to identify the effect on the measure of interest, specifically when 
Var(s)  0.05, Var(s)  0.50, Var(s)  2, Var(s)  5, Var(s)  60, and Var(s)  120. 
Part C and D:  For these experiments, the simultaneous optimization of the process 
mean and variance are desired.  Xu et al. (2004) developed a modified desirability 
function approach using a goal attainment technique, which provided greater weight to 
those fitted response surfaces with a higher R
2
.  Although designed for multi-response 
problems, the approach can easily be adapted to consider the mean and the variability 
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measure as two separate characteristics.  The procedure is conducted in three distinct 
steps, outlined within (i)-(iii): 
(i)  Individual desirability functions are developed for the mean and the normalized 
variability measure, ˆ[ ( )]d x and ˆ[ ( )],d x  respectively.  In particular, considering the mean 
of an N-type characteristic and treating the variability measure as an S-type characteristic, 
we have: 























            ˆ0 if ( )  
ˆ( )
ˆif ( ) ,















where N and S represent the shape parameters for the individual desirability functions, 
chosen based upon the degree of importance in obtaining the corresponding target N  or 
S.  The range of each individual desirability function is [0, 1], where values close to or 
equal to 1 are considered ideal and values at or near 0 are considered undesirable.   
(ii)  Weights are established for each of the individual desirability functions, denoted 
, based upon the established fit of the response surface designs.  The weighting system 
proposed by Xu et al. is adopted: 




where 20 1R                                           (4.7) 
 
(iii)  Given the weights for the mean and variability measure of interest, the objective 
is then to determine the factor settings x* = (X1*, X2*, ..., Xv*) that maximize the 
weighted geometric mean of the individual desirability functions, referred to as the 
composite desirability function D: 
ˆ[ ( )]d x  
ˆ[ ( )]d x  
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1/( )
ˆˆ[ ( )] [ ( )]D d dx x                                        (4.8) 
 
As with the individual desirability functions, a composite desirability function with a 
value close to or equal to 1 is considered ideal, whereas a value at or near zero is 
completely undesirable.   
 Similar to the experiment in Part A, Part C examines the performance of the 
variability measures against different conditions, namely when 
1,s 1,s 5,s 10,s 30,s and where the mean coefficient of variation 1CV  and 
1CV .  And as in Part B, Part D involves adjusting the variability within each response 
surface, namely when Var(s)  0.05, Var(s)  0.50, Var(s)  2, Var(s)  5, Var(s)  60, 
and Var(s)  120. 
Finally, using the optimal factor settings x* identified for each experimental 
condition, the mean square error (MSE) may be calculated as in Equation (4.9).  This 
criterion will serve as the primary tool for comparing the performance among the 
different variability measures. 





In order to perform an analysis of the variability measures both numerically and 
graphically, an example using two control factors is examined.  Consider an experiment 
where the effect of various factor settings on the coating thickness (Y) of silicon wafers, 
measured in micrometers, is investigated for a semiconductor manufacturing process.  A 
central composite design is used, consisting of 13 runs among two control factors  the 
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temperature of the molding stage (X1) measured in degrees fahrenheit, and the injection 
flow rate (X2) measured in pounds per second.  As an N-type characteristic, a desired 
target value of  = 77.5 m is established for the coating thickness in this experiment, 
with a lower and upper specification limit of 73.5 m and 81.5 m, respectively.  Four 
replications of the experiment are performed; shown in Table 4.2 are the observations 
noted for Y when 1s  ( 0.686s ), along with the calculations for the mean and each 
variability measure. 
Table 4.2:  Semiconductor Manufacturing Process  Experimental Framework ( 1s ) 
 
 Coded Units Quality Characteristic     
 Temp Flow Rate Coating Thickness ( m) Mean Variability Measures 
Run X1 X2 Y (4 replications) y  s s
2 ln s 
1 –1 –1 76.3 78.0 76.5 77.0 76.950 0.759 0.577 0.275 
2 1 –1 74.0 75.5 73.4 74.8 74.425 0.918 0.843 0.086 
3 –1 1 75.2 76.1 77.0 74.9 75.800 0.949 0.900 0.053 
4 1 1 72.0 73.5 74.1 73.3 73.225 0.885 0.782 0.123 
5 –1.414 0 74.9 75.1 76.0 74.8 75.200 0.548 0.300 0.602 
6 1.414 0 75.6 75.9 74.3 74.7 75.125 0.750 0.563 0.288 
7 0 1.414 78.5 77.0 77.2 76.9 77.400 0.744 0.553 0.296 
8 0 1.414 76.0 75.9 76.1 76.7 75.600 0.594 0.353 0.520 
9 0 0 76.1 77.0 75.9 76.7 76.425 0.512 0.263 0.669 
10 0 0 75.1 75.3 76.1 74.0 74.800 0.572 0.327 0.559 
11 0 0 75.5 76.0 75.8 76.1 75.850 0.265 0.070 1.330 
12 0 0 74.0 75.2 75.1 74.3 74.650 0.592 0.350 0.525 
13 0 0 76.2 75.0 77.0 76.3 76.125 0.830 0.689 0.186 
 
A full second-order response surface design is developed for the mean and each 
variability measure, as noted below: 
                  2 21 2 1 2 1 2ˆ ( ) 75.5701 0.6509 0.6120 0.0125 0.3867 0.2822X X X X X Xx  
                  2 21 2 1 2 1 2ˆ ( ) 0.5540 0.0476 0.0069 0.0556 0.1021 0.1122X X X X X Xx  
                  2 2 21 2 1 2 1 2( ) 0.3396 0.0650 0.0024 0.0958 0.1291 0.1402X X X X X Xx  
                  2 21 2 1 2 1 2ln ( ) 0.6538 0.0705 0.0164 0.0649 0.1776 0.1960X X X X X Xx  
 
For Part A and B, the optimization scheme outlined by Equation (4.5) is used to 
identify the optimal factor settings for the process.  In Part A, the conditions as shown in 
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Table 4.2 where 1s  are considered, and in Part B, the conditions are adjusted slightly 
such that Var(s)  0.05.  Shown in Tables 4.3 and 4.4 are the results for Part A and B, 
respectively, examining each of these specific cases when the normalized variability 
measure is used.  The most favorable results in terms of MSE are highlighted. 
Table 4.3:  Results for Part A with 1s   
 
Conditions Measure x* ˆ ( *)x  ˆ( *)x  MSE 
1s  
 ( 0.358864, 1.42299) 77.19 0.576 0.672 
2
 ( 0.358849, 1.42300) 77.19 0.571 0.667 
ln  ( 0.358899, 1.42299) 77.19 0.584 0.679 
 
Table 4.4:  Results for Part B with Var(s)  0.05  
 
Conditions Measure x* ˆ ( *)x  ˆ( *)x  MSE 
Var(s)  0.05 
 ( 0.322639, 1.39602) 77.41 0.895 0.903 
2
 ( 0.322949, 1.39592) 77.41 0.915 0.922 
ln  ( 0.322926, 1.39494) 77.41 0.877 0.884 
 
For Part C and D, the effects of performing a simultaneous optimization of the mean 
and variance are observed using a modified desirability function approach.  The same 
conditions used in Parts A and B are applied to Parts C and D, respectively; shown in 
Tables 4.5 and 4.6 are the results looking specifically at these specific cases when the 
normalized variability measure is used.  The shape parameter is established at  = 1 for 
each of the individual desirability functions.  The weighting of the composite desirability 
function D is based upon the coefficient of determination, as described earlier.  While the 
response surface design for the mean naturally has the same fit for all three measures, the 
values of R
2
 for the variability measures differ as shown in the table.  For this experiment, 
the quality of the fit for the response surface corresponding to a particular variability 
measure is of little concern; the comparison of the fit among response surfaces is of 
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greater concern, as they are all designed using the same terms.  The most favorable 
results in terms of MSE and desirability are highlighted. 
Table 4.5:  Results for Part C with 1s   
 




 ( 0.631033, 1.00624) 76.72 0.422 1.030 38.1% 0.745 
2
 ( 0.730602, 1.14028) 76.89 0.466 0.838 38.7% 0.743 
ln  ( 0.545607, 0.896334) 76.58 0.368 1.214 34.8% 0.754 
 
Table 4.6:  Results for Part D with Var(s)  0.05  
 
Conditions Measure x* ˆ ( *)x  ˆ( *)x  MSE R
2
 D 
Var(s)  0.05 
 ( 0.633500, 0.670144) 76.43 0.425 1.553 48.6% 0.718 
2
 ( 0.695300, 0.599372) 76.36 0.450 1.744 51.2% 0.701 
ln  ( 0.557368, 0.707802) 76.47 0.380 1.439 42.5% 0.739 
 
Appendix B lists the complete results for each of the four experiments (A, B, C, and D) 
among each of the experimental testing conditions.  
 
Analysis of Results 
 
Upon examining Tables B.1-B.4 in Appendix B, the most obvious finding is that the 
results for MSE and D never indicate the standard deviation as outperforming either the 
variance or logarithmic transformation as a variability measure.  In fact, the performance 
of the measure always appears to be second among the three choices.  The reason for this 
behavior is best explained by examining the situation graphically.  Three separate 
situations are encountered in the results; they are discussed in detail within (i)-(iii): 
(i)  Consider the conditions established for the experiment in Part A, specifically the 
case where 1s ; shown in Figure 4.1 are the contour plots for each of the normalized 
response surfaces, along with the circular experimental region (       ) and the target line  
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(       ), indicating all of the points by which the process mean is equal to the target of 77.5 
m.  
       
                        (a)                                           (b)                                          (c) 
       Figure 4.1:  Comparison of Optimal Factor Settings (  ) for Variability Measures 
    (a) Standard Deviation, (b) Variance, and (c) Logarithm of the Standard Deviation 
 
The fitted response surfaces within Figure 4.1 are slightly different; the surfaces for the 
normalized standard deviation and variance measures are more elongated than that of the 
logarithmic function, and the latter appears to be centered more within the experimental 
region of interest.  Suppose the contour surfaces in Figure 4.1 are overlapped and the 
minimum for each surface is identified in relation to the target line and the experimental 
region of interest, as shown in Figure 4.2.  The minima within the region of interest are 
labeled S, V, and L for the standard deviation, variance, and logarithmic function, 
respectively.  In this case, a comparison of the surfaces at an identical contour value 
indicates that the logarithm function is able to achieve a minimum closer to the target line 





Figure 4.2:  Relation between Response Surfaces (Identical Contour Height) 
              and Target Line ( 1s ) for the Standard Deviation (       ), Variance (     ),  
                                     and Logarithm of the Standard Deviation (     ) 
 
As shown numerically for this particular case in Appendix B, the logarithm function was 
able to achieve a smaller MSE and the resulting optimal factor settings for each of the 
variability measures were slightly different. 
(ii)  With some of the experimental conditions, however, the optimal factors 
identified among the different variability measures are found to be the same, as in Part A 
for (a) 10s and (b) 30s .  In this situation, the minima for the unconstrained surfaces 
are likely found outside the experimental region of interest; when the surfaces are then 
constrained, it creates a situation where each minimum within the experimental region of 
interest aligns at the same point on the boundary.  As shown in Figure 4.3 (a) and (b), 
corresponding to the numerical results, it is the variance estimator which is able to 




ˆ ( )x  





                               
                                  (a) 10s                                              (b) 30s   
Figure 4.3:  Relation between Response Surfaces (Identical Contour Height) 
               and the Target Line for the Standard Deviation (       ), Variance (     ),  
                                        and Logarithm of the Standard Deviation (     ) 
 
 (iii)  In addition, the results indicate that there are situations, specifically when 1s , 
where the desired target of 77.5 m is not achievable, and some process bias is obtained.  
This particular situation occurs when the target line lies outside the experimental region 
of interest, as observed in Figure 4.4 below. 
                                          
 
Figure 4.4:  Relation between Response Surfaces (Identical Contour Height) 
           and the Target Line ( 1s ) for the Standard Deviation (       ), Variance (     ),  
                                        and Logarithm of the Standard Deviation (     ) 
 
In Figure 4.4, given identical contour heights for each of the surfaces, it is the variance 
estimator which achieves a value closer to the target line in this case. 
ˆ ( )x  
T 2x x  
L, S, V 
L, S, V 
T 2x x  
ˆ ( )x  
ˆ ( )x  





From the analysis in (i), (ii), and (iii), several findings are apparent.  First, the primary 
reason that the standard deviation appears to perform unsatisfactorily from a numerical 
perspective as compared to the variance and logarithm function is due to the scaling 
associated with each measure.  The scale of the functions naturally increases when one 
transitions from the logarithm function to the standard deviation to the variance.  Thus, 
the contours of the surface associated with the standard deviation are naturally bounded 
by the contours of the logarithm function and variance for any condition.  Depending on 
the orientation of the surfaces within the experimental region of interest, it is then either 
the contours of the logarithm function or variance that are aligned closer to the target line.  
Figure 4.5 captures this concept graphically; the results from adjusting the target line in 
the case when 1s  are shown in the upper left portion of each graph.    
                           
 
Figure 4.5:  Relation between Response Surfaces (Identical Contour Height) 
        and the Target Line ( 1s ) for the Standard Deviation (       ), Variance (     ), and                   
                                       Logarithm of the Standard Deviation (     ) 
 
Another finding from the analysis is the fact that the apparent quality of the fit for 
each response surface has little effect on the performance of the variability measure in 
terms of MSE or D.  Nearly one-half of the experiments conducted in Part C and D 
ˆ ( )x  




T 2x x  ˆ ( )x  
MSE(S)=0.672                                         = 77.5 
MSE(V)=0.668                                               
MSE(L)=0.680 
MSE(S)=0.534                                        = 71.4 






produced results where the measure with the lowest R
2
 value produced the lowest MSE 
and highest D.  In addition, for a given set of conditions, the optimization scheme 
selected appears to have only a minor effect on the performance of the variability 
measure  in only one instance did the measure with the lowest MSE change upon 
transitioning from a constrained to an unconstrained mean problem.  The simultaneous 
optimization of the mean and normalized variance, however, can result in optimal factor 
settings that are slightly different than in the constrained problem.  Finally, there appears 
to be little to no effect of increasing the mean or variance of the standard deviation on the 
performance of any one measure  the optimal solutions continue to shift between the 
variance and logarithm function measures.  In sum, the overwhelming factor in the 
performance of each measure is the location of the target line with respect to the minima 
for the normalized surface, as the variation among the minima is slight in nearly every 
case.  Thus, the problem is data-driven; the performance of any two measures may 
change just by examining a different data set.  This is a particularly important point, since 




While the analysis in the previous section offers insight into why one variability 
measure may outperform another measure, it does not indicate which measure may be 
more suitable to use.  The logarithm function is generally used by researchers when the 
values of the standard deviation are extremely close to zero, in order to avoid cases where 
a fitted function may result in values less than zero.  In contrast, most researchers will 
 63 
either use the standard deviation or variance as a variability measure for any other set of 
experimental conditions, so further discussion is limited to these estimators.    
For the purpose of illustration, consider a basic example where replicated 
observations are collected on a single factor over multiple levels.  Given the calculations 
for the standard deviation (  ) and the variance (  ), first-order fitted functions are 
developed for s and s
2
.  Figure 4.6 portrays the general relationship between these 
functions and the square of the fitted function ˆ ( )x .  A second-order fitted function for s
2
 
is also shown for comparison. 
 
                       
 
                         Figure 4.6:  Example  Comparison of 2ˆ ( )x and 2 ( )x  
 
When the first-order fitted function for the standard deviation ˆ ( )x is squared, the result is 
a second-order polynomial.  As the data for the variance maintains a quadratic 
relationship, this function is naturally able to provide a more suitable estimation.  The 
precision of the function 2ˆ ( ),x however, is insufficient when compared to the second-
order fitted function for the variance 2 ( )x .  The same general result is observed when the 
standard deviation and variance are estimated using second-order fitted functions, as 
shown in Figure 4.7. 
   x      s       s
2
 
   1    2.0    4.0 
   2    3.0    9.0 
   3    2.0    4.0 
   4    4.0  16.0 
   5    3.0    9.0 
   6    4.0  16.0 
   7    5.0  25.0 
(x) = 1.5714 + 0.4286x 
2
(x) = 0.1430 +2.929x 
 SSE = 106.71, R
2
 = 69.2% 
  
2
(x) = 2.469 + 1.347x + 0.1837x
2
 
  SSE = 95.22, R
2
 = 72.5%  
x 
2
(x) = 6.143 1.071x + 0.5000x
2
 
  SSE = 85.71, R
2




                           Figure 4.7:  Example  Comparison of 2ˆ ( )x and 2 ( )x  
 
The example above presents the pattern which is observed when two, three, or higher-
factor experiments are performed.  When both 2ˆ ( )x and 2 ( )x are of the same order, the 
latter is able to provide a more suitable estimation of the response, as it is designed to 
provide the least squares fit for the data.  In contrast, when ˆ ( )x and 2 ( )x are of the same 
order, and ˆ ( )x is then squared for normalization, 2ˆ ( )x is able to provide a more suitable 
estimation.  This presents a tradeoff which describes exactly when one variability 
measure should be used over another.  There are additional considerations, however, that 
make using 2 ( )x over 2ˆ ( )x more difficult.   
Consider, for instance, the same conditions outlined within the experimental test; the 
fitted functions for 2ˆ ( )x and 2 ( )x are shown below: 
2 2 2
1 2 1 2 1 2( ) 0.3396 0.0650 0.0024 0.0958 0.1291 0.1402X X X X X Xx  
2 2 2 2 2
1 2 1 2 1 2 1 2 1 2
ˆ ( ) 0.3069 0.0527 0.0076 0.0623 0.1154 0.1243 0.0067 0.0114X X X X X X X X X Xx  
              3 3 3 3 2 2 4 41 2 1 2 1 2 1 2 1 20.0097 0.0015 0.0114 0.0125 0.0260 0.0104 0.0126X X X X X X X X X X  
 
In this case, the predictive ability of the fourth-order model 2ˆ ( )x is much greater than the 
second-order model 2 ( )x .  In order to overcome this problem and continue to achieve a 




(x) = 6.143  1.071x +0.5000x
2
 
 SSE = 85.71, R
2
 = 75.3% 
   
2




   
                + 0.0023x
4
 
  SSE = 82.17, R
2
 = 76.3%  
2







 SSE = 69.35, R
2
 = 80.0%  
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least squares fit of the data, a fourth-order model for 2 ( )x is then constructed.  When a 
screening test for multi-collinearity between the predictor variables is performed, the 
variance inflation factors for the terms in 2 ( )x all tend to infinity, as the variables are 





 are aliased within the factor space for the fourth-order model, so the columns 
of the design matrix X are found to be linearly dependent.  Even if the fourth-order terms 
are removed and the third-order terms are retained, more than one-half of the predictor 
variables in the resulting model produce variance inflation factors that tend to infinity.  
Although a more accurate estimate of 
2
 may be obtained through using 2 ( ),x the 
confidence intervals for each of the regression coefficients in the model are extremely 
wide, thus wrongly influencing the identification of the optimal factor settings x*.  The 
reason 2ˆ ( )x is not affected by the same issue is due to the reduced parameter space it 
contains compared to 2 ( )x .  Given parameters 0, 1, ..., p for ˆ ( )x and parameters 1, 
2, ..., p for
2 ( ),x Table 4.7 presents the general construct of different response surface 
designs for a single-factor case. 
                      Table 4.7:  Comparison of Parameter Space for 2ˆ ( )x and 2 ( )x  
       given the basis (i) 0 1ˆ( )x x  (first order) or (ii) 
2
0 1 2ˆ ( )x x x  (second order)  
 
Basis Model Order # Parameters 
(i) 
2 2 2 2
0 0 1 1ˆ ( ) 2x x x  2 2 ( 0, 1) 
2
0 1( )x x  1 2 ( 0, 1) 
2 2
0 1 2( )x x x  2 3 ( 0, 1, 2) 
(ii) 
2 2 2 2 3 2 4
0 0 1 0 2 1 1 2 2ˆ ( ) 2 (2 ) 2x x x x x  4 3 ( 0, 1, 2) 
2 2
0 1 2( )x x x  2 3 ( 0, 1, 2) 
2 2 3 4
0 1 2 3 4( )x x x x x  4 5 ( 0, 1, 2, 3, 4) 
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Thus, 2ˆ ( )x is able to achieve the higher-order estimation without the over-
parameterization that results from developing a higher-order regression model as in 2 ( )x .   
In most dual response approach experiments, second-order designs are established 
for ˆ ( )x and 2 ( )x .  If the experiment has only two factors, it is not possible for 2 ( )x to 
upgrade to a fourth-order model without violating the prescribed limits of multi-
collinearity.  Given a three-factor experiment, some of the terms would likely be aliased 
and would therefore have to be removed.  In this case, it is possible that the resulting 
fourth-order model for 2 ( )x with less terms than 2ˆ ( )x might serve as a more suitable 
estimate for the response; this case is driven by the example and would have to be tested 
statistically.  For four or more factors, it is likely that 2 ( )x is able to achieve a fourth-
order fit without the presence of undue correlation within the model, and thus would be 
more suitable to use.  Thus, in sum, the dimensions of the factor space play the most 
crucial role in variability measure selection; the variance estimator becomes increasingly 




When response surface methods are used to model the process variability in a robust 
design approach, several different variability measures may be observed serving in this 
capacity.  Typically, the standard deviation, variance, or logarithm of the standard 
deviation is modeled within an experimental framework.  The response surfaces for each 
of these measures differ, however, leading to optimal factor settings that also vary 
slightly from one another.  To further complicate the matter, most researchers will use 
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existing data sets in the literature to demonstrate an improvement of performance in one 
model over another.  Thus, an analysis of variability measure selection is warranted.  The 
results of the analysis suggest that the performance of each variability measure is 
completely driven by the data in an experiment, regardless of the conditions and whether 
the process mean is constrained or unconstrained.  Therefore, in terms of an evaluation 
criterion such as the mean square error or desirability index, a researcher may 
demonstrate an improvement over an existing model just by changing the variability 
measure or by examining a different data set.  It is important to also note that each 
measure has specific attributes that make it more attractive to use over another under a 
given set of conditions.  Given normalized response surface designs of the same order, 
the models using the standard deviation and logarithm function can never achieve the 
least squares fit that a model using the variance can obtain.  Fitted functions for the 
variance, however, face challenges with multi-collinearity when attempting to model a 
response using higher-order terms.  If the tradeoff between these measures is recognized, 











THE DEVELOPMENT OF HIGHER-ORDER  





Within the last twenty years, the opportunities for manufacturing at the nano-level 
have continued to increase substantially.  Despite this growth, the nanomanufacturing 
industry continues to face the enormous challenge of obtaining a significant experimental 
yield that is worthy of the cost to produce at the atomic level.  Products that are 
developed at the nano-level demand manufacturer process settings that are of the 
absolutely highest degree of precision with enhanced prediction capabilities.  Today, 
most research efforts involve the use of existing statistical techniques, such as RSM, to 
evaluate new experimental approaches in producing nanoparticles.  While response 
surface methods are appropriate for identifying optimal factor settings in the traditional 
manufacturing process, they are less suited under significantly elevated degrees of 
quality.  For this reason, a higher order response surface methodology is proposed; the 




The proposed RSM procedure begins with the identification of the quality 
characteristics, the factors influencing these characteristics, and the region of interest for 
a given experiment.  Consider an experiment where up to w quality characteristics Y1, Y2, 
..., Yw are influenced by a set of v control factors X1, X2, ..., Xv, and n runs or design points 
are conducted for these factors.  Let ypq be the observation for the qth quality 
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characteristic at the pth design point, where q = 1, 2, ..., w, and p = 1, 2, ..., n.  Table 5.1 
outlines the format for such an experiment. 
Table 5.1:  Experimental Response Surface Methodology Format 
 




















y11  y12 …… y1q …… y1w 
 
y21  y22 …… y2q …… y2w 
 
   .       .              .              . 
   .       .              .              . 
   .       .              .              . 
 
yp1  yp2 …… ypq …… ypw 
 
   .       .              .              . 
   .       .              .              . 
   .       .              .              . 
 
yn1  yn2 …… ynq …… ynw 
 
Upon randomization of the sequence of treatments for the experiment, observations 
are collected on each of the quality characteristics of interest.  In order to support using 
regression techniques, the model assumptions for each of the characteristics are first 
validated using a standard fit of the data; specifically, the assumptions of normality, 
constant variance, and a lack of autocorrelation in the residuals are investigated.  Then, 
using least squares regression, higher-order fitted response surface functions are 
developed for each of the quality characteristics of interest.  In particular, for the qth 
characteristic Yq with n observations among the set of control factors x, the general form 
of the response surface design with k parameters or k 1 predictor variables is written as:  
ˆˆ ( )q qy x X , where 
T Tˆ (q q
-1













X , and T1 2[ , ,..., ]q q q nqy y yy  
(5.1) 
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The fitted function ˆ ( )qy x may be expressed in terms of the hat matrix H to facilitate the 
identification of influential observations in the data as a result of their location within the 
factor space.    
         
1 Tˆˆ ( ) ( ' )q q q qy x X X X X X y Hy , where 
T 1 T( )H X X X X  is an n x n matrix      (5.2) 
 
In addition, if the vector of the residual terms for the response surface design used to 
estimate the qth characteristic is denoted as eq, we can express the residual vector as a 
linear combination of the vector of responses: 
                   ˆ ( ) ( )q q q q q qye y x y Hy I H y , where I is the identity matrix              (5.3) 
 
Furthermore, since the idempotent properties of the hat matrix have that (I H)(I H) = 
I H, the error sum of squares (SSE) in the analysis of variance for a given response 




(I H)y q with n k degrees of 





H, it can also be shown that the regression sum of squares (SSR) and the total 
sums of squares (SSTO) may be written as:   
            T T T T
1 1ˆ
q q q q q qSSR
n n
X y y Jy y H J y , with k 1 degrees of freedom        (5.4) 
 T T T
1 1
( )q q q q q qSSTO SSE SSR
n n
y I H y y H J y y I J y , with n 1 degrees of freedom 
 
For each response surface design, only those terms contributing to the regression are 
retained for further analysis.  In order to identify the proper subset of terms for modeling 
each characteristic, any number of evaluation criteria may be examined to compare the 
results of the estimation.  The proposed methodology may use any combination of six 
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well-established criteria to evaluate the model with k parameters  the coefficient of 
determination Rk
2
, the adjusted coefficient of determination Ra,k
2
, the prediction sum of 
squares PRESSk, the mean square error MSEk, Mallow's Ck, and Akaike's Information 
criterion AICk.  Mallow's Ck and Ra,k
2
 are particularly useful in evaluating higher-order 
polynomial models, as they tend to penalize those with a large number of predictor 
variables.  Since Ck and MSEk are closely related, they are typically used interchangeably 
to assess a given model.  A review of each criterion is provided in Table 5.2. 
Table 5.2:  Evaluation Criteria for the Model with k Parameters 
 







High criterion values are sought.  Although the values can never decrease 
as additional predictor variables are added to the model, it does aid in 










The interpretation of this measure is similar to Rk
2
 (high values are 
sought), but where the number of parameters is taken into account through 
the corresponding degrees of freedom.  Thus, this measure is not 











Here, ep represents the pth residual and hpp represents the pth diagonal 
element of the hat matrix H.  For models with large hpp values, the 
prediction sum of squares will be large, resulting in more influential points 
within a regression model.  Models that have smaller PRESSk values 







Measures the average of the square of the error for a model with k 






When there is no bias observed within a model, the formula for Ck reduces 
to Ck = k.  In addition, models that result in small values of Ck have a small 
total MSE.  Thus, small Mallow's criterion values that are close to k 
represent the ideal subset of terms for a given model. 
ln( ) ln( ) 2k kAIC n SSE n n k  
Measures the tradeoff between the amount of bias and variance in a model.  
As k increases, nln(SSEk) decreases and 2k increases. Since AICk seeks 
models that best fit the data with a minimum number of terms, small AICk 
values are sought. 
 
Once a suitable model is selected based upon the results of the evaluation criteria, two 
screening tests are performed.  The first test it to identify if intercorrelation or 
multicollinearity exists between the predictor variables as a result of using a model with 
higher-order terms.  One frequently used measure of the correlation between predictor 
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variables is the variance inflation factor (VIF).  When considering standardized estimated 
regression coefficients, it can be shown that the ith diagonal element of the covariance 
matrix of regression coefficients, for i = 1, 2, ..., k 1, is the variance inflation factor given 




 is the coefficient of multiple determination, obtained 
when one predictor variable is regressed against the other k 2 variables in the model.   If 
there is no linear relation between a predictor variable and the other variables in the 
model, then Ri
2
 = 0 and (VIF)i = 1; if the predictor variable has a perfect linear 
association with the other variables in the model, then Ri
2
 = 1, and (VIF)i is unbounded.  
Generally, it is accepted that if several VIF values are greater than 10 for a given model, 
the presence of multicollinearity between the predictor variables is an issue.  In this 
instance, one or more of the correlated predictor variables may be removed, a centering 
technique may be used, or remedial measures such as ridge regression may be employed.  
The second screening test is to determine if influential observations exist within the 
factor space.  In particular, the hat matrix H for the selected model with k parameters may 
be examined to identify if certain X observations acting as outliers are having excessive 
leverage for influencing the response surface functions.  The larger are the diagonal 
elements of the hat matrix, hpp, the closer the fitted value will be to the observed value.  
Leverage values greater than 2k/n, however, are considered indications of X outliers and 
merit the use of robust regression procedures.   
Upon completing the screening tests, a lack of fit F test may be employed to confirm 
the selection of a model.  For testing the hypotheses H0: 0 1 1 1 1[ ] k kE y X X  and 
H1: 0 1 1 1 1[ ] k kE y X X , the appropriate test statistic is: 
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                                * k k
SSLF SSPE
F
c k n c
                                                   (5.5) 
 
where SSLFk and SSPEk  are the lack of fit and pure error sums of squares, respectively, c 
represents the number of distinct design points, and if F* > F(1– ; c–k, n–c), H1 is 
concluded.  A specific regression model for estimating the response variable of interest is 
selected based upon the criterion results and this hypothesis test; the approved model may 
then be integrated into an optimization framework.   
 
Comparison Studies  Nanomanufacturing Examples 
 
When industrial applications use RSM to analyze their respective processes, second-
order response surface designs are typically utilized to identify the optimal factor 
settings.  As mentioned previously, this can be particularly problematic in the field of 
nanomanufacturing, as the degree of precision required may be considerably higher than 
in a traditional manufacturing environment.  In the following section, an example in 
nanomanufacturing is studied to illustrate a comparison of existing methods with the 
proposed methodology.  Additional examples are also considered for further comparison, 
in order to provide a foundation for the scope and breadth of the problem.   
 
An Experimental Case Study  Applications in Pharmaceutical Nanotechnology 
  
Zu et al. (2009) presented the results of an experiment involving the manufacturing of 
nanoparticles for combating cancer tumors, funded by the National Key Technology 
Research and Development Program and four other research institutions.  Their 
experiment looked at the influential effects of four control factors on two quality 
characteristic of interest, the particle size measured in nanometers (Y1) and the amount of 
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residual amino groups measured in nanomoles per mg (Y2).  A central composite design 
consisting of 30 runs was conducted with the four factors: bovum serum albumin (BSA) 
concentration (X1) measured in mg/ml, ethanol flow rate (X2) measured in ml/min, 
ethanol amount (X3) measured in ml, and the degree of crosslinking (X4) measured as a 
percentage.  Table 5.3 lists the coded and uncoded levels for each of the control factors, 
while Table 5.4 displays the recorded observations upon the randomization of 
experimental runs. 




–2 –1 0 1 2 
BSA Concentration (mg/ml) X1 1 2 3 4 5 
Ethanol Rate (ml/min) X2 0.500 1.625 2.750 3.875 5.000 
Ethanol Amount (ml) X3 0.500 2.375 4.250 6.125 8.000 
Degree of Crosslinking (%) X4 10 20 30 40 50 
 
 
Table 5.4:  Experimental Design for Nanoparticle Research (Zu et al.) 
 
Run X1 X2 X3 X4 y1 y2  Run X1 X2 X3 X4 y1 y2 
1 1 –1 1 –1 187.6 345.81  16 1 –1 1 1 175.3 324.17 
2 1 1 –1 –1 264.6 342.91  17 –1 –1 1 –1 158.2 366.46 
3 1 1 –1 1 215.1 323.38  18 1 1 1 1 238.2 323.33 
4 1 –1 –1 1 174.9 324.49  19 –2 0 0 0 173.0 254.49 
5 2 0 0 0 282.2 210.55  20 0 0 0 0 138.2 670.56 
6 1 –1 –1 –1 193.2 346.23  21 1 1 1 –1 253.0 345.83 
7 0 0 –2 0 136.7 253.78  22 0 –2 0 0 140.9 251.94 
8 –1 1 1 –1 178.2 404.35  23 0 0 0 –2 150.0 688.20 
9 0 0 0 0 125.9 678.07  24 –1 –1 –1 –1 154.6 366.70 
10 –1 1 –1 –1 167.9 405.42  25 –1 –1 1 1 154.7 325.75 
11 0 0 0 0 93.0 674.00  26 –1 –1 –1 1 152.1 325.55 
12 –1 1 1 1 166.5 325.36  27 0 2 0 0 152.2 251.82 
13 0 0 0 0 113.8 671.63  28 0 0 0 0 127.0 666.56 
14 –1 1 –1 1 158.0 325.59  29 0 0 2 0 125.0 253.25 
15 0 0 0 0 139.4 670.80  30 0 0 0 2 147.6 604.98 
 
Zu et al. developed second-order fitted response surface functions for Y1 and Y2, then 
employed an optimization scheme to maximize the residual amino groups targeting 
tumors while maintaining the particle size on a target of 150 nm, sufficient for a drug 
carrier system.  Using the same data, the proposed methodology is applied.  With the 
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software program Minitab, all combinations of terms up to fifth order are considered and 
only those terms contributing to the regression are retained for further analysis.  Table 5.5 
displays the summary for Y1 and Y2 consisting of the full model with k = 25 parameters.  
Variance inflation factors for the fourth-order model indicate that multi-collinearity is not 
a concern in this case. 
Table 5.5:  Regression Summary for Nanoparticle Research (Zu et al.) 
 
Y1 (Mean Particle Size)  Y2 (Amount of Residual Amino Groups) 
Predictor Coef SE Coef P VIF  Predictor Coef SE Coef P VIF 
Constant 122.883 7.092 0.000 –  Constant 671.935 1.572 0.000 – 
X1 27.300 6.142 0.007 3.000  X1 10.986 1.361 0.000 3.000 
X2 2.825 6.142 0.665 3.000  X2 0.030 1.361 0.983 3.000 
X3 2.925 6.142 0.654 3.000  X3 0.134 1.361 0.926 3.000 
X4 0.600 6.142 0.926 3.000  X4 20.806 1.361 0.000 3.000 
X1X2 11.806 4.343 0.042 1.000  X1X2 5.094 0.963 0.003 1.000 
X1X3 –1.169 4.343 0.799 1.000  X1X3 0.218 0.963 0.830 1.000 
X1X4 –4.206 4.343 0.377 1.000  X1X4 9.704 0.963 0.000 1.000 
X2X3 1.831 4.343 0.691 1.000  X2X3 0.146 0.963 0.885 1.000 
X2X4 –3.081 4.343 0.510 1.000  X2X4 4.726 0.963 0.004 1.000 
X3X4 2.369 4.343 0.609 1.000  X3X4 0.100 0.963 0.921 1.000 
X1
2 26.179 3.546 0.001 1.200  X1
2 109.854 0.786 0.000 1.200 
X2
2 5.917 3.546 0.156 1.200  X2
2 105.014 0.786 0.000 1.200 
X3
2 1.992 3.546 0.599 1.200  X3
2 104.606 0.786 0.000 1.200 
X4
2 6.479 3.546 0.127 1.200  X4
2 
6.336 0.786 0.000 1.200 
X1
2X2 15.356 7.522 0.097 3.000  X1
2X2 4.468 1.667 0.044 3.000 
X2
2X3 4.881 7.522 0.545 3.000  X2
2X3 0.184 1.667 0.917 3.000 
X3
2X4 7.056 7.522 0.391 3.000  X3
2X4 0.424 1.667 0.809 3.000 
X1X4
2 –1.569 7.522 0.843 3.000  X1X4
2 0.421 1.667 0.811 3.000 
X1X2X3 0.256 4.343 0.955 1.000  X1X2X3 0.305 0.963 0.764 1.000 
X1X2X4 –1.131 4.343 0.805 1.000  X1X2X4 4.895 0.963 0.004 1.000 
X1X3X4 2.719 4.343 0.559 1.000  X1X3X4 0.258 0.963 0.799 1.000 
X2X3X4 1.744 4.343 0.705 1.000  X2X3X4 0.167 0.963 0.869 1.000 
X1
2X2
2 23.556 7.522 0.026 1.400  X1
2X2
2 1.042 1.667 0.559 1.400 
X1X2X3X4 1.844 4.343 0.689 1.000  X1X2X3X4 0.216 0.963 0.831 1.000 
 
Efforts are then made to identify suitable models for approximating Y1 and Y2.  
Subsets of terms for the model with k = 25 parameters are evaluated against select 
criteria; Table 5.6 displays this information, with optimal values identified by a box for 
each criterion.  As the proposed methodology involves including additional model terms 




criterion for its accountability concerning the corresponding degrees of freedom.  The 
final choice of a model may be subjective in nature, thus the reasoning behind the 
selection is discussed below in (i)-(ii): 
(i)  For the mean particle size (Y1), the adjusted coefficient of determination Ra,k
2
 
appears to stabilize at a peak above 94% between k = 8 and k =19.  The coefficient of 
determination supports any model with more than 9 parameters, as additional terms 
provide little overall added meaning in the estimation (increase of 1.6% from k = 10 to k 
= 25).  The Mallow's Ck criterion achieves a minimum value that is at or below k between 
k = 5 and k = 25.  And for AICk, any selection between k = 7 and k = 22 generally 
supports the criterion optimum.  Finally, to best represent each of the primary factors, a 
model greater than 16 parameters must be selected.  For this reason, the model with k = 
17 is chosen to model Y1, that which has a minimal number of parameters, lies within the 
band of ideal values for each criterion, and fully represents each of the primary factors.     




 provide little 
value in differentiating between the subset models, as each criterion achieves their ideal 
band between k = 5 and k = 25 parameters.   The Ck and AICk criteria, however, indicate 
that models with more than k = 12 parameters possess the least bias among the different 
choices.  A good representation of each of the factors is afforded by going with a model 
with more than 17 parameters.  Thus, the model with 18 parameters is chosen to model 
Y2, that which achieves results within the band of ideal values and ensures each of the 
factors is well-represented.  Table 5.6 displays the information supporting the selection of 
an appropriate model for both Y1 and Y2. 
 77 
   Table 5.6: Criterion Values for Model Selection: Y1 and Y2 (Band of Ideal Values       ) 
 









 (%) Ck AICk 
2 37.3 35.1 92.5 218.51  2 27.7 25.1 37490.0 298.82 
3 66.3 63.8 39.7 199.89  3 58.5 55.4 21502.8 284.16 
4 78.1 75.6 19.4 188.98  4 97.8 97.5 1130.8 198.35 
5 87.4 85.3 3.9 174.49  5 99.1 98.9 450.8 173.48 
6 91.3 89.4 –1.5 165.40  6 99.5 99.3 267.2 160.44 
7 92.9 91.1 –2.6 161.14  7 99.6 99.6 167.5 149.22 
8 94.0 92.1 –2.7 157.98  8 99.8 99.7 91.1 134.50 
9 95.3 93.6 –3.2 152.51  9 99.9 99.8 65.1 127.20 
10 95.8 94.0 –2.1 151.13  10 99.9 99.9 41.2 116.94 
11 96.1 94.1 –0.6 151.15  11 99.9 99.9 19.1 99.87 
12 96.3 94.1 1.0 151.51  12 100.0 100.0 0.1 55.94 
13 96.5 94.0 2.7 152.12  13 100.0 100.0 1.5 55.87 
14 96.6 93.9 4.4 152.74  14 100.0 100.0 3.4 57.32 
15 96.8 93.7 6.1 153.73  15 100.0 100.0 5.3 58.92 
16 96.9 93.5 7.9 154.64  16 100.0 100.0 7.2 60.55 
17 97.0 93.3 9.7 155.55  17 100.0 100.0 9.2 62.18 
18 97.1 92.9 11.5 156.59  18 100.0 100.0 11.1 63.88 
19 97.2 92.5 13.4 157.61  19 100.0 100.0 13.1 65.59 
20 97.3 92.0 15.2 158.70  20 100.0 100.0 15.0 67.41 
21 97.3 91.3 17.1 160.28  21 100.0 100.0 17.0 69.27 
22 97.3 90.3 19.1 161.88  22 100.0 100.0 19.0 71.21 
23 97.3 89.0 21.0 163.62  23 100.0 100.0 21.0 73.19 
24 97.4 87.2 23.0 165.56  24 100.0 100.0 23.0 75.13 
25 97.4 84.7 25.0 167.54  25 100.0 99.9 25.0 77.13 
 
The hat matrix H for the full model with k parameters is examined to identify if certain X 
observations are having excessive leverage for influencing the estimated response surface 
functions.  With all hqq values for Y1 less than 2k/n = 1.13 and 1.20, respectively, none of 
the X observations are considered excessively influential toward the development of the 
regression models, and thus, no remedial measures are necessary.  The resulting response 
surface designs for Y1 and Y2, respectively, are shown below:        
     1 1 2 3 1 2 1 4 2 4ˆ ( ) 122.883 26.254 2.825 2.925 11.806 4.206 3.081y X X X X X X X X Xx  
               2 2 2 2 2 23 4 1 2 3 4 1 2 2 32.369 26.179 5.917 1.992 6.479 15.356 4.881X X X X X X X X X X  
               2 2 23 4 1 3 4 1 27.656 2.719 23.556X X X X X X X  
 
    2 1 4 1 2 1 3 1 4 2 4ˆ ( ) 671.935 10.986 20.806 5.094 0.218 9.704 4.726y X X X X X X X X X Xx  
               2 2 2 2 2 2 21 2 3 4 1 2 3 4 1 4109.854 105.014 104.606 6.336 4.438 0.425 0.421X X X X X X X X X X  
               2 21 2 3 1 2 4 1 3 4 1 20.305 4.895 0.258 1.042X X X X X X X X X X X  
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When this model is compared to the model proposed by Zu et al., as shown in Table 5.7 
below, it is clear by all measures that the proposed fourth-order response surface designs 
provide a more accurate approximation of Y1 and Y2.  In fact, the error in variability for Y1 
and Y2 is reduced by 69% and 84%, respectively, in going with the higher-order response 
surfaces.   






 (%) Ck AICk PRESSk MSEk 
Y1 
Zu et al. (2nd order) 88.80 78.40 15.0 190.77 30199.40 424.98 
Proposed (4th order) 97.00 93.30 9.7 155.55 0.00 132.70 
Y2 
Zu et al. (2nd order) 99.93 99.86 15.0 118.62 2995.09 38.00 
Proposed (4th order) 100.00 100.00 11.1 63.88 0.00 6.00 
 
The lack of fit test may also be used as a criterion for comparison; shown in Table 5.8 
are the results of the fit tests for each characteristic. 
Table 5.8:  Comparison of Response Surface Designs for Y1 and Y2 
 
Response Model Lack of Fit (F*, P) 
Y1 
Zu et al. (2nd order) F* = 1.61, P = 0.312 
Proposed (4th order) F* = 0.12, P = 0.993 
Y2 
Zu et al. (2nd order) F* = 3.38, P = 0.095 
Proposed (4th order) F* = 0.03, P = 0.999 
 
The specific difference in the estimation of the response surface for Y1 is observed by 
examining various overlapping contour surfaces for X1 and X2 (see Figure 5.1). 
               
                      (i)                                              (ii)                                           (iii) 
       Figure 5.1:  Comparison of Surfaces using Identical Contours  Zu et al. (------), 






As the objective of this example is to maximize the amount of residual groups while 
maintaining the particle size on a target of 150 nanometers, an appropriate optimization 
scheme is then employed: 
                                 Maximize 2ˆ ( )y x  
                                 subject to: 1ˆ ( ) 150y x , and 1  Xi  1, for i = 1, 2, ..., 4 
 
Finally, the optimal factor settings that support achieving this objective are identified in 
Table 5.9.    
Table 5.9:  Comparison of Solutions for the Optimal Factor Settings 
 
Model Optimal Factor Settings (Coded) 
Zu et al. (2nd order) (0.2058, 0.1878, 0.0141, 1) 
Proposed (4th order) (0.4234, 0.1660, 0.0718, 1) 
 
The end result in using the factor settings for the second-order design is a drug-carrier 
system that achieves a mean particle size of 138.75 nanometers, and is in error by as 
much as 20 nanomoles per milligram for the amount of residual amino groups.  Only the 
higher-order model is able to achieve a target value of 150 nanometers, with an optimum 
setting for Y2. 
 
Additional Comparison Studies 
 
A review of experimental research in various nanomanufacturing applications 
indicates that RSM remains one of the most popular tools for identifying the optimal 
factor settings of a given process.  A brief description of three additional experiments 
recently conducted is given in (a)-(c) below.  For comparison purposes, the results of 
using the proposed methodology and the existing method are also provided. 
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(a)  Applications in Nanomedicine.  In the last decade, the production of nanofibers 
for use in various applications has received a considerable amount of attention from 
researchers in the field.  A popular method for producing nanofibers, known as 
electrospinning, involves applying an electric field to a polymer solution, resulting in the 
deposit of fibers on a surface.  An electrospinning experiment specifically geared towards 
enzyme loading for nanomedical applications was conducted by Chen et al. (2009).  A 
central composite design consisting of 30 runs was employed to examine the effects of 
five factors on the diameter of nanofiber (Y).  The control factors used were the 
concentration of the polymer solution (X1) measured as a percentage, the spinning 
distance (X2) measured in centimeters, the temperature (X3) in degrees celsius, the volume 
of the flow rate for the solution measured in ml/h (X4), and the voltage applied to the 
electric field measured in kilovolts (X5).  A second-order response surface design was 
developed for Y, with the objective of the study being to determine the factor settings that 
correspond with a minimum nanofiber diameter.  A comparison of the experimental 
design used by Chen et al. and the one developed by the proposed methodology is shown 
in Table 5.10. 






 (%) Ck AICk PRESSk MSEk 
Chen et al. (2nd order) 5 86.90 84.80 5.0 224.77 63846.0 1543 
Proposed (4th order) 14 99.80 99.70 13.3 112.34 0.000 31 
 
A comparison of the optimal factor settings for this example is also shown in Table 5.11. 
 
Table 5.11:  Comparison of Solutions for the Optimal Factor Settings 
 
Model Optimal Factor Settings (Coded) 
Chen et al. (2nd order) ( 2, 1.9931, 0, 2, 2) 
Proposed (4th order) ( 1.7518, 1.3457, 0.9178, 1.8393, 0.7485) 
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In particular, by going with the second-order model, the bulk of the resulting error is in 
the estimation of the factor settings for X4 and X5.  Using fixed settings for the remaining 
factors, this effect may be observed by examining various overlapping contour surfaces 
for X4 and X5 (see Figure 5.2).    
             
                       (i)                                            (ii)                                           (iii) 
       Figure 5.2:  Comparison of Surfaces using Identical Contours  Chen et al. (-----),                 
                  Proposed (      ) for (i) X2 and X4, (ii) X3 and X4, and (iii) X3 and X5  
 
(b)  Applications in Nanoelectronics.  Recently, a team of researchers, Ziabari et al. 
(2010), presented the results of an experiment involving the manufacturing of nanofibers, 
which looked specifically at minimizing the fiber diameter, considered one of the most 
critical nanofiber characteristics.  Their experiment looked at the influential effects of 
four control factors on two quality characteristic of interest, the mean diameter of the 
nanofiber measured in nanometers (Y1) and the standard deviation of fiber diameter (Y2).  
Given their intent to expand the experiment as much as possible, Ziabari et al. performed 
a full factorial experimental design at three levels for each factor, along with fifteen 
additional treatments at various levels.  The objective of their experiment was to identify 
the optimal settings for the four factors:  the concentration of polymer solution (X1) 






applied to the electric field (X3) measured in kilovolts, and the volume of the flow rate for 
the solution (X4) measured in ml/h.  Second-order response surface designs were 
developed for the mean standard deviation of the fiber diameter.  A comparison of the 
experimental designs used by Ziabari et al. and the ones developed by the proposed 
methodology are shown in Table 5.12. 
Table 5.12:  Comparison of Response Surface Designs for Y1 and Y2 
 




 (%) Ck AICk PRESSk MSEk 
Y1 
Ziabari et al. (2nd order) 11 94.40 93.71 11.0 417.01 8174.85 75.0 
Proposed (5th order) 19 97.39 96.78 19.0 367.52 5567.17 39.0 
Y2 
Ziabari et al. (2nd order) 12 89.07 87.64 12.0 203.57 849.39 7.42 
Proposed (5th order) 26 93.49 91.16 26.0 185.62 675.26 5.52 
 
      The objective of Ziabari et al. was to minimize both the mean and standard deviation 
of the fiber diameter.  This equates to using a mean square error optimization model with 
a target value of  = 0 for the mean, as shown below: 
                             Minimize MSE (fiber diameter) = 2 21 2ˆ ˆ[ ( ) ] [ ( )]y yx x  
                             subject to:  1  Xi  1, for i = 1, 2, ..., 4 
 
A comparison of the optimal factor settings that support achieving this objective are 
shown in Table 5.13.    
Table 5.13:  Comparison of Solutions for the Optimal Factor Settings 
 
Model Optimal Factor Settings y1(x) y2(x) MSE (fiber diameter) 
Ziabari et al. (2nd order) ( 1, 1, 1, 1) 196.639 35.653 39938.0 
Proposed (5th order) ( 1, 0.584664, 1, 1) 195.671 34.976 39510.5 
 
As shown by Ziabari et al., when certain parameters are fixed, the contours for each 
response surface reveal a monotonically increasing or decreasing function in X1, X3, and 
X4.  The setting for the electrospinning distance X2, however, cannot be estimated with 
any precision using the second-order response surface design.  Using the same fixed 
settings as Ziabari et al., this effect may be observed by overlapping the contour surfaces 
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for the mean in terms of X2 and the other remaining control factors (see Figure 5.3).  
While in some instances, the degree of change between interactions may be slight, such 
as in (i), a considerable difference is more often observed, as in both (ii) and (iii). 
             
                        (i)                                            (ii)                                           (iii) 
       Figure 5.3:  Comparison of Surfaces using Identical Contours  Ziabari et al. (-----),  
                    Proposed (        ) for (i) X1 and X2, (ii) X2 and X3, and (iii) X2 and X4  
 
(c)  Applications in Food Chemistry.  The investigation of nanoemulsions, the 
mixture of two or more non-blendable liquids at the nano-level, is frequently conducted 
to support efforts in the food, pharmaceutical, and biomedical industries.  Often, they are 
developed to improve the solubility of health-benefiting compounds or enhance the 
bioavailability of certain ingredients.  Recently, Yuan et al. (2008) conducted an 
experiment to determine the ideal factor settings for a -carotene nanoemulsion 
production process, that which would support minimizing the particle size (Y) for added 
solubility.  Using RSM techniques, their experiment examined the influence of four 
factors  the concentration of -carotene (X1) measured as a percentage, the concentration 
of the emulsifier (X2) measured as a percentage, the homogenization temperature (X3) in 
degrees celsius, and the homogenization pressure (X4) measured in megapascals.  Yuan et 






interest; a comparison of their model with the design produced using the proposed 
methodology is shown in Table 5.14. 






 (%) Ck AICk PRESSk MSEk 
Yuan et al. (2nd order) 15 92.09 82.87 15.0 110.38 2924.14 44.16 
Proposed (3rd order) 14 97.21 94.41 8.0 80.29 828.82 14.41 
 
A comparison of the optimal factor settings that support minimizing the -carotene 
nanoemulsion particle size is shown in Table 5.15. 
Table 5.15:  Comparison of Solutions for the Optimal Factor Settings 
 
Model Optimal Factor Settings (Coded) 
Yuan et al. (2nd order) ( 1.55, 1.55, 1.55, 1.55) 
Proposed (3rd order) ( 1.55, 1.55, 1.55, 0.27283) 
 
Using the factor settings specified by the higher-order design results in a nanoparticle 
size that is 13% less than the estimation using the second-order design.  As shown by 
Yuan et al., when the response surface contours for X1, X2, and X3 are examined 
separately with the remaining factors fixed, a monotonically increasing or decreasing 
function is observed.  It is the fourth factor, however, where estimation may be 
particularly problematic (see Figure 5.4). 
                  
                       (i)                                           (ii)                                           (iii) 
        Figure 5.4:  Comparison of Surfaces using Identical Contours  Yuan et al. (-----), 







Summary and Conclusion 
 
When proper analysis techniques using regression-based methods are applied, higher-
order response surface designs will generally always serve as better estimators of the true 
response.  Rather than just seek higher-order polynomial models with additional terms, 
the proposed methodology searches for an appropriate combination of terms based upon 
the results of various screening criteria.  In some cases, such as was shown in Table 5.14, 
the number of model parameters that most appropriately represents the true response may 
be less than the full second-order polynomial model.  Furthermore, as was observed in 
Tables 5.13 and 5.15, model selection may translate to a difference in only one of the 
factor settings for a given problem, or as observed in Table 5.11, a completely different 
array of factor settings.  A visual comparison of the response surface designs is possible 
by examining their contour plots among the control factors under various fixed settings; 
the degree of difference in the same contours can be a good indicator of the associated 
error involved.  While the effects of using higher-order designs may be negligible in the 
traditional manufacturing practice where output and costs are manageable, their effect on 
nano-scale practices may be surprisingly effective.    
In the nanomanufacturing environment, the absence or lack of screening procedures 
in the production process puts increased emphasis on the degree and precision of the 
initial factor settings.  When the cost to produce nanoparticles and the tremendous 
amount of process output are also considered, it is even more critical that the process is 
operating at the highest attainable level of statistical control.  Response surface 
methodology, which is widely used among researchers seeking to optimize process 
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settings, typically calls for the development of second-order response surface functions to 
model quality characteristics of interest.  At the nano-level, however, this degree of 
precision may not be suitable for estimating responses.  The multiplicative effects of 
process variability and the need for more precise measures of quality suggest using 
alternative estimation methods.  In conclusion, the proper selection of a model can have a 
























One technique used quite frequently among engineers and researchers seeking 
solutions to multi-response optimization problems is the desirability function approach.  
The basis of the approach involves modeling each characteristic using response surface 
designs and then performing a transformation of the characteristics into a single measure, 
known as the composite desirability function.  The factor settings that support achieving a 
maximum for the composite desirability function are then identified to be the optimal 
settings for a given process.  There are shortcomings, however, in using the approach.  
First, the traditional procedure calls for estimating only the mean response; the variability 
among the characteristics is not a consideration in the development of the desirability 
functions.  Second, the traditional approach relies on the accuracy of first or second-order 
response surface designs in estimating each of the characteristics, which may be 
unsuitable in some cases.  In contrast, this research integrates both higher-order 
estimation techniques and the concepts of robust design into the development of 
desirability functions.  The effectiveness of the proposed methodology is illustrated with 




Suppose that observations are made on multiple quality characteristics of interest Y1, 
Y2, ..., Yw, which are all influenced by a set of v control factors x = (X1, X2, ..., Xv).  Given 
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n experimental runs or design points, a total of m replications at each design point are 
recorded for each characteristic.  Let yqpr be the rth observation at the pth design point for 
the qth quality characteristic, where q = 1, 2, ..., w, p = 1, 2, ..., n, and r = 2, 3, ..., m.  The 
mean and variance estimators at the pth design point, as well as the covariance between 
the ith and jth characteristics are found using the following formulas: 
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A format for this experimental design is shown in Table 6.1. 
 
Table 6.1:  Experimental Response Surface Methodology Format 
 
Run x Y1 1y  
2
1s  … 
Yw wy  
2


















111y … 11my  













































11wy … 1w my  

































121 1, ,1w ws s  
122 1, ,2w ws s  
.               . 
.               . 
.               . 
12 1, ,p w w ps s  
.               . 
.               . 
.               . 
12 1, ,n w w ns s  
 
Each of the mean, variance, and covariance parameters are fit with a higher-order 
response surface design, using the same methodology described in Chapter 5.  In 
particular, using the mean response vector for the qth characteristic ,qy the general form 
of the estimator for the mean with k regression coefficients or k–1 predictor variables 
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In a similar fashion, higher-order response surface designs are developed for the variance 
and covariance responses. 
                    2
2
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X X) X s  and 
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1 2[ , ,..., ]q q q qns s ss                (6.3) 
           , , ,
ˆˆ ( )i j i jx X , where
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-1
X X) X s , and T, , ,1 , ,2 , ,[ , ,..., ]i j i j i j i j ns s ss        (6.4) 
 
The same screening tests and evaluation criteria described in Chapter 5 are used to select 
the most appropriate model for estimating each particular response.  
Upon selecting higher-order designs for the mean and variability measures associated 
with each characteristic, the designs are further integrated into the desirability function 
approach.  The individual desirability functions for the variance and covariance among 
characteristics are considered S-type and N-type calculations, respectively, while the 
functions for the mean are developed based upon their respective characteristic type (S, L, 
or N-type).  Finally, using Mathematica, an iterative Nelder-Mead direct search method is 
employed within the experimental region of interest that seeks to identify a global 
maximum for a composite desirability function D, which is the weighted geometric mean 
of the individual desirability functions.  The weights for D are identified depending on 
the established priority among the mean and variability measures for each characteristic.  
Convergence is obtained when the difference between the best function values is less 
than a given tolerance.  The optimization scheme is shown in Table 6.2, from which the 
optimal robust factor settings x* = (X1*, X2*, ..., Xv*) are determined. 
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Table 6.2:  Optimization Scheme for the Robust Desirability Function Approach 
 
Maximize     
       
, 2 , ,,2 2 11,1 1 12
1/ ( )
2 2
1 1 12 1,









































  Find 
Constraints: 
 
1.  For L-type characteristics (L-type mean response only): 
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2.  For S-type characteristics (variance, or S-type mean response): 
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3.  For N-type characteristics (covariance, or N-type mean response): 
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 (central composite design) or  –1  Xi  1 (factorial design) 
  
 
Control factors, x, and quality characteristics of interest, Y 
Shape parameters for the individual desirability functions,   
Characteristic weights   for the composite desirability function D 
Desired target value for the mean or variance, q, or for the covariance, i,j 
Higher-order fitted response surface functions:  ˆ ( ),q x
2 ( ),q x and ,ˆ ( )i j x     
 
Optimal robust factor settings x* = (X1*, X2*, ..., Xv*) 
 
ˆ[ ( )]qd x  
ˆ[ ( )]qd x  
,
ˆ[ ( )]i jd x  
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The effectiveness of the proposed methodology is illustrated with two numerical 




While the desirability function approach has always been used to solve multi-
response optimization problems, the proposed methodology enables one to also extend 
the concept to problems involving a single quality characteristic of interest.  In the 
following two subsections, one example involving a single characteristic and another 
example with multiple characteristics are shown to illustrate the methodology.   A 
summary will follow that outlines the key findings from the analysis of these two 
examples. 
 
A Semiconductor Manufacturing Process 
 
Shin and Cho (2005) introduced an experiment that investigated the effect of various 
factor settings on the coating thickness (Y) of silicon wafers, measured in micrometers, 
for a semiconductor manufacturing process.  Steenackers and Guillaume (2008) later 
reexamined the same problem, identifying the optimal factor settings for the process 
under different robust optimization schemes.  A central composite design was conducted, 
consisting of 13 runs among two control factors  the temperature of the molding stage 
(X1) measured in degrees fahrenheit, and the injection flow rate (X2) measured in pounds 
per second.  The desired target value of  = 72.8 m was established for the coating 
thickness for their experiment.  Furthermore, as the quality characteristic of interest in 
this example is N-type, the lower and upper specification limits of 68.8 m and 76.8 m, 
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respectively, are considered.  Four replications of the experiment were performed; shown 
in Table 6.3 are the observations noted for Y along with the calculations of the mean and 
variance for the characteristic.  
Table 6.3:  Experimental Design for the Semiconductor Manufacturing Process 
 
 Coded Units Quality Characteristic of Interest   
 Temp Flow Rate Coating Thickness ( m) Mean Variance 
Run X1 X2 Y (4 replications) y  s
2 
1 –1 –1 76.3 73.5 68.8 74.2 73.200 10.020 
2 1 –1 70.4 81.2 76.7 79.6 76.975 22.683 
3 –1 1 76.6 72.0 77.7 78.5 76.200 8.447 
4 1 1 72.3 67.5 75.7 72.7 72.050 11.503 
5 –1.414 0 70.6 75.8 69.9 71.5 71.950 7.017 
6 1.414 0 74.1 80.2 76.2 77.1 76.900 6.420 
7 0 1.414 78.5 68.7 76.2 75.3 74.675 17.683 
8 0 1.414 70.2 76.3 79.2 75.9 75.400 14.180 
9 0 0 74.1 71.8 72.5 71.9 72.575 1.129 
10 0 0 72.1 70.4 73.3 74.2 72.500 2.700 
11 0 0 74.2 69.8 71.2 72.2 71.850 3.423 
12 0 0 70.1 69.3 71.6 72.5 70.875 2.083 
13 0 0 69.8 70.6 71.6 74.1 71.525 3.489 
 
The traditional desirability function approach calls for the development of second-order 
response surface designs for the mean only, which are then integrated into the calculation 
for the individual and composite desirability functions. 
When the proposed methodology is applied, higher-order response surface designs 
are developed for both the mean and variability measures.  Using Minitab, all 
combinations of terms up to fourth order are considered and only those terms 
contributing to the regression are retained for further analysis.  Efforts are then made to 
identify the best model for approximating the mean and variance; subsets of terms for the 
models up to k = 9 parameters are evaluated against select criteria (shown in Table 6.4).  
The final selection of the model is subjective in nature.  As the proposed methodology 
involves integrating higher-order models in order to achieve a higher estimation 
accuracy, greater priority is generally given to the Ra,k
2
 criterion for its accountability 
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concerning the corresponding degrees of freedom.  A model is also chosen that ensures 
the primary factors are well-represented; based upon these factors, the models with 7 and 
8 parameters are chosen to model the mean and variance, respectively, as they capture the 
band of ideal values for the criteria and represent the primary factors well.     
     Table 6.4: Model Selection for the Mean and Variance (Band of Ideal Values       ) 
 









 PRESSk MSEk AICk 
2 28.2 21.6 52.29 3.64 18.63  63.7 60.4 248.96 17.02 38.67 
3 52.7 43.3 37.54 2.64 15.19  75.7 70.8 262.93 12.54 35.47 
4 72.2 62.9 37.71 1.72 10.30  84.4 79.1 202.66 8.96 31.73 
5 82.0 73.0 45.42 1.25 6.62  92.2 88.4 218.91 5.00 24.62 
6 94.2 90.1 11.03 0.46 6.13  96.7 94.4 246.55 2.42 15.45 
7 95.9 91.8 5.34 0.38 8.53  98.0 96.0 0.00 1.70 10.87 
8 96.4 91.2 5.16 0.41 8.11  99.2 98.1 0.00 0.82 0.94 
9 96.4 89.2 0.00 0.50 6.31  99.2 97.7 0.00 0.98 2.36 
 
Prior to computing the individual and composite desirability functions, screening tests 
are performed to support using higher-order polynomials for estimating the mean and 
variance.  For each model, given the i = 1, 2, ..., k 1 predictor variables, we have that 
1.00  VIFi  2.00, thus the correlation between the variables for this example is 
negligible.  To identify if certain X observations are having excessive leverage for 
influencing the fitted response surface functions, the diagonal elements of the hat matrix 
H for each model with k parameters is examined.  For the mean, hpp (max) = 0.875, 
where 2k/n = 1.08, and for the variance, hpp (max) = 1.00, where 2k/n = 1.23.  Thus, the 
factor space for each model is not unduly influenced by the presence of X outliers.  The 
final approved higher-order models for the mean and variance, respectively, are: 
      2 2 2 21 1 2 1 2 1 2 1 2ˆ ( ) 71.8650 1.7504 1.9812 1.2489 1.5552 0.4812 1.8441X X X X X X X X Xx  
 
2 2 2 2 2 2 2
2 1 2 1 2 1 2 1 2 1 2( ) 2.5648 1.2385 2.4015 2.0774 6.6852 1.9496 3.9298 1.8357X X X X X X X X X X Xx
 
 94 
Table 6.5 presents a comparison of these models with those used by Steenackers and 
Guillaume (2008). 
Table 6.5:  Comparison of Response Surface Designs 
 




 PRESSk MSEk AICk 
Mean 
Steenackers and Guillaume (2nd order) 6 82.2 69.5 59.45 1.42 8.49 
Proposed (3rd order) 7 95.9 91.8 5.34 0.38 8.53 
Variance 
Steenackers and Guillaume (2nd order) 6 89.8 82.5 351.88 7.50 30.15 
Proposed (4th order) 8 99.2 98.1 0.00 0.82 0.94 
 
Individual desirability functions are developed for the proposed models; the optimization 
scheme outlined in Table 6.6 is then employed to determine the factor settings that 
maximize the composite desirability function.  In the development of the individual 
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Constraints: 
 
  1.  For the mean and variance of Y, respectively: 
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Higher-order fitted response surface functions:      
2 2 2 2
1 1 2 1 2 1 2 1 2
ˆ ( ) 71.8650 1.7504 1.9812 1.2489 1.5552 0.4812 1.8441X X X X X X X X Xx  
2 2 2 2
2 1 2 1 2 1 2( ) 2.5648 1.2385 2.4015 2.0774 6.6852 1.9496X X X X X X Xx  
                 
2 2 2
1 2 1 23.9298 1.8357X X X X  
 
Optimal robust factor settings x* = (X1*, X2*) 
 
desirability function for the variance, a desired target value of  = 0 with an upper 
specification limit of USL = 10 is chosen for this example.  In addition, the shape 
parameter for each individual desirability function is established at  = 1, to denote a 
 ˆ[ ( )]d x  
2[ ( )]d x  
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linear trend in the deviation from the target value and support a valid comparison of 
methods.  Steenackers and Guillaume (2008) sought to determine the optimal factor 
settings for various optimization schemes using a Gauss-Newton method.  One of the 
models they examined was a MSE model, where MSE = 2 2ˆ[ ( *) ] ( *)x x .  A comparison 
of the solutions obtained using the proposed desirability function approach to those found 
by Steenackers and Guillaume (2008) is shown in Table 6.7.   
Table 6.7:  Comparison of Solutions 
 
                  Method             x*    ˆ ( *)x  2( *)x  MSE   2ˆ[ ( *), ( *)]d x x     D 
Steenackers and Guillaume (2008) 
Gauss-Newton 
(0.2027, 0.0896) 72.17     2.10     2.77   (0.861, 0.828) 0.844 
Proposed 
Desirability Function 
(0.4537, 0.1282) 72.80     2.79     2.79 (1.000, 0.721) 0.849 
 
The proposed approach is naturally able to find the optimal solution in terms of 
desirability.  Although the composite desirability function was designed to identify 
solutions to multi-response problems, the solution obtained is also very comparable in 
terms of the MSE for this single response problem. 
 
A Chemical Filtration Process 
   
A multi-response experiment outlined by Kovach and Cho (2008) examined a 
chemical filtration process, namely the effects of various factors on three quality 
characteristics of interest  the filtration time (Y1) measured in seconds, the filtration 
volume (Y2) measured in milliliters, and the filtration purity (Y3) measured as a 
percentage.  An adaptation of their experiment is considered, where a central composite 






pressure (X2), and the humidity (X3).  The associated goals, specifications, and target 
values for the quality characteristics are shown in Table 6.8 below. 
Table 6.8:  Quality Characteristics  Goals and Specifications 
 
Quality Characteristic Goal Specifications Target or Acceptable Value 
Y1  Filtration Time (secs) Minimize Y1  7 1 = 0  
Y2  Filtration Volume (mL) Nominal (Target) 9.5  Y2  10.5 2 = 10.0 
Y3  Filtration Purity (%) Maximize Y3 > 90 3 = 100 
 
The experiment was replicated three times and observations on each of the characteristics 
were taken.  Table 6.9 displays the data for this experiment. 
Table 6.9:  Experimental Design for the Chemical Filtration Process 
 
        Coded Units Quality Characteristics of Interest 
 Temp    Press  Humidity Filtration Time Filtration Volume Filtration Purity 
Run    X1          X2         X3 Y1 (3 replications)  Y2 (3 replications)  Y3 (3 replications) 
1    –1         1         1 3.86 4.03 3.92 9.70 9.79 9.73 93.09 92.99 93.03 
2      1         1         1 3.12 3.07 3.02 9.96 9.95 9.93 93.76 93.83 93.81 
3    –1           1         1 2.82 2.79 2.87 9.94 9.96 9.97 94.33 94.35 94.30 
4      1           1         1 1.07 0.97 0.99 10.00 9.97 9.89 95.64 95.76 95.72 
5    –1         1           1 1.56 1.54 1.53 9.87 9.89 10.01 94.18 94.13 94.16 
6      1         1           1 0.54 0.52 0.58 10.10 10.04 10.03 96.31 96.23 96.27 
7    –1           1           1 0.85 0.82 0.71 10.08 10.11 10.09 95.83 96.01 96.04 
8      1           1           1 0.01 0.02 0.16 10.16 10.19 10.22 96.86 96.55 97.23 
9 –1.682       0           0 1.30 1.26 1.32 9.78 9.87 10.01 93.59 93.73 93.76 
10   1.682       0           0 2.07 2.14 2.11 10.02 10.15 9.92 94.94 94.88 94.90 
11      0      1.682       0 0.60 0.63 0.68 9.80 10.04 9.98 93.41 93.28 93.59 
12      0        1.682       0 2.03 2.08 2.04 10.10 9.99 10.01 95.39 95.42 95.36 
13      0           0      1.682 2.12 1.79 2.16 10.12 10.01 9.86 94.37 95.17 94.64 
14      0           0        1.682 2.80 2.52 2.42 10.10 9.97 9.85 95.36 95.63 94.99 
15      0           0           0 2.19 2.02 2.14 10.08 9.99 10.13 95.76 94.93 95.43 
16      0           0           0 1.96 1.77 2.19 9.98 10.11 9.78 94.12 94.20 95.13 
 
Table 6.10 presents the calculations for the mean and variance of each characteristic, as 
well as the covariance between characteristics for this example.  Higher-order response 
surface designs are developed for each mean and variability measure in accordance with 
the evaluation criteria.  Screening tests for the multicollinearity between predictor 
variables and the existence of X outliers within each model produce negative results.  
Since this problem involves multiple characteristics and results in the development of 
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nine models when considering the variance and covariance response, it is highly likely 
that second-order polynomial models will not suffice for estimation.   
Table 6.10:  Mean, Variance, and Covariance Calculations 
 
 
        Coded Units Mean and Variance Calculations  
 Temp  Press   Hum Y1 Y2 Y3 Covariance Calculations 
Run     X1       X2      X3 1y  
2
1s  2y  
2
2s  3y  
2
3s  12s  13s  23s  
1    –1      1       1 3.94 0.0074 9.74 0.0021 93.04 0.0025 0.0026 0.0028 0.0015 
2      1      1       1 3.07 0.0025 9.95 0.0002 93.80 0.0013 0.0005 0.0008 0.0002 
3    –1        1       1 2.83 0.0016 9.96 0.0002 94.33 0.0006 0.0002 0.0007 0.0001 
4      1        1       1 1.01 0.0028 9.95 0.0032 95.71 0.0037 0.0011 0.0021 0.0010 
5    –1      1        1 1.54 0.0002 9.92 0.0057 94.16 0.0006 0.0006 0.0001 0.0000 
6      1      1        1 0.55 0.0009 10.06 0.0014 96.27 0.0016 0.0002 0.0003 0.0008 
7    –1        1        1 0.79 0.0054 10.09 0.0002 95.96 0.0129 0.0000 0.0042 0.0008 
8      1        1        1 0.06 0.0070 10.19 0.0009 96.88 0.1159 0.0015 0.0164 0.0037 
9 –1.68      0        0 1.29 0.0009 9.89 0.0134 93.69 0.0082 0.0010 0.0000 0.0062 
10   1.68      0        0 2.11 0.0012 10.03 0.0133 94.91 0.0009 0.0013 0.0007 0.0009 
11      0   1.68      0 0.64 0.0016 9.94 0.0156 93.43 0.0242 0.0021 0.0029 0.0019 
12      0     1.68      0 2.05 0.0007 10.03 0.0034 95.39 0.0009 0.0008 0.0004 0.0002 
13      0        0   1.68 2.02 0.0412 10.00 0.0170 94.73 0.1656 0.0033 0.0499 0.0087 
14      0        0     1.68 2.58 0.0388 9.97 0.0156 95.33 0.1032 0.0159 0.0143 0.0149 
15      0        0        0 2.12 0.0076 10.07 0.0050 95.37 0.1746 0.0033 0.0242 0.0142 
16      0        0        0 1.97 0.0442 9.96 0.0276 94.48 0.3152 0.0233 0.0675 0.0554 
 
When considering just the mean response as in the traditional desirability function 
approach, the evidence suggests that the final approved higher-order models are able to 
more precisely estimate the true process mean for each characteristic (see Table 6.11).  
Table 6.11:  Comparison of Response Surface Designs 
 




 PRESSk MSEk AICk 
1
ˆ ( )x  
Traditional Design (2nd order) 10 39.0 0.0 74.89 1.635 12.17 
Proposed (3rd order) 14 99.9 99.0 1.28 0.008 82.63 
2
ˆ ( )x  
Traditional Design (2nd order) 10 71.8 29.5 0.31 0.007 74.98 
Proposed (3rd order) 8 94.3 89.3 0.02 0.001 104.54 
3
ˆ ( )x  
Traditional Design (2nd order) 10 82.5 56.2 22.56 0.513 6.39 
Proposed (4th order) 10 96.2 90.5 0.00 0.112 30.80 
 
Finally, the desired target value for each S-type variance measure is established at  = 0, 
with the upper specification limit at 0.10.  And the lower and upper specification limits 
for the N-type covariance measures are set at 0.02 and 0.02, respectively, with a target  
 98 
 = 0.  The end result is the optimization scheme shown in Table 6.12, whereby the 
optimal factor settings are identified: 
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Find   
Constraints: 
 
   1.  For the mean of the S-type (Y1), N-type (Y2), and L-type (Y3) characteristics: 
 









ˆ0 if ( ) 7
ˆ ( ) 7
ˆif 0 ( ) 7
0 7
ˆ0 if ( ) 90
ˆ ( ) 90
















ˆ ˆ0 if ( ) 9.5 or ( ) 10.5 
ˆ ( ) 9.5
ˆif 9.5 ( ) 10.0,
10.0 9.5
ˆ ( ) 10.5









  2.  For the variance of the qth characteristic, and for the covariance between  
        the ith and jth characteristics: 
 
 




0 if ( ) 0.10  
( ) 0.10















ˆ ˆ0 if ( ) 0.02 or ( ) 0.02 
ˆ ( ) 0.02
ˆif 0 ( ) 0.02,
0 0.02
ˆ ( ) 0.02
ˆif 0.02 ( ) 0
0.02 0












  3.  x
T
x  3 (bound on experimental region) 
 
Higher-order fitted response surface functions: 1ˆ ( ),x
2
1 ( ),x 2ˆ ( ),x
2
2 ( ),x 3ˆ ( ),x  
  23 ( ),x 12ˆ ( ),x 13ˆ ( ),x and 23ˆ ( )x  
 
Optimal robust factor settings x* = (X1*, X2*, X3*) 
 
 
A comparison of the solutions is made in Table 6.13 using the traditional desirability 
approach and the proposed robust desirability function approach.  The desirability values 
(in bold) aligned with selecting the optimal factor settings found by each approach are 
displayed for comparison purposes.   The results are expressed in vector format, where 
1 2 3
ˆ ˆ ˆ ˆ* [ ( *), ( *), ( *)],μ x x x
2 2 2 2
1 2 3* [ ( *), ( *), ( *)],σ x x x and 12 13 23ˆ ˆ ˆ ˆ* [ ( *), ( *), ( *)]σ x x x .  
1
ˆ( )d  
3
ˆ( )d  
2
ˆ( )d  
2( )qd  
,








Table 6.13:  Comparison of Solutions 
 
Method x* 
ˆ *μ  
(Individual d) 
2 *σ  
(Individual d) 





( 0.0528, 0.7581, 1.5570) 
(1.75, 9.97, 94.61) 
(0.75, 0.94, 0.46) 
(0.03, 0.02, 0.09) 
(0.67, 0.83, 0.10) 
(0.013, 0.012, 0.002) 




(1.6356, 0.2604, 0.0997) 
(1.13, 10.09, 95.38) 
(0.84, 0.83, 0.54) 
(1e-04, 0.01, 1e-04) 
(0.99, 0.86, 0.99) 
( 2e-03, 3e-08, 1e-03) 
(0.91, 0.99, 0.99) 
0.870 
 
The numerical code in Mathematica for this example is shown in Appendix E. 
 
 
Summary of Findings 
 
One insight in using the proposed methodology is the effect it may have on the 
estimation of the true process parameters.  The methodology incorporates a procedure 
that selects the best combination of terms based upon various evaluation criteria and 
screens for potential issues associated with using higher-order polynomials.  As a result, 
the model for each parameter is customized to provide the most precise estimation of the 
true response.  In some cases, such as was shown in the multivariate problem with the 
mean response for Y2 and Y3, the number of model parameters that most appropriately 
estimates the true response may be less than or equal to the number of terms in the 
second-order model.  Regardless of the number of terms in the higher-order model 
resulting from this procedure, the degree of improved accuracy in the estimation of a 
parameter is typically significant.  For instance, the higher-order response surface designs 
for the mean and variance in the univariate problem reduced the overall estimation error 
by as much as 73% and 89%, respectively, when compared to their corresponding 
second-order design.  This error in estimating each characteristic compounds when 
computing the composite desirability function D, which then directly contributes to the 




More importantly, the traditional desirability function approach is unable to account 
for the variability observed among multiple characteristics, as observed in the 
multivariate problem.  In this example, the traditional desirability function approach 
suggested using optimal factor settings that would lead to roughly 98% more variability 
in both the filtration time (Y1) and filtration purity (Y3) for the process.  By developing 
models for both the variance and covariance among characteristics, more robust 
techniques are integrated into the desirability function approach.  In the example, the 
solutions identified using direct search algorithms associated with the proposed 
methodology were extremely comparable to the solutions identified using more efficient 




The traditional desirability function approach relies on the estimation of each 
characteristic using first or second-order response surface designs, which may be 
unsuitable in many situations.  As the number of responses that requires modeling 
increases, it is more likely that these designs will incorrectly influence the selection of the 
optimal factor settings for a process.  Furthermore, the traditional desirability function 
solely relies on the estimation of the mean response for each characteristic; trends in 
variability among each characteristic are neglected.  In this research, an alternative 
desirability function methodology is proposed that integrates the concepts of robust 
design and seeks an improvement in the estimation of the process parameters.  By doing 
so, a manufacturer may have greater assurance that their factor settings are established at 
the most favorable levels attainable.   
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CHAPTER SEVEN 
INTEGRATING RSM PROCEDURES INTO SOLVING THE OPTIMAL 





The selection of the optimal process mean is critically important as it directly affects 
the defect rate, material cost, scrap and rework costs, and the loss to customers.  While 
significant advancements have been made in designing models associated with solving 
the optimal process mean problem, most rely on the assumption of various process 
parameters such as the mean and variance to find optimal solutions.  In addition, aside 
from working with correlated data, the problem has not addressed working in non-
standard conditions, such as with irregularly-shaped experimental regions, in the presence 
of non-constant variance, or with an unbalanced set of experimental runs.  Finally, the 
number of quality models that address solving the problem for S and L-type 
characteristics is sparse; greater attention is needed toward developing sufficient 
representation of these characteristics.  For this reason, the following paragraphs will 
outline several procedures for working with non-standard conditions.  A methodology 
that integrates response surface methodology techniques into the optimal process mean 
problem will be established, from which several extensions will be made.   Numerical 
examples will be used to illustrate how the methodology is used to solve the optimal 
process mean problem.  The procedures are further extended to consider the case when 






Establishing an Experimental Framework 
 
The procedures described within this chapter are aligned toward working with the 
univariate process mean problem.  Chapter 9 is devoted to solving the optimal process 
mean problem in multiple quality characteristics.  The concepts outlined in Chapter 5 can 
also be integrated into the procedures described within this chapter.  In part (a), a general 
framework is described for S, N, or L-type characteristics.  In part (b), the procedure for 
selecting an optimal design is described, when specifically working with irregularly-
shaped experimental regions or an unbalanced array of experimental runs.  Finally, a 
procedure is provided in part (c), for the case when the presence of non-constant variance 
prohibits the development of standard response surface designs.  
(a)  General Univariate Problem.  Consider a process where a quality characteristic Y 
is influenced by a set of control factors x = (X1, X2, ..., Xv).  Suppose that the objective of 
an engineer is to identify the optimal process mean, and subsequently determine the 
factor settings x* = (X1*, X2*, ..., Xv*) that support achieving that process mean.  An 
experimental framework is considered, where n runs are conducted with mp replications 
at the pth design point for the v control factors.  Let ypr be the rth response at the pth 
design point, where p = 1, 2, ..., n and r = 1, 2, ..., mp.   
If the quality characteristic of interest is N-type, the normal distribution is generally 
used as a model for the characteristic.  Hence, the mean and either the standard deviation 
or variance may be used to model the distribution parameters.  If the quality characteristic 
of interest is S or L-type, an additional parameter for the skewness of the distribution is 
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calculated to account for the skew that is generally observed in these type of 

























































   (7.1) 
 
Table 7.1 presents the format for this experimental framework. 
 
Table 7.1:  Experimental Framework for the Proposed Methodology 
 
Run X1   X2 ………  Xv Replications (Y) 




















y11  y12 …… y1r …… 1 pmy  
y21  y22 …… y2r …… 2 pmy  
 
   .       .              .              . 
   .       .              .              . 
   .       .              .              . 




   .       .              .              . 
   .       .              .              . 
   .       .              .              . 
















































Since least squares regression is used in the development of response surface designs, 
the necessary assumptions for regression must first be validated.  Regardless of the 
distribution used to model Y, the residuals in fitting a response variable should be 
normally distributed, uncorrelated, and exhibit constant variance, in order to apply 
response surface methods.  Various plots may be used to gain a sense of compliance in 
the residuals and hypotheses tests may be conducted to confirm the feedback from these 
graphical results.  To confirm visual evidence of normality in the residuals, most 
researchers will use the Shapiro-Wilk test for small or medium sample sizes.  For a given 
n  1 vector of observations y and its corresponding vector of fitted values ŷ , the vector 
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of residuals ˆe y y .  When the residuals are ordered from smallest to largest values, e(1), 
e(2), ..., e(n), the hypotheses H0: e  N( , 
2
) and H1: e  N( , 
2
) are tested using the W 
statistic:  







where 1 ( 1)
1
[ ]n l n l l
l
b a e e ,                          (7.2) 
 
  is the largest integer less than or equal to n/2, and s is the sample standard deviation.  
For a given level of significance , tables are used to reference the coefficients a and the 
critical values W  .  Unlike most tests, since the critical region is in the small tail of the 
distribution, if W* > W , H0 is concluded, i.e. sufficient evidence exists to suggest the 
residuals are normally distributed.   
Upon validation of the necessary assumptions for least squares regression, response 
surface designs are developed for each of the parameters associated with Y.  If the 
characteristic is S or L-type, a response surface design for the skewness is also developed.  
Shown below are the general forms of each design for k parameters or k 1 predictor 
variables: 




















X     (7.3) 
Standard Deviation:  
ˆˆ( )x X , where T Tˆ ( -1X X) X s , and T1 2[ , ,..., ]ns s ss           (7.4) 
 
Variance:  2
2 ˆ( )x X , where 2
T T 2ˆ ( -1X X) X s , and 2 2 2 2 T1 2[ , ,..., ]ns s ss                    (7.5) 
 




(b)  Working in the Presence of Irregularly-Shaped Experimental Regions or 
Unbalanced Data.  In the preparation phase of our design-of-experiments, due to a lack of 
available resources or constraints placed upon the factor settings, it is assumed that a non-
standard experimental region is encountered, where a standard design may no longer be 
applicable.  The precision of the model parameters is a concern; for this reason, the 
selection of a computer-generated optimal design is necessary and an optimality criterion 
must be specified.  Suppose y1, y2, ..., yn is a random sample from a N( , 
2
) distribution. 
Given the vector of observations made on a characteristic y = (y1, y2, ..., yn)
T
, the basis of 
each criteria is with the joint confidence region for the parameters  = ( 1, 2, ..., k)
T
.  
First, since it can be shown that the least squares estimators of , denoted ˆ , may be 






y, where 1 2
ˆ ˆ ˆ ˆ( , ,..., )k , it is evident that 
ˆ  is a linear 
combination of the observations, and so is also normally distributed.  For y = X  + , 
where  represents the vector of error terms, the mean and variance of ˆ  can be 
calculated: 
   E[ ˆ ] = E[(XTX)-1XTy] = E[(XTX)-1XT(X  + )] = E[(XTX)-1XTX  + (XTX)-1XT ] = IE[ ] + 0 =    (7.7) 
 





















































which supports the conclusion that ˆ  is an unbiased estimator of .  For a select random 
variable, Z, where Z = X( ˆ – ), it can be shown [see Box and Draper (1987)] using 
Cochran's Theorem for quadratic forms that Z
T
Z = [X( ˆ – B)]
T





X( ˆ – ) ~ 
2 2




 with n–k degrees of freedom, we can use the sampling distribution of the 
error sum of squares, SSE, and the results of Cochran's Theorem to get: 
                        
2
2 2 2 2 2
2
( )
( ) ( ) ( ) ( )
n k s
n k SSE n k n k MSE n k                 (7.8)                   
 
Finally, since the ratio of two independent 
2
 variables, each divided by their respective 
degrees of freedom is a variable following an F distribution, we have:     
                       




F k n k
k n k kMSE
β X X β β X X β
                   (7.9) 
 
In the form of an inequality, the described region represents an ellipse in two parameters 
or an ellipsoid in three or more parameters, more often referred to as a joint confidence 
region or 100(1– )% confidence ellipsoid for the parameters : 
                                                 
T Tˆ ˆ( ) ( )
( , )F k n k
kMSE
β X X β
                                            (7.10) 
 




X( ˆ – ), where  
V = k(MSE)F (k, n–k).  Using this expression, it is then apparent that the volume of the 
confidence region for  depends on the magnitude of X'X.  It can further be shown that 
this volume V may be expressed as:  






V                                                         (7.11) 
 
where λ1, λ2, ..., λk, are the eigenvalues of the matrix X'X.  Most computer-generated 
designs use these results to identify an optimal design.  Three in particular – the D, A, and 
G optimality criteria are discussed in (i)-(iii) on the following page.   
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(i)  One of the most widely used statistical design criteria in minimizing the 
estimation error of the parameters  is the D-criterion.  Since the volume of an ellipsoid 
is directly proportional to the product of the lengths of its axes, it is observed that the 
volume of the ellipsoid in Equation (7.11) is proportional to the product of 1/λi, for i = 1, 
2, ..., k.  As a result, the volume of the confidence region on the parameters  is inversely 
proportional to the square root of the determinant of X'X, shown in Equation (7.12). 








                                                 (7.12)  
 
Thus, the D-optimality criterion seeks to minimize the volume of the confidence region 
for  by maximizing |X'X|.  When the inverse matrix |X'X|
-1
 produces larger values, the 
error in the estimates of the parameters for a particular regression model is much greater.   
(ii)  Another criterion often examined in the use of computer-generated designs is the 




, consists of the 
variance of the regression coefficients along the diagonal of the matrix.  Thus, the trace 
of the inverse of the matrix X'X can serve as a good measure of the variability in the 
regression coefficients.  Minimizing the trace of the matrix (X'X)
-1
, which is equivalent to 
minimizing the sum of the eigenvalues λi, leads to a reduction in the average variance of 
the regression coefficients.  
(iii)  Some optimality criteria are concerned more with the variance of predictions 
made by a particular regression model.  The vector of the fitted values for a regression 







T 1 Tˆˆ ( )y X X X X X y Hy .  The variance of this n x 1 vector is: 
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                T 1 T T 1 T 2 T 1 T 2ˆVar[ ] Var[ ( ) ] ( ) Var( ) ( )y X X X X y X X X X y X X X X H           (7.13) 
 
The variance of the vector of fitted values when the pth case is deleted may be obtained: 
 
                                          2ˆ( )p ppVar y h , where p = 1, 2, ..., n,                                 (7.14) 
 
and hpp is the pth diagonal element of the hat matrix H.  These same principles can be 
applied to the confidence region, where a measure of the squared distance between the 
least squares estimate ˆ and the estimate obtained by deleting the pth point, ˆp is used.  
Since ˆŷ X , the relationship between this region and the diagonal elements of the hat 
matrix can also be shown, where ep represents the pth residual for a given model:   
 
                         
T T T 2
2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )
(1 )
p p p p p pp
pp
e h
kMSE kMSE kMSE h
X X y y y y
,                 (7.15) 
 
Using this formulation, it is observed that large hpp values lead to larger confidence 
regions, and thus poor approximations for the regression coefficients.   The G-optimality 
criterion uses the diagonal elements of H in creating a design.  Specifically, it seeks to 
minimize the maximum value of hpp for p = 1, 2, ..., n, thus reducing the influence of 
various points on the estimation of the parameters .  The G-criterion then is represented 
by the ratio of the average to the maximum value for the diagonal elements of H. 
Following the selection of an optimal design based upon the various criteria, response 
surface designs are developed for the various responses using the same principles 
described in part (a). 
(c)  Working in the Presence of Non-Constant Variance (Heteroscedasticity).  The 
original work for this research is published, with reference Goethals and Cho (2010a).  
To validate the presence of heteroscedasticity, two tests are primarily used – the Brown-
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Forsythe, which is robust to departures from normality in the data, and the Breusch-
Pagan test.  Specifically, for the Breusch-Pagan test, where independence and normality 
is assumed within the residuals, the relation for the error variance among k parameters or 
k–1 predictor variables, loge p
2
 = 0 + 1Xp1 + + k–1Xp,k–1, the alternative hypotheses 
H0: 1 = = k–1 = 0 and H1: Not all i = 0, may be tested using the statistic: 







,                                             (7.16) 
 
where SSR* is the regression sum of squares in the regression of the squared residuals 
against one or more of the predictor variables exhibiting non-constant variance, and SSE 
is the error sum of squares for the full model.  If the test involves c predictor variables 
exhibiting non-constant variance, and 2 2 (1 ; )BP c , then H1 is concluded, i.e. sufficient 
evidence exists to suggest the variance is non-constant.  Remedial measures for working 
with balanced and unbalanced experimental designs in heteroscedastic conditions are 
discussed in the following paragraphs.   
When heteroscedasticity in the residuals is encountered, a transformation of variables 
may be conducted as a remedial procedure.  Often, however, the regression relationship 
between the response and predictor variables may be inappropriate as a result of the 
transformation.  For this reason, alternative methods are sought.  One technique that may 
be applied to experimental designs to reduce error associated with non-constant variance 
is weighted least squares regression.  Using this approach, greater weight is applied to 
observations with smaller variance than those with larger variance.  For the general form 
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of the regression model described earlier, y = X  + , the n x n covariance matrix of the 
error terms may be written as: 
                                      
1
2
Var( ) 0 0
0 Var( ) 0
Var( )
0 0 Var( )n
ε                                     (7.17) 
 
Since, for p = 1, 2, ..., n, E( p) = 0, and thus Var( p) = E( p
2
) – [E( p)]
2





 for a model may be used as estimators for the error variance.  
Regressing the squared residuals against the predictor variables, the fitted values of the 
resulting variance function ˆpv  may be used to establish weights p corresponding to 
smaller or larger error variance.  Defining this weight relation as ˆ1/p pv , the error 
covariance matrix can then be estimated using a weight matrix W, where: 










ε W                                          (7.18) 
 
Using the symmetric diagonal matrix W
1/2




, we can 
observe the relationship between the original and weighted regression models.  In 
particular, multiplying both sides of the original regression model y = X  +  by W
1/2
, we 
can express the weighted model as y  = X  + , where y  = W
1/2
y, X  = W
1/2
X, and  
= W
1/2






, assuming the weights provide a good 
estimate of the true error variance, it can be shown that the error terms for the weighted 
model have a mean of zero and constant variance, Var( p) = 1: 




E( ) = W
1/2
(0) = 0                              (7.19) 
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 = I 
 
Thus, standard regression procedures may be applied to the weighted regression model.  
In particular, for a model with k parameters, the weighted least squares estimators of the 
regression coefficients T1 2







y , may be obtained 



































Wy  (7.20) 
 
Comparing the standard error of the weighted least squares coefficients to the ordinary 
least squares coefficients is useful in observing convergence in a model.  The k x k 




, where the error mean square for 
the model, MSE , is: 










n k n k n k
e We
                                       (7.21) 
If the regression coefficients obtained using this method are significantly different than 
those obtained using ordinary least squares regression, the model may be reweighted 
using a subsequent estimation of the variance.  In this manner, an iterative process where 
revised weights are recomputed can be used to ensure convergence and the reduction of 
model error. 
Using this approach, fitted response functions are developed for the mean, and 
variance.  In particular, using the mean response ,y the general form of the estimated 
response function for the process mean with k parameters or k–1 predictor variables may 
be written as: 
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X , and T1 2[ , ,..., ]ny y yy (7.22) 
 
Fitted response surface functions for the variability measures are produced in a similar 
manner.    
While this approach may work for balanced experimental designs, it is not suitable 
when considering unbalanced or non-orthogonal designs.  Therefore, an alternative 
method is described, one which imposes weights based upon the number of replications 
in the design.  In the application of this technique, the variance of the sampling 
distribution is considered for both the mean and variance.  For instance, it is known from 
the central limit theorem that for a random sample of size m, y1, y2, ..., ym, the distribution 
of the mean of these observations is y  N( , 
2
/m).  Furthermore, if y1, y2, ..., ym, is a 
random sample from a N( , 
2
) distribution, we can use the definition of sample variance 
s
2




















2 2 2 2
1 2 2
( 1) ( 1)
1 [ ] 1 [ ]m
m s m
E m E s m E s  (7.23) 
   
Since the variance of a chi-square distribution with m–1 degrees of freedom is 2(m–1), 








( 1) ( 1) 2




m s m s
m
  (7.24) 
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By appealing to the distributions of the sample mean and variance above and 
considering an unbalanced design where the number of replications may be different (i.e. 
mp for p design points), it is evident that: 
 












, where p = 1, 2, ..., n                     (7.25) 
 
Hence, it may be suitable to consider the weights mp and mp–1 in the development of the 
estimated response surface functions for the mean and variance, respectively.  With a 
weight matrix W tailored to provide greater weight toward those design points with a 
larger number of replications, the same procedures used for balanced designs can be 




In the design of the constraints for the scheme used to identify the optimal process 
mean, a distribution is first chosen to model the quality characteristic of interest.  Given 
that an N-type characteristic Y is used, the response surface designs may be integrated 
into the normal distribution as shown: 
      
2
22
ˆ1 1 [ ( )]
( ) exp
2






, where LSL  ˆ( )x  USL, and x       (7.26) 
 
If the S or L-type characteristic is used, a distribution that captures skewness should 
be used.  In particular, by considering the work of O'Hagan and Leonard (1976), Azzalini 
(1985) extended the concept of skewed distributions to the normal distribution and 
defined many of its properties.  Given  ( ) and ( ) to represent the probability density 
function and cumulative distribution function for the standard normal distribution, 
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respectively, the general form of the standard skew normal distribution for some 
characteristic Y is expressed as: 
                        ( ) 2 ( ) ( ),Yf y y y  where   < y <   and                       (7.27)      
 
In this expression, the parameter   controls the skewness of the distribution; with   > 0, 
the distribution is positively skewed, and with   < 0, the distribution is negatively 
skewed.  Nadarajah and Kotz (2003) further developed the generating function of Y for 
even and odd ordered moments; the form of the jth moment for the standard skew normal 
distribution took the form: 




2 2 (1 )
[ ] (1 ) ( )
2 3
jj
j jj jE y , for j odd, and      (7.28) 





j jE y , for j even                                   (7.29) 
 
Using Equations (7.28) and (7.29), the first and second moments, respectively, become: 
 




2 3 2 1 1 1 2
[ ] (1 )
2 2 2 1
E y , where 
21
   (7.30) 
                                                2
2 3 2 1 1
[ ] 1
2 2 2
E y  
 
Thus, the mean and variance for the standard skew normal distribution, respectively, are:  
 
     
2
[ ]E y  and 
2
2
2 2 2 2Var[ ] [ ] ( [ ]) 1 1y E y E y , where 
21
  (7.31) 
 
Since the normal probability density function for some random variable Z with 
parameters  and 
2
 can be rewritten in terms of the standard normal density function: 
                                        
2
22





f z ,                           (7.32) 
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one may easily extend the standard skew normal distribution to a distribution that adds 
the parameters of location and scale.  By making the transformation y  (y )/   in 
Equation (7.27), we have: 




f y                                                   (7.33) 
                                          
2
2





                                          
2
2






The same transformation is considered in determining the mean and variance of the skew 
normal distribution with the parameters for location  and scale   added: 
                   
2
[ ]E y   and
2
2 2Var[ ] 1y , where 
21
             (7.34) 
 
Aside from ensuring that the characteristics follow a specific distribution, constraints 
are established to ensure that the process mean lies within the specification limits and that 
the experimental region of interest is bounded, depending upon the specific design used.  
An appropriate loss function is also chosen, based upon the type of characteristic 
observed in a process.  In particular, the univariate quadratic loss function has the form 
L(y) = (y )
2
, where L(y) is a measure of the loss in quality associated with the N-type 
quality characteristic Y and   is a constant that depends on the magnitude or loss impact 
of the characteristic.  Given an S-type characteristic with a desired target value of zero, 
the loss function reduces to L(y) = Sy
2
.  Finally, the L-type characteristic may have a 
target value of  where the loss function L(y) = L/y
2
 for y > 0 may apply, as in 
characteristics like strength or durability, and it may also have a finite target L where the 
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loss function L(y) = L(y L)
2
 for 0  y  L may be used, as in characteristics involving 
percentages like air or water purity.   
In the context of improving the quality of a product, process capability indices (PCIs), 
which come in many different forms, may also be incorporated into the process mean 
problem to ensure a minimal degree of capability is achieved.  One particular target-
based univariate index, Cpm, developed by Chan et al. (1988), incorporated a quadratic 
loss function in the denominator to serve this purpose.  The index, Cpm, has the 
formulation shown in Equation (7.35), where 
2
 is the process variance when the process 
is in control,   is the process mean when the process is in control, and  denotes the 
target value for the process.  Adding the PCI as a constraint with a lower bound  gives 
the manufacturer some flexibility in establishing a minimal amount of observable quality 
loss for a given process. 
                                     
2 2ˆ6 ( ) [ ( ) ]
USL LSL
x x    
                                    (7.35) 
 
In the design of the objective function for the optimal process mean problem, 
economic terms are considered.  Processing costs (PC) are defined as a function of both 
the cost to the manufacturer for a product's non-conformance with its pre-defined 
specifications and the cost to the customer in terms of quality loss.  For an N-type quality 
characteristic, the cost associated with failing to conform to one specification limit may 
be entirely different than the cost of non-conforming to the other specification limit.  
Therefore, suppose the cost to rework products CI is applied when the characteristic 
observations fall short of the LSL, while a rejection or discard cost CII is applied when 
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observations extend beyond the USL.  Furthermore, for a characteristic with a one-sided 
specification limit, such as with S and L-type characteristics, suppose that a cost of CIII 
and CIV is applied, respectively, when observations fail to remain in tolerance.  This cost 
structure is incorporated into the objective function for the process mean problem, as 
shown by the outline of the optimization scheme in Table 7. 2.   
Table 7.2:  RSM-Based Optimization Scheme for the Process Mean Problem 
 
Minimize   N-type: I II[ ] ( ) ( ) ( ) ( )
USL LSL
LSL USL
E PC L y f y dy C f y dy C f y dy  
                     S-type:  III[ ] ( ) ( ) ( )
USL
USL
E PC L y f y dy C f y dy  or  
                   L-type:  IV[ ] ( ) ( ) ( )
LSL
LSL































  1.   N-type:  
2
22
ˆ1 1 [ ( )]
( ) exp
2






, –  < y <           
     S, L-type: 
2
ˆˆ ˆ1 1 ( ) ( )[ ( )]
( ) exp 1 erf






, –  < y <   
 




 (central composite design) or |Xi |  1 (factorial design) 
 
  3.   N-type:  L(y) = N(y N)
2
 
        S-type:  L(y) = Sy
2
  for S  y  USL 
        L-type:  L(y) = L/y
2
 for LSL  y <  with L = , or 
                      L(y) = L(y L)
2
 for LSL  y  L with L = constant     
 
  
4.   N-type:  LSL  ˆ( )x  USL, S-type: ˆ( )x  USL, L-type: ˆ( )x  LSL, ˆ( ) 0x  
 
  5.  
2 2ˆ6 ( ) [ ( ) ]
USL LSL
x x
, (level of capability desired for the process) 
 
Control factors x and quality loss coefficient settings     
Response surface designs:  ˆ( )x and ˆ ( )x or 2 ( )x ; ˆ ( )x (for S and L-type) 
Cost structure CI and CII, CIII, or CIV  
Desired lower bound on process capability , and desired target value  
 
Optimal factor settings x* = (X1*, X2*, ..., Xv*) 
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By integrating response surface methods into the optimal process mean problem, the 




Several examples are used to illustrate the proposed methodology.  Specifically, part (a) 
will examine the process mean problem using an N-type characteristic.  The problem will 
be extended to S and L-type characteristics in part (b), using the skew normal distribution 
and appropriate loss functions.  In part (c), the non-standard case when heteroscedasticity 
is present in the data is examined.  In part (d), computer-generated designs are used to 
address non-standard experimental regions, when solving the optimal process mean 
problem.  And in part (e), the methodology is extended to consider a dynamic target 
value, or one that changes over time.  The numerical code used to solve the examples 
may be found in Appendix E. 
 
Part (a):  Working with an N-type Characteristic 
 
Consider an adaptation of an experiment introduced by Derringer and Suich (1980) 
involving a process for the production of a tire tread compound.  In this study, 
observations are taken on three control factors – hydrated silica level (X1), silane coupling 
agent level (X2), and the sulfur level (X3).  The experiment is replicated three times and 
the effects of setting these factors at various levels are noted for an N-type quality 
characteristic of interest.  The tensile strength (Y), measured in megapascals (MPa), 
possesses a desired target value of 12.6 MPa, with an LSL and USL of 11 MPa and 14.2 
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MPa, respectively.  Table 7.3 displays the data collected for this experiment, along with 
the calculations for the mean and variance at each of the design points. 
Table 7.3:  Experimental Design for the Tire Tread Production Process 
 
 Coded Units    
 Silica Silane Sulfur Tensile Strength (Y) 
Run X1 X2 X3 3 reps. (MPa) 1y  
2
1s  
1 –1 –1 –1 11.9, 12.7, 12.3 12.3 0.16 
2 1 –1 –1 11.3, 11.9, 11.6 11.6 0.09 
3 –1 1 –1 13.4, 14.1, 14.5 14.0 0.31 
4 1 1 –1 10.4, 10.6, 10.5 10.5 0.01 
5 –1 –1 1 13.8, 13.3, 13.4 13.5 0.07 
6 1 –1 1 12.3, 12.1, 12.2 12.2 0.01 
7 –1 1 1 11.2, 11.1, 11.3 11.2 0.01 
8 1 1 1 11.7, 11.2, 11.6 11.5 0.07 
9 –1.682 0 0 13.8, 14.3, 13.9 14.0 0.07 
10 1.682 0 0 10.4, 11.0, 10.7 10.7 0.09 
11 0 –1.682 0 12.8, 12.6, 13.0 12.8 0.04 
12 0 1.682 0 10.4, 11.6, 11.0 11.0 0.36 
13 0 0 –1.682 13.0, 12.5, 12.9 12.8 0.07 
14 0 0 1.682 12.2, 12.9, 12.4 12.5 0.13 
15 0 0 0 12.9, 13.0, 13.7 13.2 0.19 
16 0 0 0 13.2, 12.6, 12.9 12.9 0.09 
17 0 0 0 12.6, 12.2, 12.4 12.4 0.04 
18 0 0 0 12.1, 12.7, 12.4 12.4 0.09 
19 0 0 0 12.9, 12.5, 12.7 12.7 0.04 
20 0 0 0 12.4, 12.5, 12.9 12.6 0.07 
 
Suppose that the objective of the experiment is to identify the optimal process mean * 
for the tensile strength Y and the factor settings that support obtaining this mean.  While 
finished material that fails to meet the pre-defined LSL may be reprocessed at a small 
labor cost, material products that fail to meet the USL must be completely discarded and 
incur a significantly higher cost.  When the sixty observations for Y are loaded into an 
input analyzer program, the normal distribution is found to most closely model this 
particular quality characteristic of interest (see Figure 7.1).  The normality assumption in 
Y can be further supported by the results of the Shapiro-Wilk test.  Given n observations 
ordered from smallest to largest values, y(1), y(2), ..., y(n), and the alternative hypotheses 
H0: Y  N( , 
2
) and H1: Y  N( , 
2
), the W statistic is computed using  =.05:  
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Figure 7.1:  Modeling the Tensile Strength Y for the Tire Tread Production Process 
 








             
 
Since WY1* = .9731 > W.05 = .951, sufficient evidence exists to support the normality of 
Y.  In order to support the use of regression procedures in the development of response 
surface functions for Y, an investigation of the residuals using a standard fitted line 
should be performed.  Specifically, the assumptions of normality, constant variance, and 
a lack of correlation among the residuals are examined (see Figure 7.2).  Based upon 
these findings, there appear to be no serious departures from normality, and the residuals 
appear to be uncorrelated and exhibiting relatively constant variance.  
 
                       (i)                                           (ii)                                         (iii)                          
Figure 7.2:  Investigating Y  (i) Normality, (ii) Constant Variance, and (iii) Correlation 
                       Y 
Distr.         Sq. Error 
Normal         .0156 
Beta             .0202 
Weibull         .0238 
Erlang         .0409 
Gamma         .0414 
Uniform        .0538 
Log Normal    .0601 
Exponential    .0956 
Y 
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Second-order response surface functions are then developed for the mean and variance of 
the quality characteristic Y: 
           2 2 21 2 3 1 2 3ˆ ( ) 12.7057 0.7871 0.3974 0.0369 0.1608 0.3199 0.0548X X X X X Xx  
                      1 2 1 3 2 30.1500 0.4000 0.4500X X X X X X  
 
           2 2 2 21 2 3 1 2 3( ) 0.0879 0.0246 0.0445 0.0226 0.0103 0.0321 0.0033X X X X X Xx  
                      1 2 1 3 2 30.0138 0.0463 0.0088X X X X X X  
 
Using the response surface functions for the mean and variance, a non-linear 
constrained optimization scheme is employed that seeks to identify the optimal factor 
settings for which the total processing costs are minimized.  Restrictions are implemented 
to ensure Y follows a normal distribution and the process mean lies within the boundaries 
of the specification region.  The ratio of the associated rejection to rework costs, CII:CI, is 
established at 8:1 and the quality loss coefficient is established at  = 0.20, in order to 
provide an appropriate degree of cost to the manufacturer for non-conforming products.  
To ensure a level of realism is applied to the problem, a lower bound is also placed on the 
process variance for the characteristic.  The result is the optimization scheme shown in 
Table 7.5.   
Based upon the given information and constraint system for this example, the optimal 
factor settings x* = [X1*, X2*, X3*] are identified in Table 7.4 below, along with the 
corresponding optimal process mean and the expected total cost. 
Table 7.4:  Tire Tread Process Optimal Process Mean Problem Results 
 
x*  * E[PC] 



























  1.   
2
22





f y , with –  < y <   
 
  2.   x
T
x  3 (bound on experimental region) 
   
  3.   11  ˆ( )x   14.2, 2 ( )x  0.5 
 
Desired target value  = 12.6 
Quality loss coefficient   = 0.2 
 
2 2 2
1 2 3 1 2 3
ˆ ( ) 12.7057 0.7871 0.3974 0.0369 0.1608 0.3199 0.0548X X X X X Xx  
            1 2 1 3 2 30.1500 0.4000 0.4500X X X X X X  
2 2 2 2
1 2 3 1 2 3( ) 0.0879 0.0246 0.0445 0.0226 0.0103 0.0321 0.0033X X X X X Xx  
            1 2 1 3 2 30.0138 0.0463 0.0088X X X X X X  
 
Hence, the optimal process mean may be achieved by setting the hydrated silica level, 
silane coupling agent level, and sulfur level at their corresponding uncoded settings.  It is 
noted that the expected total cost for maintaining the original process mean of 12.6 is 
E[PC] = 0.195775, suggesting that a cost savings of 29.8% would be achieved by going 
with the adjusted process mean value for this example.  To determine the robustness of 
the model, an engineer may examine the effects of altering various constraints on the 
expected total cost.  Shown in Figure 7.3 (i) are normally distributed models of the 
original process (dashed) at  = 12.60 and the adjusted process (solid line) at  = 12.48, 
with their respective degrees of variability.  The effects of relaxing both the quality loss 
coefficient   and the tolerance on the location of the optimal process mean are observed 
in Figure 7.3 (ii).  
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                                 (i)                                                                  (ii) 
Figure 7.3: Original Process (dashed line) at  = 12.6 versus Adjusted Process (solid line) 
with (i)  = 0.20, (LSL, USL) = (11, 14.2) and (ii)  = 0.05, (LSL, USL) = (10.5, 14.7) 
 
 
Part (b):  Working with an S-Type or L-Type Characteristics 
 
Consider an example similar to the experiment presented by Kovach et al. (2009) 
regarding a chemical filtration process.  In the process of chemical filtration, dosages are 
prepared within vials and measurements are taken with regard to the purity of each 
sample.  The processing cost incurred within this system is directly related to the 
measurement of two different response variables of interest – filtration time (Y1) in 
seconds and filtration purity (Y2) as a percentage.  The objective in this system is to 
minimize the filtration time and maximize the filtration purity for each sample that 
undergoes processing, hence Y1 and Y2 may be considered S and L-type characteristics, 
respectively.  With the configuration of the system, dosages are limited to a filtration 
processing time of 2.5 seconds; any sample that exceeds this specification incurs a non-
conformance cost of CIII.  Furthermore, by regulation, all samples are required to achieve 
a purity level of at least 94%; any sample failing to achieve this level must be discarded 
at a non-conformance cost of CIV.  The temperature (X1), pressure (X2), and humidity (X3) 








CII CI CI CII 
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factors in the resulting filtration time and purity for the samples.  In an effort to gain a 
better understanding of the overall system, the optimal process mean for the S and L-type 
characteristic is investigated separately within the two sub-sections, part (b1) and part 
(b2), respectively.    
Part (b1).  At each design point, three experimental replications are performed and 
observations are recorded on the filtration time.  A central composite design is developed 
for the experiment; the data, along with the sample mean, variance, and skewness at each 
design point are shown in Table 7.6.  Shown in Figure 7.4 is a histogram of the filtration 
time; a comparison of the normal distribution (dashed) and a skew normal (SN) 
distribution (solid line) provides some visual evidence in support of using the SN 
distribution.   
Table 7.6:  Experimental Design for Filtration Time 
 
 Temp Pressure Humid Filtration Time (secs) Mean Standard Deviation Skewness 
Run X1 X2 X3 Y1 (3 replications) y  s g 
1 –1 –1 –1 0.97 1.14 1.26 1.12 0.1457 0.2074 
2 1 –1 –1 2.98 3.07 3.02 3.02 0.0451 0.1351 
3 –1 1 –1 2.82 2.79 2.87 2.83 0.0404 0.2948 
4 1 1 –1 0.94 0.97 0.99 0.97 0.0252 0.2391 
5 –1 –1 1 0.95 0.86 0.87 0.89 0.0493 0.6746 
6 1 –1 1 1.37 1.29 1.31 1.32 0.0416 0.5280 
7 –1 1 1 1.39 1.86 1.52 1.59 0.2427 0.4858 
8 1 1 1 1.96 1.77 1.85 1.86 0.0954 0.1905 
9 –1.68 0 0 1.83 1.76 2.02 1.87 0.1345 0.4979 
10 1.68 0 0 1.41 1.43 1.47 1.44 0.0306 0.3818 
11 0 –1.68 0 0.83 0.78 0.95 0.85 0.0874 0.4556 
12 0 1.68 0 2.03 2.08 2.04 2.05 0.0265 0.5952 
13 0 0 1.68 1.38 1.42 1.48 1.43 0.0503 0.2391 
14 0 0 1.68 2.45 2.52 2.42 2.46 0.0513 0.4451 
15 0 0 0 0.85 0.37 0.48 0.57 0.2515 0.5580 




       Figure 7.4:  Histogram of Y1 with Normal (      ) and Skew Normal (      ) Models 
 
Furthermore, the Shapiro-Wilk hypothesis test for normality fails to support using the 
normal distribution for modeling the response Y1.  Given the calculations for the test 
statistic W*:  










the hypothesis H0: Y1 ~ N( , 
2
) is tested.  Using  = .05, we have W* = .9447 < .9470, 
suggesting sufficient evidence does not exist to support the normality of the response 
variable Y1.   
Using Minitab, second-order response surface designs are developed for the mean, 
variance, and skewness of Y1; these parameter response surface designs are further 
integrated into the process mean problem as estimators.  The associated non-conformance 
cost CI and quality loss coefficient S settings are initially established at levels significant 
enough to impact the location of the optimal process mean.  Upon generating solutions 
using the scheme, the level of sensitivity in both constraints may be further analyzed to 
suggest a more realistic representation of the true process.   Using the software package 
 = 5  = 0 
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R, the optimal factor settings x* = [X1*, X2*, X3*] are sought that minimize the total 
processing costs for this non-linear constrained optimization scheme (see Table 7.7).  






















ˆˆ ˆ1 1 ( ) ( )[ ( )]
( ) exp 1 erf










x  3 (bound on experimental region of interest) 
  
 
0  ˆ( )x   2.5    Trial (1): ˆ( ) 0x     Trial (2): ˆ( ) 0.50x  
 2 2 21 2 3 1 2 3ˆ ( ) 0.5764 0.0008 0.2118 0.0388 0.3708 0.2995 0.4739X X X X X Xx  
           1 2 1 3 2 30.4900 0.0825 0.1983X X X X X X  
 
2 2 2
1 2 3 1 2 3
ˆ ( ) 0.2315 0.0326 0.0014 0.0128 0.0462 0.0552 0.0574X X X X X Xx  
           1 2 1 3 2 30.0068 0.0049 0.0465X X X X X X  
 
2 2 2
1 2 3 1 2 3
ˆ ( ) 0.5527 0.0607 0.0120 0.1642 0.0791 0.0488 0.1136X X X X X Xx  
          1 2 1 3 2 30.1281 0.0313 0.0818X X X X X X  
 
In the first experimental trial (1), the non-linear constrained optimization scheme is 
run without a constraint on the variability, other than to ensure a positive result.  In some 
cases, however, it may be more realistic to apply a lower bound on the standard deviation 
as with Vining and Myers (1990).  This enables the researcher to examine the optimal 
factor settings under conditions that may be continuously changing, as established in the 
experiment.  With the standard deviation of the process observations at s  0.74, a lower 
bound of 0.50 is imposed on the standard deviation and a second trial (2) is then 
conducted.   
Table 7.8 presents the optimal factor settings x*, along with the corresponding 
optimal process mean * and the expected total processing cost for each of these trials. 
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Table 7.8:  Filtration Time Optimal Process Mean Problem Results 
 
Trial Conditions *x  * [ ]E PC  
(1) ˆ 0  (–0.993506, –1.34728, 0.443949) 0.4894 0.0245 
(2) ˆ 0.50  (1.08952, 1.08952, 0.790535) 1.1046 3.6124 
 
Thus, the optimal process mean may be achieved by setting the controlled temperature, 
pressure, and humidity settings at their corresponding uncoded levels.  Shown in Figure 
7.5 are skew normal models of the adjusted process for trials (1) and (2), along with the 
model of the original process (3), given their respective degrees of location, scale, and 
shape.   
                                         
 
Figure 7.5:  Skew Normal Models for the Filtration Time with Corresponding Costs 
 
It is noted that the skewness in the distribution is reduced somewhat by using the settings 
for the adjusted processes; ˆ ( *)x = 0.40 and 0.07 for trials (1) and (2), respectively.   
As with most optimization programs, sensitivity analysis may be performed to 
quickly identify the binding or non-binding constraints and seek other potential 
acceptable solutions.  The consequences of expanding the experimental region of interest, 
decreasing the rework costs, or adjusting the tolerance on the location of the optimal 
process mean may be examined for any given process.  Given the conditions for trial (2), 
some of these effects are observed in Figure 7.6.  
(1) 
(2) 
Adjusted Process (1):  E[PC] = 0.0245 
Adjusted Process (2):  E[PC] = 3.6124 
Observed Process (3): E[PC] = 132.2719  
(3) CIII 
USL 
L(y) = 0.1y2 
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                              (i)                                                                        (ii) 
Figure 7.6:  Effects of (i) Expanding the Experimental Region 
or (ii) Adjusting Cost, Loss, and Tolerance 
 
Part (b2).  The same procedures applied within part (b1) may be used to investigate 
the optimal location of the process mean for L-type characteristics.  Consider the 
observations shown in Table 7.9 regarding the purity of the samples for the chemical 
filtration process, denoted Y2, measured as a percentage.  
Table 7.9:  Experimental Design for Filtration Purity 
 
 Temp Pressure Humid Filtration Purity (%) Mean Standard Deviation Skewness 
Run X1 X2 X3 Y2 (3 replications) y  s g 
1 –1 –1 –1 93.09 92.99 93.07 93.05 0.0529 0.5952 
2 1 –1 –1 94.37 95.17 94.64 94.73 0.4070 0.3735 
3 –1 1 –1 94.33 94.35 94.30 94.33 0.0252 0.2391 
4 1 1 –1 95.64 95.76 95.72 95.71 0.0611 0.3818 
5 –1 –1 1 95.63 95.92 95.89 95.81 0.1595 0.6791 
6 1 –1 1 95.76 94.93 95.43 95.37 0.4179 0.2445 
7 –1 1 1 95.83 96.01 96.04 95.96 0.1136 0.6520 
8 1 1 1 95.44 95.37 95.13 95.31 0.1626 0.5625 
9 –1.68 0 0 93.51 92.48 93.76 93.25 0.6785 0.6006 
10 1.68 0 0 94.94 94.88 94.90 94.91 0.0306 0.3818 
11 0 –1.68 0 96.48 96.86 96.91 96.75 0.2352 0.6713 
12 0 1.68 0 96.71 96.60 95.41 96.24 0.7209 0.6886 
13 0 0 1.68 96.31 96.23 96.27 96.27 0.0400 0.0000 
14 0 0 1.68 96.59 95.63 94.99 95.74 0.8053 0.2391 
15 0 0 0 96.86 96.55 97.23 96.88 0.3404 0.1076 
16 0 0 0 96.52 96.47 96.29 96.43 0.1210 0.5736 
 
(2) xTx  9: 




L(y) = 0.10y2 
L(y) = 0.10y2 
USL1 
Relaxation of Cost, Loss, and 
Tolerance: E[PC] = 0.0128  
CIII/10 
USL2 
L(y) = 0.01y2 
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As is typically observed with L-type characteristics, the distribution of the filtration 
purity observations is negatively skewed and does not appear to support using the 
symmetry of the normal distribution in modeling the response variable (see Figure 7.7).   
 
       Figure 7.7:  Histogram of Y2 with Normal (      ) and Skew Normal (      ) Models 
 
The Shapiro-Wilk test for normality further supports this conclusion; given the test 
statistic W*:  










the hypothesis H0: Y2 ~ N( , 
2
) is tested using  = .05.  With W* = .9404 < .9470, 
sufficient evidence exists to support that Y2 is non-normal.  Response surface designs are 
then developed for each of the parameters in the skew normal distribution and are 








 = 6  = 0 
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x  3 (bound on experimental region of interest) 
  
 
 94  ˆ( )x   100      Trial (1): ˆ( ) 0x     Trial (2): ˆ( ) 0.50x  
 
2 2 2
1 2 3 1 2 3
ˆ ( ) 96.6941 0.3483 0.1088 0.2748 1.0088 0.1546 0.3284X X X X X Xx  
           1 2 1 3 2 30.0629 0.5179 0.2713X X X X X X  
 
2 2 2
1 2 3 1 2 3
ˆ ( ) 0.2552 0.0287 0.0104 0.1168 0.0155 0.0281 0.0085X X X X X Xx  
           1 2 1 3 2 30.0659 0.0103 0.0091X X X X X X  
 
2 2 2
1 2 3 1 2 3
ˆ ( ) 0.2186 0.2198 0.0527 0.0654 0.0088 0.1929 0.0897X X X X X Xx  
          1 2 1 3 2 30.1821 0.0377 0.0135X X X X X X  
 
Similar to part (b1), the optimal factor settings x* = [X1*, X2*, X3*] are sought among 
two trials, one without bounds imposed on the standard deviation (1) aside from ensuring 
a positive result, and the other (2) with a lower bound similar to that observed in the 
process. With the standard deviation of the process observations at s  1.15, a lower 
bound of 1.00 is imposed for the second trial.  Table 7.11 presents the results for each of 
these trials. 
Table 7.11:  Filtration Purity Optimal Process Mean Problem Results 
 
Trial Conditions *x  * [ ]E PC  
(1) ˆ 0  (0.101879, 0.026900, 0.364176) 96.8089 0.0513 
(2) ˆ 1.00  (0.643860, 0.218330, 1.05106) 96.3108 2.3784 
 
Shown in Figure 7.8 are skew normal models of the adjusted process for trials (1) and (2), 
along with the model of the original process (3), given their respective degrees of 
location, scale, and shape.   
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Figure 7.8:  Skew Normal Models for the Filtration Purity with Corresponding Costs 
 
For this example, the expansion of the experimental region has no effect on the 
solutions for either trial.  Altering the tolerance, however, does appear to have a 
substantial effect on the location of the optimal process mean and the total processing 
costs incurred; this effect is observed in Figure 7.9, when the conditions outlined in trial 
(2) are considered. 
                                     
 
Figure 7.9:  Effect of Altering the Tolerance on Total Processing Costs 
 
 
Part (c):  In the Presence of Heteroscedasticity 
 
One set of experimental data used quite frequently among researchers to compare 
optimization schemes involves a printing process, first introduced by Box and Draper 
(1987), in their design of an empirical model for a response surface.  The data was later 
(1) 
(2) 
Adjusted Process (1):  E[PC] = 0.0513 
Adjusted Process (2):  E[PC] = 2.3784 












LSL1 LSL2 LSL3 
(1):  E[PC] = 0.0127 
(2):  E[PC] = 2.3784 
(3):  E[PC] = 171.8490  
L(y) = 0.005(y 100)2 
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used by Vining and Myers (1990), Del Castillo and Montgomery (1993), Lin and Tu 
(1995), and many others, in a dual response approach to suggest alternative optimization 
models.  In this experiment, a nominal-the-best quality characteristic Y is a printing 
machine's index in applying coloring inks to package labels, where a target value   = 500 
is desired.  Three control factors at three distinct levels are examined in the experiment, 
namely the speed (X1), pressure (X2), and distance (X3) settings for the machine.  Three 
replications are made at each of the twenty-seven design points for this experiment.  
Table 7.12 displays the data for this example, along with the calculations for the mean 
and standard deviation at each design point.   







(3 replications) Mean 
Standard 
Deviation 
Run X1 X2 X3 y1 y2 y3 y  s  
1 –1 –1 –1 34 10 28 24.00 12.490 
2 0 –1 –1 115 116 130 120.33 8.386 
3 1 –1 –1 192 186 263 213.67 42.829 
4 –1 0 –1 82 88 88 86.00 3.464 
5 0 0 –1 44 188 188 140.00 83.138 
6 1 0 –1 322 350 350 340.67 16.166 
7 –1 1 –1 141 110 86 112.33 27.574 
8 0 1 –1 259 251 259 256.33 4.619 
9 1 1 –1 290 280 245 271.67 23.629 
10 –1 –1 0 81 81 81 81.00 0.000 
11 0 –1 0 90 122 93 101.67 17.673 
12 1 –1 0 319 376 376 357.00 32.909 
13 –1 0 0 180 180 154 171.33 15.011 
14 0 0 0 372 372 372 372.00 0.000 
15 1 0 0 541 568 396 501.67 92.500 
16 –1 1 0 288 192 312 264.00 63.498 
17 0 1 0 432 336 513 427.00 88.606 
18 1 1 0 713 725 754 730.67 21.079 
19 –1 –1 1 364 99 199 220.67 133.822 
20 0 –1 1 232 221 266 239.67 23.459 
21 1 –1 1 408 415 443 422.00 18.520 
22 –1 0 1 182 233 182 199.00 29.445 
23 0 0 1 507 515 434 485.33 44.636 
24 1 0 1 846 535 640 673.67 158.210 
25 –1 1 1 236 126 168 176.67 55.510 
26 0 1 1 660 440 403 501.00 138.935 
27 1 1 1 878 991 1161 1010.00 142.454 
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Furthermore, suppose that the upper and lower specification limits for the machine 
printing index are 200 and 800, respectively.  Labels that are printed at indices less than 
200 must be collected and reprinted at a small labor cost, while labels that are printed at 
indices greater than 800 must be discarded and incur significantly higher costs.  Once the 
sequence of treatments is randomized for the eighty-one total observations, the 
assumptions of normality, constant variance, and a lack of autocorrelation in the residuals 
are investigated using graphical methods.  Using a standard fitted regression line, there 
seem to be no serious departures from normality and the residuals appear to be 
uncorrelated (see Figure 7.10).  A regression of the residuals against the fitted line, 
however, slightly supports the case where non-constant variance may exist.  As there are 
a lack of data points on the tails of the fitted line to fully conclude the presence of 
heteroscedascity, further investigation is necessary.  When the absolute value of the 
residuals is regressed against each of the predictor variables for the fitted line separately, 
it is evident that inconsistencies in the error variance exist for all three primary factors 
(see Figure 7.11). 
 
                       (i)                                           (ii)                                          (iii)                          
Figure 7.10:  Investigation of Assumptions on (i) Normality, (ii) Correlation,  




                        (i)                                           (ii)                                         (iii) 
Figure 7.11:  Regression of Squared Residuals against (i) X1, (ii) X2, and (iii) X3 
 
Using the level of significance  = .05 and assuming that loge p
2
 = 0 + 1Xp1 + 2Xp2 + 
3Xp3, the Breusch-Pagan test for non-constancy of error variance is conducted.  The 
statistic for testing H0: 1 = 2 = 3 = 0 versus H1: Not all  = 0, which uses the error sum 
of squares for a full second-order regression model, is calculated: 
 
                               
2 2*







Since 37.219 > 
2
(.95, 3) = 7.81, H1 is concluded; that is, the error variance is not 
constant.  The results of this test, together with the observations noted using graphical 
methods, suggest applying remedial measures in the development of response surface 
designs for this example.   
In the development of second-order fitted response surface functions for both the 
mean and standard deviation, an iterative reweighted least squares regression program is 
constructed within the software package R.  The standard error for each regression 
coefficient is observed after each trial (see Tables 7.13 and 7.14); once the estimated 
regression coefficients stabilize without significant adjustment, the iteration process is 
halted.  Based upon observations made on the coefficients and the root mean square error 
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for each regression model, it is clear that the regression coefficients stabilize for the mean 
response after three iterations, and for the standard deviation response after four 
iterations. 
Table 7.13:  Standard Error for Estimated Mean Regression Coefficients 
 
Iter. s(b0w) s(b1w) s(b2w) s(b3w) s(b4w) s(b5w) s(b6w) s(b7w) s(b8w) s(b9w) RMSEw 
1 22.34 13.08 17.33 13.91 21.97 20.68 21.76 23.64 22.32 24.15 1.219 
2 21.62 13.19 14.69 15.23 20.63 20.63 21.58 20.37 22.33 21.61 1.167 
3 23.82 13.56 14.12 15.44 21.75 19.78 22.87 18.11 20.08 18.85 0.823 
4 23.18 12.47 14.22 15.37 21.36 19.79 22.01 17.13 18.88 18.97 0.842 
5 22.58 11.61 14.10 14.94 21.27 18.94 21.43 17.21 18.55 18.56 0.835 
 
Table 7.14:  Standard Error for Estimated Standard Deviation Regression Coefficients 
 
Iter. s(b0w) s(b1w) s(b2w) s(b3w) s(b4w) s(b5w) s(b6w) s(b7w) s(b8w) s(b9w) RMSEw 
1 14.65 12.70 13.28 14.60 16.54 16.29 18.15 17.61 18.51 18.47 1.723 
2 17.38 9.87 10.31 10.11 16.00 13.18 13.89 13.34 13.48 13.51 1.058 
3 18.99 10.06 10.65 10.10 15.11 14.01 14.78 13.19 12.39 13.14 0.938 
4 18.17 9.29 9.52 9.97 14.90 13.49 13.56 11.54 11.57 13.00 0.912 
5 18.39 9.75 10.10 10.19 15.22 13.89 14.21 12.22 12.46 13.49 0.979 
6 17.99 9.41 9.51 10.18 14.85 13.63 13.64 11.50 12.02 13.17 0.952 
 
This procedure results in the following estimated response surface functions for the 
mean and standard deviation, respectively: 
            2 2 21 2 3 1 2 3ˆ ( ) 314.21 174.32 136.49 127.17 28.46 8.563 13.95X X X X X Xx  
                        1 2 1 3 2 337.49 47.76 67.12X X X X X X  
            2 2 21 2 3 1 2 3ˆ ( ) 44.708 22.654 25.787 33.429 6.773 19.797 22.485X X X X X Xx  
                        1 2 1 3 2 319.458 22.805 25.777X X X X X X  
 
A significant reduction in the error for each of the coefficients is observed when 
comparing the mean and standard deviation response models using the iterative 
reweighted least squares approach (RLS) with those calculated using ordinary least 





Table 7.15:  Comparison of Mean and Variance Response Models 
 
Model s(b0) s(b1) s(b2) s(b3) s(b4) s(b5) s(b6) s(b7) s(b8) s(b9) 
Mean - OLS 38.72 17.92 17.92 17.92 31.04 31.04 31.04 21.95 21.95 21.95 
Mean - RLS 23.82 13.56 14.12 15.44 21.75 19.78 22.87 18.11 20.08 18.85 
Error Reduction (%) 38.5 24.3 21.2 13.8 29.9 36.3 26.3 17.5 8.5 14.1 
Standard Dev - OLS 22.43 10.38 10.38 10.38 17.98 17.98 17.98 12.71 12.71 12.71 
Standard Dev - RLS 18.17 9.29 9.52 9.97 14.90 13.49 13.56 11.54 11.57 12.49 
Error Reduction (%) 18.9 10.5 8.3 3.9 17.1 25.0 24.6 9.2 9.0 1.7 
 
Furthermore, when the models for the mean and standard deviation using this approach 
are applied to the same dual response optimization scheme used by previous researchers, 
where the objective is to minimize the mean squared error, 2 2ˆ ˆ( ) ( ( ) )MSE x x , with  
= 500 in the experimental region of interest, –1  Xi  1, the results shown in Table 7.16 
are obtained.  With the simultaneous optimization of the mean and standard deviation 
over the course of three iterations, convergence on an optimal solution is achieved.  
Table 7.16:  Comparison of RLS Model using MSE with Previous Research 
 
Model Model Order x* Mean Variance MSE 
Vining and Myers (1990) 2 (1.000, 0.0599, –0.242) 494.651 1989.071 2017.683 
Lin and Tu (1995) 3 (1.000, 1.000, –0.525) 492.231 1947.986 2008.344 
Shaibu and Cho (2009) 6 (1.000, 1.000, –0.561) 499.884 146.555 146.557 
      
Proposed Approach 2     
Iteration 1  (1.000, 1.000, –0.7075) 493.840 1868.450 1906.39 
Iteration 2  (1.000, 1.000, –0.7803) 497.970 115.178 119.317 
Iteration 3  (0.9938, 0.9999, –0.7179) 500.000 6.897e-10 6.897e-10 
 
Using the estimated response surface functions for the mean and standard deviation, a 
non-linear optimization scheme is employed in Mathematica that seeks to identify the 
optimal operating conditions for which the total processing costs are minimized.  With 
the assumption of normality previously validated, restrictions are implemented that 
ensure Y is normally distributed and that the process mean lies within the boundaries of 
the pre-defined specification limits.  In addition, to ensure some level of capability 
associated with the printing process is achieved, the target-focused PCI Cpm is employed 
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with a lower bound of  = 1.00.  This will guarantee that the allowable spread of the 
process is greater than that which is observed and the process is considered "capable" 
from a quality engineering perspective.  Finally, a lower bound recommended by Vining 
and Myers (1990) and used by Del Castillo and Montgomery (1993) is imposed on the 
standard deviation, to ensure a level of realism is applied to the process target problem.  
The associated rework and rejection costs, CI and CII, are chosen based upon the degree 
of the quality loss coefficient   setting, the tolerance, and an appropriate non-
conformance penalty for this example; the corresponding ratio of rejection to rework 
costs is established at 4:1.  The result is the optimization scheme shown in Table 7.17: 


































ˆ ˆ6 ( 500)
 (process is in statistical control) 
 
 iX  1 for i = 1, 2, ..., v (experimental region of interest)
  
 
200  ˆ( )x   800, ˆ ( )x  60
 2 2 21 2 3 1 2 3ˆ ( ) 314.21 174.32 136.49 127.17 28.46 8.563 13.95X X X X X Xx  
           1 2 1 3 2 337.49 47.76 67.12X X X X X X  
2 2 2
1 2 3 1 2 3
ˆ ( ) 44.708 22.654 25.787 33.429 6.773 19.797 22.485X X X X X Xx  
           1 2 1 3 2 319.458 22.805 25.777X X X X X X  
 
Based upon the given information and constraint system for the numerical example, 
the optimal operating conditions x* = [X1*, X2*, X3*] are identified in Table 7.18 below, 
along with the corresponding process target and the expected processing cost. 
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Table 7.18:  Printing Process Optimal Mean Problem Results 
 
*x  * [ ]E PC  
(0.378162, 0.652875, 0.0678786) 491.682 28.4095 
 
Hence, the optimal process target may be achieved by setting the machine speed, 
pressure, and distance settings at these corresponding levels.  It is noted that the expected 
total cost for maintaining the original process target of 500 is E[PC] = 35.8315, 
suggesting that a cost savings of 21% would be achieved by going with the adjusted 
process target value for this example.  Shown in Figure 7.12 (i) are normally distributed 
models of the original process (dashed) at  = 500 and the adjusted process (solid line) at 
 = 491.7, with their respective degrees of variability.  The effects of relaxing both the 
quality loss coefficient   and the tolerance on the location of the optimal process target 
are observed in Figure 7.12 (ii).  
 
       
 
                                   (i)                                                                  (ii) 
Figure 7.12: Original Process (dashed) at  = 500 versus Adjusted Process (solid line) 

















Part (d):  Working with Irregularly-Shaped Experimental Regions 
or a Non-Standard Number of Experimental Runs 
 
In the development of computer-generated designs, a sequential search algorithm is 
employed using the software package R to identify an initial design, where candidate 
points are successively added and the chosen criterion is optimized.  Subsequently, the 
exchange algorithm introduced by Fedorov (1972) is used to further improve the initial 
design, where all possible pairs of candidate points are simultaneously added and deleted 
to identify a final design.  The proposed methodology is illustrated with one numerical 
example, where an irregularly-shaped experimental region is encountered. 
Machining processes, which involve the shaping of raw metals into complex 
formations, are required in the manufacturing of automobiles and other transport systems, 
as well as in most architectural projects.  These processes rely on relative motion between 
a workpiece and a cutting tool that mechanically removes raw material in chips.  Finished 
products are screened for conformance and costs are applied to the manufacturer if pre-
defined specification limits are not met.  The excessive removal of raw material can force 
the manufacturer to incur costs to reform or completely discard the material altogether, 
while the removal of too little material usually requires additional machining labor to 
gain product acceptance.  Phillips et al. (1995) considered such a process in an 
experiment involving the effects of various factors on the machining of raw material.  
Within this study, observations were made on three control factors, cutting speed (X1), 
cutting feed (X2), and the depth of the cut (X3); three replications were conducted at each 
design point, examining the effects of these factors on the metal removal rate (Y) for each 
design point.  A central composite design was used for the experiment, using eight 
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factorial points, six axial points, and six center points.  Table 7.19 displays the data for 
this experiment. 






Metal Removal Rate (mm
3
/min) 
(3 replications) Mean Variance 
Run X1 X2 X3 y1 y2 y3 y  
2s  
1 –1 –1 –1 75.9 79.0 76.2 77.033 2.9233 
2 1 –1 –1 76.8 74.6 73.9 75.100 2.2900 
3 –1 1 –1 75.9 76.7 75.8 76.133 0.2433 
4 1 1 –1 72.3 74.3 75.7 74.100 2.9200 
5 –1 –1 1 71.3 72.1 72.9 72.100 0.6400 
6 1 –1 1 79.0 78.7 79.2 78.967 0.0633 
7 –1 1 1 79.0 80.2 82.2 80.467 2.6133 
8 1 1 1 77.7 75.5 73.8 75.667 3.8233 
9 –1.682 0 0 70.3 70.7 69.0 70.000 0.7900 
10 1.682 0 0 81.1 80.7 81.0 80.933 0.0433 
11 0 –1.682 0 83.1 82.0 81.7 82.267 0.5433 
12 0 1.682 0 80.3 78.2 78.9 79.133 1.1433 
13 0 0 –1.682 82.3 79.9 81.2 81.133 1.4433 
14 0 0 1.682 77.7 79.5 79.3 78.833 0.9733 
15 0 0 0 82.1 80.0 79.3 80.467 2.1233 
16 0 0 0 80.6 79.8 77.9 79.433 1.9233 
17 0 0 0 79.3 77.7 80.6 79.200 2.1100 
18 0 0 0 79.2 80.1 82.1 80.467 2.2033 
19 0 0 0 80.7 79.3 80.2 80.067 0.5033 
20 0 0 0 77.3 80.0 79.8 79.033 2.2633 
 
A particular concern regarding the factor settings for the machining process is when 
all three factors are at their highest levels; the cutting tool will tend to wear excessively in 
this case.  Under this framework, a target value of 77.5 mm
3
/min is desired for the metal 
removal rate, with a lower and upper specification limit of 71.5 and 83.5 mm
3
/min, 
respectively.  While finished products under a removal rate of less than 71.5 mm
3
/min are 
reprocessed at a small labor cost, raw material processed at a removal rate that exceeds 
83.5 mm
3
/min must be completely discarded and incur a significantly higher cost.   
When a constraint is imposed on the higher levels for the cutting speed, feed, and 
depth, the result is an irregularly-shaped experimental region.  Thus, a computer-
generated design is sought using the nineteen candidate design points among twenty runs, 
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and a second-order fitted function is selected to model the response variable of interest.  
The optimal design, along with the new run order, observations and calculations for both 
the mean and variance, are shown in Table 7.20. 









(3 replications) Mean Variance 
Run Order X1 X2 X3 y1 y2 y3 y  
2s  
9 –1.682 0 0 70.3 70.7 69.0 70.000 0.7900 
11 0 –1.682 0 83.1 82.0 81.7 82.267 0.5433 
13 0 0 –1.682 82.3 79.9 81.2 81.133 1.4433 
10 1.682 0 0 81.1 80.7 81.0 80.933 0.0433 
12 0 1.682 0 80.3 78.2 78.9 79.133 1.1433 
14 0 0 1.682 79.6 77.8 79.5 78.967 1.0233 
1 –1 –1 –1 76.2 76.4 79.2 77.267 2.8133 
2 1 –1 –1 76.8 74.6 73.9 75.100 2.2900 
3 –1 1 –1 75.9 76.7 75.8 76.133 0.2433 
15 0 0 0 79.3 79.9 82.1 80.433 2.1733 
4 1 1 –1 72.3 74.3 75.7 74.100 2.9200 
5 –1 –1 1 71.3 72.1 72.9 72.100 0.6400 
6 1 –1 1 79.0 78.7 79.2 78.967 0.0633 
7 –1 1 1 79.0 80.2 82.2 80.467 2.6133 
15 0 0 0 82.1 80.0 79.3 80.467 2.1233 
1 –1 –1 –1 75.9 79.0 76.2 77.033 2.9233 
10 1.682 0 0 81.2 80.6 80.9 80.900 0.0900 
12 0 1.682 0 78.6 80.4 78.5 79.167 1.1433 
14 0 0 1.682 77.7 79.5 79.3 78.833 0.9733 
2 1 –1 –1 74.0 76.7 74.3 75.000 2.1900 
 
The optimal design is compared to two other balanced designs using the nineteen 
candidate points (see Figure 7.13). 
 
                      (i)                                            (ii)                                          (iii) 
Figure 7.13:  (i) Design 1, (ii) Design 2, and (iii) Computer-Generated Optimal Design 
 (Infeasible Point - Shaded, Single Run Design Point -   , Double Run of Design Point -   ) . .
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The effects of the factor spacing on the D, A, and G criteria is evident (see Table 7.21).  
In particular, the optimal design outperforms the other two designs according to both the 
D and A criteria; only Design 1 is able to achieve a higher rating using the G criterion. 
Table 7.21:  Criteria Information for Designs 1, 2, and the Optimal Design 
 









] Max [Avg hpp/hpp(max)] 
1 9.1738e-12 1.40925 0.745024 
2 8.3698e-12 1.38868 0.616297 
Optimal 7.1966e-12 1.37030 0.730764 
 
A comparison of the relative efficiency of designs 1 and 2 to the optimal design using the 
D-criterion also suggests that the optimal design is a slightly better design.   




























Hence, design 1 and design 2 would have to be replicated more than once in order to 
achieve as small a confidence region for the regression parameters as the optimal design. 
The sequence of twenty treatments is randomized, and observations are collected on 
the metal removal rate.  In order to assume that the quality characteristic is normally 
distributed in this example, the assumptions are verified using a standard fit of the data; 
the assumptions of normality, constant variance, and a lack of autocorrelation in the 
residuals is investigated (see Figure 7.14).  Based upon these findings, there appear to be 
no serious departures from normality, and the residuals appear to be uncorrelated and 




                        (i)                                           (ii)                                         (iii)                          
Figure 7.14:  Investigation of Assumptions on (i) Normality, (ii) Constant Variance,  
and (iii) Residual Correlation 
 
With the selection of the optimal design in Table 7.21, estimated response surface 
functions are developed for both the mean and variance. 
           2 2 21 2 3 1 2 3ˆ ( ) 80.6128 1.9649 0.6069 0.8418 1.7927 0.4945 0.7336X X X X X Xx  
                      1 2 1 3 2 30.0864 2.1387 1.5932X X X X X X  
           2 2 2 21 2 3 1 2 3( ) 2.0377 0.1438 0.1048 0.3625 0.4304 0.2550 0.0905X X X X X Xx  
                      1 2 1 3 2 30.4036 0.4098 0.7531X X X X X X  
 
Using these functions, a non-linear optimization scheme is employed in Mathematica that 
seeks to identify the optimal operating conditions for which the total processing costs are 
minimized.  In order to ensure some level of realism is applied to the problem, a lower 
bound is placed on the process variance.  The associated rework and rejection costs, CI 
and CII, are chosen based upon the degree of the quality loss coefficient   setting, the 
tolerance, and an appropriate non-conformance penalty for this example; the 
corresponding ratio of rejection to rework costs, CII:CI, is established at 8:1.  The result is 













































x  3 (experimental region of interest)
   
 
71.5  ˆ( )x   83.5, 2 ( )x  1.5 
 
2 2 2
1 2 3 1 2 3
ˆ ( ) 80.6128 1.9649 0.6069 0.8418 1.7927 0.4945 0.7336X X X X X Xx  
             1 2 1 3 2 30.0864 2.1387 1.5932X X X X X X  
2 2 2 2
1 2 3 1 2 3( ) 2.0377 0.1438 0.1048 0.3625 0.4304 0.2550 0.0905X X X X X Xx  
             1 2 1 3 2 30.4036 0.4098 0.7531X X X X X X  
   
Based upon the given information and constraint system for the numerical example, 
the optimal operating conditions x* = [X1*, X2*, X3*] are identified in Table 7.23 below, 
along with the corresponding process target and the expected total cost. 
Table 7.23:  Machining Process Optimal Mean Problem Results 
 
*x  * [ ]E PC  
(–1.01016, 0.226465, –0.588903) 77.240 66.710 
 
Hence, the optimal process target may be achieved by setting the machine speed at its 
low level, and the feed and depth at their corresponding settings.  It is noted that the 
expected processing cost for maintaining the original process target of 77.5 mm
3
/min is 
E[PC] = 108.38, suggesting that a cost savings of 38% would be achieved by going with 
the adjusted process target value for this example.  Shown in Figure 7.15 (i) are normally 
distributed models of the original process (dashed) at  = 77.5 and the adjusted process 
(solid line) at  = 77.24, with their respective degrees of variability.  It is often useful to 
 145 
perform an analysis of the sensitivity in the process associated with various quality loss 
or cost settings.  The effects of relaxing the quality loss coefficient   and increasing the 
discard cost on the location of the optimal process target are observed in Figure 7.15 (ii).  
           
                                      (i)                                                                       (ii) 
Figure 7.15:  Original Process Model (dashed line) at  = 77.5 versus Adjusted Process 
Model (solid line) with (i)  = .0015, CII:CI = 8:1 and (ii)  = .0003, CII:CI = 40:1 
 
 
Part (e):  Working with a Dynamic Target 
 
The investigation and study of time-oriented dynamic quality characteristics is readily 
apparent within the pharmaceutical manufacturing industry.  The formulations developed 
for experimental drugs are often tested to determine if their absorption or dissolution 
rates meet the intent of the customer, the medical community, and the Food and Drug 
Administration (FDA).  There are typically pre-defined acceptable levels of absorption 
established, especially for controlled-release experimental drugs.  If the drug dosage is 
released too rapidly, the drugs may be harmful to the patient, whereas if the dissolution 
time is considerably less than the release target, it may not meet the intent of the medical 
community.  The original work for this research is published, with reference Goethals 









One specific dissolution study was conducted by Gohel and Amin (1998) on the 
absorption rate of diclofenac sodium, used as an ingredient in many non-steriodal anti-
inflammation medications.  As with most highly potent pharmaceutical drugs where the 
biological half-life and associated adverse effects are of primary concern, the controlled 
release of diclofenac sodium in the bloodstream is critical. The preparation of diclofenac 
sodium microspheres may involve using various encapsulating agents or a range of 
techniques to influence the rate at which the substance is released.  In the experiment 
conducted by Gohel and Amin, the effects of altering the stirring speed (X1) in 
revolutions per minute (rpm), the concentration of a calcium chloride encapsulating agent 
(X2) as a percentage, and the percentage of liquid paraffin used in a dispersion medium 
(X3), were observed on the percentage of diclofenac sodium released (Y) over three 
different time periods, Y(1), Y(2), and Y(3), corresponding to one hour, six hours, and 
eight hours, respectively.  The uncoded factor settings were established for each of the 
control factors: 500, 1000, and 1500 rpm for X1, 5, 10, and 15% concentrated CaCl2 for 
X2, and 0, 25, and 50% paraffin usage for X3.  Acceptable limits for the dissolution of this 
controlled release drug were also instituted at 20-40%, 50-70%, and 65-80% for Y(1), 
Y(2), and Y(3), respectively.   
The objective of the experiment conducted by Gohel and Amin was to determine the 
optimal factor settings for the production of diclofenac sodium, given a pre-defined drug 
release target of 30% at one hour, 60% at six hours, and 72.5% at eight hours.  For this 
experiment, three replications are made at each of the three time periods; Table 7.24 
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displays the data, along with the calculations of the mean and standard deviation for each 
of the twenty-seven design points.   
Table 7.24:  Experimental Design for Diclofenac Sodium Absorption Rate 
 
          Coded % Drug Released (Y) (3 replications at each time point) 
           Units         t1 (1 hr)                                 t2 (6 hrs)                                 t3 (8 hrs) 
Run  X1 X2  X3            Y(1)             1 1y s            Y(2)             2 2y s            Y(3)             3 3y s  
   1      1  1   1 35.28, 45.51, 40.09    40.29   5.1 80.15  65.79  83.19   76.38   9.3 85.79  80.31  85.04   83.71   3.0 
   2      1  1     0 41.51, 39.72, 45.83    42.35   3.1 70.06  76.38  75.14   73.86   3.4 80.03  80.42  80.38   80.28   0.2 
   3      1  1     1 33.13, 45.02, 33.64    37.26   6.7 70.18  72.13  70.22   70.84   1.1 82.77  75.14  84.41   80.77   5.0 
   4      1    0   1 41.14, 40.15, 38.70    40.00   1.2 70.48  71.97  65.42   69.29   3.4 75.89  84.92  80.11   80.31   4.5 
   5      1    0     0 34.74, 37.13, 40.10    37.32   2.7     69.90  67.78  69.83   69.17   1.2 83.02  78.76  71.59   77.79   5.8 
   6      1    0     1 34.27, 34.93, 41.26    36.82   3.9 70.49  73.94  60.65   68.36   6.9 70.63  75.78  82.37   76.26   5.9 
   7      1    1   1 46.20, 35.05, 40.70    40.65   5.6 70.11  70.92  70.67   70.57   0.4 85.25  87.41  72.19   81.62   8.2 
   8      1    1     0 45.27, 38.20, 42.05    41.84   3.5 63.47  67.35  69.71   66.84   3.2 70.07  75.38  75.17   73.54   3.0 
   9      1    1     1 29.57, 29.85, 29.70    29.71   0.1 63.05  57.54  64.87   61.82   3.8 72.91  70.15  76.14   73.07   3.0 
 10        0  1   1 45.03, 45.90, 46.71    45.88   0.8 80.05  81.19  82.17   81.14   1.1 85.83  89.71  88.52   88.02   2.0 
 11        0  1     0 35.01, 40.23, 46.91    40.72   6.0 75.13  80.20  75.08   76.80   2.9 85.94  88.95  80.10   85.00   4.5 
 12        0  1     1 40.21, 45.06, 37.26    40.84   3.9 77.15  75.84  79.31   77.43   1.8 87.50  86.63  80.44   84.86   3.9 
 13        0    0   1 40.61, 40.79, 45.01    42.14   2.5 77.31  75.01  77.43   76.58   1.4 90.59  85.45  92.81   89.62   3.8 
 14        0    0     0 39.10, 38.64, 38.75    38.83   0.2 69.83  76.58  72.53   72.98   3.4 84.75  80.26  85.24   83.42   2.7 
 15        0    0     1 40.08, 37.97, 34.39    37.48   2.9 65.32  77.31  71.18   71.27   6.0 85.81  80.82  80.14   82.26   3.1 
 16        0    1   1 45.36, 40.50, 35.17    40.34   5.1 65.02  75.01  70.03   70.02   5.0 80.32  77.69  84.93   80.98   3.7 
 17        0    1     0 39.46, 39.35, 41.14    39.98   1.0 70.23  65.43  72.58   69.41   3.6 75.64  84.87  80.97   80.49   4.6 
 18        0    1     1 39.91, 33.47, 45.13    39.50   5.8 65.14  70.81  66.19   67.38   3.0 80.76  70.25  76.40   75.80   5.3 
 19        1  1   1 50.18, 55.05, 50.14    51.79   2.8 89.76  90.15  84.08   88.00   3.4 97.23  90.18  92.34   93.25   3.6 
 20        1  1     0 50.03, 50.26, 44.11    48.13   3.5 89.18  84.29  84.97   86.15   2.7 90.22  98.56  91.78   93.52   4.4 
 21        1  1     1 45.02, 45.21, 46.03    45.42   0.5 80.35  85.02  80.15   81.84   2.8 99.53  91.89  95.46   95.63   3.8 
 22        1    0   1 40.45, 45.81, 35.33    40.32   4.9 81.93  75.57  80.25   79.25   3.3 90.28  90.31  94.65   91.75   2.5 
 23        1    0     0 45.70, 36.46, 40.75    40.97   4.6 80.31  71.42  80.09   77.27   5.1 85.02  85.15  86.39   85.52   0.8 
 24        1    0     1 36.68, 45.25, 41.12    41.02   4.3 75.20  79.61  78.50   77.77   2.3 85.57  87.29  82.83   85.23   2.3 
 25        1    1   1 40.27, 40.07, 40.28    40.21   0.1 75.03  84.35  66.30   75.23   9.0 85.01  80.12  85.24   83.46   2.9 
 26        1    1     0 45.49, 39.87, 41.38    42.25   2.9 70.92  75.14  75.01   73.69   2.4 75.40  83.69  81.18   80.09   4.3 
 27        1    1     1 34.67, 45.88, 34.96    38.50   6.4 70.08  65.13  65.53   66.91   2.8 70.29  75.06  76.27   73.87   3.2 
 
In order to determine the optimal factor settings, Gohel and Omin developed response 
surface designs for each of the time points and used overlapping contour diagrams to 
approximate an ideal solution in the factor space.  Since this two-dimensional 
visualization technique involved the three factors X1, X2, and X3, one of the factors 
deemed most significant in the experiment (X2) was fixed at its higher level, X2 = 1, and 
an approximation was made on the remaining factors.  Shown in Figure 7.16 is the 
resulting mean drug release for each of the twenty-seven design points (dashed lines), 




Figure 7.16:  Mean Drug Release Profile for Diclofenac Sodium: Gohel and Amin (1998) 
 
Using the proposed methodology in this paper, the assumptions necessary to properly 
apply regression techniques are first validated and then an appropriate optimization 
scheme is formulated.  Once the sequence of eighty-one observations for Y(1), Y(2), and 
Y(3) are each randomized, the assumptions of normality, constant variance, and a lack of 
autocorrelation in the residuals are investigated using a standard fit of the data (see 
Figures 7.17-7.19).   
 
                       (i)                                             (ii)                                          (iii)                          
Figure 7.17: Investigating Y(1)  (i) Normality, (ii) Constant Variance, and (iii) Correlation 
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                        (i)                                           (ii)                                           (iii)                          
Figure 7.18:  Investigating Y(2)  (i) Normality, (ii) Constant Variance, and (iii) Correlation 
 
 
                        (i)                                            (ii)                                         (iii)                          
Figure 7.19:  Investigating Y(3)  (i) Normality, (ii) Constant Variance, and (iii) Correlation 
 
Based upon these findings, the residuals do not appear to be autocorrelated.  With the 
absence of observations on the tails of the fitted line for each of the time point 
distributions, it is also safe to conclude that the residuals are exhibiting relatively constant 
variance.  The normality assumption in each time point distribution is further supported 
by the results of the Shapiro-Wilk test.  The test statistic W* for Y(1), Y(2), and Y(3), 





























With  = .05, we have W1* = .9839 > .9550, W2* = .9833 > .9550, and W3* = .9855 > 
.9550, suggesting sufficient evidence exists to support the normality of each time point 
distribution.   
With the validation of the necessary assumptions for this example, second-order 
estimator functions are developed for the mean and variance of the quality characteristic 
at each time point: 
         2 2 21 1 2 3 1 2 3ˆ ( ) 39.9215 2.3533 2.2061 1.9478 0.1900 1.9939 0.9233X X X X X Xx  
                     1 2 1 3 2 31.3894 0.8144 0.0792X X X X X X  
         2 2 2 21 1 2 3 1 2 3( ) 71.1919 0.8197 0.0319 2.9762 1.5210 5.7318 4.7179X X X X X Xx  
                     1 2 1 3 2 35.5426 2.1597 0.6855X X X X X X  
 
        2 2 22 1 2 3 1 2 3ˆ ( ) 73.3677 4.3876 5.0313 2.3787 0.3998 0.5787 0.1269X X X X X Xx  
                     1 2 1 3 2 31.5253 0.0617 0.3589X X X X X X  
        2 2 2 22 1 2 3 1 2 3( ) 5.7397 1.1945 1.6093 5.4583 7.1120 0.0371 9.6081X X X X X Xx  
                     1 2 1 3 2 311.9004 4.0423 0.9797X X X X X X  
 
       2 2 23 1 2 3 1 2 3ˆ ( ) 83.2032 4.1650 4.5619 2.4978 0.6235 0.9074 1.1759X X X X X Xx  
                     1 2 1 3 2 32.3697 0.1511 1.6319X X X X X X  
       2 2 2 23 1 2 3 1 2 3( ) 11.5479 6.2164 3.6317 0.3542 2.0534 2.2927 2.5807X X X X X Xx  
                     1 2 1 3 2 35.2820 2.5750 5.9018X X X X X X  
 
Using these estimator functions, a non-linear constrained optimization scheme is 
employed in Mathematica that seeks to identify the optimal factor settings for which the 
total processing costs are minimized.  An iterative Nelder-Mead direct search method is 
initially performed, where points are generated and function values are evaluated; 
convergence is obtained when the difference between the best function values is less than 
a given tolerance.  Subsequently, a robust differential evolution method is used to 
confirm those minima obtained with this procedure.   Restrictions are implemented to 
ensure Y(1), Y(2), and Y(3) follow a normal distribution and the process means at each 
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time point lie within the boundaries of the acceptable dissolution limits.  Furthermore, for 
this example, the ratio of the associated non-conformance costs for the LSL and USL at 
each time point is initially established at 1:1 in order to identify the optimal factor 
settings that most closely approximates the drug release target and enables a comparison 
with previous research.  For this same purpose, the quality loss costs q for deviation 
from the target at each time point are also set equal to one another.  The specific cost and 
quality loss coefficient values are chosen based upon the tolerance and an appropriate 
non-conformance penalty for this example.  The result is the optimization scheme shown 
in Table 7.25. 
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f Y q , for q = 1, 2, 3, and –  < Y(q) <   
 
2
1[ (1)] [ (1) 30]L Y Y , 
2
2[ (2)] [ (2) 60]L Y Y , and 
2
3[ (3)] [ (3) 72.5]L Y Y   
 
iX  1 for i = 1, 2, 3 (experimental region of interest) 
  
 
 20  1ˆ ( )x   40, 50  2ˆ ( )x   70, 65  3ˆ ( )x   80
 Estimator functions 1ˆ ( ),x
2
1 ( ),x 2ˆ ( ),x
2
2 ( ),x 3ˆ ( ),x and
2
3 ( )x  
Non-conformance costs:  Cq1 = Cq2 = 2000, for q = 1, 2, 3 
Desired quality loss:  1 2 3 0.0008  
 
With the proposed methodology, the mean square error (MSE) can easily be calculated 
across each of the w time points and can serve as a criterion for comparing and 
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contrasting solutions.  Given the optimal factor settings x* = [X1*, X2*, ..., Xv*], the 
formulation needed to consider the total MSE across the target profile is shown below: 
                                
2 2
1




MSE Y Y Y w qx x        
 
For the numerical example, the optimal operating conditions x* = [X1*, X2*, X3*] are 
identified along with the corresponding expected total cost and total MSE for the target 
profile (see Table 7.26).   
Table 7.26:  Diclofenac Sodium Absorption Rate Problem Results 
 
Approach Used x* (Coded) E[PC]  MSE[Y(1)+Y(2)+Y(3)] 
Proposed Methodology ( 1, 0.851092, 1) 53.9921 79.448 
Gohel and Amin - Contour Plot Optimization ( 1, 1, 1) 56.4841 94.145 
 
Hence, looking at the uncoded settings, the release target may best be achieved by setting 
the stirring speed at 500 rpms, using a CaCl2 concentration of 14.25%, and using 50% 
liquid paraffin in the dispersion medium.  In using the factor settings proposed by this 
methodology under the current framework, a cost savings of 4.4% may be realized and 
the total estimation error is reduced by 15.6%. 
As mentioned previously, dissolution studies in the pharmaceutical industry are 
required for the manufacture of every experimental drug.  Table 7.27 outlines the results 
of three other additional dissolution studies conducted within the past three years.  When 
the proposed methodology is applied under the same quality loss and cost settings, a 





Table 7.27:  Various Pharmaceutical Dissolution Studies (2008-2010) 
 
 
Patel et al. (2007): Ranitidine Hydrocholoride-Gelucire (Ulcer Treatment); v = 2, 3 Time Points 
Release Target Profile: [ (1) = 32.5%, (2) = 67.5%, (3) = 85%] 
 
Approach Used x* (Coded) E[PC]  MSE[Y(1)+Y(2)+Y(3)] 
Proposed Methodology (0.132704, 0.870404) 2.9435 36.447 
Patel et al. - Similarity Factor
*
 (0, 1) 5.2015 38.235 
 
 
Nagarwal et al. (2009): Metformin (Diabetes Treatment); Dissolution Study, v = 3, 3 Time Points 
Release Target Profile: [ (1) = 23.5%, (2) = 63.5%, (3) = 92.5%] 
 
Approach Used x* (Coded) E[PC]  MSE[Y(1)+Y(2)+Y(3)] 
Proposed Methodology ( 0.135421, 0.754391, 0.469954) 4.4331 14.6293 
Nagarwal et al. - Contours (0, 1, 0) 21.1656 91.8266 
 
 
Gohel et al. (2009): Metoprolol Succinate (Hypertension Treatment); v = 2, 3 Time Points 
Release Target Profile: [ (1) = 17.5%, (2) = 35%, (3) = 65%] 
 
Approach Used x* (Coded) E[PC]  MSE[Y(1)+Y(2)+Y(3)] 
Proposed Methodology (0.334893, 0.435881) 2.7638 13.452 
Gohel et al. - Similarity Factor
*
 (1, 0) 5.1734 15.395 
 
    *The similarity factor is a means to compare design point profiles to a target release profile; it is defined and 
prescribed by the Food and Drug Administration and the Center for Drug Evaluation and Research.  
 
Shown below in Table 7.28 is an illustrative comparison of the solution used by 
Gohel et al. (2009) and the solution used by the proposed model for the first and third 
time points.  The settings of the mean and variance at each time point are established 
based upon the exact numerical results. 
 
Table 7.28:  Comparison of Solutions for the Dissolution of Metoprolol Succinate 
 
Cost and Quality Loss Settings 
with Optimization Results 
         t1 (1 hr)         t3 (12 hrs) 
 
Original Settings 
Symmetric Cost, Quality Loss 
Gohel et al. (     ) vs. Proposed (     ) 
 
Cost Settings: 
All Time Pts:  Cq1 = Cq2 = 2000 
 
Quality Loss Settings: 
1 = 2 = 3 = .0008 
 
x* = (0.334893, 0.435881)   
E[PC] = 2.7638 
 
 
                  
 


















In all of the dissolution studies examined within the numerical example, the primary 
solution approach is to use overlapping contour diagrams or a similarity factor to identify 
the optimal factor settings, both of which are based upon the optimization of the mean at 
a time point for a given characteristic.  In contrast, the proposed methodology 
incorporates the simultaneous optimization of the mean and variance, thus reducing the 
total error observed in approximating a target profile.  The approach may then present a 
number of preferences that lead to more feasible formulations and ultimately lower 
overall processing cost.  Using the two-factor study conducted by Gohel et al. (2009), 
shown in Table 7.29 are some effects of the various settings on the selection of the 
optimal factor settings. 
Table 7.29:  Sensitivity Analysis for the Dissolution of Metoprolol Succinate 
 
Cost, Quality Loss Settings 
with Optimization Results 
          t1 (1 hr)           t3 (12 hrs) 
 
Manufacturer Priorities 
No Quality Loss, Cost Cq2 = 5(Cq1) 
 
Cost Settings: 
All Pts:  Cq1 = 2000, Cq2 = 10000 
 
Quality Loss Settings: 
1 = 2 = 3 = 0 
 
x* = (0.463023, 0.249293)   
E[PC] = 8.0675 
 
 
                                 
 
                
 
Priority to Target at First Time Point 
Cost Cq1 = 10(Cq2) 
 
Cost Settings: 
All Pts:  Cq1 = 20000, Cq2 = 2000 
 
Quality Loss Settings: 
1 = 0.05, 2 = 0.00005, 3 = 0.00005 
 
x* = (0.344053, 0.545807)   
E[PC] = 8.9654 
 
 
                                                
 
                             
 
 





















Summary of Findings 
 
Most importantly, using an experimental approach such as this, the approximation of 
the cost savings will undoubtedly have a higher degree of accuracy than in the case where 
the engineer assumes the true process mean and variance are set at some value.  The 
assumption of the mean and variance at various settings creates a situation where 
extraordinary cost savings are suggested and decisions are made to alter process 
conditions, when in fact, the cost savings may be negligible.  Using the proposed 
approach, the validity of the mean and variance are substantiated through the 
experimentation and statistical analysis of observations from the process of interest.  
Additional observations on the quality characteristic of interest may be taken using this 
method at various time intervals to identify shifts in the mean or adjustments in variance, 
and further support the setting of the optimal process mean. 
As illustrated, the distributions of an S or L-type characteristic may be skewed to 
some degree and warrant the use of a non-symmetric distribution.  Among each of the 
trials for both S and L-type characteristics, some level of skewness was observed in the 
resulting distribution.  Generally, the skewness was dampened by the effects of the 
constraints imposed by the non-conformance costs, tolerance, and loss function.  The 
value in using the skew normal distribution is not only in its ability to model both types 
of characteristics, but also both asymmetric and symmetric distributions.  Greater 
flexibility is provided in modeling various characteristics with the additional skewness 
parameter.  By integrating response surface designs for the location, scale, and shape 
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parameters, it is then feasible to solve the optimal process mean problem for skewed 
process distributions.   
Whether working with balanced or unbalanced experimental data, heteroscedastic 
conditions create situations where less than optimal solutions result.  Under the presence 
of non-constant variance, an iterative reweighted or replication weighted least squares 
approach can reduce the error in the coefficients by as much as 25% for balanced and 
unbalanced data, respectively.  When the resulting estimated response surface functions 
are applied to the process mean problem and economic considerations are employed, the 
difference in cost savings may be significant.  This approach demonstrates the feasibility 
of incorporating these alternatives into the development of response surface designs, an 
area that is primarily focused on the use of ordinary least squares regression for 
estimating process parameters. 
Frequently, when industrial experimentation is performed, the combination of the 
number of runs and replications can create a long, and sometimes expensive, data 
collection effort.  Computer-generated designs are particularly useful in these situations, 
and can easily be integrated into solving for the optimal process mean.  Most researchers 
using optimal designs will solely focus on the D-criterion as a means to differentiate 
between designs.  When the degrees of freedom associated with the residuals in least 
squares regression is low, however, it is likely that identical values will result for many 
optimality criteria among different designs.  Thus, it is often more useful to consider 
multiple criteria, such as D, A, and G in the selection of an appropriate design.   
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Finally, the methodology is effective in addressing the situation when a moving target 
is observed for a process.  In some manufacturing practices, such as the pharmaceutical 
industry or safety-related processes, non-conformance on one side of an acceptance or 
specification limit may be considerably more costly than non-conformance with the other 
specification limit.  For instance, the cost of failing to control the release of a highly 
potent drug might result in a patient overdose or legal fees associated with the inability to 
meet drug regulations.  Furthermore, since it is more likely that the variability in the 
distribution of a given characteristic at later time points is greater than the variability in 
the distribution at earlier time points, the quality loss coefficient setting may be set 
slightly higher to account for the loss in quality as time progresses.  Thus, for any given 
process, the robustness of the model may be investigated by examining the effects of 




Within industry and experimental research settings, statistical assumptions in the 
analysis of observations play an important role in achieving optimal solutions.  Many 
different conditions may also be observed across a wide number of applications and must 
be given special consideration.  In the presence of non-standard conditions, alternative 
techniques may be employed to reduce the error in the estimation of response surface 
designs.  When different types of characteristics are examined, the process distribution 
used in modeling each characteristic will also likely be different.  Previous 
methodologies developed to solve the optimal process mean problem are based upon 
assumptions that prevent industrial practices from rightfully employing them in 
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evaluating their respective processes.  A more realistic approach to the problem is to 
approximate the mean and variance based upon observations within a particular industrial 
setting.  By integrating response surface designs into the methodology of the process 
mean problem, it is then feasible for engineers to estimate the factor settings necessary to 
achieve significant cost savings.  The proposed methodology can be easily extended to 




















DEVELOPING A TARGET-FOCUSED  
MULTIVARIATE PROCESS CAPABILITY INDEX 
 
Introduction 
Within an industrial manufacturing environment, Process Capability Indices (PCIs) 
enable engineers to assess process performance and ultimately improve product quality.  
Despite the fact that most industrial products manufactured today possess multiple 
quality characteristics, the vast majority of literature within this area primarily focuses on 
univariate measures to assess process capability.  One particular univariate index, Cpm, is 
widely used to account for deviations between the location of the process mean and the 
target value of a process.  While some researchers have sought to develop multivariate 
analogues of Cpm, modeling the loss in quality associated with multiple quality 
characteristics continues to remain a challenge.  Nearly all multivariate PCIs are able to 
capture the relative location of the process center to the target (such as those expressed as 
a ratio of volumes, the probability of the non-conforming product, or as vector-valued 
indices), but in doing so, they fail to penalize deviations from the target accordingly.  
Thus, as a result, all products falling within a tolerance region are considered equally 
acceptable, i.e., the focus of these indices is just on separating conforming and non-
conforming products.    
Alternatively, a parabolic loss function better relates the idea of diminishing quality 
as a product shifts farther from the target within a tolerance region.  Thus, as a means to 
adequately reduce quality loss, an appropriate quadratic quality loss function will be 
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proposed as a basis for developing a multivariate PCI.  In taking this approach, such 
deviations may directly relate to customer dissatisfaction in product manufacturing and 
enable an engineer to make a more realistic assessment of process capability.  The end 
result is a multivariate PCI that more appropriately estimates quality loss, while offering 
greater flexibility in conforming to various industrial applications and maintaining a more 
realistic approach to assessing process capability.  The original work for this research is 




Throughout the development of this index, we will assume that the process quality 
characteristics Y = (Y1, Y2, ..., Yw)
T
 are of nominal-the-best type, whose observations form 
a w-dimensional vector y = (y1, y2, ..., yw)
T
 from a multivariate normal distribution with 
process mean vector   = ( 1, 2, ..., w)
T
 and covariance matrix .  Furthermore, let  = 
( 1, 2, ..., w)
T
 be a w-dimensional target vector for the tolerance region. 
 
Developing a Multivariate Quality Loss Function 
 
By incorporating an extension of the univariate Taguchi loss function, as in Cpm, into 
the development of a multivariate PCI, greater emphasis is put on achieving the target 
value rather than achieving conformance within a tolerance region.  Let L(y) be the 
measure of loss in quality associated with the characteristics, and assume that this 
function is wth differentiable in the neighborhood of the target .  The Taylor series 
expansion of L(y) in the neighborhood of  may be written as: 
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 is the Hessian matrix of L 
evaluated at y = , and Rw(y) is a remainder term supposed small if y is close to .  
Assuming that the third-order and higher terms are negligible, we have: 
                             T T 2 T
1
( ) ( ) [ ( ) ]( ) ( ) [ ( ) ]( )
2
L L DL D Ly τ τ y τ y τ τ y τ                       (8.2) 
 
When y = , we have L( ) = 0; furthermore, since the loss function achieves a minimum 
at the target value, we have that DL( )
T
 = 0, reducing our loss function approximation to: 
                                              T 2 T
1
( ) ( ) [ ( ) ]( )
2
L D Ly y τ τ y τ                                         (8.3) 
 
Expanding the Hessian matrix for L, it can be shown (Appendix C) that our loss function 
approximation in general terms becomes: 
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w i
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i j ,  (8.4) 
 
where ii and ij represent the loss coefficients associated with quality characteristic i and 
between i and j, respectively.  For the purposes of developing the multivariate PCI, 
MCpmc, the expected value of this loss function is derived (Appendix C), just as in the 
univariate case, Cpm.  Using Equation (8.4), we have: 




[ ( )] [ ( ) ] [ ( )( )]
w w i
ii ii i i ij ij i i j j
i i j
E L y                   (8.5) 
 
where ij denotes the covariance between the ith and jth quality characteristics, and  
( i – i)( j – j) represents the cross-product of the biases between each of the 
characteristics.  Equation (8.5) is shown in its expanded form to facilitate separately 
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setting the loss coefficient for the ith characteristic and the loss coefficient between the 
ith and jth characteristics.  When the characteristics are uncorrelated, i.e. when ij = 0 i 
 j, it is noted that the last term in Equation (8.5) is reduced.  Furthermore, it should be 
noted that there are necessary conditions for the quality loss coefficients, ii and ij , such 
that the multivariate loss function achieves a minimum.  Considering the case when  
w = 2, taking the second partial derivatives of Equation (8.5) with respect to the loss 
coefficients, and computing the determinant of the Hessian matrix, we have: 
2 2
2 2
11 12 11 12 2




[ ( )] [ ( )]
2
4 0
2[ ( )] [ ( )]
E L E L
E L E L
y y
y y
, or 2 211 22 12 122 , with ii , ij > 0 (8.6) 
 
In general terms, for i = 1, 2, ..., w, this becomes 2 22 ii jj ij ij i  j, with ii > 0. 
 
 
Establishing a Multivariate PCI Analogous to Cpm 
 
Suppose a w-dimensional multi-normal vector y = (y1, y2, ..., yw)
T
 exists with mean  
and covariance matrix , and det  > 0.  Furthermore, let USLq and LSLq , where q = 1, 2, 
..., w, represent the upper and lower specification limits for the qth quality characteristic, 
respectively.  The tolerance region is rectangular, when w = 2, and cuboidal in higher 
dimensions.  Looking specifically at this tolerance region, the numerator of a multivariate 
PCI takes the form: 






USL LSL                                                 (8.7) 
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where w indicates the dimensionality of the region.  Contrary to the tolerance region, 
under the assumption of multivariate normality, the spread of the process region will 
form an ellipse when w = 2, and is ellipsoidal in higher dimensions.   
Looking specifically at the distribution of y, it has the form: 





( | , ) exp ( ) ( )
2 2
v
fY y μ Λ y μ Λ y μ
Λ
, where wy ,             (8.8) 
 
which only depends on y through the squared Mahalanobis distance, (y – )
T -1
(y – ).  
By selecting some random vector z such that z = 
-1/2
(y – ), we have that:  
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With z  Nw(0, I), we can reduce the squared Mahalanobis distance, 
 




z is a quadratic form that follows a chi-squared distribution with w degrees of 
freedom, it follows that (y – )
T -1
(y – )  
2
(w).  And, since the density is constant for 
all values of y such that this distance equals some constant c
2
, producing the equation of 
an ellipsoid centered at , (y – )
T -1
(y – ) = c
2
, we can define a specific ellipsoid by 
setting this constant equal to the critical value of the chi-squared distribution with w 
degrees of freedom.  As a result, we have the 100(1– )% prediction ellipsoid for a 
multivariate normal random vector with mean vector  and covariance matrix : 
                    T 1 2,( ) ( ) wy μ Λ y μ ,                                          (8.11) 
 
where the probability that a random value y will fall within the ellipsoid is equal to 1– : 
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                                            T 1 2,Pr[( ) ( ) ] 1wy μ Λ y μ                                     (8.12) 
 
Analogous to 6  in the univariate PCI, Cpm, we consider scaling the process region to a 
99.73% prediction ellipsoidal region in the development of a multivariate PCI: 
                                                   T 1 2,0.0027( ) ( ) wy μ Λ y μ                                         (8.13) 
 
In order to further establish a multivariate PCI, we must relate the volume of the 
process region to the tolerance region outlined by Equation (8.7).  In general terms, an 
ellipsoid  centered at  = ( 1, 2, ..., w) can be defined by the following standard 
equation: 
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,                             (8.14) 
 
and can be further translated into matrix form as follows: 
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All points, pi, within the ellipsoid  must satisfy the inequality (pi – )'V(pi – )  1, 
where V is a symmetric matrix.  Using a transformation of the image of the unit sphere in 
w dimensions, we can compute the volume of this ellipsoid: 
         
/2
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Scaling this same procedure to the process region identified in Equation (8.13), the 
volume of the ellipsoidal region containing 99.73% of the process values can be defined 
as: 
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If we consider a random vector y = (y1, y2, ..., yw) of quality characteristics following 
a multivariate normal distribution with mean vector  = ( 1, 2, ..., w), covariance matrix 
, target vector  = ( 1, 2, ..., w), and a process that has a mean squared error matrix 
1 1
[ ( )( )]
w i
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i j
E y yΛ , we can relate the volume of the tolerance region to the 
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Finally, in order to compare the computed values of this index with any univariate 
index, we consider normalizing the number of quality characteristics by taking the wth 
root of the ratio of volumes.  Establishing the ratio of the allowable process spread to the 
actual process region, denoted as VR, and incorporating a variable d to represent the loss 
associated with the deviation of the process from its target vector, we can further simplify 
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d       (8.19) 
 
Leaving d in the expanded form as shown in Equation (8.19) facilitates the adjustment of 
both ii and ij, representing the loss coefficients associated with quality characteristic i 
and between i and j, respectively.  In this manner, d behaves analogously to the deviation 
expressed in the denominator for the univariate PCI, Cpm ; it directly reflects the process 
deviation from the target , but with the flexibility to adjust the loss of quality for a 
particular industrial process.   
As d involves unknown population parameters, estimating d and finding a lower 
bound for VR associated with MCpmc are important research questions.  In particular, 
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given a random sample of n measurements, y1, y2, ..., yn, an unbiased estimator of a 
covariance matrix is: 
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1

















Then, an estimate for the mean squared error matrix is: 
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                          (8.20) 
 
Incorporating this into the derivation of Equation (8.19), the deviation of the process 
from the target, d, can then be estimated using:  
                  
1/2
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         (8.21) 
 
 
If a particular industrial process calls for the increase in quality loss to be the same in any 
direction away from the target vector, we set all ii equal to one another for all i, and ij = 
0 i  j.  When the coefficient of quality loss for each characteristic is equal to one, 
deviation from the target most closely resembles the deviation computed using other 
multivariate indices.  It is noted that when the process mean lies exactly at the target 
vector in this case, the index reduces solely to the ratio of volumes, VR.  Increasing the 
value of the quality loss coefficients from this baseline then results in an overall decrease 
of the index MCpmc.   
Rather than modify the regions as dictated by a particular engineering application or 
process, a lower bound for VR may be established, thus facilitating a comparison of PCI 
values to the univariate case.  As statistical control is assumed with PCIs, i.e. the process 
is at or within the boundaries of the tolerance region, a lower bound for VR may provide 
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an indication of process dispersion.  Using the same general concept as Shahriari et al. 
(2009) for computing a modified tolerance region, a lower bound on MCpmc is established 
by considering the ratio of the rectangular tolerance region to the largest process region 
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c  and SL represents the qth upper or lower specification limit (8.22) 
 
 
Comparing Multivariate Process Capability Indices 
 
In order to fully demonstrate the improvements offered by MCpmc, it is compared with 
three other multivariate process capability indices covered within the literature review:  
(i) the index Cpm developed by Chan et al. (1991), (ii) the index MCpm developed by 
Taam et al. (1993), and (iii) the index MPCV developed by Shahriari et al. (1995), all of 
which are also analogous to the univariate index Cpm.   
 
Key Differences Between Indices 
 
Despite the clear progress made among multivariate analogs to Cpm, there exist 
considerable drawbacks in their applications.  Although both Cpm and MCpm account for 
the deviation from the target for a particular process, they are both constructed using an 
elliptical tolerance region, which is seldom seen within any contemporary manufacturing 
environment.  This region is also constructed without attention to the correlation 
exhibited by the process; see Shahriari et al. (2009).  Furthermore, neither index is scaled 
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to the univariate case in their formulation; thus, it is difficult to interpret the capability 
assessment between various processes when they have a different number of quality 
characteristics.   
Unlike Cpm and MCpm, the multivariate capability vector MPCV developed by 
Shahriari et al. (1995) is scaled to the univariate analog, facilitating a comparison of 
processes.  In spite of this, however, many researchers have argued that the appeal of 
capability indices is in their simplicity for assessing process performance, and thus, are 
opposed to vector indices using three components.  Whether vector indices are 
appropriate or not, there are some difficulties in the interpretation of the multivariate 
capability vector.  First, similar to Chan and Taam's indices, the use of modified process 
regions as in Shahriari et al. (1995) or modified tolerance regions as in Shahriari et al. 
(2009) sacrifices the geometric reality posed by the engineering specifications at the risk 
of failing to define a process capability index equal to one.  While it is a necessity in 
developing a multivariate index analogous to the univariate case, it may be more 
appropriate to identify modified index values rather than alter the regions exhibited by a 
particular process.  Furthermore, while the hypothesis test used in the second vector 
component, PV, indicates the inclination of the process mean to deviate from the process 
target, it does not provide the same computational degree that a loss function can, such as 
in the univariate index, Cpm.   
Most importantly, Cpm, MCpm, and MPCV lack flexibility in assessing capability 
among processes that treat deviation from a target value differently.  In each case, a 
standard step-wise penalty is incorporated; the underlying assumption then in applying 
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these indices is that every industrial process possesses the same loss in quality for a given 
deviation from the target.  Despite the fact that Kotz and Johnson (1993) recognized this 
drawback and suggested incorporating a multivariate Taguchi loss function L(y), into 
developing multivariate PCIs, there has not since been a valid effort in this area. 
The proposed multivariate PCI, MCpmc, incorporates the advantages of all three 
analogs of Cpm, while maintaining adaptability toward a number of different industrial 
applications.  Specifically, it offers improvements in three areas:  (1) MCpmc retains 
quality loss coefficients that enable an engineer to customize the loss function to a 
particular manufacturing application, (2) MCpmc maintains a rectangular tolerance region, 
yet is scalable to the univariate case and can provide a lower bound to the process region, 
and (3) it incorporates the use of the multivariate Taguchi loss function, which more 
realistically portrays quality loss from the customer viewpoint.  This may best be 
observed when considering a process using two quality characteristics (Figure 8.1), 
where the dashed lines represent the contours of the bivariate loss function, and the solid 
line indicates the 99.73% contour of a multivariate normal process region. In contrast to 
most multivariate PCIs that apply a deviation constant to an off-target process, the loss 
function in the denominator of MCpmc reacts more to the degree by which the process is 
off-target.  If the covariance between or within characteristics increases, or the process 
drifts from its target value, the denominator of the index will increase, thus causing 
MCpmc to decrease.  The result, however, is a capability index that more realistically 
models quality loss rather than generate a capability value based on conformance of 
specifications.   
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          Figure 8.1:  Example of Bivariate Case for MCpmc ( 11 = 22 = 3, 12 = 0) 
The nature of MCpmc relative to Cpm, MCpm, and MPCV is further investigated using a 
numerical example. 
 
Numerical Example  A Bivariate Case (w = 2) 
 
One particular numerical example has been used quite frequently by researchers 
examining process capability indices.  Used by Chan et al. (1991), and more recently by 
Pearn et al. (2007) and Shahriari et al. (2009) in their research is an engineering study 
adopted by Sultan (1986), involving the effects of brinell hardness (H) and tensile 
strength (S) on process output.  The example utilizes twenty-five observed data points 
from a process exhibiting control (see Table 8.1) over a rectangular tolerance region with 
lower and upper specification limits of (112.7, 241.3) and (32.7, 73.3) for H and S, 











Table 8.1:  Example – Observed Data for Brinell Hardness (H) and Tensile Strength (S) 
 
Data Point H S  Data Point H S 
1 143 34.2  14 186 57.0 
2 200 57.0  15 172 49.4 
3 160 47.5  16 182 57.2 
4 181 53.4  17 177 50.6 
5 148 47.8  18 204 55.1 
6 178 51.5  19 178 50.9 
7 162 45.9  20 196 57.9 
8 215 59.1  21 160 45.5 
9 161 48.4  22 183 53.9 
10 141 47.3  23 179 51.2 
11 175 57.3  24 194 57.5 
12 187 58.5  25 181 55.6 
13 187 58.2     
 
As in the previous articles using this example, the process data is assumed to be normally 
distributed, with a target vector of  = [177, 53]
T
.  The relative position of the process 
region to the tolerance region may be observed in Figure 8.2. 









Figure 8.2:  Example – PR99.73% Relative to Rectangular Tolerance Region 
 
In this example, the process region is only slightly inside the tolerance region and the 
process is actually off-target, so one should expect an overall index value to be nearly at 
or below its lower bound for process dispersion.  In order to compare MCpmc with other 
indices, we will consider the case when the increase in quality loss is the same in any 
direction away from the target vector (diagonal elements are equal and off-diagonal 
USL2 
LSL2 




elements are zero), using the baseline case of 11 = 22 = 0.5 with 12 = 0.  Given the data 
in Table 8.1, we have the following results: 







Λ , and (177.2,52.32)y    
 
Computing the ratio of volumes, VR, for this example, we have: 
 



























Using Equation (8.22), it is noted that a lower bound for VR for this particular example is: 
 




















     
 
Although MCpmc will be slightly elevated from other index values under the same 
conditions, calculating a lower bound for VR enables one to easily compare MCpmc with 
these values while continuing to retain a rectangular tolerance region.  Taking the 
deviation from the target vector into account, we have: 
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2 2251 (177.2 177) (0.008236) (52.32 53) (0.082787) 1.01991
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Thus, we have a resulting index value of:  
 











which, as expected, portrays a process slightly within the tolerance region, but then 
reducing some in capability as a result of the process being off-target.  Specifically, 
comparing MCpmc with other multivariate PCIs, we have: 










Using the same numerical example, Table 8.2 captures the results for each of the 
multivariate indices; the calculations for each index are outlined within Appendix D. 
Table 8.2:  Example – Multivariate Process Capability Index Results 
 
Author Index Notation Example - Value 
(i) Chan et al. (1991) Cpm 1.04767 
(ii) Taam et al. (1993) MCpm 1.68844 
(iii) Shahriari et al. (1995) MPCV [1.01753,0.6,0] 
Extension - Shahriari et al. (2009) NMPCV [1.01690,0.6,0] 
The Proposed Model MCpmc 1.45392 (0.997161)* 
                      *Format:  Multivariate Index Value (plus Scaled Version for Comparison) 
 
The numerical example appropriately points out the main differences between each of 
these indices.  Taam et al.'s index is not scaled to the univariate case and does not 
account for the covariance in the "modified tolerance region", thus causing elevated index 
values; despite this, the index maintains a 1:1 ratio of volumes between the tolerance and 
process region.  Contrary to Taam's index, both the vector indices and the index proposed 
by Chan et al. capture an accurate ratio of the volumes, but inadequately account for the 
reduction in quality as a result of the process being off-target.  Furthermore, all of the 
indices incorporate "modified tolerance regions" or "modified process regions" for the 
sake of conforming to the property analogous to Cpm = 1, where the 6  band meets the 
tolerance band, despite the fact that elliptical tolerance regions are rarely observed within 
industry.   
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With a process region nearly at the limits of the tolerance region and a process mean 
that is off-target, only the proposed MCpmc results in an index that is slightly below its 
lower bound for the ratio of volumes.  This is a direct result of using a multivariate 
Taguchi loss function in applying a penalty for target deviation, which more 
appropriately captures a customer's perspective on product quality.  Furthermore, unlike 
other established multivariate indices, MCpmc retains the ability to adapt its quality loss 
coefficients toward a particular industrial process.  Table 8.3 captures the numerical 
results for MCpmc under various quality loss conditions, along with their corresponding 
illustrations.  As shown through the settings in each case for the quality loss coefficients, 
the degree of change in the index value is a direct result of the variance within each of the 
quality characteristics.  For example, an increase or decrease in the penalty for deviation 
from the target with respect to brinell hardness (H) results in a more dramatic shift of the 
process capability than when observing the same change with respect to tensile strength 
(S).  This demonstrates the added flexibility of MCpmc, where deviation from a target may 
take on different meanings depending upon the quality characteristic of interest. 
Since MCpmc retains a rectangular region in its formulation in an effort to more 
realistically portray industrial settings, index values that are not scaled for comparison 
will naturally be higher than those observed by other indices.  The degree of this increase 
depends on the number of quality characteristics, the tolerance afforded by the 
specification limits, the variance observed within the characteristics and the extent to 
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Symmetric Quality Loss 
11 = 22 = 0.5, 12 = 0 
 
VR = 1.48287 
VR(lower bound) = 1.45806  







 = [177, 53]
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Quality Loss Relaxation for S 
 11 = 0.5, 22 = 0.25, 12 = 0.25 
 
VR = 1.48287  
VR(lower bound) = 1.45806  










 = [177, 53]
T




Quality Loss Tightening for H 
11 = 1, 22 = 0.5, 12 = 0.25 
 
VR = 1.48287  
VR(lower bound) = 1.45806  






While it is rare that a process region ever conforms exactly to its specification region, 
this concept may be used to facilitate the identification of minimum recommended values 
for MCpmc.  In general, when considering w uncorrelated quality characteristics with 
tolerance a1, a2, ..., aw, where the limits of the process region meet the limits of the 
specification region (Figure 8.3) and the process is identified as on-target, MCpmc results 
in the following dispersion ratio: 
 177 


















In particular, when w = 2, the result is the minimum capability index: 
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Figure 8.3:  Minimal Capable On-Target Process with Uncorrelated Characteristics 
 
Under these conditions, using standard univariate PCI measures as a guideline, 
recommended minimum values may be established with MCpmc for on-target processes 
when w = 2 (Table 8.4).   
Table 8.4:  Recommended Minimum Values of Process Capability Indices (On-target) 
 
Basis Traditional Index MCpmc (Not Scaled) 
Minimum assumed capability 1.00 1.27 
Existing processes 1.33 1.68 
New processes 1.50 1.91 
Safety (or critical parameter), existing process 1.50 1.91 
Safety (or critical parameter), new process 1.67 2.12 
                                      
As the numerical example used in this paper presents both an off-target process and one 
in which the quality characteristics are correlated, it fails to attain a capability level 
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The proposed multivariate process capability index, MCpmc, offers several 
improvements over existing multivariate indices.  First, by retaining a rectangular 
tolerance region, it provides a more realistic and acceptable approach for ease of use 
within industrial practices, while maintaining the ability to compare resulting index 
values with the univariate case.  In addition, the index accounts for both the manufacturer 
and customer perspective, by incorporating a quality loss function that properly penalizes 
deviation of a process mean from a process target.  Most importantly, quality loss 
coefficient adjustments in the index enable engineers in the field to model a wide variety 
of industrial practices that utilize multiple quality characteristics.   In taking this approach 
to developing multivariate indices, a more feasible and accurate assessment of process 














DESIGNING THE OPTIMAL PROCESS MEAN VECTOR 




In the manufacturing environment, nearly every product possesses one or more 
attributes that the consumer may use to evaluate or judge its inherent value.  As 
previously mentioned, they may be generally categorized into one of three different 
types.  Smaller-the-better, or S-type, characteristics are those for which a minimum is 
sought, such as is commonly observed with processing time or production delay.  
Attributes, such as product serviceability and lifetime, are typically classified as larger-
the-better, or L-type, characteristics; the aim is to maximize the observations made for a 
given process.  In some cases, the characteristics may even be of nominal-the-best, or N-
type, where a specific target value is desired.  While N-type product characteristics have 
an upper and lower specification limit that constrains its target value, S and L-type 
characteristics possess a single upper and lower specification limit, respectively.  A wide 
number of manufacturing applications involve products that possess multiple 
characteristics of different type, i.e. "mixed-multiple" characteristics, such as S and L-
type, S and N-type, or L and N-type.  As the literature review in Chapter 2 indicates, a 
number of researchers have examined solving the optimal process mean problem for 
multiple characteristics of the same type.  The mixed-multiple characteristic problem, 
however, is not observed in the literature.  In the following paragraphs, a methodology is 




Estimation of the Characteristic Parameters 
The methodology begins as in Chapter 6 and 7 with the development of estimators for 
each of the process parameters.  Suppose that observations are collected on multiple S, N, 
or L-type quality characteristics of interest Y1, Y2, ..., Yw, which are all influenced by a set 
of v control factors x = (X1, X2, ..., Xv).  Given that yqpr represents the rth observation at 
the pth design point for the qth quality characteristic, the sample mean, standard 
deviation, and skewness of the qth characteristic at the pth design point, as well as the 












































ipr ip jpr jp
r
i j p
y y y y
s
m
 (9.1)   
 
A format for this experimental design is shown in Table 9.1. 
 
Table 9.1:  Replication-Based Experimental Format 
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As in Chapter 6 and 7, response surface designs are developed for each of the process 
parameters using least squares regression techniques.  Upon the selection of a model to 
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represent the quality characteristics of interest, the designs are further integrated into a 
routine for solving the optimal process mean problem. 
 
Establishing a Model for the Quality Characteristics 
While Azzalini (1985) developed the univariate skew normal distribution discussed in 
Chapter 7, it was Azzalini and Dalla Valle (1996) who introduced the multivariate skew 
normal (MSN) distribution, defined using the location vector , the covariance matrix , 
and the skewness vector .   Given a set of w quality characteristics Y = Y1, Y2, ..., Yw, of 
S, N, or L-type, whose observations y may possess positive, negative, or zero skewness, 
the MSN distribution is chosen to model the characteristics.  The probability density 
function may be defined in terms of the multivariate normal distribution:  
 




1 1 ( )
( ) exp ( ) ( ) 1 erf
2 2(2 )w
fY
ψ Λ y μ
y y μ Λ y μ
Λ
,         (9.2) 
 
where "erf" represents the error function, derived from the form of the standard normal 
cumulative distribution function ( ) used in Azzalini's model.   
Azzalini and Dalla Valle (1996) further derived the cumulant generating function K(t) 
for the MSN distribution in terms of an additional parameter , in an effort to simplify the 
function: 
                 T T T 1/2
1
( ) log ( ) log[2 ( )],
2







        (9.3) 
 
By applying the exponential function to each side of the equation in (9.3), the moment 
generating function M(t) may be established: 
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In order to derive the first and second statistical moments of the MSN distribution, the 
first and second partial derivatives with respect to t may be formulated using Kronecker 
product notation  for matrix calculus: 
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Upon setting t = 0, the first two moments of the MSN distribution are identified: 
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Hence, the mean E[Y] and variance Var[Y] of the MSN distribution are established, as in 
Equations (9.8) and (9.9), respectively: 
                                                       1/2
2
[ ]E Y μ Λ λ                                                  (9.8) 
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In particular, suppose that one is considering the bivariate case (w = 2) for Y, where  
 = 0 and the covariance matrix  is the identity matrix I.  Shown in Figure 9.1 are the 
contour diagrams for observations made on Y1 and Y2, where the effect of modifying the 
skewness vector is observed.   
            
                  (i)                                (ii)                              (iii)                              (iv) 
                        Figure 9.1:  Bivariate Case for the MSN Distribution, where 
                   (i)  = ( 3, 3), (ii)  = ( 3, 3), (iii)  = (0, 0), and (iv)  = (3, 3) 
 
As with N-type characteristics where the skewness vector is 0, such as in Figure 9.1(iii), 
fY(y) reduces to the bivariate normal distribution.  The characteristic distributions may 
also be positively or negatively skewed, such as in Figure 9.1(i), (ii), and (iv), to reflect 
what is typically observed among S and L-type characteristics. 
 
Establishing the Model Constraints 
Aside from ensuring the characteristic observations are multivariate skew normally 










prevent sacrificing product quality.  The loss function L(y) established in Chapter 8, 
Equation (8.4), and Appendix C can be adapted to meet this requirement.  Given a 
desired target vector  = ( 1, 2, ..., w)
T
 for mixed multiple characteristics, the quality loss 
coefficient settings  may be established to account for symmetric or assymetric loss 
around .   For instance, consider the bivariate case (w = 2) again for three distinct cases:  
S and N-type, L and N-type, and L and S-type characteristics, where SN, LN, and LS 
represent the desired target values, respectively.  Shown in Figure 9.2 are the contours of 
L(y) for each of the designated cases where the loss may be symmetric, i.e. ij = 0, or 
asymmetric about the target vector . 
                           
                                
                        (i)                                               (ii)                                           (iii) 
Figure 9.2:  Example  Bivariate Quality Loss Function Contours for  
(i) S and N-Type with 11=1, 22=6, 12=0 (Asymmetric Loss), 
(ii) L and N-Type with 11=3, 22=1, 12=0 (Asymmetric Loss), 
and (iii) L and S-Type with 11=1, 22=1, 12=0 (Symmetric Loss), 
 
When observations fall within a tolerance region defined by a set of specification 
limits, the expected loss in quality must take into account the skewness of the 
characteristics.  Using Equations (9.8) and (9.9), the expected quality loss can be derived: 
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It is noted that, when the process has zero skewness, i.e.  = 0, and thus  = 0, Equation 
(9.10) reduces to: 
                                           
1 1
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E L y ,                              (9.11) 
 
as in Chapter 8, Equation (8.5).   
Aside from penalizing the process mean vector for deviation from the target vector, 
additional constraints are also imposed.  In order to identify the factor settings x 
corresponding to an experimental region of interest, a bound is placed on the region 
depending on whether the space is spherical or cuboidal in shape.  Furthermore, an ideal 





Applying an Optimization Routine 
Finally, since the objective is to determine the most profitable setting of the process 
mean vector, various costs are applied.  In particular, the cost corresponding with the 
non-conformance of observations to a give tolerance region T must be considered.  For 
instance, the expected cost of an observation falling within the kth non-conformance 
region R, for k = 1, 2, ..., u, is Ck Pr[Rk].  In some instances, a process may incur the same 
non-conformance cost if any one of its specifications is not met, while in other 
applications, a different cost may correspond to failing each unique specification limit.  
The costs may also be additive when observations do not meet multiple specification 
limits.  Thus, a cost structure is implemented that provides the flexibility in setting these 
costs for each set of mixed multiple characteristics.  Given the u regions R1, R2, ..., Ru, for 
which a particular non-conformance cost C may be applied, Equation (9.12) outlines this 
particular cost structure: 
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In order to determine the factor settings x* = (X1*, X2*, ..., Xv*)
T
 that give the optimal 
process location vector *, covariance matrix *, and skewness vector * for the MSN 
distribution, the response surface designs developed earlier are integrated into an 
optimization routine.  Shown in Table 9.2 is the routine used to generate solutions to the 
optimal process mean problem. 
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Table 9.2:  Optimization Routine, Mixed Multiple Characteristic Process Mean Problem 
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 (central composite design) or –1  Xi  1 (factorial design)      
        for i = 1, 2, ..., v (constrained to experimental region of interest)
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Control factors, x = (X1, X2, ..., Xv)
T 
Observations that form a w-dimensional vector, y = (y1, y2, ..., yw)
T
 
Desired process target vector,  = ( 1, 2, ..., w)
T
 
Quality loss coefficient settings, ij 
Tolerance region, T, defined by the limits LSLq and USLq, for q = 1, 2, ..., w 
Cost structure C(y1, y2, ..., yw) 
Response surface designs, ˆˆ ˆ( ), ( ), ( ),q q qx x x and ,ˆ ( ),i j x where:  
 


















ˆ ˆ ˆ( ) ( ) ( )
ˆ ˆ ˆ( ) ( ) ( )ˆ





















Factor settings x* = (X1*, X2*, ..., Xv*)
T
    
 
Grid-based direct search algorithms are effective in finding global minima; to solve the 
constrained nonlinear optimization problem, the search algorithm "nlminb" within the R 
software package is used.  The absolute tolerance in the convergence toward solutions is 
established at 1e-20 for all program runs.  Finally, upon the identification of the optimal 
factor settings x*, the optimal process mean vector for the multivariate skew normal 
distribution is obtained: 
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2ˆ ˆˆ[ ]* * ( *) *E Y μ Λ λ , where 
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                   (9.13) 
 
Numerical Example 
An adaptation of the experiment described in Chapter 6 involving a chemical 
filtration process is revisited.  In the process of chemical filtration, dosages are prepared 
within vials and measurements are taken with regard to the purity of each sample.  The 
processing cost incurred within this system is directly related to the measurement of three 
different response variables of interest – the filtration time (Y1) in seconds, the filtration 
volume (Y2) in milliliters (mL), and the filtration purity (Y3) as a percentage.  The 
objective of this system is to minimize the filtration time and maximize the filtration 
purity for each sample that undergoes processing, while obtaining an ideal filtration 
volume of 10 mL.  Hence, Y1, Y2 and Y3 may be considered S, N and L-type 
characteristics, respectively.  The temperature (X1), pressure (X2), and humidity (X3) for 
this particular system may be controlled and are considered to be the most influential 
factors in the resulting filtration time, volume and purity measurements for the samples.  
A replication-based experiment is performed; the resulting central composite design for 
the three factors using coded settings is shown in Table 9.3.  Shown in Table 9.4 are the 
calculations for the sample mean, standard deviation, and skewness of the characteristics 
at each design point, as well as the covariance between characteristics.  In an effort to 
gain a better understanding of the overall system through numerical and graphical 
methods, the optimal process mean vector for each set of two characteristics is 
investigated.    
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Table 9.3:  Experimental Design for the Chemical Filtration Process 
 
 Temp Pressure Humidity Time (secs) Volume (mL) Purity (%) 
Run X1 X2 X3 Y1 (3 reps.) Y2 (3 reps.) Y3 (3 reps.) 
1 –1 –1 –1 0.97   1.14   1.26   9.66    9.79     9.73  93.09   92.99   93.07 
2 1 –1 –1 2.98   3.07   3.02   9.96    9.95     9.93  94.37   95.17   94.64 
3 –1 1 –1 2.82   2.79   2.87   9.88    9.92     9.97  94.33   94.35   94.30 
4 1 1 –1 0.94   0.97   0.99 10.00    9.97     9.89  95.64   95.76   95.72 
5 –1 –1 1 0.95   0.86   0.87 10.21   10.29   10.09  95.63   95.92   95.89 
6 1 –1 1 1.37   1.29   1.31 10.10   10.16   10.13  95.76   94.93   95.43 
7 –1 1 1 1.39   1.86   1.52 10.08   10.11   10.09  95.83   96.01   96.04 
8 1 1 1 1.96   1.77   1.85 10.14   10.31   10.22  95.44   95.37   95.13 
9 –1.682 0 0 1.83   1.76   2.02   9.78    9.87    10.01  93.51   92.48   93.76 
10 1.682 0 0 1.41   1.43   1.47 10.02   10.15    9.92  94.94   94.88   94.90 
11 0 –1.682 0 0.83   0.78   0.95   9.80   10.04    9.98  96.48   96.86   96.91 
12 0 1.682 0 2.03   2.08   2.04 10.10   10.22   10.01  96.71   96.60   95.41 
13 0 0 1.682 1.38   1.42   1.48 10.12   10.01    9.86  96.31   96.23   96.27 
14 0 0 1.682 2.45   2.52   2.42 10.10    9.97     9.85  96.59   95.63   94.99 
15 0 0 0 0.85   0.37   0.48 10.08    9.99    10.13  96.86   96.55   97.23 
16 0 0 0 0.40   0.82   0.51   9.98   10.11    9.84  96.52   96.47   96.29 
 
Table 9.4:  Experimental Design Parameter Calculations 
 
Run 1y  1s  1g  2y  2s  2g  3y  3s  3g  12s  13s  23s  
1 1.12 0.146 0.207 9.73 0.065 0.094 93.05 0.053 0.595 0.004 0.002 0.002 
2 3.02 0.045 0.135 9.95 0.015 0.382 94.73 0.407 0.374 0.000 0.012 0.001 
3 2.83 0.040 0.295 9.92 0.045 0.135 94.33 0.025 0.239 0.001 0.001 0.001 
4 0.97 0.025 0.239 9.95 0.057 0.492 95.71 0.061 0.382 0.001 0.001 0.001 
5 0.89 0.049 0.675 10.20 0.101 0.239 95.81 0.160 0.679 0.000 0.005 0.000 
6 1.32 0.042 0.528 10.13 0.030 0.000 95.37 0.418 0.245 0.001 0.011 0.008 
7 1.59 0.243 0.486 10.09 0.015 0.382 95.96 0.114 0.652 0.003 0.011 0.001 
8 1.86 0.095 0.191 10.22 0.085 0.072 95.31 0.163 0.563 0.005 0.003 0.002 
9 1.87 0.135 0.498 9.89 0.115 0.259 93.25 0.679 0.601 0.008 0.050 0.016 
10 1.44 0.031 0.382 10.03 0.115 0.158 94.91 0.031 0.382 0.001 0.000 0.001 
11 0.85 0.087 0.456 9.94 0.125 0.528 96.75 0.235 0.671 0.000 0.005 0.018 
12 2.05 0.027 0.595 10.11 0.105 0.173 96.24 0.721 0.689 0.002 0.003 0.039 
13 1.43 0.050 0.239 10.00 0.131 0.186 96.27 0.040 0.000 0.004 0.001 0.002 
14 2.46 0.051 0.445 9.97 0.125 0.049 95.74 0.805 0.239 0.001 0.005 0.067 
15 0.57 0.252 0.558 10.07 0.071 0.333 96.88 0.340 0.108 0.005 0.010 0.016 
16 0.58 0.218 0.510 9.98 0.135 0.045 96.43 0.121 0.574 0.014 0.001 0.008 
 
The goals, specification limits, and target value associated with the three characteristics 
are shown in Table 9.5.   
Table 9.5:  Quality Characteristics  Goals and Specifications 
 
Quality Characteristic Goal Specifications Target or Acceptable Value 
Y1  Filtration Time (secs) Minimize Y1  2.5 1 = 0  
Y2  Filtration Volume (mL) Nominal (Target) 9.5  Y2  10.5 2 = 10.0 




With the configuration of this system, any sample dosage that has a filtration 
processing time exceeding 2.5 seconds incurs a non-conformance cost of CI.  In addition, 
by regulation, all samples are required to achieve a purity level of at least 94%; any 
sample failing to achieve this level must be discarded at a non-conformance cost of CII.  
Finally, a sample with a filtration volume less than 9.5 mL is reprocessed at a cost of CIII 
by diluting the mixture, while a sample volume in excess of 10.5 mL must be discarded at 
a cost of CIV.  Finally, any sample that fails to meet more than one specification at a 
given time incurs a significantly higher cost of CV. 
Shown in Figure 9.3 are the histograms for each set of observations, whereby the 
skewness of each characteristic   may be observed.   
 
                        (i)                                            (ii)                                          (iii) 
                          Figure 9.3:  Histograms of (i) Y1 , (ii) Y2, and (iii) Y3, with  
                                    Normal (-----) and Skew Normal (       ) Models 
 
While the observations made on the N-type characteristic exhibit a high degree of 
symmetry, such as that provided by a normal distribution, the distribution of observations 
on Y1 and Y3 is clearly asymmetric.  When an input analyzer program is used to evaluate 
the error among various distributions in modeling each set of observations, the gamma, 
normal, and Weibull distributions are suggested as the most appropriate models for Y1, 
 = 5  = 0  = 0  = 0 
 = 6 
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Y2, and Y3, respectively.  Modeling the joint effects of the characteristics using these 
distributions, however, would clearly present a number of problems both in estimation 
and practice.  Hence, the MSN distribution is used to balance both the symmetry and 
asymmetry of the responses. 
Using the software package R, second-order response surface designs are developed 
for each of the characteristic parameters; these designs are further integrated into an 
optimization scheme for determining the optimal factor settings x*.  Restrictions are 
implemented to ensure Y follows a multivariate skew normal distribution and the process 
means for each characteristic lie within the boundaries of the tolerance region.  A bound 
is also imposed on the factor space for this example, corresponding to the spherically-
shaped experimental region of interest.  The associated non-conformance costs and 
quality loss coefficient settings are initially established at levels significant enough to 
impact the location of the optimal process mean.  The nonlinear constrained optimization 
algorithm "nlminb" in R is used to generate solutions for the problem.  To identify 
solutions that may either be more acceptable to the manufacturer or provide a more 
realistic representation of the true process, the level of sensitivity in the constraints can be 
further analyzed.  Shown in Table 9.6 is the optimization framework specifically used in 






Table 9.6: Routine for the Chemical Filtration Optimal Process Mean Problem (Y1, Y2) 
 
Minimize  
10.5 9.5 2.5 2.5
I 1 2 2 1 III 1 2 1 2 IV 1 2 1 2
2.5 9.5 10.5
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9.5 10.5 2.5
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Desired process target vector  = (0, 10)
T
 
Quality loss coefficients 11 = .25, 12 = .15, 22 =.25 
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1 1 2 3 1 2 3
ˆ ( ) 0.5764 0.0008 0.2118 0.0388 0.3708 0.2995 0.4739X X X X X Xx  
            1 2 1 3 2 30.4900 0.0825 0.1983X X X X X X  
2 2 2
1 1 2 3 1 2 3
ˆ ( ) 0.2315 0.0326 0.0014 0.0128 0.0462 0.0552 0.0574X X X X X Xx  
            1 2 1 3 2 30.0068 0.0049 0.0465X X X X X X  
2 2 2
1 1 2 3 1 2 3
ˆ ( ) 0.5527 0.0607 0.0120 0.1642 0.0791 0.0488 0.1136X X X X X Xx  
            1 2 1 3 2 30.1281 0.0313 0.0818X X X X X X  
2 2 2
2 1 2 3 1 2 3
ˆ ( ) 10.0181 0.0406 0.0351 0.0772 0.0139 0.0097 0.0044X X X X X Xx  
            1 2 1 3 2 30.0008 0.0233 0.0267X X X X X X  
2 2 2
2 1 2 3 1 2 3
ˆ ( ) 0.1096 0.0029 0.0031 0.0029 0.0116 0.0117 0.0073X X X X X Xx  
            1 2 1 3 2 30.0253 0.0046 0.0065X X X X X X  
2 2 2
2 1 2 3 1 2 3
ˆ ( ) 0.1819 0.0846 0.1457 0.1056 0.1230 0.0135 0.0252X X X X X Xx  
            1 2 1 3 2 30.1110 0.1055 0.0718X X X X X X  
2 2 2
12 1 2 3 1 2 3
ˆ ( ) 0.0091 0.0022 0.0002 0.0001 0.0021 0.0030 0.0038X X X X X Xx  
            1 2 1 3 2 30.0006 0.0004 0.0002X X X X X X  
 
Based upon the experimental information and the settings established for each set of 
characteristics, the optimal factor and parameter settings are identified.  With these 
                 Cost Structure 
 








results, the corresponding process parameter values and the expected total processing cost 
are determined.  Shown in Table 9.7 are the results for each set of characteristics 
examined in this example.   
Table 9.7:  Chemical Filtration Process Optimization Results (Bivariate Cases) 
 
Case x* ˆ *μ  ˆ *Λ  ˆ *ψ  E[PC] 






























   Conditions:   = (.25, .15, .25); Costs CI = 8000, CII = 10000, CIII = 6000, CIV = 10000, and CV = 12500  
 
Then, using Equation (9.13), the optimal process mean vector E[Y]* for the mixed 
multiple characteristics Y1 and Y2, Y1 and Y3, and Y2 and Y3, respectively, is:  
          T *1 2
0.51589
[( , ) ]
9.98348
E Y Y , T *1 3
0.63089
[( , ) ]
96.75473
E Y Y , and T *2 3
10.04027
[( , ) ]
96.74981
E Y Y  
 
Shown in Figure 9.4 are the contours of the original process for each bivariate case.  And 
shown in Figure 9.5 are the contours of the optimized process with the optimal process 
mean vector denoted by a "X". 
          
                       (i)                                              (ii)                                            (iii) 
Figure 9.4: Contours of Original Process (        ) for (i) (Y1,Y2), (ii) (Y1,Y3) and (iii) (Y2,Y3) 





         
                       (i)                                             (ii)                                           (iii)  
Figure 9.5:  Contours of Optimal Process (       ) for (i) (Y1,Y2), (ii) (Y1,Y3) and (iii) (Y2,Y3) 
                            with the Contours of the Bivariate Loss Function (------) 
 
The numerical code developed in R for this example is shown in Appendix E. 
 
 
Summary of Findings 
 
When the optimization scheme for each bivariate case is run under the settings of the 
original process, the resulting processing costs are E[PC] = 1630.9, 3439.1, and 2171.9, 
respectively, for the S and N, S and L, and N and L models.  Hence, under the given set of 
conditions, a significant reduction in the processing cost may be realized by establishing 
the optimal process mean vector.  Furthermore, for this example, when the optimal factor 
settings are examined among each of the cases, the filtration purity appears to be the 
more dominant influence among the three characteristics.  The factor settings appear to 
stabilize at around x*  (0.10, 0.20, 0.20) when Y3 is included in the process mean 
problem.  Depending on the nature of a particular industrial application, the degree of 
loss in quality associated with deviating from a target vector and the cost for product non-
conformance may vary significantly.  The process variability may also change 




An analysis of the sensitivity corresponding to the setting of the optimal process mean 




Identifying the most economical process mean vector for mixed multiple 
characteristics can have a significant impact on the reduction of product waste and the 
cost of processing materials.  Since most processes or products involving multiple 
characteristics are likely some combination of S, N, or L-type characteristics, the mixed 
multiple characteristic problem is an important consideration.  In this instance, where one 
or more of the characteristics may exhibit some degree of skewness, the multivariate 
skew normal distribution is found to be a legitimate option in modeling each of the 
responses.  While it is not observed frequently within the literature, it facilitates a suitable 
extension of the multivariate normal distribution to asymmetric processes.  Additional 
work regarding this research area may include examining a comparison of different 
multivariate distributions or suggest the use of alternative loss functions in the 
development of models.  In doing so, increased flexibility may be given to the quality 











INTEGRATING PREDICTABILITY AND PROFITABILITY INTO AN 




As previously mentioned, the traditional process mean problem involves selecting an 
appropriate model for representing the characteristics, assuming specific values for each 
of the model parameters and then identifying the location of the mean that results in an 
overall minimum cost.  The ideal location of the process mean, however, will be affected 
by adjustments in the cost structure, tolerance or quality loss settings.  In addition, as the 
variability of a process increases over time, the most profitable target setting for the mean 
will likely shift to some degree.  For these reasons, the identification of the optimal 
process mean is particularly challenging and difficult to predict.  Without continuously 
generating solutions to the problem with every adjustment in the process, there is likely 
substantial uncertainty in the settings that lead to higher profit.    
Rather than assume specific values for the cost, tolerance, or process variance, it is 
more likely that an engineer will have some knowledge of the range of variability or the 
conditions established for any given characteristic.  And given this range of parameter 
values, it may then be feasible to identify a corresponding interval of shift in the optimal 
process mean *.  Finally, if a set of v control factors x = X1, X2, ..., Xv is known to 
influence the quality characteristic of interest, the factor settings x* =  X1*, X2*, ..., Xv* 
that support obtaining each value of * within an interval of shift may be determined.  
The resulting series of points within the factor space is referred to as a "factor line" 
 197 
throughout this chapter.  The final outcome may be the development of a "factor space 
profile" for any given manufacturing process, when examining the shift of * under a 
number of different conditions.  In the following paragraphs, an approach is described 
that seeks to provide greater predictive capability in the setting of *, thus offering 
increased opportunity for monetary gain.      
    
Methodology Development 
The proposed methodology is divided into three distinct steps.  The first step begins 
with the identification of the economic objective and its supporting constraints.  Given a 
range of interest for the variability, tolerance, or system costs, the entire interval of shift 
in the optimal process mean is determined.  The second step involves designing a 
replications-based experiment, whereby the process parameters are estimated using 
response surface designs.  In the final step, the estimator functions are integrated into an 
optimization routine and the factor settings are sought that simultaneously optimize the 
parameters to their desired target values.  A factor line is produced when the optimization 
routine in the third step is iterated among all possible values within a range of shift for 
the optimal process mean.  Shown below is an outline of the procedural steps for the 
univariate case: 
Step 1:  Optimization Routine A (Identification of the Shift in *) 
  (a)  Given a quality characteristic Y, identify the system constraints and economic 
 objective. 
  (b)  Identify a range of interest  for any given condition (variability, costs,
 tolerance, quality loss). 
  (c)  Given the zth value z within the range of interest, identify the optimal process  
 location z*. 
  (d)  Repeat (c) for all z = 1, 2, ...,   values of  (identification of the shift in *).  
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Step 2:  Process Parameter Estimation 
  (e)  Design a replications-based experiment for the quality characteristic Y. 
  (f)  Given select factors that influence Y, namely x = X1, X2, ..., Xv, develop 
 estimators for the location ˆ( ),x scale ˆ( ),x and skewness ˆ ( )x of the characteristic. 
 
Step 3:  Optimization Routine B (Identification of the Factor Line) 
  (g)  Find the optimal setting xz* that simultaneously solves
*ˆ ( )zx = z*, 
*ˆ ( )zx = z*, 
and *ˆ ( )zx = z*, where z* and z* are the target settings for the scale and skewness. 
  (h)  Repeat (g) for all z = 1, 2, ...,   values of  (identification of the factor line). 
 
 
The details regarding the execution of each step are further outlined in the following sub-
sections.  Throughout the description of this procedure, the process of interest is assumed 
to involve multiple quality characteristics of S, N, or L-type. 
 
Optimization Routine A 
 
As in Chapter 9, the multivariate skew normal (MSN) distribution in Equation (10.1) 
is chosen to model the quality characteristics of interest.     
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2 2(2 )w
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Λ
            (10.1) 
The derivation of the mean and variance were also previously shown, where: 
                            1/2
2
[ ]E Y μ Λ λ                 1/2 T 1/2
2
Var[ ]Y Λ Λ λλ Λ                    (10.2) 
 
Furthermore, the overall processing cost structure includes both the non-conformance 
cost C when characteristic observations fail to meet their designed specification limits 
and the cost of the loss in quality attributed the deviation of the observations from their 
desired target vector .  The loss function and non-conformance cost structure shown in 
Equation (10.3), respectively, and described in Chapter 9 will serve this purpose: 
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Since the location of the optimal process mean is influenced by the conditions 
established for the variability, cost, or tolerance settings, the goal is to identify the total 
shift when a range of values for any one condition is considered.  Given a range of 
interest  for a select condition or for the process variability, the scheme in Table 10.1 is 
run for the zth value in the range of interest z. 
Table 10.1:  Optimization Routine A  Identification of z* 
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Desired target vector  = [ 1, 2, ..., w]
T
 and quality loss coefficient settings ij 

















Optimal location vector z*  
 
In order to identify the total shift of the optimal location vector *, the program in 
Table 10.1 is iterated among the z = 1, 2, ...,   values of the range of interest.  At each 
iterate, given the tradeoff of various costs and the constraint imposed on deviating from , 
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a unimodal solution likely exists within T; hence, gradient-based or direct search 
algorithms are fairly sufficient and effective in finding solutions.  Given a starting point 
within T, the "nlminb" package within the software program R is used to converge on 
solutions.  Using Equation (10.4), each value z* can be used to find the related optimal 
process mean vector for the multivariate skew normal distribution, E[Yz]*.  Although the 
calculation of E[Yz]* is not essential in determining the factor line, it does provide useful 
information regarding how the mean of the distribution changes, as the conditions of the 
process also change.  
                                 * 1/2
2








                          (10.4) 
 
 
Process Parameter Estimation 
 
In order to establish a relationship between the shift of * and a supporting factor 
space, response surface methods are integrated into the optimal process mean problem.  
For the set of w quality characteristics Y1, Y2, ..., Yw, a set of v control factors x = (X1, X2, 
...., Xv) is identified that are known to influence each of the characteristic responses.  A 
replications-based experiment is performed in which observations are collected on each 
of the characteristics at various levels of x.  Specifically, the calculations and 
experimental design shown in Equation (9.1) and Table 9.1 are performed.  Upon the 
development of estimator functions for the location, scale, and skewness of each 
characteristic, as well as the covariance among characteristics, they are integrated into an 
economic model in the next step. 
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Optimization Routine B 
 
To determine the factor settings x that achieve the conditions established in Step 1, 
the simultaneous optimization of the process parameters is necessary.  For its ease of 
interpretation and wide availability, one of the most frequently used methods for multi-
response optimization is the desirability function approach proposed by Derringer (1994), 
which was previously outlined in Chapter 2.  The technique calls first for estimating each 
of the characteristics with response surface functions 1 2ˆ ˆ ˆ( ), ( ),..., ( )wy y yx x x .  Then, individual 
desirability functions 1 2ˆ ˆ ˆ[ ( )], [ ( )],..., [ ( )],wd y d y d yx x x where ˆ0 [ ( )] 1,qd y x are generated based 
upon the characteristic type, using Equations (2.6) and (2.7).  Finally, the factor settings x 
are determined that maximize the weighted geometric mean shown in Equation (2.8), 
referred to as the composite desirability function D.  Desirability function values equal to 
one are considered ideal, whereas values equal to zero are undesirable.   
A modification of this approach is to consider each process parameter for a given 
distribution as a separate characteristic.  Regarding the zth optimal location vector z* 
within the interval of shift ( 1*, 2*, ..., *), the component values of the vector, namely 
1*, 2*, ..., w*, will either tend to increase or decrease as the shift occurs.  By 
considering the upper and lower limits of the shift as pseudo-specification limits and 
setting the component values of z* equal to the desired target values in the desirability 
approach, the factor settings x = (X1, X2, ..., Xv) that result in ˆ ( )μ x = z*, where 
T
1 2
ˆ ˆ ˆ ˆ( ) ( ( ), ( ), , ( ))wμ x x x x , may be obtained.  To avoid identifying factor settings that 
correspond to a specific value lying outside an acceptable interval of values, the S and L-
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type formulations may be used for the smallest and highest values within each interval, 
respectively.  Otherwise, the N-type formulation is used with its respective target value.  
The same procedure is used when an interval is provided for any given variability 
measure, whereby S, N, or L-type formulations are used depending on the position of the 
components within the interval of variability.  Since the objective is only to identify the 
one-to-one mapping of the optimal process mean to its corresponding factor space 
settings and not to establish priorities among the parameters, the shape parameters q in 
Equation (2.6) and (2.7), as well as the weights   for D in Equation (2.8) are generally 
set equal to one.  When this procedure is iterated among all   values within an interval of 
shift, the result is the factor line (x1*, x2*, ..., x *) that corresponds to the shift of the 
optimal process location vector ( 1*, 2*, ..., *).  Shown in Table 10.2 is an outline of 
the optimization routine used in this step. 
Table 10.2:  Optimization Routine B  Identification of the Factor Line 
 
Maximize 1 2 1 2 1 2ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ[ ( )] [ ( )] [ ( )] [ ( )] [ ( )] [ ( )] [ ( )] [ ( )] [ ( )]w w wD d d d d d d d d dx x x x x x x x x  
                              
1/ 3
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   Find 
Constraints (for the zth vector z*= [ 1*, 2*, ..., w*]
T
  identified in Routine A): 
 
1.  Given that 1  q*  2 represents an acceptable interval for a component  
      of z*, the individual desirability functions used are S-type (if  q* = 1),  
      L-type (if q* = 2), and N-type (if 1 < q* < 2).  The same procedure is 
      performed regarding acceptable intervals of q*, q*, and ij*.  If parameter 
      values are known in advance, the N-type model is used with the desired target. 
                                 
2.  Bound on experimental region of interest:   









Response surface designs ˆ ( ),q x ˆ ( ),q x ˆ ( ),q x and ,ˆ ( )i j x              
 
Optimal factor settings for the zth vector, xz* = (X1*, X2*, ..., Xv*) 
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For the optimization routine in Table 10.2, there are likely multiple solutions that 
exist within a given factor space; thus, gradient-based optimization algorithms may be 
ineffective.  If a global solution is desired at each of the z data points within a range of 
interest, it is likely that the factor line will be segmented and difficult to follow in terms 
of altering the factor settings.  The intent of establishing a factor line is not only to 
identify profitable settings, but also to establish more predictability in modifying the 
factor settings when the conditions in the variability, cost, or tolerance change.  Thus, an 
acceptable solution is judged based upon two criteria:  i) one that facilitates easily 
altering the settings when the conditions change, and ii) one that results in relatively high 
composite desirability index values.  Direct search methods may be suitable in finding 
optima when a good starting point is provided.  Incorporating a random search among 
multiple start points also improves the likelihood of finding acceptable solutions.  A 




In this section, an adaptation of a multi-response experiment performed by Singh and 
Kumar (2006) is used to illustrate the approach for both the univariate and multivariate 
problem.  Singh and Kumar sought the optimal settings for a machining process, which 
involved three quality characteristics of interest  the cutting force (Y1) measured in 
newtons (N), the tool life (Y2) measured in minutes (min), and the power consumption 
(Y3) measured in kilowatts (kW).  An optimal machining process is one that maximizes 
the life of the tool while minimizing power consumption.  A desired target value is also 
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sought for the cutting force, as it directly relates to product quality.  The objective, 
acceptable limits and target value for each characteristic are provided in Table 10.3.   
Table 10.3:  Acceptable Values for the Machining Process Quality Characteristics 
 
Characteristic Objective  Acceptable Limits Target Value 
Cutting Force (Y1) Nominal (Target): N-Type 350  Y1  550 1 = 450 
Tool Life (Y2) Maximize:  L-Type Y2  10 2 = 25 
Power Consumption (Y3)  Minimize:  S-Type Y3  3 3 = 0 
 
Singh and Kumar (2006) examined the effect of three control factors on the quality 
characteristics, namely the cutting speed (X1) measured in meters per minute (m/min), the 
cutting feed (X2) measured in millimeters per revolution (mm/rev), and the depth of cut 
(X3) measured in millimeters (mm).  Their experiment was replicated three times at three 
levels for each of control factors; the observations, along with the computations for each 
of the parameter estimators are shown in Tables 10.4 and 10.5.   
Table 10.4:  Observations for the Machining Process 
  
 Speed Feed Depth Cutting Force (N) Tool Life (min) Power Consumption (kW) 
Run X1 X2 X3 Y1 (3 replications) Y2 (3 replications) Y3 (3 replications) 
1 –1 –1 –1 316 415 358 21 19 15 1.561 1.023 1.680 
2 1 –1 0 407 469 359 21 23 24 0.710 1.025 0.884 
3 –1 1 1 493 444 544 18 19 13 1.923 1.441 1.056 
4 1 0 –1 455 392 357 19 21 18 0.562 1.428 0.789 
5 –1 0 0 409 542 460 23 24 21 1.139 0.832 0.668 
6 1 0 1 558 405 561 20 23 21 0.698 1.123 0.755 
7 –1 1 1 513 360 428 8 13 10 1.249 2.061 1.357 
8 1 1 0 586 504 402 19 21 21 0.589 0.495 1.061 
9 –1 1 1 591 573 449 16 12 18 1.501 2.033 1.447 
10 0 1 1 354 319 414 20 24 23 0.931 0.560 0.721 
11 0 –1 0 502 403 437 22 24 24 0.862 0.532 0.671 
12 0 1 1 496 385 457 18 21 20 0.759 0.934 0.426 
13 0 0 –1 355 445 362 23 20 23 0.882 0.491 0.752 
14 0 0 0 506 383 484 23 24 24 0.567 0.785 0.484 
15 0 0 1 435 536 419 21 20 18 0.499 0.929 0.578 
16 0 1 1 438 412 339 17 19 19 0.893 0.553 0.607 
17 0 1 0 442 378 536 23 19 22 0.521 1.235 0.830 
18 0 1 1 449 547 457 17 21 20 0.931 0.756 1.012 
19 1 1 1 468 322 334 18 14 9 1.934 2.459 1.361 
20 1 1 0 370 361 451 20 21 17 1.354 0.835 0.792 
21 1 1 1 431 538 467 8 12 15 1.021 1.878 1.453 
22 1 0 1 443 336 361 23 19 24 1.256 0.935 0.869 
23 1 0 0 350 453 472 24 21 24 0.589 0.931 0.857 
24 1 0 1 377 515 445 19 21 21 0.945 1.003 0.704 
25 1 1 1 458 357 425 14 17 18 1.756 1.268 1.844 
26 1 1 0 430 546 455 21 20 18 1.146 0.893 0.592 
27 1 1 1 551 442 569 13 9 16 2.068 1.892 1.354 
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Table 10.5:  Experimental Design Parameter Calculations 
 
Run     1y          1s        1g        2y         2s       2g        3y       3s        3g         12s         13s         23s  
1 363.000     49.689     0.183     18.333     3.055    0.382     1.421     0.350   0.616     24.667     9.524      0.252 
2 411.667     55.148     0.154     22.667     1.528    0.382     0.873     0.158   0.127     14.444       2.695        0.112 
3 493.667     50.003     0.024     16.667     3.215    0.631     1.473     0.434     0.136   100.444     6.567        0.685 
4 401.333     49.662     0.333     19.333     1.528      0.382     0.926     0.449     0.509         8.556     6.049        0.380 
5 470.333     67.099     0.276     22.667     1.528    0.382     0.880     0.239     0.352       30.778     5.712        0.125 
6 508.000     89.213   0.706     21.333     1.528      0.382     0.859     0.231     0.659     85.333   13.585        0.230 
7 433.667     76.657     0.135     12.667     2.517    0.239     1.556     0.441     0.660   126.557   20.143        0.710 
8 497.333     92.181   0.132     20.333     1.155    0.707     0.715     0.303     0.631     59.111   15.208        0.084 
9 537.667     77.313   0.664     15.333     3.055    0.382     1.660     0.324     0.685   106.222       7.862      0.639 
10 362.333     48.045     0.309     22.333     2.082    0.528     0.737     0.186     0.160       6.111       1.742      0.252 
11 447.333     50.302     0.361     23.333     1.155    0.707     0.688     0.166     0.190     36.444       5.535      0.116 
12 446.000     56.312   0.345     19.667     1.528    0.382     0.706     0.258   0.359     53.667     4.779        0.041 
13 387.333     50.063     0.692     22.000     1.732    0.707     0.708     0.199   0.383     57.667     6.418        0.217 
14 457.667     65.592   0.619     23.667     0.577    0.707     0.612     0.155     0.487     16.111     6.154        0.015 
15 463.333     63.438     0.657     19.667     1.528    0.382     0.669     0.229     0.614       20.111       9.248        0.004 
16 396.333     51.326   0.509     18.333     1.155    0.707     0.684     0.183     0.638     27.778       3.690      0.139 
17 452.000     79.473     0.227     21.333     2.082    0.528     0.862     0.358     0.163       70.667     8.960      0.487 
18 484.333     54.418     0.690     19.333     2.082    0.528     0.900     0.131   0.415       56.222     4.394      0.079 
19 374.667     81.051     0.690     13.667     4.509    0.135     1.918     0.549   0.053     192.222     1.449        0.950 
20 394.000     49.568     0.681     19.333     2.082    0.528     0.994     0.313     0.692     68.000     4.969        0.149 
21 478.667     54.446     0.376     14.000     1.732    0.707     1.451     0.429   0.010       51.889     15.270        0.575 
22 380.000     55.973     0.552     22.000     2.646    0.595     1.020     0.207     0.627       52.333       7.159        0.063 
23 425.000     65.643   0.641     23.000     1.732    0.707     0.792     0.180   0.575     28.000       7.391     0.139 
24 445.667     69.002     0.178     20.667     1.528    0.382     0.884     0.159   0.602       68.889       1.394      0.001 
25 413.333     51.501   0.395     16.333     2.082    0.528     1.623     0.310   0.644     40.778       9.506      0.060 
26 477.000     61.049     0.576     19.667     1.528    0.382     0.877     0.277   0.106       1.000     1.756        0.280 
27 520.667     68.719   0.653     12.667     3.512    0.173     1.771     0.372   0.533     153.222     6.888      0.578 
 
Shown in Figure 10.1 are the histograms for each set of observations, whereby the 
skewness of each characteristic may be observed.   
        
                       (i)                                           (ii)                                          (iii) 
                        Figure 10.1:  Histograms of (i) Y1, (ii) Y2, and (iii) Y3, with  
                                Normal (-----) and Skew Normal (      ) Models 
 
When an input analyzer program is used to evaluate the error among various 
distributions in modeling each set of observations, the normal, Weibull, and gamma 
 = 0  = 1  = 1.2 
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distributions are suggested as the most appropriate models for Y1, Y2, and Y3, respectively.  
Modeling the joint effects of the characteristics using these univariate distributions, 
however, would clearly present a number of problems both in estimation and practice.  
Thus, the multivariate skew normal distribution is used to balance both the symmetry and 
asymmetry of the combined responses. 
In the next subsection, the machining process is investigated with respect to the 
individual N-type characteristic Y1.  The approach is then extended to consider the joint 
effect of the pair of mixed multiple N and L-type characteristics, Y1 and Y2.  In the 
univariate case, the effect of increasing or decreasing the process variability on the ideal 
location of the mean is examined.  And in the bivariate case, the effect of altering the 
non-conformance cost structure is investigated.  The objective in both cases is to identify 
a factor line that supports achieving the desired conditions.  The numerical programming 
code for both the univariate and bivariate case is shown in Appendix E.    
 
The Univariate Case 
 
With some prior knowledge of the machining process, the variability for the 
characteristic Y1 is known to fluctuate within the interval 50      80.  While every 
effort is made to reduce process variability as much as possible, this interval represents 
what is currently realistic.  The non-conformance costs associated with characteristic 
observations failing to meet their given specification limits, however, are not variable.  If 
the cutting force of the machining tool is found to be less than 350 N, products must be 
recast or reprocessed at an additional labor cost of CI.  In contrast, if the cutting force 
observations exceed 550 N, the product must be completely discarded at a significantly 
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higher cost of CII.  Furthermore, a loss in product quality is incurred if the process mean 
deviates from its desired target value; the univariate quadratic loss function L(y) =  (y ) 
is used to assess this loss, with a quality loss coefficient setting of  = 1e-07.  Given the 
assumption that the characteristic is skew normally distributed with  = 0 as suggested 
by Figure 10.1, three different scenarios are considered, namely when (1)  = 50, (2)  = 
65, and (3)  = 80.  Table 10.6 displays the optimization scheme used to identify the 
optimal process location *, given each scenario.   
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  Scenario (1):  = 50, Scenario (2):  = 65, Scenario (3):  = 80 
 
  Cost Structure:  CI = 100, CII = 500 
  Skewness  = 0 
 
Optimal process location, * 
 
The effect of the scenario settings on the position of the optimal process location and the 
associated total processing cost for each setting is noted in Figure 10.2.  In this case, the 
optimal process location shifts left or decreases as the variability increases.  Hence, there 
exists an interval on the optimal process location corresponding to the interval established 




                                      
 
  Figure 10.2:  Identification of the Optimal Process Location, Scenarios (1), (2), and (3) 
 
The relationship between the shift of the optimal process location and its supporting 
factor space is further explored by incorporating a design-of-experiments methodology.  
The replication-based experiment shown in Table 10.4 for Y1 is performed; observations 
are taken at pre-defined levels for each of the factors.  It is noted that the standard 
deviation observed among all eighty-one observations is s = 71.2, within the interval of 
process variability previously suggested.  Response surface designs are developed for the 
process mean, standard deviation, and skewness, based upon these observations.  The 
designs are further integrated into the routine shown in Table 10.7 that utilizes the 
concept of the desirability function approach to find the optimal factor settings x* for 
each of the three scenarios.  The acceptable limits of the process location are established 
at the specification limits, i.e. 350    500, while the limits on the skewness parameter 
are established at 4    4 to provide some added flexibility.  In order to 
simultaneously optimize the settings to their desired target values, a modified desirability 
function approach is utilized, whereby the parameters are treated as individual 
characteristics.  
     










(1):  * = 429.882, E[PC] =   9.579 
(2):  * = 416.001, E[PC] = 25.309 
(3):  * = 398.498, E[PC] = 41.782 
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   Find 
Constraints: 
 
  1.  Individual desirability function calculations: 
 
     a.  N-type models are used for * and *  within acceptable intervals: 
     
             ˆ ˆ0 if ( ) 350, ( ) 550 
ˆ ( ) 350
ˆif 350 ( ) *,
* 350
ˆ ( ) 550







                 ˆ ˆ0 if ( ) 4, ( ) 4  
ˆ ( ) 4
ˆif 4 ( ) *,
* 4
ˆ ( ) 4







       
     b.  S, N, and L-type models are used for   in Scenarios (1), (2), and (3),  
          respectively: 
                           Scenario (1), (3)                                                Scenario (2) 
                  
ˆ ˆ0 if ( ) 50, ( ) 80  
ˆ ( ) 80
ˆif Scen. (1): * ( ) 80,
* 80
ˆ ( ) 50







              
ˆ ˆ0 if ( ) 50, ( ) 80 
ˆ ( ) 50
ˆif 50 ( ) *,
* 50
ˆ ( ) 80











2.  1  Xi  1, for i = 1, 2, 3 (bound on experimental region) 
 
  Scenario (1): * = 429.882, * = 50, * = 0 
  Scenario (2): * = 416.001, * = 65, * = 0 
  Scenario (3): * = 398.498, * = 80, * = 0 
   




1 2 3 1 2 3
ˆ( ) 478.370 0.574 9.204 22.574 15.830 10.060 61.720X X X X X Xx  
           1 2 1 3 2 324.972 4.667 8.556X X X X X X  
  
2 2 2
1 2 3 1 2 3
ˆ ( ) 53.957 1.781 1.431 3.374 1.058 12.791 1.297X X X X X Xx  
           1 2 1 3 2 310.044 0.853 1.976X X X X X X  
  
2 2 2
1 2 3 1 2 3
ˆ ( ) 0.115 0.075 0.197 0.083 0.197 0.318 0.102X X X X X Xx  
           1 2 1 3 2 30.141 0.045 0.057X X X X X X  
 
Optimal factor settings, by scenario, x* = (X1*, X2*, X3*) 
 
Optimization routine B in Table 10.7 ensures that the resulting factor settings produce 
parameter values in close proximity to the target values.  To confirm this, Table 10.8 
displays the optimal factor settings for each scenario, along with their corresponding 
 ˆ[ ( )]d x  ˆ[ ( )]d x  
ˆ[ ( )]d x  ˆ[ ( )]d x  
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parameter values and composite desirability function index.  The target value for each 
parameter is shown in parenthesis immediately beside its corresponding estimate. 
Table 10.8:  Machining Process (Y1)  Results for Optimization Routine B 
 
Scenario Optimal Factor Settings (x*)  ˆ( *)x  ˆ( *)x  ˆ ( *)x  D 
(1) ( 0.405509, 0.046636, 0.702219) 429.882 (429.882) 50.001 (50)   0.220 (0.000) 0.9813 
(2) (0.052715, 0.999982, 1.000000) 420.259 (416.001) 65.000 (65) 0.270 (0.000) 0.9665 
(3) ( 1.000000, 1.000000, 1.000000) 436.279 (398.498) 73.542 (80) 0.051 (0.000) 0.8347 
 
As the optimal process location shifts with greater degrees of variability, the optimal 
factor settings within the factor space also migrate.  When the program is iterated among 
all of the integer values within the interval of the known process variance 50     80, 
one may identify a factor line that achieves this interval.  Shown in Figure 10.3 (i) is the 
resulting factor line; the position of this line as it relates to each cross-section of factors is 
observed in Figure 10.3 (ii)-(iv).  The factor line graphs clearly indicate the reason for the 
degradation in D for Scenario (3); the experimental region |Xi|  1 becomes binding as 
one transitions from low (L) to high (H) variability.  The numerical results in Table 10.9 
provide evidence that it is precisely at  > 0.65 when this occurs; the composite 
desirability index value D tends to deteriorate rapidly in the interval 0.66    0.80, 
corresponding with the inability of the parameters to maintain their target values. 
     
                 (i)                             (ii)                               (iii)                              (iv) 
       Figure 10.3:  Position of the Factor Line for Low (L) to High (H) Variability in Y1  




Table 10.9:  Univariate Case  Experimental Region |Xi|  1,  
Direct Search with Start Point (0, 0, 0) 
                                                                             
  Target: * * 0 1.0000 
* * x* ˆ( *)x  ˆ( *)x  ˆ ( *)x  D 
50 429.882 ( 0.405509, 0.046636, 0.702219) 429.882 50.001 0.2204 0.9813 
51 429.069 ( 0.294263, 0.101424, 0.749238) 429.069 51.000 0.1961 0.9840 
52 428.241 ( 0.219956, 0.221492, 0.783094) 428.241 52.000 0.1656 0.9860 
53 427.397 ( 0.133905, 0.326210, 0.809306) 427.397 53.000 0.1307 0.9890 
54 426.534 ( 0.254916, 0.388419, 0.838332) 426.535 54.000 0.1115 0.9910 
55 425.657 ( 0.063087, 0.491861, 0.853802) 425.657 55.000 0.0609 0.9950 
56 424.764 ( 0.011165, 0.567875, 0.871249) 424.765 56.000 0.0224 0.9980 
57 423.855 (0.025562, 0.636018, 0.888153) 423.855 57.000 0.0154 0.9990 
58 422.929 (0.225738, 0.748037, 0.878776) 422.929 58.000 0.0829 0.9930 
59 421.988 (0.240810, 0.804908, 0.894424) 421.998 59.000 0.1217 0.9898 
60 421.030 (0.166926, 0.830685, 0.925699) 421.030 60.000 0.1409 0.9881 
61 420.056 (0.081217, 0.850710, 0.957157) 420.056 61.000 0.1536 0.9870 
62 419.067 (0.150832, 0.915222, 0.964092) 419.067 62.000 0.2025 0.9828 
63 418.061 (0.032042, 0.920749, 0.999822) 418.061 63.000 0.2018 0.9829 
64 417.039 (0.145016, 0.994875, 0.999766) 417.039 64.000 0.2642 0.9775 
65 416.001 (0.052715, 0.999982, 1.000000) 420.259 65.000 0.2704 0.9665 
66 414.947 ( 0.056974, 0.999999, 0.999974) 423.569 66.000 0.2679 0.9717 
67 413.876 ( 0.169646, 0.999998, 0.999998) 426.566 67.000 0.2605 0.9659 
68 412.790 ( 0.891311, 0.868484, 1.000000) 428.514 68.000 0.0005 0.9602 
69 411.687 ( 0.930811, 0.890276, 1.000000) 429.718 69.000 0.0000 0.9545 
70 410.568 ( 0.999947, 0.906393, 1.000000) 430.484 70.000 0.0158 0.9487 
71 409.434 ( 1.000000, 0.933423, 0.999998) 432.139 71.000 0.0029 0.9427 
72 408.283 ( 1.000000, 0.959970, 1.000000) 433.779 72.000 0.0218 0.9343 
73 407.117 ( 1.000000, 0.986051, 1.000000) 435.404 73.000 0.0408 0.9259 
74 405.934 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.9143 
75 404.735 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8995 
76 403.519 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8854 
77 402.288 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8718 
78 401.041 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8589 
79 399.778 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8466 
80 398.498 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8347 
 
An important point is that within the factor space for any given problem, multiple 
solutions may exist that are considered equally acceptable.  The application of tighter 
search grids with elevated degrees of tolerance may result in solutions that provide higher 
overall desirability values for meeting the specific parameter values.  But from an 
engineering and manufacturing perspective, these solutions may be more difficult to 
implement in practice.  For instance, suppose the optimization routine B is executed 
using a random search algorithm with a high number of search points, a method that 
suggests finding a global optimum at each integer shift of variability is more probable.  
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When the algorithm is employed and the program is again iterated among all of the 
integer values within the interval of the known process variance 50    80, the 
numerical results shown in Table 10.10 indicate more favorable composite desirability 
values.   
Table 10.10:  Univariate Case  Experimental Region |Xi|  1,  
Random Search (100-Point Grid) 
                                                                             
  Target: * * 0 1.0000 
* * x* ˆ( *)x  ˆ( *)x  ˆ ( *)x  D 
50 429.882 ( 0.999998, 0.902869, 0.255466) 429.882 50.000 0.0597 0.9950 
51 429.069 ( 0.999997, 0.981303, 0.245814) 429.069 51.000 0.0171 0.9986 
52 428.241 ( 0.911898, 0.999987, 0.329761) 428.241 52.005 0.0068 0.9990 
53 427.397 ( 0.800630, 0.999991, 0.416908) 427.397 53.000 0.0106 0.9991 
54 426.534 (0.998324, 0.786688, 0.543101) 426.534 54.001 0.0000 1.0000 
55 425.657 (0.543369, 0.667205, 0.750220) 425.657 55.000 0.0000 1.0000 
56 424.764 (0.161296, 0.612287, 0.850608) 424.764 56.000 0.0000 1.0000 
57 423.855 ( 0.761398, 0.884315, 0.930376) 423.855 57.000 0.0000 1.0000 
58 422.929 ( 0.679714, 0.873743, 0.984122) 422.929 58.000 0.0000 1.0000 
59 421.988 ( 0.336067, 0.655386, 0.952337) 421.988 59.000 0.0000 1.0000 
60 421.030 ( 0.426963, 0.681832, 0.974037) 421.030 60.000 0.0000 1.0000 
61 420.056 ( 0.503291, 0.708834, 0.994169) 420.056 61.000 0.0000 1.0000 
62 419.067 ( 0.574695, 0.732853, 1.000000) 420.796 62.000 0.0000 0.9956 
63 418.061 ( 0.640003, 0.755820, 0.999840) 422.218 63.000 0.0000 0.9894 
64 417.039 ( 0.698637, 0.778877, 0.999995) 423.535 64.000 0.0000 0.9834 
65 416.001 ( 0.752619, 0.801496, 0.998560) 425.010 65.000 0.0000 0.9771 
66 414.947 ( 0.801493, 0.824367, 1.000000) 426.085 66.000 0.0000 0.9717 
67 413.876 ( 0.849743, 0.846268, 1.000000) 427.291 67.000 0.0011 0.9659 
68 412.790 ( 0.890316, 0.868641, 1.000000) 428.524 68.000 0.0000 0.9602 
69 411.687 ( 0.930925, 0.890257, 1.000000) 429.716 69.000 0.0001 0.9545 
70 410.568 ( 0.969146, 0.911549, 1.000000) 430.896 70.000 0.0000 0.9488 
71 409.434 ( 0.999977, 0.933427, 1.000000) 432.139 71.000 0.0030 0.9427 
72 408.283 ( 0.999420, 0.960071, 0.999995) 433.787 72.000 0.0221 0.9343 
73 407.117 ( 0.999999, 0.986051, 1.000000) 435.404 73.000 0.0408 0.9259 
74 405.934 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.9143 
75 404.735 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8995 
76 403.519 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8854 
77 402.288 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8718 
78 401.041 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8589 
79 399.778 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8466 
80 398.498 ( 1.000000, 1.000000, 1.000000) 436.279 73.542 0.0511 0.8347 
 
The graphical results shown in Figure 10.4, however, suggest that a factor line in four 
distinct segments (labeled 1-4) must be followed in order to achieve the shift in the 
optimal process location.  Moreover, the experimental region |Xi|  1 is again binding in 
this case. 
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                (i)                              (ii)                               (iii)                              (iv) 
      Figure 10.4:  Position of the Factor Line for Low (L) to High (H) Variability in Y1  
               within the (i) Factor Space, and (ii)-(iv) Corresponding Cross-Sections 
 
An alternative and more suitable solution may be obtained by relaxing the 
experimental region of interest and considering alternative start points within the given 
search grid.  When the factor space is expanded slightly to consider more distant points, a 
solution is obtained whereby the experimental region is no longer binding.  The 
composite desirability index values in this case are also within the range 
0.964  D  1.000, as shown in Table 10.11, and the factor line is not segmented with 
respect to the factor space, as shown in Figure 10.5.   
       
                 (i)                              (ii)                              (iii)                              (iv) 
       Figure 10.5:  Position of the Factor Line for Low (L) to High (H) Variability in Y1  
               within the (i) Factor Space, and (ii)-(iv) Corresponding Cross-Sections 
 
For this N-type example, since  = 0, and thus  = 0 in Table 10.6, the optimal process 
mean is equal to the optimal process location, i.e. E[Y]* = *, for every data point or 



















Table 10.11:  Univariate Case  Experimental Region |Xi|  1.5, 
 Direct Search with Start Point ( 1, 0, 1) 
 
  Target: * * 0 1.0000 
* * x* ˆ( *)x  ˆ( *)x  ˆ ( *)x  D 
50 429.882 ( 1.039270, 0.465164, 0.741043) 429.882 50.022 0.2145 0.9816 
51 429.069 ( 0.643475, 0.164230, 0.985132) 429.071 53.266 0.1936 0.9573 
52 428.241 ( 0.849494, 0.481823, 0.869220) 428.241 52.000 0.1714 0.9858 
53 427.397 ( 0.676052, 0.227185, 0.983790) 427.397 53.000 0.1952 0.9835 
54 426.534 ( 0.632258, 0.466397, 0.982748) 426.534 54.000 0.1464 0.9877 
55 425.657 ( 0.627132, 0.589554, 0.986270) 425.657 55.000 0.1113 0.9906 
56 424.764 ( 0.030731, 0.109153, 1.13252) 424.764 56.127 0.1331 0.9870 
57 423.855 ( 0.036615, 0.295935, 1.14686) 423.855 57.000 0.0880 0.9926 
58 422.929 (0.050817, 0.425846, 1.15805) 422.929 58.000 0.0410 0.9966 
59 421.988 (0.066424, 0.523297, 1.17020) 421.987 59.002 0.0002 0.9999 
60 421.030 ( 0.130237, 0.561410, 1.19256)  421.030 60.000 0.0000 1.0000 
61 420.056 ( 0.031888, 0.647135, 1.20296) 420.057 61.000 0.0501 0.9958 
62 419.067 ( 0.345995, 0.646698, 1.22229) 419.067 62.000 0.0000 1.0000 
63 418.061 ( 0.425454, 0.685734, 1.23543) 418.061 63.000 0.0000 1.0000 
64 417.039 ( 0.482299, 0.724423, 1.24869) 417.039 64.000 0.0000 1.0000 
65 416.001 ( 0.564006, 0.756483, 1.26011) 416.001 65.000 0.0000 1.0000 
66 414.947 ( 0.580676, 0.795632, 1.27473) 414.947 66.000 0.0000 1.0000 
67 413.876 ( 0.642499, 0.825820, 1.28637) 413.877 67.000 0.0054 0.9996 
68 412.790 ( 1.42207, 0.765041, 1.15218) 412.927 68.000 0.4565 0.9805 
69 411.687 ( 1.28689, 0.815307, 1.22061) 413.037 69.000 0.3016 0.9710 
70 410.568 ( 1.00018, 0.881449, 1.29756) 410.586 69.999 0.1312 0.9889 
71 409.434 ( 1.49764, 0.857188, 1.21881) 409.434 71.000 0.4185 0.9638 
72 408.283 ( 1.20181, 0.977553, 1.35129) 408.283 72.000 0.0031 0.9997 
73 407.117 ( 1.49902, 0.914471, 1.25585) 407.166 73.000 0.4030 0.9652 
74 405.934 ( 1.48401, 0.944072, 1.27758) 405.933 74.000 0.3840 0.9709 
75 404.735 ( 1.19721, 1.00827, 1.35054) 404.735 75.000 0.1840 0.9844 
76 403.519 ( 1.49862, 0.997015, 1.30977) 403.519 76.000 0.3764 0.9676 
77 402.288 ( 1.45707, 1.02884, 1.33608) 402.289 77.000 0.3375 0.9711 
78 401.041 ( 1.46129, 1.05469, 1.35219) 401.041 78.000 0.3308 0.9715 
79 399.778 ( 1.47309, 1.07909, 1.36644) 399.801 79.000 0.3296 0.9717 
80 398.498 ( 1.48804, 1.10263, 1.38022) 398.499 80.000 0.3309 0.9716 
 
 
The Bivariate Case 
 
Rather than examine changes in variability for the machining process, suppose that 
the intent of the manufacturer is to consider altering the cost of non-conformance to the 
given tolerance region T with respect to both the cutting force (Y1) and the tool life (Y2).  
With some prior knowledge of the system, the process is assumed to be stable with 
variability settings of 1 = 65 and 2 = 2, for Y1 and Y2, respectively, with 12 = 0.  Upon 
investigating the skewness of the characteristics (see Figure 10.1), the joint distribution of 
Y1 and Y2 is anticipated to be symmetric with respect to Y1 but with some negative 
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skewness with respect to Y2; hence, the skewness vector is established at  = (0, 1)
T
.  
Various non-conformance costs CI, CII, and CIII are incurred when observations fail to 
meet a single specification limit, while the cost CIV is applied for those observations 
failing to meet more than one limit.  Under these conditions, the position of the optimal 
process location vector * will likely change depending on the costs associated with each 
characteristic observation failing to meet their given specification interval. 
Table 10.12:  Optimization Routine A 
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                  Cost Structure 
     
 
Optimal process location vector T1 2* [ *, *]μ  
 
Cost Scenarios:  (1) CII=100, CII=500, CII=1000,  
   with CI=100, CIII=200, and CIV=1000 
 
Desired target vector  = [ 1, 2]
T










, where 1=65, 2=2 
 
















Since non-conformance to the tolerance region is considered more critical in terms of 
cost for Y1, three scenarios are considered, namely when (1) CII = 100, (2) CII = 500, and 
(3) CII = 1000.  The quality loss coefficient settings are established at appropriate levels 
for assessing a penalty when the process mean vector deviates from its desired target 
vector.  Table 10.12 displays the routine used to identify the optimal process location 
vector *, given these three scenarios, along with the cost structure for this problem.   
The effect of increasing the discard cost CII for Y1 on the location of the optimal 
process mean vector E[Yz*] is observed in Figure 10.6.  The contour corresponding with 
roughly 99.73% of the bivariate skew normal distribution is outlined for each scenario, 
and the optimal process mean vector is noted with an "X".  The contours of the quality 
loss function L(y1, y2) are shown with a dashed line (-----).  Finally, the associated total 




                                                
 
Figure 10.6:  Identification of the Optimal Process Location Vector * (by Scenario) 
(1) CII = 100, (2) CII = 500, and (3) CII = 1000 with their Respective 99.73% Contours 
 
As the non-conformance cost CII increases, the optimal process location vector shifts.  
In order to identify the factor line related to this shift, observations on Y1 and Y2 are taken 
(3) (2) (1) 
NL 
(1):  * = (450.000, 20.145), E[PC] = 12.3941 
(2):  * = (416.054, 20.049), E[PC] = 25.3119 




y1 LSL1 USL1 
CIV CIII CIV 
CII 
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in a replications-based design-of-experiments format (see Table 10.4).  To identify the 
optimal factor settings x*, estimators are developed for each of the parameters: 
   
2 2 2
1 1 2 3 1 2 3 1 2 1 3 2 3ˆ ( ) 478.370 0.574 9.204 22.574 15.830 10.060 61.720 24.972 4.667 8.556X X X X X X X X X X X Xx  
   
2 2 2
1 1 2 3 1 2 3 1 2 1 3 2 3ˆ ( ) 53.957 1.781 1.431 3.374 1.058 12.791 1.297 10.044 0.853 1.976X X X X X X X X X X X Xx  
   
2 2 2
1 1 2 3 1 2 3 1 2 1 3 2 3
ˆ ( ) 0.115 0.075 0.197 0.083 0.197 0.316 0.102 0.141 0.045 0.057X X X X X X X X X X X Xx  
   
2 2 2
2 1 2 3 1 2 3 1 2 1 3 2 3ˆ ( ) 18.963 1.815 0.370 0.482 2.444 3.667 3.000 2.722 0.528 0.278X X X X X X X X X X X Xx  
   
2 2 2
2 1 2 3 1 2 3 1 2 1 3 2 3ˆ ( ) 1.276 0.012 0.464 0.001 0.341 0.123 0.642 0.364 0.048 0.128X X X X X X X X X X X Xx  
   
2 2 2
2 1 2 3 1 2 3 1 2 1 3 2 3
ˆ ( ) 0.423 0.021 0.037 0.014 0.278 0.080 0.208 0.049 0.018 0.054X X X X X X X X X X X Xx  
   
2 2 2
12 1 2 3 1 2 3 1 2 1 3 2 3ˆ ( ) 73.59 30.56 4.25 13.44 42.30 27.48 10.56 27.74 13.65 21.67X X X X X X X X X X X Xx      
These estimators are further integrated into the routine shown in Table 10.13.   
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   Find 
Constraints: 
 
 1.  Individual desirability function calculations: 
 








ˆ ˆ0 if ( ) 350, ( ) 550 
ˆ ( ) 350
ˆif 350 ( ) *
* 350
ˆ ( ) 550















ˆ ˆ0 if ( ) 10, ( ) 25 
ˆ ( ) 10
ˆif 10 ( ) *
* 10
ˆ ( ) 25

















ˆ ˆ0 if ( ) 50, ( ) 80 
ˆ ( ) 50
ˆif 50 ( ) *
* 50
ˆ ( ) 80















ˆ ˆ0 if ( ) 0, ( ) 4  
ˆ ( ) 0
ˆif 0 ( ) *
* 0
ˆ ( ) 4







      
 
               
ˆ ˆ0 if ( ) 4, ( ) 4 
ˆ ( ) 4
ˆif 4 ( ) *
* 4
ˆ ( ) 4






















ˆ ˆ0 if ( ) 1000, ( ) 1000 
ˆ ( ) 1000
ˆif 1000 ( ) *
* 1000
ˆ ( ) 1000








           
 
2.   1  Xi  1, for i = 1, 2, 3 (bound on experimental region) 
 
Scenario (1): 1 2* 450.000, * 20.145 ;  Scenario (2): 1 2* 416.054, * 20.049 ;  
Scenario (3): 1 2* 401.359, * 20.077 ;  All scenarios: 1 1 2 2* 65, * 0, * 2, * 1           
 
Optimal factor settings, x* = (X1*, X2*, X3*) 
1
ˆ[ ( )]d x  
2
ˆ[ ( )]d x  
ˆ[ ( )]qd x  
2
ˆ[ ( )]d x  
1
ˆ[ ( )]d x  
12
ˆ[ ( )]d x  
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Table 10.14 displays the optimal factor settings for each scenario, along with their 
corresponding parameter values and the composite desirability index.  The target value 
for each parameter is shown in parenthesis immediately below its corresponding estimate.   
Table 10.14:  Machining Process  Results of Optimization Routine B for Y1 and Y2 
 
Scenario Optimal Settings (x*)  1ˆ ( *)x     1ˆ ( *)x  1ˆ ( *)x 2ˆ ( *)x  2ˆ ( *)x  2ˆ ( *)x  12ˆ ( *)x  D 
(1) (0.25851, 1.03035, 0.69958) 
  450.000     65.000    0.353     20.142     2.540      0.301    39.308 
(450.000)   (65.000)   (0.000)   (20.145)   (2.000)   ( 1.000)    (0.000) 
0.950 
(2) (1.48224, 0.68658, 0.66252) 
  416.055     65.959      0.959     20.046      1.705     0.868      65.440 
(416.054)   (65.000)   (0.000)   (20.049)   (2.000)   ( 1.000)    (0.000) 
0.967 
(3) (1.43605, 0.73201, 0.80381) 
  401.359     65.000      0.970     20.074      1.703     0.751      64.510 
(401.359)   (65.000)   (0.000)   (20.077)   (2.000)   ( 1.000)    (0.000) 
0.929 
 
The optimal process mean vector for the zth scenario E[Yz]* may be calculated using 
Equation (10.4), to provide some information on the effect of skewness as it relates to the 
optimal process location vector *: 












E Y    
 
As in the univariate case when an interval of variability was specified, a factor line 
may be identified for the shift in cost when the program is iterated at various increments.  
Figure 10.7 presents the factor line when the optimization routine is iterated at increments 
of 50 within the interval 100  CII  1000.  In this case, the graphical results suggest that 
a factor line in two distinct segments (labeled 1-2) must be followed in order to achieve 
the shift in the optimal process location vector.  This solution seems relatively feasible, as 
an engineer may easily shift the settings from the factor region (0,+, +), where  
100  CII  400, to the factor region (+, , +), where 450  CII  1000.   
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                  (i)                             (ii)                               (iii)                              (iv) 
     Figure 10.7:  Position of the Factor Line for Low (L) to High (H) C2 Cost in Y1 and Y2 
                within the (i) Factor Space, and (ii)-(iv) Corresponding Cross-Sections 
 
The numerical results for the bivariate case are shown in Table 10.15. 
Table 10.15:  Bivariate Case, Experimental Region |Xi|  1.5 
 Direct Search with Start Point (0, 0, 0) 
 
  Target:    1*       65          0        2*       2        1           0 1.000 
CII * x*  1ˆ ( *)x   1ˆ ( *)x  1ˆ ( *)x  2ˆ ( *)x 2ˆ ( *)x 2ˆ ( *)x 12ˆ ( *)x  D 
100 (450.000, 20.140) (0.2585, 1.0301, 0.6996) 450.000    65.00   0.35    20.142    2.54    0.30    39.31 0.950 
150 (441.435, 20.145) (0.2244, 1.0299, 0.7915) 441.435    64.99   0.34    19.733    2.52    0.28    43.93 0.941 
200 (435.352, 20.145) (0.2395, 1.0421, 0.8425) 435.353    64.99   0.34    19.502    2.55    0.26    42.75 0.934 
250 (430.681, 20.144) (0.1514, 1.0185, 0.8968) 431.178    65.00   0.31    19.162    2.47    0.24    52.38 0.928 
300 (426.796, 20.145) (0.2619, 1.0537, 0.8668) 431.930    65.00   0.34    19.395    2.59    0.25    40.45 0.925 
350 (423.540, 20.109) (0.3223, 1.0745, 0.8543) 431.640    64.99   0.36    19.477    2.66    0.26    33.36 0.922 
400 (420.723, 20.318) ( 0.8425, 1.4999, 0.4207) 420.721    63.05   0.33    20.320    2.64    0.77      26.24 0.926 
450 (418.247, 20.141) (1.4958, 0.6777, 0.6368) 418.247    65.00     0.96    20.003    1.72    0.87      66.47 0.925 
500 (416.054, 20.049) (1.4822, 0.6866, 0.6625) 416.055    65.00     0.96    20.046    1.71    0.85      65.44 0.927 
550 (414.425, 20.043) (1.4798, 0.6911, 0.6784) 414.425    65.00     0.96    20.041    1.70    0.84      65.69 0.927 
600 (412.087, 20.039) (1.4749, 0.6979, 0.7011) 412.089    65.00     0.97    20.039    1.70    0.83      65.85 0.928 
650 (410.492, 20.036) (1.4879, 0.6982, 0.7107) 410.493    65.00     0.98    19.965    1.71    0.83      68.11 0.927 
700 (408.908, 20.023) (1.4708, 0.7063, 0.7303) 408.908    65.00     0.97    20.022    1.70    0.81      66.41 0.928 
750 (407.444, 20.009) (1.4687, 0.7093, 0.7428) 407.511    64.98     0.98    20.009    1.69    0.80      60.60 0.928 
800 (406.077, 19.997) (1.4697, 0.7130, 0.7547) 406.077    65.00     0.98    19.994    1.69    0.80      67.73 0.929 
850 (404.795, 19.979) (1.4697, 0.7158, 0.7654)  404.745    65.00     0.98    19.979    1.69    0.80      67.67 0.929 
900 (403.587, 19.956) (1.1080, 0.7152, 0.8478) 403.587    62.32     0.75    20.370    1.45    0.50      23.39 0.890 
950 (402.444, 19.941) (1.4813, 0.7179, 0.7810) 402.444    65.00     0.99    19.899    1.70    0.80      69.99 0.929 
1000 (401.359, 20.077) (1.4361, 0.7320, 0.8038) 401.359    65.00     0.97    20.074    1.67    0.75      64.51 0.929 
 
 
Summary of Findings 
 
There are several findings that are highlighted in using the proposed approach; they 
are discussed below in (i) and (ii): 
(i)  The traditional process mean problem begins with the assumption of the 






2 2 1 1 
1 
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upon the tradeoff of various costs.  By integrating RSM concepts into the problem, one is 
able to relate a supporting factor space to the economic objective in establishing the 
optimal process mean.  Aside from its wide availability, there are benefits in using the 
desirability function approach to simultaneously optimize the parameters to the desired 
target values.  The composite desirability index value provides information on how 
effective the factor line is in estimating all of the parameters for the process.  As the 
univariate example demonstrates, interpreting the trend of the index values may lead one 
to expand an experimental region or seek alternative search points and ultimately find 
solutions that may be more acceptable or feasible.     
 (ii)  Within the manufacturing environment, an engineer may have advance 
knowledge of the range of variability for a particular quality characteristic or the rise and 
fall of costs associated with products that fail to conform to their established 
specifications.  The decision to relax or tighten certain characteristic specifications may 
also become a topic of interest in product management.  In each of these situations, as the 
numerical examples illustrate, the ideal location of the process mean likely shifts to some 
degree and warrants another look at the problem in terms of overall cost.  By establishing 
a factor line corresponding to the different process conditions that may change over time, 
the manufacturer is given the predictive capability to establish the system settings that 
result in greater profitability.  In some cases, the factor line may be condensed enough to 
suggest a single system setting is more appropriate in minimizing the processing cost.  In 
other situations, the factor line may span the factor space and require the systematic 
setting according to the change in conditions.  For each product characteristic or 
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combination of characteristics, a profile of multiple factor lines may be produced that 




For complex manufacturing systems, process or product optimization can be instrumental in 
achieving a significant economic advantage.  To reduce costs associated with product non-
conformance or excessive waste, engineers will often identify the most critical quality 
characteristics and then use methods to obtain their ideal parameter settings.  The optimal process 
mean problem is one such statistical method; it begins with the assumption of the characteristic 
parameters, whereby the ideal settings are determined based upon the tradeoff of various 
processing costs.  Unfortunately, however, the ideal setting of the characteristic mean is highly 
unpredictable, as it is directly influenced by changes in the process variability, tolerance, and cost 
structure.  In this chapter, a technique was proposed that related shifts in the optimal process 
mean to the settings of an experimental factor space.  In doing so, one may gain greater 














For solving complex engineering optimization problems, quality practitioners may 
turn to a variety of statistical tools or techniques.  Many of the methods used rely on the 
estimation of the parameters for a given process.  If a considerable degree of error is 
inherent in the estimator functions, the solutions generated will likely be less than 
optimal.  In addition, some methods fail to consider the variability among responses or 
may be applied given a standard set of conditions.  Finally, a wide number of the 
approaches require assumptions that limit their breadth and applicability in 
manufacturing.  Thus, the objective of this research was to improve existing techniques 
by not only expanding their range of applicability, but also their ability to more 
realistically model manufacturing processes.  Following an investigation of variability 
measures in Chapter 4, the extension to higher-order estimators was proposed in Chapter 
5 as a means to reduce the error in model precision.  In Chapter 6, a modification to the 
desirability function approach was suggested as a way to consider the variability among 
responses rather than solely the mean in solving multi-response problems.  In Chapter 7, 
several models were offered to generate solutions to the optimal process mean problem, 
where non-standard conditions exist or in areas that have not been previously 
documented.  In Chapter 8, a multivariate process capability index was developed using a 
loss function approach, in an effort to better represent the perspective of the customer in 
product quality.  The extension to mixed multiple characteristics was performed in 
Chapter 9, with a model capturing both the symmetry and asymmetry of responses.  And, 
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a new technique was suggested in Chapter 10 as a means to improve the predictability 
and profitability in setting the optimal parameter values.  Whether attempting to reduce 
the error associated with solving engineering optimization problems or seeking an 
approach to minimize processing costs, the research methodologies proposed in this 











































Example Calculations (Chapter Three) 
 
 
For the example, the second-order response surface designs for Y1, Y2, and Y3, 
respectively, along with the mean square error for each are shown below: 
 
2 2
1 1 2 1 2 1 2
ˆ 9.07001 0.01975 0.01000 0.40495 0.35495 0.10997Y X X X X X X    MSE = 0.0017 
2 2
2 1 2 1 2 1 2
ˆ 131.167 0.605266 0.800996 2.90256 2.65249 0.525Y X X X X X X   MSE = 1.6600 
2 2
3 1 2 1 2 1 2
ˆ 90.7801 0.974462 1.16812 2.79675 2.49666 0.775Y X X X X X X     MSE = 3.0512 
 
The stationary points for each surface are maxima and are given, respectively, as: 
 
1
ˆ( ) ( 0.026794, 0.017737)S Yx , 2ˆ( ) ( 0.091427, 0.141941)S Yx , and 3ˆ( ) ( 0.144917, 0.211444)S Yx  
 
The variance and covariance of the regression coefficients for each model may be found 




                 T 1
0.33333 0.00000 0.00000 0.16669 0.16669 0.00000
0.00000 0.12502 0.00000 0.00000 0.00000 0.00000
0.00000 0.00000 0.12502 0.00000 0.00000 0.00000
( )
0.16669 0.00000 0.00000 0.17716 0.05208 0.00000
0.16669 0.00000 0.0000
X X
0 0.05208 0.17716 0.00000
0.00000 0.00000 0.00000 0.00000 0.00000 0.25000
 
 
For 1Ŷ , 2Ŷ , and 3Ŷ , respectively, taking partial derivatives with respect to x result in: 
 













xυ ,   








Thus, each confidence region satisfies the inequality
1
T ˆ (1 ; , ) 2 (1 ;2,5)v F v n k Fx x xυ υ , 
where 
2 2
1 1 11 2 12 1 2 11 22 1 2 12
2 2
1 2 11 22 1 2 12 2 1 12 2 22
ˆ ˆ ˆ ˆ ˆ ˆVar( ) 4 Var( ) Var( ) 4 Cov( , ) Var( )ˆ
ˆ ˆ ˆ ˆ ˆ ˆ4 Cov( , ) Var( ) Var( ) Var( ) 4 Var( )
X X X X X X
MSE
X X X X X X
xΛ  
     
2 2
1 2 1 2 1 2
2 2
1 2 1 2 1 2
0.12502 4(0.17716) (0.25000)  4(0.05208) (0.25000)
4(0.05208) (0.25000) 0.12502 (0.25000) 4(0.17716)
X X X X X X
MSE
X X X X X X
 
 




Numerical Results  Part A, B, C, and D (Chapter Four) 
 
Table B.1:  Experimental Results for Part A  
 
Conditions Measure x* ˆ ( *)x  ˆ( *)x  MSE 
1s  
 ( 0.358864, 1.42299) 77.19 0.576 0.672 
2 ( 0.358849, 1.42300) 77.19 0.571 0.667 
ln  ( 0.358899, 1.42299) 77.19 0.584 0.679 
1s  
 (0.639456, 0.157584) 77.50 1.023 1.023 
2 (0.639724, 0.153632) 77.50 1.134 1.134 
ln  (0.639589, 0.155577) 77.50 0.822 0.822 
5s  
 (0.590287, 0.733351) 77.50 28.88 28.88 
2 (0.579087, 0.695808) 77.50 29.04 29.04 
ln  (0.603747, 0.776081) 77.50 28.72 28.72 
10s  
 ( 0.707010, 1.22480) 77.50 104.14 104.14 
2 ( 0.707010, 1.22480) 77.50 104.08 104.08 
ln  ( 0.707011, 1.22480) 77.50 104.18 104.18 
30s  
 ( 0.828696, 1.14598) 77.50 872.76 872.76 
2 ( 0.828695, 1.14598) 77.50 867.84 867.84 
ln  ( 0.828696, 1.14598) 77.50 876.98 876.98 
1CV  
 ( 0.714443, 0.090337) 580.00 3.35e+05 3.35e+05 
2 (1.41287, 0.061710) 580.00 3.42e+05 3.42e+05 
ln  (0.140391, 0.464538) 580.00 3.22e+05 3.22e+05 
1CV  
 ( 0.111354, 0.099333) 580.00 4.98e+05 4.98e+05 
2 ( 0.136141, 0.201816) 580.00 5.08e+05 5.08e+05 
ln  ( 0.085403, 0.040233) 580.00 4.88e+05 4.88e+05 
 
 
Table B.2:  Experimental Results for Part B  
 
Conditions Measure x* ˆ ( *)x  ˆ( *)x  MSE 
Var(s)  0.05 
 ( 0.322639, 1.39602) 77.41 0.895 0.903 
2 ( 0.322949, 1.39592) 77.41 0.915 0.922 
ln  ( 0.322926, 1.39594) 77.41 0.877 0.884 
Var(s)  0.5 
 ( 0.650584, 0.060606) 77.50 0.893 0.893 
2 ( 0.829865, 0.243073) 77.50 0.955 0.955 
ln  ( 0.557127, 0.057275) 77.50 0.725 0.725 
Var(s)  2 
 ( 0.408740, 1.35386) 77.50 11.73 11.73 
2 ( 0.408740, 1.35386) 77.50 12.65 12.65 
ln  ( 0.408740, 1.35386) 77.50 11.42 11.42 
Var(s)  5 
 ( 0.234457, 0.428894) 77.50 14.69 14.69 
2 ( 0.020587, 0.405397) 77.50 20.36 20.36 
ln  ( 0.483806, 0.486030) 77.50 7.63 7.63 
Var(s)  60 
 (1.12756, 0.853585) 77.50 160.93 160.93 
2 (1.12756, 0.853585) 77.50 145.37 145.37 
ln  (1.12756, 0.853585) 77.50 161.14 161.14 
Var(s)  120 
 ( 0.801505, 1.16516) 77.50 42.05 42.05 
2 ( 0.767158, 1.13274) 77.50 0.011 0.011 
ln  (0.541847, 1.30629) 77.50 64.33 64.33 
 227 
Table B.3:  Experimental Results for Part C 
 




 ( 0.631033, 1.00624) 76.72 0.422 1.030 38.1% 0.745 
2 ( 0.730602, 1.14028) 76.89 0.466 0.838 38.7% 0.743 
ln  ( 0.545607, 0.896334) 76.58 0.368 1.214 34.8% 0.754 
1s  
 (0.639450, 0.157666) 77.50 1.023 1.023 63.3% 0.893 
2 (0.639724, 0.153633) 77.50 1.134 1.134 75.5% 0.892 
ln  (0.639583, 0.155669) 77.50 0.822 0.822 44.1% 0.897 
5s  
 (0.590353, 0.733567) 77.50 28.88 28.88 49.9% 0.426 
2 (0.579091, 0.695822) 77.50 29.04 29.04 50.4% 0.424 
ln  (0.603748, 0.776092) 77.50 28.72 28.72 49.3% 0.431 
10s  
 ( 0.707010, 1.22480) 77.50 104.14 104.14 54.5% 0.414 
2 ( 0.707010, 1.22480) 77.50 104.08 104.08 55.4% 0.418 
ln  ( 0.707010, 1.22480) 77.50 104.18 104.18 53.6% 0.410 
30s  
 ( 0.828695, 1.14598) 77.50 872.76 872.76 51.3% 0.280 
2 ( 0.828695, 1.14598) 77.50 867.84 867.84 51.5% 0.289 
ln  ( 0.828695, 1.14598) 77.50 876.98 876.98 51.0% 0.272 
1CV  
 (1.27569, 0.610416) 509.27 2.60e+05 2.65e+05 47.3% 0.598 
2 (0.916154, 1.07734) 497.06 2.38e+05 2.45e+05 50.0% 0.612 
ln  (0.298050, 0.189638) 528.44 2.74e+05 2.77e+05 43.9% 0.596 
1CV  
 ( 0.111354, 0.099331) 580.00 4.98e+05 4.98e+05 51.9% 0.716 
2 ( 0.136142, 0.201827) 580.00 5.08e+05 5.08e+05 51.8% 0.709 
ln  ( 0.085424, 0.040272) 580.00 4.88e+05 4.88e+05 51.3% 0.722 
 
 
Table B.4:  Experimental Results for Part D  
 
Conditions Measure x* ˆ ( *)x  ˆ( *)x  MSE R
2
 D 
Var(s)  0.05 
 ( 0.633500, 0.670144) 76.43 0.425 1.553 48.6% 0.718 
2 ( 0.695300, 0.599372) 76.36 0.450 1.744 51.2% 0.701 
ln  ( 0.557368, 0.707802) 76.47 0.380 1.439 42.5% 0.739 
Var(s)  0.5 
 ( 0.649855, 0.059772) 77.50 0.893 0.893 84.4% 0.919 
2 ( 0.828640, 0.241932) 77.50 0.955 0.955 92.2% 0.918 
ln  ( 0.555983, 0.058904) 77.50 0.725 0.725 62.0% 0.922 
Var(s)  2 
 ( 0.408740, 1.35386) 77.50 11.73 11.73 35.8% 0.794 
2 ( 0.408751, 1.35389) 77.50 12.65 12.65 33.3% 0.771 
ln  ( 0.408740, 1.35386) 77.50 11.42 11.42 38.6% 0.806 
Var(s)  5 
 ( 0.219517, 1.02140) 77.50 11.84 11.84 13.3% 0.728 
2 ( 0.410969, 1.32174) 77.50 13.71 13.71 15.0% 0.689 
ln  ( 0.483759, 0.486018) 77.50 7.63 7.63 15.0% 0.831 
Var(s)  60 
 (1.12756, 0.853585) 77.50 160.93 160.93 61.7% 0.956 
2 (1.12756, 0.853585) 77.50 145.37 145.37 64.6% 0.962 
ln  (1.12756, 0.853585) 77.50 161.14 161.14 57.3% 0.954 
Var(s)  120 
 ( 0.801510, 1.16516) 77.50 42.05 42.05 64.2% 0.982 
2 ( 0.767175, 1.13276) 77.50 0.002 0.002 69.5% 0.999 







Derivation of Quality Loss Function (Chapter Eight) 
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Derivation of Equation (8.5):              
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Looking at the right-hand side of Equation (10a), the first term can be reduced as follows: 
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where the bias and variance of the ith quality characteristic generate directly from ( i –
i)
2
 and ii, respectively.   Likewise, the second term within the right-hand side of 
Equation (8.5a) may also be reduced: 
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Multivariate Process Capability Index Calculations (Chapter Eight) 
 
(i)      Table D.1:  Example (Chan) – Calculation of the Mahalanobis Distance (Di) 
 
 
Data Point (i) H S Di  Data Point (i) H S Di 
1 143 34.2 12.0599  14 186 57.0 0.4868 
2 200 57.0 1.8355  15 172 49.4 0.5263 
3 160 47.5 0.9758  16 182 57.2 0.7884 
4 181 53.4 0.0781  17 177 50.6 0.4769 
5 148 47.8 2.8610  18 204 55.1 3.9988 
6 178 51.5 0.2572  19 178 50.9 0.4611 
7 162 45.9 1.5743  20 196 57.9 1.0690 
8 215 59.1 5.2831  21 160 45.5 1.7070 
9 161 48.4 0.7834  22 183 53.9 0.1378 
10 141 47.3 4.7854  23 179 51.2 0.4517 
11 175 57.3 1.9232  24 194 57.5 0.8586 
12 187 58.5 1.0287  25 181 55.6 0.2567 
13 187 58.2 0.8884      
                                                    
 
For Chan's index, Cpm, the Mahalanobis distance is computed for each design point in the 
data set (see Table D.1), using the formula, Di = 0.008236(Hi – 177)
2
 – 2(0.020902)(Hi – 
177)(Si – 53) + 0.082787(Si – 53)
2
, from which the deviation from the target is assessed.  
With this information, Chan's index is computed as: 
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 (ii)  The index of Taam et al. (1993), MCpm, using a "modified tolerance region", 
computes the ratio of volumes as: 
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 and using y = (177.2, 52.32), approximates the Mahalabonis distance as: 
 
T 1 2 2ˆ( ) ( ) 0.008236(177.2 177) 2(0.020902)(177.2 177)(52.32 53) 0.082787(52.32 53)y τ S y τ                                           
                              0.000329 ( 0.005685) 0.038281 0.044295  
 















(iii)  The vector index introduced by Shahriari et al. (1995), MPCV, has three 
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Thus, the first vector component, CpM, gives: 
 





















The second component computes a P-value for a Hotelling statistic, T
2
, where  
T
2




(y– 0) = (25)(0.044295), and thus: 
 










The last component of the vector simply identifies whether the process region is 
completely within the tolerance region (LV=0) or has some portion of the process region 
outside the tolerance region (LV=1). 
 
(Extension of iii) The vector index introduced by Shahriari et al. (2009), NMPCV, only 
has adjustments to the first component of the vector, NMCpm.  This component is 
calculated using the concept of a modified tolerance region, rather than a modified 
process region (as with MPCV): 
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Numerical Programming Code 
 
In this appendix, the numerical programming code is shown for specific examples 
within each chapter.  All response surface designs in Chapter 5 and the subsequent 





Traditional Desirability Function Approach (Mathematica): 
 
(*Defining the Response Surface Designs*) 
m1[x1_,x2_,x3_]:=2.0490-0.2227*x1-0.1483*x2-0.5096*x3- 
       0.0854*x1*x2+0.1196*x1*x3+0.2421*x2*x3-0.1317*x1^2-0.2578*x2^2+0.0809*x3^2; 
m2[x1_,x2_,x3_]:=10.0109+0.04938*x1+0.05005*x2+0.04594*x3- 
       0.03083*x1*x2+0.00333*x1*x3+0.01000*x2*x3-0.01700*x1^2-0.00699*x2^2-0.00758*x3^2; 
m3[x1_,x2_,x3_]:=94.8841+0.5284*x1+0.6525*x2+0.5422*x3-0.0721*x1*x2+0.1112*x1*x3- 
       0.0979*x2*x3-0.1150*x1^2-0.0768*x2^2+0.1418*x3^2; 
 
(*Defining the Individual Desirability Functions*) 
dm1[x1_,x2_,x3_]:=Which[m1[x1,x2,x3]>7,0,m1[x1,x2,x3]<=7&&m1[x1,x2,x3]>=0,((m1[x1,x2,x3]- 
       7)/(0-7)),m1[x1,x2,x3]<0,1]; 
dm2[x1_,x2_,x3_]:=Which[m2[x1,x2,x3]<9.5,0,m2[x1,x2,x3]>=9.5&&m2[x1,x2,x3]<=10, 
       ((m2[x1,x2,x3]-9.5)/(10-9.5)),m2[x1,x2,x3]>=10&&m2[x1,x2,x3]<=10.5,((m2[x1,x2,x3]-10.5)/ 
       (10-10.5)),m2[x1,x2,x3]>=10.5,0]; 
dm3[x1_,x2_,x3_]:=Which[m3[x1,x2,x3]<90,0,m3[x1,x2,x3]>=90&&m3[x1,x2,x3]<=100, 
       ((m3[x1,x2,x3]-90)/(100-90)),m3[x1,x2,x3]>100,1]; 
 




NMaximize[{dz[x1,x2,x3],x1^2+x2^2+x3^2<=3}, {x1, x2,x3}] 
 
 
Proposed Desirability Function Approach (Mathematica): 
 
(*Defining the Response Surface Designs*) 
m1[x1_,x2_,x3_]:=2.04904+0.24178*x1+0.42013*x2+0.16548*x3- 
       0.08542*x1*x2+0.11958*x1*x3+0.24208*x2*x3-0.13172*x1^2-0.25779*x2^2+0.08094*x3^2- 
       0.97055*x2*x1^2-1.15256*x3*x1^2-0.79303*x1*x2^2+0.15208*x1*x2*x3; 
v1[x1_,x2_,x3_]:=0.025933-0.008784*x1^2-0.008754*x2^2+0.004978*x3^2- 
       0.009873*(x1^2)*(x2^2); 
m2[x1_,x2_,x3_]:=9.99479+0.049378*x1+0.02774*x2-0.03083*x1*x2- 
       0.012686*x1^2+0.03809*x2*x1^2+0.08333*x3*x1^2+0.02167*x1*x2*x3; 
 233 
v2[x1_,x2_,x3_]:=0.015344-0.003617*x2-0.002060*x2^2+0.003004*x2*x1^2- 
       0.011522*(x1^2)*(x2^2); 
m3[x1_,x2_,x3_]:=94.9775+0.3607*x1+0.65252*x2+0.1784*x3-0.2395*x1^2- 
       0.2012*x2^2+0.6212*x3*x1^2+0.2864*x1*x2^2-0.2263*x1*x2*x3+0.4802*(x1^2)*(x2^2); 
v3[x1_,x2_,x3_]:=0.24699-0.08993*x1^2-0.08711*x2^2-0.04404*x3^2; 
c12[x1_,x2_,x3_]:=-0.009709+0.005714*x3+0.003286*x1^2+0.003089*x2^2+0.005100*x3^2- 
        0.006196*x3*x1^2; 
c13[x1_,x2_,x3_]:=0.045850+0.019101*x3-0.016340*x1^2-0.015625*x2^2-0.022496*x3^2- 
        0.016726*x3*x1^2+0.009381*(x1^2)*(x2^2); 
c23[x1_,x2_,x3_]:=-0.02032+0.007603*x1^2+0.006293*x2^2+0.007760*x3^2; 
 
(*Defining the Individual Desirability Functions*) 
dm1[x1_,x2_,x3_]:=Which[m1[x1,x2,x3]>7,0,m1[x1,x2,x3]<=7&&m1[x1,x2,x3]>=0,((m1[x1,x2,x3]- 
       7)/(0-7)),m1[x1,x2,x3]<0,1]; 
dm2[x1_,x2_,x3_]:=Which[m2[x1,x2,x3]<9.5,0,m2[x1,x2,x3]>=9.5&&m2[x1,x2,x3]<=10, 
       ((m2[x1,x2,x3]-9.5)/(10-9.5)),m2[x1,x2,x3]>=10&&m2[x1,x2,x3]<=10.5,((m2[x1,x2,x3]-10.5)/ 
       (10-10.5)),m2[x1,x2,x3]>=10.5,0]; 
dm3[x1_,x2_,x3_]:=Which[m3[x1,x2,x3]<90,0,m3[x1,x2,x3]>=90&&m3[x1,x2,x3]<=100, 
       ((m3[x1,x2,x3]-90)/(100-90)),m3[x1,x2,x3]>100,1]; 
dv1[x1_,x2_,x3_]:=Which[v1[x1,x2,x3]>0.10,0,v1[x1,x2,x3]<=0.10&&v1[x1,x2,x3]>=0, 
       ((v1[x1,x2,x3]-0.10)/(0-0.10)),v1[x1,x2,x3]<0,1]; 
dv2[x1_,x2_,x3_]:=Which[v2[x1,x2,x3]>0.10,0,v2[x1,x2,x3]<=0.10&&v2[x1,x2,x3]>=0, 
       ((v2[x1,x2,x3]-0.10)/(0-0.10)),v2[x1,x2,x3]<0,1]; 
dv3[x1_,x2_,x3_]:=Which[v3[x1,x2,x3]>0.10,0,v3[x1,x2,x3]<=0.10&&v3[x1,x2,x3]>=0, 
       ((v3[x1,x2,x3]-0.10)/(0-0.10)),v3[x1,x2,x3]<0,1]; 
dc12[x1_,x2_,x3_]:=Which[c12[x1,x2,x3]<-0.02,0,c12[x1,x2,x3]>=-0.02&&c12[x1,x2,x3]<=0, 
       ((c12[x1,x2,x3]+0.02)/(0+0.02)),c12[x1,x2,x3]>=0&&c12[x1,x2,x3]<=0.02,((c12[x1,x2,x3]- 
       0.02)/(0-0.02)),c12[x1,x2,x3]>=0.02,0]; 
dc13[x1_,x2_,x3_]:=Which[c13[x1,x2,x3]<-0.02,0,c13[x1,x2,x3]>=-0.02&&c13[x1,x2,x3]<=0, 
       ((c13[x1,x2,x3]+0.02)/(0+0.02)),c13[x1,x2,x3]>=0&&c13[x1,x2,x3]<=0.02,((c13[x1,x2,x3]- 
       0.02)/(0-0.02)),c13[x1,x2,x3]>=0.02,0]; 
dc23[x1_,x2_,x3_]:=Which[c23[x1,x2,x3]<-0.02,0,c23[x1,x2,x3]>=-0.02&&c23[x1,x2,x3]<=0, 
       ((c23[x1,x2,x3]+0.02)/(0+0.02)),c23[x1,x2,x3]>=0&&c23[x1,x2,x3]<=0.02,((c23[x1,x2,x3]- 
       0.02)/(0-0.02)),c23[x1,x2,x3]>=0.02,0]; 
 
(*Defining the Composite Desirability Function*) 
dz[x1_,x2_,x3_]:=((dm1[x1,x2,x3])*(dm2[x1,x2,x3])*(dm3[x1,x2,x3])*(dv1[x1,x2,x3])* 
















Part (a):  Working with N-type Characteristics (Mathematica) 
 
(*Defining the Response Surface Designs*) 
m[x1_,x2_,x3_]:=12.7057-0.7871*x1-0.3974*x2-0.0369*x3-0.1608*x1^2-0.3199*x2^2- 
       0.0548*x3^2-0.1500*x1*x2+0.4000*x1*x3-0.4500*x2*x3; 
v[x1_,x2_,x3_]:=0.0879-0.0246*x1+0.0445*x2-0.0226*x3-0.0103*x1^2+0.0321*x2^2- 
       0.0033*x3^2-0.0138*x1*x2+0.0463*x1*x3-0.0088*x2*x3; 
 
(*Defining the Constraint*) 
f[y_,x1_,x2_,x3_]:=PDF[NormalDistribution[m[x1,x2,x3],Sqrt[v[x1,x2,x3]]],y]; 
 
(*Defining the Objective Function*) 
k[y_,x1_,x2_,x3_]:=.2*\!\(\*SubsuperscriptBox[\(\[Integral]\),  
       \(11\), \(14.2\)]\(\((\((y - 12.6)\)^2*f[y, x1, x2, x3])\) \[DifferentialD]y\)\)+ 
       100*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(-\[Infinity]\), \(11\)]\(f[y, x1, x2, x3] 
       \[DifferentialD]y\)\)+ 
       800*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(14.2\), \(\[Infinity]\)]\(f[y, x1, x2, x3]    




       m[x1,x2,x3]<=14.2}, {y,x1, x2, x3}] 
 
 
Part (b):  Working with S or L-type Characteristics (R) 
 





#Defining the Response Surface Designs 
m<-function(x) {  
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   96.6941+0.3483*x1+0.1088*x2+0.2748*x3-1.0088*x1^2-0.1546*x2^2-0.3284*x3^2-  
   0.0629*x1*x2-0.5179*x1*x3-0.2713*x2*x3} 
s<-function(x) {   
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   0.2552-0.02873*x1+0.01041*x2+0.11675*x3-0.0155*x1^2+0.0281*x2^2+ 
   0.0085*x3^2-0.0659*x1*x2-0.0103*x1*x3+0.0091*x2*x3} 
g<-function(x) {   
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
 235 
   0.2186+0.21982*x1-0.05266*x2-0.06542*x3+0.0088*x1^2- 
   0.1929*x2^2+0.0897*x3^2-0.1821*x1*x2-0.0377*x1*x3+0.0135*x2*x3} 
 
#Defining Integrals in Objective Function 
three<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   integrate(function(x4) (x4-100)^2*dsn(x4,location=m(c(x1,x2,x3)),   
   scale=s(c(x1,x2,x3)), shape=g(c(x1,x2,x3)), log=FALSE), 94.5, Inf)$value} 
four<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   integrate(function(x4) dsn(x4,location=m(c(x1,x2,x3)), scale=s(c(x1,x2,x3)),  
   shape=g(c(x1,x2,x3)), log=FALSE), -Inf, 94.5)$value} 
 
#Defining the Objective Function 
objective1<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   0.005*(three(c(x1,x2,x3,x4)))+ 1000*(four(c(x1,x2,x3,x4)))} 
 
#Optimization 
nlminb(start=c(1,1,1,1), objective1, gradient = NULL, hessian = NULL, lower = c(-1.682,-1.682,-1.682,-
Inf), upper = c(1.682,1.682,1.682,Inf)) 
 
 
Part (c):  Working in the Presence of Heteroscedasticity - Establishing the Estimators 
using a Weighted Least Squares Approach (R) 
 
#Calling the Text File 
test<-read.table("Printing.txt",col.names=c("mean","std","first","second","third")) 
 










































































Part (c):  Working in the Presence of Heteroscedasticity - Finding the Optimal Process 
Mean (Mathematica) 
 
(*Defining the Response Surface Designs found in R*) 
m[x1_,x2_,x3_]:=314.209+174.315*x1+136.488*x2+127.168*x3+28.463*x1^2-8.563*x2^2- 
       13.950*x3^2+37.490*x1*x2+47.757*x1*x3+67.118*x2*x3; 
s[x1_,x2_,x3_]:=44.708+22.654*x1+25.787*x2+33.429*x3-6.773*x1^2- 
       19.797*x2^2+22.485*x3^2-19.458*x1*x2+22.805*x1*x3+25.777*x2*x3; 
g[x1_,x2_,x3_]:=(800-200)/(6*Sqrt[(s[x1,x2,x3])^2+((m[x1,x2,x3])-500)^2]); 
 
(*Defining the Constraint*) 
f[y_,x1_,x2_,x3_]:=PDF[NormalDistribution[m[x1,x2,x3],s[x1,x2,x3]],y]; 
 
(*Defining the Objective Function*) 
k[y_,x1_,x2_,x3_]:=.00000001*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(200\), 
        \(800\)]\(\((\((y - 500)\)^2*f[y, x1, x2, x3])\) \[DifferentialD]y\)\)+25000000*\!\( 
        \*SubsuperscriptBox[\(\[Integral]\), \(-\[Infinity]\), \(200\)]\(f[y, x1, x2, x3]  
        \[DifferentialD]y\)\)+ 
        100000000*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(800\), \(\[Infinity]\)] 




       m[x1,x2,x3]<=800&& x1>=-1&&x1<=1&&x2>=-1&&x2<=1&&x3>=-1&&x3<=1}, {y,x1, x2, x3}] 
 
 
Part (d):  Working with Irregularly Shaped Experimental Regions or a Non-Standard 
Number of Experimental Runs 
 
(*Defining the Response Surface Designs*) 
m[x1_,x2_,x3_]:=80.61277+1.96490*x1+0.60694*x2+0.84178*x3-1.79272*x1^2-0.49454*x2^2- 
       0.73361*x3^2-0.08635*x1*x2+2.13865*x1*x3+1.59316*x2*x3; 
v[x1_,x2_,x3_]:=2.03765-0.14383*x1+0.10478*x2-0.36251*x3-0.43036*x1^2-0.25499*x2^2- 
       0.09051*x3^2+0.40357*x1*x2-0.40978*x1*x3+0.75314*x2*x3; 
g[x1_,x2_,x3_]:=(83.5-71.5)/(6*Sqrt[(Abs[v[x1,x2,x3]])+((m[x1,x2,x3])-77.5)^2]) 
 
(*Establishing the Constraint*) 
f[y_,x1_,x2_,x3_]:=PDF[NormalDistribution[m[x1,x2,x3],Sqrt[Abs[v[x1,x2,x3]]]],y]; 
 
(*Defining the Objective Function*) 
k[y_,x1_,x2_,x3_]:=.0015*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(71.5\), \(83.5\)]\(\((\((y -  
 238 
       77.5)\)^2*f[y, x1, x2, x3])\) \[DifferentialD]y\)\)+ 
       25000000*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(-\[Infinity]\), \(71.5\)]\(f[y, x1, x2, x3]  
       \[DifferentialD]y\)\)+ 
       200000000*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(83.5\), \(\[Infinity]\)]\(f[y, x1, x2, x3]  
       \[DifferentialD]y\)\); 
 
(*Optimization - Material Removal Rate Example*) 
NMinimize[{k[y,x1,x2,x3],v[x1,x2,x3]>=1.5&& g[x1,x2,x3]>=1.00&&m[x1,x2,x3]>=71.5&& 
       m[x1,x2,x3]<=83.5&& x1^2+x2^2+x3^2<=3}, {y,x1, x2, x3}] 
 
 
Part (e):  Working with Time-Oriented Quality Characteristics (Mathematica) 
 
(*Defining the Response Surface Designs*) 
m1[x1_,x2_,x3_]:=39.9215+2.3533*x1-2.2061*x2-1.9478*x3+0.1900*x1^2+1.9939*x2^2- 
       0.9233*x3^2-1.3894*x1*x2+0.8144*x1*x3+0.0792*x2*x3; 
v1[x1_,x2_,x3_]:=7.19194-0.81973*x1+0.03191*x2+2.97617*x3+1.52099*x1^2+5.73180*x2^2+ 
       4.71789*x3^2+5.54264*x1*x2+2.15966*x1*x3-0.68551*x2*x3; 
m2[x1_,x2_,x3_]:=73.3677+4.3876*x1-5.0313*x2-2.3787*x3+0.3998*x1^2+0.5787*x2^2- 
       0.1269*x3^2-1.5253*x1*x2-0.0617*x1*x3-0.3589*x2*x3; 
v2[x1_,x2_,x3_]:=5.7397-1.1945*x1+1.6093*x2-5.4583*x3+7.1120*x1^2+0.0371*x2^2+ 
       9.6081*x3^2+11.9004*x1*x2-4.0423*x1*x3+0.9797*x2*x3; 
m3[x1_,x2_,x3_]:=83.2032+4.1650*x1-4.5619*x2-2.4978*x3-0.6235*x1^2-0.9074*x2^2+ 
       1.1759*x3^2-2.3697*x1*x2+0.1511*x1*x3-1.6319*x2*x3; 
v3[x1_,x2_,x3_]:=11.5479-6.2164*x1+3.6317*x2-0.3542*x3+2.0534*x1^2+2.2927*x2^2+ 
       2.5807*x3^2-5.2820*x1*x2+2.5750*x1*x3-5.9018*x2*x3; 
 





(*Defining the Objective Function*) 
k[y_,x1_,x2_,x3_]:=.0008*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(20\), \(40\)]\(\((\((y - 30)\)^2* 
       f1[y, x1, x2, x3])\) \[DifferentialD]y\)\)+2000*\!\(\*SubsuperscriptBox[\(\[Integral]\), 
        \(-\[Infinity]\), \(20\)]\(f1[y, x1, x2, x3] \[DifferentialD]y\)\)+ 
       2000*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(40\), \(\[Infinity]\)]\(f1[y, x1, x2, x3]   
       \[DifferentialD]y\)\)+.0008*\!\(\*SubsuperscriptBox[\(\[Integral]\), 
       \(50\), \(70\)]\(\((\((y - 60)\)^2*f2[y, x1, x2, x3])\) \[DifferentialD]y\)\)+ 
       2000*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(-\[Infinity]\), \(50\)]\(f2[y, x1, x2, x3]   
       \[DifferentialD]y\)\)+ 
       2000*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(70\), \(\[Infinity]\)]\(f2[y, x1, x2, x3]  
       \[DifferentialD]y\)\)+ 
       .0008*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(65\), \(80\)]\(\((\((y - 72.5)\)^2*f3[y, x1, x2, x3])\)  
       \[DifferentialD]y\)\)+ 
       2000*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(-\[Infinity]\), \(65\)]\(f3[y, x1, x2, x3]  
       \[DifferentialD]y\)\)+ 
       2000*\!\(\*SubsuperscriptBox[\(\[Integral]\), \(80\), \(\[Infinity]\)]\(f3[y, x1, x2, x3]  




(*Optimization - Gohel and Amin Example*) 
NMinimize[{k[y,x1,x2,x3],v1[x1,x2,x3]>=0&&v2[x1,x2,x3]>=0&&v3[x1,x2,x3]>=0&&m1[x1,x2,x3]>=   
       20&& m1[x1,x2,x3]<=40&&m2[x1,x2,x3]>=50&&m2[x1,x2,x3]<=70&&m3[x1,x2,x3]>=65&& 
       m3[x1,x2,x3]<=80&& x1>=-1&&x1<=1&&x2>=-1&&x2<=1&&x3>=-1&&x3<=1}, {y,x1, x2, x3}] 
 
Chapter Nine 
Bivariate Example  Optimization of Y1 and Y2 (R) 





#Defining Response Surface Designs 
m1<-function(x) {  
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   0.5764+0.0008*x1+0.2118*x2-0.0388*x3+0.3708*x1^2+0.2995*x2^2+0.4739*x3^2- 
   0.4900*x1*x2+0.0825*x1*x3+0.1983*x2*x3} 
s1<-function(x) {   
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   0.23149-0.03264*x1+0.00142*x2+0.01276*x3-0.04617*x1^2-0.05523*x2^2-0.05738*x3^2- 
   0.00678*x1*x2-0.00489*x1*x3+0.04654*x2*x3} 
g1<-function(x) {   
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   0.5527-0.06067*x1-0.01197*x2+0.16415*x3-0.07908*x1^2-0.04884*x2^2-0.11364*x3^2- 
   0.12814*x1*x2-0.03131*x1*x3-0.08179*x2*x3} 
m2<-function(x) {  
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   10.0181+0.04059*x1+0.03509*x2+0.07718*x3-0.01385*x1^2+0.00971*x2^2- 
   0.00443*x3^2+0.00083*x1*x2-0.02333*x1*x3-0.02667*x2*x3} 
s2<-function(x) {   
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   0.10960-0.00292*x1-0.00305*x2+0.00289*x3-0.01156*x1^2-0.01173*x2^2- 
   0.00726*x3^2+0.02525*x1*x2+0.00464*x1*x3-0.00649*x2*x3} 
g2<-function(x) {   
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   -0.1819-0.08458*x1+0.14570*x2+0.10559*x3+0.12298*x1^2-0.01346*x2^2+0.02515*x3^2- 
 240 
   0.11104*x1*x2+0.10554*x1*x3+0.07178*x2*x3} 
c12<-function(x) {   
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   0.009087-0.002237*x1-0.000247*x2+0.000142*x3-0.002076*x1^2-0.003025*x2^2- 
   0.003848*x3^2-0.000582*x1*x2-0.000368*x1*x3+0.000215*x2*x3} 
 
#Defining Parameter Vectors and Matrices 
mu<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   c(m1(c(x1,x2,x3)),m2(c(x1,x2,x3)))} 
Omega<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   matrix(c(s1(c(x1,x2,x3))^2,c12(c(x1,x2,x3)),c12(c(x1,x2,x3)),s2(c(x1,x2,x3))^2),ncol=2,nrow=2)} 
alpha<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   c(g1(c(x1,x2,x3)),g2(c(x1,x2,x3)))} 
 
#Defining the Double Integrals in the Objective Function 
one<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   x5<-x[5] 
   integrate(function(x4) { sapply(x4, function(x4) { integrate(function(x5) { 
      sapply(x5, function(x5) dmsn(c(x4,x5), mu(c(x1,x2,x3)), Omega(c(x1,x2,x3)),  
      alpha(c(x1,x2,x3))))}, 9.5, 10.5)$value })}, 2.5, Inf)$value} 
two<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   x5<-x[5] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) dmsn(c(x4,x5), mu(c(x1,x2,x3)), Omega(c(x1,x2,x3)),  
      alpha(c(x1,x2,x3))))}, -Inf, 2.5)$value })}, -Inf, 9.5)$value} 
three<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   x5<-x[5] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) dmsn(c(x4,x5), mu(c(x1,x2,x3)), Omega(c(x1,x2,x3)),  
 241 
      alpha(c(x1,x2,x3))))}, -Inf, 2.5)$value })}, 10.5, Inf)$value} 
four<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   x5<-x[5] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) dmsn(c(x4,x5), mu(c(x1,x2,x3)), Omega(c(x1,x2,x3)),  
      alpha(c(x1,x2,x3))))}, 2.5, Inf)$value })}, -Inf, 9.5)$value} 
five<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   x5<-x[5] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) dmsn(c(x4,x5), mu(c(x1,x2,x3)), Omega(c(x1,x2,x3)),  
      alpha(c(x1,x2,x3))))}, 2.5, Inf)$value })}, 10.5, Inf)$value} 
six<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   x5<-x[5] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) (0.25*x4^2+0.15*x4*(x5-10)+0.25*(x5-10)^2)*dmsn(c(x4,x5),  
      mu(c(x1,x2,x3)), Omega(c(x1,x2,x3)), alpha(c(x1,x2,x3))))}, 0, 2.5)$value })}, 9.5,  
      10.5)$value} 
 
#Defining the Objective Function 
objective1<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x3<-x[3] 
   x4<-x[4] 
   x5<-x[5] 
   100000000*(max(0,x1^2+x2^2+x3^2-3)^2)+8000*(one(c(x1,x2,x3,x4,x5)))+  
    6000*(two(c(x1,x2,x3,x4,x5)))+10000*(three(c(x1,x2,x3,x4,x5)))+12500*(four(c(x1,x2,x3,x4,x5)) 
    +five(c(x1,x2,x3,x4,x5)))+six(c(x1,x2,x3,x4,x5))} 
 
#Call for Optimization (using nlminb) 
nlminb(start=c(0,0,0,1,10), objective1, gradient = NULL, hessian = NULL, lower = c(-1.682,-1.682,-
1.682,-Inf,-Inf), upper = c(1.682,1.682,1.682,Inf,Inf)) 
 
#Call for Optimization (using optim for confirmation) 
optim(c(0,0,0,1,10), objective1, NULL, method="L-BFGS-B",lower = c(-1.682,-1.682,-1.682,-Inf,-
Inf),upper = c(1.682,1.682,1.682,Inf,Inf))  
 









Univariate Example  Optimization Routine A (R) 









   x1<-x[1] 
   x2<-x[2] 
   integrate(function(x2) (x2-450)^2*dsn(x2,location=x1, scale=s, shape=g, log=FALSE), 350, 550)$value} 
two<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   integrate(function(x2) dsn(x2,location=x1, scale=s, shape=g, log=FALSE), -Inf, 350)$value} 
three<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   integrate(function(x2) dsn(x2,location=x1, scale=s, shape=g, log=FALSE), 550, Inf)$value} 
 
#Defining the Objective Function 
objective1<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   0.0000001*(one(c(x1,x2)))+ 100*(two(c(x1,x2))) + 500*(three(c(x1,x2)))} 
 
#Call for Optimization 
nlminb(start=c(450,450), objective1, gradient = NULL, hessian = NULL, lower = c(350,-Inf), upper = 
c(450,Inf)) 
 










Univariate Example  Optimization Routine B (Mathematica) 
 
(*Defining Response Surface Designs*) 
m[x1_,x2_,x3_]:=478.37-0.574*x1+9.204*x2-22.574*x3-24.972*x1*x2-4.667*x1*x3+8.556*x2*x3- 
       15.83*x1^2+10.06*x2^2-61.72*x3^2; 
s[x1_,x2_,x3_]:=53.957+1.781*x1+1.431*x2-3.374*x3-10.044*x1*x2-0.853*x1*x3+1.976*x2*x3- 
       1.058*x1^2+12.791*x2^2-1.297*x3^2; 
g[x1_,x2_,x3_]:=0.1145+0.0746*x1-0.1967*x2+0.0832*x3-0.1411*x1*x2+0.0451*x1*x3- 
       0.0573*x2*x3+0.1973*x1^2-0.3157*x2^2+0.1022*x3^2; 
 
(*Defining Individual Desirability Functions - Scenario 3*) 
dm[x1_,x2_,x3_]:=Which[m[x1,x2,x3]<398.498,0,m[x1,x2,x3]>=398.498&& 
       m[x1,x2,x3]<=429.8821,((m[x1,x2,x3]-429.8821)/(398.498-429.8821)), 
       m[x1,x2,x3]>429.8821,0]; 
ds[x1_,x2_,x3_]:=Which[s[x1,x2,x3]>80,0,s[x1,x2,x3]<=80&&s[x1,x2,x3]>=50, 
       ((s[x1,x2,x3]-50)/(80-50)),s[x1,x2,x3]<50,0]; 
dg[x1_,x2_,x3_]:=Which[g[x1,x2,x3]<-4,0,g[x1,x2,x3]>=-4&&g[x1,x2,x3]<=0, 
       ((g[x1,x2,x3]+4)/(4)),g[x1,x2,x3]>=0&&g[x1,x2,x3]<=4,((g[x1,x2,x3]-4)/(0-4)),g[x1,x2,x3]>4,0]; 
 





       {x1, x2,x3}] 
 
 
Bivariate Example  Optimization Routine A (R) 





#Defining the Vector Parameters and Double Integrals in Objective Function 
mu<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 




   x1<-x[1] 
   x2<-x[2] 
   x4<-x[3] 
   x5<-x[4] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 




   x1<-x[1] 
   x2<-x[2] 
   x4<-x[3] 
   x5<-x[4] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) dmsn(c(x4,x5), mu(c(x1,x2)), Omega, alpha))}, 550, Inf)$value })}, 10, 
Inf)$value} 
three<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x4<-x[3] 
   x5<-x[4] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) dmsn(c(x4,x5), mu(c(x1,x2)), Omega, alpha))}, 350, 550)$value })}, -Inf, 
10)$value} 
four<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x4<-x[3] 
   x5<-x[4] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) dmsn(c(x4,x5), mu(c(x1,x2)), Omega, alpha))}, -Inf, 350)$value })}, -Inf, 
10)$value} 
five<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x4<-x[3] 
   x5<-x[4] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) dmsn(c(x4,x5), mu(c(x1,x2)), Omega, alpha))}, 550, Inf)$value })}, -Inf, 
10)$value} 
six<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x4<-x[3] 
   x5<-x[4] 
   integrate(function(x5) { sapply(x5, function(x5) { integrate(function(x4) { 
      sapply(x4, function(x4) (0.0000001*(x4-450)^2+0*(x4-450)*(x5-25)+0.00001*(x5-
25)^2)*dmsn(c(x4,x5), mu(c(x1,x2)), Omega, alpha))}, 350, 550)$value })}, 10, 25)$value} 
 
#Defining the Objective Function 
objective1<-function(x) { 
   x1<-x[1] 
   x2<-x[2] 
   x4<-x[3] 
   x5<-x[4] 
  100*(one(c(x1,x2,x4,x5)))+1000*(two(c(x1,x2,x4,x5)))+200*(three(c(x1,x2,x4,x5)))+ 
  1000*(four(c(x1,x2,x4,x5))+five(c(x1,x2,x4,x5)))+six(c(x1,x2,x4,x5))} 
 
#Call for Optimization - Scenario 3 
nlminb(start=c(450,23,450,25), objective1, gradient = NULL, hessian = NULL,  
lower = c(350,10,-Inf,-Inf), upper = c(550,23,Inf,Inf),control=list(rel.tol=1e-6)) 
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Bivariate Example  Optimization Routine B (Mathematica) 
(*Defining Response Surface Designs*) 
m1[x1_,x2_,x3_]:=12.0213-0.1835*x1-0.0886*x2-0.0842*x3-0.5042*x1*x2-0.4042*x1*x3-  
       0.0958*x2*x3+0.2327*x1^2+0.4507*x2^2+0.4861*x3^2; 
s1[x1_,x2_,x3_]:=0.74913+0.05304*x1-0.05372*x2+0.08025*x3+0.11148*x1*x2+0.04477*x1*x3 
       +0.00695*x2*x3-0.05657*x1^2-0.11074*x2^2-0.01940*x3^2; 
m2[x1_,x2_,x3_]:=14.9736-0.0068*x1-0.0496*x2+0.0387*x3+0.0042*x1*x2-0.0208*x1*x3+ 
       0.2292*x2*x3+0.5420*x1^2+0.4242*x2^2+0.4124*x3^2; 
s2[x1_,x2_,x3_]:=0.96139-0.01061*x1+0.02994*x2-0.01014*x3-0.04609*x1*x2-0.03322*x1*x3- 
       0.01024*x2*x3-0.09606*x1^2-0.08243*x2^2-0.05218*x3^2; 
c[x1_,x2_,x3_]:=0.1613-0.02659*x1-0.06427*x2+0.00171*x3-0.0036*x1*x2+0.0119*x1*x3+ 
       0.1019*x2*x3+0.05756*x1^2-0.04455*x2^2-0.16139*x3^2; 
 
(*Defining Individual Desirability Functions - Scenario 3*) 
dm1[x1_,x2_,x3_]:=Which[m1[x1,x2,x3]<11.80292,0,m1[x1,x2,x3]>=11.80292&& 
       m1[x1,x2,x3]<=12.27442,((m1[x1,x2,x3]-12.27442)/(11.80292-12.27442)), 
       m1[x1,x2,x3]>12.27442,0]; 
ds1[x1_,x2_,x3_]:=Which[s1[x1,x2,x3]<0.60,0,s1[x1,x2,x3]>=0.60&&s1[x1,x2,x3]<=0.80, 
       ((s1[x1,x2,x3]-0.60)/(0.80-0.60)),s1[x1,x2,x3]>=0.80&&s1[x1,x2,x3]<=1.00,((s1[x1,x2,x3]- 
       1.00)/(0.80-1.00)),s1[x1,x2,x3]>=1.00,0]; 
dm2[x1_,x2_,x3_]:=Which[m2[x1,x2,x3]<15.31348,0,m2[x1,x2,x3]>=15.31348&& 
       m2[x1,x2,x3]<=15.78142,((m2[x1,x2,x3]-15.78142)/(15.31348-15.78142)), 
       m2[x1,x2,x3]>15.78142,0]; 
ds2[x1_,x2_,x3_]:=Which[s2[x1,x2,x3]<0.70,0,s2[x1,x2,x3]>=0.70&&s2[x1,x2,x3]<=0.90, 
       ((s2[x1,x2,x3]-0.70)/(0.90-0.70)),s2[x1,x2,x3]>=0.90&&s2[x1,x2,x3]<=1.10, 
       ((s2[x1,x2,x3]-1.10)/(0.90-1.10)),s2[x1,x2,x3]>=1.10,0]; 
dc[x1_,x2_,x3_]:=Which[c[x1,x2,x3]<-0.5,0,c[x1,x2,x3]>=-0.5&&c[x1,x2,x3]<=0, 
       ((c[x1,x2,x3]+0.5)/(0+0.5)),c[x1,x2,x3]>=0&&c[x1,x2,x3]<=0.5,((c[x1,x2,x3]-0.5)/ 
       (0-0.5)),c[x1,x2,x3]>=0.5,0]; 
 
(*Defining the Composite Desirability Function*) 
dz[x1_,x2_,x3_]:=((dm1[x1,x2,x3])*(ds1[x1,x2,x3])*(dm2[x1,x2,x3])*(ds2[x1,x2,x3])* 
       (dc[x1,x2,x3]))^(1/5); 
 
(*Optimization*) 
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