ABSTRACT. We perform Godsil-McKay switching on the hypercube to create graphs that maintain many of the same properties of the hypercube. In particular, these switched and partially switched perturbations of the n-cube exhibit perfect state transfer (PST, a desirable property in quantum information theory) between certain pairs of vertices. We also consider convex combinations of graphs with PST, as well as switched systems of the aforementioned graphs. We analyse which pairs of vertices retain PST after the perturbations, and show that the sensitivity with respect to readout time errors remains unaffected for some pairs of vertices.
INTRODUCTION
Undirected connected graphs can be used as models for quantum spin networks within quantum computers. The transfer of quantum states from one location to another within a quantum computer is then analysed by way of the Hamiltonian H, which is a matrix describing the total amount of energy of a quantum system, and, depending on the dynamics of the quantum system, is either the adjacency matrix or Laplacian matrix associated to the graph.
Recent work explores hypercubes [6] and the more general notion of cubelike graphs [5, 13] as a means of achieving perfect state transfer (PST): a quantum state placed at a particular node of the spin network is transmitted perfectly (up to a global phase) to another vertex at time t = t 0 . In [13] , the authors make use of results [2] involving Laplacians that can be diagonalized by a Hadamard matrix to create a variety of new graphs having PST; again, particular attention is paid to the hypercube and, more generally, to cubelike graphs. One is often interested in sending the state as far as possible along the spin network (maximizing the distance between the vertices of the sender and receiver), and ensuring that the state transfer is as insensitive as possible to errors in the readout time (that is, if one has PST at time t = t 0 , then at time t = t 0 ± ǫ, one would hope to have near-perfect state transfer, for small epsilon).
Godsil-McKay (GM) switching is a graph operation that perturbs a graph by removing and creating edges based on certain criteria that a partition of the vertex set must satisfy (see Section 3 for more precise details); the resulting graph is cospectral to the original graph but is often non-isomorphic to the original graph. We apply GM switching to the hypercube as a means of constructing non-isomorphic graphs that have many of the same nice properties of the hypercube, including PST.
In Section 2, we give the necessary graph theory and linear algebra background for this work. In Section 3, we use Godsil-McKay switching to construct a graph (the switched n-cube) of order 2 n for n > 4 that has many of the same properties as the n-cube (notably, it is cospectral to the n-cube and exhibits PST, with distance n between PST pairs), but is nevertheless non-isomorphic to the n-cube, and is not Hadamard-diagonalizable. In Section 4, we then consider partially switched n-cubes, which generalize the process of GM switching on the n-cube by considering it as the Cartesian product of the (n − 4)-cube with the 4-cube, and performing GM switching on some copies of the 4-cube. These new graphs are not cospectral to the n-cube in general, but do exhibit PST (though in significantly fewer pairs of vertices). We further generalize this by replacing each copy of the 4-cube by a convex combination of the 4-cube and the switched 4-cube; we also generalize it to a time-dependent Hamiltonian (see, e.g. [17] ) that alternates between the various graphs considered. We give motivation as to why these families of graphs might be useful in practice; in particular, we conduct a sensitivity analysis with respect to readout time errors in Section 5.
PRELIMINARIES
We consider only undirected, unweighted (with the exception of a generalization in Section 4), connected graphs herein. Our work is based on the n-cube, which can be constructed by labelling its 2 n vertices v = 1, 2, . . . , 2 n by the binary representations of the numbers v − 1 respectively, and then connecting vertices with an edge precisely when their Hamming distance is 1. The n-cube is n-regular: each vertex has exactly n adjacent vertices. The graph of the n-cube is denoted Q n . Given a graph G on m vertices, its corresponding adjacency matrix is an m × m matrix A(G) = [a jk ] with a jk = 1 if vertices j and k are adjacent, and a jk = 0 otherwise (in general, a ij represents the weight of the edge between vertices j and k). The Laplacian matrix L(G) corresponding to a simple graph G is defined as the m × m matrix L(G) = D(G) − A(G), where D(G) (the degree matrix) is the diagonal matrix of row sums of A(G). In this paper we use I (m) to denote the identity matrix of size m, I m to denote the identity matrix of size 2 m , J (m) to denote the all-ones matrix of size m × m, and 1 (m) to denote the all-ones vector of length m. Most of the graphs we consider in this paper are regular graphs, so many of the properties of Laplacian matrix L(G) = d G I (m) − A(G) are shared by the adjacency matrix A(G), where d G is the degree of the regular graph. We will focus on adjacency matrices herein.
The adjacency matrix A(G) of a graph G is real and symmetric, so it has a spectral decomposition. Assume λ 1 , . . . , λ s are all the distinct eigenvalues of A(G), and for j = 1, . . . , s, let E j represent the orthogonal projection onto the eigenspace associated with eigenvalue λ j . Then the spectral de-
|V (G)| , with the u-th entry 1, and all the other entries 0. The eigenvalue support of e u is defined to be the set of eigenvalues λ r of A(G), such that E r e u = 0.
The probability of state transfer or fidelity between vertices j and k is defined as p(t) = |e
, where H is the Hamiltonian of the system (either the adjacency matrix A(G) or the Laplacian L(G) depending on the dynamics of the system). Since A(G) and L(G) are both symmetric, we can consider either the (j, k) or (k, j) entry of the unitary matrix U(t) = e itH . If there exists a time t = t 0 for which p(t 0 ) = 1, then we say that the vertices j and k exhibit PST (or that the graph has PST, or that (j, k) is a PST vertex pair, or that j and k pair up and have PST). For regular graphs, which are our focus here, a graph exhibits PST with respect to the Laplacian matrix if and only if it exhibits PST with respect to the adjacency matrix, and consequently we mainly make use of the adjacency matrix.
Given a graph G = (V, E) on m vertices, a partition π = (C 1 , . . . , C k ) of its vertex set V is equitable if, for all i and j, the number of neighbours which a vertex in C i has in the cell C j is independent of the choice of vertex in C i . The characteristic matrix P = P (π) of the partition π is the m × k matrix with columns formed by the characteristic vectors of the cells of π. In other words, the (i, j)-entry of P is 1 or 0 according as the i-th vertex of G is contained in C j or not. If we scale each column so that it has norm 1, we get the normalized characteristic matrixP of the partition π. Note that P TP = I (k) . Let C =P T AP ; we can view C as the adjacency matrix of the symmetrized quotient graph G/π (a weighted graph on k = |π| vertices) of G relative to π, i.e., C = A(G/π).
A Hadamard matrix of order m is an m × m matrix H whose entries are either ±1 satisfying HH T = mI (m) . Proof. From [2] we know that any Hadamard diagonalizable graph is regular. So we just need to focus on regular subgraphs of hypercubes here. Assume the regularity is n − ℓ, 1 ≤ ℓ ≤ n. For fixed ℓ, we will use induction on n to show any (n − ℓ)-regular subgraph of the n-cube that is diagonalizable by H n is not connected. If n = ℓ, such a subgraph has regularity 0 (the empty graph) and thus is not connected. Assume the statement is true for n = k − 1, where k ≥ ℓ + 1, we will show it is true for n = k.
Supposed we obtain a (k − ℓ)-regular subgraph of the k-cube, that is diagonalizable by H k , by removing some edges (at least one) from the kcube. We dispense with the usual A(G) notation for notational simplicity and because the particular subgraphs are not of concern; emphasis is on the adjacency matrix structure rather than the subgraphs themselves. Denote the adjacency matrix of Q k (the k-cube) by C k and the adjacency matrix of the subgraph (the (k −ℓ)-regular one) by C 0 . This means we are subtracting the adjacency matrix M of some ℓ-regular subgraph from C k to get C 0 . If we consider the k-cube as the Cartesian product of K 2 (the complete graph on 2 vertices) with the (k − 1)-cube, we know
. Combined with the symmetric property of adjacency matrices, we know M must be of the form:
, where D is a diagonal matrix with the diagonal entries being either 0 or 1, and M 1 , M 2 are both (symmetric) adjacency matrices of some subgraphs of the (k − 1)-cube. Since both C k and
, and hence the equation
. Again from the fact that the above matrix is diagonal, we know the matrices 2H
Therefore if we form a submatrix H ′ of H k−1 , consisting of all the rows of H k−1 that correspond to the nonzero diagonal entries of D, then distinct columns of H ′ are orthogonal. Assume there are w rows in H ′ , i.e., D has w diagonal entries equal to 1; then there are at most w columns of H ′ that are mutually orthogonal (from the fact that in R w , the maximum cardinality of a set of orthogonal vectors is w). Since there are m columns in H ′ , we must have
is the adjacency matrix of some (ℓ−1)-regular subgraph of the (k−1)-cube.
M 1 is the adjacency matrix of some ℓ-regular subgraph of C k−1 . We thus have reduced the argument to the case where we are deleting edges from the (k − 1)-cube to get its regular subgraph with regularity (k − 1) − ℓ; by the induction hypothesis, there is no such connected subgraph of the (k − 1)-cube. So the subgraph with adjacency matrix C k−1 −M 1 of the (k −1)-cube is not connected, and therefore C 0 is not connected in this case.
A PST GRAPH COSPECTRAL TO THE n-CUBE
In this section, we give a cospectal mate of the n-cube that is no longer Hadamard diagonalizable, but is n-regular, exhibits PST, and has PST distance n.
We will make use of Godsil-McKay (GM) switching [11] : Let G be a graph and let π = (C 1 , C 2 , · · · , C k , D) be a partition of the vertex set V (G). Suppose that, whenever 1 ≤ i, j ≤ k and v ∈ D, we have: (a) any two vertices in C i have the same number of neighbours in C j , and (b) v has either 0, n i /2 or n i neighbours in C i , where n i = |C i |. The graph G (π) formed by local switching in G with respect to π is obtained from G as follows: for each v ∈ D and 1 ≤ i ≤ k such that v has n i /2 neighbours in C i , delete these n i /2 edges and join v instead to the other n i /2 vertices in C i . Then G (π) and G are cospectral: for any positive integer r, if we defineQ r = 2J (r) /r − I (r) , then the block diagonal matrix Q = diag (Q n 1 ,Q n 2 , . . . ,Q n k , I (|D|) ) satisfies Q 2 = I, and QA(G)Q = A(G (π) ). In [4, Section 1.8], a cospectral mate of the 4-cube is given; this graph and the 4-cube are both bipartite, where one class of the vertex set is C = {0000, 0011, 0101, 0110, 1001, 1010, 1100, 1111} (for the 4-cube) or C ′ = {0000, 0011, 0101, 0110, 1000, 1011, 1101, 1110} (for the cospectral mate), and the other class of the vertex set consists of vertices with label (a, b), where a ∈ {1, 2, 3, 4} indicates the position (here we start counting from the right) and b ∈ {0, 1} indicates the binary value at this position. For example, vertex 0101 is adjacent to (1,1), (2,0), (3, 1) and (4, 0) . This example can be framed in terms of GM switching; that is, the two graphs can be obtained from each other by GM switching. To see this, form the 4-cube Q 4 by assigning a vertex to each 4-digit binary number, where two vertices are adjacent if and only if their binary representations differ at exactly one digit. Partition the vertex set V (Q 4 ) in the following way: Vertex 0000 forms C 1 ; vertices that are at distance 2 from vertex 0000 (which are 0011, 0101, 1010, 1100, 1001, and 0110) form C 2 ; vertices that are at distance 3 from vertex 0000 (which are 1110, 1101, 1011, and 0111) form C 3 ; vertex 1111, the only vertex at distance 4 from 0000, forms C 4 ; vertices that are at distance 1 from vertex 0000 (which are 0001, 0010, 0100, and 1000) form D. Then this partition π satisfies the conditions for GM switching, and Q Consider the following recursive way to construct the n-cube Q n : take two disjoint copies of the (n − 1)-cube, then connect the corresponding vertices in the two copies to obtain the n-cube. Starting with the above 4-cube, now we consider the 5-cube Q 5 = K 2 Q 4 . Partition the vertices in each of the two copies of the 4-cube in the above way, i.e., the distance partition; then they will form a partition of all the vertices of the 5-cube, and it is an equitable partition. If we create the union of the two D parts (i.e., the vertices at the second level in height starting from the top of the graphs in Figure 1 ) in the partition of each copy and form a larger set, we can see that the new partition of the vertex set of the 5-cube satisfies the GM switching condition.
In general, consider two different partitions of the vertex set of Q n = Q n−4 Q 4 . We partition the vertex set of each of the 2 n−4 copies of the 4-cube as shown in Figure 1 , then the cells C
n−4 form a partition of the vertex set of Q n , where
4 is the distance partition of the vertex set of j-th copy of the 4-cube as shown above. We denote this partition by π 1 ; it is an equitable partition. Now, if we form the union of all the 2 n−4 D (j) cells to form a new big cell satisfies the GM switching conditions, and we denote this partition by π 2 . Note that if we perturb the edges of Q n such that some of the 2 n−4 copies of Q 4 becomeQ 4 (the switched 4-cube), the above two partitions are still equitable or satisfy GM switching conditions, respectively.
Using the partition π 2 of V (Q n ) and applying the GM switching, we can get a cospectral mate-the switched cube of the n-cube-for each n ≥ 4. Denote the switched n-cube byQ n , the adjacency matrix of Q n by C n , and the adjacency matrix ofQ n byC n . Checking the construction, we see thatQ n is the Cartesian product of Q n−4 withQ 4 for n > 4. The nonisomorphism ofQ n and Q n can be seen directly from the fact that they exhibit different PST properties: namely, they have different numbers of PST vertex pairs. Proof. We proceed by induction on n. By direct computation we can see that there is PST between vertices 1 and 16, 6 and 11, 7 and 10, 8 and 9 inQ 4 at time π/2; exactly half (8 out of 16) of the vertices pair up. Now assume the result is true for some integer k ≥ 4.
, where the third equation is based on the fact thatC k ⊗ I 1 and I k ⊗ C 1 commute. Hence if there is PST between vertices ℓ and m inQ k , then there is PST between vertices ℓ and m + 2 k , and between vertices m and ℓ + 2 k inQ k+1 . From the fact that for two complex numbers with modulus at most 1, their product has modulus 1 if and only if both of them have modulus 1, we know these are all the PST pairs inQ k+1 . The number of PST pairs inQ k+1 is twice as many as the ones inQ k . At the same time, there are twice as many vertices inQ k+1 as inQ k , and therefore exactly half of the vertices ofQ k+1 pair up and have PST at time π/2. The result follows.
From [3, 5] we know that all vertices of the n-cube pair up to have PST at time π/2 (that is, each vertex of the n-cube is part of a vertex pair for which PST occurs at time π/2, in the labeling of vertices as described below Figure  1 , it is between vertex k and vertex 2 n + 1 − k for k = 1, . . . , 2 n ). We thus have the following corollary: Corollary 1. There are half as many vertex pairs for which PST occurs (at time π/2) for the switched n-cube as there are for the n-cube.
The two graphs Q n andQ n are therefore non-isomorphic. The following Hadamard diagonalizable property gives an alternate proof thatQ n is not isomorphic to Q n for n ≥ 4. As a direct consequence, the switched n-cube is not Hadamard-diagonalizable. 4 does not have a (1, −1)-eigenvector associated to eigenvalue 2. 
Lemma 1. The adjacency matrix of the switched 4-cubeQ

Proof. The adjacency matrixC
We have the following reduced row echelon form R ofC 4 
Thus we get four linearly independent eigenvectors associated to 2, which are 
where both x 1 and x 2 are (1, −1)
column vectors of length 2 k . Then we have
ThereforeC k x 1 +x 2 = (k −1)x 1 , and x 1 +C k x 2 = (k −1)x 2 , which imply
Plugging equation (1) into equation (2), we have
for some eigenvalue λ ofC k , we have λ 2 −2(k −1)λ+(k 2 −2k) = 0, and so λ = k or λ = k −2, and every eigenvector ofC 2 k −2(k −1)C k +(k 2 −2k)I k associated to 0 is a linear combination of eigenvectors ofC k associated to k or k − 2. Thus x 1 can be expressed as x 1 = a1 (2 k ) + by, where y is an eigenvector ofC k associated to k − 2 and 1 (2 k ) is the (unique up to a scalar multiple) eigenvector ofC k associated to eigenvalue k" Substituting x 1 = a1 (2 k ) + by into (1), we have x 2 = −a1 (2 k ) + by. There are two cases. If a = 0, then x 1 = x 2 ; since they are both (1, −1)-vectors, we must have x 1 = −x 2 . Thus 0 = x 1 + x 2 = a1 (2 k ) + by − a1 (2 k ) + by = 2by, which implies that b = 0 (since y = 0) and x 1 = a1 (2 k ) . Thus a = ±1, and we have one
ofC k+1 associated to (k + 1) − 2. If a = 0, then x 1 = x 2 = by. By the inductive hypothesis, there are only k − 4 such linearly independent (1, −1)-eigenvectors by associated to the eigenvalue k−2, and so the vectors by by form k − 4 linearly independent eigenvectors ofC k+1 associated to eigenvalue (k+1)−2, and they are linearly independent from x. Combining them together, we have k − 4 + 1 = (k + 1) − 4 linearly independent such eigenvectors. By mathematical induction, the result is true for all n ≥ 4.
PARTIAL SWITCHING AND PST
In Section 3, we explored the application of GM switching to the n-cube to produce a switched n-cube. In this Section, we consider the Cartesian product construction of the n-cube (Q n = Q n−4 Q 4 ) so that the corresponding adjacency matrix is seen to be a block matrix, with each block of size 16 × 16, and the diagonal blocks are the adjacency matrix C 4 of Q 4 . We then perform GM switching to some (but not all) copies of Q 4 inside the n-cube, i.e., some diagonal blocks of C n are changed from C 4 toC 4 . We call this partial switching, and we analyse the property of PST of these partially switched n-cubes.
4.1. Construction. Let n ≥ 4. Let A n,1 = C n be the adjacency matrix of the n-cube, and let A n,2 =C n be the adjacency matrix of the switched n-cube, with 
The n-cube Q n , as mentioned earlier, is the graph Q n−4 Q 4 . Its adjacency matrix is therefore A n,1 = A n−4, The partially switched n-cubes are no longer cospectral with the n-cube in general, but still exhibit PST (though the number of PST vertex pairs is significantly fewer than in the n-cube), and are not cubelike graphs, for the following reason. Every vertex of a (switched, partially switched) n-cube has a label of the form xy, where x ∈ Z n−4 2 indicates the different copies of the 4-cube or switched 4-cube, and y ∈ Z 4 2 represents the different vertices of each of the copies. Note that for a fixed vertex v in the n-cube, any two neighbours of v have exactly one other common neighbour. Since for any x ∈ Z n−4 2 , the (partial) switching does not change the graph induced by the set of vertices at distance at most 2 to x1111, any two neighbours of vertex x1111 have exactly one other common neighbour. Let x take some value such that the corresponding copy of the 4-cube is a switched one. Then the two neighbours x0100 and x1011 of the vertex x0011 have two other common neighbours: x1010 and x1001 (see Figure 1) . Therefore, there is no isomorphism of the partially switched n-cube that maps the vertex x1111 to the vertex x0011, which shows that the graph is not vertex-transitive. Hence it is not a cubelike graph (since any Cayley graph is vertex-transitive).
The partially switched n-cube and the n-cube or switched n-cube share some common eigenvectors, for example for the eigenvalue n − 2.
Proposition 2. For n ≥ 4, the n-cube, switched n-cube, and any partially switched n-cube have at least n − 3 linearly independent common eigenvectors associated to the eigenvalue n − 2.
Proof. We prove this by induction. By comparing the reduced row-echelon form (RREF) of A 4,1 −2I and the RREF of A 4,2 −2I, we know they have exactly one (up to a scalar multiple) common eigenvector associated to eigenvalue 2, which is v = (2, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, −1, −1, −1, −1, −2) T . Hence the result is true for n = 4. Assume it is true for k ≥ 4, and that v associated to the eigenvalue k −2.
k−3 are linearly independent eigenvectors of M associated to the eigenvalue k − 1 = (k + 1) − 2, and there are k − 3 of them. Also note that 1 (2 k ) is a common eigenvector of the (switched, partially switched) k-cube associated to eigenvalue k. Hence
is an eigenvector of M associated to the eigenvalue
Combining the above, we get k −3+1 = (k +1)−3 linearly independent common eigenvector associated to eigenvalue (k + 1) − 2 of (switched, partially switched) (k + 1)-cube. Hence the result is true for any k ≥ 4.
Remark 1.
From the above proof it follows that the vectors a 1 ⊗ a 2 · · · ⊗ a n−4 ⊗ 1 16 , where exactly one of a 1 , . . . , a n−4 is 1 −1 , and the remaining are 1 1 , are linearly independent (1,-1) eigenvectors (there are n − 4 of them) associated to eigenvalue n − 2 of the (switched, partially switched) cubes. By Theorem 2 we know that those are all the (1, −1) eigenvectors of the switched n-cube associated to the eigenvalues n − 2. Similarly, when there is exactly one 1 1 in the above tensor product, we obtain eigenvectors associated to the eigenvalue −(n − 2) of the cubes.
Example 1. For the n-cube, the switched n-cube, or a partially switched n-cube, some of their eigenvalues and eigenvectors can be calculated from matrices of smaller size (3 × 2 n−4 instead of 16 × 2 n−4 ).
For the Hadamard matrix
where the diagonal blocks of B are of size 1, 4, 6, 4, 1, respectively (note that these block sizes match the multiplicity of the diagonal entries of D), and
Observe that each block of B (or D) has constant row sums. 
. For the vectors a = (1, −3, 1, 1 )
T is an eigenvector of A We can also make use of other vector triples, e.g. a = (−3, 1, 1, 1)
T ; the equations above showing the multiplications with X, X
T , Y , Y T still hold. So for the eigenvalues of A 5,3 that are also eigenvalues of T , the multiplicity is at least 3.
In general, for a (switched, partially switched) n-cube with adjacency First we give a proof by considering the corresponding entries in the unitary matrix e i(π/2)A .
Proof. By direct computation, we know e 
.
As mentioned earlier, for n > 4, the adjacency matrix of a partially switched n-cube is of the form A n,p = diag (A 4 * , · · · , A 4 * ) + A n−4,1 ⊗ I 4 , where A n−4,1 is the adjacency matrix of the (n − 4)-cube, and * represents 1 or 2. For any positive integer k, each block of the matrix A k n,p is of the form c(j 1 , j 2 , . . . , j 2s )A
4,2 for some nonnegative integers j 1 , · · · j 2s and some real number c(j 1 , j 2 , . . . , j 2s ), which has the same first row as c(j 1 , j 2 , . . . , j 2s )A 
for A n,p and U n,1 (t) = e itA n,1 for A n,1 , e T ℓ U n,p (t) = e T ℓ U n,1 (t) for these ℓ and any time t. As a result, each of the vertices in the set S has the same probability of state transfer to any other vertex as it has in the n-cube. In the n-cube, there is PST between any two vertices of distance n at time t = π/2, which correspond to vertices k and 2 n + 1 − k in our ordering of vertices, i.e., |e T k U n,1 (π/2)e 2 n +1−k | = 1. Therefore, in any partially switched n-cube, there is PST between vertices 1+2 4 m 4 +2 5 m 5 +· · ·+2 n−2 m n−2 +2 n−1 m n−1 and 16 + 2
, where m j ∈ {0, 1} with for j = 4, . . . , n − 1. We note that it is still true that the sum of the indices for PST pairs is 2 n + 1, as it is for the n-cube. Now we give a different proof by using the symmetrized quotient graph of an equitable partition of the partially switched n-cube. We are going to make use of the following result. Second proof of Theorem 3: Consider the equitable partition π 1 of V (Q n ) and of the vertex set of the given partially switched n-cube. The two graphs have the same symmetrized quotient graphs with respect to π 1 , and every vertex in the set S forms a singleton in both graphs with respect to this partition. Combining the fact the n-cube exhibits PST between the antipodal vertices and the above theorem, the result follows.
Below we conjecture that the lower bound of 1/8 of the vertices in Theorem 3 is in fact exact (that is, exactly 1/8 of the vertices of partially switched n-cubes pair up to exhibit PST at time π/2). As a motivating example, we consider A 5,3 , the first interesting partially switched n-cube, and verify that exactly 1/8 of the vertices pair up to have PST in this case. First recall a result: Remark 2. Let G be a graph on m vertices, and u be a vertex of G. Then the eigenvalue λ r of A(G) is in the eigenvalue support of e u if we can find an eigenvector v 1 of A(G) associated to λ r , such that v T 1 e u = 0. Since for any eigenvector v 1 of A(G) associated to λ r , we can extend it to v 1 , v 2 , . . . , v k to get a basis of the eigenspace associated to λ r , then by the Gram-Schmidt procedure and normalization, we can get an orthonormal basis w 1 , . . . , w k of the eigenspace. Now we have E r e u = (w 1 w
w k for any vertex u, and E r e u = 0 if and only if w T j e u = 0 for all j = 1, . . . , k, i.e., all the eigenvectors of A(G) associated to λ r have their u-th entry equal to 0. This implies that for any eigenvalue λ r of A(G), if it has a corresponding eigenvector whose u-th entry is not 0, then λ r is in the eigenvalue support of e u .
We are now in the position to consider the example of A 5,3 . 
n−4 . Note that this new family of graphs contains all the other cubes as special cases: when p 1 = · · · = p 2 n−4 = 1, we have the n-cube, where all the vertices pair up to exhibit perfect state transfer; when p 1 = · · · = p 2 n−4 = 0, we have the switched n-cube, where exactly half of the vertices pair up to exhibit perfect state transfer; when p 1 , . . . , p n−4 ∈ {0, 1} and not all of them are equal, then we have a partially switched n-cube, and Theorem 3 gives a list of vertex pairs having PST.
More generally, we can consider convex combinations of arbitrary graphs on m vertices whose adjacency matrices satisfy some specific conditions for some row. Proof. The proof is similar as the one in Theorem 3; we note that
j has the same ℓ-th row as
j for any nonnegative integer j and r = 1, . . . , k.
Corollary 2. Any convex combination of the n-cube, the switched n-cube, some partially switched n-cube, and the weighted matrices in Remark 3, has PST between vertices 1 + 2 4 m 4 + 2 5 m 5 + · · · + 2 n−2 m n−2 + 2 n−1 m n−1 and 16+2
, where m j ∈ {0, 1} for j = 4, . . . , n − 1.
Remark 4.
We already know that any convex combination of A 4,1 and A 4,2 exhibits PST between vertex 1 and 16. Here we give some spectrum properties of such convex combinations.
First using the 4-cube and switched 4-cube we can construct a family of weighted cospectral graphs. We know from [11] (mentioned in Section 2 here) that, there is a symmetric matrix Q such that QA 4,1 Q = A 4,2 , and QA 4,2 Q = A 4,1 . Then for any 0 ≤ p ≤ 1, the weighed graphs with adjacency matrices pA 4,1 + (1 −p)A 4,2 and pA 4,2 + (1 −p)A 4,1 , respectively, are cospectral to each other, and Q is the similarity matrix between the two matrices. Equivalently, we can view it in this way: let C = 1/2A 4,1 + 1/2A 4,2 , E = A 4,2 − A 4,1 , then for any 0 < α ≤ 1/2, the two nonnegative matrices C + αE and C − αE have the same spectrum (indeed, since QCQ = C and QEQ = −E, we have Q(C + αE)Q = C − αE). Furthermore, the eigenvalues of C + αE and C − αE are ±4 (with multiplicity 1), ±2 (with multiplicity 1), 0 (with multiplicity 6), and √ 2 + 8α 2 (with multiplicity 3), which can be checked by calculating the rank of the corresponding matrices.
Similarly, for the adjacency matrix C n = I n−4 ⊗ A 4,1 + C n−4 ⊗ I 4 of Q n , if we replace the diagonal blocks A 4,1 by different convex combinations of A 4,1 and A 4,2 , then the nonnegative matrices diag (
⊗I 4 have the same spectrum (similar through the matrix diag (Q, Q, . . . , Q)), where 0 ≤ p j ≤ 1, j = 1, . . . , 2 n−4 .
As another variant, we consider switched systems where one employs a switching function to change between systems at particular times (this can be done in the absence of GM switching-it is a coincidence in naming). For example, one might use the spin network associated to the hypercube from time t = 0 to time t = t 1 , then change to the spin network associated to the switched cube from time t = t 1 to time t = t 2 , change to use a partially switched hypercube from time t = t 2 to time t = t 3 , and so on, up to time t r = π/2, when the n-cube, the switched n-cube, and any partially switched n-cube have PST. We show that this new system (whose Hamiltonian changes with respect to time) has PST for vertices in the set S as mentioned in Theorem 3.
The motivation here is potential stability issues in the lab: spin networks are created in the lab with magnets and other devices and may be unstable, especially for long periods of time. Thus, one might wish to send a state along the first network until one loses confidence in the stability, then one can change to the second network and continue sending the state through this "fresh" network while rebooting the first. This would be an example of a quantum state transfer protocol requiring external modulation; such external modulation approaches typically increase the effectiveness of the state transfer, but it may be undesirable to use a protocol that relies heavily on a "hands on" approach. A binary switching between spin networks may be a useful compromise. Our approach is motivated by switched systems in control theory; see, e.g. [15] . Proposition 4. Assume r is some positive integer. For j = 1, . . . , r, let G j be any of the following: the n-cube, the switched n-cube, the partially switched n-cubes, or convex combinations as described in Corollary 2. If a quantum state is transferred through the network G 1 for 0 ≤ t ≤ t 1 , G 2 for t 1 ≤ t ≤ t 2 , G 3 for t 2 ≤ t ≤ t 3 , . . . , G r for t r−1 ≤ t ≤ t r = π/2, then the quantum system with time-dependent Hamiltonian H t is guaranteed to have PST at time π/2 for the vertices in the set S as mentioned in Theorem 3.
Note that, if G j is either the n-cube or the switched n-cube for j = 1, . . . , r, and at least one G j is the switched n-cube, then the set of vertices exhibiting PST in this system is exactly the set of vertices exhibiting PST in the switched n-cube (one half of all the vertices).
Proof. We consider the case r = 2, the general case follows from induction. Fix a vertex ℓ ∈ S. We have We will analyse the variants discussed above in terms of their sensitivity to readout time errors in Section 5. When there is PST these variants have the same sensitivity to readout time errors as the original hypercube when considering PST pairs from the set S defined above Theorem 3.
SENSITIVITY ANALYSIS WITH RESPECT TO READOUT TIME ERRORS
Recall S = {1+2 4 m 4 +· · ·+2 n−1 m n−1 , 16+2 4 m 4 +· · ·+2 n−1 m n−1 | m k ∈ {0, 1} for k = 4, · · · , n − 1} (the set of singleton vertices in the partition π 1 ). The sensitivity of the probability of state transfer (fidelity) with respect to readout time is typically analyzed through the first derivative. An analysis of the kth derivatives (for any k ∈ N) for weighted graphs with PST was done in [14] . Here, we consider both the first and second derivatives.
Theorem 6. The n-cube, the switched n-cube, the partially switched ncubes, and the other n-cube variants discussed herein all have the same derivatives with respect to time t at time t = π/2 for the PST pairs of vertices in the set S.
Proof. As in Theorem 3, we have already shown that for any vertex j ∈ S, there is PST between vertex j and vertex 2 n + 1 − j at time π/2 for the (switched, partially switched) n-cube, and e T j U n,p (t) = e T j U n,1 (t) = e T j U n,2 (t). Therefore the fidelity of state transfer from vertex j to any other vertex k is the same as it is in the n-cube at any time t. It follows that the three types of n-cubes have the same derivatives with respect to readout time t at time t = π/2. For an undirected graph G exhibiting PST at time t = t 0 , the derivatives of fidelity with respect with readout time t at time t = t 0 is given in [14] . From this we know that, for the PST vertex pairs in the set S, dp dt | t= = −2n, where p is the fidelity of state transfer at time t between PST vertex pairs in S. Similarly, we can use the proof in Proposition 3 to prove this result for convex combinations, and use Proposition 4 to prove it for the switching system.
