



Repositorio Institucional de la Universidad Autónoma de Madrid 
https://repositorio.uam.es  
Esta es la versión de autor de la comunicación de congreso publicada en: 
This is an author produced version of a paper published in: 
 
Workshop Proceedings of the 6th International Conference on Intelligent 
Environments. Ambient Intelligence and Smart Environments, Volumen 8. IOS 
Press, 2010. 42-51 
 
DOI:    http://dx.doi.org/10.3233/978-1-60750-639-3-42  
 
Copyright: © 2010 IOS Press 
 
El acceso a la versión del editor puede requerir la suscripción del recurso 
Access to the published version may require subscription 
 
Using 2D Codes for Creating Ubiquitous 
User Interfaces for Ambient 
Intelligence Environments 
Javier Gómez, Germán Montoro, Pablo A. Haya, Xavier Alamán 
Universidad Autónoma de Madrid 
{jg.escribano, german.montoro, pablo.haya, xavier.alaman}@uam.es 
Abstract. Smart phones are one of the most popular devices nowadays. The 
enrichment of their technical capabilities allows them to carry out new operations 
beyond the traditional in telephony. This work presents a system that automatically 
generates user interfaces for Ambient Intelligence environments.  This way, smart 
phones act as “ubiquitous remote controllers” for the elements of the environment. 
The paper proposes some ideas about the usability and adequacy of these 
interfaces.  
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Introduction 
Ambient Intelligence provides new possibilities of interaction [1] offering new 
challenges to the designers of the interfaces [2]. These new interfaces should be context 
aware and should adapt to the environment, the users and their needs. 
For this purpose, we have created the Ambient Intelligence Laboratory (AmILab) 
at the Escuela Politécnica Superior of the Universidad Autónoma de Madrid. This 
Laboratory is furnished as a living room with TVs, couches, small electrical appliances, 
and also sensors and actuators.  [3] 
The interaction with the elements of the AmILab environment is possible thanks to 
an oral interface [4] and a graphical interface [5], by means of direct control. In the 
case of indirect control, the system counts on a mechanism based on rules and agents 
[6].  
From the direct control point of view, the interaction with the environment was 
limited to the PC. This is enough in many cases, but in some situations it could also be 
desirable to interact with the environment using another kind of devices. (i.e. mobile 
devices or smart phones). 
Mobile devices (smart phones, PDAs, etc.) are becoming very popular and their 
technological capabilities grow every day. Current devices can perform numerous tasks, 
thanks to its memory and processor improvements, new hardware components (High 
definition cameras, GPS receivers, digital compass, etc.) and, also, some of these new 
capabilities are provided thanks to the new operating systems (iPhone OS, Android, 
Windows Mobile, etc.) The connectivity has also been improved since they are able to 
connect to 3G, HSDPA or WiFi networks. 
In this work we propose a system that automatically generates ubiquitous user 
interfaces to control the environment. Our aim is to study the use of smart phones as 
“ubiquitous remote controllers” for the elements of an environment. In the same way 
we point at the TV with the remote to perform an action, i.e. changing the channel, we 
suggest recognizing the element by the use of 2D Codes. Thus, we can identify the 
element we are pointing with the phone camera and, then, generate an adapted and 
personal interface to control it. 
Ubiquitous interfaces offer some advantages, such as adaptation and mobility. The 
adaptation is not only related to the device and its constraints, but also to the 
environment, the context, the users and their preferences and special needs. Regarding 
the ubiquity and mobility, as these interfaces are executed on a mobile device, it is 
guaranteed.  Since these interfaces are generated automatically, any user could be able 
to control any new device from the first time although she did not have any technical 
knowledge or special skill. 
This article is structured as follows: In Section 1, we give an overview of the 
related work: user interfaces for mobile devices. In Section 2 we will talk about the 
proposed system, the architecture, design steps and implementation. Finally, in Section 
3 we show the results of a usability evaluation study; in Section 4 we conclude and, in 
Section 5, we present some lines of future work. 
1. Related Work 
In the literature, we can find many different projects oriented to generate user interfaces 
from the information stored in 2D codes. Some of them are considered marker based 
augmented reality systems. 
Rekimoto, J. et al. [7] presented one of the first works that used 2D codes. In this 
article the authors describe a set of examples where 2D codes were used as augmented 
reality tracking marks. These were: links to the digital information, an indoor 
navigation system, 3D annotations over the real world, direct manipulation of objects 
of physical environments, TV shows’ ID transmission and recognition of objects in 
ubiquitous computing environments. 
Wagner and Schmalstieg proposed in [8] one of the first augmented reality systems 
for mobile devices. This project consisted of a 3D navigation system for PDAs for 
guiding people in a building. Because of the limitations of PDAs in 3D calculus, they 
implemented an assisted version, based on the client–server architecture. The server 
made the 3D calculus relative to the tracking, while the PDA performed the tracking 
itself (with ARToolKit [9]) and the presentation of the data. 
Another work form Wagner et al. [10] presented a system architecture for 
interactive, infrastructure-independent and multiuser augmented reality for mobile 
devices. This architecture was based on the framework Studierstube [11]. It also used 
some other tools, such as ACE [12] for network communication and KLIMT1 for graph 
representation. As a demonstration of the architecture, they presented the application 
“The invisible train”. In this multiuser game, players had to guide virtual trains over a 
scaled model real track. Players used PDAs equipped with cameras to “see these 
invisible trains”. Since the scaled model was tagged properly with visual tags, the 
PDAs that players used were capable to determine the position of the observer and the 
                                                          
1 Open Source 3D Graphics Library for Mobile Devices. http://studierstube.icg.tu-graz.ac.at/klimt. 
track, so the system was able to “draw” virtual trains over the image captured by the 
camera. 
Looking for systems or projects in which 2D codes were used for data storing 
instead of being used as visual marks, we found the work proposed by Siltanen and 
Hyväkkä in [13]. This system tried to avoid the user to introduce large strings by 
storing all that information in a 2D Code. Once the 2D Code was read, an operation 
was suggested to the user: opening the browser if the information contained an URL or 
making a phone call if the information was a phone number. They also made a study to 
try to establish a relation between the size of the code, the amount of information that it 
could store and the maximum reading distance. They concluded that two ways of 
reading were necessary: a fast but low resolution one and another one slower but high 
resolution. 
Al-Kahalifa presented in [14] a system that describes objects that had been 
previously tagged with QR Codes to assist visually impaired people. The user had to 
point at the object with her cell phone (that has to be equipped with a camera) and, 
automatically, the device recognized the QR Code and asked an external web server for 
an oral description of the object. In this way some extra information was given to the 
user. The system was tested in two different scenarios: the first one was a museum, in 
which some of its pieces were tagged. The other one was a test that tried to describe 
products (in a shop, for example). 
2. Proposed System 
The proposed system is based on the “ubiquitous controller metaphor” as its interaction 
mechanism. Its objective is to generate multiple adapted interfaces to control a wide 
variety of devices (even unknown by the user) at any time. 
To identify the devices that a user can interact with, the elements that compose the 
environment are tagged with 2D Codes.  If a user points at one of these codes with the 
camera of her mobile device, it automatically scans the code and extracts the 
information stored in it. Then the mobile device automatically generates an adapted 
interface that allows interacting and controlling that element of the environment. 
A supporting architecture is required to generate interfaces automatically. This 
work has been developed using the blackboard architecture described in [15]. This 
blackboard acts as a middle layer between the environment and the applications, so the 
access to the physical devices is easier for the programmers. The architecture has also 
the capability of storing generic interface descriptions, which are employed for the 
generation of the mobile user interfaces. 
This blackboard stores entities that may be composed of properties, capabilities 
and relations with other entities.  It is based on an ontological model, so entities are 
realizations of the classes described in the ontology. Therefore, an entity will have also 
a type (that matches up with a class described in the ontology), a name (unique) and a 
domain (there is a domain’s hierarchy to facilitate the scalability of the system). 
On the other hand, we think control interfaces should be based on the actions that 
an element can perform. Since these actions are represented in the ontology as 
capabilities, the control interface is based on these capabilities. Even more, as 
capabilities might be composed of properties, each of these properties is responsible for 
the interface that will be shown to the user. 
Finally, in view of the different kinds of 2D Codes [16] and the nature of the 
information they will have to store, it seemed useful to choose an index oriented code 
but, given the absence of standards and the architecture that the system is based on, 
data oriented codes are preferable. More specifically, QR Codes are the selected ones 
since they are standard and, at the moment, they are free for use. There are also free 
generators2 and libraries for the capture and decode processes3. 
QR Codes can store the amount of information necessary to retrieve the entity 
from the blackboard. That is the “Full Name” of the entity, which is composed of three 
parts: the type, the name and the domain of the entity. From this “Full Name”, we can 
extract all the information from the blackboard and generate the interface 
automatically. 
From a development platform point of view, we have chosen Android. It is an 
open mobile system that is increasing its market share everyday and the devices that 
run it have the necessary hardware to execute the application. 
The implementation is divided into four parts or activities. Each of these four 
activities corresponds to an action that the user must participate on: system access, 
initial selection, QR Code scanning (capture and decode) and device controlling. 
We can classify these activities into two groups: static and dynamic. Both access 
and initial selection activities and QR scanning are static, namely they have always the 
same structure, elements (buttons, etc.) and perform the same task. On the other hand, 
the activity that presents the interface that allows the user to control the device is 
dynamic. It changes in execution time: it is different for different entities and, even for 
the same entity, it can change. A diagram of the activities of the application is shown in 
Figure 1. 
 
Figure 1. Activities diagram of the application 
Once the QR Code is scanned and decoded, the activity “Control Interface” starts. 
From the “Full Name” of the entity, extracted from the QR Code, the system is able to 
ask the blackboard for the representation information associated with that element. This 
information is stored in the blackboard as entities’ properties and also as capabilities’ 
properties, which are representation properties. 
Among these representation properties we find some that are used to store texts 
(such as the text that would be shown to identify the entity or the property, or even the 
text that would be shown depending on the status of the element), some others 
represents the object that would be shown (a button, slider, etc.) and others describe the 
picture that represents the element (the URL to the image, its size, position, etc.).  
In Figure 2 an example of the interface, generated for a lamp (a) and a dimmable 
lamp (b) is shown. The lamp represented in (a) has the capability “isSwitchable”, so it 
                                                          
2 http://qrcode.kaywa.com/ 
3 http://code.google.com/p/zxing/ 
has a button to turn it on and off. On image (b), there is a dimmable lamp control 
interface. This lamp is composed of a reading light and a halogen one, so it has two 
capabilities: “isSwitchable” and “isDimmable”, which are represented by a button and 
a slider, respectively. 
 
 
Figure 2. Screenshots of control interfaces for a lamp (a) and for a dimmable lamp (b) 
3. Evaluation 
To test our proposal, we have evaluated the system with external users. Two classical 
measurements to evaluate a system are effectiveness, number of correct attempts of a 
set, and efficacy, the length of time that a user takes to complete a task . Individual 
questionnaires are also used to evaluate subjective measurements, such as satisfaction 
or usefulness. 
3.1. Effectiveness 
The effectiveness of the system has been measured as the number of correct readings of 
QR Codes. We also wanted to study the relation between the size of the QR Code, the 
distance and the practical and aesthetic the QR Code was. 
The QR Codes used for the experiment were generated and printed in four sizes: 
XL, L, M and S, 8 cm., 5.4 cm., 4 cm. and 3.4 cm. wide respectively. Users had to 
capture each of them at three different distances: 100 cm., 50 cm. and 25 cm. To do 
that, each user was given five attempts to capture each QR Code from each distance. 
From the data collected we have prepared the graphics showed in Figure 5. They 
represent the histogram of the correct attempts for every size of the QR Codes for each 
distance. 
If we study each graphic, we conclude that the probability of doing a correct 
capture depends narrowly on the distance. The biggest QR Codes (XL) present higher 
rates in every distance than smaller ones (M and S), which only obtain good results 
(over 90% hit rate) for distances lower than 25 cm. 
As we said before, we wanted to find a well-balanced relation between the QR 
Code size, the distance, the correct attempt rate and the suitability. We understand the 
suitability as, on the one hand, aesthetics. The users’ satisfaction could be reduced if 
she had to mark all the elements in her environment with big tags. She could feel some 
kind of intromission from the system in her everyday environment. On the other hand, 
we consider suitability as the ratio between the size of the QR Code and the element. 




Figure 3. Histogram of correct attempts.  
Distance = 100 cm. 
Figure 4. Histogram of correct attempts.  
Distance = 50 cm. 
 
  
 Figure 5. Histogram of correct attempts.  
Distance = 25 cm. 
 
 
Although XL QR Codes offer higher hit rates on each distance; the aesthetics and 
suitability are not always the best. It is big enough to cause a visual impact on the 
decoration of the environment or to block up the element that it represents. The L size 
presents a good relation between size, distance, hit rate and suitability. It is big enough 
to offer good correct captures rates (better for distances under 50 cm.)  And it is 
suitable for most devices in an environment. S size should only be used in case of 
necessity. 
3.2. Efficacy 
Efficacy was measured in terms of the length of time the user took to perform these 
three tasks: 
 Turning on roof’s light 
 Changing the value of a dimmable light (higher intensity) 
 Visualize the photography of a person (people are also defined in the 
blackboard and, among their properties, they have a photography that can be 
represented) 
 
The average time needed to perform each task is represented in the graphic shown 
in Figure 6. 
 
Figure 6. Average time took to perform each task 
The variation in time that a task requires may be caused by the familiarity that the 
user could have with this kind of devices (smart phones) or applications. The reason 
why the great majority of the testers dedicated longer to perform the first task may be 
motivated by: on the one hand, it was the first time they used the application and they 
were not familiar with it. On the other hand, every time a user started the application, 
she had to authenticate in the system.  
Tasks 2 and 3 took shorter time, in general terms. This reduction in the performing 
time may be motivated by the fact that the users already knew the functionality of the 
application and also because instead of restarting the application to scan another QR 
Code, they selected the correct option to scan another code without restarting. 
3.3. Subjective Questionnaire 
After completing the attempts of capturing QR Codes and performing the three tasks, 
each user was asked to fill a subjective questionnaire where she had to answer a set of 
questions related to four topics: usefulness, ease of use, ease of learning and 
satisfaction. Each of these sections consisted of a set of questions (4 to 10) to be 
evaluated between 1 (fully disagreement) and 5 (fully agreement). 
With the data collected from the questionnaires, we elaborated the graphic in 
Figure 7. The graphic represents the average score given by users to each topic of the 
questionnaire. 
 
Figure 7. Average score for each questionnaire’ topic 
 Usefulness: The majority of users considered the system useful. Some 
questions of this section were asked to evaluate the feelings about the system, 
in terms of time saving and productivity improvement. Users felt a bit 
disappointed in these aspects, probably because of the fails in the scanning 
tasks or the necessity of rescanning the QR Codes each time. 
 Ease of use: Testers considered the system to not require a big effort to be 
understood, although a small tutorial or an instruction manual was appreciated. 
Besides some users seemed to be disappointed with the ability of the system 
to recover from a fail situation. 
 Ease of learning: Users considered easy to learn how to operate with the 
system. Once they were explained how the system worked, and because it was 
an almost identical task to control different devices, users did not have any 
problem to perform the tasks proposed.  
 Satisfaction: Users presented a high satisfaction rate with the system, feeling 
comfortable while using it. 
4. Conclusions 
In this article a system that generates ubiquitous user interfaces for Ambient 
Intelligence environments has been presented. These interfaces are intended to be used 
in mobile devices. 
Mobile devices (PDAs, smart phones, etc.) are actually popular among the society 
and, thanks to the continuous improvements in their technological capabilities, they are 
open to new market and research niches. On the other hand, Android seems to fit 
perfectly with this research because it is an open mobile platform that is becoming 
more popular everyday and, the devices that run this mobile operating system are 
equipped with advanced hardware parts, such as high resolution cameras, GPS, multi-
touch screens, etc. 
Our job is based on the “ubiquitous remote controller” metaphor. Thus, our idea is 
that a user could be able to control any element of the environment just by pointing at it 
with her smart phone. This system identifies the element that is being pointed at by the 
use of QR Codes. The interface is generated automatically from the information 
extracted from the QR Code and from the supporting architecture (the blackboard). In 
that sense, the blackboard has the capability of storing generic interface descriptions of 
the entities that compose it. 
Users, unfamiliar with the application, have evaluated the software prototype. The 
results we have obtained are acceptable, but they could be improved in future versions. 
One of the main topics that should be improved is efficacy (the system should be faster, 
error–free, etc.), so the satisfaction of the user might be improved as well. 
Finally, we consider that a system that generates ubiquitous user interfaces in an 
agile way and with an effective management seems to be suitable for controlling 
ambient intelligence environments. It will be able to be used anywhere, at any moment 
and by users without previous knowledge of each element of the environment. 
5. Future work 
The system is still in a first step of development and further research has to be carried 
out. From the data collected in the questionnaires we conclude that we have to effort on 
managing error sources and giving more feedback to the user: progress bars, 
informative messages, alerts, etc. but in a subtle way. It would be desirable to allow the 
user to configure the message detail and the amount of them that are prompted. 
On improving the effectiveness of the system we propose to add a cache memory 
of interfaces. This way, once the QR Code is scanned and decoded, this cache memory 
could store the interface so, if a user decides to interact with that element at any other 
moment, she would not have to rescan the code. This mechanism seems to be useful in 
home environments where users often control the same devices.  
We think there are several other possibilities to indicate the system the element we 
want to control, such as selecting from a list, writing the name of the element or by 
means of oral interaction. These new possibilities could improve the user experience 
although they should not distance from the metaphor of the ubiquitous controller. 
On the other hand, thanks to the fact that the system requires the user to 
authenticate, it could be possible to know who is using the interface at any moment. 
Therefore, we could adapt the interface to her preferences or special needs. The same 
QR Code and element should produce different interfaces depending on user needs and 
characteristics. This is a major subject of research that will have to be addressed in the 
short future. 
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