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1. Introduction 
One of the most important objectives of regional models 
is a high-resolution simulation of high-impact weather 
systems, which can be used for detailed studies and accurate 
predictions. High-impact weather systems are most 
significant phenomena in the atmosphere and sometimes 
cause huge disasters to human society. Understanding their 
mechanisms and structures is necessary for prediction and 
prevention/reduction of disasters. Most high-impact weather 
systems that cause heavy rainfalls and/or violent winds 
consist of cumulonimbus clouds and their organized systems. 
They are usually embedded within a larger weather system 
and occasionally have a multi-scale structure, ranging from 
cloud-scale to synoptic-scale systems. These weather 
systems in East Asia include the Baiu front, typhoons, and 
winter snowstorms associated with a cold-air outbreak.  
In order to perform simulations and numerical 
experiments of high-impact weather systems, we have been 
developing the cloud-resolving numerical model named 
CReSS. Since the multi-scale structure of the weather 
systems has a wide range of horizontal scales, a large 
computational domain and a very high-resolution grid to 
resolve individual classes of the multi-scale structure are 
necessary to simulate the evolution of the weather systems. 
In particular, an explicit calculation of cumulonimbus clouds 
is important for a quantitative simulation of precipitation 
associated with the high-impact weather. It is also required 
to formulate accurately cloud physical processes as well as 
the fluid dynamic and thermodynamic processes. For this 
type of computation, a large parallel computer with a huge 
memory is necessary. 
The purpose of the present-day research is to explicitly 
simulate clouds and their organized systems in a large 
domain (larger than 1000 x 1000 km) with resolved 
individual clouds using a very fine grid system (less than 1 
km horizontally). This will clarify a detailed structure of the 
high-impact weather systems and permits a more quantitative 
prediction of the associated precipitation. It will contribute to 
the accurate prediction of precipitation and the reduction of 
disasters caused by the high-impact weather systems. 
 
2. Brief description of CReSS 
The formulation of CReSS is based on the 
non-hydrostatic and compressible equation using 
terrain-following coordinates. Prognostic variables are 
3-dimensional velocity components, perturbations of 
pressure and potential temperature, water vapor mixing ratio, 
sub-grid scale turbulent kinetic energy (TKE), and cloud 
physical variables. A finite difference method is used for the 
spatial discretization. The horizontal domain is rectangular, 
and variables are set on a staggered grid: the Arakawa-C grid 
in the horizontal and the Lorenz grid in the vertical. For time 
integration, the mode-splitting technique (Klemp and 
Wilhelmson 1978) is used. Terms related to sound waves of 
the basic equation are integrated with a small time step, and 
other terms with a large time step.  
Cloud physical processes are formulated by a bulk 
method of cold rain, which is based on Lin et al. (1983), 
Cotton et al. (1986), Murakami (1990), Ikawa and Saito 
(1991), and Murakami et al. (1994). The bulk 
parameterization of cold rain considers water vapor, rain, 
cloud, ice, snow, and graupel. The microphysical processes 
implemented in the model are described in Fig.1. 
Parameterizations of the sub-grid scale eddy motions in 
CReSS are one-order closure of Smagorinsky (1963) or the 
1.5-order closure of turbulent kinetic energy (TKE). In the 
latter parameterization, the prognostic equation of TKE is 
used. All numerical experiments in this textbook use 
three-dimensional 1.5-order closure scheme. The surface 
process of CReSS is formulated by a bulk method, whose 
bulk coefficients are taken from Louis et al. (1981). 
Several types of initial and boundary conditions are 
available. For a numerical experiment, a horizontally 
uniform initial field provided by a sounding profile will be 
used with an initial disturbance of a thermal bubble or 
random temperature perturbation. The boundary conditions 
are one of the following types; rigid wall, periodic, zero 
normal-gradient, and wave-radiation types. 
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Fig.1: Diagram describing water substances and cloud microphysical processes 
in the bulk scheme of CReSS 
 
CReSS can be nested within a coarse-grid model for a 
prediction experiment. In such an experiment, the initial 
field is provided by interpolating grid-point values and the 
boundary condition is provided by the coarse-grid model. 
For a computation within a large domain, conformal map 
projections are available, which include the Lambert 
conformal projection, the polar stereographic projection, and 
the Mercator projection. 
For parallel computing of a large computation, CReSS 
provides two-dimensional domain decomposition in the 
horizontal direction (Fig.2). Parallel processing is performed 
using the Massage Passing Interface (MPI). 
Communications between individual processing elements 
(PEs) are performed by exchanging data of the two 
outermost grids. The OpenMP is also available. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2: Schematic representation of two-dimensional domain decomposition and the 
communication strategy for parallel computations using MPI. 
 
 
 
 
－ 28 －
-VD,·, VD,·g 
water vapor (q) 
NUA,-, 
" ~ NUF,1,NUC,1,NU/fc; ~ 
Mlle 
" 
Clis,CN,., 
cloud water (q) Cle, ~ cloud ice (q;,N1) SP,1,Sf>N,, 
Clq, 
Mlsr,SH,, 
CL,, 
snow (qs,Ns) Clsr, CJ..,g, CN,g, CN'v,g 
Fall .q,, Fall.N, 
Ml gr,SHg, 
rain water (q,.) 
Cl,r1,Cl:v,,,CLrs,Cl'",,,Cl rg.FR,g,Fl~rg 
Fall.q, 
FF 
3. Simulation of Tornado within a Supercell 
The supercell is highly three-dimensional and its 
horizontal scale is several tens of kilometers. A large domain 
in the order of 100~km is necessary to simulate a supercell 
using a cloud model. A tornado, on the other hand, has a 
horizontal scale of a few hundred meters. The simulation of 
the tornado requires fine horizontal grid spacing in the order 
of 100~m or less. In order to simulate a supercell and its 
associated tornado by a cloud model, a huge memory and 
high-speed CPU are crucial. 
Numerical experiments of a supercell thunderstorm using 
a cloud model have been performed during the past 20 years 
(Wilhelmson and Klemp, 1978; Weisman and Klemp, 1982, 
1984). Recently, Klemp and Rotunno (1983) attempted to 
increase the horizontal resolution to simulate the fine 
structure of a meso-scale cyclone within the supercell. An 
intense tornado occasionally occurs within a supercell 
thunderstorm. It is, however, more difficult to resolve a 
tornado. To overcome this difficulty, Wicker and 
Wilhelmson (1995) used an adaptive grid method, a 
two-way nesting technique, to simulate tornado genesis. 
Their grid spacing of the fine mesh was 120 m. Grasso and 
Cotton (1995) also used a two-way nesting procedure of a 
cloud model to simulate a tornadic vorticity. Nesting 
methods introduce complications of communication 
between the coarse-grid model and the fine-mesh model at 
the boundary. A cloud-resolving model does not require any 
nesting methods. We simulate both the supercell and the 
tornado using a uniform grid, therefore avoid any 
complication of the boundary communication. The 
computational domain of the present simulation is about 50 
x 50 km and the grid spacing is 100 m. The integration time 
is about 2 hours. 
The basic field is give by a sounding at Shionomisaki, 
Japan at 00 UTC, 24 September 1999. The initial 
perturbation is a warm thermal bubble placed near the 
surface, which can induce an initial convective cloud. One 
hour from the initial time, a quasi-stationary supercell is 
simulated by CReSS (Fig.3). The hook-shaped precipitation 
area and the bounded weak echo region (BWER), which are 
characteristic features of a supercell, are formed in the 
simulation. An intense updraft occurred along the surface 
flanking line. At the central part of BWER or of the updraft, 
a tornadic vortex was formed 90 minutes from the initial 
time. 
A close view shows closed contours in the central part of 
the vorticity. The diameter of the vortex is about 500 m and 
the maximum vorticity is about 0.1-1, similar to the observed 
tornado. The pressure perturbation also shows closed 
contours that correspond to those of the vorticity. This 
indicates that the flow in the vortex is in cyclostrophic 
balance. The vertical cross section of the vortex shows that 
the axis of the vorticity and the associated pressure 
perturbation is inclined to the left hand side and extends to a 
height of 2 km. At the center of the vortex, the downward 
extension of cloud is simulated.  
Though this is a preliminary result of a supercell and 
tornado, some characteristic features of the observation are 
successfully simulated. The important point of this 
simulation is that both the supercell and the tornado are 
simulated with the same grid size. The tornado is produced 
purely by the physical processes in the model. A detailed 
analysis of the simulation will provide us important 
information on tornado genesis within a supercell 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 Horizontal display at 600~m of the 
simulated supercell at 5400 seconds from the 
initial. Mixing ratio of rain (gray scales, g kg-1, 
vertical velocity (thick lines, m s-1, the surface 
potential temperature at 15m (thin lines, K) 
and horizontal velocity vectors. 
 
 
 
 
 
 
4. Typhoons and the associated heavy rainfall: T0418 
and T0423 
Typhoons develop by close interaction between a 
large-scale disturbance and embedded intense 
cumulonimbus clouds. The horizontal scale of typhoons 
ranges from several 100 km to a few 1000 km while that of 
the cumulonimbus clouds is an order of 10 km. Typhoons 
often bring a heavy rain and a strong wind. The heavy rain is 
usually localized in the eyewall and spiral rainbands which 
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develop within typhoons. Since cumulonimbus clouds are 
essentially important for typhoon development, the 
cloud-resolving model is necessary for a detailed numerical 
simulation of typhoons. 
Some typhoons usually attain Japan and its surroundings 
and cause severe disasters. In particular, ten typhoons landed 
over the main lands of Japan in 2004. In the present section, 
we show two simulation experiments of the typhoons. One 
is the typhoon T0418 which brought a very intense wind and 
caused huge disasters due to the strong wind. The other is 
the typhoon T0423 which brought heavy rainfalls and 
caused severe floods. 
Typhoon T0418 moved northwestward over the 
northwest Pacific Ocean and passed Okinawa Island on 5 
September 2004. Its center passed Nago City around 0930 
UTC, 5 September with the minimum sea level presser of 
924.4 hPa. When T0418 pass over Okinawa Island, double 
eyewalls were observed. This is a distinctive feature of the 
typhoon. T0418 was characterized by strong winds and 
caused huge disasters due to the strong winds over Japan. 
The main objectives of the simulation experiment of 
T0418 are to study the eyewall as well as spiral rainbands, 
and to examine structure of the strong wind associated with 
the typhoon around Okinawa Island. The simulation 
experiment of T0418 started from 0000 UTC, 5 September 
2004. The simulation experiment shows very detailed 
structure of the eye and the spiral rainbands (Fig.4). 
Individual cumulus clouds are resolved. They are simulated 
within the eyewall and along the spiral rainband. A weak 
precipitation forms around the central part of the eye. The 
maximum tangential velocity is present along the eyewall 
and at a height of 1 km. It is larger than 70 m -1. The 
high-resolution experiment shows detailed structure of the 
cloud and precipitation systems associated with the typhoon, 
and simulates the overall structure of the typhoon and its 
movement. 
Typhoon T0423 moved along the Okinawa Islands on 19 
October 2004 and landed over Shikoku Island on 20 October. 
In contrast to T0418, T0423 is characterized by heavy 
rainfall over Japan. Heavy rainfalls associated with T0423 
occurred in the eastern part of Kyushu, Shikoku, the east 
coast of the Kii Peninsula, and the Kinki District. They 
caused severe floods and disasters in these regions. 
The purpose of the simulation experiment of T0423 is to 
study process of the heavy rainfall.  At the initial time of 
1200 UTC, 19 October 2004, T0423 was located to the 
NNE of Okinawa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The movement of T0423 and the rainfall were 
successfully simulated. In the simulation, a northward 
moisture flux is large in the east side of the typhoon center. 
When the large moisture flux reaches to the Japanese Islands, 
heavy rainfalls occur along the Pacific Ocean side. The 
heavy rainfall moves eastward with the movement of the 
typhoon from Kyushu to Shikoku. When the typhoon 
reaches to the south of Shikoku, heavy rainfall begins in the 
Kinki District (the rectangle in Fig.5) and intensifies at 0630 
UTC, 20 October (Fig.5). The distribution and intensity of 
precipitation well correspond to those of the radar 
observation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4: Surface pressure (contour lines; hPa) and 
rainfall  intensity (color levels; mm hr-1) of the 
simulated Typhoon T0418 at  0830~UTC, 5 
September 2004. 
Fig.5: Same as Fig.4 but for the Typhoon T0423 
at 0630~UTC, 20 September 2004. Arrows are 
horizontal wind velocity at a height of 974 m and 
warmer colored arrows means moister air. The 
rectangle indicates the region of Fig. 6 
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The close view of northern Kinki shows that a large 
amount of solid precipitation is present around a height of 6 
km (Fig.¥ref{fig:T0423_small}). The heavy rainfall in the 
region forms below the large mixing ratio of the solid 
precipitation. The heavy rainfall along the Pacific Ocean side 
moved eastward, while that in the Kinki District lasted until 
12 UTC, 20 October. After the typhoon moved to the east of 
the Kinki District, the northeasterly was intensified 
significantly. Consequently, orographic rainfall formed in the 
northern Kinki District. As a result, the accumulated rainfall 
became a large amount and the severe flood occurred. 
 
5. Localized heavy rainfall 
Precipitation systems associated with the Baiu front 
occasionally show a multi-scale structure. The Baiu front 
extends zonally for several thousand kilometers while a 
localized heavy rainfall has a horizontal scale of a few 
hundred kilometers. To clarify the water circulation process 
and the role of each class of the multi-scale systems, we 
performed a simulation experiment of the heavy rainfall in a 
large domain and with a high resolution. The explicit 
representation of cumulonimbus clouds in the model is 
essentially important for accurate and quantitative simulation 
of the localized heavy rainfall.   
The localized heavy rainfall occurred in Niigata and 
Fukushima prefectures on 13 July 2004. Radar observation 
of the Japan Meteorological Agency (JMA) showed that an 
intense rainband extended zonally and maintained for more 
than 6 hours. The Baiu front was present to the north of 
Niigata and a sub-synoptic scale low (SSL) moved eastward 
along the Baiu front. 
The initial and boundary condition were provided by the 
JMA Regional Spectral Model (RSM). Initial time is 
1200~UTC, 12 July 2004. The simulation showed that the 
SSL moved eastward along the Baiu front.  
Figure 7 shows that the SSL reaches Japan at 0020~UTC, 
13 July 2004. Moist westerly wind is intense to the south of 
the SSL. Large precipitation extends to the east of the SSL. 
On the other hand, a very intense rainband forms to the 
south of the SSL. Enlarged display (Fig.8) of the rainband 
shows that it extends from the northern part of the Noto 
Peninsula and reaches Niigata with intensification. The 
rainband forms between the southwesterly and westerly 
winds at the low level. The rainband is composed of intense 
convective cells. It maintains until the SSL moves to the 
Pacific Ocean. The long time maintenance of the intense 
rainband results in the severe flood in Niigata Prefecture. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6: Mixing ratio of precipitation (color levels;g 
kg-1) and horizontal velocity (arrows) at a height of  
6142~m at  0630~UTC, 20 September 2004. 
Fig. 7: Surface pressure (contour lines; hPa) and rainfall 
intensity (color levels; mm hr-1) and horizontal velocity 
(arrows) at a height of 1610 m at 0020 UTC, 13 July 
2004. Warmer colored arrows mean moister air. The 
rectangle indicates the region of Fig. 8. 
Fi.8: Same as Fig.7 but for the region of the 
rectangle in Fig.7 and at a height of 436 m. 
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6. Summary 
High-impact weather systems occasionally cause huge 
disasters to human society owing to heavy rainfall and/or 
violent wind. They consist of cumulonimbus clouds and 
usually have a multi-scale structure. High-resolution 
simulations within a large domain are necessary for 
quantitatively accurate prediction of the weather systems and 
prevention/reduction of disasters. For the simulations, we 
have been developing a cloud-resolving model named the 
Cloud Resolving Storm Simulator (CReSS). The model is 
designed and optimized for a parallel computer. The purpose 
of the present research is high-resolution simulations of 
high-impact weather systems in a large calculation domain 
with resolving individual cumulonimbus clouds using the 
CReSS model. Characteristic high-impact weather systems 
in East Asia are the Baiu front, typhoons, and winter 
snowstorms. The present paper describes simulations of 
these significant weather systems. We have chosen for the 
case study of the Baiu front the Niigata-Fukushima heavy 
rainfall event on 13 July 2004. Typhoons for simulations are 
T0418 which caused a huge disaster due to strong wind, and 
T0423 which caused severe flood over the western Japan in 
2004. These experiments clarified both the overall structures 
of weather systems and individual clouds. The 
high-resolution simulations resolving individual clouds 
permit a more quantitative prediction of precipitation. They 
contribute to accurate prediction of wind and precipitation 
and to reduction of disasters caused by high-impact weather 
systems.  
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