We show that every unstable NIP theory admits a -definable linear quasi-order, over a finite set of parameters. In particular, if the theory is ω-categorical, then it interprets an infinite linear order. This partially answers a longstanding open question.
Introduction
A first order structure is NIP if every family of uniformly definable sets has finite VC-dimension. We like to think of NIP structures as being geometric, indeed the classical examples comprise algebraically closed fields (the domain of algebraic geometry), real closed fields (semi-algebraic geometry), the field Q p of p-adic numbers and algebraically closed valued fields (non-archimedean geometry). This class contains that of stable structures, for which we now have an extremely rich theory (see [She90] , [Pil96] ).
In his paper [She71] , Shelah introduced NIP theories and proved that any unstable NIP theory is SOP, that is admits a definable partial order with infinite chains. A longstanding open question asks whether this can be strengthened to an interpretable infinite linear order 1 . In this paper, we give a positive answer to a weaker form of this question: we find a -definable equivalence relation such that the quotient by it is infinite and linearly ordered: see Theorem 5.8. In the case of ω-categorical theories, we obtain a bona fide interpretable linear order.
In fact, we show slightly more. We define the distal dimension of a type as a variation on the dp-rank which only sees order-like dimensions. We show that this dimension precisely gives the number of independent linear orders that one can define on a type. In the last section, we also the define stable dimension as a counterpart to distal dimension.
There is an important difference between this result and Shelah's theorem, giving a partial order. The existence of a partial order is a purely non-structure result. Since partial orders can be arbitrarily complicated, it gives no positive information on the models of the theory. A linear order however is a much more constrained object. In fact, we hope that this theorem could open up a new perspective on NIP theories. It shows that NIP is a more structured world than was thought before and makes it reasonable to expect classification statements and analyses similar to those for stable (or superstable) theories, where linear orders would be explicitly present. Indeed we would like the linear orders to have similar role in NIP theories (or subclasses of it) as for instance strongly minimal sets play in the study of ω-stable structures. Isomorphism types of linear orders could replace dimensions of regular types (or rather complement them, since an NIP theory can have stable components). Of course, this still seems far away. A natural special case to initiate this program is the case of ω-categorical structures. This will be studied in future works, starting with [Sim18a] which deals with ω-categorical structures of thorn rank 1 and completely classifies the primitive ones.
Preliminaries
Throughout this paper, T is a complete first order theory in a language L. We let U be a monster model, which isκ-saturated andκ-strongly homogeneous for some large enoughκ. All sets of parameters considered have size smaller thatκ.
We use the notation φ 0 to mean ¬φ and φ 1 to mean φ. Letters such as a, b, c usually denote finite tuples of variables, whereas A, B, C denote small subsets of U .
The concatenation of two sequences I and J will be denoted I + J or I ⌢ J. The first notation is used for indiscernible sequences and the second one for concatenation of tuples or families of any kind.
Assumption: Throughout this paper, we assume that T is NIP.
Invariant types
By an A-invariant type, we mean a global type p which is invariant under automorphisms fixing A pointwise. If p(x) and q(y) are both A-invariant, we can define the type p(x) ⊗ q(y) whose restriction to any set B ⊇ A is tp(a, b/B), where b |= q|B and a |= p|Bb. It is also an A-invariant type. A Morley sequence of p over A is a sequence I = (a i : i ∈ I) such that for each i ∈ I, a i |= p|Aa <i . A Morley sequence of p over A is indiscernible over A and all Morley sequences of p over A indexed by the same order have the same type over A.
Two invariant types p(x) and q(y) commute if p(x) ⊗ q(y) = q(y) ⊗ p(x).

Indiscernible sequences
We set here some terminology concerning indiscernible sequences, that we copy from [Sim18b] .
Sequences (I i : i < α) are mutually indiscernible if each I i is indiscernible over I =i .
The EM-type of an indiscernible sequence I is the set {p n : n < ω}, where p n = tp(a 1 , . . . , a n ) for some/any elements a 1 < I · · · < I a n of I.
If I is an indiscernible sequence, we let op(I) denote the sequence I indexed in the opposite order. If I is an endless indiscernible sequence and T is NIP, let lim(I) denote the limit type of I: the global I-invariant type defined by φ(x) ∈ lim(I) if φ(I) is cofinal in I. Observe that if op(I 1 ) is a Morley sequence of lim(I) over I, then I + I 1 is indiscernible.
A cut c = (I 0 , I 1 ) of I is a pair of subsequences of I such that I 0 is an initial segment of I and I 1 the complementary final segment, i.e., I = I 0 + I 1 . If J is a sequence such that I 0 + J + I 1 is indiscernible, we say that J fills the cut c. To such a cut, we can associate two limit types: lim(I 0 ) and lim(op(I 1 )) (which are defined respectively if I 0 and op(I 1 ) have no last element). The cut (I 0 , I 1 ) is Dedekind if both I 0 and op(I 1 ) have infinite confinalities, in particular are not empty.
We now recall the important theorem about shrinking of indiscernibles and introduce a notation related to it (see e.g. [Sim15, Chapter 2]). Definition 2.1. A finite convex equivalence relation on I is an equivalence relation ∼ on I which has finitely many classes, all of which are convex subsets of I. Given A, I = (a t ) t∈I , φ(y 0 , . . . , y n−1 ; d) as above, we let T(I, φ) denote the number of equivalence classes in the coarsest ∼ φ given by the proposition. By compactness, the number T(I, φ) is bounded by an integer depending only on φ(y 0 , . . . , y n−1 ; z).
Proposition 2.2 (Shrinking of indiscernibles
If I ⊆ J are indiscernible sequences and A is any set of parameters, we write I A J if for every φ(y 0 , . . . ,
Intuitively, formulas with parameters in A do not alternate more on J than they do on I.
Note the following special cases:
• If I is indiscernible over A, then I A J simply means that J is A-indiscernible and contains I.
• If I is without endpoints, I A I 0 + I + I 1 is equivalent to the statement that I 0 is a Morley sequence in lim(op(I)) over I A and op(I 1 ) is a Morley sequence in lim(I) over AI I 0 .
Notice also that if I = (a i : i ∈ I) is indiscernible, where the indexing order I is dense, then given any I ⊆ J , we can find J = (a i : i ∈ J ) extending I such that I A J. This can be seen by a simple compactness argument. We can also build J explicitly as follows: for every cut c = (I 0 , I 1 ) of I, by density of I either I 0 has no last element or I 1 has no first element. Assume for example the latter. Let J c be a Morley sequence of lim(op(I 1 )) over everything constructed so far which is indexed by the subsequence of J which lies in the cut of I corresponding to c. Doing this iteratively for all cuts of I and adding all those sequences to I, we obtain J as required.
Dp-rank
The dp-rank will not be used in this paper, but we will define variations of it and hence it seems useful to recall its definition and some of its properties. Definition 2.3. Let π be a partial type over a set A, and let κ be a (finite or infinite) cardinal. We say dp-rk(π, A) < κ if for every family (I t : t < κ) of mutually indiscernible sequences over A and b |= π, there is t < κ such that I t is indiscernible over Ab.
If b ∈ U , then dp-rk(b/A) stands for dp-rk(tp(b/A), A).
A theory T is NIP if and only if we have dp-rk(π, A) < |T| + for every finitary type π.
The term rank used for dp-rank is misleading as the dp-rank is a cardinal and not an ordinal. (Strictly speaking, it is not a cardinal, since we only defined dp-rk(π, A) < κ and not dp-rk(π, A) = κ. This is due to a problem at limit cardinals: we can have say dp-rk(π, A) < ℵ 0 and yet dp-rk(π, A) ≥ n for each n < ω. Some authors write this as dp-rk(π, A) = ℵ − 0 .) The reason for it is historical: Shelah gave a more general definition of dp-ranks in [She14] , which were indeed ordinals. The definition we use now was extracted from that paper in [Usv09] and the name stayed. In the following sections, we will define two variations on the dp-rank, seeing either distal or stable components. We will call them dimensions instead of ranks.
Some properties of dp-rank in NIP theories (of unequal difficulties):
• If A ⊆ B and π is over A, then dp-rk(π, A) = dp-rk(π, B).
• Given π a partial type over A and let κ be any cardinal. Then we have dp-rk(π, A) < κ if and only if for any family (I t : t ∈ X) of sequences, mutually indiscernible over A and any b |= π, there is X 0 ⊆ X of size < κ such that (I t : t ∈ X \ X 0 ) are mutually indiscernible over Ab.
• (Additivity) Let a, b ∈ U , A a small set of parameters and κ 1 , κ 2 be two cardinals such that dp-rk(b/A) < κ 1 and dp-rk(a/Ab) < κ 2 , then dp-rk(a, b/A) < κ 1 + κ 2 − 1.
The first bullet is relatively straightforward. The second one is from [KOU13] , as well as the third, which follows from it. Proofs can be also found in [Sim15, Section 4].
Indiscernible sequences stable over a set
Recall that we assume T to be NIP.
In [Sim13] was introduced the idea that there are two minimal ways in which an indiscernible sequence I can fail to be indiscernible over a tuple a: either some formula φ(x; a) changes truth value at one cut of the sequence I, or there is an element b ∈ I such that some formula takes a different truth value on b, but removing b from I yields an indiscernible sequence over a. Distal theories are exactly those for which the second behavior never happens. The following fact from [Sim13] says that this second behavior cannot happen on a large subset of I. 
, there is a finite set I φ ⊆ I and a truth value t such that for every a 1 < · · · < a n in I \ I φ , |= φ t (a 1 , . . . , a n ).
Proof. The implications (4)→(3)→(2)→(1) are straightforward: (4) implies (3) as limit types are unaffected by removing finitely many points from a sequence, (2) is a special case of (3) and (1) a special case of (2). 
Proof. The implications (4)→(3)→(2)→(1) are as above. We show (1)→(4). Assume (1) and take the sequences J 0 i , J 1 i to be countable. Assume that (4) fails, as witnessed by some formula φ and indices i 1 > · · · > i k . For simplicity of notations, assume k = 2, (i 1 , i 2 ) = (1, 0) and φ = φ(x 1 , x 2 ). The general case is similar. Let t be the truth value of φ(a 1 , a 2 ) for some/any a 1 ∈ J 0 1 , a 2 ∈ J 0 0 . Then we can find an infinite I 1 ⊆ I 1 such that for all a ∈ I 1 , there is an infinite I 2 a ⊆ I 0 such that for all b ∈ I 2 a , we have ¬φ t (a, b).
By compactness, we can increase the sequences I 1 and I 0 and assume that I 1 and each I 2 a have size ≥ |T| + . As the sequence J 0 1 + J 1 1 is indiscernible over
Then the sequences J 0 1 + (a) + J 1 1 and J 0 0 + (b) + J 1 0 are mutually indiscernible. But this contradicts the construction of I 2 a . When the conditions in the last proposition are satisfied, we say that the family (I i : i < α) is mutually stable over A. Condition (1) shows that this notion does not depend on the ordering of the family. As previously, we extend this definition to arbitrary indexing orders using condition (1).
Distal dimension
Definition 4.1. Let A be any set of parameters, p a partial type over A and κ a cardinal. We say that dl-dim(p, A) < κ if we cannot find:
• a |= π;
• a family (I i : i < κ) of sequences mutually indiscernible over A, where
} is infinite and co-infinite in I i .
Lemma 4.2. If A ⊆ B and π(x) is a partial type over
Hence it makes sense to write dl-dim(π) to stand for dl-dim(π, A) for any A over which π is defined. (1) ⇒ (2): Assume we are given a family (I i : i < κ) of sequences mutually stable over A such that no I i is stable over Aa.
Adding the parameters of φ to the base and trimming the sequences gives a witness of dl-dim(π) ≥ κ.
(2) ⇒ (3): We could argue as in Proposition 6.4, but in fact this is easier. Assume that dl-dim(π, A) < κ. Let (I i : i < λ) be mutually stable over A and let a |= π. Build inductively endless sequences J k i , i < λ, k < 4, so that
is X ⊆ λ such that |X| < κ and for i ∈ λ \ X, the sequence I i is stable over A ′ a. 
Constructing linear orders Definition 5.1. A quintuple u = (π(x), I, J, φ; A) is good if:
• I = (a i : i ∈ I) and J = (b j : j ∈ J ) are infinite endless sequences of tuples and A is a small set of parameters, π(x) is a partial type over AI J;
• the sequence I + J is indiscernible over A;
• φ = φ(x; y) ∈ L(A) with x the same variable as that of π(x) and |y| = |a i | = |b j |;
• there is a |= π(x) such that for each i ∈ I, we have |= φ(a; a i ) and for each j ∈ J , we have |= ¬φ(a; b j ).
We will sometimes omit A from the notation if it is irrelevant.
We write (a, I, J, φ; A) for (tp(a/AI J), I, J, φ; A).
• I + J and I ′ + J ′ have the same EM-type over A.
• it is good;
• I and J are mutually indiscernible over Aa; •
• (a, b) ∈ R(u) if we cannot find an infinite endless sequence K such that both (a, I + K, J, φ; A) and (b, I, K + J, φ; A) are good.
Lemma 5.3. Let u be good, then E(u) and R(u) are -definable relations on p(u). The relation E(u) is an equivalence relation and R(u) is reflexive, transitive and E(u)-equivariant.
Proof. This follows at once from the definitions. 
If u is linear, then ¬R(u) is a type-definable strict quasi-order on p(u) and induces a linear order on the quotient of p(u) by E(u).
• 1 the sequences (I α + J α : α < µ) are mutually indiscernible over A; 
. This contradicts maximality of the initial family. From • 4 , we can deduce two seemingly stronger statements:
• We now show that • 3 holds. So let K 0 α , K 1 α , α < µ, and A ′ ⊇ A be given such that (I α + J α : α < µ) are mutually indiscernible over A ′ and (a, 
Finally, to enforce • 0 , add the condition that the family (φ α : α < µ) is chosen to be maximal within good family whose goodness is witnessed by (I α + J α : α < µ) where for all α < η, I α + J α has same EM-type as the given I 0 α + J 0 α . The proofs that • 3 and • 4 hold are unchanged: a failure of • 3 yields a larger good family which just adds a new sequence to (I α + J α : α < µ) without changing the previous ones. A failure of • 4 requires using • 3 for the different Proof. During this proof, all sequence are assumed to be indexed by Q. Let A µ = AI <µ J <µ and set p 0 (x) = tp(a/A µ ).
Step 0: Note that if some (b, I, J, ψ; B) is linear, then so is (b, I, J, ψ; B ′ ) for any B ′ ⊇ B for which this quintuple is good. To prove the proposition it suffices then to find A ′ ⊇ A such that the sequences (I α + J α : α < µ) are mutually indiscernible over A ′ and (a, I 0 , J 0 , φ 0 ; A ′ ) is linear. Indeed, having done this, properties • 1→4 still hold for A ′ replacing A (for • 4 , this is given by • ′ 4 ) and we can enforce • 5 as in the beginning of the proof of Lemma 5.5. We can then inductively increase A ′ to make each (a, I α , J α , φ α ; A ′ ) linear one after the other.
Step 1: Set φ = φ 0 and u = (a, I 0 , J 0 , φ 0 ; A). Let n be larger than the VCdimension of the formula φ(x; y). We show that one cannot find tuples a k |= p 0 , k < n and sequences K k α , α < µ, k < n − 1 such that:
⊠ 2 for each k = k ′ < n, the tuples a k and a k ′ are R(u)-inequivalent.
Assume for a contradiction that we are given such tuples and sequences. We show that for any σ permutation of n, we can find sequences K k 0,σ , k < n − 1 such that:
Why is this enough? Fix any σ a permutation of n, i < n and let e be an element of K i 0,σ (or J 0 if i = n − 1). Then we have |= φ(a j , e) ⇐⇒ σ(j) > i. This shows that the set {a 0 , . . . , a n−1 } is shattered by φ and contradicts the choice of n.
We now turn to the construction of K k 0,σ . For σ the identity, we can take
Assume that we have built those sequences for some value of σ. Let i < n − 1 and set τ = (i, i + 1) • σ. We show how to build the sequences K k 0,τ . First observe that the sequence
. Hence after replacing the sequences K k 0,σ by Morley sequences of their limit types, we can assume: To prove this, let us first consider the situation over the base Ab. The tuple (b, 
0,σ for i = j to obtain what we want. This finishes Step 1.
Step 2: Let n be maximal such that there are a k , k < n and sequences K k α , α < µ, k < n − 1 such that ⊠ 0−2 above hold and let such elements and sequences be given. 
so that A ′ = A ′′ a <n−1 . Work over A ′′ as base. By construction, the sequences in question are mutually indiscernible and we need to show that they remain mutually stable if we add the points a <n−1 to the base. This is essentially the same argument as in the proof of Step 1. We prove by induction that the sequences are mutually stable over a <k using • ′′ 4 at each step. We can assume that the previous claim is true with "mutually stable" replaced by "mutually indiscernible". There is then a point
it is also R(u)-incomparable with each a k , k < n − 1. In both cases, the sequence (a 0 , . . . , a n−2 , a ′ n−1 , a n ) along with K <n <µ contradicts the maximality of n.
Step 3: For 0 < α < µ, build inductively sequences K n−1
has the same type as (a, (I α , J α ) α<µ , A). Let σ be an automorphism sending the first tuple to the second. Then we can take σ(A ′ ) as the A ′ we need to finish the proof. Proof. Let a |= p. By the assumption that dl-dim(p) ≥ µ, we can find some u α = (a, I α , J α , φ α ; A) which are good and such that the sequences I α + J α are mutually indiscernible over A. Using then Lemma 5.5 and Proposition 5.7 and replacing A by A ′ there, we can assume that all the u α are linear. Let then q = tp(a/AI <µ J <µ ) and R α = R(u α ).
To see that the independence condition holds, let a α , b α |= q be given with
Replacing the sequences K α by Morley sequences of their limit types, we can assume that the sequences
A) are good. This proves both density and independence.
In the case where µ in the above theorem is finite, then we can modify this result to have A be finite, at the cost of weakening independence. This boils down to a simple compactness argument, which we will state after changing slightly the notions of minimality and linearity. • it is good;
• whenever a |= π(x) and L has the same EM-types as I over A,
Definition 5.10. Let u = (π(x), I, J, φ; A) be minimal 0 . We define the following binary relations on realizations of π(x):
• (a, b) ∈ E 0 (u) if for any endless sequence L of same EM-type as I over A, if φ(a; e) holds for all e ∈ L, then φ(b; e) holds for all e ∈ L;
• (a, b) ∈ R 0 (u) if we cannot find an endless sequence L of same EM-type as I over A such that both φ(a; e) and ¬φ(b; e) holds for all e ∈ L.
We have as previously that E 0 (u) is a -definable equivalence relation on realizations of π(x), that R 0 (u) is a -definable transitive, E 0 (u)-equivariant, relation. We say that u is linear 0 if R 0 (u) is a strict quasi-order relation.
The following properties follow at once from the definitions.
Lemma 5.11. Let u = (a, I, J, φ; A) be good and build
where I AI Ja I + I ′ and J AI Ja J ′ + J. Then: 
By compactness again, one can find a finite A 0 ⊆ A and formula θ(x) ∈ π(x) such that this also holds with A replaced by A 0 and π(x) replaced by θ(x).
We only state the result with finite bases for one order, to simplify the statement. The n-order version is below, stated under the ω-categorical assumption.
Theorem 5.13. Let T be NIP, unstable. Then there is a finite set A, a formula θ(x) over A and a relation R(x, y) -definable over A which defines a dense linear quasiorder on θ(x) with an infinite chain.
Proof. As T is unstable, the dl-dimension of x = x is at least 1 and we can find some good quintuple u = (a, I, J, φ; A). By Proposition 5.7, we can take u to be linear. By Lemma 5.11, we can assume that u is linear 0 . Then by Lemma 5.12, we get some u 0 = (θ(x), I, J, φ; A 0 ) which is linear 0 . Then R = R 0 (u 0 ) is as required.
Theorem 5.14. If the theory T is ω-categorical, NIP, dl-dim(x = x) ≥ n > 0, then there is a finite set A * , a type p(x) over A * and n A * -definable quasi-orders ≤ 1 , . . . , ≤ n on p, such that the structure (X; ≤ 1 , . . . , ≤ n ) contains an isomorphic copy of every finite structure (X 0 ; ≤ 1 , . . . , ≤ n ) equipped with n linear orders.
Proof. This is similar to Theorem 5.13 except that we start with n good quintuple u k = (a, I k , J k , φ; A), where (I k + J k : k < n) are mutually indiscernible over A. We can assume that those quintuple are linear 0 and Lemma 5.12 then gives us linear 0 quintuples u 0
is linear 0 and we define the order ≤ k to be given by the relation R(u 1 k ).
witnessed by the same sequences, and thus a < k b. The statement about universality therefore follows from the independence of the orders R(u k ).
Theories with no interpretable linear order
Having found a linear order, the natural next step would be to understand the induced structure on it. When the order is interpretable, this becomes an instance of the classical problem of studying NIP ordered structures. The dp-minimal case in particular has received some attention (see e.g. [Goo10] , [Sim11] ), though most results assume an ordered-group structure. The ω-categorical case is considered in [Sim18a] . However, we expect that more often than not, the order we constructed will be strictly -definable. It seems likely that one could actually take advantage of it as the non-definability limits the possibilities for the induced structure. We give an example of that here and leave further studies for later. We show that if the theory does not interpret any infinite linear order, then in some precise sense, the induced structure on the -definable quotient is weakly o-minimal.
We work in a general context not relying on the previous notations. Let D be a definable set over some A and S(x, y) a -definable relation over A such that S(x, y) → D(x) ∧ D(y) and S(x, y) is a strict quasi-order with infinite chains on D(x). Let E(x, y) be the -definable equivalence relation ¬S(x, y) ∧ ¬S(y, x). We can write S(x, y) = i<ω S i (x, y) such that:
Note that for all i < ω, we have:
Why? Assume that ¬S(x, z) and S(x, y) hold. Then as S is a linear order, we must have S(z, y), hence S 0 (z, y) holds. By the second bullet above, this implies ¬S 0 (y, z) and hence ¬S i (y, z).
In particular:
Then ≤ i is a transitive, reflexive relation and by ( ), for a, b ∈ D we have Proof. Let B be such that X is defined over B. The assumption implies that for all n < ω, we can find a 1 , b 1 , . . . , a n , b n ∈ D such that:
Consider the definable set F = {x ∈ D : (∀y ∈ X)x < 0 y ∨ y < 0 x}, that is the set of points strictly ≤ 0 -comparable to all points in X. Note that if x ∈ D is not E-equivalent to any point in X, then x ∈ F, since it will even be S-comparable to all points in X. For a ∈ F, let X(a) = {x ∈ X : a < 0 x}. Claim: The sets X(a), a ∈ F are linearly ordered by inclusion. Proof : Assume that a, b ∈ F are such that X(a) X(b) and let x ∈ X(a) \ X(b). We then have a < 0 x and ¬(b < 0 x). Since b is in F, we must have x < 0 b. If there is y ∈ X(b) \ X(a), then we have a < 0 x < 0 b < 0 y < 0 a and a < 0 a by transitivity of < 0 , which is absurd. We conclude that X(b) ⊆ X(a).
On F we can define the equivalence relation
By the assumptions on X, the quotient F/E X is infinite. It is also linearly ordered by a ≤ b ⇐⇒ X(a) ⊆ X(b), which finishes the proof.
Stable dimension
This section is independent of the rest of the paper. We define the natural counterpart to distal dimension. We only show basic properties and leave its in depth study for later. Throughout this section, we assume that T is NIP.
Definition 6.1. Let A be a set of parameters and π(x) a partial type over A. We say that st-dim(π, A) < κ if we cannot find the following:
• a tuple a |= π;
• sequences (I i : i < κ) and (J i : i < κ) with no endpoints such that (I i + J i : i < κ) are mutually indiscernible over Aa;
The following follows at once from the definitions.
Lemma 6.2. If dp-rk(π,
The base change lemma is slightly harder to prove than for dp-rank. 
Lemma 6.3. If A ⊆ B and π(x) is a partial type over
and (I ′ i + b ′ i + J ′ i : i < κ) are mutually indiscernible over B. This witnesses st-dim(π, B) ≥ κ.
We can now define st-dim(π) as being equal to st-dim(π, A) for some/any A over which π is defined. As usual, we define st-dim(a/A) as st-dim(tp(a/A)). Define J ′ 1 i similarly. Having done this for all i < κ, we see that the family
The argument is the same as for the analogous result for dp-rank from [KOU13] (also presented in [Sim15, Proposition 4.17]), so we will be brief. The case where κ is infinite is rather straightforward: If the conclusion of (3) fails, we can construct inductively a sequence (δ t : t < κ) of elements of λ and a sequence (∆ t : t < κ) of finite subsets of λ such that:
• the sequence I δ t is not indiscernible over {a} ∪ {I i : i ∈ ∆ t };
• the sets ∆ t ∪ {δ t }, t < κ, are pairwise disjoint.
Having obtained those sequences, we let B = A ∪ t<κ {I i : i ∈ ∆ t }. Then the sequences (I δ t : t < κ) are mutually indiscernible over B and mutually stable over Ba, but none is indiscernible over Ba, contradicting (2).
For κ = n + 1 finite, we prove the result by induction on λ. If λ ≤ n, then we can take X = λ. Assume that λ = n + k + 1 is finite. Proof. Let (I i : i < λ) be mutually indiscernible over A and mutually stable over Aab. We can find X 1 ⊆ λ, |X 1 | < κ 1 such that the sequences (I i : i ∈ λ \ X 1 ) are mutually indiscernible over Aa. Next, we find X 2 ⊆ λ, |X 2 | < κ 2 such that the sequences (I i : i ∈ λ \ (X 1 ∪ X 2 )) are mutually indiscernible over Aab. This shows that st-dim(a, b/A) < κ 1 + κ 2 − 1.
