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1. Introduction
Let Bn designate the braid group on n strings (Artin [1]). In 1936 Burau
[7] gave a matrix representation of Bn and in 1961 Gassner [8]
generalized Burau’s representation. B2 is infinite cyclic and hence is a linear
group. Gassner [8] and many authors since have shown that B3 is also a
linear group. But it has remained an open problem as to whether any other
braid groups are linear. In this paper we show that Bn is linear for all n by
proving
Theorem A. The Gassner representation of Bn is faithful for every n.
This is proved after using reductions of Magnus and Lipschutz which we
now explain. Let R be the kernel of the map of Bn onto the mapping class
group of the n-punctured sphere. (R is labelled Tn in 9 3.7, Theorem N9 of
Magnus, Karrass 6 Solitar [11].) In 1934, Magnus [10] showed that R
is a direct product of a free group Rn&1 of rank n&1 and the infinite cyclic
center of Bn . Using these results of Magnus, Lipschutz [9] showed that the
kernel of the Gassner representation of Bn is contained in Rn&1 , provided
that the Gassner representation of Bn&1 is faithful. Although it is not
needed here, Birman [6, Theorem 3.17] generalized Lipschutz’ Theorem
and showed that the kernel of the Gassner representation lies in the second
derived group of Rn&1. We will show that the Rn are faithfully represented
for all n, thereby inductively establishing the faithfulness of the Gassner
representation for all n. Specifically we prove
Theorem B. The image of Rn under the Gassner representation is a free
group of rank n freely generated by the image of the generators of Rn .
Let G(n, t) be the image of Rn in the Gassner representation. G(n, t) is
the group generated by the n_n matrices Mi=(ajk), i=1, ..., n where the
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entries ajk are in the ring of Laurent polynomials in n+1 indeterminates
x1 , ..., xn , t and are as follows:
ajk=1 if i= j=k
ajk=0 if j{k and j{i
ajk=xi if j=k and j>i
ajk=1&xk if j=i and k>i
ajk=txi if j=k and j<i
ajk=1&txk if j=i and k<i.
We have transposed the matrices used in Lipschutz [9]. Thus, for example,
in our notation G(3, t) is generated by
1 1&x2 1&x3 tx2 0 0
M1=\0 x1 0 + M2=\1&tx1 1 1&x3+0 0 x1 0 0 x2
tx3 0 0
M3=\ 0 tx3 0+1&tx1 1&tx2 1
This case n=3, corresponding to B4 , of G(n, t) is the first troublesome
case. The group G(2, t) is generated by
M1=\10
1&x2
x1 + , M2=\
tx2
1&tx1
0
1+
and is clearly a free group. For example, set x1=1, x2=&1, t=&1 (cf.
Lipschutz [9]).
Let M1 , ..., Mn denote the images of M1 , ..., Mn respectively in the
quotient group G(n, 1) of G(n, t). Thus M1=M1 and for i=2, ..., n we
define Ti by Mi=Mi Ti . (As observed by Tom Blyth, the Ti are the images
of the Mi upon setting x1=x2= } } } =xn=1.) For example, if n=3
x2 0 0 t 0 0
M2=M2 T2=M2(E2+tF2)=\1&x1 1 1&x3+ \1&t 1 0+0 0 x2 0 0 1
0 0 0 1 0 0
=M2 _\1 1 0++t \&1 0 0+& .0 0 0 0 0 0
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x3 0 0 t 0 0
M3=M3 T3=M3(E3+tF3)=\ 0 x3 0+ \ 0 t 0+1&x1 1&x2 1 1&t 1&t 1
0 0 0 1 0 0
=M3 _\0 0 0++t \ 0 1 0+& .1 1 1 &1 &1 0
For each i, Ei+Fi=I, E 2i =Ei , F
2
i =Fi , EiFi=Fi Ei=0, and T
k
i =Ei+t
kFi
for any integer k. Note also that for any of the indices i=2, ... n, Ti En=En
and T &1i En=En . The group generated by the Ti (i=2, ..., n) will be
denoted by T(n). (T(n) is a free abelian group of rank n&1, a fact which
will be apparent later.)
2. The Quotient Groups G(n, 1)
We assume henceforth that n is a fixed integer greater than one, and
v=(1&x1 , ..., 1&xn).
Let D(u) be the scalar matrix with u on the diagonal, and [*i v] the
n-square matrix whose i’th row is *i v.
Proposition. (i) vM=v for any M in G(n, 1).
(ii) If M is any element in G(n, 1), then M=D(u)+[*iv], where u
is a unit in Z[x\11 , ..., x
\1
n ] and  *i (1&xi)=1&u.
(iii) G(n, 1) is a free metabelian group of rank n with basis M1 , ..., Mn .
Proof. (i) It is a simple matter to verify that vMi=v for any generator
Mi (i=1, ..., n) of G(n, 1) and hence for all M in G(n, 1).
(ii) If M is a generator or an inverse of a generator of G(n, 1), the
result can be immediately checked. Having verified for words of length 1,
we use induction on the length of a word in G(n, 1). Suppose W1W2 is an
element of G(n, 1), where W1=D(u1)+[*iv],  *i (1&xi)=1&u1 and
W2=D(u2)+[$iv],  $i (1&xi)=1&u2 . Then using the part (i), we have
W1 W2=(D(u1)+[*iv])(D(u2)+[$i v])=D(u1)(D(u2)+[$iv])+[*i v]
=D(u1u2)+D(u1)[$iv]+[*i v].
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But  (u1$i+*i)(1&xi)=u1(1&u2)+(1&u1)=1&u1u2 . Thus the result
holds for W1W2 .
(iii) G(n, 1) is the restriction to inner automorphisms of the IA-
automorphisms of the free metabelian group as in Theorem 1 of [2].
Remarks. (1) The unit u associated with the generator M \1i is x
\1
i ,
and it is obvious that u{1 unless M is in the commutator subgroup of
G(n, 1). The map sending M to u is a homomorphism of G(n, 1) into the
units of Z[x\11 , ..., x
\1
n ].
(2) Part (i) is a consequence of (ii). It was stated first in order to
simplify slightly the proof of (ii).
(3) Condition (i) is the requirement for an invertible n_n matrix
over Z[x\11 , ..., x
\1
n ] to be an IA-automorphism of the free metabelian
group of rank n (Theorem 1 in [2]). Condition (ii) is a characterization of
those IA-automorphisms which are inner. Ultimately the proof of Theorem
B (and generalizations which may arise) will perhaps be best understood in
the context of automorphism. groups. See also [3] and [5].
3. The Freeness of G(n, t)
By amalgamating elements in the groups G(n, 1) and T(n), an element
of G(n, t) can be written as a reduced word of the form
Mi1 Ti1 } } } Mik Tik (*)
where the Mij are in G(n, 1) and the Tij are in T (n).
Obviously, the elements Mij of G(n, 1) as well as those of T(n) which
can occur in a reduced word of the form (*) are severely restricted (and my
original proof for n=3 depended on this). The only use we will make of
this fact is that the Mij cannot be in the commutator subgroup of G(n, 1).
Specifically, this means that the units u (associated with the Mij in the
Proposition) are never 1 for those Mij which occur in (*). This is strongly
used in the proof of Theorem C below, but I conjecture nonetheless that
the matrices in G(n, 1) and T(n) generate their free product (cf. [4]).
If one sets t=1, then each Tij becomes the identity and any element of
the form (*) lies in G(n, 1). To prove the freeness of G(n, t) it suffices to
show
vTi1 Mi2 } } } Tik {v
where Mi1 Ti1 } } } Mik Tik is one of the normal forms (*). If w=vTi1 Mi2 } } }
Tij&1=(w1 , ..., wn) and Mij=D(u)+[*iv], then wMij=uw+:v, where
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:= wi*i . Later we will require a slightly more detailed calculation of :,
but for now notice that :{0, since setting t=1 collapses w to v and
 (1&xi) *i=1&u which is not zero for any M occurring in a normal
form. Of course we already know from the Proposition that Mij cannot
map w into a multiple of v unless w is already such an element, but we wish
to keep track of w and uw+:v to establish that (uw+:v) Tij {v. In the
following we use a superscript tr for a column vector. Thus v(*1 , ..., *n)tr=
1&u, :=w(*1 , ..., *n)tr, and (uw+:v)(*1 , ..., *n)tr=u:+:(1&u)=:. The
form of w looks like
w=vTi1 Mi2 } } } Tij&1=(u$vTi1+vTi1(*$1 , ..., *$n)
trv) Ti2 Mi3 } } } Tij&1 .
Continuing in this manner and putting :j for :, we get
(uw+:v) Tij=( } } } ((:1 vTi1+:2 v) Ti2+:3v) Ti3 } } } +:j v) Tij
=:1vTi1 } } } Tij+:2 vTi2 } } } Tij+ } } } +:jvTij
Thus, if vTi1 Mi2 } } } Tik=v
:1 vTi1 } } } Tik+:2vTi2 } } } Tik+ } } } +:kvTik=v. (C1)
Hence to prove Theorem B, we need to establish
Theorem C. If equation (C1) holds, then (*) is not reduced.
The proof of Theorem C is given after Lemma 3 below. The first Lemma
is an observation concerning the coefficients :1 , ..., :k which occur in equa-
tion (C1). We already saw that each :i {0 and it is obvious that :1 is a unit.
Lemma 1. Aj=:1+:2+ } } } +:j {0 for any j. Moreover, each Aj is a
sum of a ( positive) unit in S=Z[x\11 , ..., x
\1
n ] plus an element in the ideal
generated by (t&1) of S[t, t&1]. In particular, a sum of Aj ’s is never zero.
Proof. If uj is the unit associated to Mij in (*), :1=uk uk&1 } } } u2 . Upon
setting t=1, :2=ukuk&1 } } } u3(1&u2). Hence :1+:2=ukuk&1 } } } u3 . After
setting t=1, :3=uk uk&1 } } } u4(1&u3). Thus :1+:2+:3=ukuk&1 } } } u4 .
Continuing in this manner, after setting t=1, we get :1+ } } } +:j=
uk uk&1 } } } uj+1. The lemma follows.
Recall that T(2) is the (free) abelian group generated by T2=( t1&t
0
1),
T(3) is the group generated by
t 0 0 t 0 0
T2=\1&t 1 0+ and T3=\ 0 t 0+ ,0 0 1 1&t 1&t 1
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T(4) is the group generated by
T2=\
t
1&t
0
0
0
1
0
0
0
0
1
0
0
0
0
1+ , T3=\
t
0
1&t
0
0
t
1&t
0
0
0
1
0
0
0
0
1+ and
T4=\
t
0
0
1&t
0
t
0
1&t
0
0
t
1&t
0
0
0
1+
etc. The following is a straightforward computation.
Lemma 2. Let m be any integer. Then for j=2, ..., n, the matrix T mj is
obtained from the matrix Tj by replacing each occurence of t by tm. Further,
T(n) is a free abelian group with T2 , ..., Tn a basis.
We next compute the terms vTi1 } } } Tik in equation (C1). By Lemma 2,
Ti1 } } } Tik=T
m2
2 T
m3
3 } } } T
mn
n for integers m2 , ..., mn . A matrix computation
gives
vT mnn =v+(t
mn&1)(xn&x1 , xn&x2 , ..., xn&xn&1 , 0).
To simplify notation, let us put a=mn , b=mn&1 , c=mn&2, ..., d=m2 .
Then
(vT an ) T
b
n&1=v+(t
a&1)(xn&x1 , xn&x2 , ..., xn&xn&1 , 0)
+(tb&1) ta(xn&1&x1 , xn&1&x2 , ..., xn&1&xn&2 , 0, 0).
Continuing in this manner, one obtains
Lemma 3.
vT m22 T
m3
3 } } } T
mn
n =v+(t
a&1)(xn&x1 , ..., xn&xn&1 , 0)
+(tb&1) ta(xn&1&x1 , ..., xn&1&xn&2 , 0, 0)
+(tc&1) tatb(xn&2&x1 , ..., xn&2&xn&3 , 0, 0, 0)
+ } } } +
+(td&1) tatb } } } td (x2&x1 , 0, ..., 0).
The notation we shall use in the following is
Tij=T
dj
2 } } } T
bj
n&1T
aj
n
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We are now ready to consider Theorem C. The first case k=1 states that
vTi1=v and this implies Ti1=I. The next case k=2 corresponds to
vTi1 Mi2 Ti2=v, which in the form (C1) becomes
:1vTi1Ti2+:2vTi2=v (1)
By Lemma 3, equation (1) implies :1+:2=1 together with the system of
n&1 equations
:1(ta1+a2&1)+:2(ta2&1)=0
:1(tb1+b2&1) ta1+a2+:2(tb2&1) ta2=0 (2)
b
Consider the first equation in (2) and rewrite it as
(:1+:2)(ta2&1)+:1ta2(ta1&1)=0 (3)
Write (tai&1)=(t&1) Pi , where Pi is either 1+t+ } } } +tai&1,
&t&1(1+t&1+ } } } +tai+1), or 0 depending on whether ai is positive,
negative, or zero respectively. After first factoring out (t&1), substitute
t=1 into equation (3). We get modulo (t&1),
a2(:1+:2)+a1:1=0 (4)
or
(a1+a2) :1+a2 :2=0. (5)
There are equations similar to (4) and (5) for each equation in (2), that
is for each generator of T(n). Just replace ai by bi in (4), replace ai by ci
in (4), etc. Thus, corresponding to the n&1 equations of the system (2) are
n&1 equations of the forms (4) and also (5). The proof of Theorem C that
follows is based on the forms (5). However a completely different proof can
be based on the equations (4) in conjunction with Lemma 1. Before con-
tinuing, it is convenient to write down the equations for the general case.
:1 vTi1 } } } Tik+:2vTi2 } } } Tik+ } } } +:kvTik=v (C1)
By Lemma 3, this leads to the equation :1+:2+ } } } :k=1 together with
the system of n&1 equations
:1(ta1+ } } } +ak&1)+:2(ta2+ } } } +ak&1)+ } } } +:k(tak&1)=0
:1(tb1+ } } } +bk&1) ta1+ } } } +ak+ } } } +:k(tbk&1) tak=0 (6)
b
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Again we consider the first of these n&1 equations and rewrite it as
(:1+:2+ } } } +:k)(tak&1)+(:1+:2+ } } } +:k&1) tak(tak&1&1)
+ } } } +:1 tak+ } } } +a2(ta1&1)=0 (7)
Again first factor out (t&1) and then substitute t=1 into equation (7). We
get modulo t&1
ak(:1+ } } } +:k)+ak&1(:1+ } } } +:k&1)+ } } } +a1 :1=0 (8)
or
(a1+ } } } +ak) :1+(a2+ } } } +ak) :2+ } } } +ak:k=0 (9)
Our proof is based on the equations (9), but instead of these n&1 equa-
tions, we will make use of (n&1) k equations of the form (9) for a given k.
To derive these, first observe that if there is a relation
Mi1Ti1Mi2Ti2 } } } Tik=1
which leads to (C1), then by setting all xi=1 we get Ti1 Ti2 } } } Tik=1. (Part
of our assumption that (*) is not reduced will be used shortly in the form
that for each j, Tij {1. The other part that Mij {1 will be used in the
assumption that all the coefficients :1&1, :2 , ..., :k in (C1) are non-zero.
We already observed that :2 , ..., :k are non-zero modulo (t&1). To see
that :1 {1, observe that Mi1Mi2 } } } Mik=1 in the above relation (set t=1)
and hence :1=u&11 , where u1 {1 is the unit associated with Mi1 .)
We now observe that (C1) gives rise to k different equations. For
example, if k=2, we have
:1 v+:2 vTi2=v
a1 vTi1+:2v=vTi1
or, setting ;=:1&1,
;v+:2vTi2=0
;vTi1+:2v=0
Similarly, if k=3, we have (in this case Ti1Ti2Ti3=1)
;v+:2vTi2Ti3+:3 vTi3=0
;vTi1+:2v+:3 vTi1Ti3=0 (10)
;vTi1Ti2+:2vTi2+:3v=0
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Each of these equations gives rise to n&1 equations similar to (6). For
example, the first of these n&1 equations for each of the equations in (10)
are
:2(ta2+a3&1)+:3(ta3&1)=0
;(ta1&1)+:3(ta1+a3&1)=0
;(ta1+a2&1)+:2(ta2&1)=0
Each of these in turn gives rise to an equation of the form (8), namely
a2(;+:2)+a1;=0
a3:3+a1(;+:3)=0
a3(:2+:3)+a2 :2=0
or equivalently, corresponding to (9), we have the system
(a1+a2) ;+a2:2=0
a1;+(a1+a3) :3=0 (11)
(a2+a3) :2+a3 :3=0
Following is the matrix of coefficients of (11) for the cases k=2, 3 and 4.
The rows of the matrix are reordered so that the ai are on the diagonal.
k=2 k=3
a1 0 a1+a3
\a10
0
a2+ \a1+a2 a2 0 +0 a2+a3 a3
k=4
\
a1
a1+a2
a1+a2+a3
0
0
a2
a2+a3
a2+a3+a4
a1+a3+a4
0
a3
a3+a4
a1+a4
a1+a2+a4
0
a4 +
For a fixed k, each matrix which we call A, represents k equations in-
volving :1&1, :2 , :3 , ..., :k . Furthermore, there are n&1 such matrices,
one for each generator of T(n). Thus, by replacing ai by bi (i=1, ..., k)
everywhere in A, we have another matrix B representing k further equa-
tions which the :1&1, :2 , ..., :k satisfy. Similarly we can form the matrices
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C, ..., D. We shall show that these (n&1) k equations forces the :1&1,
:2 , ..., :k to be zero.
Start with the matrix A. Since each Tij {1, for every j=1, ..., k, at least
one of the exponents aj , bj , cj , ..., dj is different from zero. If aj {0, leave
the j th row of A as is. If aj=0 but bj {0, replace the j th row of A by the
jth row of B. If aj=bj=0, but cj {0, replace the j th row of A by j th row
of C, etc. If the upper k&1_k&1 submatrix has rank k&1, then the
resulting matrix T has rank k. To see this, assume the upper left
k&1_k&1 submatrix of T has rank k&1. By elementary row operations,
the first k&1 rows of T can be transformed into
1 0 } } } 0 l1
\0 1 } } } 0 l2 + .. . . b0 1 lk&1
In particular, ;+l1:k=0 and for each 1{i{k, :i+li:k=0. Because of
the form of ;, :i and :k , the only possible value for li is \1 or 0. If some
of the lj are zero so that :j=0, then the corresponding Mij=1 and hence
(*) is not reduced. Assume therefore that for each i, li is 1 or &1. This
means that if :i=Vi (1&ui), where Vi is a unit, then Vi (1&ui)\
(1&uk)=0. This implies each ui is either uk or u&1k which means that all
the Mij are equal to each other or to their inverses. Again this implies that
(*) is not reduced. Thus we cannot have a non-trivial solution for the :i
and must have all li=0. The k th row of T has been chosen to be non-zero
in the (k, k) entry and thus T has rank k. This completes the proof of
Theorem C.
Remarks. (1) A much simpler inductive proof of Theorem C as
follows: In the above matrix labelled T, use the non-zero (k, k) entry to
change the other entries in the kth column to zeros. The resulting
(k&1)_(k&1) upper left submatrix represents a linear system for
:1 , ..., :k&1 . These are the same :1 , ..., :k&1 as in equation (C1) of the
previous case apart from the unit factor uk . Hence, by induction, we can
conclude these are no solutions if each Tij {1.
(2) The following is the most general and yet perhaps the simplest
proof of Theorem B. Instead of showing that Mi1Ti1Mi2Ti2 } } } Tik {I, we
need more generally that
Mi1Ti1Mi2Ti2 } } } Tik {*I (12)
for any scalar *. In particular, we are interested in the case where * is a
unit in Z[x\11 , ..., x
\1
n ]. The induction is on the number of T terms. Before
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beginning, notice that if one has shown that (12) does not hold for say
k=2, then it follows that Mi1Ti1Mi2Ti2{*Ti1Ti2 since equality would mean
Mi1Ti1Mi2T
&1
i1 =*I, an equation involving two T-terms.
What follows is the proof for k=3. By assumption, we have already
shown that vTi1Mi2Ti2{*v for any *, Ti1 {I{Ti2 and Mi2 {I. This implies
that the system of equations one gets from
:1 vTi1Ti2+:2vTi2=*vTi1Ti2
has no solutions. Now for k=3, suppose
Mi1Ti1Mi2Ti2Mi3Ti3=I
so that Ti1Ti2Ti3=I. Then
(:1vTi1Ti2+:2 vTi2) Mi3Ti3=v
or
u3(:1 vTi1Ti2+:2vTi2)+:3 v=vTi1Ti2
or
:1 vTi1Ti2+:2vTi2+u
&1
3 :3 v=u
&1
3 vTi1Ti2 .
This gives precisely the same system of equations involving the
(tai&1), (tbi&1), ... as in the previous case k=2 (where *=u&13 )!
To prepare for the next case k=4, one need only observe that for
general Ti1 , Ti2 , Ti3 (i.e. Ti1 Ti2 Ti3 {I ), one automatically has that the
system of equations
:1 vTi1Ti2Ti3+:2vTi2Ti3+:3vTi3=*v
has no solution.
For the case where the Mij are not in the commutator subgroup (as for
example in the application to the braid groups), this is perhaps the simplest
proof. The above induction step is also valid even if the Mij are allowed in
the commutator subgroup, but in this case the start of the induction pro-
cess breaks down because vTM=vT does have non-trivial solutions if M
is allowed in the commutator subgroup. (See remark 3 below.)
(3) Apart from a unit factor, the :i are each of the form
1&ui+(t&1) f, where ui is a unit different from 1 in Z[x\11 , ..., x
\
n ] and
f is a polynomial, possibly zero, involving xj&xl and t\1. The Tij can be
any elements of T(n), but the proof of Theorem C given or that suggested
in the remarks do not work if the Mij are allowed to be in the commutator
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subgroup of G(n, 1) and thus the corresponding unit uj=1. In fact,
Abramenko and Mu ller have shown that the matrices G(n, 1) and T (n) do
not generate their free product.
4. Concluding Remarks
Many interesting questions about the groups G(n, t) remain, as do ques-
tions concerning the more general groups generated by G(n, 1) and T.
Several of these have been raised in a widely circulated preprint [4], which
was written as an announcement of Theorem A. In the future we hope to
publish a revised version of this preprint in a suitable venue such as the
proceedings of a conference.
Finally, may I take this opportunity to express my gratitude to Queen
Mary and Westfield College, where much of the research for this paper was
done during my Sabbatical in Fall 1990.
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