Abstract. Let Q be a finite quiver without oriented cycles, and let Λ be the associated preprojective algebra. We construct many Frobenius subcategories of mod(Λ), which yield categorifications of large classes of cluster algebras. This includes all acyclic cluster algebras. We show that all cluster monomials can be realized as elements of the dual of Lusztig's semicanonical basis of a universal enveloping algebra U (n), where n is a maximal nilpotent subalgebra of the symmetric Kac-Moody Lie algebra g associated to the quiver Q.
The topics (i) and (iii) are closely related. The numerous connections have been studied by many authors. Let us just mention Lusztig's work on canonical bases of quantum groups, and Ringel's Hall algebra approach to quantum groups. An important link between (ii) and (iii), due to Lusztig [43, 44] and Kashiwara and Saito [39] is that the elements of the (semi)canonical basis are naturally parametrized by the irreducible components of the varieties of nilpotent representations of a preprojective algebra.
Cluster algebras were invented by Fomin and Zelevinsky [7, 16, 17] , with the aim of providing a new algebraic and combinatorial setting for canonical bases and total positivity. One important breakthrough was the insight that the class of acyclic cluster algebras with a skew-symmetric exchange matrix can be categorified using the so-called cluster categories. Cluster categories were introduced by Buan, Marsh, Reineke, Reiten and Todorov [10] . In a series of papers by some of these authors and also by Caldero and Keller [13, 14] , it was established that cluster categories have all necessary properties to provide the mentioned categorification. We refer to the nice overview article [11] for more details on the development of this beautiful theory which established a strong connection between the topics (i), (iv) and (v).
In [25] we showed that the representation theory of preprojective algebras Λ of Dynkin type (i.e. type A, D or E) is also closely related to cluster algebras. We proved that mod(Λ) can be regarded as a categorification of the cluster structure on the algebra U (n) * ∼ = C [N ] . Here N is a maximal unipotent subgroup of a complex Lie group of the same type as Λ and n is its Lie algebra. This cluster algebra is in general not acyclic. By means of this categorification, we were able to prove that all the cluster monomials of C[N ] belong to the dual of Lusztig's semicanonical basis of U (n).
In this article, we consider preprojective algebras Λ which are not of Dynkin type. In contrast to the Dynkin case, these algebras are infinite-dimensional, and not much is known about their representation theory. The category nil(Λ) of all finite-dimensional nilpotent representations of Λ is obviously too large to be related to a cluster algebra of finite rank. Moreover, it does not have projective or injective objects, and it lacks an Auslander-Reiten translation. However, we give a general procedure to construct certain explicit Frobenius subcategories C of nil(Λ) such that the corresponding stable category C is a Calabi-Yau category of dimension two. Each such category C comes with a maximal rigid module described combinatorially, and it can be seen as a categorification of a cluster algebra A(C) which in general is not acyclic. These algebras A(C) have a natural geometric realization as certain subalgebras of U (n) * , where n is now a maximal nilpotent subalgebra of the Kac-Moody algebra with the same type as Λ, and we show that again all the cluster monomials belong to the dual of Lusztig's semicanonical basis of U (n). (In a forthcoming publication, we plan to explain how these cluster algebras are related to coordinate rings of Schubert cells in the flag variety of the corresponding Kac-Moody group.) As a very particular case, we obtain in this way a new categorification of every acyclic cluster algebra (with a skew-symmetric exchange matrix).
We note that our construction works equally well in the Dynkin case and gives new results even in this setting. Some of these examples of Frobenius subcategories are studied in detail using another approach in [26] , in relation with homogeneous coordinate rings of partial flag varieties.
There is some related recent work by Buan, Iyama, Reiten and Scott [12] . Using entirely different methods, they also construct Calabi-Yau subcategories of nil(Λ) and show that these provide categorifications of cluster algebras. In contrast to their work, we focus mainly on subcategories where a description of a maximal rigid object T and of the quiver Γ T of End Λ (T ) is available, and where we can establish a direct connection to the theory of (dual)(semi)canonical bases associated to enveloping algebras of Kac-Moody Lie algebras.
In the rest of the introduction we explain our results in more detail.
Preprojective algebras.
Throughout, let Q be a finite quiver without oriented cycles, and let Λ = Λ Q = KQ/(c) be the associated preprojective algebra. We assume that Q is connected and has vertices {1, . . . , n} with n at least two. Here K is an algebraically closed field, KQ is the path algebra of the double quiver Q of Q which is obtained from Q by adding to each arrow a : i → j in Q an arrow a * : j → i pointing in the opposite direction, and (c) is the ideal generated by the element c = a∈Q 1 (a * a − aa * )
where Q 1 is the set of arrows of Q. Clearly, the path algebra KQ is a subalgebra of Λ. By
we denote the corresponding restriction functor.
Terminal modules.
Let τ = τ Q be the Auslander-Reiten translation of KQ, and let I 1 , . . . , I n be the indecomposable injective KQ-modules. A KQ-module M is called preinjective if M is isomorphic to a direct sum of modules of the form τ j (I i ) where j ≥ 0 and 1 ≤ i ≤ n. There is the dual notion of a preprojective module.
A KQ-module M = M 1 ⊕ · · · ⊕ M r with M i indecomposable and M i ∼ = M j for all i = j is called a terminal KQ-module if the following hold:
(i) M is preinjective; (ii) If X is an indecomposable KQ-module with Hom KQ (M, X) = 0, then X ∈ add(M ); (iii) I i ∈ add(M ) for all indecomposable injective KQ-modules I i .
In other words, the indecomposable summands of M are the vertices of a subgraph of the preinjective component of the Auslander-Reiten quiver of Q which is closed under successor. We define t i (M ) := max{j ≥ 0 | τ j (I i ) ∈ add(M ) \ {0}}.
Construction of Frobenius subcategories.
Let M be a terminal KQ-module, and let
Q (add(M )) be the subcategory of all Λ-modules X with π Q (X) ∈ add(M ).
Note that π Q usually maps indecomposable Λ-modules to decomposable KQ-modules. The subcategory add(M ) is a rather confined part of mod(KQ). For example, no homomorphism "leaves" add(M ). Thus, if a homomorphism f : X → Z in add(M ) factors through a module Y , then Y is also in add(M ). This is no longer true for C M , see for example Figure 4 in Section 9. Part (i) and (ii) of Theorem 1.1 are proved in Section 6. Based on results in Section 5, Part (iii) is shown in Section 9.
1.7. The cluster algebra A(C M , T ). We refer to [18] for an excellent survey on cluster algebras. Here we only recall the main definitions and introduce a cluster algebra A(C M , T ) associated to a terminal KQ-module M and any C M -maximal rigid module T .
If B = (b ij ) is any r × (r − n)-matrix with integer entries, then the principal part B of B is obtained from B by deleting the last n rows. Given some k ∈ [1, r − n] define a new r × (r − n)-matrix µ k ( B) = (b ′ ij ) by
where i ∈ [1, r] and j ∈ [1, r − n]. One calls µ k ( B) a mutation of B. If B is an integer matrix whose principal part is skew-symmetric, then it is easy to check that µ k ( B) is also an integer matrix with skew-symmetric principal part. In this case, Fomin and Zelevinsky define a cluster algebra A( B) as follows. Let F = C(y 1 , . . . , y r ) be the field of rational functions in r commuting variables y = (y 1 , . . . , y r ). One calls (y, B) the initial seed of A( B). For 1 ≤ k ≤ r − n define
The pair (µ k (y), µ k ( B)), where µ k (y) is obtained from y by replacing y k by y * k , is the mutation in direction k of the seed (y, B). Now one can iterate this process of mutation and obtain inductively a set of seeds. Each seed consists of an r-tuple of elements of F called a cluster and of a matrix called the exchange matrix. The elements of a cluster are its cluster variables. A seed has r − n neighbours obtained by mutation in direction 1 ≤ k ≤ r − n. One does not mutate the last n elements of a cluster, they serve as "coefficients" and belong to every cluster. The cluster algebra A( B) is by definition the subalgebra of F generated by the set of all cluster variables appearing in all seeds obtained by iterated mutation starting with the initial seed.
Let A( B) be the stable cluster algebra of A( B), which is obtained from A( B) by specializing the coefficient variables y r−n+1 , . . . , y r to 1.
It is often convenient to define a cluster algebra using an oriented graph, as follows. Let Γ be a quiver without loops or 2-cycles with vertices {1, . . . , r}. We can define an r × r-matrix B(Γ) = (b ij ) by setting
Let B(Γ) • be the r × (r − n)-matrix obtained by deleting the last n columns of B(Γ). The principal part of B(Γ) • is skew-symmetric, hence this yields a cluster algebra A(B(Γ) • ).
We apply this procedure to our subcategory C M . Let T = T 1 ⊕ · · · ⊕ T r be a basic C M -maximal rigid Λ-module with T i indecomposable for all i. Without loss of generality assume that T r−n+1 , . . . , T r are C M -projective. By Γ T we denote the quiver of the algebra End Λ (T ). We define the cluster algebra
• ).
Mutation of rigid modules. Set B(T ) = B(Γ
there is a short exact sequence
where f is a minimal left add(T /T k )-approximation of T k , i.e. the map Hom Λ (f, T ) is surjective, and every morphism h with hf = f is an isomorphism. Set
There is also a short exact sequence
where g is now a minimal right add(T /T k )-approximation of T k .
It turns out that the quivers of the endomorphism algebras End Λ (T ) and End Λ (µ T k (T )) are related via Fomin and Zelevinsky's mutation rule:
The proof can be found in Section 12.
1.9. The dual semicanonical basis. We recall the definition of the dual semicanonical basis and its multiplicative properties, following [43, 44, 21, 24] From now on, assume that K = C. Let Λ d be the affine variety of nilpotent Λ-modules with dimension vector d ∈ N n . For a module X ∈ Λ d and an m-tuple i = (i 1 , . . . , i m ) with 1 ≤ i j ≤ n for all j, let F i,X denote the projective variety of composition series of X of type i. Let d i : Λ d → C be the map which sends X ∈ Λ d to χ(F i,X ), the topological Euler characteristic of F i,X . Let M d be the C-vector space spanned by the maps d i and set
Lusztig [43, 44] has introduced a "convolution product" * :
. . , j l ) is the concatenation of i and j. He proved that M equipped with this product is isomorphic to the enveloping algebra U (n) of the maximal nilpotent subalgebra n of the Kac-Moody Lie algebra g associated to Q.
Since U (n) is a cocommutative Hopf algebra, the graded dual
is a commutative C-algebra. (It is isomorphic to the coordinate algebra of a maximal unipotent subgroup of the Kac-Moody group attached to g, see [42] .) For X ∈ Λ d we have
In [24] a more complicated formula is given, expressing δ X δ Y as a linear combination of δ Z where Z runs over all possible middle terms of a non-split exact sequence with end terms X and Y .
If X ∈ U we say that X is a generic point of Z. Define ρ Z := δ X for some X ∈ U . By [43, 44] ,
is a basis of M * , the dual of Lusztig's semicanonical basis S of M. In case X is a rigid Λ-module, the orbit of X in Λ d is open, its closure is an irreducible component Z, and δ X = ρ Z belongs to S * .
1.10. Geometric realization of A(C M , T ). Let T (C M ) be the graph with vertices the isomorphism classes of basic C M -maximal rigid Λ-modules and with edges given by muta-
If we identify the two algebras
are identified to the r-tuples δ(R) = (δ R 1 , . . . , δ Rr ), where R runs over the vertices of the graph T (C M , T ). Moreover, all cluster monomials belong to the dual semicanonical basis
The proof relying on Theorem 1.4 and the multiplication formula of [24] is given in Section 13.
In order to give a more complete description of the cluster algebra R(C M , T ) it is helpful to produce a simple initial seed. For that, we explicitly describe a basic C M -maximal rigid Λ-module T ∨ M such that the quiver Γ T ∨ M is isomorphic to Γ T M (but the location of the coefficients changed) and whose indecomposable direct summands all have a simple socle. It turns out that
has an initial seed consisting of explicit generalized minors. This is done in Corollary 5.4, Lemma 5.7, Lemma 6.2 and Proposition 13.2.
We conjecture that the graph T (C M ) is connected. This would imply that for all
and that the clusters are in natural one-to-one correspondence with the basic C M -complete rigid modules.
Which cluster algebras did we categorify?
The reader who is not familiar with representation theory of quivers will ask which cluster algebras are now categorified by our approach. We explain this in purely combinatorial terms.
1.11.1. As before, let Q = (Q 0 , Q 1 , s, t) be a finite quiver without oriented cycles. Here Q 0 = {1, . . . , n} denotes the set of vertices and Q 1 the set of arrows of Q. An arrow a ∈ Q 1 starts in a vertex s(a) and terminates in a vertex t(a). Let Q op be the opposite quiver of Q. This is obtained from Q by just reversing the direction of all arrows.
Assume that Q is not a Dynkin quiver. Then the preinjective component I Q of the Auslander-Reiten quiver of KQ can be identified with the translation quiver N − Q op which is defined as follows. The vertices of N − Q op are (i, z) with 1 ≤ i ≤ n and z ∈ N − = {· · · , −3, −2, −1, 0}. For each arrow a * : j → i in Q op there are arrows (a * , z) : (j, z) → (i, z) and (a, z) : (i, z − 1) → (j, z) for all z ∈ N − . Let τ (i, z) := (i, z − 1) be the translation in N − Q op . The vertices (1, 0), . . . , (n, 0) are the injective vertices of N − Q op . Now take any finite successor closed full subquiver Γ of N − Q op such that Γ contains all n injective vertices. Define a new quiver Γ * which is obtained from Γ by adding an arrow from (i, z) to (i, z − 1) whenever these vertices are both in Γ. Then Theorem 1.5 provides a categorification of the cluster algebra A(B(Γ * ) • ).
If Q is a Dynkin quiver, then one obtains categorifications of cluster algebras A(B(Γ * ) • ) in a similar way. The only difference is that now we have to work with successor closed full subquivers Γ of a the finite Auslander-Reiten quiver of KQ. We will not repeat here how to construct this quiver in this case. This is well documented in the literature. then the quiver N − Q op looks as indicated in the following picture:
Now let Γ be the full subquiver with vertices
Clearly, Γ is successor closed. Then Γ * looks as follows:
If Γ is the full subquiver of N − Q op with vertices
is the acyclic cluster algebra associated to the quiver Q op . But note that this cluster algebra comes along with n coefficients.
1.12. Plan of the paper. This article is organized as follows. Some known results on quiver representations and preprojective algebras are collected in Section 2. In Section 3 we introduce the important concept of a selfinjective torsion class of mod(Λ).
Some technical but crucial results on the lifting of certain KQ-module homomorphisms to Λ-module homomorphisms are proved in Section 4. These results are used in Section 5 to construct a C M -complete rigid module T M and to compute the quiver of its endomorphism algebra. Then we show in Section 6 that C M is a Frobenius category whose stable category is a 2-Calabi-Yau category. In particular, it turns out that C M is a selfinjective torsion class of mod(Λ).
In Sections 7 and 8 we prove some basic properties of C-maximal rigid modules, where C is now an arbitrary selfinjective torsion class of mod(Λ).
Some examples of selfinjective torsion classes of the form C M are presented in Section 9. We also show that for every quiver Q without oriented cycles there exists a terminal KQmodule M such that the stable category C M is triangle equivalent to the cluster category C Q op as defined in [10] . This uses a recent result by Keller and Reiten.
Sections 10 -13 contain the adaptation of the results in [25, Sections 5, 6, 7, 9 ] to our more general situation of selfinjective torsion classes.
In Section 14 we prove that cluster variables are determined by their dimension vector, in the appropriate sense. Finally, in Section 15 we present a characterization of all short exact sequences of Λ-modules which become split exact sequences of KQ-modules after applying the restriction functor π Q .
1.13. Notation. Throughout let K be an algebraically closed field. For a K-algebra A let mod(A) be the category of finite-dimensional left A-modules. By a module we always mean a finite-dimensional left module. Often we do not distinguish between a module and its isomorphism class. Let D = Hom K (−, K) : mod(A) → mod(A op ) be the usual duality.
By a subcategory we always mean a full subcategory. For an A-module M let add(M ) be the subcategory of all A-modules which are isomorphic to finite direct sums of direct summands of M . A subcategory U of mod(A) is an additive subcategory if any finite direct sum of modules in U is again in U. By Fac(M ) (resp. Sub(M )) we denote the subcategory of all A-modules X such that there exists some t ≥ 1 and some epimorphism M t → X (resp. monomorphism X → M t ).
For an A-module M let Σ(M ) be the number of isomorphism classes of indecomposable direct summands of M . An A-module is called basic if it can be written as a direct sum of pairwise non-isomorphic indecomposable modules. 
Recommended introductions to representation theory of finite-dimensional algebras and Auslander-Reiten theory are the books [3, 4, 20, 49] .
2.
Representations of quivers and preprojective algebras 2.1. A Λ-module M is called nilpotent if a composition series of M contains only the simple modules S 1 , . . . , S n associated to the vertices of Q. Let nil(Λ) be the abelian category of finite-dimensional nilpotent Λ-modules.
we denote the affine space of representations of Q with dimension vector d. Furthermore, let mod(Λ, d) be the affine variety of elements
such that the following holds:
(i) For all i ∈ Q 0 we have
we denote the variety of all (f a , f a * ) a∈Q 1 ∈ mod(Λ, d) such that the following condition holds:
(ii) There exists some N such that for each path a 1 a 2 · · · a N of length N in the double quiver Q of Q we have
If Q is a Dynkin quiver, then (ii) follows already from condition (i 
One can interpret Λ d as the variety of nilpotent Λ-modules with dimension vector d. The group 
The dimension vector of a KQ-module M is denoted by dim(M ). For KQ-modules M and 
Combining these equations yields the result. 
is locally closed and irreducible in mod(Λ, d). [51] we define a K-category C(1, τ ) as follows: The objects are of the form (X, f ) where X is in mod(KQ) and f : X → τ (X) is a KQ-module homomorphism. Here τ = τ Q denotes the Auslander-Reiten translation in mod(KQ). The morphisms from
Following Ringel
commutes. Then the categories mod(Λ) and C(1, τ ) are isomorphic [51, Theorem B] . More precisely, there exists an isomorphism of categories
Proof. Since M is a terminal KQ-module and N ∈ add(M ), we know that π [51] for every KQ-module X the intersection
can be identified with the space of KQ-module homomorphisms f : X → τ (X) such that the composition
is zero for some m ≥ 1. Since N is preinjective, such an m always exists, namely we have Hom KQ (N, τ m (N )) = 0 for m large enough. Then use Corollary 2.7.
Selfinjective torsion classes in nil(Λ)
3.1. We need to recall some facts on torsion theories and tilting modules. Let A be a K-algebra, and let U be a subcategory of mod(A).
A module C in U is a generator (resp. cogenerator) of U if for each X ∈ U there exists some t ≥ 1 and an epimorphism C t → X (resp. a monomorphism X → C t ).
The following lemma is well known:
For a subcategory T of mod(A) the following are equivalent:
closed under extensions, factor modules and finite direct sums.
A pair (F, T ) of subcategories of mod(A) is called a torsion theory in mod(A) if T ⊥ = F and T = ⊥ F . The modules in F are called torsion-free modules and the ones in T are called torsion modules.
An A-module T is a classical tilting module if the following three conditions hold:
Any tilting module T over an algebra A yields a torsion theory (F, T ) where
It is a well known result from tilting theory that T = Fac(T ). As a reference for tilting theory we recommend [4, 8, 32, 49] . 3.2. Let C be a subcategory of nil(Λ). We call C a selfinjective torsion class if the following hold:
(i) C is closed under extensions; (ii) C is closed under factor modules; (iii) C is closed under finite direct sums; (iv) There exists a generator-cogenerator I C of C which is C-projective-injective;
It follows from the definitions and Lemma 3.1 that for a selfinjective torsion class C of nil(Λ) we have ⊥ (C ⊥ ) = C. In particular, (C ⊥ , C) is a torsion theory in mod(Λ).
We will show that each selfinjective torsion class C of nil(Λ) can be interpreted as a categorification of a certain cluster algebra, provided the following holds:
has no loops.
A selfinjective torsion class satisfying (⋆) will be called a cluster torsion class.
We will prove in Proposition 6.12 that for every terminal KQ-module M , the subcategory C M is a cluster torsion class. For simplicity, in the introduction, Theorems 1.4 and 1.5 were only stated for subcategories of the form C M . But the proofs (Sections 12 and 13) are carried out more generally for cluster torsion classes.
Note that the KQ-module T is a basic tilting module with Fac(T ) = add(M ). We can identify C M with the category of pairs (X, f ) with X ∈ add(M ) and f : X → τ (X) a KQ-module homomorphism. Clearly, C M is an additive subcategory.
Applying the functor π Q we get a short exact sequence
Corollary 3.6. For a terminal KQ-module M the following hold:
Proof. Part (i) follows from Lemma 3.1, Lemma 3.4 and Lemma 3.5. To prove (ii), let (X, f ) be a Λ-module. We can write
where X 1 is a maximal direct summand of X such that X 1 ∈ add(M ), and X 2 is some complement. Note that X 1 and X 2 are uniquely determined up to isomorphism. By f 1 we denote the restriction of f to X 1 . Since M is a terminal KQ-module, we get Hom KQ (X 1 , τ (X 2 )) = 0. Thus, the image of f 1 is contained in τ (X 1 ). So we can regard (X 1 , f 1 ) as a Λ-module. In particular, (X 1 , f 1 ) is a submodule of (X, f ). We get a short exact sequence of the form
Also (iii) follows easily from these considerations.
Lifting homomorphisms from mod(KQ) to mod(Λ)
4.1. As before, let I 1 , . . . , I n be the indecomposable injective KQ-modules. For natural numbers a ≤ b define
and let
be the KQ-module homomorphism with e i,[a,b] (τ a (I i )) = 0 and whose restriction to τ j (I i ) is the identity for a + 1 ≤ j ≤ b. The Λ-modules of the form (I i, [a,b] , e i, [a,b] ) are crucial for our theory.
Let (X, f ) ∈ mod(Λ). Define Hom KQ (X, τ a (I i )) b as the subspace of Hom KQ (X, τ a (I i )) consisting of all morphisms h such that
Lemma 4.1. For 1 ≤ i ≤ n and a ≤ b there is an isomorphism of vector spaces
. . .
is a KQ-module homomorphism such that the diagram
can be identified with the space of all homomorphisms h a : X → τ a (I i ) such that
In this case, set
In the above lemma we call h a the lift of h a : X → τ a (I i ). The lift of a KQ-module
with Y j indecomposable preinjective for all j is defined by lifting every component h j of this homomorphism. (Each indecomposable direct summand Y j is of the form τ a (I i ) for some 1 ≤ i ≤ n and a ≥ 0. Of course, we also have to specify with respect to which b ≥ a we want to lift h j : X → τ a (I i ).)
we get isomorphisms of vector spaces
So there is no condition on the choice of h a .
Let again (
There is an isomorphism of vector spaces
commutes. In other words
can be identified with the space of all homomorphisms h b :
where
Corollary 4.4. Let (X, f ) ∈ mod(Λ). Then for 1 ≤ i ≤ n and b ≥ 0 we get an isomorphism of vector spaces
Proof. In Lemma 4.3 take a = 0. We have identified Hom Λ ((I i, [0,b] , e i, [0,b] ), (X, f )) with the space of all homomorphisms h b :
where h 0 is obtained from h b as described in Lemma 4.3. But for every X ∈ mod(KQ) we have Hom KQ (I i , τ (X)) = 0. Thus there is no condition on the choice of h b .
5.
Construction of some C M -complete rigid modules 5.1. In this section, let M = M 1 ⊕ · · · ⊕ M r be a terminal KQ-module, and for 1 ≤ i ≤ n and a ≤ b let (I i, [a,b] , e i, [a,b] ) be the Λ-module defined in Section 4. For brevity, let t i := t i (M ).
Proof. By Lemma 2.1 we know that
Furthermore, the Auslander-Reiten formula yields
We also have a similar equality where i and j are exchanged, as well as a and c. Summing up these two equalities, we get Ext
By Corollary 4.2 there is an isomorphism
An easy calculation shows that
where m = max{t i − l, t j − c}. Here, the entries of the (t j − c 
is local.
Proof. In the above situation, assume a = c, i = j and t i = t j . Let a ≤ l ≤ t i . If a < l, then it follows easily that h l,c is nilpotent for all h c ∈ Hom KQ (τ l (I i ), τ c (I j )). It is also clear that these homomorphisms form an ideal I in End Λ ((I 
Here we use that Hom KQ (X, X) ∼ = K for all indecomposable preinjective KQ-modules X. This finishes the proof. Let Γ * M be defined as in Section 1.6. As before, let Γ T M be the quiver of End Λ (T M ). Lemma 5.6. We have
We want to construct a well behaved basis B (i,a),(j,c) of
We write B (i,a),(j,c) as a disjoint union
where Here we use that the mesh category of I Q is obtained from the path category by factoring out the mesh relations, and that the full subcategory of indecomposable preinjective KQmodules is equivalent to the mesh category of I Q . For details on mesh categories we refer to [20, Chapter 10] and [50, Lecture 1] . Now it is easy to check that the homomorphisms h l,c we constructed above are irreducible in add(T M ) if and only if h c ∈ Hom KQ (τ l (I i ), τ c (I j )) is irreducible in I Q , or l = a + 1, i = j, c = a + 1 and h l,c is a non-zero multiple of 
where m = t i − a − 1. In other words, h c ∈ Hom KQ (τ a+1 (I i ), τ a+1 (I i )) is a non-zero multiple of 1 τ a+1 (I i ) . This implies
The following Lemma is proved similarly as Lemma 5.6.
Note that the C M -projective direct summands of T M correspond to the rightmost vertices of Γ * M , whereas the C M -projective summands of T ∨ M corespond to the leftmost vertices of Γ * M . Note also that one can use covering methods to prove Lemma 5.6 and Lemma 5.7, compare [22] .
As before, let
For the second isomorphism we used Corollary 4.2. In other words, the entries of the dimension vector dim(Hom Λ (T i,a , T M )) are
where 1 ≤ s ≤ r. We can easily calculate dim Hom KQ (τ l (I i ), M s ) using the mesh category of I Q , see [20, Chapter 10] , [50, Lecture 1].
5.
3. An example. Let Q be the quiver
Let M be the direct sum of all six indecomposable KQ-modules. Thus Γ M = Γ Q looks as follows:
r r r r r r
The following picture shows the quiver of End Λ (T M ) where the vertices corresponding to the T i,a are labelled by the dimension vectors dim(Hom Λ (T i,a , T M )).
6. C M is a Frobenius category 6.1. Let A be a K-algebra, and let M be an A-module. A homomorphism f : X → M ′ in mod(A) is a left add(M )-approximation of X if M ′ ∈ add(M ) and the induced map 
If C is C-projective and C-injective, then C is also called C-projective-injective.
We say that C has enough projectives (resp. enough injectives) if for each X ∈ C there exists a short exact sequence 0
where C is C-projective (resp. C-injective) and Y ∈ C.
Lemma 6.1. For a Λ-module C in C the following are equivalent:
Proof. This follows immediately from Corollary 2.2.
If C has enough projectives and enough injectives, then C is called a Frobenius subcategory of mod(Λ). In particular, C is a Frobenius category in the sense of Happel [30] .
As before, let
The following two lemmas are a direct consequence of Corollary 4.2. 
of h is a monomorphism of Λ-modules. We denote its cokernel by (Y, g). Since C M is closed under factor modules, (Y, g) is contained in C M .
Proof. It is enough to show that for 1 ≤ i ≤ n the module (
) is a monomorphism in C M , and let
be an arbitrary homomorphism. By Corollary 4.2 we know that
for some KQ-module homomorphism h 0 : X → I i . Since I i is injective (as a KQ-module), and since h ′ : X → Y is a monomorphism, there exists some KQ-module homomorphism
We want to show that there exists a homomorphism 
commutes.
Recall that a homomorphism (X, f ) 
be a short exact sequence of Λ-modules. By the above considerations, we know that Hom Λ (f, I) is surjective. In particular, there exists a homomorphism f ′ : E → I such that f ′ f = id I . Thus f is a split monomorphism and the above sequence splits. This finishes the proof.
Lemma 6.7. If C is a cogenerator of C M , then add(C) contains all modules which are
Proof. Let I be C M -injective. Then there exists a short exact sequence
of Λ-modules with C ′ ∈ add(C). We know that Coker(f ) ∈ C M , because C M is closed under factor modules. Since I is C M -injective, the above sequence splits. Therefore, I ∈ add(C ′ ) ⊆ add(C).
Summarizing, we obtain the following:
Recall that T is a tilting module over KQ, and that
.9. Let X be a KQ-module in add(M ). Then there exists a short exact sequence
0 → T ′′ → T ′ h − → X → 0
of KQ-modules with T ′ , T ′′ ∈ add(T ) and h a right add(T )-approximation.
Proof. We deduce the result from the proof of [8, Prop. 1.4 (b)]. Let h : T ′ → X be a right add(T )-approximation of X. Since X ∈ add(M ) = Fac(T ), we know that g is an epimorphism. Let T ′′ = Ker(h). We obtain a short exact sequence
Applying Hom KQ (T, −) to this sequence yields an exact sequence
Since h is a right add(T )-approximation, Hom KQ (T, h) is surjective. It follows that Ext − → X → 0 be the short exact sequence appearing in Lemma 6.9. It follows that
(M ). Every indecomposable direct summand of T ′′ maps non-trivially to a module in add(T ). But the only modules in add(M ) with this property lie in add(T ). Thus T ′′ ∈ add(T ). This finishes the proof.
T ′ = n i=1 (τ t i (M ) (I i )) m i for some m i ≥ 0. Set (I, e) = n i=1 (I i,[0,t i (M )] , e i,[0,t i (M )] ) m i .
Note that (I, e) ∈ add(I M ). By Corollary 4.4 we can lift h to a Λ-module homomorphism
h : (I, e) → (X, f ).
We denote the kernel of h by (Y, g). Thus we obtain a short exact sequence of KQ-modules
Since h occurs as a component of the homomorphism h and since h is a right add(T )-approximation of X, we know that the map
is surjective. The module I lies in add(M ), thus Ext Proof. Every C M -maximal rigid Λ-module contains I M as a direct summand. Then use Lemma 6.10 to get a surjective map h : T ′ → X with T ′ ∈ add(T ) and Ker(h) ∈ C M , and a second time to get a surjective map T ′′ → Ker(h) with T ′′ ∈ add(T ).
Corollary 6.14. Let M be a terminal KQ-module. Then C M is a Frobenius category.
Proof. Combine Proposition 6.8, Lemma 6.4 and Lemma 6.10.
Let C M be the stable category of C M . By definition the objects in C M are the same as the objects in C M , and the morphisms spaces are the morphism spaces in C M modulo morphisms factoring through C M -projective-injective objects. The category C M is a triangulated category in a natural way [30] . The shift is given by the relative syzygy functor Ω
We know that C M is closed under extensions. This implies Since C M is a Frobenius category, there is a functorial isomorphism
The lower sequence is obtained from the embedding of Y into its injective hull I Y in C M , and the upper short exact sequence is just the pull-back of f . Then f → η f yields the isomorphism (2).
Furthermore, using the canonical projective bimodule resolution of Λ, it is not difficult to show that for all Λ-modules X and Y there exists a functorial isomorphism
Let T be a K-linear Hom-finite triangulated category with shift functor [1] . Then T is a 2-Calabi-Yau category if for all X, Y ∈ T there is a functorial isomorphism
If additionally T = C for some Frobenius category C, then T is called algebraic.
Proposition 6.15. C M is an algebraic 2-Calabi-Yau category.
Proof. We have
, and all these isomorphisms are functorial.
Relative homology and C-maximal rigid modules
In this section, we recall some notions from relative homology theory which, for Artin algebras, was developed by Auslander and Solberg [5, 6] .
Let A be a K-algebra, and let X, Y, Z, T ∈ mod(A). Set
we denote the set of equivalence classes of F T -exact sequences.
Let X T be the subcategory of all X ∈ mod(A) such that there exists an exact sequence
where T i ∈ add(T ) for all i and (4) is an F T -injective coresolution of X in the sense of [6] . Note that add(T ) ⊆ X T .
For X ∈ X T and Z ∈ mod(A) let Ext i F T (Z, X), i ≥ 0 be the cohomology groups obtained from the complex
by applying the functor Hom A (Z, −).
Lemma 7.1 ([5])
. For X ∈ X T and Z ∈ mod(A) there is a functorial isomorphism
Proposition 7.2 ([6, Prop 3.7]). For X ∈ X T and Z ∈ mod(A) there is a functorial isomorphism
Corollary 7.3. For X ∈ X T and Z ∈ mod(A) there is a functorial isomorphism
If X = Z, we define i X,T := i X,X,T .
Corollary 7.4. For X ∈ X T and Z ∈ mod(A) the map
is an anti-isomorphism of rings. In other words, we get a ring isomorphism
End A (X) → End End A (T ) (Hom A (X, T )) op .
Proof. It follows from the definitions that i X,T (h
1 • h 2 ) = i X,T (h 2 ) • i X,T (h 1 ).
Corollary 7.5. The functor
is fully faithful. In particular, Hom A (−, T ) has the following properties: 
is a short exact sequence in mod(A).
Proof. By Proposition 7.2 there exists an F T -exact sequence
Since C is closed under extensions, we know that E ∈ C. Now Corollary 7.5 implies that E ∼ = Y . So there is a short exact sequence
with F T (η ′′ ) = ψ. Again by Corollary 7.5 we get f ′′ = f and g ′′ = g.
7.2.
The following lemma is stated in [25, Lemma 5.1] for preprojective algebras of Dynkin type. But the same proof works for arbitrary preprojective algebras.
Lemma 7.7. Let T and X be rigid Λ-modules. If
is a short exact sequence with f a left add(T )-approximation, then T ⊕ Y is rigid.
Corollary 7.8. Let T and X be rigid Λ-modules in a selfinjective torsion class C of nil(Λ).
If T is C-maximal rigid, then there exists a short exact sequence
Proof. In the situation of Lemma 7.7, if T is C-maximal rigid, we get Y ∈ add(T ).
Corollary 7.9. Let T and X be rigid Λ-modules in a selfinjective torsion class C of nil(Λ). If T is C-maximal rigid, then Hom Λ (X, T ) is an End Λ (T )-module with projective dimension at most one.
Proof. Applying Hom Λ (−, T ) to the short exact sequence in Corollary 7.8 yields a projective resolution
Proof. For X ∈ C, let f : X → T ′ be a left add(T )-approximation, and let Y be the cokernel of f . Since T is a cogenerator of C, we know that f is injective. The selfinjective torsion class C is closed under factor modules, thus Y ∈ C. This yields the required F T -injective coresolution of X.
Tilting and C-maximal rigid modules
In this section, we adapt some results due to Iyama [36, 37] to our situation of selfinjective torsion classes.
Theorem 8.1. Let M be a terminal KQ-module, and let T be a Λ-module in C M such that the following hold:
Proof. Let X ∈ C M with Ext 1 Λ (T, X) = 0. We have to show that X ∈ add(T ). By Corollary 6.13, there exists an exact sequence T ′′ → T ′ → X → 0 with T ′ , T ′′ ∈ add(T ). (For an arbitrary selfinjective torsion class of nil(Λ), the existence of such an exact sequence is not known.) Applying Hom Λ (−, T ) yields an exact sequence
of End Λ (T )-modules. Since gl. dim(End Λ (T )) ≤ 3 we get proj. dim(Z) ≤ 3 and therefore proj. dim(Hom Λ (X, T )) ≤ 1. Let
be a projective resolution of Hom Λ (X, T ). Thus T 1 , T 2 ∈ add(T ). Furthermore, we know by Corollary 7.3 that F = Hom Λ (f, T ) and G = Hom Λ (g, T ) for some homomorphisms f and g. By Corollary 7.6,
is a short exact sequence. Since we assumed Ext 1 Λ (T, X) = 0, we know that this sequence splits. Thus X is isomorphic to a direct summand of T 1 , and therefore X ∈ add(T ). This finishes the proof. 
Proof. Without loss of generality we assume Σ(T 2 ) ≥ Σ(T 1 ). Set
T := Hom Λ (T 2 , T 1 ) and B := End Λ (T 1 ).
Let f : T 2 → T ′ 1 be a left add(T 1 )-approximation of T 2 . Since T 1 is a cogenerator of C, we know that f is a monomorphism. Since T 2 is rigid we can use Lemma 7.7 and get a short exact sequence
. This yields a projective resolution
So Hom Λ (T 2 , T 1 ) has projective dimension at most one, which is the first defining property of a classical tilting module.
Next, we show that Ext 1 B (T, T ) = 0. Applying Hom B (−, T ) to Sequence (7) yields an exact sequence
Proof. This is clear, since Hom Λ (T ′ 1 , T 1 ) is a projective B-module. 
Proof. One easily checks that the diagram
is commutative. The morphism Hom Λ (T 2 , g) is surjective, since T 2 is rigid. Thus
is surjective, since i T 2 ,T ′′ 1 ,T 1 is an isomorphism. This implies that G is surjective. Now the result follows from Lemma 8.3.
The number Σ(T ) of isomorphism classes of indecomposable direct summands of T is equal to Σ(T 2 ). We proved that T is a partial tilting module over B. This implies Σ(T ) ≤ Σ(T 1 ). By our assumption, Σ(T 2 ) ≥ Σ(T 1 ). It follows that Σ(T 1 ) = Σ(T 2 ).
Thus we proved that T is a classical tilting module over B. Now apply Hom Λ (T 2 , −) to Sequence (6). This yields a short exact sequence
Lemma 8.5. There exists an anti-isomorphism of ring
commutes and has exact rows.
Proof. Set ξ(h)(h ′′ ) = h ′′ h for all h ∈ End Λ (T 2 ) and h ′′ ∈ Hom Λ (T 2 , T 1 ). Now one easily checks that
Lemma 8.5 implies that End
This finishes the proof of Theorem 8.2. 
Corollary 8.7. Let C be a selfinjective torsion class of nil(Λ). For a Λ-module T the following are equivalent:
• T is C-maximal rigid;
• T is C-complete rigid. 
Examples and special cases
If M is a terminal KQ-module, then the category add(M ) can be described easily since it is a full subcategory of the mesh category of I Q . Each indecomposable direct summand of M is uniquely determined by its dimension vector, which can be computed via the knitting procedure of preinjective components.
9.1.
Assume that M is a terminal KQ-module with t i (M ) = 1 for all i. (Note that this assumption excludes the linearly oriented quiver of Dynkin type A n .) Thus
where I 1 , . . . , I n are the indecomposable injective KQ-modules. By C Q op we denote the cluster category associated to the opposite quiver Q op of Q. Cluster categories were invented by Buan, Marsh, Reineke, Reiten and Todorov [10] . Keller [40] proved that they are triangulated categories in a natural way. Proof. We proved already that C M is an algebraic 2-Calabi-Yau category. According to an important result by Keller and Reiten [41] , it is enough to construct a C M -maximal 1-orthogonal module T in C M such that the quiver of the stable endomorphism algebra End C M (T ) is isomorphic to Q op . Using Lemma 5.6, it is easy to check that the module T M we constructed in Section 5 has this property.
9.
2. An example of type A 3 . Let Q be the quiver Figure 1 shows the Auslander-Reiten quiver of KQ. The indecomposable direct summands of a terminal KQ-module M are marked in blue colour. In Figure 2 we show the Auslander-Reiten quiver of the preprojective algebra Λ of type A 3 . We display the graded dimension vectors of the indecomposable Λ-modules. (There is a Galois covering of Λ, and the associated push-down functor is dense, a property which only holds for Dynkin types A n , n ≤ 4. In this case, all Λ-modules are uniquely determined (up to Z-shift) by their dimension vector in the covering. See [21] for more details.) Note that one has to
identify the objects on the two dotted vertical lines. The indecomposable C M -projectiveinjective modules are marked in red colour, all other indecomposable modules in C M are marked in blue. Observe that C M contains 7 indecomposable modules, and three of these are C M -projective-injective. The stable category C M is triangle equivalent to the product C A 1 × C A 1 of two cluster categories of type A 1 .
3. An example of type A 4 . Let Q be the quiver Figure 3 shows the Auslander-Reiten quiver of KQ. The indecomposable direct summands of a terminal KQ-module M are marked in blue colour. In Figure 4 we show the Auslander-Reiten quiver of the preprojective algebra Λ of type A 4 . Again, one has to identify the objects on the two dotted vertical lines. The indecomposable C M -projectiveinjective modules are marked in red colour, all other indecomposable modules in C M are marked in blue. Observe that C M contains 18 indecomposable modules, and four of these are C M -projective-injective. The stable category C M is triangle equivalent to the cluster category C Q op . • X is indecomposable; • X ∈ Sub(T ).
Then there exists a short exact sequence
such that the following hold:
Proof. Let f : X → T ′ be a minimal left add(T )-approximation of X. Since X ∈ Sub(T ), it follows that f is a monomorphism. Now copy the proof of [25, Proposition 5.6 ].
In the situation of the above proposition, we call {X, Y } an exchange pair associated to T , and we write
We say that T ⊕ Y is the mutation of T ⊕ X in direction X. The short exact sequence
is the exchange sequence starting in X and ending in Y . Proof. If X and Y are in some selfinjective torsion class C, then E ∈ C, since C is closed under extensions. Now copy the proof of [25, Proposition 5.7] .
Corollary 10.3. Let C be a selfinjective torsion class of nil(Λ). Let {X, Y } be an exchange pair associated to some basic rigid Λ-module T such that T ⊕ X and T ⊕ Y are C-maximal rigid, and assume dim Ext
Proof. Copy the proof of [25, Corollary 5.8].
Endomorphism algebras of C-maximal rigid modules
In this section, let C be a selfinjective torsion class of nil(Λ). We denote by I C its C-projective generator-cogenerator. We work mainly with basic rigid Λ-modules in C. However, all our results on their endomorphism algebras are Morita invariant, thus they hold for endomorphism algebras of arbitrary rigid Λ-modules in C.
Let A be a K-algebra, and let M = M Proof. Let P be an indecomposable C-projective module. Let h : P → T ′ be a minimal left add(T /P )-approximation, and set X := P/ Ker(h). Since P is C-projective, Ker(h) = 0.
Let U be a non-zero submodule of P , and set X ′ := P/U . Since C is closed under factor modules, we get X ′ ∈ C. By p : P → X ′ we denote the canonical projection morphism.
We know that T is a cogenerator of C. Thus there exists a monomorphism
with T ′′ ∈ add(T /P ). Since U = 0, none of the homomorphisms φ i : X ′ → P is invertible.
In particular, none of the φ i is an epimorphism. The image of
is isomorphic to X ′ , and φ i • p : P → P is not invertible for all i. Thus by Lemma 11.3 there exist homomorphisms φ ′ i : P → T ′ i and φ ′′ i :
Thus the image of φ ′ has at least the dimension of X ′ , and we have
Now h is a left add(T /P )-approximation, thus φ ′ factors through h. Therefore dim X ′ ≤ dim Im(h) = dim X. It follows that Ker(h) must be simple.
Next, assume that U 1 and U 2 are simple submodules of P with U 1 = U 2 . From the above considerations we know that P/U 1 and P/U 2 are both in Sub(T /P ). This implies that P is in Sub(T /P ), a contradiction. We conclude that P has a simple socle. Assume that X = T i is not C-projective. Let {X, Y } be the exchange pair associated to T /X. Note that I C ∈ add(T /X). This implies X ∈ Fac(T /X) and X ∈ Sub(T /X).
By Lemma 11.3 we have dim Ext
be the corresponding non-split short exact sequences. As in the proof of [25, Proposition 6 .2] we obtain a minimal projective resolution
In particular, proj. dim B (S X ) = 3.
Next, assume that P = T i is C-projective. By Lemma 11.4 we know that P has a simple socle, say S. As in [25, Proposition 9.4 ] one shows that X := P/S is rigid. Note also that X ∈ C. Let f : X → T ′ be a minimal left add(T /P )-approximation. It is easy to show that f is injective. We get a short exact sequence
It follows that Y ∈ add(T ). The projection π : P → X yields an exact sequence
where h = f π. One can easily check that h is a minimal left add(T /P )-approximation. Applying Hom Λ (−, T ) to this sequence gives a projective resolution
This implies proj. dim(S P ) ≤ 2. For details we refer to the proof of [25, Proposition 6.2] . This finishes the proof.
Recall the definition of a cluster torsion class of nil(Λ) (see Section 3.2). The statements in the following theorem are presented in the order in which we prove them. Proof. By Theorem 8.2 we know that End Λ (T C ) and End Λ (T ) are derived equivalent, since every C-complete rigid module is obviously C-maximal rigid. Since the quiver of End Λ (T C ) has no loops, Proposition 11.5 implies that gl. dim(End Λ (T C )) = 3 < ∞. This implies gl. dim(End Λ (T )) < ∞. Thus by Theorem 11.1 the quiver of End Λ (T ) has no loops. Then again Proposition 11.5 yields gl. dim(End Λ (T )) = 3. This proves (1) and (2) .
Since the quiver of B has no loops, we have Ext 1 B (S, S) = 0 for all simple B-modules S. Let X be a direct summand of T such that X is not C-projective. In the proof of Proposition 11.5, we constructed a projective resolution
and we also know that X / ∈ add(T ′′ ). Thus applying Hom B (−, S X ) to this resolution yields Ext 2 B (S X , S X ) = 0. Next, assume P is an indecomposable C-projective direct summand of T . As in the proof of Proposition 11.5 we have a projective resolution
where P / ∈ add(T ′ ). Since the module T ′ projects onto Y , we conclude that P / ∈ add(Y ). Applying Hom B (−, S P ) to the above resolution of S P yields Ext 2 B (S P , S P ) = 0. This finishes the proof of (3).
We proved that Ext 2 B (S, S) = 0 for all simple B-modules S. We also know that gl. dim(B) = 3 < ∞. Then it follows from Proposition 11.2 that the quiver of B cannot have 2-cycles. Thus (4) holds. This finishes the proof.
Corollary 11.7. Let C be a cluster torsion class of nil(Λ). Let T be a basic C-maximal rigid Λ-module, and let X be an indecomposable direct summand of T which is not C-
be the corresponding exchange sequence starting in X. Then the following hold:
, and the exchange sequence ending in X is of the form
for some T ′′ ∈ add(T /X); • The simple End Λ (T )-module S X has a minimal projective resolution of the form
• We have add(T ′ ) ∩ add(T ′′ ) = 0.
Proof. Copy the proof of [25, Corollary 6.5] .
Theorem 11.8. Let M be a terminal KQ-module. For a Λ-module T in C M the following are equivalent:
Proof. Since C M is a selfinjective torsion class of nil(Λ), we know from Corollary 8.7 that (i) and (ii) are equivalent. Every C M -maximal 1-orthogonal module is obviously C Mmaximal rigid. Vice versa, assume that T is C M -maximal rigid. We know that there exists some C M -complete rigid module T M such that the quiver of End Λ (T M ) has no loops. By Theorem 11.6 we get that gl. dim(End Λ (T )) = 3. Thus we can use Theorem 8.1 and get that T is C M -maximal 1-orthogonal.
We conjecture that Theorem 11.8 can be generalized to the case where C is a cluster torsion class of nil(Λ). Note however that in this article (and also in [25] ) we do not make any use of the fact that every C M -maximal rigid module is C M -maximal 1-orthogonal.
Proposition 11.9. Let C be a cluster torsion class of nil(Λ). Let T be a basic C-maximal rigid Λ-module, and let X be an indecomposable direct summand of T which is not Cprojective. Set B = End Λ (T ). Then for any simple B-module S we have dim Ext
Proof. Copy the proof of [25, Proposition 6.6].
From mutation of modules to mutation of matrices
In this section, let C be a cluster torsion class of nil(Λ).
12.1. Let T = T 1 ⊕ · · · ⊕ T r be a basic C-maximal rigid Λ-module with T i indecomposable for all i. Without loss of generality we assume that T r−n+1 , . . . , T r are C-projective. For 1 ≤ i ≤ r let S i = S T i be the simple End Λ (T )-module corresponding to T i . The matrix
is the Cartan matrix of the algebra End Λ (T ).
By Theorem 11.6 we know that gl. dim(End Λ (T )) = 3. As in [25, Section 7] this implies that
is the matrix of the Ringel form of End Λ (T ), where
Lemma 12.1. Assume that i ≤ r − n or j ≤ r − n. Then the following hold:
Proof. Copy the proof of [25, Lemma 7.3] .
Recall that B(T ) = B(Γ T ) = (t ij ) 1≤i,j≤r is the r × r-matrix defined by
Let B(T ) • = (t ij ) and R • T = (r ij ) be the r × (r − n)-matrices obtained from B(T ) and R T , respectively, by deleting the last n columns. As a consequence of Lemma 12.1 we get the following:
Note that the dimension vector of the indecomposable projective End Λ (T )-module Hom Λ (T i , T ) is the ith column of the matrix C T .
be exchange sequences associated to the direct summand T k of T . Keeping in mind the remarks in [25, Section 3.2], it follows from Lemma 12.1 that
For an m × m-matrix B and some k ∈ [1, m] we define an m × m-matrix S = S(B, k) = (s ij ) by
By S t we denote the transpose of the matrix S = S(B, k).
The proofs of the following proposition and its corollaries are identical to the ones in [25] .
Proposition 12.3. With the above notation we have
Corollary 12.4. R T * = S t R T S.
Now we combine Corollary 12.2 and Corollary 12.5 and obtain the following theorem:
In particular, applying Theorem 12.6 to the cluster torsion class C M we have proved Theorem 1.4.
From cluster torsion classes to cluster algebras
In this section, let K = C be the field of complex numbers.
13.1.
Recall that for every X ∈ Λ d we constructed an element δ X ∈ U (n) * . It is shown in [21, Lemma 7.3 ] that the linear forms δ X are multiplicative, in the sense that (12) δ X · δ Y = δ X⊕Y for all X, Y ∈ nil(Λ). We also need the following result from [24] .
Theorem 13.1. Let X and Y be Λ-modules such that dim Ext
be non-split short exact sequences. Then
13.2. Now everything is ready for the proof of Theorem 1.5. By the definition of the cluster algebra A(C M , T ), its initial seed is (y, B(T ) • ). Let F = C(y 1 , . . . , y r ). Since T is rigid, every monomial in the δ T i belongs to the dual semicanonical basis S * , hence the δ T i are algebraically independent and (δ T 1 , . . . , δ Tr ) is a transcendence basis of the subfield G it generates inside the fraction field of U (n) * . Let ι : F → G be the field isomorphism defined by ι(y i ) = δ T i (1 ≤ i ≤ r). Combining Theorem 1.4 and Theorem 13.1 we see that the cluster variable z of A(C M , T ) obtained from the initial seed (y, B(T ) • ) through a sequence of seed mutations in successive directions k 1 , . . . , k s will be mapped by ι to δ X , where X ∈ C M is the indecomposable rigid module obtained by the same sequence of mutations of rigid modules. It follows that ι restricts to an isomorphism from A(C M , T ) to R(C M , T ). This isomorphism is completely determined by the images of the elements y i , hence the unicity. The cluster monomials are mapped to elements δ T where T is a (not necessarily maximal or basic) rigid module in C M , hence an element of S * . This finishes the proof of Theorem 1.5.
13.3.
Let g be the symmetric Kac-Moody algebra attached to the quiver Q. We denote by ̟ i (1 ≤ i ≤ n) the fundamental weights of g. Let L(̟ i ) be the irreducible g-module with highest weight ̟ i . Following [23, Theorem 3] , we realize L(̟ i ) as a subspace of M * ≡ U (n) * . In particular in this realization, the highest weight vector u ̟ i of L(̟ i ) is equal to 1 ∈ U (n) * , and for every w in the Weyl group W of g, an extremal vector u w(
where X(w(̟ i )) is an indecomposable rigid Λ-module with simple socle S i and dimension vector
In fact, one can show that there exists up to isomorphism a unique Λ-module with socle S i and dimension vector ̟ i − w(̟ i ).
In case g is finite-dimensional, the isomorphism U (n) * ∼ = C[N ] identifies δ X(w(̟ i )) to the generalized minor D ̟ i ,w(̟ i ) regarded as a function on the maximal unipotent subgroup N . In the general case, we shall also call δ X(w(̟ i )) a generalized minor and denote it by
Let x(1) < x(2) < · · · < x(r) be an adapted ordering of the vertices of Γ M . This means that if there exists an oriented path from x(j) to x(i) we must have j > i. Such orderings always exist since Γ M is directed. Define i = (i 1 , . . . , i r ) where i s = j if the indecomposable KQ-module labelled by x(s) is a τ -translate of the injective I j .
13.5.
It is an interesting problem to find a natural way of completing the set of cluster monomials of a cluster algebra in order to get a basis. For the algebra R(C M , T M ) we suggest the following: Conjecture 13.3. The dual semicanonical basis elements δ X with X generic in
Cluster variables are determined by dimension vectors
Let C be a cluster torsion class of nil(Λ) of rank r. Let T C be a fixed basic C-maximal rigid module and set B = End Λ (T C ). In this section we prove that every indecomposable rigid module X in C is determined by the dimension vector d X of the B-module Hom Λ (X, T C ). If {X, Y } is an exchange pair associated to U = U 1 ⊕ · · · ⊕ U r−1 , we also give an easy combinatorial rule to calculate d Y in terms of d X and the vectors d U i . 14.1. Let A be a finite-dimensional K-algebra, and assume that K is algebraically closed. For d ≥ 1 let A d be the free A-module of rank d. Let U be an A-module which is isomorphic to a submodule of A d , and set
By mod(A, e) we denote the affine variety of A-modules with dimension vector e.
The Richmond stratum S(U, A d ) is the subset of mod(A, e) consisting of the modules M such that there exists a short exact sequence y y t t t t t y y t t t t t G G
Note that we cannot control how the arrows between vertices corresponding to the three indecomposable C M -projectives behave under mutation. But this does not matter, because these arrows are not needed for the mutation of seeds and clusters. In the picture, we indicate the missing information by lines of the form . This process can be iterated, and our theory says that each of the resulting dimension vectors determines uniquely a cluster variable. Proof. For i = 1, 2 we have Hom KQ (N i , N ) = 0 for all indecomposable KQ-modules N with N ∈ add(M ). It is a well known result by Auslander that for any finite-dimensional algebra A the numbers dim Hom A (X, Z), where Z runs through all finite-dimensional indecomposable A-modules, determine a finite-dimensional A-module X uniquely up to isomorphism. Applying this to X = N i yields the result.
As before let π Q : mod(Λ) → mod(KQ) be the restriction functor, which is obviously exact. Let are exchange sequences in mod(Λ). There are four Dynkin quivers of type A 3 . In each case, we determine if η ′ or η ′′ is Q-split:
