Synthesis of models and strategies is a very important problem in software engineering. The main element here is checking the satisfiability of formulae expressing the specification of a system to be implemented. This paper puts forward a novel method for deciding the satisfiability of formulae of Alternating-time Temporal Logic (ATL). The method presented expands on one for CTL exploiting SAT Modulo Monotonic Theories solvers. Similarly to the CTL case, our approach appears to be very efficient. The experimental results show that we can quickly test the satisfiability of large ATL formulae that have been out of reach of the existing approaches.
INTRODUCTION
The problem of synthesis is a very important issue in the rapidlygrowing field of artificial intelligence and modern software engineering [25, 27, 34] . The aim is to automatically develop highly innovative software, also for AI robots, chatbots or autonomous self-driving vehicles. The problem consists in finding a model satisfying a given property, provided the property is satisfiable. Finally, the model is transformed into its correct implementation.
A convenient formalism to specify the game-like interaction between processes in distributed systems is Alternating-Time Temporal Logic (ATL) [1, 10] . The interpretation of ATL formulae uses the paradigm of multi-agent systems and is defined in models like concurrent game structures or interpreted systems. This logic was introduced to reason about the strategic abilities of agents and their groups. The strategic modalities allow for expressing the ability of agents to force their preferences or to achieve a desired goal and are therefore suitable for describing properties like the existence of a winning strategy. This is particularly important when we study properties and verify the correctness of security protocols or voting systems. There are a lot of papers analysing different versions of ATL [6, 9, 11, 15-17, 22, 23, 35] and other modal logics of strategic ability [12, 30, 31] . However, there is still a need for developing and introducing new and innovative techniques for solving synthesis and satisfiability problems [7, 8, 19, 28, 32] . This is because these problems are hard and their solutions require searching for effective practical algorithms.
Contribution
In this paper we:
• introduce a novel technique for checking ATL satisfiability, applying for the first time SAT Modulo Monotonic Theories solvers, • propose a method which is universal in the sense that it can be extended to different classes of multi-agent systems and ATL under different semantics, • propose a method which allows for testing satisfiability in the class of models that meet given restrictions, • present a new efficient tool for checking satisfiability of ATL.
Related Work
The complexity of the ATL satisfiability problem was proven to be EXPTIME-complete by van Drimmelen [20, 36] for a fixed number of agents, and by Walther et al. [37] for systems without this assumption. The satisfiability of ATL * was proved to be 2EXPTIMEcomplete [33] . A method for testing the satisfiability of ATL was developed by Goranko and Shkatov [21] . Subsequently, this method was extended for checking ATL * [14] and ATEL [5] .
In this paper we propose a solution to the first stage of the synthesis problem, which consists in finding a model for a given ATL formula. For this purpose, we adopt the method based on SAT Modulo Monotonic Theories (SMMT) [26] used to search for models of the CTL formulae. This technique was introduced by Bayless et al. in [4] for building efficient lazy SMT solvers for Boolean monotonic theories. Next, Klenze et al. in [26] presented how the SMMT framework can be used to build an SMT solver for CTL model checking theory, and how to perform efficient and scalable CTL synthesis.
In this paper we go one step further by developing an SMMT solver for ATL formulae and show how to construct, often minimal, models for them. We compare the experimental results with the only implementation of the tool for testing ATL satisfiability described in the literature [14] . In that paper, unlike in our work, concurrent game structures were used as models for ATL* with perfect recall and perfect knowledge semantics.
The main advantage of our framework consists in the promising preliminary experimental results and the fact that we can test satisfiability in classes of models under given restrictions on the number of agents, their local states, transition functions, local protocols, and valuation of variables. Restrictions on the number of agents and their local states result directly from the finite model property for ATL [20] . In addition, it is possible to extend our approach to testing different classes of models and different types of strategies.
Outline
In Sec. 2 we define a multi-agent system and its model, and give the syntax and semantics of ATL. Sec. 3 defines Boolean monotonic theory for ATL. In Sec. 4 the approximation algorithm is given and its properties are proved. Sec. 5 introduces the algorithm for deciding ATL satisfiability and model construction. Sec. 6 presents experimental results. Conclusions are in Sec. 7.
MAS AND ATL
Alur et al. introduced ATL logic taking into account different model compositions of open systems like turn-based, synchronous, asynchronous, with fairness constraints or Moore game structures. In this paper we follow Moore synchronous models [3] , i.e., assume that the state space is the product of local state spaces, one for each agent, all agents proceed simultaneously, and each agent chooses its next local state independently of the moves of the other players. This is a restricted class of models, but it allows for the efficient testing of ATL satisfiability.
Multi-agent System
We start with defining a multi-agent system following [3, 24] .
• a set of local states
An example MAS specification is depicted in Figure 1 
. 1 The environment component may be added here with no technical difficulty.
P roduct
¬p, ¬q, ¬r
¬p, ¬q, ¬r In our approach we consider synchronous multi-agent systems, i.e., systems in which each global action is a n-tuple (a 1 , . . . , a n ), where a i ∈ Act i , i.e., each agent performs one local action. Define the set of all global actions as Act = Act 1 × · · · × Act n .
In order to describe the interaction between agents, the model for MAS is defined formally below. • the set St = L 1 × · · · × L n of the global states,
where for global state s = (l 1 , . . . , l n ) we denote the local component of agent i by s i = l i and for a global action a = (a 1 , . . . , a n ) we denote the local action of agent i by a i ; • a valuation of the propositional variables V : St → 2 P V .
We say that action a ∈ Act is enabled at s ∈ St if T (s, a) = s ′ for some s ′ ∈ St. We assume that at each s ∈ St there exists at least one enabled action, i.e., for all s ∈ St exist a ∈ Act, s ′ ∈ St, such that T (s, a) = s ′ . An infinite sequence of global states and actions π = s 0 a 0 s 1 a 1 s 2 . . . is called a path if T (s i , a i ) = s i+1 for every i ≥ 0. Let Act(π ) = a 0 a 1 a 2 . . . be the sequence of actions in π , and π [i] = s i be the i-th global state of π . Π M (s) denotes the set of all paths in M starting at s.
Alternating-time Temporal Logic
Alternating-time temporal logic, ATL [1] [2] [3] generalizes the branching-time temporal logic CTL [13] by replacing the path quantifiers E, A with strategic modalities ⟨⟨Γ⟩⟩. Informally, ⟨⟨Γ⟩⟩γ expresses that the group of agents Γ has a collective strategy to enforce the temporal property γ . The formulae make use of temporal operators: "X " ("next"), "G " ("always from now on"), U ("strong until"). Definition 2.3 (Syntax of ATL). In vanilla ATL, every occurrence of a strategic modality is immediately followed by a temporal operator. Formally, the language of ATL is defined by the following grammar: φ :
Let M be a model. A strategy of agent i ∈ A in M is a conditional plan that specifies what i is going to do in any potential situation.
In this paper we focus on memoryless perfect information strategies. Formally, a memoryless perfect information strategy for agent i is a function σ i :
A joint strategy σ Γ for a coalition Γ ⊆ A is a tuple of strategies, one per agent i ∈ Γ. We denote the set of Γ's collective memoryless perfect information strategies by Σ Γ .
Additionally, let σ Γ = (σ 1 , . . . , σ k ) be a joint strategy for Γ = {i 1 , . . . , i k }. For each s ∈ St, we define σ Γ (s) (σ 1 (s), . . . , σ k (s)).
Intuitively, the outcome of a joint strategy σ Γ in a global state s is the set of all the infinite paths that can occur when in each state of the paths agents (an agent) in Γ execute(s) an action according to σ Γ and agents (an agent) in A \ Γ execute(s) an action following their protocols.
The semantics of ATL is defined as follows:
M, s |= ⟨⟨Γ⟩⟩X φ iff there is a strategy σ Γ ∈ Σ Γ such that out M (s, σ Γ ) ∅ and, for each path π ∈ out M (s, σ Γ ), we have M, π |= X φ, i.e., M, π [1] |= φ; M, s |= ⟨⟨Γ⟩⟩φ 1 Uφ 2 iff there is a strategy σ Γ ∈ Σ Γ such that out M (s, σ Γ ) ∅ and, for each path π ∈ out M (s, σ Γ ), we have M, π |= φ 1 Uφ 2 , i.e., M, π [i] |= φ 2 for some i ≥ 0 and M, π [j] |= φ 1 for all 0 ≤ j < i; M, s |= ⟨⟨Γ⟩⟩Gφ iff there is a strategy σ Γ ∈ Σ Γ such that out M (s, σ Γ ) ∅ and, for each path π ∈ out M (s, σ Γ ), we have M, π |= Gφ, i.e., M, π [i] |= φ, for every i ≥ 0.
We omit the M symbol if it is clear which model is intended.
φ is true at the initial state of the model M.
An example ATL formula, which is satisfied by the model depicted in Figure 2 , is as follows: ⟨⟨1, 2⟩⟩F(p ∧¬q∧¬r )∧⟨⟨1⟩⟩F(¬p ∧q∧ ¬r )∧⟨⟨1, 2⟩⟩X(¬p∧¬q∧r ), where ⟨⟨Γ⟩⟩Fα is a short for ⟨⟨Γ⟩⟩(trueUα).
BOOLEAN MONOTONIC THEORY FOR ATL
In this section we show how to construct a Boolean monotonic theory for ATL, which allows for building a lazy SMT solver [4] for ATL. The resulting tool, a SAT modulo ATL solver, can be used for testing the satisfiability of the ATL formulae as well as for performing efficient and scalable synthesis.
Boolean Monotonic Theory
Consider a predicate P : {0, 1} n → {0, 1}. We say that P is Boolean
The definition of (positive and negative Boolean) monotonicity for a function F :
In what follows we refer to Boolean monotonicity simply as to monotonicity.
Definition 3.1 (Boolean Monotonic Theory). A theory T with a signature Ω = (S, S f , S r , ar ), where S is a non-empty set of elements called sorts or types, S f is a set of function symbols, S r is a set of relation symbols, and ar is arity of the relation and function symbols, is (Boolean) monotonic iff:
(1) the only sort in Ω is Boolean;
(2) all predicates and functions in Ω are monotonic.
The authors of [4] introduced techniques for building an efficient SMT solver for Boolean monotonic theories (SMMT). These techniques were further used for checking satisfiability of CTL [26] . In this paper, we extend this approach to ATL. We start with showing a Boolean encoding of the ATL models.
Boolean Encoding of ATL Models
First, we make some assumptions about MAS. Assume that we are given a set of agents A = {1, . . . , n}, where each agent i ∈ A has a fixed set of the local states L i = {l 1 i , . . . , l n i i } and a fixed initial local state ι i ∈ L i . Since agent i can be in one of its n i local states, and a local transition function T i is restricted such that it does not involve actions of the other agents, we can assume, without a loss of generality, that agent i has exactly n i possible actions, i.e., from each local state it can potentially move to each of its local states. So, assume that the set of local actions for agent i is
. . , a n i i } and an action a j i can move the agent i from any local state to local state l j i . Moreover, we assume that each local protocol P i satisfies that at least one action is available at each local state. Consequently, the local transition function T i for agent i is defined as follows:
Next, we represent every single agent i with a given AG i = (L i , ι i , Act i , P i ,T i ) by means of a bit vector. In fact, under the condition that the number of the local states is fixed, the initial state is selected, and the rules for defining the local actions and a local transition function are given, we have to encode a local protocol P i . It can be defined by a Boolean table lp i of |L i | × |Act i | entries, where 0 at position (l k i , a j i ) means that the local action a j i is not available at the local state l k i , and 1 stands for the availability. This table can be represented by a bit vector tb i = (lp i [1] , . . . , lp i [n i ]) 2 , where lp i [j] stands for the j-th row of the table lp i , encoding which local actions are available at which local states.
Since the model M = (St, ι,T , V ) induced by a MAS is a product of AG i for i ∈ A, the bit vector (tb 1 , . . . , tb n ) determines the synchronous product of the local transition functions of the agents and thus the global transition function T of M.
Finally, we need to define a valuation of the propositional variables. Given a set PV, a Boolean table of size |St | × |PV | saves which propositional variables are true in which global states. Then, let vb = (vb 1 , . . . , vb k ) be a bit vector, where k = |St | · |PV |, controlling which propositional variables hold in each global state.
In this way, every model can be represented with a bit vector. For a fixed number |PV | of the propositional variables, a fixed number n of agents, a fixed number n i of the local states of agent i, for every i = 1, . . . , n, the bit vector v M = (tb 1 , . . . , tb n , vb) encodes some model induced by MAS without an initial state fixed. Therefore, v M actually encodes a family of models which differ only in the initial state.
Predicate Model
From now on, we consider models M defined over the fixed number |PV | of the propositional variables and a fixed number n of agents with fixed numbers |L 1 |, . . . , |L n | of local states. Thus, we consider models that can be represented by a bit vector v M consisting of exactly n M = |L 1 | 2 + . . . +|L n | 2 + |L 1 |· . . . ·|L n | · |PV | bits. In the rest of the work we will use the following notation:
to denote a vector of Boolean variables, where for i = 1, . . . , n, T B i is a vector of |L i | 2 variables and V B is a vector of |L 1 |·. . .·|L n |·|PV | variables.
For an ATL formula ϕ defined over propositional variables of PV and over agents of A, for each global state д ∈ St the following predicate is defined:
Unfortunately, it turns out that this predicate is not monotonic, i.e. there is an ATL formula ϕ and a global state д for which the predicate
Proof. Since ATL subsumes CTL, the thesis follows from the similar result for CTL [26] . □ However, in some special cases, as we show below, the predicate Model д,ϕ (V m ) can be monotonic. Consider the case of ϕ ∈ {⟨⟨Γ⟩⟩X p, ⟨⟨Γ⟩⟩Gp, ⟨⟨Γ⟩⟩pUq}. Since M is a model of ϕ, then there is a strategy σ Γ ∈ Σ Γ such that for each path
This path differs from the corresponding path π ∈ out M (s, σ Γ ) such that it may contain more states where p or q holds. Therefore, π ′ |= ψ for ψ ∈ {X p, Gp, pUq}. So, we have properties, and local transitions of the agents, except for one local transition of one agent from Γ that is enabled in M ′ but not in M.
If Model д,ϕ (v M ) = 1, then there is a strategy σ Γ ∈ Σ Γ such that for each path π ∈ out M (s, σ Γ ), π |= ψ for ψ ∈ {X p, Gp, pUq}.
Observe that adding one local transition to one agent of Γ results in more strategies of the agents of Γ, but at the same time the existing strategies are still in place. Therefore, the strategy σ Γ ∈ Σ Γ is in M ′ as well. Therefore, Observe that deleting one local transition of some agent of A \ Γ results in the same number of strategies of the agents of Γ, but for each strategy the number of paths in its outcome may be lower. The protocol function ensures that at least one action and thereby at least one transition must remain (not all can be deleted). Thus, for any strategy of the agents of Γ, the number of transitions consistent with this strategy cannot be reduced to
Function solve
In order to compute the value of the predicate To
the model checking algorithms described in [29] are applied.
APPROXIMATING ATL MODELS
In this section we show how to approximate models for ATL in order to solve the satisfiability problem using SAT modulo monotonic theories. First, the construction of over and under approximations of a model are given. Then, the approximation algorithm is defined together with the proofs of its properties.
Construction of M over and M under
Given a set of agents A = {1, . . . , n}, we fix for each i ∈ A a set of local states L i , an initial state ι i , and a set of local actions defined like in Def. 2.1. Next we define a function, called a partial protocol:
By a partial MAS, denoted MAS C P , we mean a MAS in which each agent is associated with a partial protocol rather than with a protocol. Then, a model induced by MAS C P together with a partial valuation of the propositional variables
is called a partial model, denoted by M par . Both a partial protocol and a partial valuation can be extended to total functions. The intention behind these definitions is to give requirements on the models. For each partial model, total models M A under and M Γ over , for Γ ⊆ A, are constructed. First, for every agent i ∈ A we define: a necessary local protocol P i : L i → 2 Act i and a possible local protocol
if CP i (l i , a i ) = unde f then a i P i (l i ) and a i ∈ P i (l i ). Notice that the possible local protocol is an extension of the necessary local protocol, i.e., the following condition holds: for every local state l i , P i (l i ) ⊆ P i (l i ). In a similar way, total valuations of the propositional variables are defined: a necessary valuation V : St → 2 P V and a possible valuation V : St → 2 P V such that:
(1) if CV (д, p) = 1 then p ∈ V (д) and p ∈ V (д), Observe that for every global state д ∈ St we have V (д) ⊆ V (д).
The model M A
under is defined as in Def. 2.2 of all agents i ∈ A with AG i = (L i , ι i , Act i , P i ,T i ) and for the valuation of the propositional variables V . The model M Γ over is defined as in Def. 2.2 of agents i ∈ Γ with AG i = (L i , ι i , Act i , P i ,T i ), agents j ∈ A \ Γ with AG j = (L j , ι j , Act j , P j ,T j ), and for the valuation of the propositional variables V .
Algorithm SApp
We say that the model M = (St, ι,T , V ) induced by agents A = {1, . . . , n} with AG i = (L i , ι i , Act i , P i ,T i ) for i ∈ A and the propositional variables PV is compatible with a partial model M par induced by the same sets of agents and propositional variables, and determined by the given partial protocols CP i for i ∈ A, and a partial valuation CV if P i is consistent with CP i for every i ∈ A, and V satisfies all conditions determined by CV . Formally:
Observe that M A under and M Γ over are compatible with M par . What is more, for any model M compatible with M par we have:
, v M Γ ov er , for some Γ ⊆ A, be bit vectors encoding models M, M A under , and M Γ over , respectively, then we have:
• 
Proof. Follows from the definitions of M
is defined. For a given partial model M par and two models M 1 and M 2 compatible with M par , the output of the function is determined by the following algorithm.
if op is ¬ then // negative monotonic 5:
if ϕ is ⟨⟨Γ⟩⟩ψ 1 Uψ 2 then 16:
if Proof. By a structural induction on a formula ϕ. Let M 11 , M 12 , 
Observe that the output of SApp M par (ϕ, V m 1 , V m 2 ) depends only on values of variables V B 1 , thus the function is also positive monotonic w.r.t. T B 1 i for i ∈ A and negative monotonic w.r.t. V B 2 and T B 2 i for i ∈ A. The induction step. We show the proof for the unary operators ¬, ⟨⟨Γ⟩⟩X , ⟨⟨Γ⟩⟩G . The proofs for the binary operators U ntil and ∧ are similar. Induction assumption (IA): the thesis holds for a formula ψ . Induction hypothesis (IH): the thesis holds for ϕ = op ψ .
) and the function is positive monotonic w.r.t. V B 1 and T B 1 
, and the function is positive monotonic w.r.t. V B 1 and
i for i ∈ Γ, from IA. The rest of the proof proceeds similarly like in the case above. Finally, (1) for ϕ ∈ {p, ¬ψ 1 ,ψ 1 ∧ ψ 2 } and each Γ ⊆ A: (2) for ϕ ∈ {⟨⟨Γ⟩⟩X ψ 1 , ⟨⟨Γ⟩⟩Gψ 1 , ⟨⟨Γ⟩⟩ψ 1 Uψ 2 }:
).
Proof. By a structural induction on a formula. We prove that 
, v M Γ ov e r ) and any Γ.
). □
SATISFIABILITY AND SYNTHESIS
Since the basic predicate Model д,ϕ (V m ) is not monotonic we consider an alternative one:
. For two bit vectors v M 1 and v M 2 encoding models M 1 and M 2 compatible with a partial model M par , we have: Given a monotonic predicate we can design and apply an efficient SAT-modulo-ATL solver which uses SAT Modulo Monotonic Theories (SMMT). This gives us an efficient procedure for ATL satisfiability and synthesis.
The described approach shows that if M is a model of a formula ϕ, then the initial state of M belongs to the set of states determined by , v M A und e r ).
The following corollary results directly from this theorem.
Now, we are ready to give a procedure for testing satisfiability of the ATL formulae. Basing on the SMMT framework, we have implemented the MsAtl tool -a lazy SMT solver for ATL theory. That is, our implementation exploits a slightly modified MiniSAT [18] as a SAT-solving core, and SApp algorithm as the (main part of the) theory solver for ATL. Due to lack of space we are unable to describe our implementation in detail. However, we sketch below (in a semi-formal way) how our tool works in general.
Input: (a) an ATL formula ϕ, (b) model requirements fixing the number of propositional variables (not less than those appearing in the formula), the number of agents (not less than those appearing in the formula), the number of local states for every agent, an initial local state for every agent, and protocol requirements (if there are any). The requirements determine a partial model M par .
Output: a model satisfying ϕ, which meets the requirements of M par or the answer that such a model does not exist.
Let d be an integer variable for tracking the decision depth of the solver, and asд(i) denote the variable assigned at the i-th step.
(1) Let d := 0.
). 
EXPERIMENTAL RESULTS
In order to evaluate the efficiency of our tool we have implemented an ATL formulae generator. Given the number of agents, groups, and propositional variables, and the depth of the formula, the generator (using the normal distribution) draws a random ATL formula up to the given depth. We have compared our preliminary results with TATL [14] -a tableaux-based tool for ATL satisfiability testing. Despite the fact that our implementation is at the prototype stage, and there is a lot of space for further optimizations, 3 we have observed several interesting facts. First of all, for small formulae both tools run rather quickly, in fractions of a second. When the size of the formula grows, especially when the number of nested strategy operators increases, the computation time consumed by both tools also grows very quickly. Moreover, we have found that for unsatisfiable formulae our tool runs quite long, especially for a large number of states. This is a typical behaviour for SAT-based methods, which could still be improved by introducing symmetry reductions preventing the exploration of many isomorphic models. However, we have found a class of formulae for which our tool outperforms TATL. These are formulae satisfied by very simple -and often even trivial -models. Table 1 presents the results for a set of such formulae generated with the following parameter values: |PV | = 3, |A| = 3, and number of groups equals 4. The table rows have the following meaning (from top to bottom). The first three rows contain a formula id, the depth of the formula, i.e., the maximal number of nested strategy operators, and the total number of Boolean connectives, respectively. The last two rows present computation times consumed by both tools, in seconds. The experiments have been performed using a PC equipped with Intel i5-7200U CPU and 16GB RAM running Linux. Due to lack of space we do not show here all formulae 4 but only the shortest one. The formula 1 of Table 1 is as follows: ⟨⟨0⟩⟩X(¬p 0 ∨ ⟨⟨1⟩⟩G(¬p 1 ∨ ⟨⟨0, 1⟩⟩F(¬p 1 ∨ ⟨⟨0, 1⟩⟩F(¬p 0 ∨ ⟨⟨2⟩⟩F⟨⟨0⟩⟩X(¬p 0 ∨ ⟨⟨1⟩⟩G( ¬p 1 ∨⟨⟨0, 1⟩⟩G(⟨⟨0⟩⟩F¬p 0 ))))))). The subsequent formulae are similar but longer.
It is easy to observe that while scaling the depth of the formulae, the computation time of MonoSatATL grows very slowly, almost imperceptibly, contrary to TATL for which it increases significantly.
CONCLUSIONS
The paper introduced a new method exploiting SMMT solvers for (bounded) testing of ATL satisfiability and for constructing (in many cases minimal) ATL models. Despite the fact that we apply the method to a restricted class of models for ATL under the standard semantics, our method can be adapted to other classes of multi-agent systems as well as to other ATL semantics including imperfect information. Although our implementation is rather at the preliminary stage, the experimental results show a high potential for this approach.
