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The unconventional superconductivity in Sr2RuO4 continues to attract considerable interest. While many
measurements can be interpreted on the basis of chiral p-wave pairing with intriguing topological character,
a number of exceptions hinder an unambiguous verification of such pairing. The pairing mechanism also re-
mains under debate. In this paper, with effects of the sizable spin-orbit coupling accounted for, we reexamine the
superconducting instabilities in Sr2RuO4 through systematic microscopic analysis within random phase approx-
imation. Our calculations show that the odd-parity p-wave pairing is favored in the regime of extremely weak
interactions, but that highly anisotropic even-parity pairings become most leading over a broad range of stronger
interactions. These results could shed light on the nature of the enigmatic superconductivity in Sr2RuO4.
The superconductivity in Sr2RuO4 has attracted significant
attention since it was discovered in 1994 [1–3]. The discovery
was followed by proposals of p-wave pairing arising from pos-
sible remnant ferromagnetic correlations in the material [4–6],
which was later substantiated by experimental evidences of
spin-triplet and odd-parity pairing [7–11]. The observation of
time-reversal symmetry breaking [12, 13] raised the prospect
of topological chiral p-wave pairing which supports Majorana
fermions [14, 15]. However, despite many progresses, the chi-
ral p-wave order has not been fully established, largely due to
the difficulties in reconciling it with a variety of other mea-
surements [16–19]. We highlight some major issues below.
A major prediction for chiral p-wave is the appearance of
spontaneous chiral currents at the edges and domain walls
separating regions of opposite chiralities [20, 21]. However,
no clear signature of chiral current have been detected so far
[22–24]. We stress that, as the current is not topologically
protected [25], it can be suppressed, to various degrees, by
gap and band structure anisotropy, surface disorder and the
multiband effects [25–31]. However, acquiring full consis-
tency with the experimental null result in the best prepared
sample/device is perhaps only possible with a fine-tuned gap
structure. Remarkably, edge current could vanish in non-p-
wave chiral superconductors such as chiral d- and f -wave, etc
[32–35]. Yet these states may be less likely in Sr2RuO4 [32].
Another discrepancy is the absence of split transitions when
an in-plane magnetic field or a uniaxial strain breaks the de-
generacy between the two chiral components [36–42]. A fur-
ther puzzle is the anomalous suppression of the in-plane upper
critical field Hc2 [43] at low temperatures and a related first-
order nature of the superconducting transition [38, 44, 45].
The suppression of the in-planeHc2 was also implicated in the
vortex lattice anisotropy throughout the mixed state [46, 47].
These resemble the Pauli limiting behavior, and can usually
be tied to spin-singlet pairing, but may also be explained if
the d-vector of the spin-triplet pairing lies in the plane –
which however corresponds to a time-reversal invariant he-
lical state. Equally intriguing is the evidence of line nodes
[48–50], whereas chiral p-wave is typically fully-gapped ex-
cept in special cases where anisotropy introduces accidental
nodes or deep gap minima [51].
Part of the complication arises from the multiband nature
[52], which hinders unambiguous interpretations of some of
the experiments. Since early times it was pointed out [53]
that superconductivity is most likely dominated by one set
of the three metallic bands, given the disparity of the quasi-
1D and quasi-2D bands. By interband scattering, pairing
can also develop on the subdominant band(s) with a weaker
amplitude [54]. However, there seems to be no consensus
regarding the identification of the primary superconducting
band(s). The van Hove singularity on the γ-band and the wall
of enhanced spin fluctuations betweenQ1 ≈ (2/3, 2/3)pi and
Q2 ≈ (pi, 2kF ) associated with the quasi-1D bands [55–57]
were argued to promote independent pairing instabilities, in-
cluding p-wave, on the respective band(s). There are different
recent theoretical works in support of both scenarios [58–61].
Recent weak-coupling renormalization group (RG) calcula-
tions [62, 63] found the leading p-wave state to develop sim-
ilar gap amplitudes on all three bands. In these calculations,
the limit U/W  1 where W is the bandwidth (or U/t  1
where t is the primary hopping amplitude) [64] is taken. Un-
der the assumption that the bare onsite Coulomb interactions
do not affect (see later) the superconducting solutions resul-
tant from particle-hole density wave fluctuations, forU/t→ 0
it suffices to perform a calculation up to one-loop level and the
solution is considered asymptotically exact in the absence of
competing particle-hole instabilities.
However, in reality Coulomb interactions in Sr2RuO4 may
not be that weak. In particular, the bare interactions in multi-
band or multi-orbital systems may contribute either repul-
sive or attractive effective interactions in certain pairing chan-
nels, which may affect the predictions based on density-wave-
fluctuation mechanisms. Additionally, higher order scatter-
ings associated with the finite interactions are expected to in-
troduce corrections to the structure of the interactions. This
may be particularly important in the present multiband sys-
tem, wherein multiple pairing instabilities likely coexist. To
this end, we perform systematic calculations using random
phase approximation (RPA) to analyze the leading pairing
symmetries as a function of interaction strength, from weak to
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2nearly intermediate interactions. The important microscopic
details such as the spin-orbit coupling are fully accounted
for. Our most important finding is an emerging trend: a
crossover from p-wave pairing at extremely weak U to highly
anisotropic even-parity s- and d-wave pairings at relatively
stronger and likely more physically relevant U . Our results
therefore hold important implications for the pairing theories
of Sr2RuO4.
Model – The band structure of Sr2RuO4 is described by the
following three-orbital tight-binding Hamiltonian on a square
lattice,
H =
∑
k,s
ψ†k,sHˆ0s(k)ψk,s , (1)
where the spinor ψk,s = (cxzk,s, cyzk,s, cxyk,−s)T with
cak,s annihilating a spin-s electron on the a-orbital (a =
xz, yz, xy), s =↑ and ↓ denote up and down spins, and,
Hˆ0s(k) =
 ξxz,k λk − isη iηλk + isη ξyz,k −sη
−iη −sη ξxy,k
 , (2)
with ξxz,k = −2t cos kx − 2t˜ cos ky − µ, ξyz,k =
−2t˜ cos kx− 2t cos ky −µ, λk = −4t′′ sin kx sin ky , ξxy,k =
−2t′(cos kx + cos ky) − 4t′′′ cos kx cos ky − µ1. Here λk
is the inter-orbital hybridization between the two quasi-1D
xz- and yz-orbitals; and η is the strength of spin-orbit cou-
pling (SOC) which is found to be sizable [65–67]. Note
that because SOC mixes different spins on the xy- and the
other two orbitals, the spins are not good quantum num-
bers. However, since the Kramers degeneracy on each band
is preserved, it is convenient to adopt a pseudospin nota-
tion where the electrons on the Bloch bands are denoted
pseudospin-up and down fermions. We fix the band param-
eters: (t, t˜, t′, t′′′, µ, µ1) = (1, 0.1, 0.8, 0.3, 1, 1.1)t which are
known to capture the overall band structure and Fermi surface
geometry of Sr2RuO4 [68–70]. For now we leave undeter-
mined the magnitude of the orbital mixing t′′ and η. Their
values will be suitably tuned to analyze the influence of the
associated microscopic details.
We consider the onsite Coulomb interactions between the
Ru t2g orbitals as the following,
Hint =
∑
i,a,s6=s′
U
2
niasnias′ +
∑
i,a6=b,s,s′
U ′
2
niasnibs′
+
∑
i,a 6=b,s,s′
J
2
c†iasc
†
ibs′cias′cibs
+
∑
i,a 6=b,s6=s′
J ′
2
c†iasc
†
ias′cibs′cibs , (3)
where i is the site index, a, b = xz, yz, xy, nias ≡ c†iascias.
Throughout this study we assume U ′ = U − 2J and J ′ = J
where J is the Hund’s coupling.
To study the superconducting instabilities, we obtain effec-
tive pairing vertices using systematic RPA calculations for-
mulated in the pseudospin language [71], which differ from
FIG. 1. (color online) Phase diagrams as a function of the interac-
tion parameters J/U and lg(U/t) for (t′′, η) = (0.05, 0.05)t [a],
(0.05, 0.10)t [b], (0.05, 0.15)t [c] and (0.10, 0.10)t [d]. Only the
single most leading channel at each point is indicated (see text in
[c] for labels): chiral p-wave (red), helical p-wave (green), s-wave
(blue) and dx2−y2 -wave (purple), and ‘NA’ (grey) corresponds to the
regime where the RPA susceptibility diverges and where our method
breaks down. The phase boundaries are rough estimates. They are
smoothed lines connecting the approximate midpoints which sepa-
rate our data points (see 71) associated with different phases. (e-f),
evolution of the eigenvalues of the gap equation in different channels
as a function of the interaction parameter lg(U/t). Note the log-scale
in x-axis.
the previous RPA and perturbative expansion studies [72–74].
Note that as the atomic SOC does not break inversion symme-
try, notions of odd- and even-parity pairings remain valid and
are in one to one correspondence with pseudospin-triplet and
pseudospin-singlet pairings. Accordingly, the obtained gap
functions acquire the standard forms ∆ˆtk ∼ i(σ · dk)σy and
∆ˆsk ∼ i∆kσy , which are expressed in the pseudospin basis.
The forms of dk and ∆k fall in the irreducible representations
of the D4h crystalline symmetry group, and the orientation of
the d-vector (dk) represents the pseudospin configuration of
the odd-parity pairing. The simple chiral p-wave is given by
(kx ± iky)zˆ, while the helical p-wave states are marked by
in-plane d orientations: kxxˆ± ky yˆ and kyxˆ± kxyˆ.
To deduce the general behavior, we perform calcula-
tions using orbital mixing parameters in the range t′′, η ∈
(0, 0.15)t. Figure 1 depicts the phase diagrams in terms of
the dimensionless interaction parameters J/U and lg(U/t) for
four sets of (t′′, η), which are roughly representative of our
3FIG. 2. (color online) The s- and p-wave gaps as a function of the
angle with respect to the ky-axis, at two different interaction param-
eters U = U1 = 0.01t (solid) and U = U2 = 0.2t (dashed). The
calculations are done with (t′′, η) = (0.05, 0.15)t and J/U = 0.1.
Note that s-wave is the third and first leading state at U1 and U2,
respectively; while p-wave is the first and second.
overall observation. In the following we separately discuss
the two limiting cases: extreme weak-U [i.e. lg(U/t) < −1
or U < 0.1t] and finite-U [i.e. lg(U/t) > −1].
Weak-U limit – In the extreme weak coupling limit, the p-
wave gap functions obtained in our calculations are in excel-
lent agreement with the previous study [62] [see Fig 2 (b)].
In the presence of sizable SOC, the three bands are more
prompt to develop comparable gaps. The SOC also induces
anisotropic spin correlations [75–77] responsible for the split-
ting between the chiral and helical channels. Naturally, the
balance between the two is sensitive to SOC, which acts in
conjunction with other microscopic details in the band struc-
ture and the bare interactions, such as t′′ and J/U . Crudely
speaking, chiral p-wave state wins over helical p-wave at
smaller J/U , and stronger SOC tips the balance towards he-
lical p-wave [Fig 1 (a)-(c)]. The former is consistent with the
previous study which found leading chiral and helical pairings
for small and larger J/U , respectively. In addition, at larger
t′′, the chiral state develops more favorably than the helical
pairing, and more p-wave phase space becomes overtaken by
even-parity pairing [see Fig 1 (b) and (d)]. The sensitivity to
the microscopics was also noted in a recent work [78].
As a crucial remark, at the RPA level treated here the spin
fluctuations on their own in fact favor even-parity s- or d-wave
pairing, instead of p-wave. In these extreme weak-U calcu-
lations, p-wave surpasses the others because the even-parity
channels are suppressed by nonvanishing repulsive compo-
nents at the bare-U level. We have verified this via explicit
calculations where only the bare-U contribution is included
and where it is purposely taken out. Hence caution is needed
when interpreting the extreme weak-U results.
Intermediate-U – Most important of all, a robust emerging
trend, irrespective of the details of the orbital mixing, is the
crossover at relatively weak interaction strength from p-wave
to s- and d-wave pairings which are in the A1g and B1g rep-
resentations, respectively. In addition, the d-wave pairing is
increasingly favored at larger J/U (Fig 1), and the s-wave
channel invariably exhibits strong gap anisotropy with multi-
ple accidental nodes across the Fermi surfaces [e.g. Fig 2 (a)
FIG. 3. (color online) Upper panel: leading RPA gap functions in
three regions of interaction strength: (a) U = 10−4t, (b) U = 0.1t
and (c) U = t, wherein the three-band model give most leading chi-
ral p-wave (shown is the px-component), s- and dx2−y2 -wave pair-
ings, respectively. Lower panel: comparison of γ-band gap functions
obtained in the three-band model (solid) and an effective one-band
model (dashed), under the same interaction strength in correspon-
dence with those in the upper panels. In the plots shown, the three-
band model assumes interband mixing (t′′, η) = (0.05, 0.15)t and
the interaction parameter J/U is held fixed at 0.1. The one-band
model uses a band structure and filling fraction that resemble those
of the γ-band. Its leading channel is always d-wave at the chosen
filling level, µ1 = 1.1t (see 71), with subdominant p- and s-wave
pairings. The wavevectors Q1 and Q2 shown in (a) and (c) are ap-
proximately equal to those mentioned in the text, up to a reciprocal
lattice wavevector.
and Fig 3 (b))]. These constitute the central message of the
present study. Some of the representative gap functions are
depicted in Fig 3 (a-c).
Typically at the order of U = U0 ∼ 0.1t [Fig 1 (e-f)], the
spin-fluctuation-mediated effective interactions begin to su-
persede the bare-U repulsion in several even-parity channels.
Note that although at this order the bare-U interactions are still
relatively strong compared with O(U2), their components in
the respective eigen channels can be much weaker. AcrossU0,
the obtained gap structure exhibits quantitative variations in,
e.g. the detailed shape and the relative amplitudes of the gaps
across the three bands, as is illustrated in Fig 2.
Since the bare-U interactions have no effect on the p-wave
pairing, variations in this channel must result exclusively from
the higher order corrections in RPA. The inaction of bare-U
permits a stronger statement, that the p-wave pairing must
be driven by spin fluctuations alone. Traces of this mech-
anism [30, 61] can be found in, e.g. the approximate rela-
tion sgn[∆k] = sgn[∆k+Q] in the near-nested portions of
the quasi-1D Fermi surfaces, as indicated by the arrows in
Fig 3 (a). A similar degree of RPA correction is expected
for even-parity pairings. However, since the bare-U repul-
sion and the spin-fluctuation-mediated interactions ‘interfere’
nontrivially in these channels, it was not until at somewhat
larger U where the latter dominates. For example, as shown
4in Fig 3 (c), for a model with U = t which develops sizable
pairing gaps on the quasi-1D bands, the nested regions sat-
isfy sgn[∆k] = −sgn[∆k+Q] characteristic of an even-parity
pairing favored by the momentum-Q spin fluctuations.
However, care must be taken when attributing the super-
conductivity to certain spin fluctuation modes, as the inter-
actions in this multi-orbital system are inherently multiband
in nature (except in the strong-U limit where a single mode
prevails) [63]. The multiband effects may operate differently
in different channels, which is best illustrated by comparing
the γ-band pairing in single- and multiband models. Its van
Hove singularity induces spin fluctuations not only at small
momenta, but also at large wavevectors surrounding (pi, pi)
[41]. Depending on the interaction strength and the exact
filling fraction, these fluctuations may support s-, p-, or d-
wave channels within RPA [71]. The gap functions are plotted
along with the multiband results in Fig 3 (d-f). Obviously, dis-
tinctions appear not only around the locus of maximal band-
mixing, but also away from them, despite very similar γ-band
spin fluctuations in the two models [71]. Especially, the con-
trast is much more appreciable in the p- and d-wave channels,
suggesting stronger multiband effects at play in the two.
It shall be stressed that the multiband character persists,
irrespective of the distribution of the gaps on the three
bands which, by contrast, is not generic. Depending on the
parametrization of the orbital mixing, the pairing can reside
primarily on one set of bands or be of similar magnitude on
all three. On the one hand, stronger SOC in general leads
to more comparable gap amplitudes; on the other hand, since
the momentum-dependent xz/yz-orbital hybridization λk de-
stroys the α/β-band nesting conditions more dramatically,
with larger t′′ the pairing on these two bands are increasingly
suppressed compared to that on γ.
Other symmetries – Planar chiral f -wave pairings in prod-
uct representations, taking the forms of (k2x− k2y)(kx + iky)zˆ
and kxky(kx + iky)zˆ [79, 80], were proposed to explain the
reported low temperature thermodynamic and transport mea-
surements [48–50]. However, we did not find these pairings
among the most leading channels obtained in our calculations.
Implications for RG studies – In the U/t → 0 limit within
the regime of validity of the two-stage weak-coupling RG de-
veloped in Ref. 58, one first integrates out the states with
energies higher than an artificial cutoff Ω0  U2/t. This
generates a low-energy effective action, from which one com-
putes the RG flow of the individual Cooper channels. Since
Ω0 → 0, we expect the existing weak-coupling RG study as
formulated in Ref 62 to yield the same results as our RPA, as
it did. In the intermediate range of U still far from particle-
hole instabilities, e.g. 0.1 < U/t < O(1) in the present
study [81], the system can still be viewed as weakly coupled.
However, the perturbative treatment of the high-energy modes
must now be carried out more accurately. For example, Zanchi
and Schulz [82] implemented a standard one-loop RG calcu-
lation for the high-energy states down to a physical cutoff,
below which the flow of the particle-hole loops disappear ex-
ponentially. Given the nontrivial interplay of the bare-U and
higher-order interactions found in RPA, a corresponding study
within RG is naturally of considerable interest and will be pur-
sued separately.
The functional RG (fRG) approaches [60, 61] by contrast
use sizable U . In addition, they take into account the inter-
play between the pairing and the particle-hole channels in the
RG flow–an ingredient missing in weak-coupling RG. In these
studies, the growth of the odd-parity pairing channel is found
to be faster than that of the even-parity ones as the tempera-
ture or cutoff energy decreases. However, although both yield
leading p-wave, they disagree on which set of bands drives
the pairing. Inferring from our results, this could potentially
originate from the different microscopic details adopted in the
two studies. It therefore seems important to attend to the mi-
croscopics and scan over a broader parameter range in order
to obtain a complete phase diagram.
Concluding remarks – The leading pairing obtained in our
RPA appears in the p-wave channel in the extreme weak-
coupling regime, and in even-parity s- or d-wave channels
in a broad range of intermediate interactions – in contrast
with the widely-held assumption for Sr2RuO4. We do note
that multiple signatures inconsistent with chiral p-wave may
go very well with even-parity pairing. For example, taken
at face value, these pseudospin singlet states are in line with
the suppression of the in-plane Hc2 and the character of first-
order superconducting transition at low temperatures [38, 43–
45, 83, 84], although these behavior may also be explained by
invoking an orbital polarization mechanism due to finite SOC
[85]. Moreover, the obtained gap functions in these channels
exhibit multiple accidental (s-wave) or symmetry-imposed (d-
wave) vertical line nodes, which may explain the residual den-
sity of states [48–50]. In addition, on a tetragonal lattice as in
Sr2RuO4, planar even-parity pairing belongs to 1D irreducible
representation and typically does not break time-reversal in-
variance; hence the superconductor is not expected to gener-
ate chiral current at the edges, nor split transitions in the pres-
ence of C4 symmetry breaking perturbations. Although it is
still premature to draw a firm conclusion of alternative pairing
symmetry in this material due to the obvious reason that even-
parity pairing cannot be straightforwardly reconciled with the
many observations in support of p-wave pairing, our results
call for new perspectives in studying the superconductivity in
Sr2RuO4. As a side remark, our work also shows how the
pairing in a multiband superconductor can be strongly influ-
enced by the multiband interactions.
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Supplemental Material: Superconducting
pairing in Sr2RuO4 from weak to intermediate
coupling
I. METHODS
A. Coulomb interactions
The interaction Hamiltonian adopted in our calculations is
Hint =
U
2
∑
i,a,s6=s′
niasnias′ +
U ′
2
∑
i,a 6=b,s,s′
niasnibs′
+
J
2
∑
i,a6=b,s,s′
c†iasc
†
ibs′cias′cibs
+
J
2
∑
i,a6=b,s6=s′
c†iasc
†
ias′cibs′cibs (S1)
where i is the site index, a, b = xz, yz, xy are the orbital
indices, s, s′ =↑, ↓ are the real-spin indices, and U ′ = U −
2J . To simplify the forms of the formula, we define Uasabsbcscdsd
having the following nonzero elements:
Uasbscs¯ds¯ =

U, a = b = c = d;
U ′, a = b 6= c = d;
J, a = c 6= b = d;
J, a = d 6= c = b,
(S2)
Uasbs¯cs¯ds =

−U, a = b = c = d;
−J, a = b 6= c = d;
−J, a = c 6= b = d;
−U ′, a = d 6= c = b,
(S3)
Uasbscsds =
{
U ′ − J, a = b 6= c = d;
−U ′ + J, a = d 6= c = b, (S4)
where s¯ ≡ −s, and thus satisfying
Uasabsbcscdsd = U
cscdsd
asabsb
= −Uasadsdcscbsb = −U cscbsbasadsd . (S5)
Then, we can write the interaction Hamiltonian (S1) as
Hint =
1
4
∑
iabcdsasbscsd
Uasabsbcscdsd c
†
iasa
cibsbc
†
icsc
cidsd . (S6)
Since spin-orbit coupling mixes opposite spins from the quasi-
1D and quasi-2D orbitals, it is no longer appropriate to speak
about Cooper pairing in real-spin space. However, given the
preserved Kramers degeneracy on the bands, it is convenient
to define the electrons on the Bloch bands as pseudospin- up
and down fermions. It is then perfectly valid to use notions of
pseudospin pairings. We thus rewrite the interaction Hamilto-
nian (S6) in the pseudo-spin basis as follows:
Hint =
1
4
∑
iabcdσaσbσcσd
Uaσabσbcσcdσd c
†
iaσa
cibσbc
†
icσc
cidσd . (S7)
7Here the pseudo-spin index σa = sa for a = xz, yz; and
σa = s¯a for a = xy, which also applies to the pseudospin
indices σb, σc, and σd. As no more reference to real spins
is needed hereafter, from now on we use ‘↑’ and ‘↓’ symbols
to exclusively designate pseudospin up and down, and drop
the prefix ‘pseudo’ to simplify the notation, unless otherwise
specify.
B. Susceptibility
To perform the RPA calculation for Sr2RuO4, we need to
extend the standard RPA approach [86–95] to a more general
form. To this end, we first define the generalized susceptibility
of the system as
χaσabσbcσcdσd (q, τ) ≡
1
N
∑
k1k2
〈
Tτ c
†
aσa(k1, τ)cbσb(k1 + q, τ)
×c†cσc(k2 + q, 0)cdσd(k2, 0)
〉
(S8)
where Tτ denotes the time-ordered product, and 〈· · · 〉 denotes
the thermal average of the system. When the interaction is
turned off (U = U ′ = J = 0), the above generalized sus-
ceptibility reduces to the bare susceptibility χ(0)aσabσbcσcdσd (q, τ),
which is nonzero only if σd = σa and σc = σb. Fourier
transformed to the imaginary frequency space, the nonzero
elements of the bare susceptibility can be expressed by the
following explicit form:
χ
(0)aσabσb
cσbdσa
(q, iwn) =
1
N
∑
kαβ
ξαdσa(k)ξ
α∗
aσa(k)
× ξβbσb(k + q)ξβ∗cσb(k + q)
nF (ε
β
k+q)− nF (εαk)
iwn + εαk − εβk+q
, (S9)
where α, β are band indices, εαk is the α-band dispersion,
ξαl (k) is the matrix element of the obital-to-band transforma-
tion, nF is the Fermi-Dirac distribution function, and wn =
2npi/T with n integer is the Matsubara frequency. When the
interaction is turned on, the generalized susceptibility at the
RPA level reads
χ(q, iwn) =
[
1 + χ(0)(q, iwn)(U)
]−1
χ(0)(q, iwn). (S10)
where χ(q, iwn), χ(0)(q, iwn), and (U) operate as 36 × 36
matrices with (U)aσabσbcσcdσd ≡ Uaσabσbcσcdσd . The plus sign in the
square braket, though seemingly different than the usual con-
ventions used elsewhere, is in fact due to the particular struc-
ture of the interaction matrix chosen here. Note this approach
only works for interactions at which all the eigenvalues of
the denominator matrix
[
1 + χ(0)(q, iwn)(U)
]
are positive.
When U reaches a J/U -dependent critical value Uc at which
the lowest eigenvalue of the denominator matrix becomes
zero, the generalized susceptibility (S10) diverges, thus the
RPA treatment will breakdown. Throughout this work, we
use T = 0.001t and a 400 × 400 k-mesh to evaluate the sus-
ceptibility.
C. Effective interaction
At small interaction strength U < Uc, the system exhibits
short range spin and charge fluctuations. The exchange of
these fluctuations leads to the pairing interaction responsible
for superconductivity. Taking the static limit by sendingwn =
0, for the present system the pairing interaction vertex at the
RPA level reads
Γaσabσbcσcdσd (k,k
′) =(U)aσadσdbσbcσc − [(U)χ(k − k′)(U)]
aσadσd
bσbcσc
+ [(U)χ(k + k′)(U)]aσacσcbσbdσd . (S11)
Projecting this interaction onto the band basis, and consider-
ing only the intra-band pairing one arrives at the following
effective interaction on the Fermi level:
Veff =
1
N
∑
kk′αβσaσbσcσd
V αβσaσbσcσd(k,k
′)
× c†ασa(k)c†ασb(−k)cβσc(−k′)cβσd(k′), (S12)
where
V αβσaσbσcσd(k,k
′) =
1
4
Re
∑
abcd
Γaσabσbcσcdσd (k,k
′)
× ξα∗aσa(k)ξα∗bσb(−k)ξβcσc(−k′)ξβdσd(k′). (S13)
D. Linearized gap equation
For convenience we take pseudospin quantization in the
z-direction. The superconducting pairing of the system can
then be divided into two categories: the opposite-spin pairing
(OSP) and the equal-spin pairing (ESP). The solutions in the
former can be further classified into the even- and odd-parity
channels, while solutions in the latter category belongs exclu-
sively to odd-parity states. In the odd-parity channels, an OSP
with odd-parity is a state with d-vector along z, and an ESP
state is characterized by in-plane d. For the OSP states, we
define the symmetrized effective interaction
V αβOSP(k,k
′) =V αβ↑↓↓↑(k,k
′) + V αβ↓↑↑↓(−k,−k′)
− V αβ↑↓↑↓(k,−k′)− V αβ↓↑↓↑(−k,k′), (S14)
and the gap function
∆αk =
1
N
∑
k′β
V αβ(k,k′)
〈
cβ↓(−k′)cβ↑(k′)
〉
. (S15)
They satisfy the following linearized gap equation near Tc:
− 1
(2pi)2
∑
β
∮
FS
dk′‖
V αβOSP(k,k
′)
vβF (k
′)
∆βk′ = λ∆
α
k , (S16)
8where λ is the pairing eigenvalue. For the ESP states, we
define the symmetrized effective interaction
V αβESP(k,k
′) =
(
V αβ↑↑↑↑(k,k
′) V αβ↑↑↓↓(k,k
′)
V αβ↓↓↑↑(k,k
′) V αβ↓↓↓↓(k,k
′)
)
−
(
V αβ↑↑↑↑(k,−k′) V αβ↑↑↓↓(k,−k′)
V αβ↓↓↑↑(k,−k′) V αβ↓↓↓↓(k,−k′)
)
,
(S17)
and the gap function
∆αkσσ =
1
N
∑
k′β
[
V αβσσσσ(k,k
′)
〈
cβσ(−k′)cβσ(k′)
〉
+V αβσσσ¯σ¯(k,k
′)
〈
cβσ¯(−k′)cβσ¯(k′)
〉]
.
(S18)
They satisfy the following linearized gap equation near Tc:
− 1
(2pi)2
∑
β
∮
FS
dk′‖
V αβESP(k,k
′)
vβF (k
′)
(
∆βk′↑↑
∆βk′↓↓
)
= λ
(
∆αk↑↑
∆αk↓↓
)
.
(S19)
The critical temperature Tc itself is determined by the over-
all largest pairing eigenvalue λ between the above solutions
through Tc ∝ Λe−1/λ where Λ is a cutoff energy charac-
teristic of the width of the energy window within which the
interactions distribute.
Note that in the calculations we typically choose around
1000 equally-spaced k points on the Fermi surface to
ensure good convergence. The phase diagrams in the
main text are drawn based on the data points using
the following parametrization of interactions: U =
[10−4, 10−3, 10−2, 10−1, 0.2, 0.4, 0.7, 1, 1.5, 2]t, J/U =
[0.01, 0.03, 0.05, 0.07, 0.1, 0.15, 0.2, 0.25].
II. SINGLE γ-BAND MODEL
In this section we perform calculations with an effective
one-band model to make comparison with the three-band re-
sults. We adopt the same tight-binding dispersion as in the
main text: ξk = −2t′(cos kx + cos ky)− 4t′′′ cos kx cos ky −
µ1 with (t′, t′′′) = (0.8, 0.3)t, wherein the van Hove physics
is retained. The corresponding band structure very well re-
produces that of the γ-band in the three-band model except
around the band mixing points (Fig S1). For the interactions,
only onsite Coulomb repulsion is included. Near van Hove
filling, this band structure is known to generate enhanced spin
fluctuations at a small momentum as well as at large wavevec-
tors surrounding (pi, pi). As in Fig S2, the single-band model
almost exactly reproduces the bare susceptibility of the three-
band model, suggesting limited influence of the high energy
band crossing and SOC on the low-energy spin dynamics. At
µ1 = 1.1t (same as what was used in the main text), dx2−y2 -
pairing dominates in all range of U where RPA is valid, and p-
FIG. S1. Comparison of the γ band structure in the single-band and
three-band model. The deep blue and deep red portions of the solid
lines correspond to the states with predominantly dxz/yz and dxy
characters, respectively. We have assumed t = 1.25eV.
FIG. S2. γ-band bare susceptibility in: (a) the single-γ-band model
and (b) the three-band model. The single-band model also uses µ1 =
1.1t, with its dispersion given in the text. The three-band model is
described in the main text, and we have used (t′′, η) = (0.05, 0.15)t.
and s-waves are subleading. The respective gap functions are
shown in Fig 3 (d-f) in the main text. However, with slightly
higher filling fraction µ = 1.15t, p-wave becomes more fa-
vorable at small U , with s-wave at intermediate and d-wave
at the strongest U . Their gap functions are qualitatively the
same as those shown in Fig 3 (d-f) in the main text.
