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We introduce and present a theory of interferometric measurement of a normal Auger decay lifetime in
molecules. Molecular Auger interferometry is based on the coherent phase control of Auger dynamics in a
two-color (ω=2ω) laser field. We show that, in contrast to atoms, in oriented molecules of certain point
groups the relative ω=2ω phase modulates the total ionization yield. A simple analytical formula is derived
for the extraction of the lifetimes of Auger-active states from a molecular Auger interferogram,
circumventing the need in either high-resolution or attosecond spectroscopy. We demonstrate the principle
of the interferometric Auger lifetime measurement using inner-valence decay in CH3F.
DOI: 10.1103/PhysRevLett.122.233001
Auger decay [1,2] is a fundamental process, where in the
presence of an inner-shell vacancy, a valence electron
recombining with this vacancy supplies another (Auger)
electron with sufficient energy to leave an atom or a
molecule. Auger decay is intensely studied due to its
importance for such diverse areas as surface science,
atmospheric chemistry, radiation biology, x-ray spectros-
copy, and attosecond physics.
Advances in laser and x-ray technology have initiated a
new chapter in the study of Auger processes, enabling time-
resolved measurements of the Auger decay lifetimes [3],
matching the spectral resolution of the best available
energy-resolved experiments [4]. Furthermore, several
new Auger-based radiative processes have been explored,
such as laser-assisted Auger decay (LAAD) [5–7] or laser-
enabled Auger decay (LEAD) [8] with multiple photons. In
both of them, the Auger decay is initiated by the x-ray and
laser pulses. For LAAD the Auger decay is energetically
allowed, whereas in the case of LEAD, the Auger process is
initially energetically forbidden, but becomes allowed if the
system can absorb additional energy from a laser field.
Another example is single-photon laser-enabled Auger
decay (spLEAD), first predicted theoretically in [9]. In this
process, the ionizationof anAuger-inactive ionic state occurs
due to a two-electron transition filling the inner-valence
vacancy with simultaneous photon absorption. Recently,
atomic spLEADwas confirmed experimentally [10] using an
ω=2ω coherent control scheme [11] and light from a free-
electron laser (FEL).Variation of the relative phase of the two
frequencies resulted inmodulation of the angular distribution
of the electrons emitted by ionized Ne atoms.
We show analytically that for oriented molecules belong-
ing to the molecular point groups Cs, Cn, Cnv, C∞v, C3h,
D3, D3h, and Td, one can control not merely the angular
distribution but also the total yield of the Auger or spLEAD
electrons or, equivalently, the yield of doubly ionized
molecules. Molecular orientation in the gas phase has been
repeatedly demonstrated [12]. It is well recognized that the
total yield can be controlled even in the atomic case via
schemes employing same-parity transitions, e.g., ω=3ω;
however within the photon energy regime relevant for the
Auger dynamics practical realization of such control
schemes appears problematic [13].
Here, we present Auger interferometry, i.e., a theory of
coherent control of Auger decay and spLEAD in ionized
molecules. The theory is applied to the CH3F ion which has
an Auger-active state (AAS) with energy only slightly
above the double ionization potential (DIP) and, as a result,
a decay width that is challenging to predict theoretically.
We show that attosecond resolution can be gained without
using attosecond pulses, by simply controlling the relative
ω=2ω phase. The accuracy of the retrieved time-resolved
dynamics is determined by the accuracy with which the
ω=2ω phase difference is controlled, and by the accuracy
with which intensities of the ω field and 2ω field and
transition dipole moments are determined.
We study the ionization dynamics of a molecule under
the influence of two long XUV (FEL) pulses. In general,
the system can have several AASs within the energy region
around the resonant energy. We consider the ground state
φN−10 , j0i, M AASs φN−1m , jmi, (m ¼ 1;…;M) with N − 1
electrons, and a doubly ionized state jEi, described by the
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electron in the continuum χnE and the associated dicationic
state φN−2n , where n is the index of the ionic channel. The
AASs jmi are above the DIP. In the case of spLEAD the
states jmi are below the DIP.
The laser field transfers the molecule from the ground
state j0i to the doubly ionized state jEi by two interfering
ionization paths, directly by 2ω-photon absorption, and by
absorption of two ω photons via the intermediate decaying
states jmi. The faster the intermediate states decay, the
weaker the second path becomes, so that the maximum
yield of emitted electrons is limited by the lifetimes of the
jmi states. Destructive interference or complete suppres-
sion of the yield requires a balance of the paths that can be
reached by tuning the intensity of the ω field relatively to
the intensity of the 2ω field.
In molecules, this interference between single- and two-
photon transitions (a resonant multiphoton ionization
process [14]) is possible if the expansion of the direct
product of the representation of a dipole operator or
components thereof, Ddipole, itself contains the dipole
representation:
Ddipole ⊗ Ddipole ⊃ Ddipole: ð1Þ
This is for the present case of linear, parallel polarization of
the two frequencies which implies that the dipole operator
components belong to the same irreducible representation
(IRREP). The case of orthogonal polarizations is consid-
ered in the Supplemental Material (SM) [15] and the
allowed point groups for linear polarization with
perpendicular polarization of ω and 2ω are listed. The
condition (1) is trivially fulfilled for all symmetry groups
where one of the dipole components belongs to the fully
symmetric IRREP, namely for Cs, Cn, Cnv, and C∞v. Apart
from those symmetry groups, the condition (1) is satisfied
for molecules of the point group symmetries D3, D3h,
and Td.
To describe theoretically the molecular Auger interfer-
ometry, we solve the time-dependent Schrödinger equation
(TDSE), atomic units (a.u.) are used throughout,
i
∂ΨN−1ðtÞ
∂t ¼ HˆðtÞΨ
N−1ðtÞ ð2Þ
for the Hamiltonian HˆðtÞ ¼ Hˆ0 þ VˆðtÞ, where Hˆ0 is the
unperturbed Hamiltonian of the (N − 1)-electron system
Hˆ0φN−1m ¼ E˜N−1m φN−1m ;
Hˆ0½ χnEφN−2n  ¼ EN−1n ½ χnEφN−2n : ð3Þ
The energies E˜N−1m ¼ EN−1m − iΓm of the AASs jmi
(m ¼ 1;…;M) take into account the natural energy (or
decay) half width at half maximum (HWHM) Γm, denoted
below “the energy width.” For the ground state j0i the
energy is real E˜N−10 ¼ EN−10 , and EN−1n ¼ EN−2n þ E is the
energy of the doubly ionized state, with E the energy of
the continuum electron. The term VˆðtÞ ¼ −dE describes the
interaction with a linearly polarized two-color laser field
E ¼ E1 cos ðωtÞ þ E2 cos ð2ωtþ ϕÞ; ð4Þ
where E1 and E2 are the electric field amplitudes of the field
with frequencies ω and 2ω, respectively, and ϕ is their
relative phase.
The total wave function ΨN−1ðtÞ is given by
ΨN−1ðtÞ ¼ c0ðtÞφN−10 e−iE
N−1
0
t þ
XM
m¼1
cmðtÞφN−1m e−iE˜N−1m t
þ
X
n
Z
dEcnEðtÞ χnEφN−2n e−iEN−1n t: ð5Þ
The last term in Eq. (5) includes a sum over different ionic
channels n.
We substitute the total wave function (5) into the TDSE
(2), and by using the standard rotating-wave approxima-
tion, obtain the usual system of differential equations for
the complex amplitudes [see (S2) in the SM]. This system
of equations for the induced transitions between the ground
state of the ionized molecular system, single AAS (M ¼ 1),
and the doubly ionized state of the molecule with an
electron in the continuum (see Fig. 1), can be solved fully
analytically [neglecting field-induced transitions between
doubly ionized states described by the transition dipole
moments dnn
0
(S3) which are much weaker than the other
transitions in our case] by applying the procedure of the
CH F
HOMO (E)
3
+
DIP 
CH F3 ++
F 2s (A )-1
12.55 eV
37.07 eV
61.59 eV
35.76 eV
1
0
E
1
1
M
…
1
FIG. 1. Auger interferometry scheme for the case of the
coherent control of Auger decay of a F (2 s−1) hole in CH3F
with ω and 2ω laser fields. The frequency of the transition
between the ground state j0i ¼ φN−10 of the molecular cation and
the AAS j1i ¼ φN−1m (or a series of them) with energy HWHM Γ1
equals the fundamental frequency ω. The doubly ionized final
state jEi ¼ χnEφN−2n can be reached by two paths: either from the
ground state directly by absorbing a 2ω photon or from the
ground state via the intermediate AAS by absorbing two ω
photons. Interference between these two transitions can be
controlled by the relative phase ϕ between the two laser fields.
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adiabatic elimination of the continuum [25–27]. The case
of two AASs is discussed separately in the SM. The
complex amplitudes of the continuum states become sta-
tionary when the XUV pulse is much longer than the
lifetimes of the considered states, which formally corre-
sponds to taking the t → ∞ limit. In this case the full time-
dependent expression for cnE can be simplified:
cnE ¼ −
αn
ðE˜ − iΓ˜ − EÞ2 − δ2 ; ð6Þ
where αn depends on the molecular parameters including
Γ1, and δ can be associated with the doubled complex Rabi
frequency [28] (see the SM for more detail). Here, E˜ ¼
1
2
ðE0 þ E1 þ 3ωÞ is a manifestation of the energy con-
servation law and Γ˜ ¼ 1
2
ðΓi0 þ Γi1 þ Γ1Þ is a total energy
HWHM, where Γi0 ¼ 2π
P
njVn0Ej2 and Γi1 ¼ 2π
P
njVn1Ej2
are the ionization widths of the ground j0i and the
intermediate j1i states, respectively.
Generally, Eq. (6) looks similar to a Lorentzian profile but
has a much more complicated character due to the complex
form of δ, and is less amenable to straightforward analysis.
However, for the resonant case (Δ01 ¼ E1 − E0 − ω ¼ 0)
Eq. (6) can be rewritten in the form allowing analysis. In this
case the resonant yield can be presented in the form
jcrEj2 ¼
V201jV1Ej2 þ jV0Ej2Γ21 þ 2V01jV0EjjVE1jΓ1 sin ðϕþ ϕ01Þ
ðV201 þ Γ1Γi0Þ2 þ ½4πV01jV1EjjV0Ej cos ðϕþ ϕ01Þ2
; ð7Þ
where the matrix elements V01 ¼ −d01E1=2, V0E ¼
−d0EE2=2, and V1E ¼ −d1EE1=2 contain transition dipoles
d01, d0E ¼
P
njdn0Ejeiϕ
n
0 , and d1E ¼
P
njdn1Ejeiϕ
n
1 [see (S3)
in the SM]. Equation (7) is derived within the assumption
that the phase difference ϕn01 ¼ ϕn0 − ϕn1 is constant for
different channels (ϕn01 ≈ ϕ01) of a particular molecular
system (see SM for details). The dependence of the
resonant yield (7) on the relative phase ϕ is contained in
the numerator and disappears when Γ1 ¼ 0. In the denom-
inator the dependence on ϕ is weak and can be neglected if
at least one of the following conditions is satisfied:
E21=E2 ≪ Γ1jd0Ej=ð2d01jd1EjÞ;
E2 ≪ d01=ð2πjd0Ejjd1EjÞ: ð8Þ
The conditions (8) correspond to the regime of moderate
intensities, when only processes described by the first order
of perturbation theory contribute sufficiently. In this case,
the resonant yield (7) is modulated and the modulation
depthM can be derived as
M ¼ 2=

V01jV1Ej
jV0EjΓ1
þ jV0EjΓ1
V01jV1Ej

ð9Þ
for given Γ1. The modulation depth (9) maximum value is 1
and can be achieved when jV0EjΓ1 ¼ V01jV1Ej. This means
that for any value of Γ1 a high contrastM can be obtained
by tuning the field intensities. The modulation depth M
can be measured experimentally within the relative phase
scan of the resonant yield and used for extraction of the
AAS energy width Γ1 value within a simple analytical
expression
Γ1 ¼
1 −
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 −M2
p
M
V01jV1Ej
jV0Ej
: ð10Þ
Here, one can notice that Γ1 is proportional to the ω-field
intensity I1 and inversely proportional to the square root of
the intensity I2 of the 2ω field (I1;2 ¼ E21;2). Transition
dipole moments can be calculated using, for instance, the
algebraic diagrammatic construction (ADC) technique
[29]. The other way to find the factor d01jd1Ej=jd0Ej is
to carry out two additional measurements: (i) with only 2ω
field giving the absolute value of the transition dipole
moment d0E which can be extracted from the yield
jcrEj2 ¼ 1=ð4π2jd0Ej2I2Þ, and (ii) with only ω field giving
the yield jcrEj2 ¼ jd1E=d01j2 from which the transition
dipole moment d1E absolute value can be found by using
the transition dipole moment d01, the value of which is
relatively easy to calculate with the accuracy of 5%–10% or
better [30–32].
To demonstrate the principal of the molecular Auger
interferometry, we choose a molecular system, fluoro-
methane (CH3F), that has a 2s-ionized AAS [33–36] with
an energy only slightly above the DIP. We study the
dynamics of the oriented singly ionized molecule CH3F
calculating the behavior of the total yield
R
dEjcEj2, see
Eq. (6) either of doubly ionized molecules or electrons. We
calculate the transition dipole moments using the ab initio
many-body Green’s function–based technique called ADC
[29], of extended second order, ADCð2Þx. Computational
details are discussed in the SM.
We consider the parameters of the field (4) such as the
intensity of each field component and the frequency ω
which changes with the detuning from the resonance Δ01.
First, we investigate the behavior of the line shape of the
emitted electrons jcEj2. The line shape as a function of the
relative phase ϕ for selected intensities shown in Fig. 2
demonstrates that for all values of the relative phase ϕ we
observe an asymmetry of the spectrum relative to the
central energy E ¼ E0 þ 2ω of the emitted electrons.
The emission is on average stronger for the relative phase
PHYSICAL REVIEW LETTERS 122, 233001 (2019)
233001-3
ϕ in the interval 0–π, while for the π–2π region it is weaker
or has disappeared (“switched off”). Detailed results are
given in the SM. This can be a basis for phase control of the
emitted electron spectrum by setting the relative phase ϕ for
appropriate intensities. Since the value of Γ1 is unknown, it
was chosen to lie in within the range of 10−3 − 10−2 a:u:
We show that the AAS energy width value can be
retrieved from the total yield of the emitted electrons
(
R
dEjcEj2), and this yield is controlled by the relative
phase ϕ and intensities I1;2. Figures 3(a)–3(c) present
Auger interferograms showing the dependence of the
population of the doubly ionized state of CH3F (or the
electron yield) as a function of the relative phase ϕ and
the energy width Γ1 of the singly ionized AAS of CH3F,
for the different intensity ratios. One can see that for the
different decay widths, the depth of the population
modulations varies. In Fig. 3(d) we show the dependence
of the modulation depth on the energy width Γ1 summa-
rizing the results presented in Auger interferograms in
Figs. 3(a)–3(c) as well as the detuned case discussed in the
SM. Here, one can see that the detuning from the
resonance Δ01 affects the modulation depth of the total
yield. Also one can notice that the intensity ratio equal to 1
corresponds to a higher modulation depth on average over
the whole range of Γ1 values. Figure 3(d) shows the
comparison between the total and resonant yield (9) for
zero detuning (see the SM for more details) which shows
an excellent agreement when the conditions (8) are
satisfied. This provides a way to extract the AAS energy
width using the simple expression (10). For the case when
two different values of Γ1 correspond to one value of
FIG. 2. The spectrum of emitted electrons ionized by a laser
field (4) for the case of CH3Fþ with the energy width Γ1 as a
function of the relative phase ϕ. The zero of the electron energy E
(y axis) corresponds to the resonant energy E0 þ 2ω. The
intensities of the ω field and 2ω field are 6.7 × 1012 W=cm2
and Γ1 ¼ 5 × 10−3 a:u:.
FIG. 3. (a)–(c) Auger interferograms. The total yield of electrons emitted by a bichromatic laser field for the case of CH3Fþ as a
function of the relative phase ϕ and the Γ1 (y axis). (d) Modulation depth of the total yield for zero (thin solid lines) and nonzero
detuning (thin dashed lines), and the resonant yield (thick dotted lines) as a function of the AAS energy width Γ1. The intensities are the
same as for (a)–(c) used, and detunings Δ01 are shown in 10−3 a:u:
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modulation depthM [see Fig. 3(d)] the uncertainty can be
eliminated by carrying out one additional measurement
with changed intensity ratio. For instance, if the ω field is
kept constant and the intensity ratio is reduced by
decreasing the 2ω-field intensity, then if the modulation
depth becomes higher it corresponds to the higher value
of the energy width and vice versa. This illustrates that
information about an AAS such as energy width (or
lifetime) can be obtained using this interferometric
method.
In summary, we introduced molecular Auger interfer-
ometry as a measurement of the total yield of a normal
Auger decay (or spLEAD) in molecules of particular point
groups as a function of the relative ω=2ω phase. Our
analytical theory predicts that the Auger decay lifetime can
be reconstructed from the relative phase scan of the Auger
yield modulation. The interference contrast onto which
the decay width is mapped [Eqs. (9) and (10)] can be
maximized at any decay width by controlling the ratio of
the ω- and 2ω-field intensities. As a result, the interfero-
metric measurement proposed here is free of the limitations
of both high-resolution Auger electron spectroscopy (strug-
gling to characterize decay widths smaller than the instru-
mental energy resolution) and attosecond time-resolved
spectroscopy (struggling to characterize decay rates faster
than the available pulse durations). We suggest a method of
extracting this information from the Auger interferograms
by applying a simple analytical formula. An illustrative
example dealing with inner-valence hole decay in CH3F
shows that molecular Auger interferometry is well
within the present-day experimental capabilities of the
modern FEL facilities, such as FERMI@Elettra. More
generally, the same coherent control scheme can be
used to study any type of ultrafast hole dynamics, e.g.,
hole migration [37,38].
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