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Abstract
We prove that the domain of the local Dirichlet form is strictly contained in the domain
of any stable-like non-local Dirichlet form on general metric measure spaces.
1 Introduction
Let us recall the following classical Sobolev spaces.
H1(Rd) =
{
u ∈ L2(Rd) :
∫
Rd
|∇u(x)|2dx < +∞
}
,
Hδ(Rd) =
{
u ∈ L2(Rd) :
∫
Rd
∫
Rd
(u(x)− u(y))2
|x− y|d+2δ dxdy < +∞
}
for δ ∈ (0, 1).
We have their characterizations using Fourier transform as follows.
Hδ(Rd) =
{
u ∈ L2(Rd) :
∫
Rd
|F [u](x)|2|x|2δdx < +∞
}
for δ ∈ (0, 1],
where F : L2(Rd)→ L2(Rd), u 7→ F [u] is the Fourier transform which is an isometry. It is
easy to check that Hδ(Rd) is monotone decreasing in δ ∈ (0, 1], that is, Hδ1(Rd) ⊇ Hδ2(Rd)
for any δ1, δ1 ∈ (0, 1] with δ1 < δ2, hence Hδ0(Rd) ⊆ ∩δ∈(0,δ0)Hδ(Rd) for any δ0 ∈ (0, 1].
A natural question is whether this is equal. However, the answer is NO. Denote F−1 :
L2(Rd)→ L2(Rd) as the inverse Fourier transform. Let
u = F−1
[(
x 7→ 1|x| d2+δ0 1|x|>1
)]
.
Then u ∈ ∩δ∈(0,δ0)Hδ(Rd)\Hδ0(Rd) by the above characterizations.
The main purpose of this paper is to consider similar questions on general metric measure
spaces where function spaces serve as the domains of Dirichlet forms.
Let (K, d, ν) be an α-regular metric measure space. Consider the following non-local
quadratic form
Eβ(u, u) =
∫
K
∫
K
(u(x)− u(y))2
d(x, y)α+β
ν(dx)ν(dy),
Fβ =
{
u ∈ L2(K; ν) :
∫
K
∫
K
(u(x)− u(y))2
d(x, y)α+β
ν(dx)ν(dy) < +∞
}
,
where β ∈ (0,+∞) is so far arbitrary. Note that Fβ is monotone decreasing in β and Fβ
may be trivial for very large β. The critical exponent
β∗ := sup
{
β ∈ (0,+∞) : (Eβ ,Fβ) is a regular Dirichlet form on L2(K; ν)
}
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is called the walk dimension of the metric measure space (K, d, ν). It holds true on many
metric measure spaces that β∗ ∈ (0,+∞), Fβ∗ is trivial but there lives a local regular
Dirichlet form (Eloc,Floc) on L2(K; ν) related to the critical exponent β∗. For example, the
Euclidean spaces and a large family of fractal spaces including the Sierpin´ski gasket and the
Sierpin´ski carpet. It is natural to raise the following questions.
Question 1. Is it true that Floc ⊆ ∩β∈(0,β∗)Fβ? Is it true that Floc = ∩β∈(0,β∗)Fβ?
Question 2. Given β0 ∈ (0, β∗), is it true that Fβ0 = ∩β∈(0,β0)Fβ?
On Rd, β∗ = 2, Floc = H1(Rd) and Fβ = Hβ/2(Rd) for β ∈ (0, 2). The answers to the
above two questions were already given.
First, we consider two typical fractal spaces, that is, the Sierpin´ski gasket and the
Sierpin´ski carpet. On the Sierpin´ski gasket, β∗ = log 5/ log 2 and the existence of a lo-
cal regular Dirichlet form was given by [4, 10]. On the Sierpin´ski carpet, β∗ ≈ 2.0969 whose
exact value is still unknown and the existence of a local regular Dirichlet form was given by
[1, 13]. We give the answer to Question 1 as follows.
Proposition 1.1. On the Sierpin´ski gasket (SG) and the Sierpin´ski carpet (SC), we have
Floc $
⋂
β∈(0,β∗)
Fβ .
Remarks 1.2. (1) “⊆” was used implicitly by Grigor’yan and the author [8, 9, 17] to
show the denseness of Fβ in certain function spaces. It is relatively easy to prove “⊆”.
(2) The key novelty of the above result is “$”. We will prove by constructing explicit
functions in ∩β∈(0,β∗)Fβ\Floc. The construction on the SG is much easier than the
construction on the SC due to the facts that the SG is a typical finitely ramified fractal
space while the SC is a typical infinitely ramified fractal space. Due to the intrinsically
analytic difference between the SG and the SC, the construction on the SG can not be
applied on the SC at all.
(3) The above result can be in fact covered by the following Proposition 1.3. However, we
will give the construction of some explicit functions in ∩β∈(0,β∗)Fβ\Floc in the proof
instead of giving only the existence of such functions in the proof of Proposition 1.3.
Second, we give conditions to give answers to Question 1 and Question 2 as follows.
Proposition 1.3. Let (K, d, ν) be an α-regular metric measure space satisfying the chain
condition and that all metric balls are relatively compact. Let (E ,F) be a conservative regular
Dirichlet form on L2(K; ν) with a heat kernel pt(x, y) satisfying
C1
tα/β0
Φ
(
C2
d(x, y)
t1/β0
)
≤ pt(x, y) ≤ C3
tα/β0
Φ
(
C4
d(x, y)
t1/β0
)
for any x, y ∈ K, for any t ∈ (0,diam(K)β0), here diam(K) := sup {d(x, y) : x, y ∈ K}
is infinite if K is unbounded and is finite if K is bounded, where β0 ∈ (0,+∞) is some
parameter, C1, C2, C3, C4 are some positive constants and Φ : (0,+∞) → (0,+∞) is some
monotone decreasing function. Then
F $
⋂
β∈(0,β0)
Fβ .
Remark 1.4. Grigor’yan and Kumagai [7, Theorem 4.1] proved that under the above set-
tings, the following dichotomy holds.
(a) Either (E ,F) on L2(K; ν) is local, β0 ∈ [2, α+ 1] and
Φ(s)  C exp
(
−cs
β0
β0−1
)
.
(b) Or (E ,F) on L2(K; ν) is non-local, β0 ∈ (0, α+ 1] and
Φ(s)  (1 + s)−(α+β0).
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If (E ,F) = (Eloc,Floc) and β0 = β∗, then this is case (a) and the above result gives the
answer to Question 1. If (E ,F) = (Eβ0 ,Fβ0) and β0 ∈ (0, β∗), then this is case (b) and the
above result gives the answer to Question 2.
Proposition 1.3 is indeed a consequence of the following result.
Theorem 1.5. Let (K, d, ν) be a metric measure space. Let (E ,F) be a regular Dirichlet
form on L2(K; ν) that corresponds to a Hunt process {Xt}. Let A be the generator of
(E ,F) on L2(K; ν) which is a non-positive definite self-adjoint operator. For any δ ∈ (0, 1),
let
{
X
(δ)
t
}
be the δ-subordinated Hunt process that corresponds to a regular Dirichlet form
(E(δ),F (δ)) on L2(K; ν). Then
F ⊆
⋂
δ∈(0,1)
F (δ),
and “=” if and only if A is bounded.
Remark 1.6. “⊆” is also relatively easy to prove. We will prove “$” when A is unbounded
by giving the existence of some function in ∩δ∈(0,1)F (δ)\F .
This paper is organized as follows. In Section 2, we prove Proposition 1.1 for the SG.
In Section 3, we prove Proposition 1.1 for the SC. In Section 4, we prove Theorem 1.5. In
Section 5, we prove Proposition 1.3.
In this paper, we always assume that (K, d, ν) is a metric measure space, that is, (K, d) is
a locally compact separable metric space and ν is a Radon measure on K with full support.
We use (·, ·) to denote the inner product in L2(K; ν). If (E ,F) is a closed form on L2(K; ν),
then we always define E(u, u) = +∞ for any u ∈ L2(K; ν)\F , hence E is defined on the
whole L2(K; ν) rather than a dense subspace F .
NOTATION. The letters c, C will always refer to some positive constants and may change
at each occurrence. The sign  means that the ratio of the two sides is bounded from above
and below by positive constants. The sign . (&) means that the LHS is bounded by positive
constant times the RHS from above (below).
2 Proof of Proposition 1.1 for the SG
Let K be the SG in R2, that is, let p0 = 0, p1 = (1, 0), p2 = ( 12 ,
√
3
2 ) and fi(x) =
1
2 (x+ pi),
x ∈ R2, i = 0, 1, 2, then K is the unique non-empty compact set in R2 satisfying K =
∪2i=0fi(K), see Figure 1. Let | · | be the Euclidean metric in R2 and ν the normalized
Hausdorff measure of dimension α = log 3log 2 on K. Then (K, | · |, ν) is an α-regular compact
metric measure space.
Figure 1: The SG in R2
Denote l(S) as the set of all real-valued functions on a set S.
We list the characterization of local regular Dirichlet form on the SG as follows, see
[10, 11, 12] for reference.
Let W0 = {∅} and
Wn = {w = w1 . . . wn : wi = 0, 1, 2, i = 1, . . . , n} for any n ≥ 1.
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For any w(1) = w
(1)
1 . . . w
(1)
m ∈Wm, w(2) = w(2)1 . . . w(2)n ∈Wn, let
w(1)w(2) = w
(1)
1 . . . w
(1)
m w
(2)
1 . . . w
(2)
n ∈Wm+n.
Let V0 = {p0, p1, p2} and Vn+1 = ∪2i=0fi(Vn) for any n ≥ 0, then {Vn}n≥1 is an increasing
sequence of finite subsets of K and the closure of V∗ = ∪n≥1Vn is K. For any n ≥ 1, for any
w = w1 . . . wn ∈Wn, let
Vw = fw1 ◦ . . . ◦ fwn(V0),
then Vn = ∪w∈WnVw.
For any n ≥ 1, for any u ∈ l(Vn), let
an(u) =
(
5
3
)n ∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2,
then for any m ≤ n, for any u ∈ l(Vn), we have am(u) ≤ an(u).
We have β∗ = log 5log 2 and (Eloc,Floc) on L2(K; ν) can be characterized as follows.
Eloc(u, u) = lim
n→+∞ an(u) = supn≥1
an(u),
Floc =
{
u ∈ C(K) : sup
n≥1
an(u) < +∞
}
.
We have the characterization of the domain of stable-like non-local Dirichlet form as
follows, see [18, Theorem 1.1]. For any β ∈ (α, β∗), we have
Fβ =
{
u ∈ C(K) :
+∞∑
n=1
2(β−β
∗)nan(u) < +∞
}
.
Therefore, it is obvious that Floc ⊆ ∩β∈(0,β∗)Fβ , to show that Floc $ ∩β∈(0,β∗)Fβ , we
only need to construct u ∈ C(K) such that an(u) = n for any n ≥ 1.
We construct u ∈ l(V∗) by induction as follows.
For n = 1. Let u ∈ l(V1) be given by u =
√
30
10 1{p0}, then a1(u) = 1.
Assume that we have constructed u ∈ l(Vn) satisfying an(u) = n. Then for n + 1, we
only need to extend u ∈ l(Vn) to a function on Vn+1 still denoted by u ∈ l(Vn+1).
Recall that
an+1(u) =
(
5
3
)n+1 ∑
w∈Wn+1
∑
p,q∈Vw
(u(p)− u(q))2
=
(
5
3
)n+1 ∑
w∈Wn
∑
i∈W
∑
p,q∈Vwi
(u(p)− u(q))2
 .
For any w ∈Wn, we only need to assign the values of u on ∪i∈WVwi\Vw, see Figure 2.
fw(p0) fw(p1)fw0(p1) = fw1(p0)
fw(p2)
fw0(p2) = fw2(p0) fw1(p2) = fw2(p1)
Figure 2:
⋃
i∈W Vwi
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Denote a = u(fw(p0)), b = u(fw(p1)), c = u(fw(p2)), let
u(fw1(p2)) = x = αb+ αc+ (1− 2α)a,
u(fw0(p2)) = y = αc+ αa+ (1− 2α)b,
u(fw0(p1)) = z = αa+ αb+ (1− 2α)c,
where α ∈ (0, 12 ) is some parameter, then∑
i∈W
∑
p,q∈Vwi
(u(p)− u(q))2
= (a− z)2 + (b− z)2 + (a− y)2 + (c− y)2 + (b− x)2 + (c− x)2
+ (x− y)2 + (y − z)2 + (z − x)2
= (15α2 − 12α+ 3) ((a− b)2 + (b− c)2 + (c− a)2)
= (15α2 − 12α+ 3)
∑
p,q∈Vw
(u(p)− u(q))2.
Let ϕ(α) = 15α2 − 12α+ 3, α ∈ (0, 12 ), then
min
α∈(0, 12 )
ϕ(α) = ϕ
(
2
5
)
=
3
5
, lim
α↓0
ϕ(α) = 3, lim
α↑ 12
ϕ(α) =
3
4
,
hence there exists αn ∈ (0, 25 ) such that ϕ(αn) = 35 n+1n . Then we have the definition of u on∪i∈WVwi. Then we have the definition of u on Vn+1. Moreover, an+1(u) = n+1n an(u) = n+1.
By induction principle, we obtain u ∈ l(V∗) satisfying an(u) = n for any n ≥ 1. Since αn ↑
2
5 as n→ +∞, it is obvious that u is uniformly continuous on V∗, hence u can be extended
to a continuous function on K still denoted by u ∈ C(K). Hence u ∈ ∩β∈(0,β∗)Fβ\Floc.
3 Proof of Proposition 1.1 for the SC
Let K be the SC in R2, that is, let
p0 = (0, 0), p1 = (
1
2
, 0), p2 = (1, 0), p3 = (1,
1
2
),
p4 = (1, 1), p5 = (
1
2
, 1), p6 = (0, 1), p7 = (0,
1
2
),
and
fi(x) =
1
3
(x− pi) + pi, x ∈ R2, i = 0, 1, . . . , 7,
then K is the unique non-empty compact set in R2 satisfying K = ∪7i=0fi(K), see Figure 3.
Let | · | be the Euclidean metric in R2 and ν the normalized Hausdorff measure of dimension
α = log 8log 3 on K. Then (K, | · |, ν) is an α-regular compact metric measure space.
Denote l(S) as the set of all real-valued functions on a set S.
We list the characterization of local regular Dirichlet form on the SC from [9] as follows,
see also [1, 13] for reference.
Let W0 = {∅} and
Wn = {w = w1 . . . wn : wi = 0, 1, . . . , 7, i = 1, . . . , n} for any n ≥ 1.
For any w(1) = w
(1)
1 . . . w
(1)
m ∈Wm, w(2) = w(2)1 . . . w(2)n ∈Wn, let
w(1)w(2) = w
(1)
1 . . . w
(1)
m w
(2)
1 . . . w
(2)
n ∈Wm+n.
For any i = 0, 1, . . . , 7, let
in = i . . . i︸ ︷︷ ︸
n times
∈Wn.
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Figure 3: The SC in R2
Let V0 = {p0, p1, . . . , p7} and Vn+1 = ∪7i=0fi(Vn) for any n ≥ 0, then {Vn}n≥0 is an
increasing sequence of finite subsets of K and the closure of V∗ = ∪n≥0Vn is K. For any
n ≥ 0, for any w = w1 . . . wn ∈Wn, let
fw = fw1 ◦ . . . ◦ fwn ,
Vw = fw(V0),Kw = fw(K),
then Vn = ∪w∈WnVw. We use the convention that f∅ = Id is the identity map.
Let ρ be the parameter from resistance estimates in [2, 3], then
β∗ =
log(8ρ)
log 3
.
It was given in [2, 3] that
• ρ ∈ [ 76 , 32 ] based on shorting and cutting technique,
• ρ ∈ [1.25147, 1.25149] based on numerical calculation.
Hence ρ > 76 which is a crucially important fact in the proof.
For any n ≥ 0, for any u ∈ l(Vn), let
an(u) = ρ
n
∑
w∈Wn
∑
p,q∈Vw
|p−q|=2−1·3−n
(u(p)− u(q))2.
By [9, Theorem 2.5], (Eloc,Floc) on L2(K; ν) can be characterized as follows.
Eloc(u, u)  sup
n≥1
an(u),
Floc =
{
u ∈ C(K) : sup
n≥1
an(u) < +∞
}
. (1)
We have the characterization of the domain of stable-like non-local Dirichlet form as
follows, see [9, Lemma 2.1]. For any β ∈ (α, β∗), we have
Fβ =
{
u ∈ C(K) :
+∞∑
n=1
3(β−β
∗)nan(u) < +∞
}
. (2)
Therefore, it is obvious that Floc ⊆ ∩β∈(0,β∗)Fβ , to show that Floc $ ∩β∈(0,β∗)Fβ , we
only need to prove the following result.
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Proposition 3.1. There exist u ∈ C(K) and a universal positive constant C satisfying
an(u) ≤ Cn for any n ≥ 1 and there exists some sequence {nk} such that ank(u) ≥ 1Cnk for
any k ≥ 1.
Proof of Proposition 1.1 using Proposition 3.1. Since an(u) ≤ Cn for any n ≥ 1, by Equa-
tion (2), we have u ∈ Fβ for any β ∈ (α, β∗). Since ank(u) ≥ 1Cnk for any k ≥ 1, by
Equation (1), we have u 6∈ Floc. Hence u ∈ ∩β∈(α,β∗)Fβ\Floc = ∩β∈(0,β∗)Fβ\Floc.
Denote
L = ({0, 1} × [0, 1])
⋃
([0, 1]× {0, 1}) .
For any n ≥ 0, for any u ∈ l(Vn), denote
En(u) =
∑
w∈Wn
∑
p,q∈Vw
|p−q|=2−1·3−n
(u(p)− u(q))2.
We construct two functions in C(K) that vanish on L and have explicit asymptotic
behaviours of En as follows.
Lemma 3.2. There exist u1 ∈ C(K) and a universal positive constant C satisfying 0 ≤
u1 ≤ 1 on K, u1|L = 0 and
1
C
(
1
ρ
)n
≤ En(u1) ≤ C
(
1
ρ
)n
for any n ≥ 1.
Lemma 3.3. There exist u2 ∈ C(K) and a universal positive constant C satisfying 0 ≤
u2 ≤ 1 on K, u2|L = 0 and
1
C
(
6
7
)n
≤ En(u2) ≤ C
(
6
7
)n
for any n ≥ 1.
Remark 3.4. Since u1|L = u2|L = 0, we have E0(u1) = E0(u2) = 0. For any n ≥ 1, the
lower estimates of En(u1) and En(u2) imply that u1 and u2 are not identically zero on Vn.
Proof of Lemma 3.2. Denote
S =
({
1
3
,
2
3
}
×
[
1
3
,
2
3
])⋃([1
3
,
2
3
]
×
{
1
3
,
2
3
})
.
For any n ≥ 1, let
Rn(S,L) = inf {En(u) : u|S∩Vn = 1, u|L∩Vn = 0, u ∈ l(Vn)}−1 ,
then there exists a unique u(n) ∈ l(Vn) with u(n)|S∩Vn = 1, u(n)|L∩Vn = 0 such that
En(u
(n))−1 = Rn(S,L). By flow technique and potential technique from [2, 3, 14], there
exists a universal positive constant C such that
1
C
ρn ≤ Rn(S,L) ≤ Cρn for any n ≥ 1.
By the same proof as [9, Section 8] using uniform Harnack inequality, we obtain u1 ∈ C(K)
satisfying 0 ≤ u1 ≤ 1 on K, u1|S = 1, u1|L = 0 and an(u1) ≤ cC for any n ≥ 1, where c is
the universal positive constant in weak monotonicity result [9, Theorem 7.1]. Hence
En(u1) ≤ cC
(
1
ρ
)n
for any n ≥ 1.
By the optimal property of u(n), we have
En(u1) ≥ En(u(n)) = Rn(S,L)−1 ≥ 1
C
(
1
ρ
)n
for any n ≥ 1.
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Proof of Lemma 3.3. Let f ∈ C([0, 1]) be a strictly increasing function given by f(0) = 0,
f(1) = 1 and for any n ≥ 0, for any i = 0, 1, . . . , 3n − 1
f(
3i+ 1
3n+1
) =
5
7
f(
i
3n
) +
2
7
f(
i+ 1
3n
),
f(
3i+ 2
3n+1
) =
2
7
f(
i
3n
) +
5
7
f(
i+ 1
3n
).
By the proof on [9, Page 4001], we have
En ((x, y) 7→ f(x)) = En ((x, y) 7→ f(y)) =
(
6
7
)n
for any n ≥ 1,
and for any n ≥ 1, f is the unique optimal function of the following variational problem
inf {En ((x, y) 7→ f(x)) = En ((x, y) 7→ f(y)) : f(0) = 0, f(1) = 1, f ∈ C([0, 1])} .
Let u2 ∈ C(K) be given by u2(x, y) = f(x)f(1−x)f(y)f(1−y), (x, y) ∈ K. It is obvious
that 0 ≤ u2 ≤ 1 on K and u2|L = 0.
For any n ≥ 1, by Minkowski inequality, we have√
En(uv) ≤ max
Vn
|u|
√
En(v) + max
Vn
|v|
√
En(u) for any u, v ∈ l(Vn),
hence √
En(u2) ≤ 4
√
En ((x, y) 7→ f(x)),
hence
En(u2) ≤ 16En ((x, y) 7→ f(x)) = 16
(
6
7
)n
for any n ≥ 1.
For any n ≥ 1, we have
En+2(u2)
≥
∑
w∈Wn
∑
p=(px,py),q=(qx,qy)∈V50w
|p−q|=2−1·3−(n+2)
py=qy
(f(px)f(1− px)f(py)f(1− py)
−f(qx)f(1− qx)f(qy)f(1− qy))2
=
∑
w∈Wn
∑
p=(px,py),q=(qx,qy)∈V50w
|p−q|=2−1·3−(n+2)
py=qy
(f(px)f(1− px)− f(qx)f(1− qx))2 f(py)2f(1− py)2.
For any p = (px, py) ∈ K50, we have f(py) ∈
[
5
7 ,
39
49
]
, f(1− py) ∈
[
10
49 ,
2
7
]
. Hence
En+2(u2)
≥
(
5
7
)2(
10
49
)2 ∑
w∈Wn
∑
p=(px,py),q=(qx,qy)∈V50w
|p−q|=2−1·3−(n+2)
py=qy
(f(px)f(1− px)− f(qx)f(1− qx))2
=
(
5
7
)2(
10
49
)2 ∑
w∈Wn
∑
p=(px,py),q=(qx,qy)∈V50w
|p−q|=2−1·3−(n+2)
(f(px)f(1− px)− f(qx)f(1− qx))2
=
(
5
7
)2(
10
49
)2
En (((x, y) 7→ f(x)f(1− x)) ◦ f50) .
Note that the function ((x, y) 7→ f(x)f(1− x)) ◦ f50 ∈ C(K) depends only on the first
variable and maps 0 to 1049 and 1 to
580
2401 . By the optimal property of f , we have
En (((x, y) 7→ f(x)f(1− x)) ◦ f50) ≥
(
580
2401
− 10
49
)2
En ((x, y) 7→ f(x)) =
(
90
2401
)2(
6
7
)n
.
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Hence
En+2(u2) ≥
(
5
7
)2(
10
49
)2(
90
2401
)2(
6
7
)n
=
562500
13841287201
(
6
7
)n+2
for any n ≥ 1.
Hence
En(u2) ≥ C
(
6
7
)n
for any n ≥ 1,
where C = min
{
7
6E1(u2),
(
7
6
)2
E2(u2),
562500
13841287201
}
is some universal positive constant.
We only need to prove Proposition 3.1 as follows.
Proof of Proposition 3.1. In terms of En, we need to construct u ∈ C(K) with a universal
positive constant C satisfying En(u) ≤ Cn
(
1
ρ
)n
for any n ≥ 1 and there exists some
sequence {nk} such that Enk(u) ≥ 1Cnk
(
1
ρ
)nk
for any k ≥ 1.
The idea of the proof is to use the fact that ρ > 76 which implies that
(
6
7
)n
is much larger
than n
(
1
ρ
)n
for any sufficiently large n ≥ 1 and the fact that n
(
1
ρ
)n
is much larger than(
1
ρ
)n
for any sufficiently large n ≥ 1.
For any A ⊆ K, for any n ≥ 1, for any u ∈ l(Vn), denote
EAn (u) =
∑
w∈Wn
Kw⊆A
∑
p,q∈Vw
|p−q|=2−1·3−n
(u(p)− u(q))2.
Let C1 be the universal positive constant from Lemma 3.2. For simplicity, we may assume
that C1 is an integer. Take arbitrary integer C ≥ C1 + 1.
Let u(1) = δ2u2, where δ2 is some positive parameter to be determined, then
En(u
(1)) = δ22En(u2) for any n ≥ 1.
Take δ2 > 0 such that
En(u
(1)) = δ22En(u2) < Cn
(
1
ρ
)n
for any n = 1, 2.
By Lemma 3.3, there exists n1 > 2 such that
En(u
(1)) < Cn
(
1
ρ
)n
for any n = 1, . . . , n1 − 1,
En1(u
(1)) ≥ Cn1
(
1
ρ
)n1
.
Define u(2) ∈ l(K) as follows. For any w ∈Wn1−1, let
u(2)|Kw =
{
δ1u1 ◦ fw, if w 6= 0n1−1,
δ2u2 ◦ fw, if w = 0n1−1,
where δ1, δ2 are some positive parameters to be determined. Since u1|L = u2|L = 0, we have
u(2) ∈ C(K) is well-defined and
En(u
(2)) =
{
0, if n = 1, . . . , n1 − 1,
δ21(8
n1−1 − 1)En−n1+1(u1) + δ22En−n1+1(u2), if n = n1, n1 + 1, . . . .
Take δ1 ∈ (0,+∞) such that
δ21(8
n1−1 − 1)E1(u1) = 1
2C
n1
(
1
ρ
)n1
,
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then
δ1 =
√√√√ 12Cn1 ( 1ρ)n1
(8n1−1 − 1)E1(u1) ≤
√√√√ n1 ( 1ρ)n1
14CE1(u1)
.
By Lemma 3.2, we have
δ21(8
n1−1 − 1)En−n1+1(u1) ≤ C21
(
1
ρ
)n−n1
δ21(8
n1−1 − 1)E1(u1)
=
C21
2C
n1
(
1
ρ
)n
≤ C
2
1
2C
n
(
1
ρ
)n
< Cn
(
1
ρ
)n
for any n = n1, n1 + 1, . . . .
Take δ2 ∈ (0, 1) such that
En(u
(2)) = δ21(8
n1−1 − 1)En−n1+1(u1) + δ22En−n1+1(u2) < Cn
(
1
ρ
)n
for any n = n1, n1 + 1, . . . , 2C
2
1C
2n1, 2C
2
1C
2n1 + 1.
Hence
En(u
(2)) < Cn
(
1
ρ
)n
for any n = 1, . . . , 2C21C
2n1, 2C
2
1C
2n1 + 1,
E
K\K
0n1−1
n1 (u
(2)) ≥ 1
2C
n1
(
1
ρ
)n1
.
Assume that we have constructed u(k) ∈ C(K) and nk−1 > . . . > n1 > 2 satisfying that
u(k)|K
0
nk−1−1 is the product of some positive parameter and u2 ◦ f0nk−1−1 , u(k)|K\K0nk−1−1
is constructed by gluing the terms of the form δu1 ◦fw with δ ∈ (0,+∞) and w ∈W1∪ . . .∪
Wnk−1−1, and
En(u
(k)) < Cn
(
1
ρ
)n
for any n = 1, . . . , 2C21C
2nk−1, 2C21C
2nk−1 + 1,
E
K\K
0
nk−1−1
ni (u
(k)) ≥ 1
2C
ni
(
1
ρ
)ni
for any i = 1, . . . , k − 1.
By Lemma 3.3, there exists nk > 2C
2
1C
2nk−1 + 1 such that
En(u
(k)) < Cn
(
1
ρ
)n
for any n = 1, . . . , nk − 1,
Enk(u
(k)) ≥ Cnk
(
1
ρ
)nk
.
Define u(k+1) ∈ l(K) as follows. Let u(k+1)|K\K
0
nk−1−1
= u(k)|K\K
0
nk−1−1
and for any
w ∈Wnk−nk−1 , let
u(k+1)|K
0
nk−1−1w
=
{
δ1u1 ◦ f0nk−1−1w, if w 6= 0nk−nk−1 ,
δ2u2 ◦ f0nk−1−1w, if w = 0nk−nk−1 ,
where δ1, δ2 are some positive parameters to be determined, see Figure 4.
Since u1|L = u2|L = 0, we have u(k+1) ∈ C(K) is well-defined, u(k+1)|K
0nk−1
is the
product of some positive parameter and u2 ◦ f0nk−1 , u(k+1)|K\K
0nk−1
is constructed by
gluing the terms of the form δu1 ◦ fw with δ ∈ (0,+∞) and w ∈W1 ∪ . . . ∪Wnk−1, and
En(u
(k+1))
=

E
K\K
0
nk−1−1
n (u(k)), if n = 1, . . . , nk − 1,
E
K\K
0
nk−1−1
n (u(k)) + δ21(8
nk−nk−1 − 1)En−nk+1(u1)
+δ22En−nk+1(u2), if n = nk, nk + 1, . . . .
10
K
0nk−1
K
0
nk−1−1
Figure 4: The Construction of u(k+1)
Hence
En(u
(k+1)) = E
K\K
0
nk−1−1
n (u
(k)) ≤ En(u(k)) < Cn
(
1
ρ
)n
for any n = 1, . . . , nk − 1,
E
K\K
0nk−1
ni (u
(k+1)) ≥ EK\K0nk−1−1ni (u(k+1)) = E
K\K
0
nk−1−1
ni (u
(k)) ≥ 1
2C
ni
(
1
ρ
)ni
for any i = 1, . . . , k − 1.
Since u(k+1)|K\K
0
nk−1−1
= u(k)|K\K
0
nk−1−1
is constructed by gluing the terms of the
form δu1 ◦ fw with δ ∈ (0,+∞) and w ∈W1 ∪ . . . ∪Wnk−1−1, by Lemma 3.2, we have
E
K\K
0
nk−1−1
n (u
(k)) ≤ C21
(
1
ρ
)n−nk−1
E
K\K
0
nk−1−1
nk−1 (u
(k)) ≤ C21
(
1
ρ
)n−nk−1
Enk−1(u
(k))
< C21
(
1
ρ
)n−nk−1
Cnk−1
(
1
ρ
)nk−1
= C21Cnk−1
(
1
ρ
)n
for any n = nk−1, nk−1 + 1, . . . .
Hence
E
K\K
0
nk−1−1
n (u
(k)) < C21Cnk−1
(
1
ρ
)n
<
1
2C
n
(
1
ρ
)n
for any n = 2C21C
2nk−1 + 1, 2C21C
2nk−1 + 2, . . . .
In particular
E
K\K
0
nk−1−1
nk (u
(k)) <
1
2C
nk
(
1
ρ
)nk
.
Take δ1 ∈ (0,+∞) such that
E
K\K
0nk−1
nk (u
(k+1)) = E
K\K
0
nk−1−1
nk (u
(k)) + δ21(8
nk−nk−1 − 1)E1(u1) = 1
2C
nk
(
1
ρ
)nk
,
then
δ1 ≤
√√√√ 12Cnk ( 1ρ)nk
(8nk−nk−1 − 1)E1(u1) ≤
√√√√ nk ( 1ρ)nk
14CE1(u1)
.
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Since u(k+1)|K\K
0
nk−1−1
= u(k)|K\K
0
nk−1−1
is constructed by gluing the terms of the form
δu1 ◦ fw with δ ∈ (0,+∞) and w ∈W1 ∪ . . . ∪Wnk−1−1, by Lemma 3.2, we have
E
K\K
0
nk−1−1
n (u
(k)) + δ21(8
nk−nk−1 − 1)En−nk+1(u1)
≤ C21
(
1
ρ
)n−nk (
E
K\K
0
nk−1−1
nk (u
(k)) + δ21(8
nk−nk−1 − 1)E1(u1)
)
=
C21
2C
nk
(
1
ρ
)n
≤ C
2
1
2C
n
(
1
ρ
)n
< Cn
(
1
ρ
)n
for any n = nk, nk + 1, . . . .
Take δ2 ∈ (0, 1k2 ) such that
En(u
(k+1)) = E
K\K
0
nk−1−1
n (u
(k)) + δ21(8
nk−nk−1 − 1)En−nk+1(u1) + δ22En−nk+1(u2)
< Cn
(
1
ρ
)n
for any n = nk, nk + 1, . . . , 2C
2
1C
2nk, 2C
2
1C
2nk + 1.
Therefore, we have
En(u
(k+1)) < Cn
(
1
ρ
)n
for any n = 1, . . . , 2C21C
2nk, 2C
2
1C
2nk + 1,
E
K\K
0nk−1
ni (u
(k+1)) ≥ 1
2C
ni
(
1
ρ
)ni
for any i = 1, . . . , k.
By induction principle, we obtain
{
u(k)
} ⊆ C(K).
By construction, for any k ≥ 2, we have
u(k)|K\K
0
nk−1−1
= u(k+1)|K\K
0
nk−1−1
,
0 ≤ u(k)|K
0
nk−1−1 ≤
1
(k − 1)2 ,
0 ≤ u(k+1)|K
0
nk−1−1 ≤
√√√√ nk ( 1ρ)nk
14CE1(u1)
+
1
k2
,
hence
sup
K
|u(k) − u(k+1)| ≤
√√√√ nk ( 1ρ)nk
14CE1(u1)
+
1
k2
+
1
(k − 1)2 .
Hence for any k > l ≥ 2, we have
sup
K
|u(k) − u(l)| ≤
k−1∑
i=l
sup
K
|u(i) − u(i+1)| ≤
k−1∑
i=l

√√√√ ni ( 1ρ)ni
14CE1(u1)
+
1
i2
+
1
(i− 1)2
→ 0
as k, l→ +∞. Hence {u(k)} ⊆ C(K) converges uniformly to some function u ∈ C(K).
For any fixed n ≥ 1, there exists l ≥ 1 such that n ≤ 2C21C2nk + 1 for any k ≥ l, hence
En(u
(k+1)) < Cn
(
1
ρ
)n
for any k ≥ l.
Letting k → +∞, we have
En(u) = lim
k→+∞
En(u
(k+1)) ≤ Cn
(
1
ρ
)n
for any n ≥ 1.
For any fixed i ≥ 1, for any k ≥ i, we have
Eni(u
(k+1)) ≥ EK\K0nk−1ni (u(k+1)) ≥
1
2C
ni
(
1
ρ
)ni
.
Letting k → +∞, we have
Eni(u) = lim
k→+∞
Eni(u
(k+1)) ≥ 1
2C
ni
(
1
ρ
)ni
for any i ≥ 1.
Therefore, u ∈ C(K) is our desired function.
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4 Proof of Theorem 1.5
First, we list some results about closed form.
Let (E ,F) on L2(K; ν) be a closed form that corresponds to a strongly continuous
semi-group {Tt : t > 0} on L2(K; ν). By [6, Section 1.3], there exists a spectral family
{Eλ : λ ∈ [0,+∞)} such that
E(u, u) =
∫
[0,+∞)
λd(Eλu, u),
F =
{
u ∈ L2(K; ν) :
∫
[0,+∞)
λd(Eλu, u) < +∞
}
,
and
Tt =
∫
[0,+∞)
e−tλdEλ for any t ∈ (0,+∞).
For any t ∈ (0,+∞), for any u ∈ L2(K; ν), let
E(t)(u, u) = 1
t
(u− Ttu, u).
We have the following result.
Lemma 4.1. ([6, Lemma 1.3.4]) For any u ∈ L2(K; ν), we have t 7→ E(t)(u, u) is monotone
decreasing in (0,+∞) and
E(u, u) = lim
t↓0
E(t)(u, u),
F =
{
u ∈ L2(K; ν) : lim
t↓0
E(t)(u, u) < +∞
}
.
Second, we give some results about subordinated Hunt process.
Let (E ,F) be a regular Dirichlet form on L2(K; ν) that corresponds to a Hunt process
{Xt}. For any δ ∈ (0, 1), let
{
ξ
(δ)
t
}
be the δ-stable subordinator, that is, the one-dimensional
Le´vy process whose Laplace transform is given by Ee−sξ
(δ)
t = e−ts
δ
, let η
(δ)
t be its one-
dimensional distribution density. Assume that the processes {Xt} and
{
ξ
(δ)
t
}
are indepen-
dent, then the δ-subordinated Hunt process
{
X
(δ)
t
}
is given by
{
X
ξ
(δ)
t
}
. Let
{
T
(δ)
t : t > 0
}
on L2(K; ν) be the strongly continuous Markovian semi-group and (E(δ),F (δ)) on L2(K; ν)
the regular Dirichlet form that correspond to the Hunt process
{
X
(δ)
t
}
, then
T
(δ)
t u =
∫ +∞
0
Tsu
(
η
(δ)
t (s)ds
)
for any t ∈ (0,+∞), for any u ∈ L2(K; ν), (3)
see [5, 16].
We have the characterization of E(δ) as follows.
Proposition 4.2. For any δ ∈ (0, 1), for any u ∈ L2(K; ν), we have
E(δ)(u, u) =
∫
[0,+∞)
λδd(Eλu, u) =
δ
Γ(1− δ)
∫ +∞
0
1
sδ
E(s)(u, u)ds (≤ +∞) .
Remarks 4.3. (1) For any u ∈ L2(K; ν). t−1(u−T (δ)t u, u) is non-negative finite for any
t ∈ (0,+∞), monotone decreasing in t ∈ (0,+∞) and E(δ)(u, u) is defined as its limit
as t ↓ 0 by Lemma 4.1 which is allowed to be +∞. d(Eλu, u) is an ordinary measure
on [0,+∞) and E(s)(u, u) is non-negative finite for any s ∈ (0,+∞), hence the above
two integrals are well-defined and allowed also to be +∞.
(2) [15, Equation (3.5)] gave the above second equality only for any u ∈ F where the
condition u ∈ F is intrinsically used to apply dominated convergence theorem.
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Proof. For any u ∈ L2(K; ν), by Lemma 4.1 and Equation (3), we have
E(δ)(u, u) = lim
t↓0
1
t
(
u− T (δ)t u, u
)
= lim
t↓0
1
t
(
(u, u)−
∫ +∞
0
(Tsu, u)η
(δ)
t (s)ds
)
= lim
t↓0
1
t
∫ +∞
0
(u− Tsu, u) η(δ)t (s)ds
= lim
t↓0
1
t
∫ +∞
0
(∫
[0,+∞)
(1− e−sλ)d(Eλu, u)
)
η
(δ)
t (s)ds
= lim
t↓0
1
t
∫
[0,+∞)
(∫ +∞
0
(1− e−sλ)η(δ)t (s)ds
)
d(Eλu, u)
= lim
t↓0
1
t
∫
[0,+∞)
(
1− e−tλδ
)
d(Eλu, u).
Since t 7→ 1−e−tλ
δ
t is monotone decreasing in (0,+∞) for any λ ∈ [0,+∞), by monotone
convergence theorem, we have
E(δ)(u, u) = lim
t↓0
1
t
∫
[0,+∞)
(
1− e−tλδ
)
d(Eλu, u)
=
∫
[0,+∞)
lim
t↓0
1− e−tλδ
t
d(Eλu, u) =
∫
[0,+∞)
λδd(Eλu, u).
Recall that for any δ ∈ (0, 1), we have∫ +∞
0
1− e−s
s1+δ
ds =
Γ(1− δ)
δ
which implies that for any λ ∈ [0,+∞), we have∫ +∞
0
1− e−sλ
s1+δ
ds =
Γ(1− δ)
δ
λδ.
Hence
E(δ)(u, u) =
∫
[0,+∞)
λδd(Eλu, u) =
δ
Γ(1− δ)
∫
[0,+∞)
(∫ +∞
0
1− e−sλ
s1+δ
ds
)
d(Eλu, u)
=
δ
Γ(1− δ)
∫ +∞
0
1
s1+δ
(∫
[0,+∞)
(1− e−sλ)d(Eλu, u)
)
ds
=
δ
Γ(1− δ)
∫ +∞
0
1
s1+δ
(u− Tsu, u)ds = δ
Γ(1− δ)
∫ +∞
0
1
sδ
E(s)(u, u)ds.
We have some direct corollaries as follows.
Corollary 4.4.
(1) For any δ ∈ (0, 1), we have
F (δ) =
{
u ∈ L2(K; ν) :
∫
[0,+∞)
λδd(Eλu, u) < +∞
}
=
{
u ∈ L2(K; ν) :
∫
(1,+∞)
λδd(Eλu, u) < +∞
}
.
(2) For any δ1, δ2 ∈ (0, 1) with δ1 < δ2, we have F (δ1) ⊇ F (δ2) ⊇ F .
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Proof. (1) The first equality follows directly from Proposition 4.2. Since for any u ∈
L2(K; ν), we have∫
[0,1]
λδd(Eλu, u) ≤
∫
[0,1]
d(Eλu, u) ≤
∫
[0,+∞)
d(Eλu, u) = (u, u) < +∞.
Hence ∫
[0,+∞)
λδd(Eλu, u) < +∞
if and only if ∫
(1,+∞)
λδd(Eλu, u) < +∞.
Hence we have the second equality.
(2) It follows easily from (1).
Corollary 4.5. For any δ ∈ (0, 1).
(1) F is (E(δ)(·, ·) + (·, ·))-dense in F (δ).
(2) Any core of (E ,F) on L2(K; ν) is a core of (E(δ),F (δ)) on L2(K; ν).
Remark 4.6. If (E(δ),F (δ)) on L2(K; ν) is defined only as the Dirichlet form corresponding
to the strongly continuous Markovian semi-group
{
T
(δ)
t : t > 0
}
on L2(K; ν) which is given
by Equation (3), then the regular property of (E(δ),F (δ)) on L2(K; ν) follows also from the
regular property of (E ,F) on L2(K; ν) and the above result.
Proof. (1) For any t ∈ (0,+∞), for any u ∈ L2(K; ν), we claim that T (δ)t u ∈ F . We only
need to show that ∫
[0,+∞)
λd(EλT
(δ)
t u, T
(δ)
t u) < +∞.
Indeed∫
[0,+∞)
λd(EλT
(δ)
t u, T
(δ)
t u) =
∫
[0,+∞)
∫ +∞
0
∫ +∞
0
λη
(δ)
t (r)η
(δ)
t (s)d(EλTru, Tsu)drds
=
∫
[0,+∞)
λ
(∫ +∞
0
∫ +∞
0
e−rλe−sλη(δ)t (r)η
(δ)
t (s)drds
)
d(Eλu, u)
=
∫
[0,+∞)
λe−2tλ
δ
d(Eλu, u).
Since λ 7→ λe−2tλδ is continuous on [0,+∞) and limλ→+∞ λe−2tλδ = 0, there exists some
positive constant C such that
0 ≤ λe−2tλδ ≤ C for any λ ∈ [0,+∞).
Hence ∫
[0,+∞)
λd(EλT
(δ)
t u, T
(δ)
t u) =
∫
[0,+∞)
λe−2tλ
δ
d(Eλu, u) ≤ C(u, u) < +∞.
For any u ∈ F (δ), by [6, Lemma 1.3.3 (iii)], we have T (δ)t u ∈ F is (E(δ)(·, ·) + (·, ·))-
convergent to u as t ↓ 0. Hence F is (E(δ)(·, ·) + (·, ·))-dense in F (δ).
(2) For any u ∈ F , by Proposition 4.2, we have
E(δ)(u, u) =
∫
[0,1]
λδd(Eλu, u) +
∫
(1,+∞)
λδd(Eλu, u)
≤
∫
[0,1]
d(Eλu, u) +
∫
(1,+∞)
λd(Eλu, u)
≤
∫
[0,+∞)
d(Eλu, u) +
∫
[0,+∞)
λd(Eλu, u)
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= E(u, u) + (u, u).
Hence
E(δ)(u, u) + (u, u) ≤ 2 (E(u, u) + (u, u)) for any u ∈ F .
Let C be a core of (E ,F) on L2(K; ν), that is, C is (E(·, ·)+(·, ·))-dense in F and uniformly
dense in Cc(K). We only need to show that C is (E(δ)(·, ·) + (·, ·))-dense in F (δ). Indeed, by
the above inequality, we have C is (E(δ)(·, ·) + (·, ·))-dense in F . Since F is (E(δ)(·, ·) + (·, ·))-
dense in F (δ) which is (1), we have C is (E(δ)(·, ·) + (·, ·))-dense in F (δ).
Corollary 4.7. Let pt(x,dy) be the transition density of the regular Dirichlet form (E ,F)
on L2(K; ν). Then for any δ ∈ (0, 1), we have
E(δ)(u, u) = 1
2
∫
K
∫
K
(u(x)− u(y))2J (δ)(dxdy) +
∫
K
u(x)2k(δ)(dx) for any u ∈ L2(K; ν),
where
J (δ)(dxdy) =
δ
Γ(1− δ)
∫ +∞
0
1
s1+δ
ps(x,dy)ν(dx)ds,
k(δ)(dx) =
δ
Γ(1− δ)
∫ +∞
0
1
s1+δ
(
1−
∫
K
ps(x,dy)
)
ν(dx)ds.
Remark 4.8. The above result is indeed the Beurling-Deny decomposition of the regular
Dirichlet form (E(δ),F (δ)) on L2(K; ν) which has only jumping part and killing part, see [6,
Theorem 3.2.1, Lemma 4.5.4]. Hence (E(δ),F (δ)) on L2(K; ν) is always non-local.
Proof. For any u ∈ L2(K; ν), for any s ∈ (0,+∞), we have
(u− Tsu, u) = 1
2
∫
K
∫
K
(u(x)− u(y))2ps(x, dy)ν(dx) +
∫
K
u(x)2
(
1−
∫
K
ps(x,dy)
)
ν(dx).
Then the result follows directly from Proposition 4.2.
Third, we give the proof of Theorem 1.5 as follows.
Proof of Theorem 1.5. It follows directly from Corollary 4.4 (2) that F ⊆ ∩δ∈(0,1)F (δ). If
A is bounded, then
L2(K; ν) = D(A) ⊆ D(√−A) = F ⊆
⋂
δ∈(0,1)
F (δ) ⊆ L2(K; ν),
hence we have “=”. We only need to show that if A is unbounded, then “$” holds.
Let E be the spectral measure corresponding to the spectral family {Eλ : λ ∈ [0,+∞)},
that is,
E((λ1, λ2]) = Eλ2 − Eλ1 for any λ1, λ2 ∈ [0,+∞) with λ1 < λ2.
Then
{
E((2k, 2k+1])
}
k≥0 is a sequence of orthogonal projections on L
2(K; ν) satisfying
E((2k, 2k+1])E((2l, 2l+1]) = 0 for any k, l ≥ 0 with k 6= l.
Let
I =
{
k ≥ 0 : E((2k, 2k+1]) 6= 0} .
Since A is unbounded, the spectrum σ(−A) ⊆ [0,+∞) is unbounded, #I = +∞.
For any k ∈ I, there exists uk ∈ E((2k, 2k+1])(L2(K; ν)) with ‖uk‖2L2(K;ν) = 2−(k+1).
For any k 6∈ I, let uk = 0. Then (uk, ul) = 0 for any k, l ≥ 0 with k 6= l.
Let u =
∑∞
k=0 uk. Then u ∈ L2(K; ν) and
‖u‖2L2(K;ν) =
∞∑
k=0
‖uk‖2L2(K;ν) ≤
∞∑
k=0
1
2k+1
= 1.
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For any k ≥ 0, we have E((2k, 2k+1])u = uk. Hence∫
(1,+∞)
λd(Eλu, u) =
∞∑
k=0
∫
(2k,2k+1]
λd(Eλu, u) ≥
∑
k∈I
∫
(2k,2k+1]
λd(Eλu, u)
≥
∑
k∈I
∫
(2k,2k+1]
2kd(Eλu, u) =
∑
k∈I
2k(E((2k, 2k+1])u, u) =
∑
k∈I
2k(uk, u)
=
∑
k∈I
2k‖uk‖2L2(K;ν) =
∑
k∈I
2k
1
2k+1
=
1
2
#I = +∞,
hence u 6∈ F .
For any δ ∈ (0, 1), we have∫
(1,+∞)
λδd(Eλu, u) =
∞∑
k=0
∫
(2k,2k+1]
λδd(Eλu, u) ≤
∞∑
k=0
∫
(2k,2k+1]
2δ(k+1)d(Eλu, u)
=
∞∑
k=0
2δ(k+1)(E((2k, 2k+1])u, u) =
∞∑
k=0
2δ(k+1)(uk, u) =
∞∑
k=0
2δ(k+1)‖uk‖2L2(K;ν)
≤
∞∑
k=0
2δ(k+1)
1
2k+1
=
∞∑
k=0
1
2(1−δ)(k+1)
< +∞,
hence by Corollary 4.4 (1), we have u ∈ F (δ) for any δ ∈ (0, 1).
Therefore, we have u ∈ ∩δ∈(0,1)F (δ)\F .
5 Proof of Proposition 1.3
By Theorem 1.5, we only need to show that the generator A of (E ,F) on L2(K; ν) is
unbounded and that F (δ) = Fδβ0 for any δ ∈ (0, 1).
First, we have the following result.
Lemma 5.1. Let (K, d, ν) be an α-regular metric measure space. Let (E ,F) be a conserva-
tive regular Dirichlet form on L2(K; ν) with a heat kernel pt(x, y) satisfying
pt(x, y) ≥ C1
tα/β0
Φ
(
C2
d(x, y)
t1/β0
)
(4)
for any x, y ∈ K, for any t ∈ (0,diam(K)β0), here diam(K) = sup {d(x, y) : x, y ∈ K}
is infinite if K is unbounded and is finite if K is bounded, where β0 ∈ (0,+∞) is some
parameter, C1, C2 are some positive constants and Φ : (0,+∞)→ (0,+∞) is some monotone
decreasing function. Then the generator A of (E ,F) on L2(K; ν) is unbounded.
Remark 5.2. The boundedness of the generator is sensitive to the small scale behaviours
of the space and the heat kernel. For example, on Z, the generator of the standard random
walk is bounded with spectrum [−2, 0], but on R, the generator of the standard Brownian
motion is unbounded with spectrum (−∞, 0].
Proof. Since (E ,F) on L2(K; ν) is conservative, we have∫
K
pt(x, y)ν(dy) = 1 for any t ∈ (0,+∞), for any x ∈ K.
Then for any u ∈ L2(K; ν), we have
E(u, u) = lim
t↓0
1
t
(u− Ttu, u) = lim
t↓0
1
2t
∫
K
∫
K
(u(x)− u(y))2pt(x, y)ν(dy)ν(dx),
where t 7→ 12t
∫
K
∫
K
. . . ν(dy)ν(dx) is monotone decreasing in (0,+∞). Hence for any r ∈
(0,diam(K)), letting t = rβ0 , we have
E(u, u) ≥ 1
2t
∫
K
∫
B(x,r)
(u(x)− u(y))2pt(x, y)ν(dy)ν(dx)
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≥ 1
2t
∫
K
∫
B(x,r)
(u(x)− u(y))2 C1
tα/β0
Φ
(
C2
d(x, y)
t1/β0
)
ν(dy)ν(dx)
≥ 1
2t
∫
K
∫
B(x,r)
(u(x)− u(y))2 C1
tα/β0
Φ
(
C2
r
t1/β0
)
ν(dy)ν(dx)
=
C1Φ(C2)
2
1
rα+β0
∫
K
∫
B(x,r)
(u(x)− u(y))2ν(dy)ν(dx).
Suppose that A is bounded, then
√−A is also bounded, hence F = D(√−A) = L2(K; ν)
and
E(u, u) = (√−Au,√−Au) ≤ ‖√−A‖2‖u‖2L2(K;ν) = ‖A‖‖u‖2L2(K;ν) for any u ∈ L2(K; ν).
Hence
C1Φ(C2)
2
1
rα+β0
∫
K
∫
B(x,r)
(u(x)− u(y))2ν(dy)ν(dx)
≤ ‖A‖‖u‖2L2(K;ν) for any u ∈ L2(K; ν), for any r ∈ (0,diam(K)). (5)
Since K is α-regular, there exists some positive constant C such that
1
C
rα ≤ ν(B(x, r)) ≤ Crα for any x ∈ K, for any r ∈ (0,diam(K)).
Let c := 2C2/α ≥ 2. We claim that
B(x, cr)\B(x, r) 6= ∅ for any x ∈ K, for any r ∈ (0, 1
c
diam(K)).
Indeed, we have
ν(B(x, cr)) ≥ 1
C
(cr)α = 2αCrα > Crα ≥ ν(B(x, r)),
hence B(x, cr)\B(x, r) 6= ∅.
For any r ∈ (0,diam(K)/(c3 + 2)), take arbitrary x0 ∈ K, let u = 1B(x0,r), then
RHS of Equation (5) = ‖A‖ν(B(x0, r)) . rα.
On the other hand
LHS of Equation (5) & 1
((c3 + 2)r)α+β0
∫
K
∫
B(x,(c3+2)r)
(u(x)− u(y))2ν(dy)ν(dx)
 1
rα+β0
∫
B(x0,r)
∫
B(x,(c3+2)r)\B(x0,r)
(1− 0)2ν(dy)ν(dx)
=
1
rα+β0
∫
B(x0,r)
ν(B(x, (c3 + 2)r)\B(x0, r))ν(dx)
≥ 1
rα+β0
∫
B(x0,r)
ν(B(x0, c
3r)\B(x0, r))ν(dx)
=
1
rα+β0
ν(B(x0, c
3r)\B(x0, r))ν(B(x0, r)).
Since B(x0, c
2r)\B(x0, cr) 6= ∅, taking arbitrary z ∈ B(x0, c2r)\B(x0, cr), we have
B(z, r) ⊆ B(x0, c3r)\B(x0, r),
then
ν(B(x0, c
3r)\B(x0, r)) ≥ ν(B(z, r)).
Hence
LHS of Equation (5) & 1
rα+β0
ν(B(z, r))ν(B(x0, r)) &
1
rα+β0
· rα · rα = rα−β0 .
Therefore, we have
rα−β0 . rα for any r ∈ (0, diam(K)
c3 + 2
).
Letting r ↓ 0, we obtain a contradiction! Hence A is unbounded.
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Second, we show that F (δ) = Fδβ0 for any δ ∈ (0, 1). Indeed, the calculation of jumping
kernels from heat kernels by subordination is standard. We give the calculation here for
completeness.
Proof of F (δ) = Fδβ0 for any δ ∈ (0, 1). By Corollary 4.7, we have
E(δ)(u, u) = 1
2
∫
K
∫
K
(u(x)− u(y))2J (δ)(x, y)ν(dx)ν(dy),
F (δ) =
{
u ∈ L2(K; ν) :
∫
K
∫
K
(u(x)− u(y))2J (δ)(x, y)ν(dx)ν(dy) < +∞
}
,
where
J (δ)(x, y) =
δ
Γ(1− δ)
∫ +∞
0
1
t1+δ
pt(x, y)dt.
Hence, we only need to show that
J (δ)(x, y)  1
d(x, y)α+δβ0
.
By [7, Theorem 4.1], we have the following dichotomy.
(a) Either (E ,F) on L2(K; ν) is local, β0 ∈ [2, α+ 1] and
Φ(s)  C exp
(
−cs
β0
β0−1
)
.
(b) Or (E ,F) on L2(K; ν) is non-local, β0 ∈ (0, α+ 1] and
Φ(s)  (1 + s)−(α+β0).
For (a). We have
C1
tα/β0
exp
−C2(d(x, y)
t1/β0
) β0
β0−1
 ≤ pt(x, y) ≤ C3
tα/β0
exp
−C4(d(x, y)
t1/β0
) β0
β0−1

for any x, y ∈ K, for any t ∈ (0,diam(K)β0).
Note the following elementary results. For any a ∈ (1,+∞), b, c, d ∈ (0,+∞), we have∫ +∞
0
1
ta
exp
(
− c
tb
)
dt =
Γ
(
a−1
b
)
bc
a−1
b
, (6)∫ d
0
1
ta
exp
(
− c
tb
)
dt =
1
bc
a−1
b
∫ +∞
c
db
s
a−1
b −1e−sds. (7)
If diam(K) = +∞. By Equation (6), we have
δ(1− δ)
(β0 − 1)Γ
(
(β0−1)(α+δβ0)
β0
)
Γ(2− δ)
C1
C
(β0−1)(α+δβ0)
β0
2
 1
d(x, y)α+δβ0
≤ J (δ)(x, y)
≤ δ(1− δ)
(β0 − 1)Γ
(
(β0−1)(α+δβ0)
β0
)
Γ(2− δ)
C3
C
(β0−1)(α+δβ0)
β0
4
 1
d(x, y)α+δβ0
for any x, y ∈ K.
If diam(K) < +∞. Using semi-group property, we have
pt(x, y) ≤ C3
diam(K)α
for any t ∈ [diam(K)β0 ,+∞), for any x, y ∈ K.
By Equation (6), we have
J (δ)(x, y) =
δ
Γ(1− δ)
(∫ diam(K)β0
0
+
∫ +∞
diam(K)β0
)
1
t1+δ
pt(x, y)dt
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≤ δ
Γ(1− δ)
∫ diam(K)β0
0
1
t1+δ
C3
tα/β0
exp
−C4(d(x, y)
t1/β0
) β0
β0−1
 dt
+
∫ +∞
diam(K)β0
1
t1+δ
C3
diam(K)α
dt
)
≤ δ
Γ(1− δ)
∫ +∞
0
1
t1+δ
C3
tα/β0
exp
−C4(d(x, y)
t1/β0
) β0
β0−1
 dt+ 1
δ
C3
1
diam(K)α+δβ0

≤ (1− δ)
 C3
Γ(2− δ)
δ(β0 − 1)Γ
(
(β0−1)(α+δβ0)
β0
)
C
(β0−1)(α+β0)
β0
4
+ 1
 1
d(x, y)α+δβ0
.
On the other hand, by Equation (7), we have
J (δ)(x, y) ≥ δ
Γ(1− δ)
∫ diam(K)β0
0
1
t1+δ
pt(x, y)dt
≥ δ
Γ(1− δ)
∫ diam(K)β0
0
1
t1+δ
C1
tα/β0
exp
−C2(d(x, y)
t1/β0
) β0
β0−1
 dt
=
δ
Γ(1− δ)C1
β0 − 1
C
(β0−1)(α+δβ0)
β0
2 d(x, y)
α+δβ0
∫ +∞
C2( d(x,y)diam(K) )
β0
β0−1
t
(β0−1)(α+δβ0)
β0
−1e−tdt
≥ δ
Γ(1− δ)C1
β0 − 1
C
(β0−1)(α+δβ0)
β0
2 d(x, y)
α+δβ0
∫ +∞
C2
t
(β0−1)(α+δβ0)
β0
−1e−tdt
= δ(1− δ)
 C1
Γ(2− δ)
β0 − 1
C
(β0−1)(α+δβ0)
β0
2
∫ +∞
C2
t
(β0−1)(α+δβ0)
β0
−1e−tdt
 1
d(x, y)α+δβ0
.
For (b). We have
C1
tα/β0
(
1 +
d(x, y)
t1/β0
)−(α+β0)
≤ pt(x, y) ≤ C2
tα/β0
(
1 +
d(x, y)
t1/β0
)−(α+β0)
for any x, y ∈ K, for any t ∈ (0,diam(K)β0).
Since
1
2α+β0
(
1
tα/β0
∧ t
d(x, y)α+β0
)
≤ 1
tα/β0
(
1 +
d(x, y)
t1/β0
)−(α+β0)
≤
(
1
tα/β0
∧ t
d(x, y)α+β0
)
for any x, y ∈ K, for any t ∈ (0,+∞), we may assume that
C1
(
1
tα/β0
∧ t
d(x, y)α+β0
)
≤ pt(x, y) ≤ C2
(
1
tα/β0
∧ t
d(x, y)α+β0
)
for any x, y ∈ K, for any t ∈ (0,diam(K)β0).
If diam(K) = +∞. Since∫ +∞
0
1
t1+δ
(
1
tα/β0
∧ t
d(x, y)α+β0
)
dt =
(
1
1− δ +
β0
α+ δβ0
)
1
d(x, y)α+δβ0
,
we have
δ
[
C1
Γ(2− δ)
(
1 +
(1− δ)β0
α+ δβ0
)]
1
d(x, y)α+δβ0
≤ J (δ)(x, y)
≤ δ
[
C2
Γ(2− δ)
(
1 +
(1− δ)β0
α+ δβ0
)]
1
d(x, y)α+δβ0
.
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If diam(K) < +∞. Using semi-group property, we have
pt(x, y) ≤ C2
diam(K)α
for any t ∈ [diam(K)β0 ,+∞), for any x, y ∈ K.
Hence
J (δ)(x, y) =
δ
Γ(1− δ)
(∫ diam(K)β0
0
+
∫ +∞
diam(K)β0
)
1
t1+δ
pt(x, y)dt
≤ δ
Γ(1− δ)
(∫ diam(K)β0
0
1
t1+δ
C2
(
1
tα/β0
∧ t
d(x, y)α+β0
)
dt
+
∫ +∞
diam(K)β0
1
t1+δ
C2
diam(K)α
dt
)
≤ δ
Γ(1− δ)
(∫ +∞
0
1
t1+δ
C2
(
1
tα/β0
∧ t
d(x, y)α+β0
)
dt+
∫ +∞
diam(K)β0
1
t1+δ
C2
diam(K)α
dt
)
=
δ
Γ(1− δ)C2
((
1
1− δ +
β0
α+ δβ0
)
1
d(x, y)α+δβ0
+
1
δ
1
diam(K)α+δβ0
)
≤ δ
[
C2
Γ(2− δ)
(
1 +
(1− δ)β0
α+ δβ0
+
1− δ
δ
)]
1
d(x, y)α+δβ0
.
On the other hand
J (δ)(x, y) ≥ δ
Γ(1− δ)
∫ diam(K)β0
0
1
t1+δ
pt(x, y)dt
≥ δ
Γ(1− δ)
∫ diam(K)β0
0
1
t1+δ
C1
(
1
tα/β0
∧ t
d(x, y)α+β0
)
dt
≥ δ
Γ(1− δ)
∫ d(x,y)β0
0
1
t1+δ
C1
(
1
tα/β0
∧ t
d(x, y)α+β0
)
dt
=
δ
Γ(1− δ)
∫ d(x,y)β0
0
1
t1+δ
C1
t
d(x, y)α+β0
dt
= δ
C1
Γ(2− δ)
1
d(x, y)α+δβ0
.
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