Genetic spaces are often described in terms of fitness landscapes or genotype-to-phenotype maps, where each genetic sequence is associated with phenotypic properties and linked to other genotypes that are a single mutational step away. The positions close to a genotype make up its "mutational landscape" and, in aggregate, determine the short-term evolutionary potential of a population. Populations with wider ranges of phenotypes in their mutational neighborhood are known to be more evolvable. Likewise, those with fewer phenotypic changes available in their local neighborhoods are more mutationally robust. Here, we examine whether forces that change the distribution of phenotypes available by mutation profoundly alter subsequent evolutionary dynamics.
Introduction

16
Interactions are ubiquitous in evolving systems. Some of these interactions are between 17 individuals of the same population [1] [2] [3] [4] [5] ; others are between members of different In the short-term, this kind of evolvability determines a population's response to 72 selection, and depends primarily on the organization and interrelation of information in 73 the genome; that is, the genetic architecture, and the resulting genotype-to-phenotype 74 map [34] . An example of evolvable architecture can be found in some bacterial genomes 75 that contain highly mutable genome regions, called contingency loci. Small sets of 76 insertions or deletions to these regions create transcription frameshifts that alter the 77 expression of nearby coding regions, thus allowing populations to easily switch 78 phenotypes via minor mutations. Contingency loci are most often seen in the genomes 79 of pathogens, which are subject to frequent environmental shifts caused by the host 80 immune system [41] . Thus, these populations are able to produce large amounts of 81 heritable variation despite their reduction in diversity resulting from population 82 bottlenecks.
83
Mutational Landscapes
84
Properties of genetic architectures such as evolvability and robustness are determined by 85 the shape of the resulting mutational landscape (local fitness landscape around a 86 genotype, accessible in a single mutation) [42] . Robust 
91
It is worth noting that not all neighborhoods of the mutational landscape may be 92 equally accessible. Some genome regions may be more robust to mutation than others. 93 For example, in E. coli, the methyl-directed mismatch repair (MMR) pathway has been 94 shown to preferentially repair coding regions over non-coding regions [43] . Alternately, 95 some kinds of mutations may be more likely to occur than others. A mutation 96 accumulation (MA) study of S. typhimurium found a strong bias toward GC-to-TA 97 transversions rather than GC-to-AT transitions [44] . These kinds of effects thereby skew 98 the probabilities of some kinds mutations occurring that might lead into certain 99 neighborhoods of the mutational landscape. These kinds of differential probabilities 100 may therefore moderate a population's diffusion through the mutational landscape.
101
Further, response to selection is likely to be weaker in regions of the landscape where 102 there are fewer available mutations that provide potentially adaptive traits, whereas 103 response to selection will be stronger in regions where there are many adaptive variants 104 available within a few mutational steps [37, 45] . This differential response to selection 105 may therefore constrain the ability of populations to diffuse across a fitness landscape. 106 
Landscape Metrics
107
Assessing the qualities of the nearby mutational landscape requires measures that can 108 relate phenotypes and their fitness effects with the probabilities that these mutants will 109 arise in the population. For the purposes of this paper, we define the organism 110 phenotype as being the set of logical tasks performed by an organism. Phenotype 111 contributes to fitness, but fitness is a distinctly calculated value. In order to assess the 112 relative neutrality of the nearby mutational network, we will measure the Genomic
113
Diffusion Rate D g [46] . This rate approximates the overall rate at which the 114 population encounters new neutral genotypes. To measure the Genomic Diffusion
115
Rate (D g ) in the local neighborhood of a genotype, we first calculated its Fidelity (F ), 116 or the probability of an offspring sharing this genotype with its parent. Given a uniform 117 mutation rate, Fidelity is the probability that a single locus is not mutated, (1 − µ), 118 
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119
Next, we measured the proportion of one-step mutants that were neutral or 120 beneficial when compared to the parent (p ν ) as well as those that were detrimental or 121 lethal (p d ), which must sum to one (p ν + p d = 1). The Neutral Fidelity (F ν ) of a 122 genotype is thus the probability that no harmful mutations occur, assuming no epistasis. 123 Finally, subtracting Fidelity from Neutral Fidelity yields the overall probability of 124 producing an offspring with a different genotype, yet neutral or better fitness (D g ).
126
127
Measures of neutral exploration, however, only show part of the picture. While some 128 form of neutrality is necessary for exploring a fitness landscape, new phenotypes must 129 be discoverable to achieve higher local evolvability. In order to assess evolvability more 130 specifically, we introduce a related measure, the Phenotypic Diffusion Rate (D p ), 131 which represents the probability that an offspring will be fitness-neutral (or better), but 132 also express a different phenotype than its parent. To do so, we must first measure the 133 proportion of one-step mutants that are phenotypically neutral as compared to their 134 parent (p pν ) and follow a similar procedure as above, first calculating the probability 135 that a phenotype-changing mutation will occur (µ pheno ), then the phenotypic-level 136 Fidelity (F pν ).
138
The difference between the overall Neutral Fidelity and the phenotype-preserving
140
Neutral Fidelity (F ν − F pν ) yields the phenotypic diffusion rate.
141
Expected Value of Fitness Landscapes
142
In the context of changing environments, the expected fitness value (E(w)), and thus 143 the neutrality, of a mutant on the mutational landscape will vary depending on the 144 environmental context. So, in one environment, a mutant may be highly fit, but the 145 same allele may be highly deleterious in a different environment. In order to address 146 this variation, all metrics must be normalized by the probability that a particular 147 environment will occur (P i ). That is, the nearby mutational landscape must be 148 evaluated in each possible environment, yielding a traditional fitness landscape. Then, 149 the set of fitnesses of each mutant (w i ) in each environment must be aggregated 150 according to the probability of that environment occurring.
1 For simplicity, these measures are calculated based on the probability of single mutations occurring. However, in nature, multiple mutations may occur at once. We performed parallel experiments using a sampling approach (which could collect multiple mutations) to calculate similar metrics. These experiments yielded qualitatively similar results to those in this paper. See Section 1 of the supplemental materials.
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Changing environments create more paths to different kinds of 152 phenotypes
153
Sustained directional selection adjusts the composition of phenotypes and genotypes in 154 a population [47] , typically moving that population across the mutational landscape to 155 local regions of higher fitness. When populations find a fitness peak, they tend to 156 cluster there, and exploration of regions further away slows dramatically.
157
In changing environments, however, the direction of selection is not fixed and peaks 158 are not stable. Instead, as the environment changes, populations are driven to explore 159 new regions of the mutational landscape [48] [49] [50] . As they proceed, populations 160 accumulate and carry with them the genetic material acquired in prior explorations and 161 adaptations, and use this history as raw material for new adaptation [51] . Indeed,
162
earlier work has shown that changing environments promote evolvability in many 163 contexts [48] , without compromising robustness [24, 52] . Strength of selection is also an 164 important component of this exploration, since the harshness of the environment drives 165 the speed with which organisms adapt to new conditions [53] .
166
For longer evolutionary timescales, beyond the limited scope of direct response to 167 selection against an environment, evolvability is concerned with generation of variability 168 and exploration of neutral spaces. Populations that exhibit this kind of evolvability 169 would possess genomes with genetic architectures that more easily traverse the 170 mutational landscape along neutral roads and thereby discover new fitness peaks while 171 avoiding needing to cross fitness valleys. This kind of evolvability would allow 172 populations to more easily colonize new ecological niches and form new clades [38, 39] . 173 Despite some common features, the relationship between short-term and long-term 174 evolvability is not obvious. Architectural features and evolutionary pressures that 175 convey short-term evolvability may not be the same as those that confer longer-term 176 evolvability [30] . For example, features such as anti-robustness that promote rapid Finally, there is some evidence that the types of selection regimes typically used in 183 experiments with changing environments and evolvability might preferentially favor 184 individual evolvability (the probability of an individual's offspring accessing novel 185 phenotypes) over population-level evolvability (the probability of the population at 186 large accessing novel phenotypes) [54, 55] . Adaptive selection -that is, selection toward 187 a particular goal -has been shown to depress population diversity even while it 188 increases individual evolvability in changing environment regimes. In contrast, divergent 189 (diversity-promoting) selection, such as frequency-dependent selection, increases 190 standing diversity, and thus evolvability at the population level [54] undergo random genetic mutations (i.e., variation) that are passed on to their offspring 217 (inheritance), and their survival is based on the actions they take (differential selection), 218 they undergo evolution by natural selection [57] .
219
Indeed, because evolution is an algorithmic process, studies with digital organisms 220 are not simulations of evolution, but actual instantiations of evolution, albeit on an 221 artificial substrate. Therefore, research performed using digital organisms are not Digital organisms do not suffer from many of the drawbacks of experimentation on 229 natural organisms. Three of the advantages of digital organisms are particularly 230 relevant for our study. First, the rates of reproduction in digital systems are much faster 231 than in even the most rapidly-reproducing physical organisms; we can process 232 generations of organisms in seconds, rather than the hours required for the fastest 233 biological organisms under sustained conditions [58, 59] , or the weeks to years needed for 234 more complex multicellular organisms [60, 61] .
235
Second, using digital organisms allows us to tightly control and verify experimental 236 conditions. For example, in physical organisms, factors such as mutation rate can 237 generally be measured only after the fact, or coarsely altered through mutagens. In 238 digital organisms, however, we can not only control mutation rates with fine-grained 239 precision, but also types and probabilities of different types mutations (e.g.,
240
substitutions vs. insertions vs. deletions). Furthermore, we are also able to track and Finally, we can precisely and perfectly map the mutational landscape around the 246 genome of a digital organism, and identify the role of every site in its genome [46] ; such 247 exhaustive techniques are not feasible in even the simplest physical organisms. All of 248 these factors make digital organisms ideal for studying the effects of changing 249 environments on the mutational landscape.
250
Methods
251
Avida Digital Evolution Platform
252
We used Avida [62] instructions that are executed in a virtual CPU (Fig 1) . Populations of these organisms 257 are placed in a toroidal world in individual cells where they are allowed to execute, 258 reproduce, compete for space, mutate, and evolve.
259
Organisms in Avida are self-replicating, and experience mutation. The genome in 260 the initial default organism contains all of the instructions necessary for reproduction. 261 However, the instructions are not copied into an offspring perfectly. By default, the 262 reproductive copy instruction is faulty, meaning that it will probabilistically introduce 263 errors (mutations) into the offspring genomes. These offspring organisms execute their 264 own genomes even when different from their parent, and in turn pass on their inherited 265 mutations, along with new mutations, to their own offspring (i.e., variation in the 266 systems is heritable).
267
Avida worlds can be space-or resource-constrained. Avida allows the experimenter 268 to configure many aspects of the environment, thus subjecting the organisms to various 269 kinds of selective pressures. In many cases, these environments will include resources 270 that can be metabolized by performing specific functions or activities, resulting in a 271 boost to execution speed that gives the organisms a competitive advantage. However, 272 even without explicit external pressures, organisms still experience an implicit pressure 273 to execute more quickly and efficiently. The organisms that run fastest are typically Two types of changing environment, plus a static control. In the first two treatments, the environment switches in a predictable cycle. The benign treatment enables and disables reward for the EQU task, while the harsh treatment rewards and then punishes this task.
able to also reproduce fastest, and thus out-compete their peers for space.
275
Avida is available for download without cost from 276 http://avida.devosoft.org/, and specific versions along with data-files and 277 analysis scripts to reproduce the experiments described in this paper may be found at 278 https://github.com/voidptr/avida and 279 https://github.com/voidptr/ce_rapid_adaptation_data.
280
Experimental Design
281
In order to examine the dynamics and mechanisms of evolving populations in changing 282 environments, we performed a set of experiments divided into two stages. In the first 283 stage, we subjected populations of evolving digital organisms to a set of benign and 284 harsh cyclic changing environments. The cyclic environments were designed to simulate 285 predictable cycles of change, such as day/night or seasonal cycles. These experiments 286 allow organisms to adapt to a predictable set of environments, and explores short-term 287 evolvability dynamics. See Table 1 288
The second stage takes these change-evolved populations and introduces them to a 289 completely new environment. This set of experiments explores the relationship between 290 evolvability traits acquired via selection for short-term adaptation to cyclical change,
291
and examines how these traits perform in a long-term evolutionary context. See Table 2 . 292
Short-Term Evolvability -Stage 1
293
We subjected a total of 150 replicate populations of digital organisms to two different We set up the system to detect organisms that performed XOR or EQU, two 300 challenging bit-wise logical tasks. In the static control, XOR is rewarded with a CPU 301 speed (and thus fitness) multiple of 8, while EQU is rewarded with a CPU speed 302 multiple of 32. In the harsh treatment, as the cycle progresses, the XOR reward remains 303 
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Preprint constant, while the EQU reward cycles between a 32-fold bonus and a correspondingly 304 harsh 32-fold penalty (i.e., CPU speed is divided by 32 when EQU is performed in the 305 off phase of the cycle). The benign treatment is nearly identical to the harsh treatment, 306 except that the reward merely goes away in the off-cycle as opposed to incurring a 307 severe penalty.
308
In both environments, we identify EQU as the Fluctuating Task. XOR, because it is 309 rewarded continuously, is the Backbone Task, and is used as a background for 310 comparing the separation or intertwining of functional genetic components in the 311 evolution of EQU. Further, the 4-fold difference in reward level between XOR and EQU 312 encourages the evolution and maintenance of EQU when possible.
313
Long-Term Evolvability -Stage 2
314
The second stage of the experiment continues the evolution of these populations, but 315 introduces them to a completely new environment, with an expanded set of rewarded 316 bitwise tasks to perform: Logic-77 (Table 2) . We refer to those tasks which were 317 selected for in stage 1 as the basic task set. The Logic-77 task set is a super-set of the 318 basic task set, and includes all bitwise tasks for which there are up to 3 inputs,
319
including those that were initially rewarded in stage 1. We refer to the additional tasks 320 from Logic-77 -those which are not part of the basic tasks set, and that we reward only 321 in stage 2 -as the expanded task set. The total Logic-77 task set is a combination of 322 both the basic and expanded task sets.
323
These new tasks use up to three bit-wise inputs rather than two, and are each yielding a maximum task count of 3600 at any given time. We define a non-ephemeral 390 task as one that is performed by at least than 0.1% of the population. Therefore, in 391 order for a new task to be marked as discovered, it must be performed by at least 4 392 individuals at the time of sampling.
393
Once a task is discovered, it may not be un-discovered; task discovery counts will 394 always increase monotonically. We measure overall task discovery by beginning to 395 collect unique tasks starting at the beginning of the experiment. For the overall 396 measurement, we count all possible tasks -the expanded task-set -even though not 397 all tasks are rewarded in the first stage of the experiment. We also measure 398 post-reward task discovery, where we begin counting new tasks from the beginning of 399 the second stage of the experiment, once we have begun rewarding execution of the 400 expanded task set. Task discovery can range anywhere from a minimum of zero tasks 401 discovered, to a maximum of 77.
402
Task Performance
403
In addition to counting the number of unique task discovered, we also measure task 404 performance. We measure task performance by counting the total number of unique, 405 non-ephemeral tasks that a population is performing at each sampling point. This 406 measure represents the level of exploitation of the fitness landscape. This measure can 407 range from 0 to a maximum of 77 task being performed by the population. This value 408 will always be either equal to, or smaller than the number of tasks discovered, since a 409 population can't perform a task it hasn't discovered yet.
410
Experimental System
411
For all of the experiments described in this paper, we held the individual genomes at a 412 fixed length of 121 2 instructions, but tested the new genomes for mutations after each 413 successful replication event at a substitution probability of 0.00075 per site.
414
We configured the Avida world to have local interactions on a toroidal grid that is ancestor that was previously evolved to perform XOR and EQU under a static reward.
417
The genetic architecture for performing XOR and EQU is tightly intertwined in this 418 ancestral organism, as it was evolved with no selective pressure for modularity.
419
Statistical Methods
420
In experiments with digital organisms, it is fairly simple to perform so many replicates 421 that questions of the meaning of significance arise. In order to paint a true statistical 422 picture of the differences between our controls and experimental conditions, we limited 423 our replicates to 50 for each experimental condition, and emphasize the effect size in all 424 our statistical claims, in addition to reporting significance.
425
Most of the statistical techniques used in this paper are non-parametric, and focused 426 on differentiating between sample distributions. In general, we applied Wilcoxon
427
Rank-Sum tests [64] to distinguish between pairs of distributions, as well as where there were multiple comparisons of a given distributions, we applied Bonferonni 432 corrections [66] before assessing statistical significance.
433
In certain cases, we report mean and median values of distributions. In these cases, 434 we also report the standard deviation or 95% confidence intervals.
435
In specific cases, we also apply Spearman's rank-order correlation coefficient ρ (or 436 r s ) [67] to measure correlations between data sets. In all cases, data points are matched 437 from within a replicate. 2 As part of our initial controls, we hand-wrote an organism with separated sections that performed XOR and EQU. This hand-written organism had 121 instructions and, as such, we used this genome length as a constraint for the evolved organisms as well.
Results and Discussion
441
Our experiments (detailed below) demonstrate that digital organisms that were evolved 442 in changing environments differ substantially from those that evolved in static 443 environments in a number of ways. These differences include the number of mutations 444 that fix in the lineage from the ancestor (the "phylogenetic depth"), key metrics of their 445 genetic architecture, and the presence of reservoirs of pseudogenes that change the 446 nearby mutational landscape. These features represent adaptation to the larger regime 447 of repeated environmental switching.
448
We also show that while harsh changing environments are better at promoting 449 short-term adaptation to changing environments, benign environments produce 450 populations that adapt more rapidly to entirely new sets of tasks. This result suggests 451 that the selective pressures that promote short-term adaptation are not necessarily the 452 same as those that promote long-term evolvability.
453
Stage 1 -Cyclic Changing Environments
454
We begin by examining the characteristics of populations evolved in cyclic changing 455 environments.
456
Performance of EQU
457
Each population was seeded with organisms that performed both the EQU fluctuating 458 task, and the XOR backbone task. We measured the execution of the EQU task, and 459 observed that in the static control treatment, EQU is fixed in the population and 460 remains so throughout the run. In contrast, we observed a periodic dip in the execution 461 of EQU in the benign changing environment during the non-rewarded phase of the cycle, 462 followed by a rapid recovery when rewards are reinstated. Finally, in the harsh 463 treatment, we observed abrupt disappearance of EQU performance, followed by rapid 464 recoveries, coinciding with phases of reward and punishment. As expected, these results 465 suggest that the populations are responding to the selective pressures to perform EQU 466 when it is rewarded, and to lose functionality when it is not rewarded or when it is 467 punished.
468
Evolutionary History and Population Structure
469
We then surveyed the evolutionary history and population structure of the evolving 470 populations. Evolution in the harsh cyclic changing environment resulted in many more 471 mutations fixing, and thus populations with substantially higher phylogenetic depth as 472 compared to those evolved in static or benign environments. At each environmental 473 shift, adaptive mutations rapidly swept and fixed in the populations. (Fig 3) 
474
The populations that evolved in the control and benign environments displayed more 475 genetic diversity as compared to those evolved in the harsh cyclic environment, which 476 underwent a bottleneck at each cycle shift (see Fig 5) . Because a selective sweep reduces 477 current diversity within a population, the smaller number of sweeps in the benign and 478 control treatments led populations in them to have higher standing diversity for most of 479 their evolutionary history than those populations from the harsh changing environment. 480 Despite this higher standing diversity in the benign and control treatments, regions of 481 low diversity are still evident in the genomes of these populations, implying purifying 482 selection on the traits encoded at these sites (see Fig 4) .
483
Fig 2. Number of organisms performing EQU task. We measured the execution of the EQU task in all treatments. In the benign treatment, we observed increasing periodic dips in execution that coincide with phases of non-reward as the experiments progressed. In the harsh treatment, we observed adaptation, resulting in abrupt disappearance of EQU in the punishment phase, followed by rapid recovery of EQU performance during the reward phase. This result suggests that, over time, populations became more apt at rapidly gaining and losing EQU as a response to changing selective pressures.
Genetic Architecture
484
The alternating selection in both benign and harsh changing environments results in In terms of site placement over time, functional task site locations in the control 495 treatment did not change substantially over the course of the experiment. In the benign 496 treatment, many more regions that performed the fluctuating task (XOR) were 497 scattered throughout the genome, but site positions remained relatively fixed 498 throughout the run after an initial adaptive phase. In the harsh treatment, however, not 499 only were the active sites scattered, but the positions of active sites changed and 500 proliferated wildly over time.
501
In addition to the variation in site placement, populations in the benign and harsh 502 changing environment treatments had significantly more functional sites devoted to 503 performing just the EQU task (Wilcoxon Rank Sum Test: Z = -5.57 and -6.96, 504 respectively, p << 0.001). Interestingly, populations evolved in both the benign and 505 harsh treatments also show development of a large reservoir of formerly functional, now 506 vestigial, sites; that is, sites that remain unchanged from when they were previously 507 active in performing a task, but were disabled by a mutation elsewhere and are thus 508 now neutral. These vestigial pseudogene-like sites may be important for allowing the 509 organisms to quickly re-adapt as the fluctuations in the environment restore the 510 previously-rewarded functions. (Fig 9) 
511
Fig 3. Phylogenetic depth over time of a sample population evolved in each of the three treatments of the cyclic changing environments. White horizontal lines mark the depth of the most recent common ancestor, and discontinuities in this line indicate that the most recent common ancestor has changed, and thus that a sweep occurred, or that a competing clade went extinct. The control treatments had a mean of 18 sweeps (STD=9.05), the benign treatments had a mean of 21 (STD=19.05), and the harsh treatments had a mean of 88 sweeps (STD=23.37). Note the difference in scales between y-axes: the control-evolved population has a maximum depth of 400 mutational steps from ancestor, while the harsh-evolved has upward of 1100.
Nearby Mutational Landscape
512
In order to identify the role that these longer task footprints and pseudogene-like total of nearly 450,000 mutants surveyed. We measured the fraction of mutants that 518 lost each of the rewarded tasks. (Fig 10) .
519
We found that in both the benign and harsh treatments, there were many more These data indicates that in harsher changing environments, per-site diversity was much lower than in benign or static environments. Figure 4 . Mean population entropy indicates the relative diversity of the population at any given time, while the per-site entropy (see Fig 4) shows where in the genomes the population diversity is located. These data indicate that in harsher changing environments, as in per-site diversity (above), overall population diversity was much lower than in benign or static environments.
in task loss in the harsh treatment is to be expected, but why would the benign 523 treatment lose EQU nearly as easily as the harsh treatment? One possibility is selective 524 pressure to lose the task. There is no explicit pressure for task loss, merely an absence 525 of reward. Even so, there is certainly an implicit penalty for performing a complex task 526 for which there is no reward. Sites in red are active sites that code for the XOR task only, sites in blue code for the EQU task only, and purple sites code for both. Sites in black are critical for organism replication. Sites in the lighter colors (tan, light blue, lavender) represent vestigial sites, unchanged since they previously coded for XOR only, EQU only, or both tasks, respectively. As we proceed from left to right, we can see the evolutionary history of the final dominant genotype. XOR and EQU overlap almost completely throughout the run. This kind of genetic architecture is typical of purely directional selection, where a population has stabilized around a fitness peak. Proceeding from the left of each figure, each vertical slice represents an organism along the line-of-descent to the final dominant, and as in Figure 6 , colors represent tasks performed by each genome locus. In this genome, XOR and EQU evolve to overlap much less than in the control. In contrast to the control (above), because fitness peaks are changing over time, more functional mutations are accepted. Figures 6 and 7 , colors represent tasks performed by each genome locus. In this genome, XOR and EQU evolve to overlap even less than in the control and benign treatments, with the EQU-only task sites becoming increasingly scattered throughout the genome. In contrast to both the control and benign environments (above), the harsh changes in selective pressure promote the adoption of many more mutations, and result in a much different genetic architecture. This result indicates that it was easier for the organisms in both treatments to turn off the EQU task in response to one mutation.
Another possibility is drift. Indeed, in Figure 2 , we observe a steady downward trend 528 in execution of EQU when rewards are withdrawn. Then, as the reward returns, new 529 mutations are applied that reactivate the task, and overall performance recovers quickly. 530 This pattern of loss and regain would, over time tend, to increase the length of the task. 531 Indeed, as noted in Figure 8 , there is a rapid increase in task length as EQU is cyclically 532 lost and regained.
533
However, is increased task length enough to account for increased task vulnerability 534 to mutation? In order to begin to address this question, we constructed a linear model 535 relating the task length of each task with the fraction of mutants that lost each of the 536 tasks. We discovered a strong relation between the number of functional sites and the 537 number of task-losing mutants for the EQU task, both alone, and overlapping with XOR, 538 such that we could predict approximately 77% and 63% of the variation in task loss, 539 respectively (Fig 11, see Tables 3 and 4) . We also found a weaker, but still significant 540 relationship between the number of XOR-only functional sites and loss of the XOR task, 541 such that we could predict approximately 22% (See Table 5 ). This result confirms our 542 intuition that the longer the task, the more targets there are for mutation to disable the 543 task.
544
Further, the lower correlation between length and task loss for the XOR suggests that 545 it is not only task length, but some other architectural feature that makes the XOR task 546 more robust to mutation, and the EQU task more fragile. Even so, the question of what 547 kinds of architectural features account for this differential robustness remains open.
548
We then measured the proportion of second step mutants that regained EQU after 549 having lost it in the single-step survey. We found that changing environments shifted 550 the populations' position in the mutational landscape, such that when a task that was 551 lost due to mutation, that task could be regained via one or two additional mutations 552 Linear regression, predicting fraction of one-step mutants that lost EQU, based on the number of EQU-only functional sites in the original genome. Fig 11. Correlation between task length and mutational task loss in the 1-step neighborhood across all treatments. Note the strong correlation between the length of the EQU task and the fraction of mutants that lost EQU (Spearman's Rho: r s = 8.72, p << 0.001). Further, consider the weaker correlation between XOR task length, and fraction of mutants that lost XOR. These data suggest that EQU is even less robust to mutation compared to XOR than can be accounted for by task length alone.
elsewhere. That is, once a mutation caused the loss of a task, a different mutation could 553 reactivate the task. (Fig 12) .
554
We speculate that this effect is due to the availability of reservoirs of formerly vestigial functionality to perform the task elsewhere. Potentially, these vestigial sites are 558 not altogether dormant at all. They might individually appear vestigial in the context 559 of a single knockout survey, but they might also be related to other sites in a network of 560 backup functionality that becomes activated in response to mutation. More research is 561 needed to explore what role these feature play. Linear regression, predicting fraction of one-step mutants that lost both XOR and EQU, based on the number of overlapping functional sites in the original genome. Fig 12. A survey of the two-step mutational neighborhood of the organisms that lost EQU function in the one-step survey. We found that in both the harsh and benign treatments, there were significantly more organisms that regained function in response to mutation than the control. (Wilcoxon Rank Sum Test: Z = -47.9 and -57.82 respectively, p << 0.001). This result indicates that it was easier for the organisms in both fluctuating environments to regain the task in response to one additional, non-reversion mutation. Linear regression, predicting fraction of one-step mutants that lost XOR, based on the number of XOR-only functional sites in the original genome.
As an overall measure of neutral exploration, we also measured the proportion of 563 non-deleterious mutants in the nearby fitness landscape -the Genomic Diffusion Rate. 564 We found that this proportion remained approximately the same between all treatments 565 (Kruskal-Wallis: H(2) = 1.44, p = 0.49). However, we found that the Phenotypic
566
Diffusion Rate, the proportion of these mutants with different (and potentially adaptive) 567 phenotypes, increased in the changing environment treatments as compared to the 568 controls (Wilcoxon Rank Sum Test: Z = -8.02, -8.39, respectively, p << 0.001). In this 569 way, the organisms from the changing environment treatments have an advantage over 570 organisms from the control runs in the short-term evolvability of the fluctuating task.
571
This result is consistent with real adaptation, not only to resources in their local 572 environment, but a direct adaptation to the environmental change. (Fig 13) 
573
What might account for this adaptation? Similar to the relationship between the 574 number of functional sites of a task, and the number of single-step mutants that lost 575 that task (see Fig 11) , we hypothesize that the reacquisition of tasks in the 2nd-step 576 survey may be mediated by the amount of useful task material present in the genome. 577 We performed a multiple linear regression, predicting the mean fraction of mutants that 578 regained EQU, by the number of functional and vestigial sites contained in the original 579 genome (see Table 6 and Fig 14) .
580
We can predict approximately 47% of the variation in mean number of second step 581 mutants that regained EQU based on the number of functional and vestigial sites. Most 582 of the variation is predicted by the number of functional sites, though vestigial sites do 583 contribute a small amount. This result is consistent with the role of task length, and 584 thus the number of informational sites, being important for regaining task function. We 585 could not, however, account for all variation, indicating that there are other factors, 
Stage 2 -Long-Term Evolvability
589
Task Discovery
590
Task discovery is an important measure of long-term evolvability in that it quantifies 591 the ability of populations to explore and adapt to entirely new environments. We 592 measured task discovery in each of the changing environment treatments.
593
Benign changing environments outperform harsh environments in task 594 discovery 595 We found that once we began rewarding the expanded task set, populations evolving 596 in harsh changing environments discovered many fewer tasks that those evolving in 597 benign changing environments (Wilcoxon Rank Sum Test: Z = 2.75, p < 0.01) (Fig 15) . 598 We hypothesize that this effect is due to the relative differences in the strength of 599 selection between the harsh changing environment and the directional selection toward 600 the expanded task set.
601
In the harsh changing environments, the selective pressure to gain or lose the Table 6 .
expanded task-set tasks, thereby depressing the rate at which they are found.
609
In contrast, the benign environment experiences a weaker strength of selection for
610
EQU task gain and loss, in the form of a maximum 2 5 -fold bonus directional selection 611 pressure to gain the tasks, and no direct pressure to lose the task. Thus, when 612 compared to the harsh treatments, the fraction of the total selective pressure for gaining 613 new expanded tasks is greater in the benign treatment. This increased pressure, plus 614 the benefit of an increased exploration rate conveyed by the benign changing 615 environment, result in a higher overall task discovery rates.
616
Interestingly, in the harsh quiescent treatment (HarshQuiescent) beginning in stage 617 2, we saw that task exploration recovered and achieved a comparable level to the control 618 (Wilcoxon Rank Sum Test: Z = -0.91, p = 0.37). What could account for this recovery? 619 One possibility is that the introduction of the new tasks provided sufficient selective 620 pressure to cause the increase in the discovery rate. In this case, we would expect to see 621 a similar increase in task exploration in the harsh changing environment treatment 622 (HarshCE).
623
Another possibility is that the alternating environment in the first part of the 624 experiment created a diversity disadvantage in populations in those treatments. If this 625 were the case, we would expect HarshQuiescent's task discovery to initially grow more 626 slowly than the control, which would have suffered from no such disadvantage. Then, as 627 diversity recovered, we would expect to see task discovery grow at comparable rates.
628
Finally, there is the possibility is that the alternating selection regime was directly 629 These tasks appear despite no reward being given for performing any of the expanded task-set in the first part of the experiment.
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In the first part of the experiments, despite the expanded task set not being environments are less evolvable in the short-term.
687
These results suggest, therefore, that architectural features that help with short-term 688 evolvability are more likely the result of repeated hitchhiking on adaptive mutants. In 689 particular, we observed that much of the task-loss associated with the harsh changing 690 environment could be attributed to increasing task length which is a result of the 691 continuous addition of new mutations activating and deactivating the task. Despite this 692 correlation, however, we observed a potential difference in robustness between the XOR 693 and EQU tasks, which suggest that a kind of anti-robustness may also be selected for as 694 a result of the changing environments. 
Long-Term Evolvability
696
The relationship between short-and long-term evolvability is non-obvious. Architectural 697 features and selective pressures that promote repeated re-adaptation to a known set of 698 environments may not be beneficial for the acquisition of entirely new adaptive traits, 699 and the outcomes depend on the evolutionary and selective history of the population.
700
For example, harsh changing environments depress both fitness and population 701 diversity, which might make these populations less effective at adaptation when 
Limitations of Cyclic Changing Environments
715
Changing environments produce a set of selective pressures that speed up exploration of 716 genotype space, while also building reservoirs of partial functionality that may be 717 co-opted in the evolution of more complex structures. These features make changing 718 environments useful for both their exploratory power in natural evolution, and as 719 practical tools in the Artificial Life toolkit. Ultimately, however, as alluded to above, 720 cyclic changing environments only re-tread existing phenotypic ground, and though 721 genotypic exploration can be faster than under purely directional or stabilizing selection, 722 the space explored remains constrained by the type of phenotypes that are selected.
723
Despite this constraint, however, we see that, particularly under harsh conditions, a lot 724 of novel genotypic ground may be explored, even without direct selection for novelty.
725
Even so, there must exist methods of exploring genotype space that do not suffer As noted in equation 6, the mutants in the nearby mutational landscape include those 943 that have more than one mutation. However, for completeness, we performed an 944 exhaustive landscaping of the single-step mutational landscape, which, by definition,
945
only includes mutants with a single mutation (see Figure 10) . In order to verify that our 946 results are indeed representative of the expected genomic and phenotypic diffusion rates, 947 we sampled the mutants in the nearby mutational landscape using all naturally 948 occurring mutations, including multiple mutations in a single mutant.
949
Our results (see figure 18 ) were virtually identical, showing that the sampling 950 approach and the exhaustive landscaping produce qualitatively indistinguishable results. 951 Fig 18. A survey of the single-step and sampled mutational neighborhoods around organisms that performed the fluctuating task. The results are qualitatively identical to each other.
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