We give an example of a reflected differential equation which may have infinitely many solutions if the driving signal is rough enough (e.g. of infinite p-variation, for some p > 2). For this equation, we identify a sharp condition on the modulus of continuity of the signal under which uniqueness holds. Lévy's modulus for Brownian motion turns out to be a boundary case. We further show that in our example, non-uniqueness holds almost surely when the driving signal is a fractional Brownian motion with Hurst index H < 1 2 . The considered equation is driven by a two-dimensional signal with one component of bounded variation, so that rough path theory is not needed to make sense of the equation.
Introduction
We consider differential equations with normal reflection taking values in a closed domain D ⊂ R d and driven by a signal X, which in general take the form
where the unknown is the pair (Y, κ) which must satisfy the additional constraint
where n(y) is an outer normal of D at y ∈ ∂D.
In the stochastic analysis literature, the driving signal X is usually a (continuous) semimartingale, and the equation is understood in Itô or Stratonovich sense. Existence and uniqueness of the solutions are then classical (see e.g. [16, 11, 15] ). In fact, in this context the difficult part is usually the existence, while the uniqueness is an almost immediate consequence of Itô's formula, under some mild regularity assumption on D (external ball condition).
However, these well-posedness results rely crucially on Itô's calculus, and therefore are restricted to semimartingale signals. In contrast, Lyons' rough path theory [12] provides a deterministic framework to define integrals (and solve differential equations) driven by signals X of arbitrary low regularity (measured for instance by the index p in the scale of p-variation spaces). The key idea of rough path theory is to lift X to an enhanced object X = (X, X ⊗ dX, . . .) in a suitable metric space (depending on p) so that the solution of a differential equation driven by X is then obtained as a continuous function of X (we will not need rough path theory in this paper so we refrain from giving any more details). In addition to the added robustness which is useful even when applied to the semimartingale framework, the flexibility of rough path theory means that it may be applied to a much broader class of random signals, such as for instance many Gaussian or Markovian processes, see e.g. [9] and references therein.
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It is therefore interesting to understand to which extent a (rough) pathwise theory is possible for (1.1). Let us summarize the results which are known so far. Existence results have been proven by Aida [1, 2] when X is a rough path with finite p-variation (p < 3), under essentially the same assumptions on D as in the semimartingale case. In the Young case (p < 2), uniqueness of solutions was obtained by Falkowski and S lomiński [5] (in the case D = R d1 + × R d2 ) by a contraction mapping argument. The same result was then extended to mixed Young/semimartingale SDE by the same authors [7] . In the rough case (p < 3), uniqueness has been obtained in the one-dimensional case D = R + by Deya et al. [4] . Similar results to those mentioned above have also been obtained in the case when D is allowed to depend on time, see e.g. [6, 3, 14] .
However, the question of uniqueness in the case of rough signals (p > 2) and multidimensional domains remained open. The main goal of this paper is to present a simple counter-example showing that an equation of the form (1.1) driven by a rough signal may have infinitely many solutions, even for smooth domains (in our case the domain is just R + × R). The presented equation is (affine) linear, and since the rough component of the driving signal is one-dimensional, we may define solutions by a Doss-Sussman representation, so that we actually do not need rough path theory in this paper.
Our example shows that uniqueness may not hold for signals of finite p-variation with p > 2, while it is known to hold for p < 2, and it is natural to ask the exact regularity at which uniqueness breaks down. In the case of the equation considered in this paper, we obtain a precise answer in the form of a necessary and sufficient condition on a modulus of continuity for uniqueness to hold for arbitrary signals of the corresponding regularity. Interestingly, Lévy's modulus of continuity for Brownian motion turns out to be a boundary case (namely, the power to which the logarithm appears in the modulus is critical). Since our counterexample consists of carefully chosen deterministic paths, we also discuss what happens when the driving signal in our equation comes from a probabilistic distribution. We focus on the case of fractional Brownian motion with Hurst index H < 1 2 , and we obtain that in that case uniqueness still does not hold (almost surely).
The remainder of the paper is organized as follows. In Section 2 we present the counterexample, state our main results and comment on them. In Section 3 we give the proofs of these results. The proof of some Gaussian estimates is delayed to Section 4.
Main results
The equation that we consider is written
where the unknown (Z, K) takes values in R 2 × R, (e 1 , e 2 ) denotes the canonical basis,
λ is a given scalar continuous path, and γ is a nondecreasing scalar function. Note that since λ is the only component of the driving signal of unbounded variation in the above equation, we may use a Doss-Sussman representation to define solutions (in fact, since the equation is linear, this is just Duhamel's formula), see subsection 3.1 below for precise statements. We will frequently make the abuse of notation of calling Z itself the solution.
We also note that (Z ≡ 0, K = γ) is a solution to (2.1), so that to prove that uniqueness does not hold it will be enough to find solutions with Z 0 = 0 and non-null Z component. Theorem 2.1. There exists λ ∈ ∩ p>2 C p−var ([0, 1], R), and γ continuous and increasing s.t. (2.1) admits uncountably many distinct solutions on [0, 1] with Z 0 = 0, which are all non-null at positive times.
Let us describe how these solutions are obtained. The trajectories corresponding to the linear part of the equation (driven by λ) are given by hyperboles asymptotic to the {x = y} line, and which cross the y axis (i.e. the reflecting boundary) in the normal direction. On the other hand, in the part of the plane where the equations are constrained to live, the drift −e 1 dγ pushes the solution Z towards these hyperboles that are further away from the origin. The solutions from the Theorem above are then obtained by alternating intervals where λ acts by moving Z away from the y axis along a small hyperbole arc and then γ pushes Z back to the y axis, see Figure 1 below. One then sees that taking λ of infinite 2-variation, one may accumulate infinitely many such small intervals in such a way that the solution may escape from 0 in finite time. The additional restriction that γ must have finite total variation imposes a further constraint on how λ must be chosen (actually, both constraints combined impose that λ has infinite ψ-variation, for ψ(r) = r 2 / log(r −1 ), cf Lemma 3.7).
We then focus on the case where dγ = dt in (2.1), which for convenience we rewrite below :
We obtain a sharp criterion on the modulus of continuity of λ so that the above admits a unique solution. We say that ω : [0, ∞) → [0, ∞) is a modulus if it is continuous, subadditive (i.e. ω(a + b) ≤ ω(a) + ω(b) for all a, b ≥ 0), and satisfies ω(0) = 0. Given a modulus ω, we let In the case when ω(r) = r 1/2 log(r −1 ) β , one has θ ω (ε) ∼ C β ε log(ε −1 ) 2β as ε → 0, so that (2.4) holds if and only if β ≤ 1/2 (this is rather striking, since β = 1/2 is exactly the case of Lévy modulus for Brownian motion !).
We also remark that (2.5) is a rather mild assumption, for instance it is implied by the fact that (2.4) does not hold if ω is regularly varying at 0 + .
Finally, we consider the probabilistic setting in which λ is a fractional Brownian path. The results are as follows :
Theorem 2.4. Let 0 < H < 1 2 and P H be the fBm measure of Hurst index H on C([0, 1], R). (1) There exists a nondecreasing path γ such that, for P H -almost every λ, (2.1) admits infinitely many solutions. More precisely, there exists a family of processes (Z η ) η>0 , adapted w.r.t. the completed natural filtration, that solve (2.1) a.s., and such that a.s. one has for η 1 , η 2 > 0,
(2) For P H -a.e. path λ, there exists a family (Z t ) t∈[0,1] of functions which are solutions to (2.2) and such that Z t (s) = 0 if and only if s ≤ t (in particular, these solutions are all distinct).
In Figure 2 below we plot (a numerical approximation of) the trajectory of a non-null solution starting from 0 given by point (2) above, with H = 0.2.
Remark 2.5. The families of solutions in (1) and (2) are different in two respects :
• In (1), the solutions are obtained as adapted processes, whereas in (2) they are not.This is what is usually referred to as the distinction between pathwise and path-by-path uniqueness, cf. e.g. [8] . This distinction comes from the method of proof followed in both cases (in the proof of (2) one uses a compactness argument and the chosen subsequence may depend on the path of λ, whereas in the proof of (1) we do not need to pass to a subsequence). It seems likely that actually the solutions in (2) could also be obtained as adapted processes. • In (2), while there are also uncountably many solutions, they only differ by the time at which they leave the "problematic point" (here, the origin), whereas in (1) there are infinitely many solutions leaving 0 at the same time (the same distinction is true between the results of Theorem 2.1 and 2.2). We do not know if in (2) we could obtain multiple (three or more) solutions escaping immediately from 0.
Remark 2.6. While the main result of this paper implies that well-posedness of rough differential equations with reflection cannot hold in general, one may still hope that uniqueness holds under further restrictions. In particular, in our example, the solutions are unique in two non-trivial cases :
(1) when the driving path has Brownian regularity (as discussed in Remark 2.3). One may conjecture that this would still be true for a general equation. If true, this result, while limited, would imply that rough path-wise methods may be applied to classical reflected SDE, which might prove useful. (2) the equation starting from any point of the boundary different from the origin admits unique solutions (cf. Lemma 3.4). Since the origin is the only point where the coefficient in front of the noise vanishes, one may hope that some non-degeneracy of the driving vector fields suffices to recover well-posedness (say in the case of fractional Brownian motion, or more generally if the noise is rough enough in some sense). 3.1.1. Notation. Throughout the paper, if f is a function of a real variable, we will denote the value of f at t by either f t or f (t). We also let f s,t := f (t) − f (s).
Definition of solutions.
Let λ : [0, 1] → R continuous and γ : [0, 1] → R cadlag and nondecreasing. We then define solutions of (2.1) on an interval I ⊂ [0, 1] as pairs (Z, K) with Z : I → R 2 , K : I → R such that K is cadlag and nondecreasing, (Z, K) satisfy the second line of (2.1), and for each s ≤ t ∈ I,
We will also say that Z is a solution if there exists K such that (Z, K) is a solution (in fact, one easily checks that such K is unique but we will not need it). The following lemma is immediate.
Then it holds that for some C > 0
Proof. By definition, there exists K : (0, 1] → R such that (Z, K) is a solution on (0, 1], and it suffices to show that K may be extended continuously to [0, 1]. This follows immediately from the estimate in Lemma 3.1.
A change of variables.
We now introduce a change of variables which will be crucial in the proofs of Theorem 2.2 and Theorem 2.4 (2) . Throughout this section we assume that λ : [0, 1] → R is a fixed continuous path, γ : [0, 1] → R is nondecreasing. To simplify notation we will also assume in this subsection (w.l.o.g.) that γ is continuous as well.
Define
and let Ψ :
Then Ψ is a bijection, with inverse given by Ψ −1 ( , δ) = ( sinh(δ), cosh(δ)). In these new coordinates, (2.1) takes the form
is a solution to (3.2) if the third line of (3.2) holds and in addition,
We will again say that U is a solution if (U, k) is a solution for some k, actually one sees easily that U = ( , γ) is a solution if and only if
where Γ s is the one-dimensional Skorokhod map defined by
Proof. 1. We first prove that if a solution exists it must satisfy ( 2. We prove existence. In the case when λ is smooth existence is classical. We then take approximations λ n → λ in supremum norm, and let (δ n , n ) be the corresponding solutions. By
Step 1., one has a uniform upper bound on δ n , n and ( n , δ n ) are equicontinuous. By Arzela-Ascoli, we may find a subsequence which converges uniformly to some ( , δ) and it is clear that the definition of solution is stable under passage to the limit in supremum norm.
3. We then prove uniqueness. This is straightforward due to additivity of the noise (cf e.g. [3] for a similar proof). If (U, k) and (U , k ) are solutions then noting that V ( , δ) := (sinh(δ), − cosh(δ)/ ) is locally Lipschitz on (0, ∞) × [0, ∞), one has that (3) Let Z be a solution to (2.2) starting from 0, and let t * = inf{t, Z t = 0}. Then either Z s ∈ R + for each s > t * , or Z s ∈ R − for each s > t * .
(4) If Z is a solution to (2.2) starting from 0, then ( , δ) := Ψ −1 (Z) is a solution to (3.2) on (t * , 1], and one has lim s↓t * ( s , δ s ) = (0, 0), and δ sn = 0 for some sequence s n → t * .
(
Proof. (1) : Fix (Z, K) a solution to (2.1) with values in R + , and let λ n → λ be smooth approximations. We let
Then a simple calculus exercise shows that U n = ( n , δ n ) := Ψ(Z n ) solves
Note that Z n → Z in supremum norm, so that when n → ∞, sinh(δ n )dK → 0, cosh(δ n ) n dK → dK . This implies that Ψ(Z) = lim n Ψ(Z n ) solves (3.2). The converse implication can be proven similarly.
(2) is an obvious consequence of (1) and Lemma 3.3 when Z 0 ∈ R + . The case when Z 0 ∈ R − follows by symmetry.
(2) clearly implies that if Z is a solution and Z(t) ∈ R + for some t, then Z(s) ∈ R + for all s ≥ t (and idem for R − ). A similar analysis shows that in the region {x > |y|}, x 2 − y 2 must be non-increasing in t, so that this region is not attainable from 0. This proves (3) .
Ad (4), since Z t * = 0 it is clear that (s) converges to 0 as s ↓ t * . It is also clear that one must have a sequence s n → t * with δ(s n ) = 0 (otherwise, dK ≡ 0 on a neighborhood of t * which implies that Z ≡ 0 as well). By (1) and (3.6) , this in turn implies that δ converges to 0 at t * .
(5) is a consequence of points (1), (4) and (3.6)-(3.7).
Remark 3.5. In the case when γ ≡ 0, the equation simplifies and we have that for an initial condition Z ∈ R + , the unique solution is simply given by Z t = Ψ −1 ( t , δ t ) with t = 0 , δ t = Γ 0 (δ 0 + λ 0,· ) .
3.2.
Proof of Theorem 2.1 and Theorem 2.4 (1).
Proof of Theorem 2.1. Let (δ k ) k≥0 be a sequence of non-negative numbers converging to 0 and such that
and which further satisfies
(for instance taking δ k ∼ Ck −1/2 with C > 1 will do).
Fix (t k ) k≥0 a decreasing sequence with t 0 = 1 and t k → 0 as k → ∞. We then define λ : [0, 1] → R continuous, affine on each (t k+1 , t k ), k ≥ 0, with increments
and note that λ has infinite 2-variation but finite p-variation for each p > 2.
We then define recursively y k , k ≥ 0 by (3.12) y 0 = 1, y k+1 = y k / cosh(δ k ) and note that by (3.8) , y k → 0 as k → ∞. We further define
and let γ be again continuous affine on each (t k , t k+1 ), with
Then γ has finite variation by (3.9) . We now exhibit a non-null solution to (2.1). Let Z (k) be the solution to (2.1) but starting at time t 3k from the point (0, y k ). Then one can show inductively that for j < k, it holds that
This is easy to see noting that in the first step the term AZdλ pushes in the outer normal direction, whereas in the second step one needs to use that (3.14) exp(tA) = cosh(t) sinh(t) sinh(t) cosh(t) and finally the third step is obvious from the definition of γ. Then let Z + (t) = lim k Z (k) (t) if t > 0 (actually the sequence is constant for k large enough) and Z (+) (0) = 0. Then Z (+) is a solution to (2.1). Indeed, it is a solution on each ( , 1] for > 0 and by Corollary 3.2 this implies that it is a solution on [0, 1]. See Figure 1 for a picture of the trajectory of Z + .
Finally, for each η ∈ [0, 1], taking y k = ηy k , x k = ηx k , one may construct in exactly the same way a solution Z η to (2.1) which satisfies Z η (t 3k ) = (0, y k ) for all k ≥ 0. Indeed, (y k ) satisfies the same induction relation as (y k ), so that on each interval [t 3k+3 , t 3k ], the first two steps are exactly the same, and the third step also brings (x k , y k ) to (0, y k ) since x k ≤ x k . It follows that (2.1) has uncountably many different solutions.
We note that the counterexample can actually be applied to more general paths λ (allowing the drift γ to contain jumps), the proof of the below proposition is exactly as above.
Proposition 3.6. Let λ ∈ C([0, 1], R) be such that, for some sequence of times
λ, one has that (3.8)-(3.9) hold. Then, for any summable sequence (x k ) k≥0 with ∀k ≥ 0, x k ≥ δ k Π k j=0 cosh(δ j ) −1 , letting γ be the piecewise constant path defined by
the equation (2.1) has infinitely many solutions.
One may wonder what is the minimal regularity of paths λ to which the above proposition applies. Clearly they must have infinite 2-variation, but the lemma below shows that they must have at least infinite ψ-variation, with ψ(r) = r 2 / log(1/r), which in particular rules out classical Brownian paths. Lemma 3.7. Let (δ k ) k≥0 be a sequence of elements of (0, 1), such that
Proof. Re-labelling if necessary we may assume that (δ k ) is non-increasing in k. Let k 0 be such that k≥k0
We will then prove Theorem 2.4 (1). We will not apply directly Proposition 3.6 above, since we want our solutions to be adapted processes, whereas the construction above is anticipative (note that Z(t k ) depends on (δ j ) 0≤j≤k ).
Proof of Theorem 2.4 (1). Fix 0 < H < 1 2 . Let t 0 = 1 and t k decreasing to 0 be such that t k − t k+1 ∼ k −α for some α satisfying
and let (x k ) k≥0 be a summable sequence with
We then let γ be defined by (3.15) . We further define
and by Gaussian computations (deferred to subsection 4.1), it holds that We then fix η > 0 and let Z N,η be the solution to (2.1) starting at time t N from (0, y N,η N ) with
. Then it holds that for 0 < k ≤ N ,
Since it holds that by the scaling properties of fBm that for some constant C > 0 and it follows that Z η,N (t k ) converges to some limit Z η (t k ) for each k ≥ k 0 , which is non-null by (3.18) . Also note that by Remark 3.5, there exists a continuous map ψ :
where Π(x, y) = (max(x, 0), y). In particular, it follows that Z η,N converges a.s. for each t ∈ (0, 1] as N → ∞ to a solution Z η of (2.1) on (0, 1]. In addition, from (3.18) it is also clear that Z η (t k ) → 0 as k → ∞, so that, by Corollary 3.2, Z η may be extended to a solution on [0, 1] with Z 0 = 0.
Proof of Theorem 2.2 and Theorem 2.4 (2).
Let us first give a sketch of the argument, which is based on the change of variables described in subsection 3.1.3, where we obtained the equivalent equation (3.2). To simplify, replace in this equation sinh(δ) by δ and cosh(δ) by 1. One may then rewrite it (assuming 0 = δ 0 = 0) as an equation involving only , namely (recall that Γ 0 is the one-dimensional Skorokhod map defined in (3.5)). Therefore the existence of a non-zero solution to (2.2) essentially coincides with the existence of a non-zero solution to (3.19 ).
Note that if λ admits ω as a modulus then Γ 0 λ 0,· − · 0 du u (t) ≤ θ ω ( (t)), so that such a solution satisfies d dt (t) ≤ θ ω ( (t)). Under Osgood's condition on θ ω , this implies that must actually be identically zero. When Osgood's condition does not hold, there exist solutions to d dt = θ ω ( ) which escape from zero, and by a suitable discretization we are also able to exhibit λ ∈ C ω such that the solution to (3.19 ) has a similar behaviour. Finally, in the case of a fractional Brownian motion, we use a similar discretization argument combined with small ball properties for the reflected fBm, to obtain Theorem 2.4 (2) .
Let us now proceed with the rigorous proof.
Proof of Theorem 2.2. Let us first treat the case where Osgood's condition holds. Asume by contradiction that we have a solution Z to (2.2) with Z 0 = 0 and Z = 0 on (0, 1]. Let ( , δ) be the corresponding solution to (3.2) obtained by Lemma 3.4. Note that by Lemma 3.3, δ is bounded and one has a constant C (depending on λ) s.t. sinh(δ t ) ≤ Cδ t for all t ∈ [0, 1]. Let s > 0 be such that δ(s) = 0. Then is differentiable in t for t > s, with
where in the second inequality, we have used that Γ s (f ) ≤ Γ s (g) if (g − f ) is nondecreasing and (g − f )(s) = 0. This implies that for each 0 < s ≤ t with δ(s) = 0, one has
.
On the other hand, by Lemma 3.4, there exists s n → 0 with δ(s n ) = 0. We therefore obtain that
We then treat the case where Osgood's condition does not hold, and want to find a nonzero solution to (3.2) starting from 0.
Recall that we assume that for some κ > 0 it holds that lim inf δ→0 2ω(δ) ω(2δ) > 1 + 2κ, and let ρ(ε) := sup{δ > 0, εω(δ) ≥ δ}, then (for ε small enough)
This implies the existence of K > 0 s.t. for ε small enough one has
We will then follow a discretization procedure. We start from ε 0 = 1, and given ε k , there exists a unique ε k+1 such that
One further checks easily that ε k → 0 and θ(ε k+1 ) ∼ θ(ε k ) as k → ∞. We let δ k+1 := θ ω (ε k+1 ) ε k+1 and note that since θ is nondecreasing, one has
which clearly implies that k≥0 δ k < ∞. Changing ε 0 if necessary we may assume that this sum is less than 1 2 . Then we let t k converging to 0 with t k − t k+1 = 2δ k+1 , and let λ be defined by :
Then λ is in C ω .
We note that for any solution of (3.2) with δ 0 = 0, one has cosh(δ(t)) ≤ C(t) on [0, 1] for some C(t) → 1 as t → 0. Considering a smaller interval if necessary we may assume that C(·) ≤ 2.
We then note that if ( , δ) is a solution to (3.2) such that (t k+1 ) ≥ ε k+1 , then
at least for k large enough, where in the second inequality we have used that for s ∈ [δ/2, δ], one has ω(s) − s ≥ 1 2 (ω(δ) − δ ε ) as well as (3.20) . For γ > 0 we then let Z γ be the unique solution to (2.2) starting from (0, γ). By Lemma 3.4 (5), we can find a subsequence Z γ converging to a solution Z of (2.2) starting from (0, 0). But the previous paragraph shows that for each t > 0 |Z γ (t)| admits a positive lower bound which does not depend on γ, so that necessarily Z(t) = 0 for each t > 0. This concludes the proof.
We now pass to the proof of non-uniqueness in the case of fBm with H < 1 2 . Proof of Theorem 2.4 (2). Step 1. We first construct a.s. a solution Z with Z 0 = 0 and Z = 0 on (0, 1]. We fix a sequence of times t k ↓ 0, with t k − t k+1 ∼ k −γ , where (3.23) γ > 1 will be fixed later on. We fix an initial condition 0 > 0, and as in the previous proof we want to obtain an a.s. positive lower bound on (t) for t > 0, which does not depend on 0 .
For k ≥ 1 define the event
where | · | denotes Lebesgue measure, for some θ, ν satisfying
Note that by the scaling property of fBm together with the small ball estimate Lemma 4.4 below, one has that 1 − P H (A k ) ≤ c exp(−ck δ ) for some δ > 0, so that by the Borel-Cantelli lemma, almost surely A k holds for k large enough. Now we claim that for k large enough,
for suitably chosen η. Indeed, note that on A k , if (t k+1 ) ≥ (k + 1) −η , then
for k large enough as long as
To conclude, it suffices to remark that if H ∈ (0, 1/2), it is possible to find γ, η, ν, θ satisfying (3.23),(3.24) and (3.25) (take η ∈ (H, 1 − H) and γ = 1 + , θ = H(1 + 2 ), ν = 1 + 3 for small positive ).
Hence almost surely, we have a lower bound on (t k ) which does not depend on the initial condition. As in the proof of Theorem 2.2, this implies the existence of a solution Z 0 with Z 0 (0) = 0 but Z 0 (t) = 0 for each t > 0.
Step 2. We then show that almost surely, we may apply the previous construction to escape from 0 at each t ∈ [0, 1]. To that end, take γ, θ, ν as before and let
By Lemma 4.4, one has that 1 − P H (Ã k ) ≤ ck γ exp(−ck δ ) for some δ > 0, so that again by Borel-Cantelli, almost surelyÃ k holds for k large enough. This means that almost surely we may apply the construction of Step 1. at each t ∈ [0, 1) simultaneously to obtain solutions with Z t (u) = 0 iff u ∈ [0, t].
Gaussian computations
4.1. Proof of (3.17).
We start with some notations. We recall that the fractional Brownian motion of Hurst index H ∈ (0, 1) is a continuous centered Gaussian process (B t ) t∈[0,1] with covariance function given by
We consider the Hilbert space H obtained by completing linear combinations of indicator functions of intervals under the norm induced by the scalar product ·, · H , where
We then define smooth random variables as variables of the form F = f (B(t 1 ), . . . , B(t k )) for some smooth scalar function f with bounded derivatives, and for such F , we define its Malliavin derivative DF as the H-valued random variable
We let D 1,2 be obtained by completing smooth random variables under the norm · D 1,2 where
and note that D may be extended to D 1,2 (with values in L 2 ) continuously. We will use Gaussian concentration of measure in the following form due toÜstünel (see [ 
for some constant C > 0.
Proof. Applying Proposition 4.1 to F = √ G, we see that
In turn, this implies that
| ≥ x 4 and the result follows.
We can now proceed to the proof of (3.17) . Recall that we have t k decreasing with
We then claim that (4.1)
We first note that for each k, δ k is in
is the (a.s. unique) time where B attains its minimum on [t k+1 , t k ], cf . [10] . It follows that
by the Cauchy-Schwarz inequality. We now bound the sum appearing on the right-hand side. We will write a b when a ≤ Cb for some constant C. Note that for k ≥ j + 2,
We then have N ≤k,j<M
The first sum is of order N 1−4Hα , whereas the second sum we estimate by splitting the inner sum in two sums depending on if k ≤ 2j or k > 2j. We have Note that E[S M − S N ] ∼ c(M 1−2αH − N 1−2αH ) is bounded if M ≤ N + N 2αH , we can therefore apply Lemma 4.2 to obtain (4.1).
Then, we let N k = k 1 1−2αH and note that for N k ≤ N ≤ N k+1
namely if α > 5 12H , one may choose some γ > 1 for which it holds that k N k ≤N ≤N k+1 P S N k+1 −S N ≥ k −γ < ∞, and we conclude by the Borel-Cantelli lemma.
Small ball properties.
We start by a small ball estimate for reflected fBm in supremum norm. Proof. The proof follows exactly as in [13] . Namely, we use the fact that for each 0 ≤ s < t ≤ 1, one has that where C, c only depend on H (to pass from the first to the second line we have used the scaling property of fBm as well as (4.4)).
The previous lemma allows us to deduce another small ball bound on L 1 -type information. We do not expect this result to be sharp but it will be sufficient for our purposes. 
