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Xiaoyan Jiang, Ph.D. 
The University of Texas at Austin, 2010 
 
Supervisor: Zong-Liang Yang 
         Land surface areas, which represent approximately 30% of the Earth‘s surface, 
contribute largely to the complexity of the climate system by exchanging water, energy, 
momentum, and chemical materials with the overlying atmosphere. Because of the highly 
heterogeneous nature of the land surface and its rapid transformation due to human 
activities, future climate projections are less certain on regional scales than for the globe 
as a whole. The work presented in this dissertation is focused on a better understanding of 
regional-scale land–atmosphere interactions and their impacts on climate and air quality. 
Specifically, I concentrate my research on three typical regions in the United States 
(U.S.): 1) the Central U.S. (representing transition zones between arid and wet climates); 
2) the Houston metropolitan region (representing a major urban area); and 3) the eastern 
U.S. (representing temperate forested regions). These regions are also chosen owing to 
the consideration of data availability. 
         The first study concerns the roles of vegetation phenology and groundwater 




summer months. It is found that the warm-season precipitation in the Central U.S. is 
sensitive to latent heat fluxes controlled by vegetation dynamics. Groundwater enhances 
the persistence of soil moisture memory from rainy periods to dry periods by transferring 
water to upper soil layers through capillary forces. Enhancement in soil moisture 
facilitates vegetation persistence in dry periods, producing more evaporation to the 
atmosphere and resulting in enhanced precipitation, which then increases soil moisture. 
The second study compares the impacts of future urbanization and climate change on 
regional air quality. The results show that the effect of land use change on surface ozone 
(O3) is comparable to that of climate change, but the details differ across the domain. The 
third study deals with the formation and distributions of secondary organic aerosols (SOA) 
— a largely overlooked but potentially important component in the climate system. 
Under future different climate scenarios, I found that biogenic emissions — an important 
precursor of SOA — are expected to increase everywhere over the U.S., with the largest 
increase found in the southeastern U.S. and the northwestern U.S., while changes in SOA 
do not necessarily follow those in biogenic emissions. Other factors such as partitioning 
coefficients, atmospheric oxidative capability, primary organic carbon, and 
anthropogenic emissions also play a role in SOA formation. Direct and indirect impacts 
from climate change complicate the future SOA formation.  
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Chapter 1: Introduction 
          This chapter explains the research background, offers an overview of the research 
focus, and defines the research objectives. Major research questions are also presented in 
this chapter. 
1.1. BACKGROUND 
1.1.1. Land–climate interactions      
         Land surface areas, which represent approximately 30% of the Earth‘s surface, 
exchange water, energy, momentum, and chemical compounds with the overlying 
atmosphere, affect weather and climate on local, regional and global scales from seconds 
to millions of years, and contribute to a large extent to the complexity of the climate 
system. The interactions between land and climate are manifold and strongly 
interconnected (Figure 1.1). Despite the key role of land surface in the climate system, 
there are still significant uncertainties in the land–climate interactions research. The 
major reason is due to the lack of direct measurements at a relatively large scale, such as 
soil moisture, evapotranspiration, emissions from vegetation on land. This impedes our 
understanding of the underlying physics. Hence, coupled climate models are needed to 
understand their interactions on regional and global scales.  
        Efforts are being made to develop physical realism of land surface processes in 
coupled climate models. Over the past two decades or so, much progress has been made 
in developing advanced land surface models (LSMs) for use in climate models (e.g., 
Koster et al., 2000; Chen and Dudhia, 2001; Bonan et al., 2002; Ek et al., 2003; Wei et al., 




Maxwell et al., 2007; Maxwell and Kollet, 2008) and detailed vegetation and soil 
processes (e.g., Foley et al, 1996, 1998; Dickinson et al., 1998; Baudena e t al., 2008; 
Grote et al, 2009) have been included in weather and climate models. More recently, 
biogeochemical processes are being represented in LSMs for climate modeling (e.g., 
Levis et al., 2003; Heald et al., 2008; Thorton et al., 2009). One example is the 
incorporation of biogenic volatile organic compounds (BVOCs) in LSMs (e.g., Levis et 
al., 2003; Gulden and Yang, 2006; Heald et al., 2008). With the utilization of advanced 
coupled models, land and climate interactions have been exclusively investigated on 
regional and global scales (e.g., Schar et al., 1999; Pal and Eltahir, 2001; Koster et al., 
2002, 2004; Betts, 2004; Holt et al., 2006; Seneviratne et al., 2006; Senna et al., 2009; 
Steiner et al., 2009; van den Hurk et al., 2010). For example, on a global scale, Koster et 
al. (2004) assessed the coupling strength — the degree to which all prescribed boundary 
conditions affect some atmospheric quantity — through an ensemble of multi-model 
simulations, and they found that strong coupling occurs over the transition areas or the so 
called hot spots (the locations on the Earth‘s surface where soil moisture anomalies have 
a substantial impact on precipitation). At a regional scale, van den Hurk et al. (2010) used 
a regional climate model to understand the land–atmosphere interactions and found that 
atmospheric mechanisms impose a strong constraint on the effect of soil moisture on the 
regional hydrological cycle.   
        While our understanding of the coupling between land and climate has significantly 
improved, further investigations of the roles of processes such as vegetation (Bonan, 




the climate system are still needed. Vegetation influences climate through physical, 
chemical, and biological processes that affect the Earth‘s energy, the hydrologic cycle 
and atmospheric composition. In turn, climate controls vegetation growth through 
temperature, precipitation, and other climatic variables. Very few studies have assessed 
vegetation–climate feedbacks using observations (Liu et al., 2006; Notaro et al., 2006; 
Méndez-Barroso et al., 2009), hence numerical parameterizations of vegetation processes 
in coupled land–atmosphere models (e.g., Dickinson and Shaikh, 1998; Bonan, 2003; 
Sitch et al., 2003) are often used to understand the feedbacks. Model simulations have 
demonstrated biogeophysical regulation of climate by vegetation through albedo, surface 
turbulent fluxes, and the hydrologic cycles. Recent vegetation–climate studies also 
considered the carbon cycle and vegetation dynamics (e.g., Foley et al., 2000; Krinner et 
al., 2005; Thorton and Zimmermann, 2007) for long-term climate simulations. Short-term 
vegetation phenology has also been shown to play an important role in regional climate 
(Hoffman and Jackson, 2000; Matsui et al., 2005; Baudena et al., 2008; Méndez-Barroso 
et al., 2009). However, most studies used either satellite derived vegetation products 
(Hoffman and Jackson, 2000; Matsui et al., 2005; Méndez-Barroso et al., 2009) or simple 
methods (e.g., Baudena et al., 2008) to understand the feedbacks between vegetation and 
climate, very few studies (e.g., Kim and Wang, 2005; Steiner et al., 2009) have used an 
interactive vegetation model (or a short-term vegetation phenology model) in their 
studies, thus the feedbacks between vegetation and climate may not be well represented 
in the models. There is a strong need to represent vegetation phenology in climate models 




         Furthermore, the interactions between the subsurface groundwater systems and 
climate have not been well understood. Most LSMs traditionally ignore groundwater 
dynamics. Several recent studies (e.g., Yeh and Eltahir, 2005; Niu et al., 2007; Maxwell 
et al., 2007) show that the water balance computed by LSMs with detailed subsurface 
processes including runoff and groundwater flow can be much improved. These studies 
used different approaches to incorporate groundwater systems into LSMs and 
demonstrated the significant impacts of groundwater dynamics in land surface modeling. 
A few studies (Anyah et al., 2008; Yuan et al., 2008) also demonstrated the importance of 
groundwater in land–atmosphere interactions on regional scales. In the context of climate 
change, a work by Maxwell and Kollet (2008) shows that annual mean response of the 
surface water and energy balance at a given location to changing climate conditions is 
strongly dependent on water table depth. More recently, Ferguson and Maxwell (2010) 
found that influence of groundwater feedbacks on sensitivity of surface fluxes to 
changing climate conditions depends on changes in both moisture and energy availability 
over the watershed. These studies suggest that groundwater feedbacks are very sensitive 
to changes in climate and they are important in understanding land–climate interactions, 
in particular on regional scales. Work is needed to incorporate groundwater dynamics in 
regional climate models and to further explore its roles in land–climate coupling in a 
changing climate.          
1.1.2. Land–climate interactions in a changing climate 
         Human activities are changing the global climate not only directly through the 




surface conditions (Figure 1.1). The 4
th
 Assessment Report of the Intergovernmental 
Panel on Climate Change (IPCC) presents mean climate projections for this century 
based on an ensemble of several global climate models (Christensen et al, 2007).  
Simulations driven by increasing greenhouse gas concentrations predict a considerable 
increase in temperature. The trends in temperature increase are roughly linear in time. 
Global precipitation increases slightly due to enhanced evaporation from the warming 
areas of land and the oceans, but considerable regional variability does exist. Other 
climatic variables (e.g., humidity, cloud cover, and boundary height) also change with 
changing temperature and precipitation.       
          Land–climate interactions involve many processes, which are strongly modified in 
the context of climate change. For instance, under the future warming climate, climate 
regimes will be shifted, and the location of transitional climate zones will be modified. 
As a result, the current hot spots (e.g., the central Great Plains of North America, the 
Sahel, equatorial Africa, and India) of land–atmosphere coupling may be changed. With a 
coupled regional climate model, Seneviratne et al. (2006) found that the feedbacks 
between land and atmosphere determine the increase in summer temperature variability 
predicted in central and Eastern Europe. Their results highlight the crucial role of land–
climate interactions in a future changing climate.  
1.1.3. Their impacts on air quality 
        Land–climate interactions are significant in predicting changes in extreme events, 
water resources, ecosystems, air quality for decision making in a future changing climate. 




chemical species of most concern for public health and climate are surface ozone (O3) 
and atmospheric aerosol. Surface O3 is produced in the troposphere by photochemical 
oxidation of other gases such as carbon monoxide, methane, VOCs, and nitrogen oxides 
(NOx). Atmospheric aerosols include primary (emitted into the atmosphere directly from 
the nature and the human activities. These include sulfate, nitrate, and organic carbon) 
and secondary (formed in the atmosphere. These include sulfates from sulfur dioxide 
(SO2), nitrates from NOx, and secondary organic aerosols (SOA) from VOCs) sources. 
         From a climate perspective (Figure 1.1), land–climate interactions affect the 
concentrations and distributions of chemical species through changing meteorological 
conditions such as temperature, boundary heights, winds, and precipitation (Jacob et al., 
2009). There have been a significant number of studies that have explored the effects of 
climate change on O3 and aerosols (mainly primary aerosols) (e.g., Hogrefe et al., 2004; 
Leung and Gustafson, 2005; Forkel and Knoche, 2006; Liao et al., 2006; Tagaris et al., 
2007; Nolte et al, 2008; Avise et al., 2009; Pye et al., 2009). From a biogeochemical 
point of view (Figure 1.1), their roles are becoming more discernable in changing 
atmospheric compounds. For example, they affect the amount of BVOCs emitted from 
vegetation on land, and thus influence the formation of secondary chemical species 
including surface O3 and SOA in the troposphere. The role of BVOCs in O3 formation is 
dependent on the level of NOx. When the ratio of VOCs to NOx is high, VOCs reaction 
for O3 formation is predominate. In this way, vegetation plays a very important role in O3 
formation. Impacts on SOA are less certain (Carslaw et al., 2010). SOA have an 




Studies indicate the amount of SOA predicted by models severely underestimates the 
actual amount present in the atmosphere (de Gouw et al., 2005; Heald et al., 2005; 
Volkamer et al., 2006). The roles of land surface processes and land–climate interactions 
in SOA formation have not been well explored.  
         Additionally, changes in land surface conditions caused by human activities, such 
as urbanization could influence air quality through land–climate interactions. 
Urbanization affects regional air quality by changing the near-surface atmospheric 
conditions (Foley et al., 2005). As the world‘s population continues to rise, changes in 
land use and land cover such as the modification of vegetated area to urban land use 
could lead to changes in emissions and meteorological variables that can further 
contribute to changes in air quality. As more natural or vegetated areas are expected to be 
converted for human use in the future, induced changes in climatic variables such as 
temperature, wind, boundary layer height can alter local or regional air quality by 
affecting reaction rates, transport and deposition (Taha, 1996; Taha et al., 1998; Civerolo 
et al., 2007; Wang et al., 2007; Chen et al., 2009). Consequently, it is important to 
understand how urbanization or urban land use change could influence regional air 
quality.  
        Given the importance of land–climate interactions in air quality, a quantitative 
assessment of the impacts in a future changing climate with a tool, which consists of the 
atmosphere, land, and atmospheric chemistry, is needed. Furthermore, the coarse 
horizontal resolution of current global climate model simulations does not permit 




method is also required to assess the impacts on regional scales. Most previous studies 
concerning the effects of global climate change on O3 and aerosols used one-way nesting 
approach where the global models provide physical and chemical boundary conditions to 
the regional models or chemical transport models. The interactions between the land, 
atmosphere and chemistry are not considered. Recently, models considering the 
interactions between the land, atmosphere, and chemistry are being developed, such as 
the WRF/Chem model (Grell et al., 2005). The research presented in this dissertation uses 
a coupled regional land–atmosphere–chemistry model to understand the impacts of land–
climate interactions on air quality in a changing climate.         
1.2. RESEARCH QUESTIONS AND OBJECTIVES 
        The overarching research question of this dissertation is: What are the roles of land–
climate interactions in regional climate and air quality in a changing climate? The whole 
picture of this dissertation work is illustrated in Figure 1.1, and below are several sub-
research questions I address in this dissertation:  
 To what extent do the land surface processes, particularly vegetation and 
groundwater dynamics contribute to land–climate interactions and at what 
locations are their impacts significant?  
 How are the land–climate interactions affecting regional air quality under a future 
changing climate?   
 Is global climate change affecting regional climate and air quality significantly, 




 What aspects of climate change are most likely to affect regional air quality, in 
particular, O3, BVOCs and SOA?  
 How will changes in urban land use due to human activities affect regional 
climate and air quality?  
 How well does the coupled land–atmosphere–chemistry model simulate the 
impacts on air quality in comparison with observations? 
         By addressing the above research questions, the research conducted for this 
dissertation contributes to a broader understanding of interactions between land, climate, 
and air quality on regional scales. The overall objective of this research project is to 
understand the nature and magnitude of the interactions between land and climate, and 
how they would influence future air quality. 
The main goals of this dissertation research are:  
 To advance knowledge of the impacts of land surface processes on land–climate 
interactions; 
 To provide a better understanding of the impacts of land, climate, and their 
interactions on regional O3; 
 To get an insight about the effects of future climate change on regional air quality, 
in particular, surface O3, BVOCs, and SOA; 
 To improve the coupled regional land–atmosphere–chemistry model for further 
understanding of the interactions among land, atmosphere, and chemistry in the 
climate system;  




 To help policy makers to keep polluted areas in compliance with Clean Air Act 
standards in a warming climate.          
1.3. RESEARCH FOCUS 
      This dissertation investigates land–climate interactions and their impacts on regional 
air quality in a changing climate. Specifically, I investigate land–climate interactions with 
a focus on the impacts of vegetation and groundwater dynamics on precipitation and their 
roles in the land–climate coupling. Their impacts on air quality are concentrated on 
surface O3, BVOCs, and SOA.  
         In Chapter 2, I focus on the understanding of land–climate interactions, in particular, 
the feedbacks between vegetation, groundwater, and the atmosphere over the transition 
zone. The impacts of vegetation and groundwater dynamics are investigated through an 
application of a short-term vegetation phenology model and a groundwater model in a 
coupled regional climate model. A set of sensitivity experiments are conducted to 
understand the effects of vegetation and groundwater on precipitation and other climatic 
variables. The effects on the land–atmosphere coupling are also analyzed. Chapter 3 
details the importance of land–climate interactions on air quality. Case studies concerning 
the impacts on regional air quality, in particular, surface O3, BVOCs, and SOA are 
presented in Chapter 4 and Chapter 5. Chapter 4 examines the impacts of land–climate 
interactions on surface O3 air quality. Sensitivity experiments with the consideration of 
future land use and climate changes are conducted to examine future changes in regional 
climate, surface O3 as well as other related chemical species at a regional scale. A 




canopy model to study the effect of future land use change on air quality. Global climate 
model output is dynamically downscaled to regional scales with this coupled regional 
model to understand future O3 changes. Chapter 5 focuses on biogenic emissions and 
SOA. To do so, a simple two-product SOA model is incorporated into the coupled 
regional model. Model results are evaluated against the ground-based and satellite 
measurements. Global climate model output under different future climate scenarios are 
used to assess the potential effects of climate change on these atmospheric species. 











































































































Chapter 2: Impacts of Vegetation and Groundwater Dynamics on 





         The impacts of vegetation and groundwater dynamics on warm season precipitation 
were investigated by using the Weather Research and Forecasting (WRF) model coupled 
with a modified Noah land surface model (LSM). The modified Noah LSM was 
augmented with an interactive canopy model and a simple groundwater model (SIMGM). 
A series of experiments show that incorporating vegetation and groundwater dynamics 
into the WRF model can improve the simulation of summer precipitation in the Central 
United States. The enhanced model produces more precipitation in response to an 
increase in the latent heat flux. The advantage of incorporating the two components into 
the model becomes more discernable after one month. The model results suggest that the 
land–atmosphere feedback is an important mechanism for summer precipitation over the 
Central United States. Vegetation growth and groundwater dynamics play a significant 
role in enhancing the persistence of intraseasonal precipitation in regional climate models. 
Their combined effects act to favor a stronger land–atmosphere feedback during the 
summer season. The simulated diurnal cycle of precipitation is improved by the WRF 
model with the augmented Noah LSM. Moreover, I found that the coupling between the 
soil moisture and the lifting condensation level (LCL) is enhanced by adding vegetation 




1Significant portions of this chapter were first published as: 
Jiang, X., G.-Y. Niu, and Z.-L. Yang (2009), Impacts of vegetation and groundwater dynamics on warm 
season precipitation over the Central United States, J. Geophys. Res., 114, D06109, 
doi:10.1029/2008JD010756. 




when the soil moisture is relatively dry, while the influence is relatively small when soils 
become highly saturated. This work suggests incorporating vegetation and groundwater 
dynamics into a regional climate model would be especially beneficial for seasonal 
precipitation forecast in the transition zones.  
2.2. INTRODUCTION 
          The predictability of precipitation on timescales of days to years is largely limited 
by the effects of atmospheric noise, which restricts weather forecasts beyond about two 
weeks (e.g., Lorenz, 1963, 1969). The hope to improve intraseasonal to seasonal 
precipitation forecasts largely relies on simulating the atmospheric response to slowly 
varying states of the land surface (Beljaars et al., 1996; Koster et al., 2004) and the ocean 
(e.g., Wallace et al., 1998), which can be predicted weeks to months in advance. In mid-
latitude and in the interior of those large continents such as the North America, oceanic 
impact on precipitation is small relative to that of land soil moisture as suggested by 
recent studies using atmospheric general circulation models (GCMs) (e.g., Koster et al., 
2000, 2004; Dirmeyer et al., 2006). Understanding complex interactions between the land 
surface and atmosphere is central to better predicting precipitation over land.  
          Studies of such coupled-system problems are often conducted by using coupled 
land–atmosphere models. A number of studies with the use of coupled GCMs have 
shown that soil moisture is particularly important for maintaining long-term climate and 
its temporal variability (e.g., Koster et al., 2004; Dirmeyer, 2006; Guo et al., 2006). 




between dry and wet regions such as the Central United States (U.S.). Dirmeyer (2006) 
quantified the strength of the hydrologic cycle between the land and atmosphere, and 
found that in the dry regions, specified precipitation anomalies can contribute to the latent 
heat flux anomalies immediately; while in the wet regions, precipitation is not very 
sensitive to soil moisture anomalies. In the transition zones, the soil moisture–
precipitation coupling can be best preserved, which is consistent with the work of Koster 
et al. (2004). Guo et al. (2006) revealed that differences in the coupling strengths exist 
among different models, and that these differences are related to different values of 
evapotranspiration (ET) simulated over land. These studies suggest that there remain 
uncertainties in representing soil moisture processes and their coupling with other 
physical processes in land surface models (LSMs).  
          Most LSMs used in the abovementioned studies did not include an interactive 
vegetation canopy and a dynamic water table. Neglecting short-term response of 
vegetation greenness and leaf amounts to precipitation and temperature may yield an 
underestimate or overestimate of latent heat flux. Several studies have shown that 
changes in vegetation phenology can have a strong influence on regional climate through 
partitioning sensible and latent heat fluxes (Chase et al., 1996, 2000; Hoffmann et al,. 
2000; Matsui et al., 2005; Liu et al., 2006; Wang et al., 2006a, b; Xue et al., 2006; 
Dekker et al., 2007; Dong et al., 2007; Natoro et al., 2007). Matsui et al. (2005) applied 
satellite-derived vegetation greenness fraction (VGF) in a regional climate model to 
account for the temporal and spatial variations of vegetation distribution. Their results 




and relative humidity in the boundary layer. However, their results did not reveal that a 
higher VGF could lead to more precipitation. By adding a sophisticated photosynthesis 
scheme in a coupled mesoscale model, Holt et al. (2006) found that the atmospheric 
model is able to respond to the detailed representation of soil moisture and temperature, 
and the model performance is improved. Kim and Wang (2007) examined the positive 
soil moisture–precipitation feedback over North America on a seasonal timescale. Their 
results showed that soil moisture–induced precipitation increase is enhanced under wet 
summer soil moisture anomalies when vegetation phenology is included in their model. 
To investigate the impact of the vegetation growth on precipitation, a better 
representation of vegetation growth response to climate conditions in coupled land–
atmosphere models is needed. 
          Like vegetation, which in turn, can feed back to precipitation, groundwater also can 
respond to precipitation rapidly. However, most LSMs traditionally ignored groundwater 
dynamics. In recent years, different approaches to incorporating groundwater dynamics 
into land surface processes have been developed (e.g., Gutowski et al., 2002; Liang et al., 
2003; Yeh and Eltahir, 2005; Maxwell and Miller, 2005; Niu et al., 2007; Fan et al., 2007; 
Maxwell et al., 2007; Kollet and Maxwell, 2008; Anyah et al., 2008). These studies 
incorporated groundwater processes into LSMs and demonstrated the significant impacts 
of considering surface and ground water dynamic interactions on surface fluxes and soil 
moisture in land surface modeling. Some of the approaches used in these studies (e.g., 
Yeh and Eltihir, 2005; Niu et al., 2007) use the water table as the lower boundary, while 




flow. Famiglietti and Wood (1994) parameterized groundwater dynamics in a LSM using 
a TOPMODEL concept (Beven and Kirkby, 1979) and found the lateral redistribution of 
surface and subsurface soil water in a small-scale model is critical in controlling both 
runoff production and energy balance. Seuffert et al. (2002) examined how the 
incorporation of a land surface hydrologic model in a mesoscale weather prediction 
model affects surface energy fluxes, structure of the atmospheric boundary layer, and 
precipitation. They found that a better representation of soil hydrologic processes 
improves the predicted energy fluxes and rainfall. York et al. (2002) developed a coupled 
aquifer–land surface–atmosphere model, and found that the physically based model was 
able to reproduce monthly and yearly trends in precipitation, stream discharge, and ET, 
for a catchment.  
         More recently, Maxwell et al. (2007) and Maxwell and Kollet (2008) coupled a 
groundwater flow model with an atmospheric model to examine the effects of soil 
moisture heterogeneity on atmospheric boundary layer processes. Their studies showed 
that the fully coupled model was able to capture a realistic soil moisture distribution. The 
study of Maxwell and Kollet (2008) also revealed that groundwater is key to 
understanding processes of recharge and drought under a changing climate, especially in 
the critical zones where the water table depth is neither very shallow nor very deep. They 
found a strong correlation between the water table depth and land surface energy. These 
studies all suggest the need for a better understanding of the role of subsurface processes 
in the overlying atmosphere. However, most of these studies have been focused on 




(2007) and Yuan et al. (2008), who studied the influences of groundwater on land–
atmosphere coupling on a continental scale. Despite a large number of research studies, it 
remains unanswered that how the inclusion of groundwater dynamics affects precipitation 
in the transition zones, as these regions are very sensitive to soil moisture.  
         The goal of this research is to examine the impacts of vegetation and groundwater 
dynamics on warm season precipitation on a continental scale. The study area is focused 
on the Central U.S., which has been identified by Koster et al. (2004) as a hot spot where 
soil moisture anomalies have a substantial impact on precipitation. The study is aimed at 
understanding the influences of vegetation and groundwater dynamics on intraseasonal 
precipitation in the warm season. The impacts of the two components are investigated 
through application of a short-term vegetation phenology model and a groundwater 
model. In this work, I hypothesize that including vegetation growth and groundwater 
dynamics in a coupled land–atmosphere model can improve intraseasonal to seasonal 
predictions of precipitation and have a strong effect on the coupling between the land and 
atmosphere over the Central U.S. I begin in section 2.3 with a brief description of the 
coupled land–atmosphere model and experiments. The role of initialization in seasonal 
forecasting is taken into account through ensemble simulations. In section 2.4, I evaluate 
the model results against available observations and examine the roles of vegetation 
growth and groundwater dynamics in precipitation and surface fluxes. Furthermore, the 
impacts of these processes on diurnal cycles of climate variables are investigated. Finally, 
the effects of the new components on the relationship between soil moisture and lifting 




2. 3. MODEL DESCRIPTION AND EXPERIMENTAL DESIGN 
2.3.1. Model description 
      A non-hydrostatic (considering frictional and Coriolis forces in addition to pressure 
and gravity forces), fully compressible (density of air is not constant) model, the Weather 
Research and Forecasting (WRF) model, is used as an investigative tool in this study 
(Skamarock et al., 2005). The model: 1) includes interactive nested grid capabilities; 2) 
supports various cumulus schemes, microphysics, shortwave and longwave radiation 
schemes; and 3) includes two options of LSMs. The WRF model 2.1.2, which contains all 
of the above features plus time-varying sea surface temperature (SST) and prescribed 
monthly changing VGF, was used. These time-varying lower boundary conditions are 
important for monthly to seasonal climate simulations.  
        To assess the impacts of vegetation phenology on warm season precipitation over 
the Central U.S., an interactive canopy model (Dickinson et al., 1998; Yang and Niu, 
2003) has been coupled to the WRF model (Figure 2.1). The interactive canopy model (or 
called dynamic vegetation model) has two major parts: a stomatal conductance–
photosynthesis part, and a dynamic leaf part. The first part computes carbon assimilation 
through photosynthesis of both sunlit and shaded leaves following Collatz et al. (1991). 
The second part describes carbon allocation to different vegetation components (leaf, 
stem, root etc.), respiration, and vegetation phenology. A more detailed description of 
this canopy model can be found in Dickinson et al. (1998). This canopy model was added 
to the Noah LSM (Chen and Dudhia, 2001) by converting the predicted leaf area index 








exp(1 LAIVGF  .                                                      (2.1) 
Following the methods used in Dickinson et al. (1998), water stress was parameterized on 
conductance as a function of soil water matric potential rather than a function of soil 
moisture in the Noah LSM. 
        I also included a simple groundwater model (SIMGM) developed by Niu et al. (2007) 
in the Noah LSM to investigate the influences of groundwater dynamics on precipitation. 
As aforementioned, several previous studies have incorporated groundwater models into 
LSMs, and some of them even included lateral flow (e.g., Seuffert et al., 2002; Maxwell 
et al., 2007). In this work, I did not explicitly include the effects of lateral flow between 
grid cells, because our model grid spacing is coarse (~32 km). At such a coarse grid, the 
vertical water exchange between soil and its underlying unconfined aquifer is considered 
to be more important than the horizontal water exchange. The soil in the Noah LSM has 
four layers with a total depth of 2 m. In the present study, SIMGM is added beneath the 
fourth soil layer of Noah LSM, allowing the interaction between soil moisture and 
groundwater (Figure 2.1). SIMGM represents the vertical exchange of water between the 
bottom soil layer and the unconfined aquifer by parameterizing the recharging rate to the 
aquifer that has been added as a single integration element below the bottom soil layer. 
Therefore, it takes into account not only gravitational drainage from the soil to the aquifer 
when soil is relatively wet (the total water head at the bottom soil layer is greater than 
that at the water table), but also upward diffusion of water from the aquifer driven by 




at the bottom soil layer). The water table depth was solved by converting the water 
storage in the aquifer through specific yield (Niu et al., 2007). In SIMGM, a simple 
TOPMODEL-based subsurface runoff scheme, expressed as an exponential function of 
the water table depth, was used to parameterize groundwater discharge. To be consistent 
with the subsurface runoff scheme, the surface runoff scheme was also replaced with a 
simple TOPMODEL-based surface runoff scheme, which used an exponential function of 
the water table depth to represent the fractional saturated fraction (Niu et al., 2005). The 
lateral transport of groundwater between grid cells and to rivers is considered implicitly 
through the TOPMODEL base flow formulation.  
2.3.2. Experimental design 
        To understand the effects of vegetation and groundwater dynamics on precipitation 
and their impacts on land and atmosphere interactions, a series of ensemble numerical 
experiments with each lasting three months were performed. In all simulations, the 
following physical schemes were used: the Lin et al. (1983) Microphysics scheme, the 
Kain-Fritsch Cumulus Parameterization scheme (Kain and Fritsch, 1990), the Yonsei 
University Planetary Boundary Layer (PBL) scheme (Hong and Pan, 1996), the Simple 
Cloud Interactive Radiation scheme (Dudhia, 1989), the Rapid Radiative Transfer Model 
Longwave Radiation scheme (Mlawer et al., 1997), and the Noah LSM. The modeling 
domain covers the entire contiguous U.S. on a 32-km horizontal grid (Figure 2.2). The 
initial and lateral boundary conditions were derived from the NCEP‘s North American 
Regional Reanalysis (NARR) data set, which has a domain covering the configured 




interval with the use of the NCEP Eta model, its data assimilation system, and a recent 
version of the Noah LSM at 32 km/45 layer resolution. The system used to generate the 
NARR data also includes hourly assimilation of precipitation, which means the observed 
precipitation from the past is combined in the system to predict future precipitation with 
some mathematical method. Since the focus of this study is on summer season, I selected 
June, July and August (JJA) 2002 as the simulation period. This period was also 
associated with less-than-normal precipitation in June over the western U.S. and adjacent 
High Plains, and more-than-normal precipitation in July and August over part of Texas 
and the northern Great Plains. As June is relatively dry, soil moisture may dry out in the 
default modeling system, resulting in poor model performance in the ensuing months 
because of the lack of the detailed subsurface processes (e.g., groundwater system). In 
this case, I expect that new improvements in the LSM could lead to better simulations of 
precipitation, in particular in the months of July and August.  
         To test the impacts of new components, three different experiments were performed 
(Table 2.1). The first one, called DEFAULT, is a control run without any changes to the 
Noah LSM. The Noah LSM in this modeling system uses prescribed climatological VGF 
data derived from the Normalized Difference Vegetation Index (NDVI) collected by the 
NOAA-Advanced Very High Resolution Radiometer (AVHRR) sensor. Although recent 
NDVI data acquired from the Moderate Resolution Imaging Spectroradiometer (MODIS) 
sensor appear to be more accurate than the AVHRR-derived NDVI data, Gallo et al. 
(2004) found 16-day composite values of the two data sets over the same time periods 




23 intervals of 2001 that were analyzed. Since the purpose of incorporating dynamic 
vegetation into the model is to make the model capable of predicting vegetation growth 
and its interaction with atmosphere, I used AVHRR derived climatological VGF as 
experimental data in DEFAULT. Thus, DEFAULT does not allow vegetation to grow in 
response to climate change. By incorporating the dynamic vegetation model into the 
default Noah LSM, the second experiment (DV) allows vegetation growth to respond to 
climate change. DV investigates whether considering the vegetation–precipitation 
feedback in the coupled model improves the forecast. The third experiment (DVGW) 
implemented SIMGM to DV to simultaneously represent vegetation growth and water 
table dynamics. For each experiment, five-member ensemble simulations for three 
months (JJA) were constructed starting from different initial dates: 00Z May 31, 2002, 
06Z May 31, 2002, 12Z May 31, 2002, 18 May 31, 2002, and 00Z June 1 2002. The five 
members for each experiment only differ in their starting times. While the three modeling 
systems utilize the same combinations of physical parameterization schemes such as 
cumulus parameterization scheme, they differ in the use of dynamic vegetation and 
groundwater models in the Noah LSM. SSTs were updated every six hours during the 
model integration.  
        The initial values of land surface variables, especially soil moisture exert a strong 
control on seasonal forecast in regional climate models (Pielke et al., 1999). In order to 
minimize the effects of initial conditions, the same sets of land surface variables were 
used in all three experiments, with the same starting dates having the same initial 




and VGF, are from the NARR data set. It should be pointed out that the modeling system 
employed to produce NARR data also utilizes the Noah LSM. The initial values of VGF 
required to initialize DV and DVGW are the same as those used in DEFAULT. I also 
prepared initial values of water table depth needed by the groundwater component in the 
coupled model by running the offline Noah LSM coupled with SIMGM. To do so, offline 
runs driven by the same NARR data were conducted from January of 2000 to December 
of 2002 and the spin-up enabled the model to reach an equilibrium state (Yang et al., 
1995). Then, the values of water table level on June 1 2002 were used to initialize the 
water table depth and water storage for SIMGM in the coupled model.  
        These designed experiments allow us to identify the key mechanisms and processes 
involved in the land–atmosphere feedback. Consequently, the differences between 
DEFAULT and DV were used to evaluate the impacts of vegetation dynamics on surface 
heat fluxes and precipitation. Similarly, differences between DV and DVGW were used 
to reveal the contribution of groundwater variations to vegetation phenology, surface heat 
fluxes, and precipitation. 
2.4. RESULTS   
2.4.1. Impact on precipitation 
        To reiterate, the objective of this work is to assess how seasonal and intraseasonal 
evolution and patterns of precipitation are influenced by the improvements in the LSM. 
Although the ensemble spread of simulated variables is small at the beginning, it 
becomes large afterwards. To reduce the uncertainties associated with initial conditions, 




experiments. The results of the days before June 1 have been discarded to reduce possible 
spin-up effects. The model-simulated precipitation is evaluated against observed 
precipitation data set (a gridded data set at 0.25° × 0.25° resolution covering U.S. and 
Mexico downloaded from the Climate Prediction Center (CPC) (Higgins et al., 2000)). 
         Figure 2.3 plots the spatial patterns of observed and simulated seasonal 
precipitation (JJA) over the modeling domain. In general, all three modeling systems 
reproduce the spatial distribution of precipitation. The observed precipitation pattern for 
JJA (Figure 2.3a) is characterized by less precipitation in the western U.S. and more 
precipitation in the eastern U.S. The Central U.S., where the JJA mean precipitation is 
about 1–4 mm d
–1
, exhibits a feature of transition zones from the dry western U.S. to the 
wet eastern U.S. Overall, DEFAULT captures the main patterns and (for the most part) 
magnitudes of continental precipitation (Figure 2.3b). It overestimates precipitation in 
much of the eastern states (e.g., Ohio, Pennsylvania, Kentucky, Tennessee and South 
Carolina), and underestimates precipitation in the Central U.S. Comparing precipitation 
simulated by DV against DEFAULT and observations, I found that DV produces 
somewhat increased precipitation over the Central U.S. and northern parts of North 
American Monsoon regions such as New Mexico and West Texas, where rainfall 
increases by nearly 1 mm d
–1
 (Figure 2.3c). The majority of the increase in precipitation 
occurs over the Central U.S. However, it should be noted that the increase in precipitation 
in parts of the eastern U.S. is not expected, and needs further investigation. Furthermore, 
as expected the impact of inclusion of groundwater component in DV on JJA average 




Incorporating groundwater dynamics into the model accounts for 1–2 mm d
–1
 increase in 
JJA average precipitation over the Central U.S. The overestimated precipitation in the 
eastern U.S. is slightly reduced, which I ascribe to the improved TOPMODEL-based 
runoff scheme. Thus one can conclude that adding the two new components to the model 
tends to result in a substantial increase in precipitation over the Central U.S., and 
improved model performance. DEFAULT strongly underestimates precipitation in this 
area by approximately 1 mm d
–1
, while DV and DVGW yield more reasonable estimates 
as compared to observations. The overestimated precipitation over the eastern U.S. is 
reduced by the modeling system with the inclusion of new runoff schemes. Future work 
with the consideration of the effects of lateral flow may further improve model 
performance.  
         A comparison of the modeled and measured cumulative precipitation over the 
Central U.S. is shown in Figure 2.4. In general, the temporal development of precipitation 
is fairly reproduced in all three experiments. I also noticed that the three modeling 
systems have similar performances in June. However, the precipitation amounts 
simulated by the three modeling systems differ significantly from each other in July and 
August, and all three modeling systems underestimate precipitation when compared with 
measurements. The performance of DEFAULT decreased dramatically as the integration 
time becomes longer. DEFAULT underestimates the JJA precipitation over the Central 
U.S. by a factor of two. Lo et al. (2008) investigated different dynamical downscaling 
methods and found that the model with continuous integration tends to have a relatively 




decreasing performance in simulating seasonal precipitation. As I incorporated the 
vegetation effect into the model, the model performance in simulating JJA precipitation is 
improved. Furthermore, DVGW with the consideration of groundwater effect exhibits the 
best performance, and the difference in cumulative precipitation between DVGW and the 
observations is the smallest, suggesting that SIMGM is capable of maintaining a 
reasonable amount of soil moisture and ET in dry seasons by extracting water from the 
underlying aquifers. When the soil is drying because of ET, the soil can draw water 
through capillary suction from the underlying groundwater system, which has a longer 
memory of the past precipitation events than the soil. This suggests that the new 
processes in the coupled model help to maintain reasonable soil moisture. The influences 
of subsurface processes on precipitation have been examined by other studies (e.g., 
Seuffert et al., 2002; Bierkens et al., 2007; Anyah et al., 2008).  In the study of Seuffert et 
al. (2002), the authors found that their model with the inclusion of lateral water transport 
from one soil column to its neighbors reduces simulated precipitation. Without the effects 
of lateral runoff, their model tends to overestimate precipitation. The current work differs 
from their study in several aspects including the runoff scheme, the simulation time, and 
the horizontal spatial resolution. Besides, depending on the status of available soil 
moisture, the impacts of groundwater could be different in different regions. In the 
current study, I did not consider the lateral water transport. In future studies, this needs to 
be considered to investigate the evolution of precipitation. As discussed here, the effect 




other regions. Over the eastern U.S., the groundwater tends to reduce overestimated 
precipitation to some extent to improve the model performance over that region.  
        Figure 2.5 shows that the three modeling systems have distinct behaviors in terms of 
simulating intraseasonal variations of precipitation over the Central U.S. The observed 
precipitation maintains approximately 2.4 mm d
–1
, varying slightly from 2.2 mm d
–1
 in 
June, 2.6 mm d
–1
 in July, to 2.4 mm d
–1
 in August. Although June precipitation is 
reproduced in the three experiments, there is a pronounced decreasing trend toward the 
end of the summer season. Compared to observations in JJA, all three modeling systems 
produce less precipitation, exhibiting an excessive summer drydown. This drydown may 
in part be due to the lack of the lateral water transport in the subsurface. As demonstrated 
in Bierkens and van den Hurk (2007), the groundwater convergence (i.e. the confluence 
of groundwater to discharge zones that remain wet throughout the year to sustain 
evaporation for longer periods) is a possible mechanism for persistence in rainfall. 
Therefore, I expect that when the lateral water transport is included, the model 
performance may be further enhanced. Additional work is needed to investigate the 
mechanisms of these feedbacks. Further analysis shows that the largest drying pattern 
(from 2.4 mm d
–1
 in June to 0.6 mm d
–1
 in August) occurs in DEFAULT. As I introduced 
vegetation phenology to the default model, the drying trend seen in DEFAULT is 
significantly ameliorated, with July rainfall at 1.7 mm d
–1
 and August rainfall at 0.98 mm 
d
–1
. Combined with the implementation of groundwater model, the results are further 
improved, with July rainfall at 2.1 mm d
–1
 and August rainfall at 1.5 mm d
–1
. Clearly, 




improves the intraseasonal (JJA) precipitation simulations (from 1.3 mm d
–1
 in 
DEFAULT, 1.7 mm d
–1
 in DV, to 2.1 mm d
–1
 in DVGW). The model dry bias in 
simulating intraseasonal precipitation is reduced most in DVGW. It is worth mentioning 
that if I just focus on precipitation prediction at one-month lead, the advantages of adding 
the vegetation growth and groundwater dynamics are not so evident. However, if I extend 
the lead-time to two or three months, the advantages of using DV or DVGW become 
increasingly apparent. This suggests that incorporating vegetation and groundwater 
dynamics into the model can prolong the soil moisture memory and hence maintain ET in 
dry seasons, which will be discussed later.   
        In summary, the model with the two augments performs better in reproducing 
summer precipitation over the Central U.S. in 2002. The results of precipitation illustrate 
that the vegetation–atmosphere interaction can occur on monthly timescales. The 
groundwater system, which is often ignored in most climate models, does impact 
precipitation over the Central U.S. DEFAULT has trouble simulating the overall 
magnitude of precipitation over the Central U.S. Of significant note, the augmented 
model with the new components is capable of capturing the intraseasonal variability of 
precipitation. 
2.4.2. Impact on surface fluxes 
        To gain insight into the mechanism responsible for precipitation differences among 
different experiments, I plot the time series of latent heat and sensible heat fluxes over the 
Central U.S. (Figure 2.6). Clearly, simulated latent heat flux is lower in DEFALUT than 




moisture is relatively dry in the absence of feedbacks among vegetation, groundwater and 
precipitation. I also noticed that the variations in DEFALUT are less pronounced than 
those in DV and DVGW owing to the lack of response to land–vegetation interactions. 
When the effects of vegetation phenology are included in the model, the partitioning 
between the sensible and latent heat fluxes is affected, resulting in a changed Bowen ratio 
(Mölders and Rühaak, 2002). The decrease in the Bowen ratio induced by the vegetation 
dynamics could potentially increase convection. The increase in convection could bring 
out more precipitation, and the increased precipitation can further promote the growth of 
vegetation. Therefore, introducing vegetation–precipitation feedback into the model helps 
to maintain an appropriate amount of ET and precipitation over the study area. As I 
included groundwater component in DV, the Bowen ratio further decreased. This can be 
explained that groundwater adds more water to the dry soil, increasing the latent heat flux. 
Seuffert et al. (2002) also found that their model when incorporated with a sophisticated 
hydrological model could increase latent heat flux and reduce sensible heat flux 
correspondingly. Moreover, an analysis of the results indicates that higher latent heat flux 
in DV and DVGW corresponds to more precipitation, as described above (Figure 2.4).  
        Figure 2.7 plots the differences in monthly average latent heat flux and precipitation 
between DV and DEFAULT. A relatively large impact of vegetation growth on latent 
heat flux and precipitation is particularly seen over the Central U.S. For the most part, the 
plot shows that the increase in precipitation is consistent with the increase in latent heat 
flux. On average, a 20 W m
–2 
increase in latent heat flux corresponds to a 0.5–1 mm d
–1
 




heat flux (or ET) can alter surface moisture distribution and water availability, which can 
affect vertical mixing, heating, cloud formation and precipitation. As a result, the 
modeling system with vegetation–precipitation feedback included to some extent 
improves precipitation simulation through changing latent heat flux. When I added 
groundwater component to the second modeling system, again, I see a 30 W m
–2
 increase 
in latent heat flux between DVGW and DV (Figure 2.8), which corresponds to 1 mm d
–1
 
increase in precipitation over this area. The effects of vegetation and groundwater are 
most pronounced in July and August over the Central U.S., and the impacts of the two 
new components become more discernible after one month.  
        In addition to directly examining the evolution and distribution of latent heat flux 
and sensible heat flux, moisture budget calculation is another way to examine the causes 
of the increase in precipitation over the Central U.S. I calculated moisture flux 
convergence, which is a term in the conversation of water vapor equation, over the 
Central U.S. using specific humidity and wind fields on the basis of the following 
equations:  
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specific humidity (kg kg
–1
), u is the horizontal component of wind velocity (m s
–1
), v is 
the meridional component of wind velocity (m s
–1
), p is the pressure (hPa), and g is the 
gravitational constant (9.81 m s
–2
). The negative sign arises due to the fact that the 
hydrostatic assumption is used to convert from elevation to pressure. The limits of 
integration are the surface pressure (ps) and the pressure at the "top" of the atmosphere 
(pt). Here I define 100 hPa as the pressure at the top of the atmosphere in these 
computations. The moisture flux convergence is calculated using the following equation: 












 .                                              (2.4) 
The negative sign changes divergence to convergence, which means when the value is 
negative, it is divergence; and when it is positive, it is convergence. NARR and CPC 
gauged precipitation data are used as reference data sets.  
         Again, the calculated results (Table 2.2) show that DEFAULT largely 
underestimates the JJA precipitation by a factor of two. DV increases the JJA 
precipitation by 0.5 mm d
–1
. The difference between DVGW and the observations is the 
smallest, with about 0.3 mm d
–1
. The calculated ET shows that the amount of increased 
precipitation comes from increased ET. In summer, ET is larger than precipitation in the 
Central U.S., suggesting moisture flows out of this area. This result is consistent with 
several previous studies (Ropelewski and Yarosh, 1998; Ruiz-Barradas and Nigam, 2006), 
in which the authors found that the Central U.S. acts as a net moisture source during the 




evaporation in July and August. As I discuss here, in the results, the Central U.S. does act 
as a net moisture source. The increased precipitation by DVGW is almost 65%, 
corresponding to 34% increase in latent heat flux. The summer precipitation in the 
Central U.S. mostly comes from local ET showing a strong land–atmosphere coupling in 
this region. The role of vegetation accounts for almost 37% increase in precipitation in 
summer and the contribution of groundwater to summer precipitation is about 16%. I also 
performed one sensitivity experiment called GW, which only accounts for groundwater 
effect, to examine the contribution of groundwater dynamics. The result shows that 
groundwater alone only contributes to 0.2 mm d
–1
 increase in the JJA precipitation. 
Apparently, when I include vegetation and groundwater together in the model, there is an 
interaction between them, which can enhance the model performance.  
2.4.3. Impact on vegetation greenness fraction (VGF) 
        Variability of vegetation can modulate surface energy fluxes and alter the 
partitioning of available energy into sensible and latent heat fluxes via the closing or 
opening of stomata, VGF, LAI, and vegetation types (e.g., Sud et al., 1993; Eastman et al., 
2001). The change of wet or dry season is tightly linked to vegetation variability. One 
variable often used to represent vegetation variability and condition is VGF. Thus, one 
way to examine the role that dynamic vegetation and groundwater play is to compare the 
simulated VGF with observations. 
         Because the variation of VGF is highly correlated to NDVI, I followed the method 
defined by Gutman and Ignatov (1998) to derive VGF from the MODIS NDVI data. The 




http://glcf.umiacs.umd.edu/data/ndvi/ (NASA, 2007). The spatial resolution of this data 
set is 250 m and ArcGIS software is used to upscale the data to model spatial resolution. 
The VGF is calculated according to the following equation (Gutman and Ignatov, 1998):  







 ,                                            (2.5) 
 where NDVImin= 0.04 and NDVImax= 0.52 are prescribed as global constants. The 
analysis above illustrated the effects of vegetation and groundwater are most pronounced 
in August, I thus compared simulated August VGF over the Central U.S. with MODIS 
NDVI-derived data (Figure 2.9). In August, the prescribed AVHRR-derived VGF over 
the Central U.S. is lower than MODIS-derived one. Incorporation of vegetation growth 
and groundwater dynamics in the model increases VGF by 9%–11%, resulting in a 0.5–
1.0 mm d
–1
 increase in precipitation as indicated in Figure 2.5. This suggests that the 
long-term averaged VGF may not well represent actual vegetation conditions in the 
simulation period. With the vegetation phenology included, the modeling system is 
capable of maintaining ET through vegetation–precipitation feedback. As mentioned in 
Section 2.2, the year I selected to do these experiments is wetter than normal, 
corresponding to higher VGF. The default climatological VGF data used in the models do 
not reflect the vegetation conditions in the simulation period. With the additional 
consideration of upward water flux from the groundwater, plants tend to grow much 
better, resulting in higher VGF. Without this effect, during the dry period, plants cannot 
get enough water to generate more ET and greenness fraction. It is very intriguing that 




impacts on latent heat flux and precipitation. Although, most previous work shows it is 
very difficult to find the positive correlation between vegetation and precipitation at local 
scales (Matsui et al., 2005; Liu et al., 2006). In the results, the impacts of vegetation and 
groundwater on vegetation condition lie in the region where there is an increase in 
precipitation.  
2.4.4. Impact on diurnal cycles of precipitation and surface fluxes  
        It is of interest to explore the possible effects of vegetation growth and groundwater 
dynamics on diurnal cycles of precipitation and surface fluxes. A motivation to look at 
the impacts on diurnal cycles is because most climate and weather models cannot get 
diurnal cycle of precipitation right due to the uncertainties in the convective 
parameterizations, cloud physics and other land surface parameterizations, in which the 
uncertainties in the land surface model has a potential impact on this issue (Dai and 
Trenberth, 2003).  
        The diurnal cycles of surface heat fluxes, surface temperature, and precipitation 
simulated by three modeling systems over the Central U.S. are evaluated against the 
NARR data set. As shown on Figure 2.10, the effects of vegetation and groundwater on 
diurnal cycles of surface fluxes are typically from noon to early evening (local time). 
When compared to the NARR data, DEFALUT overestimates sensible heat flux, but 
underestimates latent heat flux. When vegetation phenology considered, the model 
produces somewhat higher latent heat flux and lower sensible heat flux. Changes in the 
surface fluxes in DV, because of changes in vegetation conditions, further improves the 




(Figures 2.10c and 2.10d). This analysis supports the findings presented in Holt et al. 
(2006) that including vegetation phenology in a coupled model enhances the coupling 
between the surface and the overlying atmosphere. As I incorporated groundwater into 
DV, the modeling system further reduces sensible heat flux and increases latent heat flux. 
This feature has also been reported in other studies (e.g., Seuffert et al., 2002), where the 
authors found that the model with the inclusion of groundwater and lateral water 
transport increases latent heat flux by increasing soil moisture content. It was thus 
concluded that DVGW makes better estimates of surface heat fluxes, and improves the 
simulations of surface temperature and precipitation. In addition, the model when 
enhanced with vegetation and groundwater dynamics is capable of simulating the later 
afternoon rainfall peak, which is not well captured in the default model. 
         The results presented here imply that when considering variation in vegetation 
phenology, the capability of the model to simulate the diurnal peak is improved. 
Moreover, if there is an impact of groundwater included in the model, during the dry 
period, the upward recharge from groundwater can increase precipitation throughout the 
whole day and the impacts are most significant from the late afternoon to the early 
morning. However, the nighttime precipitation peak (Figure 2.10d), which is clearly 
shown in the NARR data set, cannot be well simulated in all experiments. The reason can 
be explained that in the early morning, the dominant factor controlling the precipitation is 
not mainly from the local ET, the large-scale moisture transport might play an important 
role in producing precipitation. Still, the models with these two augments cannot improve 




as more appropriate cloud microphysics, convective schemes are required in regional 
climate models to simulate precipitation more accurately. 
2.4.5. Impact on the coupling between soil moisture and lifting condensation level 
(LCL) 
         Land–atmosphere system is a highly coupled one, and the relationship between 
LCL and soil moisture index (SMI) is suggestive of important coupling within the system 
(Betts, 2007). Some studies (Betts, 2004, 2007; Betts and Viterbo, 2005) have found a 
strong link between soil moisture and LCL in reanalysis data.  
        To examine the coupling between the land and atmosphere, I examined the 
relationship between soil moisture and LCL using the method defined by Betts (1997, 
2007). Estimates of the mean heights of the cloud base and LCL in pressure coordinates 
were computed from the lowest model level data using the formula below (Betts, 1997):  
                                  PLCL/p = (1–RH)/(A+(A–1)RH),                                                   (2.6) 
where p is the pressure at the lowest model level (about 1hPa from the surface) and the 
thermodynamic coefficient A = (0.622L/2CpT) is a weak function of Kelvin temperature, 
T, with L being the latent heat of vaporization and Cp the specific heat of air at constant 
pressure. SMI for the first soil layer and all soil layers is defined as:  
                                      SMI = (SM– SWP)/ (SMC–SWP),                                             (2.7) 
where SM is the model soil water fraction, SWP and SMC are the model soil permanent 
wilting and the soil porosity, which depend on different types of soil texture (Betts, 2007). 




water for evaporation, but it also responds to precipitation on the intraseasonal scale. 
Thus, the two-way interaction of soil moisture–atmosphere coupling can be representing 
LCL as a function of SMI. 
        Figure 2.11 illustrates the relationship between daily averaged LCL and SMI, in 
which the NARR data are used as the reference. It is known that soil moisture, especially 
in the upper layer responds directly to precipitation. The evaporation from the land 
surface increases relative humidity and lowers the LCL (Betts, 2007). So lower value of 
LCL is corresponding to higher soil moisture index. Increased soil moisture due to the 
two augments is associated with a lower LCL and an increase in precipitation. Consistent 
with the results of Mölders and Rühaak (2002), Figure 2.11 shows that when vegetation 
phenology included in the model, the modeled ET is affected because of redistribution of 
vegetation conditions or VGF. As a consequence of the altered ET, the surface moisture 
distribution and water availability differ. This can further alter vertical mixing and affect 
cloud and precipitation formation. The changed pattern and amount of precipitation can 
in turn influence vegetation conditions (i.e., greenness fraction) through affecting soil 
water content. As seen here, the feedback between vegetation and atmosphere is 
enhanced when vegetation dynamics is included in the model (Holt et al., 2006). As I 
added groundwater to the model in addition to vegetation, the LCL is further lowered for 
the same level of SMI. Maxwell et al. (2007) investigated the relationship between soil 
moisture and the boundary layer evolution by adding a coupled groundwater model to an 
atmospheric model. Their modeling results show a spatial correlation between water table 




wetter soil moisture, cooler surface temperature and hence a lower boundary layer height. 
These features are also consistent with the aforementioned impacts of groundwater on 
surface fluxes. The impact of groundwater on soil moisture and LCL is more significant 
when a soil is drier, while the influence is relatively small when a soil becomes highly 
saturated. By examining the two plots in Figure 2.11, one can find that the impact of 
groundwater on the bottom soil layer is more distinctive, suggesting the direct interaction 
between the bottom soil layer and the groundwater system. Over the region I am 
interested in, the groundwater tends to increase soil moisture and lower LCL, resulting in 
an increase in precipitation. Thus by incorporating vegetation and groundwater dynamics 
in the model, the coupling between soil moisture and precipitation is enhanced. The result 
agrees well with what I found above that an increase in precipitation over the Central U.S. 
is due to local ET. The relationship between the LCL and the SMI exhibits an 
improvement as I incorporated dynamic vegetation and groundwater in the model, which 
is much closer to the NARR data. 
2.5. SUMMARY  
        This paper described the applications of vegetation and groundwater dynamics in a 
coupled land–atmosphere model over the Central U.S. Several sensitivity experiments 
with and without the two augments are designed to examine the impacts of vegetation 
and groundwater dynamics on warm season forecasts of precipitation. The results show 
that the model with the considerations of vegetation growth and groundwater dynamics 
improves the simulations of summer precipitation over the Central U.S. In this region, the 




vegetation growth is included in the model, more precipitation is predicted, as perhaps 
induced by vegetation–atmosphere feedback. When I added a groundwater component to 
the model in addition to vegetation growth, the performance of the model in simulating 
summer precipitation is further enhanced, which is attributed to the interactions among 
soil moisture, vegetation, and groundwater. These results also suggest that vegetation 
growth and groundwater dynamics play an important role in enhancing the persistence of 
seasonal precipitation in the regional climate model. Through the analysis of the 
relationship between surface fluxes and precipitation, more precipitation generated by 
DV and DVGW corresponds to higher latent heat flux and lower sensible heat flux. 
         It is evident from the discussed Figures 2.1–2.11 and Tables 2.1 and 2.2 that local 
ET is an important water vapor source for summer precipitation over the Central U.S., 
suggesting a strong land–atmosphere coupling in this region. Vegetation and groundwater 
over the Central U.S. act to favor a stronger land–atmosphere feedback during summer 
season. Detailed analyses of the simulations suggest that the impacts of vegetation and 
groundwater on both energy and water budgets are critical in determining the strength of 
the feedback. It is also found that the two components have pronounced impacts on the 
diurnal cycles of surface fluxes and precipitation. The simulated diurnal cycle of 
precipitation is improved by the augmented model with the two components. This result 
may have broad implications for the development of climate models.  
         Finally, the coupling between soil moisture and lifting condensation level is 
examined by scatterplots of the two variables. The impact of groundwater is significant 




have a long ‗memory‘ of past rainfall and recharge because of its slow flow. In addition, 
it appears that groundwater dynamics has a larger impact on the bottom soil layer. This 
result emphasizes the possible role groundwater systems play in climate prediction. If 
land surface models used in climate models lack groundwater systems, the performance 
of the models might be reduced.   
         The results presented in this study demonstrate the feasibility of coupling climate 
models with dynamic representations of vegetation growth and groundwater recharge. 
However, in this work, I did not include the effects of lateral flow, but only considered 
the vertical water exchange between soil and its underlying unconfined aquifer. In future 
studies, a more sophisticated physically based three-dimension groundwater model is 
needed in the coupled land–atmosphere model to study the feedbacks. This study only 
discussed the impacts of the two components on one summer season. Additional 
simulations of different years using these two components in the coupled model are 
required to gain a better sense of how the timing of the soil moisture affected by 
vegetation and groundwater influences seasonal precipitation. Continued development of 
fully coupled climate–vegetation–groundwater models will facilitate the exploration of a 
broad range of global change issues, including the potential roles of vegetation and 
groundwater feedbacks within the climate system. 
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Table 2.1. Design of experiments 
Experiment Description 
DEFAULT prescribed VGF 
DV predicted VGF (or dynamic vegetation) 











































/2.5186 2.9907 −0.4912 
DEFAULT 1.2575 2.3181 −0.8660 
DV 1.7215 2.9624 −1.0313 
DVGW 2.0825 3.1033 −1.2663 
GW 1.4614 2.2931 −1.4180 
a









Figure 2.1. Schematic diagram of a coupled land–atmosphere modeling system. A 
dynamic vegetation model (DV) is incorporated into the Noah LSM and a simple 








Figure 2.2. Map showing the modeling domain in which the shaded area represents the 







Figure 2.3. Observed and simulated precipitation in June, July and August (JJA) 2002 
over the contiguous United States. (a) Observed JJA precipitation from the Climate 
Prediction Center (CPC) unified precipitation data set, which is a gridded data set at 
0.25° × 0.25° resolution covering the United States and Mexico. (b) Simulated JJA 
precipitation in DEFAULT, which uses prescribed monthly mean vegetation greenness 
fraction (VGF). (c) Simulated JJA precipitation in DV, which includes a dynamic 
vegetation model, allowing the vegetation growth in response to climate conditions. (d) 
Simulated JJA precipitation in DVGW, which is augmented with SIMGM and DV to 









Figure 2.4. Observed versus simulated cumulative precipitation over the Central United 













Figure 2.5.  Observed and simulated JJA and monthly mean precipitation (mm d
−1
) over 













Figure 2.6. Comparisons of simulated latent heat flux (a) and sensible heat flux (b) over 




























) between DV and DEFAULT experiments. Differences were 
computed from ensemble simulations of DV and DEFAULT. The domain covers the 




















































































Figure 2.9. MODIS NDVI-derived and model simulated VGF over the Central United 
States in August. The MODIS NDVI data I used is a 16-day interval data set downloaded 
from http://glcf.umiacs.umd.edu/data/modis/. The VGF is calculated by following the 









Figure 2.10. Observed and simulated diurnal cycles of (a) sensible heat flux, (b) latent 
heat flux, (c) surface temperature, and (d) precipitation over the Central United States. 






Figure 2.11. Daily averaged lifting condensation level (LCL) versus soil moisture index 
(SMI) for (a) soil layer 1 and (b) soil layers 1–4. Estimates of the height of the LCL in 
pressure coordinates were computed from the lowest model level data using the formula 





Chapter 3: Impacts of Land–climate Interactions on Regional Air 
Quality in a Changing Climate 
3.1. ABSTRACT 
         This chapter provides an overview of the roles land–climate interactions might play 
in projecting future air quality. It mainly describes the importance of land–climate 
interactions in air quality study and how they would affect future air quality projections 
in both direct and in-direct ways. The two atmospheric chemical species of interest are 
surface ozone (O3) and secondary organic aerosols. It is followed by two chapters 
(Chapters 4 and 5), in which methodologies and findings are presented.  
3.2. IMPORTANCE 
       Air quality is strongly dependent on weather and is, therefore, sensitive to climate 
change. Climate change induced by greenhouse gases not only influences the behavior of 
the atmosphere and weather systems, but also brings with it modifications of a number of 
physical, chemical, and biological processes within the ecosystems. Many of these 
processes directly or indirectly affect the atmospheric composition and air quality. In 
response to increasing greenhouse gases, Earth‘s temperature will continue rising in the 
coming decades. A warming climate is likely to change the concentrations and 
distributions of air pollutants through a variety of direct and indirect processes, including 
the change of land cover, the modification of biogenic emissions, the change of chemical 
reaction rates, changes in meteorological variables and modifications of synoptic flow 




roles in air quality are still at an early stage, and assessing their impacts in a changing 
climate is very important for policy making.  
        It was recognized that the relationship between climate change and air quality was 
not a simple one of ―higher temperatures equals worse air quality‖. The interactions 
between and among the components of the climate system could complicate the impacts 
of climate change on air quality. For example, the land surface of the climate system 
affects climate by exchanging water, energy, momentum, and chemical materials with the 
overlying atmosphere. Processes on land can accentuate or mitigate climate changes 
through feedbacks among water, energy, and biogeochemical cycles, such as vegetation–
climate feedback. Climate controls the growth of vegetation on land through climatic 
variables including temperature, radiation and precipitation, and in turn, vegetation feeds 
back to climate through biogeochemical and biogeophysical processes. Thereby, 
interactions between land and climate can regulate the conditions of air quality. In 
addition, changes in the land surface conditions caused by human activities, such as 
urbanization may further contribute to changes in air quality by significantly altering the 
land surface characteristics and atmospheric composition. In order to make accurate 
estimates of future changes in climate and air quality, particularly at regional scales, the 
role of land surface processes and their interactions with climate and air quality need to 
be considered.    
        Because of the heterogeneous nature of the land surface and its rapid transformation 




certain on regional scales. Simulations of climate change for the twenty-first century 
forced with greenhouse gas concentrations and other atmospheric constituents derived 
from the Intergovernmental Panel on Climate Change (IPCC) Special Report on 
Emission Scenarios (SRES) (Meehl  et al, 2007) showed a warming of about 0.2°C per 
decade for a range of SRES emission scenarios over the next two decades. These results 
only represent the changes in global average temperature. At local to regional scales, 
changes in temperature are expected to be more variable. For regional air quality 
assessment that requires much finer resolution of climate information, the spatial 
resolutions of climate models are not adequate. In the following chapters, the assessment 
of the impacts of future climate change on regional air quality is provided by dynamically 
downscaling global climate projections with a coupled regional land–atmosphere–
chemistry model, which also takes into consideration of interactions between land and 
atmosphere.  
3.3. IMPACT ON SURFACE OZONE (O3)  
          Surface O3 is formed in the troposphere by photochemical oxidation of carbon 
monoxide, methane, and non-methane volatile organic compounds (NMVOCs), such as 
isoprene, with the hydroxyl radical (OH) in the presence of reactive nitrogen oxides 
(NOx). O3 pollution is mainly a summer problem because of the photochemical nature of 
the source. High levels of surface O3 in the lower troposphere have detrimental effects on 
human health and plants. They can be strongly affected by land and atmospheric 
processes in direct or in-direct ways. In a direct way, land–climate interactions affect 




meteorological conditions play an essential role in whether or not a metropolitan area 
meets the National Ambient Air Quality Standards (NAAQS) for air pollutants 
considered harmful to public health and the environment. The conditions conducive to 
high O3 concentrations near the surface generally include warm weather, high solar 
radiation, and high-pressure systems (e.g., Hogrefe et al., 2004; Leung et al., 2005; 
Dawson et al, 2009).  
         In addition to the direct way through which land–climate interactions affect air 
quality, studies have shown that they indirectly influence the formation of O3 by 
changing NMVOCs of O3 precursors. NMVOCs can be anthropogenic or biogenic in 
origins. Vegetation is a large source for NMVOCs (Guenther et al., 1995, 2006), and they 
are often called BVOCs. Therefore, processes related to vegetation including vegetation–
climate interactions have a significant impact on O3 formation indirectly. As shown in the 
previous chapter, the feedback between vegetation phenology and climate is profound 
over some regions in summer time. Therefore, vegetation phenology has the potential to 
affect O3 formation. In this way, land–climate interactions impact on O3 air quality. 
Because of the essential role of land–climate interactions play in climate change, their 
impacts need to be explored when projecting future air quality. Moreover, human 
activities are changing climate through emitting anthropogenic emissions into the 
atmosphere and altering the natural land surface for human use (Foley et al. 2005). 
Urbanization — the change of vegetated area to human land use — can affect air quality 
through influencing land and atmospheric conditions. Urban land use change by itself can 




through surface fluxes. Then, changes induced by urban land use change may further 
worsen the regional O3 air quality. A better understanding of the individual effects (e.g., 
land use change effect and climate change effect) is critical for future air quality 
management.   
3.4. IMPACT ON SECONDARY ORGANIC AEROSOLS (SOA)     
        Atmospheric aerosol is a term used to describe airborne particles emitted directly 
from natural and anthropogenic sources or produced in the atmosphere through the 
condensation of low-volatile trace gases. Previous work has shown that concentrations of 
atmospheric aerosols are strongly influenced by meteorology. Therefore, SOA 
concentrations are very sensitive to climate change. Modeling studies (e.g., Avise et al, 
2009; Dawson et al, 2009) have examined the sensitivity of aerosol to a suite of 
meteorological variables including temperature, humidity, wind speed, mixing height, 
and precipitation. Changes in climate involving land–climate interactions are expected to 
result in changes in atmospheric concentrations of aerosol, which could have important 
impacts on air quality and climate. 
       Atmospheric aerosol includes as principal components sulfate, nitrate, organic 
carbon, elemental carbon, soil dust, and sea salt. Organic aerosol significantly contributes 
~20–50% to the total fine aerosol mass at continental mid-latitudes (Putaud et al., 2004) 
and as high as 90% in tropical forested areas (Andreae and Crutzen, 1997; Roberts et al., 
2001). Organic aerosols can be emitted directly in particulate form from natural and 




be formed in the atmosphere through the oxidation of VOCs, and are referred to 
Secondary Organic Aerosols (SOA). Due to the source of VOCs, SOA can be 
anthropogenic or biogenic. Recently, there is a growing realization that BVOCs play an 
important role in the formation of SOA when reacted with the principle atmospheric 
oxidizing agents (e.g., O3) (Griffin et al., 1999; Andersson-Sköld et al., 2001; Chung and 
Seinfeld, 2002; Sotiropoulou et al., 2004; Lack et al., 2004; Clayes et al., 2004; Henze 
and Seinfeld, 2006; Liao et al., 2007). Current estimates suggest biogenic SOA sources (8 
to 40 Tg/yr) are much larger than anthropogenic sources (0.3 to 1.8 Tg/yr), but the 
number is still underestimated (IPCC, 2001). The estimated contribution of SOA by a 
three-dimensional global chemistry transport model to the total organic carbon aerosol, 
which comprises 20–90% of the fine particulate matter over the continents (Kanakidou et 
al., 2005), can be more than 80% in July (Tsigaridis, 2003). As aforementioned, 
terrestrial vegetation controls the amount of BVOCs emitted to the atmosphere along 
with other climatic variables such as temperature and radiation (Guenther et al., 2006). 
Biogenic emissions and SOA are strongly dependent on climatic conditions. Thus, land–
climate interactions could modulate biogenic SOA formation through influencing 
vegetation and other climatic variables (e.g., temperature, precipitation). Because of the 
roles SOA play in the environment, radiative forcing, and the hydrologic cycle, it is of 
great significance to understand SOA levels and the effects of other factors controlling 
SOA formation in the atmosphere (e.g., Chung and Seinfeld, 2002; Kanakidou et al., 




         The research presented in the following two chapters seeks to understand the 
implications of land–climate interactions on regional air quality (O3 and SOA) in a future 
changing climate by making use of a coupled land–atmosphere–chemistry model. The  
effects  of land use change that could affect land–climate interactions are also explored. 
In order to simulate SOA levels in the current and future climates, an SOA model is 
incorporated into the coupled land–atmosphere–chemistry model. Sensitivity experiments 















 Chapter 4: Predicted Impacts of Climate and Land Use Change on 
Surface Ozone in the Houston Area
2
 
4.1. ABSTRACT  
         This chapter studies the effects of climate change under future A1B scenario, which 
is a midline scenario for carbon dioxide ouput and economic and the predicted carbon 
dioxide emissions increase until around 2050 and then decrease after that, and land use 
change on surface ozone (O3) in the greater Houston area. I applied the Weather Research 
and Forecasting model with Chemistry (WRF/Chem) to the Houston area for August 
2001–2003 and future (2051–2053) years. The model was forced by downscaled 6-hourly 
Community Climate System Model (CCSM) version 3 outputs. High-resolution current 
year land use data from National Land Cover Database (NLCD) and future year land use 
distribution based on projected population density for the Houston area were used in the 
WRF/Chem model coupled with an Urban Canopy Model (UCM). The simulation results 
show that there is generally a 2˚C increase in near-surface temperature over much of the 
modeling domain due to future climate and land use changes. In the urban area, the effect 
of climate change alone accounts for an increase of 2.6 ppb in daily maximum 8-hr O3 
concentrations and a 62% increase of urban land use area exerts more influence than does 
climate change. The combined effect of the two factors on O3 concentrations can be up to 
6.2 ppb. The impacts of climate and land use change on O3 concentrations differ across 




2Significant portions of this chapter were first published as: 
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August, in which land use contributes to 2–3 days increase. Additional sensitivity 
experiments show that the effect of future anthropogenic emissions change is on the same 
order of those induced by climate and land use change on extreme O3 days.  
4.2. INTRODUCTION     
        High levels of surface ozone (O3), one of major air pollutants in the lower 
troposphere, have detrimental effects on human health and plants. The conditions 
conducive to high O3 concentrations near the surface generally include warm weather, 
high solar radiation, and high-pressure systems. Future increases in the average global 
temperature as predicted by most climate models, together with future land use change 
induced by human activities (IPCC, 2007) may exert a strong influence on future surface 
O3 air quality. It is of primary interest to examine future air quality change in response to 
future changes in climate and land use in order to help policy makers set future national 
air quality standards such as the National Ambient Air Quality Standard (NAAQS) in the 
United States (U.S.).  
        In recent years, efforts have been put into estimating future changes in surface O3 
concentrations due to changes in future anthropogenic emissions and climate change on 
global and regional scales (e.g., Prather et al., 2003; Hogrefe et al., 2004; Mickley et al., 
2004; Leung and Gustafson, 2005; Forkel and Knoche, 2006; Murazaki and Hess, 2006; 
Racherla and Adams, 2006; Tao et al., 2007; Tagaris et al., 2007). Prather et al. (2003) 
summarized the projected future changes in O3 on a global scale based on 10 global 




emissions. Hogrefe et al. (2004) was the first study that applied a modeling system 
consisting of a global climate model, a regional climate model, and an air quality model 
to estimate the potential effects of future climate change on surface O3 over the eastern 
U.S. More recently, Tagaris et al. (2007) estimated the impacts of future global climate 
change and emissions change on U.S. O3 concentrations. Their results revealed that 
climate change, alone, with no emissions change had a small effect on the maximum 8-hr 
O3 concentrations. Tao et al. (2007) investigated the relative contributions of projected 
future emissions change and climate change to surface O3 concentrations in the U.S. The 
results of their study showed that the magnitude of changes in surface O3 concentrations 
differed in metropolitan and rural areas. However, in these studies, future urban land use 
change in metropolitan areas is not included.  
        As more land area in metropolitan regions is expected to be converted from natural 
and vegetated land cover to human-dominated uses in the future, resulting changes in air 
temperature, wind field, humidity, and height of the atmosphere boundary layer induced 
by land use change (Civerolo et al., 2000; Grossman-Clarke et al., 2005; Liu et al., 2006; 
Lo et al., 2008) can affect the production and distribution of air pollutants (Taha, 1996; 
Taha et al., 1998; Civerolo et al., 2007; Wang et al., 2007). It has been demonstrated that 
the spatial patterns of air pollutants were positively correlated with urban built-up density 
(Weng et al., 2006), indicating the requirement of better treatments of urban features in 
the numerical models. By refining a land use classification for the arid Phoenix 
metropolitan area and introducing a bulk approach to a mesoscale atmospheric model, 




simulate the daytime part of the diurnal temperature cycle in the urban area, which can 
improve the simulation of surface O3 levels in air quality models.  
 Despite the recognition that land use change can have significant impacts on 
modeled meteorology and air quality, most previous studies generated future regional 
climate variables to drive the air quality models without any adjustments to the land use 
patterns (e.g., Hogorefe et al., 2004; Tao et al., 2007). The exception of work includes 
Civerolo et al. (2007), who applied future land use data estimated by a land use change 
model to one climate scenario to explore the effects of increased urbanization on surface 
O3. However, in their work, they used global climate model outputs, a regional climate 
model along with an offline photochemical model. The treatment for urban land use 
categories in their study was very simple, through assigning several new parameters for 
three urban land use types, which were classified based on vegetation fraction. As 
detailed Urban Canopy Models (UCMs) have been developed (e.g., Kusaka et al., 2001; 
Kusaka and Kimura, 2004a, b; Holt and Pullen, 2007), it is possible to better understand 
the contribution of urbanization to changes in near-surface O3 from the modeling 
perspective. 
        Under the Clean Air Act, the Houston–Galveston–Brazoria (HGB) area is classified 
as an O3 nonattainment area, which could be attributed to its rapid urban development, 
extensive sources of anthropogenic emissions, unique land use and land cover patterns, 
and complex coastal zones. Most of the previous studies have been focused on the 
impacts of anthropogenic (e.g., Jiang and Fast, 2004; Tao et al., 2004; Fast and Heilman, 




and meteorological conditions (e.g., Dabberdt et al., 2004; Zhang et al., 2007) on O3 
formation (Jimenez et al., 2006; Bossioli et al., 2007). To date, no work has been done to 
assess the impacts of future climate change and land use change on the surface O3 over 
the Houston area. The recent development of a fully coupled land–atmosphere–chemistry 
model with a detailed UCM allows us to assess the impacts of both climate change and 
land use change on air quality on regional scales simultaneously. In this study, results are 
presented for a modeling study aimed at predicting future changes in surface O3 
concentrations over the greater Houston area, taking into account the effects of climate 
change and land use change. I begin in Section 4.3 with a brief description of the methods 
used in this study. In Section 4.4, I compare model results with observations for present-
day conditions and discuss the contributions of future climate change and land use 
change to surface O3 changes in the Houston area. Additionally, the results of sensitivity 
simulations concerning the contribution of anthropogenic emissions change to changed 
surface O3 over the Houston area are presented.   
4.3. METHODOLOGY   
4.3.1. Regional land–atmosphere–chemistry model  
        The physically-based Weather Research and Forecasting model (Skamarock et al., 
2005) with Chemistry (WRF/Chem) is a new-generation atmosphere–chemistry model 
developed collaboratively among several groups including the National Center for 
Atmospheric Research (NCAR) and the National Oceanic and Atmospheric 
Administration (NOAA) (Grell et al., 2005). The computations of meteorology and 




time transport schemes, vertical mixing parameterizations, and time steps for transport 
and vertical mixing. It has been successfully applied for regional air quality studies (e.g., 
Fast et al., 2006).  
        Similar to the WRF model, the WRF/Chem model permits the choice between 
different physics and chemistry options. The following options were applied for the 
simulations presented here: Grell et al (1994) cumulus scheme, WSM 5-class 
microphysics scheme (Hong et al., 2004), Yonsei University Planetary Boundary Layer 
(PBL) scheme (Hong and Pan., 1996), Simple Cloud Interactive Radiation scheme 
(Dudhia et al., 1989) and Rapid Radiative Transfer Model longwave radiation scheme 
(Mlawer et al., 1997). The Regional Acid Deposition Model version 2 (RADM2) 
chemical mechanism (Stockwell et al., 1990) was used to simulate gas phase chemistry. 
Several previous studies (e.g., Tie et al., 2001; Martin et al., 2003) suggest that the net 
effect of aerosols over the U.S. results in only a small decrease in O3. Therefore, I did not 
include aerosol-induced changes in photolysis rates. The photolysis frequencies for the 21 
photochemical reactions of the gas phase chemistry model are calculated at each grid 
point according to Madronich (1987).   
 I used the Noah land surface model (LSM) (Chen and Dudhia, 2001; Ek et al., 2003) 
coupled with an UCM in the WRF/Chem model. The Noah LSM calculates surface 
sensible heat flux, latent heat flux, and skin temperature for natural surfaces. The UCM is 
coupled to the Noah LSM through urban surface fractions (Kusaka et al., 2001; Kusaka 
and Kimura, 2004a, b). This WRF/Noah/UCM coupled modeling system (Chen et al., 




following: 1) 2-D street canyons that are parameterized to represent the effects of urban 
geometry on urban canyon heat distribution; 2) shadowing from buildings and reflection 
of radiation in the canopy layer; 3) the canyon orientation and diurnal cycle of solar 
azimuth angle; 4) man-made surface consisting of eight canyons with different 
orientation; 5) Inoue‘s model for canopy flows (Inoue, 1963); 6) the multilayer heat 
equation for the roof, wall, and road interior temperatures; and 7) a very thin bucket 
model for evaporation and runoff from road surface. To run the UCM within the Noah 
LSM for the Houston area, additional parameters such as building height, roughness 
length, sky view factor, and anthropogenic heat for three land use categories (industrial or 
commercial, low-intensity residential, and high-intensity residential) are included in an 
additional lookup table. In general, the industry or commercial land use category has 
higher building height, roughness length, and anthropogenic heat, and a lower sky view 
factor than residential land use category. The parameters for the three different urban land 
use types in the UCM are presented in Table 4.1. To conduct future year simulations, one 
problem is the specification of anthropogenic heating in cities. Because of the steady 
increase in energy consumption and the growth of cities, anthropogenic heating would 
change significantly in the future. One sensitivity experiment shows that the effect of 
anthropogenic heating only leads to a 0.6 ppb increase in O3, which is not very significant. 
So in the future year simulations, I applied the same set of anthropogenic heating rate 
shown in Table 4.1 as in current year simulations. 
4.3.2. Global and regional climate modeling  




NCAR Community Climate System Model version 3 (CCSM3) outputs, which have been 
used for the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment 
Report (AR4) (Collins et al., 2006), to the regional scale. The horizontal resolution of 
CCSM3 is T85, which is a 256 by 128 regular longitude/latitude global horizontal grid 
(~1.41°). The greenhouse gas concentrations during the CCSM3 simulation period used 
in this study follow the IPCC Special Report on Emission Scenarios (SRES) A1B (IPCC, 
2001), with increasing trace gases and aerosol concentrations from 2001 until 2050. The 
A1B scenario is a midline scenario for carbon dioxide output and economic growth; the 
predicted carbon dioxide emissions increase until around 2050 and then decrease after 
that. A full analysis of the CCSM3 future climate simulation is described by Meehl et al. 
(2006). In this study, I simulated a control period (2001–2003, denoted as ―current‖) and 
a future period (2051–2053, denoted as ―future‖). I prepared high-resolution initial and 
boundary meteorological conditions by running the WRF model at 12-km modeling 
domain driven by 6-hourly CCSM outputs with time-varying sea surface temperature and 
vegetation fraction. Then, the outputs from 12-km runs were used as the inputs for the 4-
km WRF/Chem model domain covering southeastern Texas and centered on the Houston 
metropolitan area. The simulations were performed for August of 2001–2003 and 2051–
2053. To minimize the effect of initial conditions, the initial two-day period (July 30 and 
July 31) of each simulation was considered as a spin-up period to establish the initial 
conditions for several atmospheric concentrations of different emission species. 
4.3.3. Land use and land cover data  




1992–1993 USGS data and does not exactly reflect the land surface conditions of 2000s. 
I thus replaced this USGS data with the new data derived from 2000 Moderate Resolution 
Imaging Spectroradiometer (MODIS) data (Friedl et al., 2002). The 1-km MODIS land 
use and land cover types were classified by the International Geosphere–Biosphere 
Programme (IGBP), but excluded the permanent wetland and cropland and natural 
vegetation types. Three new classes of tundra and inland water bodies have been added 
by the Land Team at the National Centers for Environmental Prediction (NCEP) as an 
experimental product used here. Hence, there are 21 types of land use and land cover in 
the MODIS data set. A comparison of the USGS and MODIS data shows that land cover 
characteristics are different over the southeastern and surrounding areas of the Houston 
urban center. However, the dominant land cover types over these regions are relatively 
similar: ―Dryland Cropland and Pasture‖ in the USGS data set, and ―Cropland/Grassland 
Mosaic‖ in the MODIS data set. The largest difference occurs in the urban areas because 
of urban expansion. Moreover, to characterize the present-day urban land use pattern, I 
incorporated high-resolution (30-m) USGS 2001 National Land Cover Database (NLCD) 
urban land use data with detailed urban land use classifications (low-intensity residential, 
high-intensity residential, and the industrial or commercial) for the Houston area (Figure 
4.1a). 
     Future changes in land use patterns induced by human activities represent an 
important and highly uncertain control on near-surface meteorological conditions. I 
prepared the Houston urban land use data on the basis of future patterns of population 




Explicit Regional Growth Model, which related population growth patterns with 
accessibility to urban and protected lands (Theobald, 2005). The classification of 
different land use categories (high-density and low-density residential land use) needed 
for the UCM was processed according to the projected population density. I artificially 
treated the regions with population density larger than a certain value as the high-density 
residential areas. Low-density residential areas were characterized by a certain range of 
population density. As I did not have information about the future development of 
industry-commercial areas, I kept the industry or commercial land use the same as the 
current. I used the predicted urban land use distribution to the Houston urban area on the 
basis of the projected population growth to 2030. In 2030, the U.S. population is 
projected to grow 29%. I was limited to data projected to 2030, since projections to 2050 
were unavailable. In fact, by 2050, if population continues to grow, the Houston urban 
area would expand, which may amplify the impacts of land use change. Although it is 
important to accurately represent all factors in the model, all model results are subject to 
uncertainty. Nevertheless, the future land use data used in the simulations at least 
provides us one possible scenario to study the impacts of future land use change on O3. It 
should be noted that changes in land surface conditions in other regions are not 
considered in this study. Figures 4.1a and 1b show that urban land use area in the 
modeling domain increases almost by 62% in the future.    
4.3.4. Anthropogenic and biogenic emissions  
         Anthropogenic emissions of gas species for the years 2000 and 2050 are taken from 




at a 4-km horizontal resolution (http://www.epa.gov/air/data/neidb.html). The emissions 
are representative of a typical summer day, as derived by temporal allocation factors 
specific to each source classification code provided by the EPA (Frost et al., 2006). This 
inventory is designed for regional-scale photochemical models of North America that 
require hourly emissions data for oxides of nitrogen (NOx), volatile organic compounds 
(VOC), carbon monoxide (CO), sulfur dioxide (SO2), and ammonia (NH3). The 
emissions are speciated into 41 VOCs categories and are assigned a diurnal profile. The 
distribution of daily averaged nitrogen oxide (NO) emissions over the Houston area 
highlights the spatial correlation of the NO emissions and the urban land use (Figure 
4.2a). In order to isolate effects of climate change and land use change from effects of 
anthropogenic emissions on surface O3, the same anthropogenic emissions were applied 
for current and future year simulations.  
         To examine the sensitivity of future change in surface O3 to future changes in 
climate, land use change, and anthropogenic emissions, future anthropogenic emissions 
are estimated by multiplying the present emissions by the growth factors for 2050s 
according to the SRES A1B scenario (Wigley et al., 2002). I multiplied CO, NOx, VOC, 
and CH4 by factors of 1.38, 1.55, 2.01 and 1.46, respectively for the year 2053. A 
globally uniform CH4 concentration for current year simulations is 1700 ppb and is 
projected to rise to 2480 ppb by 2050 in the A1B scenario. Concentrations of CO, NOx 
and VOC, which are treated on the basis of NEI-99 for current years, are various across 
the modeling domain in the future scenario. Initial and boundary conditions for the gas-




vertical profiles representing clean background were created from measurements 
collected onboard previous NASA-sponsored aircraft missions. Adjustments for 
boundary conditions are applied to the Houston area. In all simulations, the same 
chemical boundary conditions are used, which could give rise to some uncertainty in the 
model results. 
         Biogenic emissions including isoprene, other biogenic volatile organic compounds 
(BVOCs), and NO, are very sensitive to changes in temperature and radiation. Emission 
rates of biogenic compounds at standard temperature and light conditions (Figure 4.2b) 
have been assigned to the model grid on the basis of the Biogenic Emissions Inventory 
System, version 3 (BEIS3), and the Biogenic Emissions Land use Database, version 3 
(BELD3), which provides distributions of 230 vegetation classes at 1-km resolution over 
North America (Kinnee et al., 1997). Then, biogenic emissions in all simulations are 
calculated online using the temperature and light-dependence algorithms from the BEIS3 
(Guenther et al., 1995; Geron et al., 1994; Williams et al., 1992).  
4.3.5. Experiment design  
        To thoroughly evaluate the impacts, multiyear ensemble simulations would be 
preferred. However, to run multiyear simulations with this fully coupled atmosphere–
chemistry model demands huge amounts of computing time. Under this circumstance, I 
carefully designed the experiments on the basis of a review of literature and examination 
of historical O3 data over the Houston. Analysis of twenty-year O3 data shows that high 




on O3 is to select August to represent summer season in order to avoid the limitation of 
computer resources. In previous studies of the impacts of anthropogenic emissions 
change and climate change on O3 (Hogrefe et al., 2004; Liao et al., 2006; Civerolo et al., 
2007; Tao et al., 2007), authors used either one summer season or five consecutive 
summer seasons for the present and future years to study the impacts. Thereby, I designed 
the experiments for three consecutive Augusts to represent the present and future 
scenarios respectively. In future studies, with increasingly available computational 
resources, multiyear runs would be the optimal way to assess the statistical significance 
of changes in O3 caused by climate and land use change. Five experiments with different 
combinations of meteorological conditions, land use, and anthropogenic emissions are 
listed in Table 4.2. The BASE simulation, which utilized current year land use data, 
climate conditions, and anthropogenic emissions, is used to assess the model performance 
and to calculate the predicted changes in the future. Simulations CL, CL-LU, CL-EMIS, 
and CL-EMIS-LU, with different combinations of future climate, land use, and future 
anthropogenic emissions, represent future year simulations. Simulations CL-EMIS and 
CL-EMIS-LU were carried out to understand the potential contribution of future change 
in anthropogenic emissions to O3 formation in the Houston area in comparison with those 
of climate change and land use change.  
4.4. RESULTS AND DISCUSSION 




         The success of the WRF/Chem model simulations was evaluated with a comparison 
of the model results with surface observations. The WRF/Chem simulations were driven 
by meteorological boundary conditions indirectly from a global climate simulation rather 
than a simulation of current weather and thus a direct comparison of the model output 
with hourly observations is not effective. Instead, the following analysis mainly focuses 
on an evaluation of the diurnal cycles of simulated monthly averaged daily temperature 
and O3 concentrations and monthly averaged wind speed, which are very important to 
correctly simulating air quality sensitivity to climate change or land use change. 
  Dawson et al. (2006) have examined the sensitivity of O3 concentrations to 
summertime climate and found that temperature had the largest effect on air-quality 
standard exceedances, with a 2.5°C temperature increase leading to a 30% increase in the 
area exceeding the EPA standard. I evaluated the diurnal cycles of monthly averaged 2-m 
temperature and O3 concentrations in ten major sites maintained by the Texas 
Commission on Environmental Quality (TCEQ) over the Houston urban area (Figure 4.3). 
The data sets are downloaded from  
http://www.tceq.state.tx.us/compliance/monitoring/air/monops/historical_data.html. 
Figure 4.4a shows the diurnal evolutions of modeled and measured average 2-m 
temperature for August 2001–2003. The major pattern of simulated diurnal evolution of 
temperature is fairly similar to observations, especially during the daytime. The simulated 
higher nighttime temperature could be related to the uncertainties associated with 




canopy model with the inclusion of buildings tends to overestimate nighttime temperature 
over the urban area. Thus, I speculate that the inappropriate building-height parameters 
used in the UCM might lead to this overestimation. The agreement between simulations 
and measurements in the daytime O3 concentrations is noteworthy (Figure 4.4b). 
However, the model clearly shows a distinct tendency to overpredict O3 concentrations at 
night. This discrepancy is a common feature of other three-dimensional chemical 
transport models (Lamb, 1988; Schere and Wayland, 1989). Several possible reasons are 
available to explain the high O3 bias during the nighttime in the WRF/Chem model. 
Inaccuracies in the boundary layer dynamics could lead to higher O3 concentrations. One 
possibility could be that the bottom model layer is too thick to allow efficient deposition 
at night. However, there are 30 vertical model layers, with finer vertical resolution in the 
lower troposphere to allow the model to simulate boundary-layer processes more 
realistically. The bottom model layer is 17 m in all simulations. The depth of the bottom 
layer does not seem to be a reason causing higher nighttime O3. As a result, I do not focus 
on nighttime O3 concentrations in the further analysis, but on the daytime and maximum 
8-hr O3 concentrations. 
 Comparison between the simulated and observed wind speeds (Figure 4.5) implies 
that the model has a relatively good performance in terms of simulating surface wind 
fields over the urban and surrounding regions. The average wind speed over the Houston 
urban center is around 1.8–2.1 m/s, which is quite close to observations. High wind speed 
in the south of the urban center is also well captured by the model. I also noticed that the 




the wind rose pattern for the BASE simulation (Figure 4.7a). The evaluation of the model 
performance gives us confidence to examine the future air quality using this coupled 
model.     
4.4.2. Regional climate change 
        The occurrence of high O3 concentrations during the summer is strongly determined 
by meteorological processes within the PBL. I briefly summarize the changes in the 
meteorological fields over the period between 2000s and 2050s on the basis of two 
simulations: CL-LU, which considers changes in both climate and land use, and BASE. 
In these simulations, anthropogenic emissions and chemical boundary conditions were 
fixed at the levels used for the current years, while the calculation of biogenic emissions 
took into account the effects of temperature and radiation changes under different 
climates. Meteorological conditions that are known to be associated with high O3 
concentrations are high mixing heights (Rao et al., 2003), low wind speeds, and high 
temperatures (Ordonez et al., 2005). Here I discuss details of climate change, particularly 
those climate variables that are pertinent to O3 chemistry.  
 Modeling studies by Sillman and Samson (1995) and Aw and Kleeman (2003) have 
shown that summertime O3 concentrations increase as temperature increases. The model 
simulates a significant surface temperature rise between 2050s and 2000s. The highest 
increase in surface temperature during 12–18 LST occurs over the Houston urban area, as 
indicated by Box A (here, I call it ―zone A‖), with an average increase of 3.3°C (Figure 
4.6a). On average, the surface temperature is predicted to increase by about 2°C. This 




temperature in most parts of Texas. This is not unexpected, because incorporating a 
detailed UCM into the regional model at a high spatial resolution can result in an increase 
in surface temperature which is somewhat higher than 2-m air temperature during the 
daytime. Figure 4.6b also shows that under projected future conditions considering 
changes in climate and land use, the Houston urban area tends to become drier (Figure 
4.6b). Lin et al. (2007) have shown that urban growth tends to decrease the relative 
humidity because of the increase in urban land surface which has less moisture than 
vegetated surfaces. Conversely, more water vapor coming from the warming ocean is 
responsible for higher water vapor mixing ratio along coastal regions. I also noticed that 
an increase in Planetary Boundary Layer Height (PBLH) occurs in the urban areas, with a 
maximum increase of 250 m and an average increase of 135 m (Figure 4.6c). Civerolo et 
al. (2007) suggest that extensive urban growth in the metropolitan area has the potential 
to increase afternoon near-surface temperature by 0.6 °C and increase PBLH by more 
than 150 m. Here, the patterns in the differences of PBLH and surface temperature are 
identical. Moreover, under future climate conditions, I also see a daytime decrease in 
wind speeds with more reduction in the urban center (Figure 4.6d). The latter is attributed 
to the increase in roughness length associated with urbanization. The largest decrease of 
near-surface wind speeds is seen over the urban area (zone A) and southwest of the urban 
center as indicated by Box B (here, I call it ―zone B‖). The wind direction also changes in 
response to changes in the distribution of temperature, relative humidity, and surface 
roughness length. An evaluation of the wind rose patterns (Figure 4.7) indicates that the 




climate and land use for the 2050s. It can be explained that as wind passes through the 
urban area, the speed is slowed down because of high roughness length over the extended 
urban area. More urban land use leads to a decrease of near-surface wind speed in zone B. 
However, it should be pointed out that there is no significant difference in wind speeds in 
the northwest and northeast of the modeling domain.  
4.4.3. Impact on regional distribution of photooxidants  
         Future meteorological conditions observed in the simulations are favorable for O3 
formation. Increases in surface temperatures, reductions in wind speeds, and changes in 
boundary layer depths act to change O3 levels through affecting the regional distribution 
of O3 precursors such as NOx and VOCs from anthropogenic and biogenic sources. 
         Figure 4.8a displays the difference in simulated NOx mixing ratios between the 
future and current years (assuming that anthropogenic emissions remain constant). A 
decrease in near-surface NOx mixing ratios in the northern part of the Houston urban area 
and the northwest of the urban center can be attributed to increased PBLH. An increase in 
NOx mixing ratio occurs over the southern part of the urban area and along the Bay area, 
associated with emission sources and decreased PBLH. The oxidation products of NOx, 
such as nitric acid (HNO3), are dependent on the NOx concentrations. Figure 4.8b 
illustrates an increase in HNO3 in the regions with high NOx levels, and the highest 
increase of HNO3 is mainly found along the Bay area and some parts of the urban area. 
The mixing ratio of peroxyacetyl nitrate (PAN) decreases in the northwest of the 




results in an enhanced thermal decomposition of PAN. Apart from the increased 
temperature, the presence of higher NOx levels along coastal regions due to emission 
sources and reduced near-surface wind speeds as shown in Figure 4.6d, favors PAN 
formation via chemical reactions. 
 Carbonyl compounds can undergo photochemical reactions that will result in 
additional production of organic and hydrogen radicals, and produce more O3. As seen in 
Figure 4.8d, over much of the modeling domain, formaldehyde (HCHO) increases as 
temperature increases in the future. This can be explained that the distribution of HCHO 
strongly depends on isoprene emissions, of which biogenic sources are predominant 
(Wert et al., 2003). Under future warm climate conditions, biogenic emissions are 
expected to increase. The model predicts a 20% increase in biogenic emissions of 
isoprene in response to future changes in temperature and radiation. It can be seen that 
the highest increase in HCHO concentrations mostly lies in rural regions, in particular, in 
the east of the Houston area, where the land surface is mostly covered by forests (Gulden 
and Yang, 2006). Therefore, the significant increase in HCHO is expected to promote 
additional production of O3 in the areas far from the urban center. However, it should be 
noted that future change in vegetation types is not considered in this study.  
4.4.4. Changes in surface O3 
        The analysis presented in section 4.4.3 implies that climate and land use change can 
cause significant changes in predicted concentrations of NOx, HCHO, HNO3, and PAN, 




map of the difference in O3 concentrations during the afternoon (12 to 18 LST) between 
the future and current year simulations. In the future year simulations, the anthropogenic 
emissions were fixed at the current level, while the urban land use change was considered 
(Table 4.2). For the 2050s, changes in summertime average daytime O3 concentrations 
range from –2 to 8 ppb. The largest increases of 4–8 ppb are found over the surrounding 
regions of the urban center and zone B. However, O3 concentrations are predicted to 
decrease in the northwest modeling domain. Analysis of model results suggests that this 
decrease is caused by the decreased water vapor mixing ratio, changed near-surface wind 
direction (discussed in Subsection 4.4.2), and the low levels of NOx. Because of more 
easterly winds in the future, fewer emissions are transported to northwest Houston area 
from the emission sources. The increased water vapor mixing ratio and decreased wind 
speeds along the coast which is closer to the VOC and NOx source regions, act to favor 
the formation of O3. In the areas with high PAN levels, the O3 concentrations are still 
high (Singh et al., 1985).  
        I also find increasing isoprene emissions in response to future climate change tend to 
promote more O3 formation in the modeling domain. In fact, this result is very sensitive 
to whether the reaction products of isoprene, isoprene nitrates, represent a terminal or 
temporary sink for NOx (Horowitz et al., 2007). Wu et al. (2008) found little climate-
driven O3 change in the southeast of U.S. and they attributed this to the role isoprene 
nitrates play as a terminal sink for NOx. In this study, I used the RADM2 chemical 




products of isoprene, organic nitrates, are more likely to be a temporary sink for NOx in 
the simulations.  
         Because the U.S. NAAQS for 8-hr O3 concentration is set at 84 ppb, model-
predicted exceedances of this threshold are of particular importance when assessing the 
effects of climate change and land use change on O3 air quality. To analyze the changes 
in the frequency of predicted days with unhealthy O3 concentrations (referred to as 
extreme O3 days hereafter), the number of days for which the predicted daily maximum 
8-hr O3 concentrations exceeded 84 ppb was plotted in Figure 4.9b. The predicted 
distribution of the number of days with the maximum daily 8-hr O3 concentrations larger 
than 84 ppb matches the pattern of increased O3 over the modeling domain. There is a 
predicted increase of 4–5 days in the number of days with elevated O3 with the largest 
increase over the surrounding regions of the urban center and zone B. Overall, the 
WRF/Chem simulations of O3 concentrations utilizing the WRF downscaled 2050s A1B 
regional climate fields show an increase in summer average daily maximum 8-hr O3 
concentrations and an increase in the number of extreme O3 days over the Houston area 
due to future changes in climate and land use.  
4.4.5. Contributions of climate change and land use change to O3 changes  
         Sensitivity simulations with the utilization of current and future land use data (CL 
and CL-LU) are used to discern the contribution of climate change and that of urban land 




increase of 1–4 ppb in average afternoon (12 to 18 LST) O3 concentrations over much of 
the modeling domain in addition to climate change. Moreover, the higher O3 caused by 
the land use change is associated with an increase of 1–3 days per month (August) in the 
number of extreme O3 days (Figure 4.10b). The effects of land use change on both O3 
concentrations and extreme O3 days are the most significant over the surrounding regions 
of the urban center, but not exactly over the urban center, which is consistent with 
Civerolo et al.‘s (2007) results. In the core urban areas, NOx emissions do not contribute 
to a significant increase in O3 concentrations, but they do lead to increased O3 formation 
in downwind areas. I attribute this increase in the spatial extent of VOC-limited regions 
to increasing urbanization. To be consistent with the future expansion of urban land use, 
the VOC-limited regions would be extended correspondingly. 
         Figure 4.11 depicts the changes in average daily maximum 8-hr O3 concentrations 
due to climate change, land use change, and combined change. It can be seen that climate 
change alone causes –6–6 ppb change in O3 (Figure 4.11a), and significant increases are 
found along the coast because of high NOx emissions and warm temperature. However, 
climate change alone does lead to a decrease in surface O3 concentrations in areas further 
from the urban center (e.g., the northwest of the urban area or the rural areas). I ascribe 
this to the decreased water vapor mixing ratio and changed wind direction. When only 
considering the effects of future land use change (Figure 4.11b), a 2–6 ppb increase in 
daily maximum 8-hr O3 concentrations is found over much of the modeling domain with 
the largest increase located in the surrounding areas of the urban center. Furthermore, 




areas (e.g., northwest of the domain) where climate change alone decreased O3 
concentrations. As the effects of both climate and land use changes are taken into account 
in the simulations, daily maximum 8-hr O3 concentrations can increase up to 12 ppb in 
the 2050s (Figure 4.11c). 
         I also plotted the frequency distributions of the simulated daily O3 maxima during 
August over zones A and B. As I expected, because of the future changes in climate and 
land use, the frequency is shifted toward higher values (Figure 4.12). It seems that zone B 
is more likely to be affected by climate change, while zone A displays a pattern highly 
correlated with the land use change. Climate change alone leads to an increase in days 
with daily maximum 8-hr O3 at 65 ppb in zone B. This results in a significant increase of 
the number of days with near-surface O3 concentrations higher than 84 ppb in this regions, 
as was discussed above.  
 The above analysis reveals that the impacts of climate change and land use change 
on O3 differ across the modeling domain. The contributions of climate change and land 
use change are illustrated in a bar chart of changes in summertime average daily 
maximum 8-hr O3 concentrations for zones A and B (Figure 4.13). It can be seen that the 
effects of climate change alone account for an increase of 2.6 ppb in daily maximum 8-hr 
O3 concentrations in zone A. The land use change has more influence near the urban area 
than the climate change, with an additional increase of 1ppb in daily maximum 8-hr O3 
concentrations. The combined effects of climate and land use change on daily maximum 




affected by the increased water vapor mixing ratio, reduced wind field, changed wind 
direction, and increased temperature, the impacts of climate change are stronger than 
those of future urban land use change.  
As discussed above, changes in meteorological variables have different impacts in 
different locations. To further quantify these impacts, a statistical correlation technique is 
applied to identify the contributions of different meteorological variables to O3 formation 
due to climate change and land use change, respectively. A simple regression test was 
conducted and the correlation coefficients between O3 concentration and these 
meteorological variables are summarized in Table 4.3. It is clear that near-surface 
temperature, wind speed, and humidity are very important meteorological factors 
influencing the variation in O3 levels in the Houston area. I observed that temperature and 
water vapor mixing ratio have more influence on O3 concentrations in zone B under 
future A1B climate scenario, notwithstanding the correlation between O3 concentration 
and water vapor mixing ratio is negative. When the future land use change is considered 
in the simulations, the correlation between O3 concentration and PBLH increases 
indicating the important impact of land use change on the air quality over the urban areas. 
To a large extent, the correlation coefficients between temperature or water vapor mixing 
ratio and O3 concentration are not affected in zone A. However, the coefficients are 
somewhat different in zone B. This further indicates that zone B is affected by 
meteorological variables to a larger degree than is  zone A. 




impacts in different regions. Therefore, while many previous studies have pointed out the 
potentially important contribution of future climate change and anthropogenic emissions 
to O3 air quality for future decades, the results presented here imply that the effects of 
land use change may be at least equally important to the changing climate when planning 
for the future attainment of the NAAQS.  
4.4.6. Sensitivity of surface O3 to future anthropogenic emissions  
         The analysis presented in the previous subsections focused on determining the 
effects of climate and land use change on summertime O3 concentrations over the 
Houston area in the absence of changes in anthropogenic emissions within the modeling 
domain. Several studies have investigated the effects of increasing global and regional 
emissions on O3 air quality using regional climate and air quality models (Fiore et al. 
2002, 2005; Tagaris et al., 2007; Tao et al., 2007). It is of particular interest to compare 
the effects of climate and land use change to those caused by change in anthropogenic 
emissions. For brevity, I only did sensitivity simulations for the year 2053 using the 
current and future land use data (CL-EMIS and CL-LU-EMIS).  
          Figure 4.14 displays the percentage of the number of days in August with the daily 
maximum 8-hr O3 concentrations larger than 84 ppb over the Houston urban area. It can 
be seen that climate change induces around an 8% increase in the extreme O3 days over 
the urban area. When combined with the land use change, there is an additional 4% 
increase over the Houston urban area. There are more extreme O3 days under future 




zone B. In zone B where the increased O3 concentrations are relatively large, the increase 
in extreme O3 days is not as significant as that in zone A. The anthropogenic emissions 
sensitivity experiment shows that the impacts of future change in anthropogenic 
emissions on extreme O3 days are on the same order of those induced by climate and land 
use change. Still, zone A is more affected by changes in anthropogenic emissions than 
zone B, since the former is a source area for anthropogenic emissions. Therefore the 
findings presented above may have potentially important implications for policy making 
concerning population health.    
4.5. CONCLUSIONS 
        This paper described the application of a coupled land–atmosphere–chemistry 
modeling system to understand air quality in future decades over the Houston area. The 
effects on surface O3 caused by future climate change under future A1B scenario and land 
use change are at least equally important in the Houston area. An increase in spatially and 
temporally average summertime daily maximum 8-hr O3 is found over most parts of the 
modeling domain, with a 6.2 ppb increase over the Houston area in the absence of 
changes in anthropogenic emissions. Climate change induces about an 8% increase in the 
extreme O3 days and land use change adds an additional 4% increase over the Houston 
area. I also found that impacts of climate change and land use change on O3 
concentrations differ across the various areas of the domain. While the core urban area 
(zone A) is highly influenced by predicted land use change, suburban areas (e.g., zone B) 




extreme high O3 days is found near the urban area, but not exactly in the urban center. 
This might be expected since O3 is formed downwind of anthropogenic emission sources 
(except when weather is stagnant).  
          Additional sensitivity simulations for the year 2053 investigating the relative 
impacts of changes in regional climate, anthropogenic emissions, and land use on 
extreme O3 days suggest that future anthropogenic emissions change also plays an 
important role as the climate and land use change does. In this study, I did not 
specifically address the effects of biogenic emissions on future changes in O3 formation. 
It should also be pointed out here that the land use projections used in this study are 
relatively conservative, since they extend only as far as 2030, while the future climate 
conditions are from 2050. As both the population and the urban areas are expected to 
continue growing from 2030 to 2050, the urbanization impacts on O3 are likely to be 
greater than reported in this study. Future studies that utilize a wide range of scenarios for 
climate, land use, and emissions to quantify the relative impacts of different factors on 
regional-scale air quality in a more comprehensive manner are needed.    
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Table 4.2. List of all simulations
a
 
Simulation Simulation Period Emissions Land Use and Land Cover 
Base August 2001–2003 NEI-99 plus BEIS3 MODIS land cover plus 
NLCD land use 
CL August 2051–2053 NEI-99 plus BEIS3 MODIS land cover plus 
NLCD land use 
CL-LU August 2051–2053 NEI-99 plus BEIS3 MODIS land cover plus 
future land use 
CL-EMIS August 2053 future emissions 
plus  
BEIS3 
MODIS land cover plus 
NLCD land use 
CL-LU-EMIS August 2053 future emissions 
plus  
BEIS3 
MODIS land cover plus 
future land use 
a
NEI-99, U.S. EPA's 1999 National Emissions Inventory; BEIS3, Biogenic Emissions 
Inventory System, version 3; MODIS, Moderate Resolution Imaging Spectroradiometer; 



























CL simulations zone A 0.53 −0.63 −0.79 0.19 
CL simulations zone B 0.83 −0.89 −0.62 0.79 
CL-LU 
simulations 
zone A 0.51 −0.64 −0.60 0.59 
CL-LU 
simulations 
zone B 0.74 −0.92 −0.65 0.78 
a









Figure 4.1. The three urban land use categories, industrial or commercial (red), high-
intensity residential (light green), and low-intensity residential (blue), for (a) current 
years (2000s) defined from the NLCD database and a total area of urban land use of 3264 
km
2
 and (b) future years (2050s) defined on the basis of projected population growth in 
2030 and a total urban land use area of 5293 km
2
. Box A denotes the core urban area, and 















). The normalized isoprene emissions are estimated at standard conditions of light and 























Figure 4.4. Observed and simulated (a) 2-m temperature and (b) O3 concentrations during 
August 2001–2003. Gray lines represent the observations averaged over the sites shown 
in Figure 4.3 with one line representing one day, and black lines represent the simulated 






Figure 4.5. Observed (marked by circles) and simulated (shaded colors) wind speeds in 








Figure 4.6. Simulated differences in afternoon (1200 to 1800 LST) (a) temperature (°C), 
(b) 2-m water vapor mixing ratio (kg kg
−1
), (c) planetary boundary layer height (PBLH) 
(m), and (d) 10-m wind speed (m s
−1
) between CL-LU and BASE simulations for the 
month of August (ocean is masked out in all plots). CL-LU represents the future year 













Figure 4.7. Simulated wind directions during the afternoon (1200 to 1800 LST) for (a) 







Figure 4.8. As in Figure 4.6 but for the differences in mixing ratios of (a) NOx, (b) HNO3, 














Figure 4.9. As in Figure 4.6 but for the differences in (a) O3 concentrations (ppb) and (b) 















Figure 4.10. Simulated differences in (a) afternoon (1200 to 1800 LST) O3 
concentrations and (b) the number of days with the daily maximum 8-h O3 
concentrations larger than 84 ppb between CL-LU and CL simulations for the month of 






Figure 4.11. Changes in average daily maximum 8-h O3 concentrations for (a) climate 
change effect (difference between CL and BASE simulations), (b) land use change effect 
(difference between CL-LU and CL simulations), and (c) combined climate change and 





Figure 4.12. Frequency distributions of the simulated daily maximum 8-h O3 
concentrations averaged over zone A (dashed lines) and zone B (solid lines) during 
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Figure 4.13. Spatially averaged contributions of climate-induced change, land use-
induced change, and combined climate and land use change from the 2000s to the 2050s 















Figure 4.14. The percentage of the number of days with the daily maximum 8-h O3 
concentrations larger than 84 ppb over zone A and zone B. CL-LU-EMIS represents 





















Chapter 5: Sensitivity of Biogenic Secondary Organic Aerosols to 




         Biogenic emissions and secondary organic aerosols (SOA) are strongly dependent 
on climatic conditions. To understand the SOA levels and their sensitivity to future 
climate change in the United States (U.S.), I present a modeling work with the 
consideration of SOA formation from the oxidation of biogenic emissions with 
atmospheric oxidants (e.g., OH, O3, and NO3). The model simulation for the present-day 
climate is evaluated against satellite and ground-based aerosol measurements. Although 
the model underestimates aerosol concentrations over the northwestern U.S. due to the 
lack of fire emissions in the model simulations, overall, the SOA results agree well with 
previous studies. Comparing with the available measurements of organic carbon (OC) 
concentrations, I found that the amount of SOA in OC is significant, with the ratio 
ranging from 0.1 to 0.5/0.6. The enhanced modeling system driven by global climate 
model output was also applied for two three-year one-month simulations (July 2001–
2003 and 2051–2053) to examine the sensitivity of SOA to future climate change. Under 
the future two emissions scenarios (A1B and A2), future temperature changes are 
predicted to increase everywhere in the U.S., but with different degrees of increase in 
different regions. As a result of climate change in the future, biogenic emissions are 
predicted to increase everywhere, with the largest increase (~20%) found in the 
 
 
3Significant portions of this chapter were first published as: 
Jiang, X., Z.-L. Yang, H. Liao, and C. Wiedinmyer (2010), Sensitivity of biogenic secondary organic 
aerosols to future climate change at regional scales: An online coupled simulation, Atmos. Environ., 44, 
4891–4907, doi:10.1016/j.atmosenv.2010.08.032 





 southeastern and northwestern U.S. under the A1B scenario. Changes in SOA are not 
identical with those in biogenic emissions. Under the A1B scenario, the biggest increase 
in SOA is found over Texas, with isoprene emissions being the major contributor to SOA 
formation. The range of change varies from 5% over the southeast region to 26% over 
Texas. The changes in either biogenic emissions or SOA under the two climate scenarios 
are different due to the differences in climatic conditions. The results also suggest that 
future SOA concentrations are also influenced by several other factors such as the 
partitioning coefficients, the atmospheric oxidative capability, primary organic carbon 
aerosols, and anthropogenic emissions.   
5.2. INTRODUCTION 
        Secondary organic aerosols (SOA) are formed in the atmosphere through oxidation 
with precursor volatile organic compounds (VOCs). They not only affect solar radiation 
reaching the Earth‘s surface (e.g., Chung and Seinfeld, 2002; Hoyle et al., 2009), but also 
play a very important role in the hydrological cycle through changing the amount of 
clouds in the atmosphere (e.g., Kanakidou et al., 2005; Barth et al., 2005). However, 
impacts of SOA on climate relative to other aerosols remain highly uncertain due to the 
lack of direct measurements on large scales and less understanding of their formation. 
SOA can be formed from the oxidation of anthropogenic VOCs and biogenic VOCs 
(BVOCs). On a large scale, BVOCs are estimated to be the predominant source (e.g., 





          Thanks to recent progress achieved from laboratory experiments (e.g., Griffin et al., 
1999; Kroll et al., 2006; Offenberg et al., 2006; Kroll and Seinfeld, 2008), and ambient 
measurements (e.g., Claeys et al., 2004; Pun and Seigneur, 2008), our understanding of 
SOA formation chemistry has recently improved. With knowledge obtained from 
laboratory experiments, SOA formation has been parameterized in models (e.g., Chung 
and Seifeld, 2002; Donahue et al., 2006; Jimenez et al., 2009). Traditional SOA models 
(e.g., Chung and Seifeld, 2002; Tsigaridis and Kanakidou, 2003; Heald et al., 2008) use a 
two-product absorptive partitioning scheme (Odum et al., 1997) that assumes that only 
two semi-volatile products are formed from the oxidation of a parent hydrocarbon by an 
oxidant. This approach has some limitations. It neglects the contributions from VOC 
oxidation products of high and intermediate volatility. It does not include second-
generation chemistry to SOA formation, the importance of which was illustrated by Ng et 
al. (2006).  
        Several recent studies (e.g., Robinson et al., 2007; Donahue et al., 2006, 2009) have 
made efforts to improve SOA parameterizations. For instance, Donahue et al. (2006) 
presented a new framework for organic aerosol modeling. The volatility basis set in their 
study spans a larger range of atmospheric conditions than the two-product model does, 
and conveniently accounts for partitioning, dilution, and chemical aging of organic 
vapors. Robinson et al. (2007) proposed an organic aerosol model scheme based on 
lumping species into volatility bins of a basis set, and their results show a good 
agreement with ambient measurements. However, emission inventories for volatility 




formation has also been included in regional (Griffin et al., 2002; Zhang, et al., 2008) and 
global (e.g., Tsigaridis and Kanakidou, 2003; Lack et al., 2004; Tsigaridis et al., 2005; 
Henze and Seinfeld, 2006; Liao et al, 2007; Heald et al., 2008) models to study SOA 
burden. At global scales, Tsigaridis et al. (2005) studied the variability of SOA 
distributions and budget to natural climate variability by incorporating a SOA scheme in 
a global three-dimensional chemistry transport model. Liao et al. (2007) included a SOA 
scheme in a global chemistry model and evaluated model performance with the available 
ground-based aerosol products over the U.S. Their results reveal that SOA contributes 
5%–38% of fine particles with diameter less than 2.5 µm (PM2.5) in different regions of 
the U. S..  
         Climate affects SOA concentrations in the atmosphere via temperature, 
precipitation, and changing the oxidative capacity of the atmosphere. In the meantime, 
changes in temperature also influence the amount of precursor emissions of SOA, in 
particular, biogenic emissions. The interest in the effects of potential future climate 
change on air quality including ozone and aerosols has risen during the past few years 
(e.g., Tagaris et al., 2007; Jiang et al., 2008; Jacob and Winner, 2009). Several studies 
(Liao et al., 2006; Tsigaridis and Kanakidou, 2007; Heald et al., 2008) have studied the 
sensitivity of SOA to future climate change; they found that increased biogenic emissions 
due to an increase in temperature account for most of the changes in SOA. The largest 
future increase in SOA from 2000 to 2100 is predicted by Tsigaridis and Kanakidou 
(2007). They also found that in 2100, SOA burden will exceed that of sulfate, suggesting 




SOA to changes in future climate, anthropogenic emissions, and land use using a global 
climate model. They found that climate change alone does not change the global mean 
SOA, while the rising of biogenic emissions and anthropogenic emissions can result in an 
increase of 36% in SOA in 2100. Although their studies examined different factors in 
controlling SOA concentrations, the regional details are not well represented. On regional 
scales, Zhang et al. (2008) examined the sensitivity of air quality to potential regional 
climate change in the United States (U.S.) using downscaled climate output. They found 
that models underestimate by at least 20% of the responses of organic aerosols to future 
climate change if SOA formation is not included. These studies suggest that 
understanding the response of SOA change to climate change is important not only for air 
quality studies, but also for climatic effects. 
         In the current study, I mainly focus on biogenic SOA from BVOCs. It should be 
noted that anthropogenic VOCs contribute to SOA formation much more than previously 
assumed (e.g., Heald et al., 2008; Farina et al., 2010). An evaluation of the contribution 
of anthropogenic VOCs to SOA formation over the U.S. will be the subject of future 
studies. In addition, SOA from BVOC precursors and/or their oxidation products can also 
form via aqueous phase processing in cloud droplets and atmospheric particles (Carlton et 
al., 2006; Volkamer et al., 2009; El Haddad et al., 2009) or gas phase hydrolysis (Axson, 
et al., 2010). The omission of these processes may result in underestimation of SOA in 
the results. As our understanding on the aqueous phase aerosol improves, this needs to be 




        The objectives of this study are: 1) to investigate detailed SOA levels over the 
contiguous U.S. using a coupled land–atmosphere–chemistry model; and 2) to understand 
how SOA levels will respond to future climate change under different emissions 
scenarios on a regional scale. I first include a SOA model in an existing coupled model to 
evaluate the model performance. I then employ this modified model to examine the 
sensitivity of SOA to different future climate change scenarios. I begin in section 5.3 with 
a description of the coupled model and SOA model. In section 5.4, I evaluate the model 
results against available satellite and ground-based measurements. Finally, I discuss the 
effects of future climate change on biogenic SOA formation.  
5.3. MODEL DESCRIPTION 
5.3.1. WRF/Chem model 
         The chemistry version of the physically-based Weather Research and Forecasting 
(WRF) model (Skamarock et al., 2005)—referred as the WRF/Chem model (Grell, 2005) 
thereafter—is used in this study.  In the WRF/Chem, both the meteorological and the air 
quality components are mutually consistent in that they employ the same transport 
scheme (mass and scalar preserving), grid (horizontal and vertical components), physics 
schemes for subgrid-scale transport, land surface models, and timestep. That means all 
transport of chemical species is done simultaneously with other meteorological variables. 
The dynamic core I use in this study is the mass coordinate version of the model, called 
Advanced Research WRF (ARW). The gas-phase chemistry used in this study is based on 
the CBM-Z mechanism (Zaveri and Peters, 1999). This scheme uses 67 prognostic 




types. It is similar to the widely used carbon bond mechanism (CBM-IV), but is extended 
for use on different spatial and temporal scales. Fast-J photolytic reactions are used 
within CBM-Z (Wild et al., 2000; Barnard et al., 2004). The model for simulating aerosol 
interactions and chemistry (MOSAIC) (Zaveri et al., 2008) is used in this work to 
simulate aerosols. MOSAIC treats several major aerosol species including sulfate, 
methanesulfonate, nitrate, chloride, carbonate, ammonium, sodium, calcium, black 
carbon, primary organic mass and liquid water. Gas-phase species are allowed to partition 
into the particle phase. The size distributions of aerosols are represented using a sectional 
approach based on dry particle diameters.  In this study, I use four discrete size bines. 
Dry deposition of trace gases from the atmosphere to the surface is calculated by 
multiplying concentrations in the lowest model by the spatially and temporally varying 
deposition velocity. The deposition velocity is proportional to the sum of three 
characteristic resistances (aerodynamic resistance, sublayer resistance, surface resistance). 
The surface resistance parameterization used in the dry deposition scheme is developed 
by Wesley (1989). Dry deposition of aerosol number and mass is based on Binkowski 
and Shankar (1995) and is calculated using the wet size of particles. Simplified wet 
deposition by convective parameterization with scavenging factor of 0.6 for aerosols is 
used in the current study. Wet deposition considering in-cloud and below-cloud wet 
removal will be used in future studies when the aerosol-cloud feedback is treated in the 




5.3.2. Secondary organic aerosol model 
              The version of WRF/Chem used in this study is version 2.2, which does not 
include a SOA module with the selected gas-phase and aerosol schemes, thus I follow the 
idea of the two-product model approach to describe SOA formation in the WRF/Chem 
based on the method used in Chung and Seinfeld (2002) and Liao et al. (2007). As this is 
the simplest way to represent SOA formation, it could lead to some uncertainties in the 
modeling results. In addition, heterogeneous and aqueous phase reactions forming SOA 
are not included in the current model since the level of understanding is still low. 
Although it is important to represent all factors in the model accurately, all model results 
are subject to uncertainty. Rate constants and aerosol yield parameters determined from 
laboratory chamber results (Seinfeld and Pankow, 2003) are used in the SOA model. A 
complete implementation of SOA formation from monoterpenes and other reactive VOCs 
(ORVOCs) in a global model was described by Chung and Seinfeld (2002). Isoprene has 
recently been recognized to contribute to a significant amount of SOA in nature (e.g., 
Claeys et al., 2004; Zhang et al., 2007; Carlton et al., 2009; Karl et al., 2009). Some 
studies have started to include isoprene as a source of SOA in global and regional models 
(Henze and Seinfeld, 2006; Liao et al., 2007; Zhang et al., 2007, 2008; Heald et al., 2008).  
         Following their approaches, I implement a SOA module in the WRF/Chem with the 
consideration of oxidation of monoterpenes, isoprene and ORVOC emissions. I include 
oxidation of monoterpenes and ORVOC emissions with OH, O3 and NO3, whereas 
considering oxidation of isoprene emissions with only OH. Formation of SOA from 




Seinfeld (2006) in which they presented results of chamber experiments about reaction of 
isoprene emissions with OH at low NOx condition (Kroll et al., 2006). Though reaction 
with O3 or NO3 may also lead to SOA formation, the magnitudes of these sources are 
assumed to be minor (Calvert et al., 2000).   
           As in the work of Chung and Seinfeld (2002), monoterpenes and ORVOCs are 
divided into five hydrocarbon classes according to the values of their experimentally 
measured aerosol yield parameters (Griffin et al., 1999). In this work, biogenic emissions 
are calculated with the Biogenic Emissions Inventory System, version 3 (BEIS3) 
(Vukovich and Pierce, 2002) in the WRF/Chem. Species calculated in the BEIS3 model 
are different from those used in Chung and Seinfeld (2002). Thus, following their 
approach, I categorized monoterpenes and ORVOCs into four reactive biogenic 
hydrocarbon groups excluding sesquiterpenes due to the lack of emission estimates in the 
current model (BEIS3) (Table 5.1).  Short-lived sesquiterpenes have been shown to 
produce a substantial amount of SOA, and the magnitude of formed SOA can be as large 
as that from monoterpenes (Sakulyanontvittaya et al., 2008), thus we need to be aware 
that the simulated SOA concentrations in the present study may be underestimated. 
Isoprene is included as hydrocarbon class V. The fraction of monoterpenes is from Table 
4 of Griffin et al. (1999). For each of the first four reactive hydrocarbon classes, there are 
three oxidation products, two for combined O3 and OH oxidation and one for NO3 
oxidation. Reaction of isoprene with oxidants generates two oxidation products. The 
mass-based stoichiometric coefficients (αi) for all reactions are presented in Table 5.2. 




are semi-volatile, and they partition between the gas and aerosol phases. Thus, there are a 
total of 28 oxidation products. In the model, I use SOG1, SOG2, and SOG3 to represent 
lumped gas phase products from oxidation of hydrocarbon classes I, II and III, from 
hydrocarbon class IV and from hydrocarbon class V respectively (Table 5.3). SOA1, 
SOA2 and SOA3 are lumped aerosol phase products from oxidation of these five 
hydrocarbon classes (Table 5.3).  
           All products are semi-volatile and can partition between gas and aerosol phases. 
The partitioning of these products between gas phase (Gi) and aerosol (Ai) is represented 
by the partitioning theory (Pankow, 1994),  
                                   )/( oiii MKAG  ,                                                                           (5.1) 
in which Ki represents partitioning coefficient and Mo represents pre-existing absorptive 
organic matter. In the partitioning process, the effect of temperature is considered 
according to the temperature dependence of saturation concentrations derived from 
Clausius-Clapeyron equation: 
    )/1/1(/exp()/)(()( TTRHTTTKTK refvaprefirefi  ,                                               (5.2)          
where Tref  is set at 295K for isoprene and 310K for others; R is ideal gas constant; T is 
temperature. The heat of vaporization for organic compounds is from the CRC Handbook 
of Chemistry and Physics (Lide, 2001), vapH  =42 KJ mol
–1
 is used for all compounds. 
Dry deposition of SOA follows the method used for gas-phase species, in which the 




parameterization with scavenging factor of 0.6 (Chin et al., 2000) is used for SOA in the 
current study. 
5.3.3 Anthropogenic and biogenic emissions  
        The anthropogenic emissions inventory of gas and aerosol species is the U.S. EPA's 
1999 National Emissions Inventory (NEI-99, version 3) released in 2003 
(http://www.epa.gov/air/data/neidb.html). The emissions are derived by temporal 
allocation factors specific to each source classification code provided by the EPA. They 
are representative of a typical summer day. This inventory has been successfully used in 
the WRF/Chem simulations (Jiang et al., 2008). A more detailed description of this 
anthropogenic emissions inventory can be found in Jiang et al. (2008). Biogenic 
emissions are very sensitive to changes in temperature and radiation. Emission rates of 
biogenic compounds at standard temperature and light conditions have been assigned to 
the model grid on the basis of BEIS3 and the Biogenic Emissions Landuse Database, 
version 3 (BELD3), which provides distributions of 230 vegetation classes at 1-km 
resolution over North America (Kinnee et al., 1997). Figure 5.1 shows the BVOCs 
emissions under standard climatic condition of light and temperature. Then, biogenic 
emissions in all simulations are calculated online using the temperature and light-
dependence algorithms from the BEIS3 (Williams et al.., 1992; Geron et al., 1994; 
Guenther et al., 1995). Emissions from biomass burning, sea-salt, and dusts are not 
considered in the current study.  




         The first part of this study is to investigate the SOA levels over the U.S. for the 
present-day climate using the modified WRF/Chem model with the inclusion of SOA 
formation. The modeling domain covers the entire contiguous U.S. on a 32-km horizontal 
grid. There are a total of 28 vertical model layers, with finer vertical resolution in the 
lower troposphere to allow the model to simulate boundary-layer processes more 
realistically. The highest emissions of BVOCs from vegetation occur between June and 
August (Guenther et al., 1995), thus production of SOA from the oxidation of biogenic 
emissions will be most relevant during that period. To understand the SOA levels in the 
U.S., multiyear simulations are preferred. However, to run multiyear simulations with 
this fully coupled land–atmosphere–chemistry model demands a huge amount of 
computing time. Under this circumstance, I carefully selected one month, July 2002 to 
represent summer season to examine the model performance in terms of simulating 
BVOCs and SOA. The initial and lateral boundary meteorological conditions required by 
the WRF/Chem are from the NCEP‘s North American Regional Reanalysis (NARR) data 
set, which has a domain covering the configured computational area (Mesinger et al., 
2006). As aforementioned, anthropogenic emissions are from the NEI-99 and biogenic 
emissions are calculated online. 
         The second objective of this study is to understand the effects of potential future 
climate change on SOA concentrations on regional scales. A series of experiments using 
global climate model projections as initial and lateral meteorological boundary conditions 
are conducted. The output of global climate model—Community Climate System Model 




been used for the 4
th
 Assessment Report of the Intergovernmental Panel on Climate 
Change (IPCC) (Collins et al., 2006), and the horizontal resolution is T85 (~1.41°). 
Readers are referred to Meehl et al. (2006) for a full analysis of the CCSM3 future 
climate simulations. The greenhouse gas concentrations during the CCSM3 simulation 
period used in this study follow the IPCC Special Report on Emission Scenarios (SRES) 
A1B and A2. The emissions scenarios, built on storylines that link emissions to different 
driving forces, are described in detail in Nakicenovic et al. (2000). The A1B scenario is 
associated with increasing trace gases and aerosol concentrations from 2001 until 2050. It 
is a mid-line scenario for carbon dioxide output and economic growth. As an alternative, 
the A2 scenario, which is based on a world that is regionally organized economically, 
technological change, is fragmented, and population growth is high, is also selected to 
test the sensitivity of SOA formation to different climate scenarios.  
         The CCSM3 output has been successfully applied to WRF/Chem simulations on a 
relatively high spatial resolution (Jiang et al., 2008). Most previous studies about the 
impacts of future climate change on regional air quality or aerosol concentrations rely on 
downscaled regional climate model output (e.g., Hogrefe et al., 2004; Zhang et al., 2008; 
Avise et al, 2009). In this study, the WRF/Chem is a fully coupled regional model 
including online atmosphere and land surface models, thus, the regional downscaling of 
climate and SOA simulation are performed simultaneously with the WRF/Chem. For this 
part of study, I also selected July to represent summer situation. In previous studies of the 
impacts of climate change on O3 (e.g., Hogrefe et al., 2004; Liao et al., 2006) and 




either a few (e.g., two) summer seasons or a few (e.g., one or two years) years to study 
the impacts. Thereby, I designed experiments for three consecutive Julys to represent the 
present and future scenarios respectively. I simulated a current period (2001–2003, 
denoted as ‗‗current‘‘) and a future period (2051–2053, denoted as ‗‗future‘‘).  In future 
work, with increasingly available computational resource, multiyear runs would be the 
optimal way to statistically assess the changes. The differences between the future year 
and current year simulations are used to assess the impacts of climate change on SOA 
formation. The anthropogenic emissions for the present-day simulations are also applied 
for the future year simulations to avoid any impacts from changes in anthropogenic 
emissions on the results. Biogenic emissions for the future years are simulated online 
with the BEIS3 scheme.   
         To minimize the effect of initial conditions on model results, the initial two-day 
period (June 29 and 30) of each simulation was considered as a spin-up period to 
establish the initial conditions for several atmospheric concentrations of different 
emission species. In all simulations, I used the same set of gas-phase chemistry (CMB-Z) 
and aerosol scheme (MOSAIC). Other parameterizations used in all simulations include 
the Lin et al. (1983) microphysics scheme, the Kain-Fritsch Cumulus Parameterization 
scheme (Kain and Fritsch, 1990), the Yonsei University Planetary Boundary Layer (PBL) 
scheme (Hong and Pan, 1996), the Simple Cloud Interactive Radiation scheme (Dudhia, 
1989), the Rapid Radiative Transfer Model Longwave Radiation scheme (Mlawer et al., 
1997), and the Noah LSM.  




         In this section, I first present the simulated distributions of biogenic emissions and 
SOA. Then I compare model results with available satellite and ground-based aerosol 
measurements to evaluate model performance.  
5.5.1 Regional distributions of biogenic emissions and SOA 
         Figure 5.2 shows the spatial plots of the online calculated total biogenic emissions, 
isoprene, monoterpenes, and ORVOCs in July 2002. Due to the lack of the measurements 
of biogenic emissions at a regional scale, simulated spatial pattern of total biogenic 
emissions is compared with previous studies. Over all, the pattern in July agrees with the 
patterns simulated by several previous studies (e.g., Guenther et al., 1995; Levis et al., 
2003). High emissions occur where there is a significant amount of vegetation, such as 
the southeastern and northwestern U.S. The simulated spatial patterns of isoprene and 
monoterpenes are slightly different, which is attributed to the different emission 
capacities of different types of vegetation. Example trees emitting isoprene are deciduous 
trees (Kesselmeier and Staudt, 1999) such as oak trees, which are more dominant in the 
southern U.S. including Texas. Coniferous trees such as pines, cedars, and firs, which 
exist over the northwestern U.S., emit a significant amount of monoterpenes. Overall, the 
model shows reasonable skill in simulating the spatial patterns of biogenic emissions over 
the U.S.        
         Figure 5.3a shows the spatial pattern of model predicted mean surface 
concentrations of SOA in July 2002. The concentrations of SOA range up to 1.6 µg m
–3
, 




of BVOC emissions (the northwestern and southeastern U.S.). Over the northwestern 
U.S., a majority of SOA comes from the oxidation of monoterpenes (Figure 5.3b), while 
over the southeastern U.S., the contribution of isoprene is dominant (Figure 5.3c). The 
results suggest the importance of including isoprene emissions in SOA formation. The 
simulated SOA concentrations of 0.4–1.6 µg m
–3
 are predicted over the two major 
regions, and SOA levels predicted over other regions (e.g., northeast) are around 0.2–0.8 
µg m
–3
. Comparing with other studies (e.g., Liao et al., 2007), the simulated SOA levels 
are reasonable, but more regional details are simulated in the present study. 
 5.5.2. Comparison with observations 
         Model performance is the key to understanding SOA levels over the U.S. 
Measurements of organic aerosols under ambient atmospheric conditions generally do not 
distinguish between primary and secondary sources. One common way is to use other 
relevant aerosol products to evaluate model performance. In this subsection, spatial and 
temporal distributions of model simulated aerosol optical property and concentrations are 
compared with MODIS (Moderate Resolution Imaging Spectroradiometer) – derived 
aerosol optical depth (AOD), AOD from Aerosol Robotic Network (AERONET) and 
organic carbon aerosol concentrations from the ground-based measurement network of 
the Interagency Monitoring of Protected Visual Environments (IMPROVE) 
(http://vista.cira.colostate.edu/improve/) .             
         To compare with the available AOD measurements, I calculated AOD using Mie 




properties can be found in Fast et al. (2006). The aerosol optical properties in the 
WRF/Chem are calculated at four wavelengths, 300, 400, 600, and 1000 nm. For the 
MODIS AOD product, monthly MOD04 level-2 product at 550 nm wavelength with a 
spatial resolution of 1-degree is used for model evaluation on a monthly basis. The 
AERONET measurements are site-specific with wavelengths up to eight wavelengths 
(1640, 1020, 870, 675, 500, 440, 380, and 340 nm). Level 2.0 (quality-assured) data are 
used in this study (Smirnov et al., 2000). MODIS AOD is directly retrieved at 550 nm, 
whereas model calculated AOD and AERONET AOD are not at 550 nm. As the three 
AOD data sets are at different wavelengths, the comparisons are made at 550 nm 
wavelength. I used Angstrom exponent relation (http://disc.sci.gsfc.nasa.gov/data-
holdings/PIP/aerosol_angstrom_exponent.shtml) to derive AOD at 550 nm for both 
model output and AERONET data based on AOD at the near wavelengths. For instance, 
for the AERONET data, the Angstrom exponent between wavelengths 440 and 675 nm 
was used to derive AERONET AOD at 550 nm using the following equation:   
    ))/ln(exp(/ 2112                                                                                           (5.3) 
where 2 is the AOD at 550 nm, 1 is the AOD at 500 nm, is the Angstrom exponent 
between 440 and 675 nm, 1 is 500 nm, and 2 is 550 nm. Similar method is applied to 
model simulated AOD output to derive AOD at 550 nm.  
          Figure 5.4 shows the spatial distributions of monthly mean MODIS-derived and 
model simulated AOD at 550 nm wavelength. With the largest amount of biogenic 




simulated in this region when considering SOA in the model. Over the northeast part of 
the country, there is also an increase in AOD.   The default model underestimates AOD 
over much of the abovementioned areas by 0.1–0.5, in particular, over the regions where 
the amount of biogenic emissions is significant. It should be noted that the model with or 
without SOA fails to capture the high AOD in the northwestern U.S. shown in Figure 
5.4b and 5.4c. This could be attributed to the lack of fire and dust emissions in the current 
simulations. Liao et al., (2007) also found a large underprediction in organic matter over 
this region, which they attributed to some uncounted primary emissions from some 
sources such as wildfires over the U.S. My model does not include fire and dust 
emissions, so the calculated AOD values are subject to these uncertainties.  
         The comparison of model results with ground-based measurements cannot be done 
with all available data, because the model grid represents the mean concentration of 
rather large areas. From this perspective, it is good to select the measurements that could 
represent different land surface features. Figure 5.5 displays model simulated and 
AERONET measured daily mean AOD over three major sites (Figure 5.5d), where the 
landscapes are different. Comparison at site HJAndrews and site BSRN_BAO_Boulder 
shows a better agreement except for two high peaks. The measured and simulated AOD 
values at the two locations are relatively low, and the contribution of biogenic SOA to the 
total aerosol is small. The two peaks of AOD observed in the measurements at the two 
sites are identified to be due to local fire events. High AOD values on July 2, 2002 at site 
BSRN_BAO_Boulder (Figure 5.5b) are caused by a wildfire that occurred between June 




values resulted from a nearby fire event, which occurred on July 21, 2002 in the Sierra 
Nevada Mountains of California. Again, this is due to the lack of fire emissions in the 
model. It is recommended to include them in future studies. Prediction at site Stennis 
(Figure 5.5c) is quite promising, the simulated AOD values with SOA model included 
agree well with measurements. The results suggest that considering SOA in the current 
model is important for aerosol prediction. 
         Figure 5.6a compares simulated spatial distribution of monthly mean surface layer 
organic carbon (OC) concentrations in the presence of SOA with observations obtained 
from the IMPROVE network. Overall, the model reasonably replicates the observed 
spatial distribution of OC over the U.S., with higher concentrations over the southeast 
and northwest regions. The simulated OC concentrations over the southeastern and 
northwestern U.S. are very close to the IMPROVE measurements. Some exceptions do 
exist. For instance, over some sites in the eastern U.S., observed OC concentrations are 
higher than the model simulated. The high concentrations of OC in this region are mainly 
due to forest fires that occurred in Quebec, Canada during early July 2002 (DeBell et al., 
2004). A few high spots in the western U.S. are also due to the fire events. Over the 
Rocky mountain region, model underestimates OC. This, again, suggests the importance 
of including fire and dust emissions in the model. Figures 5.6b and 5.6c mainly depict the 
primary organic carbon (POC) aerosols and the ratio of SOA in the total OC. The amount 
of SOA in OC ranges from 0.1 to 0.5/0.6, which agrees well with previous studies 
(Tsigaridis et al., 2005; Liao et al., 2007). Overall, comparisons between the simulated 




performance in terms of simulating SOA over the U.S. The evaluation of the model 
performance gives us confidence to examine the future climate effects.  
5.6. PROJECTED FUTURE CHANGES 
          This section presents changes in regional climate, biogenic emissions, and aerosols 
concentrations due to future climate change. The success of the WRF/Chem model 
simulations using CCSM model output has been evaluated in Jiang et al. (2008). Their 
results show that the WRF/Chem model when forced with the CCSM model output is 
able to simulate meteorological conditions reasonably well. Therefore, the following 
description mainly focuses on projected changes.  
5.6.1. Projected changes in regional climate 
        Climatic conditions not only affect the formation of SOA in a direct way through 
changing temperature, relative humidity, clouds, winds, PBLH, precipitation, and 
radiation, but also influence SOA levels by changing biogenic emissions in an indirect 
way. The calculation of biogenic emissions took into account the effects of temperature 
and radiation under different climates. Differences between the present-year simulations 
and future year simulations are calculated to estimate the projected regional climate 
change over the next 50 years. 
        Projected changes in regional climate are to some extent dependent on the projected 
global climate change, which is also scenario-dependent. Figure 5.7 shows the simulated 
changes in 2m temperature, wind speed, PBLH, and cloud fraction based on the present 




simulated surface warming under the A1B scenario occurs everywhere in the contiguous 
U.S., with the largest warming (>2K) found over the Great Lakes region, the 
northwestern U.S., and Texas. The overall pattern of 2m temperature change is identical 
with that presented in Zhang et al. (2008) in which they used a regional climate model to 
downscale global climate model output, but the regional details are slightly different. 
Areas with more warming tend to have reduced near surface wind speed, enhanced PBLH,  
reduced cloud fraction, slightly reduced precipitation, and increased shortwave radiation 
at the surface. Over the central Great Plains, the warming is much less as compared to the 
abovementioned regions. This small warming is also associated with decreased PBLH, 
increased cloud fraction, increased precipitation, and slightly reduced shortwave radiation. 
Changes in these climate variables are intimately related.  
          In comparison with the A1B scenario, under the A2 emissions scenario, areas over 
the northern U.S. are expected to experience more warming, while the southern U.S. 
shows a relatively smaller warming. This is consistent with what presented in the IPCC 
report that if more greenhouse gases are put into the atmosphere, the mid-latitude and 
high-latitude regions would suffer more warming (IPCC, 2007). The changes in wind 
speed are also different from those observed under the A1B scenario. Over those areas 
with more warming, There is a slightly increase in wind speed. For the PBLH, the areas 
with more warming would still have higher PBLH. Cloud fraction always decreases 
under future warming climate. Warming is also associated with relatively increased 
shortwave radiation at the surface. Precipitation decreases over much of the modeling 




differences are most pronounced in temperature, wind speed, PBLH, precipitation, and 
shortwave radiation at the surface.  
         Quantitative changes in these climate variables under the two emissions scenarios 
(Table 5.4) are calculated over seven sub-regions (Figure 5.8) in the U.S. On average, the 
largest temperature increases are projected to occur in Texas where Pye et al. (2009) also 
found the largest temperature increase in summer, while the smallest increases in 
temperature occur in the northwest under the A1B scenario. Under the A2 scenario, the 
largest increases in temperature (>2K) are found over the central U.S., and the smallest 
increase occurs over the southeastern U.S.. An increase of 1.5–1.9 K in temperature is 
seen in the other regions. Changes in near-surface wind speed are more pronounced in the 
northwest, central, southeast, and northeast, with the northeast experiencing the largest 
decrease under the A1B scenario. Under the A2 scenario, the regions which would 
experience more warming are projected to have strong near-surface wind. Over the 
eastern U.S. including the northeast and southeast, the near-surface wind speed is 
expected to decrease due to relatively small increase in temperature. Changes in PBLH 
are more identical to changes in temperature. However, percentage of changes in PBLH 
is not as significant as that of wind speeds. Changes in cloud fraction are highly related to 
temperature changes under the two scenarios. Over the regions where the temperature 
changes are the largest, there are decreases in cloud fraction correspondingly, such as the 
southeast region (–34.8%) under the A1B scenario, and the northwest (–28.4%) and the 
central region (–30.6%) under the A2 scenario. As presented in the IPCC 2007 report, on 




coverage, thus a decrease in precipitation. As seen from Table 5.4, over the areas where I 
see more warming, there are significant decreases in precipitation, such as the southeast 
under the A1B scenario, the northwest and the central under the A2 scenario.  
         Overall, under the two climate scenarios, the projected warming and the related 
climate change, in particular winds and precipitation are variable everywhere. There are 
significant differences in regional details. Thus, I would expect these differences would 
attribute to differences in projected biogenic emissions, aerosols and SOA.  
5.6.2. Projected changes in biogenic emissions and SOA  
        Changes in climate, especially temperature changes, could affect biogenic emissions 
(e.g., Wiedinmyer et al., 2006). Figure 5.9 shows predicted changes in monthly mean 
isoprene, monoterpenes, ORVOCs, and total biogenic emissions at the surface. Changes 
in projected biogenic emissions are different under different climate scenarios, in 
particular, over the southeast and west regions. As the algorithm used to calculate 
biogenic emissions is temperature and radiation-dependent, the spatial patterns of 
changes in biogenic emissions are strongly influenced by these variables. On average, 
projected temperature changes have the largest impact on biogenic emissions over the 
southeast region and the western U.S.. Under the A1B scenario, more isoprene and 
monoterpenes are seen over the southeast region, whereas the amounts of isoprene and 
monoterpenes are slightly less under the A2 scenario. This is mainly due to the 




northeastern U.S., more biogenic emissions are projected under the A2 scenario, as the 
temperature increase is larger than that under the A1B scenario.  
         Changes in climate and biogenic emissions can further influence aerosol levels. 
Generally, warmer climate can influence aerosol burdens by changing aerosol wet 
deposition, altering climate-sensitive emissions, and shifting aerosol thermodynamic 
equilibrium. Figure 5.10 shows the projected changes in SOA under the two climate 
scenarios. The overall changes in the spatial patterns are not identical with those of 
biogenic emissions or temperature. Although biogenic emissions increase under the 
future warmer climate, changes in SOA because of climate change are various over the 
domain. As noted above, an increase in biogenic emissions is found over the southeast 
region, while over this area, I see a decrease and an increase in SOA. This can be 
explained that not only the amount of biogenic emissions could affect SOA formation, 
but also climate variables such as temperature, wind, and precipitation may play an 
important role in SOA formation and deposition. For example, since the model considers 
the effect of temperature on partitioning coefficients, the reduction in partitioning 
coefficients due to temperature increase in the future could lead to lower SOA 
concentrations near the surface. In addition to the effect of temperature on the 
partitioning coefficients, temperature increase could also affect the reaction rates of the 
gas-phase chemistry. Tsigaridis and Kanakidou (2007) studied the sensitivity of 
temperature on SOA formation, and they found lower SOA concentrations due to the 
effects on the partitioning coefficients and reaction rates of the gas-phase chemistry over 




biogenic SOA can be strongly affected by anthropogenic emissions. This can also explain 
why the future changes in SOA are not identical with those in biogenic emissions.    
         The preexisting POC aerosols could also play an important role in the SOA 
formation. The effects of future climate change on POC aerosols are shown in Figure 
5.11. Decreases in POC concentrations are found over the regions (e.g., the southeastern 
U.S.) where I see a decrease in SOA. This could be another factor driving the reduction 
in SOA in the future. Comparing the changes in SOA under the A1B and A2 scenarios, 
although more warming is seen under the A1B scenario over the southeastern U.S., the 
increase in SOA over this region is smaller than that under the A2 scenario. The non-
linearity in SOA formation and the involved chemical and physical feedbacks make it 
different to quantitatively address the contributions of changes in SOA due to different 
factors. A more comprehensive study considering the effects of different factors might be 
helpful in understanding SOA formation under the different climate conditions, which is 
beyond the scope of the current study.         
         Results for percentage changes in biogenic emissions and SOA are only listed for 
the three regions—Southwest, Texas, and Southeast—because these regions are 
experiencing pronounced changes. Figure 5.12 shows, on average, changes in biogenic 
emissions including isoprene and monoterpenes over the three regions are quite similar 
(around 20%), with Texas being the one having the largest increase in biogenic emissions 
under the A1B scenario in the future. If the climate scenario is A2, the biggest increase in 




emissions under the two different emissions scenarios can be explained by the differences 
in temperature increase in the future. Again, changes in SOA concentrations due to future 
climate change are not consistent with those of biogenic emissions. Under the A1B 
scenario, the biggest increase in SOA is found over Texas, with isoprene emissions being 
the major contributor to SOA formation. The range of change varies from 5% over the 
southeast to 26% over Texas. As an alternative, the results about SOA changes in 
response to another climate scenario A2 show that SOA concentrations do not increase 
linearly with temperature increase. Using a global model, Heald et al. (2008) estimated a 
26% increase due to the increase in biogenic emissions, a 6% increase due to the climate 
change, and a 35% increase due to the combined effect in 2010. On regional scales, 
Zhang et al. (2008) estimated an 18% decrease in predicted SOA concentrations due to 
the regional climate change by 2050s. These results suggest that there are uncertainties 
associated with different models. Future studies about the sensitivity of SOA to different 
factors are needed for a better understanding of effects of climate change and biogenic 
emissions on SOA.     
5.7. CONCLUSIONS 
           A regional coupled land–atmosphere–chemistry model has been extended to 
include SOA formation. As there is no direct measurement of SOA on a large scale, the 
model performance is evaluated with available ground-based and satellite aerosol 
measurements including AOD and OC concentrations. The overall simulated spatial 
pattern of SOA agrees with previous modeling studies. The contribution of SOA to AOD 




emissions. The comparison also reveals that the model with the lack of aerosol sources 
from fire events and dusts underestimates AOD and OC over some regions, in particular 
in the northwestern U.S. Future studies with the model including fire and dust emissions 
are required to improve the model performance in terms of simulating aerosol 
concentrations.  
          The sensitivity of SOA to different climate scenarios is investigated with the model 
driven by global climate model output. Under the future A1B and A2 emissions scenarios, 
future temperature changes were predicted to increase everywhere in the U.S., but with 
different degrees of increase in different regions. More specifically, the largest 
temperature increases are projected to occur in Texas, while the smallest increases in 
temperature occur in the northwest under the A1B scenario. Under the A2 scenario, I 
found that the largest increases in temperature (>2K) over the central U.S. and the 
smallest increases over the southeastern U.S. Over other regions, the temperature increase 
is around 1.5–1.9 K. Clearly, different climate scenarios lead to different temperature 
responses. These changes in temperature are also associated with changes in other 
climate variables such as wind speed, PBLH, precipitation and cloud fraction. As a result 
of climate change or temperature increase in the future, biogenic emissions are predicted 
to increase everywhere, with the largest increase found in the southeastern U.S. and the 
northwestern U.S. The increases under the two different climate scenarios are different 
due to the differences in temperature increases. Changes in SOA are not identical with 
those in biogenic emissions. Other factors such as partitioning coefficients, atmospheric 




formation. Direct and in-direct impacts from climate change complicate the future SOA 
formation. In order to gain a more accurate understanding of how future climate will 
affect SOA, more detailed sensitivity analysis of SOA formation is required.    
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Table 5.1. Hydrocarbon classes of reactive biogenic emissions
a
  
Hydrocarbon class Composition 
I α-pinene, β-pinene, sabinene, Δ
3
-carene, terpenoid ketones 
II Limonene 
III α-terpinene, γ-terpinene, terpinolene 
IV myrcene, terpenoid, alcohols, ocimene 
V isoprene 
a









































α1 α2 α3 K1 K2 K3 
I 0.0670 0.35425 1.0 0.1835 0.004275 0.0163 
II 0.2390 0.3630 1.0 0.0550 0.0053 0.0163 
III 0.06850 0.2005 1.0 0.1330 0.0035 0.0163 
IV 0.06675 0.135 1.0 0.223750 0.0082 0.0163 
V
a
 0.232 0.288 N/A 0.00862 1.62 N/A 
αi: stoichiometric coefficients; 






Only considered the reaction with OH; 
b


























SOG1 lumped 9 gas-phase products from oxidation of hydrocarbon class I, II, and III 
SOG2 lumped 3 gas-phase products from oxidation of hydrocarbon class IV 
SOG3 lumped 2 gas-phase products from oxidation of hydrocarbon class V 
SOA1 
lumped 9 aerosol phase products from oxidation of hydrocarbon class I, II, and 
III 
SOA2 lumped 3 aerosol phase products from oxidation of hydrocarbon class IV 
SOA3 lumped 2 aerosol phase products from oxidation of hydrocarbon class V 
 
a

















































2 m Temperature (K) 1.52 1.56 2.13 1.65 1.74 1.86 1.24 
10 m Wind Speed 
(%) 
0.03      −3.96  −0.03   −4.28    −1.34     −8.72   −14.37 
Planetary Boundary 
Layer Height (%) 
     −0.02      −0.04 0.04   −1.72 3.89       7.87 0.67 
Cloud Fraction (%)    −18.69    −12.18  −0.11   −8.47    −4.41   −34.82 4.84 
Precipitation (%)      −4.82      −9.35 0.88   15.09    17.60   −26.30     32.61 
Net Shortwave 
Radiation at the 
Surface (%) 
0.19 0.36 0.01 0.32      0.01 2.04    −1.90 
A2 
       
2 m Temperature (K) 1.92 1.82 1.61 2.28 1.93 1.22 1.65 
10 m Wind Speed 
(%) 
0.23      17.44  −0.05    27.58    28.64     −5.96   −12.30 
Planetary Boundary 
Layer Height (%) 
1.03 3.00 0.01 6.53      3.13 4.99     −0.94 
Cloud Fraction (%)      −8.55    −28.39  −0.02 −30.58  −18.95   −21.76   −15.85 
Precipitation (%) 0.76    −39.22 0.43 −22.72    −2.67     −8.67       0.62 
Net Shortwave 
Radiation at the 
Surface (%) 











Figure 5.1. BVOC emissions under standard climatic condition of light and temperature 
(30 ºC and 1000 µmol photosynthetically active radiation (PAR)). This is based on the 


















Figure 5.2. Model calculated BVOCs (a), Isoprene (b), Monoterpenes (c) and ORVOCs 




















Figure 5.3. Model simulated concentrations of total SOA (a), SOA from monoterpenes (b) 
and SOA from isoprene (c) in July 2002. (μg m
−3
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Figure 5.4. Aerosols optical depth (AOD): (a) MODIS derived monthly level 2 product, 












Figure 5.5. AERONET measured and model simulated AOD at three sites (a) HJAndrews, 



















Figure 5.6. (a) Model simulated and measured (at IMPROVED sites) monthly mean 
surface layer OC (Primary OC (POC) + SOA) concentrations (μg m
−3
), (b) POC, and (c) 















Figure 5.7. Differences in temperature, wind speed, PBLH, cloud fraction (CLDFRA), 
precipitation and net shortwave radiation in July between 2050s (2051–2053) and 2000s 

















Figure 5.9. As in Figure 5.7, but for isoprene, monoterpenes, ORVOCs, and total 









Figure 5.10. As in Figure 5.7, but for SOA concentrations (μg m
−3
). (a) and (d) are the 
contribution from isoprene, (b) and (e) are the contribution from monoterpenes, and (c) 
































   
   
Figure 5.12. Percentage changes of biogenic emissions and SOA concentrations in three 






















Chapter 6: Conclusions and Future Work 
         This dissertation started with a set of research questions, and it has reached its 
objectives. It has also identified more new research questions related to land–climate 
interactions and their roles in the Earth system. Below I summarize the main 
accomplishment for each part of this dissertation. Contributions, limitations, and future 
research directions are presented at the end of this dissertation.           
6.1. SUMMARY AND IMPLICATIONS 
         The first part of this dissertation, Chapter 2, deals with land–climate interactions, 
and how land surface processes, particularly vegetation and groundwater processes, affect 
the overlying atmosphere. To achieve this goal, I performed a series of simulations with a 
regional coupled land–atmosphere model augmented with a vegetation phenology model 
and a simple groundwater model. A detailed analysis of modeling results suggests that 
the model with the considerations of vegetation growth and groundwater dynamics 
improves the simulations of summer precipitation over the transition zone, the Central 
U.S. The model, when considering vegetation growth, produces more rainfall (nearly 1 
mm d
–1
) over the Central U.S. and northern parts of North American Monsoon regions 
(e.g., New Mexico and West Texas). Incorporating groundwater dynamics into the model 
adds 1–2 mm d
–1
 increase in summer precipitation over the Central U.S. The comparisons 
of cumulative precipitation and monthly precipitation with observations over the Central 
U.S. suggest that the two new components play a very important role in enhancing the 




         Moreover, the model with both vegetation growth and groundwater dynamics 
included improve the simulation of diurnal cycle of precipitation, a challenging issue in 
climate modeling research. The analysis of evapotranspiration (ET) and the relationship 
between Lifting Condensation Level (LCL) and Soil Moisture Index (SMI) indicates that 
vegetation and groundwater dynamics exert a strong role on land–climate coupling. The 
impact of groundwater is significant when soil moisture is relatively dry. Overall, this 
work suggests incorporating vegetation and groundwater dynamics into a regional 
climate model would be especially beneficial for seasonal precipitation forecast over the 
transition zones. The findings presented in Chapter 2 provide a greater understanding of 
the impacts of vegetation phenology on intraseasonal precipitation, and demonstrate the 
importance of groundwater dynamics on precipitation, which was traditionally ignored in 
climate models.   
         Chapter 3 provides an overview of the importance of land–climate interactions in 
future air quality projections. It describes how the interactions might affect surface ozone 
(O3) and secondary organic aerosols (SOA) in both direct and in-direct ways. Results of 
detailed case studies are presented in Chapters 4 and 5. In these two chapters, I addressed 
application of an integrated land–atmosphere–chemistry modeling system in 
understanding the impacts of land and climate interactions on regional air quality in a 
future changing climate.  
         In Chapter 4, the role of land–climate interactions in future changes in surface 




experiments taking into account the future changes in urban land use and climate. The 
role of changes in land surface conditions was explored with the use of a coupled land–
atmosphere–chemistry model augmented with an urban canopy model. To understand 
future O3 changes due to land use and climate change in the Houston area, the coupled 
model with the utilization of projected future land use data was driven by the global 
climate model output. The modeling results suggest that the impact of land use change is 
at least equally important with that of climate change on future changes in O3 air quality. 
Climate change induces about an 8% increase in the extreme O3 days and land use 
change adds an additional 4% increase over the Houston area. The increase is found near 
the urban area, but not exactly in the urban center. The impacts of land use change and 
climate change on surface ozone concentrations differ across the various areas of the 
modeling domain. The core urban area is highly influenced by land use change, while the 
suburban areas are more likely affected by climate change. Additional sensitivity 
experiment investigating the relative impacts of anthropogenic emissions change on 
extreme O3 days suggest that future anthropogenic emissions change also play an 
important role. This work indicates that urban land use extension and climate change will 
worsen O3 pollution in the Houston area.  
         The findings about possible changes in future air quality have some implications. 
As the world moves forward, policies aimed at mitigating climate change and improving 
air quality should be made. For instance, energy policy offers an opportunity to improve 
air quality through the utilization non-polluting energy sources. Urban extension should 




could also help policy makers set future national air quality standards such as the 
National Ambient Air Quality Standard (NAAQS) in the United States     
         Chapter 5 addressed the sensitivity of biogenic emissions from vegetation and SOA 
formed through the oxidation of biogenic emissions to different climate change scenarios. 
Vegetation on land can regulate climate through not only biophysical pathways, but also 
biogeochemical pathways. In this part of the dissertation, I explored how vegetation 
could affect biogenic emissions and, thus, SOA. A simple two-product SOA model was 
incorporated into the coupled land–atmosphere–chemistry model to simulate SOA 
concentrations. Satellite and ground-based aerosol measurements were used to evaluate 
the model performance. Comparison of model simulated AOD with MODIS derived 
AOD shows that the model without the consideration of SOA underestimates aerosol 
optical depth (AOD) by 0.1–0.5 over the region where the amount of biogenic emissions 
is significant (e.g., southeastern U.S.). Evaluation of simulated organic carbon OC 
against ground-based measurements shows a very good agreement over much of the 
modeling domain. However, some exceptions do exist. For example, the model with or 
without SOA fails to capture the high AOD or OC in the northwestern and eastern U.S., 
which is attributed to the lack of fire and dust emissions in the current simulations. The 
modeling results show that high concentrations of biogenic emissions are mainly located 
over the areas where there is a significant amount of vegetation. Vegetation contributes to 
the formation of SOA to a large extent. The modeled SOA in OC is significant, with the 




         The sensitivity of SOA to different climate change scenarios is investigated with the 
model driven by global climate model output. Changes in regional climate, biogenic 
emissions and SOA under different future climate scenarios are analyzed.  I found that 
projected changes in regional climate are to some extent dependent on the projected 
global climate changes, which are scenario-dependent. Under the A1B scenario, the 
largest temperature increases (>2K) are projected to occur in Texas, while the smallest 
increases in temperature occur in the northwest. Under the A2 scenario, the largest 
increases are seen over the central U.S., and the smallest increases occur over the 
southeastern U.S. As a result of climate change in the future, biogenic emissions are 
predicted to increase everywhere, with the largest increase found in the southeastern and 
northwestern U.S. under the two scenarios. The spatial variations in biogenic emissions 
change do exist because of differences in future temperature increases. The overall 
changes in the spatial patterns in SOA are not identical with those in temperature and 
biogenic emissions. Other factors including primary organic aerosols and anthropogenic 
emissions could also influence SOA formation.  
          The findings from this part of research suggest the importance of vegetation in the 
formation of biogenic emissions and SOA. It is of great importance to represent the 
vegetation conditions in the coupled model more precisely to improve the simulations of 
atmospheric composition including BVOCs and SOA. Although there are several previous 
studies that have examined different factors in controlling SOA concentrations in the future 
climate, the regional details are not well represented. This work provided the regional-scale 




6.2. CONTRIBUTIONS, LIMITATIONS, AND FUTURE DIRECTIONS 
        The Earth‘s climate system is fully coupled involving many interactions and 
feedbacks among different subsystems. Our ability to predict future changes in climate is 
strongly influenced by our ability to simulate conditions in each subsystem and feedbacks 
between them. This work made a number of contributions. Overall, conclusions drawn 
from the research conducted for this dissertation improve our understanding of land–
climate interactions and their impacts on air quality. The developed integrated regional 
land–atmosphere–chemistry modeling system can be used to further investigate the roles 
of land surface in the climate system, to better understand the interactions between 
climate and atmospheric chemistry, and to provide better regional air quality and climate 
predictions. There has been a strong need to develop a regional Earth system model 
including all the components and feedbacks. This work increases our knowledge in 
building such a system.  
         With regard to the roles of vegetation and groundwater in regional climate, the 
work conducted in this dissertation demonstrated the importance of vegetation phenology 
and groundwater dynamics in simulating summer precipitation and land–climate coupling 
in a regional climate model. The developed modeling framework can be used to study the 
impacts of vegetation and subsurface processes on precipitation over the timescales of 
months to decades. The framework can also be applied to other places of the world. 
However, in this part of work, I did not include the effects of horizontal exchange of 
water between grid cells, which has been shown to play an important role in soil moisture 




model used in this dissertation research needs to be improved to take into account of this 
feature. For the vegetation model, there is only one layer; a multi-layer canopy model is 
preferred in future studies.  
        The work on understanding the impacts on future O3 air quality has important 
implications for air quality management. The results reveal that future O3 air quality is 
very sensitive to future climate change. Model projections of future climate change are 
crucial for projecting future regional air quality changes. In addition, urban land use 
change could also contribute to O3 increase, reflecting the importance of accounting for 
the effects of human disturbance on air quality forecasting. While previous studies have 
studied the potential contribution of climate change and land use change to O3 air quality 
separately, this work compared and quantified the impacts of climate change and land use 
change on O3 air quality. It also utilized an urban canopy model in air quality modeling, 
which was not used in previous studies that examined land use impacts on air quality. 
The work also suggests that future changes in biogenic emissions could affect future O3 
air quality. However, simulations of biogenic emissions in this work are only dependent 
on radiation and temperature. Future work should take into account of the effects of 
carbon dioxide, soil moisture, and vegetation phenology on biogenic emissions as 
suggested by other studies (e.g., Guenther et al., 2006; Heald et al., 2009; Wilkinson et al., 
2009). Moreover, the results of this work are under one climate and land use change 
scenario, more sensitivity experiments accounting for the effects of different factors 




climate change are needed to investigate and quantify the relative impacts on air quality 
in a comprehensive manner for a range of different scenarios.  
         The implementation of SOA formation in the current version of WRF/Chem 
represents an important step towards understanding the roles of BVOCs and SOA in air 
quality and climate on regional scales. The feedbacks of BVOCs to climate through the 
formation of SOA are still less certain. The development of the integrated land–
atmosphere–chemistry model with SOA included allows us to examine their roles in the 
climate system. Although there are uncertainties in the SOA formation mechanism, the 
work presented in this dissertation on the effects of climate change on future changes in 
biogenic emissions and SOA under the different emissions scenarios at least provides us 
with some ideas about how climate change would matter in projecting future levels of 
BVOCs and SOA on regional scales. Further improvements in SOA formation (i.e., the 
consideration of the impacts of isoprene inhibition on SOA formation, and more realistic 
values of heat of vaporization, and the inclusion of more SOA precursors) and the 
biogenic emissions model as aforementioned, are particularly important for us to 
investigate the roles of BVOCs and SOA in climate change. My research findings also 
suggest the importance of including fire and dust emissions in the model. They need be 
considered in future studies.  








Appendix: Acronyms and Terms 
  
2-m 
temperature Air temperature  at the level that is 2 meters above the surface   
A1B 
A midline scenario describes a future world of very rapid economic 
growth and global population that peaks in mid-century and declines 
thereafter, and the rapid introduction of new and more efficient 
technologies. Balanced is defined as not relying too heavily on one 
particular energy source, on the assumption that similar improvement 
rates apply to all energy supply and end-use technologies. (IPCC, 2001) 
A2 
A scenario describes a very heterogeneous world. The underlying theme 
is self-reliance and preservation of local identities. Fertility patterns 
across regions converge very slowly, which results in continuously 
increasing population. Economic development is primarily regionally 
oriented and per capita economic growth and technological change 
more fragmented and slower than other storylines. (IPCC, 2001) 
AERONET AErosol RObotic NETwork 
AOD Aerosol Optical Depth 
AR4 Fourth Assessment Report 
AVHRR Advanced Very High Resolution Radiometer 
BEIS3 Biogenic Emissions Inventory System, version 3 
BELD3 Biogenic Emissions Land use Database, version 3 
BVOCs Biogenic Volatile Organic Compounds 
CBM Carbon Bond Mechanism 
CCSM Community Climate System Model 
CH4 Methane  
CO Carbon Monoxide 
CPC Climate Prediction Center 
EPA Environmental Protection Agency 
ET Evapotranspiration 
GCM General Circulation Model 
HCHO Formaldehyde 
HNO3 Nitric Acid 
IGBP International Geosphere–Biosphere Programme 
IMPROVE Interagency Monitoring of Protected Visual Environments 
IPCC Intergovernmental Panel on Climate Change 
LAI Leaf Area Index 
LCL Lifting Condensation Level 
LSM Land Surface Model 
MODIS Moderate Resolution Imaging Spectroradiometer 




NAAQS National Ambient Air Quality Standards 
NARR North American Regional Reanalysis 
NASA National Aeronautics and Space Administration 
NCAR National Center for Atmospheric Research 
NCEP National Centers for Environment Prediction 
NDVI Normalized Difference Vegetation Index 
NEI-99 1999 National Emission Inventory 
NH3 Ammonia 
NLCD National Land Cover Database 
NMVOCs Non-Methane Volatile Organic Compounds 
NO Nitrogen Oxide 
NO3 Nitrate 
NOAA National Oceanic and Atmospheric Administration 
NOx Nitrogen Oxides 
O3 Ozone 
OC Organic Carbon 
OH Hydroxyl Radical 
ORVOCs Other Reactive Volatile Organic Compounds 
PAN Peroxyacetyl Nitrate 
PBL Planetary Boundary Layer 
PBLH Planetary Boundary Layer Height 
PM2.5 Particular Matter with diameter less than 2.5 µm 
POA Primary Organic Aerosols 
POC Primary Organic Carbon 
RADM2 Regional Acid Deposition Model version 2 
SIMGM SIMple Groundwater Model 
SMI Soil Moisture Index 
SO2 Sulfur Dioxide 
SOA Secondary Organic Aerosols 
SRES Special Report on Emission Scenarios 
SST Sea Surface Temperature 
T85 
Spatial resolution of global climate model, and represents a 256 by 128 
regular longitude/latitude global horizontal grid (~1.41°) 
TCEQ Texas Commission on Environmental Quality 
TOPMODEL Watershed hydrology model 
UCM Urban Canopy Model 
USGS United States Geological Survey 
VGF Vegetation Greenness Fraction 
VOCs Volatile Organic Compounds 
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