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Introduzione
L'obiettivo di questa tesi consiste nel mostrare alcuni risultati di confronto tra
soluzioni di problemi di Cauchy-Dirichlet relativi ad equazioni paraboliche lineari
del secondo ordine, mediante metodi di simmetrizzazione secondo Schwarz. Prima
di addentrarci più nello specico in quelle che saranno le tematiche sviluppate nei
tre capitoli successivi, diamo ora una breve panoramica sulla genesi delle tecniche
che saranno maggiormente utilizzate.
L'idea di usare metodi di simmetrizzazione allo scopo di ottenere stime a priori
è piuttosto antica, traendo essa origine dai celebri problemi isoperimetrici, sino ad
arrivare alla sua forma moderna, dovuta a H. A. Schwarz e a J. Steiner, da cui il
nome di simmetrizzazione di Schwarz e di Steiner. Durante il secolo scorso, una tra
le prime opere attraverso cui fu reso popolare il concetto di riordinamento secondo
Schwarz di una funzione misurabile è il famoso libro di Hardy, Littlewood e Polÿa
[53]. Tipicamente, data una funzione reale misurabile u su un aperto 
 di RN , per
riordinamento di u si intende la funzione di una variabile u denita da
u (s) = sup ft  0 : u (t) > sg , s  0;
dove
u (t) = jfx 2 
 : ju (x)j > tgj , t  0
è la funzione distribuzione di u. Una tra le caratteristiche più importanti di u è
quella di possedere insiemi di livello che abbiano la stessa misura dei corrispondenti
insiemi di livello di u: da questa proprietà, detta di equimisurabilità, discende il
fatto che le norme Lp rimangono inalterate al passaggio da u ad u. Mediante
il riordinamento decrescente, è possibile anche denire una funzione a simmetria
radiale decrescente u# (x) = u# (jxj) ; chiamata riordinamento sferico decrescente
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di u; legata ad u dalla relazione
u# (x) = u(!N jxjN);
dove !N denota la misura della sfera unitaria di RN ; che ha la proprietà di essere
denita nella palla
# centrata nell'origine ed avente la stessa misura di
. Da come
risulta denito, il riordinamento sferico u# "eredita" la proprietà di equimisurabilità
di u rispetto ad u; cioè di conservare le misure degli insiemi di livello di u.
L'applicazione della simmetrizzazione di Schwarz per ottenere stime a priori
per soluzioni di equazioni ellittiche vede la sua prima apparizione nel lavoro [86]
di Weinberger del 1962, dove si ottiene una stima precisa della soluzione u di un
assegnato problema al contorno di tipo ellittico, attraverso il temine noto. Più pre-
cisamente, sia 
 un aperto limitato diRN e si consideri un operatore lineare ellittico
del secondo ordine in forma di divergenza, del tipo
Lu =  
NX
i;j=1
(aij (x)uxi)xj(1)
ove i coefcienti aij 2 L1 (
) soddisno la condizione di ellitticità
NX
i;j=1
aij (x) ij  jj2 ; per q.o. x 2 
; 8 2 RN :(2)
allora, se f sia tale che esista un'unica soluzione debole u del problema8<: Lu = f in 
u = 0 su @
;(3)
in [86] si ottiene la miglior costante K nella stima
ju (x)j  K kfkLp(
) , p >
N
2
:
II
Per ottenere tale risultato si ssa un punto x0 in 
 e si stima la norma Lp della
funzione di Green G (x) = G (x0; x) ; facendo uso dell'ipotesi di ellitticità e della
classica disuguaglianza isoperimetrica.
Tuttavia, è nel celebre lavoro di G. Talenti, [73], che si utilizzano questo tipo di
strumenti per ottenere un tipo di "confronto" tra la soluzione u di un ssato prob-
lema ai valori al contorno e la soluzione v di un opportuno problema a simmetria
radiale. Allo scopo di descrivere il risultato principale che si può ottenere in questo
contesto, sostituiamo l'operatore (1) con quello in forma di divergenza
Lu =  
NX
i;j=1
(aij (x)uxi)xj + c (x)u;(4)
per il quale sia soddisfatta la (2), e supponiamo che
c (x)  0 in 
.(5)
Allora, se u è la soluzione del problema di Dirichlet (3) con condizione omogenea
al contorno, si può provare che il riordinamento sferico u# di u è puntualmente
limitato dall'alto dalla soluzione di un opportuno problema a simmetria radiale.
Difatti, la funzione u# viene confrontata con la soluzione v di un problema che sia
essenzialmente della forma8<:  v = f
# in 
#
v = 0 su @
#;
(6)
e si prova che
u# (x)  v (x)(7)
in ogni punto della palla 
#. Si osservi come questo tipo di risultato consenta
di ricondurre lo studio del problema (3), a quello del più semplice problema (6)
rispetto al quale, essendo il dominio, i coefcienti ed i dati a simmetria radiale, la
soluzione v risulta facilmente calcolabile. Notiamo che la (7) consente di stimare
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ogni norma Lp di u mediante la corrispondente norma Lp di v :
kukLp(
)  kvkLp(
#) , 8p 2 [1;+1] .(8)
Questo risultato è ottimale, nel senso che il problema (6) fornisce la soluzione "più
grande" nella classe dei problemi del tipo (3), al variare di 
 tra gli aperti limitati
di RN , sufcientemente regolari, di misura ssata, di L tra gli operatori del tipo (4)
i cui coefcienti vericano (2), (5), e di f in un opportuno insieme di funzioni non
negative con assegnato riordinamento. Inoltre, in [73] viene anche determinata la
disuguaglianza tra le norme Lp dei gradientiZ


jrujq dx 
Z

#
jrvjq dx; 0 < q  2
ed altri tipi di stime, tra cui alcune ottimali in spazi di Lorentz.
Un'estensione di risultati di questo genere per più generali equazioni lineari con
termini di ordine inferiore, può essere trovata in [76], mentre l'applicazione di
queste idee per trattare problemi ellittici non lineari trova una sua notevole espli-
citazione in [75].
Tornando al problema simmetrizzato (6), si noti che esso non tiene conto dell'inu-
enza del termine di ordine zero, in quanto di quest'ultimo ce ne si può liberare,
sostanzialmente, mediante l'ipotesi di segno (5). Se, invece, si suppone che c sia
tale che
c 2 L1 (
)(9)
e che assuma valori di segno qualsiasi, nell'ipotesi in cui l'operatore (4) sia coercivo
su H10 (
), il problema (6) viene rimpiazzato dal problema8><>:
 v +
h
(c+)#   (c )#
i
v = f# in 
#
v = 0 su @
#;
(10)
dove (c+)# è una particolare funzione a simmetria radiale crescente, chiamata ri-
ordinamento sferico crescente di c. Allora, sotto queste condizioni, si riesce a di-
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mostrare la seguente disuguaglianza tra le concentrazioni di u e v (vedi, ad esempio,
[9], [10], [13], [20], [31], [59])Z s
0
u () d 
Z s
0
v () d; 8s 2 [0; j
j] :(11)
Ovviamente, il confronto di tipo integrale (11) è più debole rispetto a quello pun-
tuale (7): ciò nonostante, proprio quest'ultima consente ancora di ottenere la dis-
uguaglianza (8) tra le norme Lp.
Purtroppo, un tale approccio non fornisce gli stessi risultati se applicato alle equazioni
paraboliche, dove un confronto puntuale tra le soluzioni non è in generale vero, ma
si può ottenere soltanto una stima tra gli estremi superiori, assieme ad un confronto
tra le norme Lp (ed in genere di Orlicz) tra le soluzioni, come viene descritto nel
lavoro [18] di C. Bandle del 1976, o nelle pagine 206-218 del suo libro [20]. In-
fatti, quest'ultimo testo fornisce un gran numero di tecniche di simmetrizzazione,
applicate a problemi ellittici e parabolici, sotto diverse condizioni di regolarità dei
coefcienti e dei dati. Per comprendere meglio qual è la natura dei risultati che
si possono ottenere in questo contesto, consideriamo un operatore differenziale del
secondo ordine, dipendente dal tempo, con parte principale in forma di divergenza,
del tipo
Lu =  
NX
i;j=1
(aij (x; t)uxi)xj + c (x; t)u;
ove i coefcienti aij e c siano deniti su un cilindroide del tipo QT := 
  (0; T ),
con T > 0: Si supponga che l'operatore @
@t
+L sia uniformemente parabolico, cioè
NX
i;j=1
aij (x; t) ij  jj2 per q.o. (x; t) 2 QT ; 8 2 RN ,(12)
ed inoltre (analogamente alle ipotesi di [73] nel caso ellittico) sia
c (x; t)  0 in QT .(13)
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Si consideri la soluzione classica u del problema di Cauchy-Dirichlet8>>>><>>>>:
ut + Lu = f in QT
u = 0 su ST
u (x; 0) = u0 (x) in 
;
(14)
dove ST := @
  (0; T ), e siano i dati f; u0 ed i coefcienti del problema (14)
sufcientemente regolari. Allora, posto Q#T := 
#  (0; T ) e S#T := @
  (0; T ),
se v è la soluzione del problema8>>>><>>>>:
vt  v = f# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) in 

#,
(15)
si riesce a mostrare che (cfr. [18], [20]) per ogni t 2 [0; T ] vale il confronto integ-
rale Z s
0
u (; t) d 
Z s
0
v (; t) d; 8s 2 [0; j
j]:(16)
In quest'ultima (così come il riordinamento di f nel problema (15) ) i riordinamenti
si intendono calcolati rispetto ad x, per ogni t ssato. C'è da dire che, in generale,
non è valido, come nel caso ellittico, un confronto puntuale del tipo
u (s; t)  v (s; t) ;
si confronti ad esempio [79]. Anche in questo caso, dalla (16) discende le dis-
uguaglianza tra le norme Lp di u e v
ku (t)kLp(
)  kv (t)kLp(
#)
e questo risultato è ottimale, in un senso analogo a quello descritto nel caso ellittico.
Le linee dimostrative seguite da C. Bandle per ottenere la (16) seguono, in prima
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analisi, i ragionamenti utilizzati da Talenti in [73] nel caso delle soluzioni classiche:
infatti, la tecnica consiste nell'integrare l'equazione su di un insieme di livello di
u e fare un uso opportuno di strumenti quali la formula di coarea di Federer (cfr.
[43], [42], [89]), la disuguaglianza isoperimetrica di De Giorgi ([34]), e la dis-
uguaglianza di riordinamento di Hardy-Littlewood (vedi [53], [23], [33], [54]). La
vera differenza rispetto al caso ellittico consiste però nell'ulterore difcoltà di trat-
tare il termine contenente la derivata temporale di u: a tale scopo, in [18], [20]
viene dimostrata una formula di derivazione rispetto alla variabile t per integrali del
tipo Z
u(x;t)>u(s;t)
u (x; t) dx;
dove u è una funzione molto regolare, ad esempio analitica, rispetto alla variabile
x per ogni t ssato: in tal caso, questa formula si esplicita in
@
@t
Z
u(x;t)>u(s;t)
u (x; t) dx =
Z
u(x;t)>u(s;t)
@u
@t
(x; t) dx:(17)
Utilizzando lo stesso ragionamento per la soluzione v; per la quale, a causa della
simmetria del problema (15), tutte le disuguaglianze dianzi citate divengono uguagli-
anze, si perviene ad una disuguaglianza differenziale del tipo
@
@t
  p (s) @
2
@s2
 0 in (0; j
j) (0; T )(18)
dove
 (s; t) :=
Z s
0
w (; t) d;
w (s; t) := u (s; t)  v (s; t) ;
alla quale applicare il principio del massimo e ottenere così la (16).
La (16) è stata dimostrata in [63] anche relativamente alle soluzioni deboli di
(14), (15) con la condizione di segno (13) e sotto ipotesi di minore regolarità dei
coefcienti e dei dati. Anche in questo caso, seguendo un ragionamento analogo
a quello contenuto in [73], ci si imbatte nell'esigenza di determinare un'opportuna
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formula di derivazione sotto il segno di integrale, che valga per funzioni molto meno
regolari rispetto a quelle già analizzate: tale formula viene dimostrata in [63] (forn-
endo al contempo una proprietà di regolarità di u rispetto a t) e si riconduce alla
(17) nel caso di funzioni regolari. Successivamente, si riesce di nuovo ad ottenere
la (18), ed ancora tramite il principio del massimo discende la (16).
Un altro modo per affrontare il problema della determinazione del confronto in-
tegrale tra soluzioni di problemi parabolici, è quello di utilizzare la discretizzazione
rispetto al tempo. Questo metodo, la cui applicazione ai problemi di simmetrizza-
zione per operatori parabolici quasilineari è dovuta principalmente a Vàzquez (vedi,
ad esempio, [79], [82]), consiste nel suddividere l'intervallo [0; T ] mediante una
partizione della forma 0 = t0 < t1 < : : : < tn = T e sostituire la derivata tempor-
ale con un rapporto incrementale, dipendente dalla lunghezza della partizione: in
questo modo, ci si riconduce ad un numero nito di problemi ellittici con termine
di ordine zero, del tipo8>><>>:
 

a
(k)
ij (x)u
(k)
xi

xj
+

c(k) +
1
tk   tk 1

u(k) = f (k) +
u(k 1)
tk   tk 1
u(k) 2 H10 (
) ;
con k = 1; : : : ; n; dove u(0) = u0, u(k) = u (x; tk) è la funzione u per t = tk e f (k);
a
(k)
ij , c(k), f (k); sono opportune discretizzazioni dei coefcienti aij = aij (x; t) ;
c = c (x; t) e del termine noto f = f (x; t). Allora, per k ! 1; si riesce ad
ottenere la soluzione u come limite delle u(k) (per maggiori dettagli, si confronti
[56], [58], [24]). In maniera analoga si ragiona con il problema simmetrizzato (15),
potendo così considerare v come limite di soluzioni v(k) di n opportuni problemi
di Dirichlet deniti su 
#: dunque, utilizzando i già citati risultati di confronto per
problemi ellittici con termine di ordine zero, si ricava il confronto puntuale tra le
concentrazioni di u(k) e v(k); e quindi quello tra u e v passando a limite per k !1.
Analogamente al caso ellittico, ci si chiede se si possa ottenere la (16) nel caso
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in cui
c 2 L1 (QT )(19)
prescindendo dall'ipotesi di segno (13): un risultato in tal senso è stato ottenuto in
([9]), ([10]), dove si suppone che
c (x; t)  c0 (t) in D0 (
) , per q.o. t 2 [0; T ] ;
con c0 2 L1 (0; T ) ; ed il problema simmetrizzato (15) è sostituito dal problema8>>>><>>>>:
vt  v + c0v = f# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) x 2 
#:
(20)
In queste condizioni, il lavoro [9] presenta una dimostrazione della (16) che fa uso
della tecnica di discretizzazione rispetto al tempo dianzi descritta. C'è però da not-
are che il problema (20) non tiene realmente conto dell'inuenza del coefciente c;
soprattutto quando quest'ultimo dipende solo dalla variabile x. Un problema sim-
metrizzato che abbia reale "memoria" del termine di ordine zero è allora il seguente8>>>>><>>>>>:
vt  v +
h
(c+)#   (c )#
i
v = f# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) x 2 
#;
(21)
e la dimostrazione della (16) costituisce la parte principale del lavoro [83], evitando,
tra l'altro, la discretizzazione rispetto al tempo ma utilizzando un metodo di per-
turbazione del problema simmetrizzato.
L'obiettivo principale che si pregge questa tesi è allora quello di mostrare dei
risultati di confronto per un operatore parabolico con coefciente di ordine zero che
soddis varie ipotesi di sommabilità, ed in particolare viene considerato il caso in
cui lo stesso coefciente presenti una singolarità che, in qualche modo, lo ponga
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come caso critico. Poichè nessuna delle tecniche utilizzate nei lavori dianzi citati
si adatta a questa specica situazione, saranno illustrati i dettagli di una metodo-
logia che fornisca dei risultati di carattere generale, che comprendano, come caso
particolare, anche quelli riguardanti l'ipotesi in cui il coefciente c sia limitato.
Passiamo ora a delineare i tratti principali dei capitoli che costituiscono questa
tesi.
Il primo capitolo ha il solo scopo di introdurre la formulazione debole dei prob-
lemi parabolici lineari e la loro risoluzione. Il primo paragrafo viene impiegato
per denire anzitutto gli spazi funzionali, oltre ad essere enunciate le loro proprietà
principali, dove saranno ambientate le soluzioni deboli dei problemi al contorno che
verranno considerati in seguito. Si passa poi ad enunciare un teorema di esistenza
ed unicità per problemi di evoluzione lineari in un contesto astratto, per fornirne
susseguentemente alcune concrete applicazioni. In questa prima fase, si enuncia
e si dimostra anche il principio del massimo nella sua forma "debole", che verrà
spesso richiamato nei capitoli successivi. Nel secondo ed ultimo paragrafo sono
invece citate alcune proprietà di regolarità delle soluzioni.
Il secondo capitolo è principalmente dedicato ad illustrare i succitati risultati di
confronto ottenuti da C. Bandle nel caso classico e da Mossino-Rakotoson in quello
delle soluzioni deboli. Al ne di introdurre gli strumenti necessari ad affrontare
tali questioni, nel primo paragrafo viene enunciata la fondamentale disuguaglianza
isoperimetrica di De Giorgi (cfr. [34], [35]) e sono richiamate la formula di coarea
di Federer (cfr.[43], [42], [89]) e la sua generalizzazione dovuta a Fleming-Rishel
(cfr. [45]).
Nel secondo paragrafo è invece introdotto il concetto di riordinamento di una fun-
zione misurabile, citandone al contempo alcune tra le sue proprietà principali: tra
queste vi sono, ad esempio, la proprietà di equimisurabilità di u e del suo riordi-
namento u, la continuità della mappa u ! u e la classica disuguaglianza di
Hardy-Littlewood (cfr. [23], [33], [53]). Inoltre, viene data anche la dimostrazione
del cosiddetto principio di Pólya-Szegö (cfr. [65], [74]) di cui si farà spesso uso nel
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capitolo successivo, che consente di stimare la norma Lp del gradiente di u medi-
ante la corrispondente norma Lp del gradiente del suo riordinamento sferico u#.
Nel terzo paragrafo ci si sofferma nei dettagli delle dimostrazioni dei risultati di
confronto contenuti in [18], [20] e [63]. In questo contesto, vengono illustrate le
dimostrazioni di tutte le formule di derivazione sotto il segno di integrale che ab-
biamo richiamato in precedenza: in particolare, nel caso delle funzioni analitiche, è
fornita anche una generalizzazione della (17), contenuta in [11] e in [44].
Nel terzo ed ultimo capitolo si forniscono per lo più i risultati contenuti nei lavori
[14], [85]. Nel primo paragrafo vengono introdotti gli spazi di Lorentz e gli spazi
di Zygmund, assieme ad alcuni utili teoremi di immersione; viene anche enunciata
la ben nota disuguaglianza di HardyZ
RN
jrujp dx  N;p
Z
RN
jujp
jxjpdx;(22)
dove p 2 (1; N), u 2 W 1;p  RN e con N;p = ((N   p) =p)p costante ottimale, che
non è raggiunta inW 1;p
 
RN

. Nella seconda parte di questo paragrafo, partendo da
un risultato contenuto in [7], si osserva che la classica denizione di soluzione de-
bole per problemi al contorno associati ad operatori parabolici è ancora ben posta,
nel senso che continua a valere un teorema di esistenza ed unicità, se i coefcienti
appartengono, per ogni t ssato, a spazi Lp  deboli, purchè le relative norme siano
"sufcientemente piccole".
Nel secondo paragrafo si dimostrano risultati di confronto tra la soluzione u di un
problema al contorno del tipo (14), e la soluzione v del problema simmetrizzato
(21), nel caso in cui il coefciente c dipenda solo dalla variabile x: Nell'ipotesi in
cui c 2 L1 (
) ; il confronto viene ottenuto mediante un metodo alternativo rispetto
a quello contenuto in [83]: si seguono in primo luogo le linee principali di [62],
[63], [83] per l'ottenimento di una disuguaglianza di tipo integro-differenziale, alla
quale poi applicare il metodo esibito in [14], allo scopo di ricavare, mediante ragio-
namenti classici del principio del massimo, la disuguaglianza tra le concentrazioni
delle soluzioni.
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Viene successivamente contemplato il caso c 2 Lr (
), per qualche r > N=2 : in
queste condizioni, soprattutto nell'eventualità in cui c presenti una singolarità e non
sia limitato dal basso, non si può applicare nessuno dei ragionamenti utilizzabili nel
caso in cui c sia limitato. Si considera allora la soluzione v = v+ v0 del problema
"perturbato"8>>>>><>>>>>:
vt  v +
h
(c+)#   (c )#
i
v = f
# +  in Q#T
v = 0 su S
#
T
v (x; 0) = u
#
0 (x) + v0 (x) x 2 
#;
ove v è soluzione del problema (21),  > 0;  è la delta di Dirac concentrata
nell'origine e v0 è la soluzione che si annulla su @
# dell'equazione
 v0 +
h 
c+

#
   c #i v0 =  in 
#:
Dunque, ci si riconduce a dimostrare la stimaZ s
0
u (; t) d 
Z s
0
v (; t) d;
per poi passare a limite per ! 0 ed ottenere così la (16). Quest'ultima viene anche
ottenuta nel caso r = N=2; per N > 2; utilizzando il metodo di discretizzazione
rispetto al tempo.
Nel terzo ed ultimo paragrafo si analizza il caso in cui c abbia una singolarità "del
tipo" = jxj2 con   N ; dove N = (N   2)2 =4 (N > 2) è la miglior costante
della disuguaglianza di Hardy (22) per p = 2: Più precisamente, si suppone che
c 2 LN=2deb e
c# (x)  jxj2 ; 8x 2 

#n f0g ; con   N :
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In questo caso, il problema simmetrizzato accoppiato al problema (14) è8>>>>>><>>>>>>:
vt  v = jxj2v + f
# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) x 2 
#:
(23)
In merito ad un problema del tipo (23), ove 
# può essere sostituito da un qualsiasi
aperto limitato contenente l'origine, un primo risultato di esistenza è contenuto in
[21] (e successivamente in [29], [81]), dove si dimostra che il comportamento delle
soluzioni dipende dal valore del parametro : Più precisamente, se   N il prob-
lema (23) ammette soluzione globale, mentre se  > N lo stesso problema non
ammette soluzioni locali, qualunque siano f; u0 6 0; dando luogo ad un fenomeno
di blow-up completo istantaneo della soluzione. Nello stesso paragrafo viene for-
nito anche un risultato di esistenza, ed enunciato uno di non esistenza, per problemi
del tipo (23), ove il potenziale = jxj2 è sostituito da un generico potenziale sin-
golare V (x).
Per quanto concerne la deteminazione del risultato di confronto (16), il caso sot-
tocritico  < N viene affrontato approssimando le soluzioni u; v mediante le
soluzioni dei rispettivi problemi che si ottengono sostituendo i potenziali c; = jxj2
con le loro troncature a livello n 2 N; per poi passare a limite nella disuguaglianza
tra le concentrazioni.
Il caso critico  = N presenta un'ulteriore difcoltà, dovuta al fatto che l'operat-
ore Lu =  u   (= jxj2)u non è coercivo su H10 (
), ma soltanto positivo.
Viene allora introdotto, mediante un tipo di disuguaglianza di Hardy migliorata
(cfr.[81]), un opportuno spazio funzionale H nel quale ambientare le soluzioni, per
poi ottenerne il relativo confronto integrale. Lo stesso risultato viene ricavato anche
seguendo l'approccio di [47] e considerando il contesto più generale delle soluzioni
nel senso delle distribuzioni.
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Capitolo I
Introduzione ai problemi parabolici lineari.
Regolarità delle soluzioni.
Lo scopo di questo primo capitolo è quello di fornire una breve introduzione
alla risoluzione di problemi al contorno per operatori parabolici lineari del secondo
ordine, enunciando risultati riguardanti sia l'esistenza e l'unicità delle soluzioni de-
boli, che la loro regolarità. Poichè il materiale qui riportato è in larga parte già noto
e ha come unica pretesa quella di creare il contesto adatto in cui si ambienteranno
le tematiche dei capitoli successivi, l'esposizione degli argomenti avrà un taglio vo-
lutamente espositivo e non entrerà nei dettagli delle dimostrazioni, per le quali si
rimanda invece alle relative note bibliograche.
Il primo paragrafo è dedicato all'introduzione di alcuni tra gli spazi funzionali
che sono essenziali allo studio di problemi parabolici. In tale contesto sono enun-
ciati, in particolare, alcuni risultati di densità e compattezza utili al seguito. Inoltre,
vengono esposti alcuni risultati di esistenza ed unicità delle soluzioni deboli, con
alcune applicazioni in riferimento a problemi al contorno classici. Nel secondo ed
ultimo paragrafo, si analizzano le proprietà di regolarità delle soluzioni deboli: in
particolare, relativamente alle soluzioni di problemi omogenei per operatori com-
pleti, vengono enunciate proprietà di sommabilità globali (ossia in cilindri del tipo
QT = 
 (0; T ) ; 
 aperto di RN ) delle soluzioni , a partire da ipotesi di sommab-
ilità globali dei termini noti.
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I.1 Preliminari di analisi funzionale
I.1.1 Alcuni spazi funzionali e loro proprietà
Sia X uno spazio di Banach, con norma kkX : Se a; b 2 R e p 2 [1;+1) ,
denotiamo con Lp (a; b;X) lo spazio delle (classi di) funzioni f : (a; b) ! X
misurabili e tali che Z b
a
kf (t)kpX dt < +1 ,
con L1 (a; b;X) lo spazio delle (classi di) funzioni f essenzialmente limitate su
(a; b) a valori in X , per le quali esiste cioè una costanteM > 0 tale che
kf (t)kX M per q:o: t 2 (a; b)
E' facile far vedere che
Teorema I.1.1 Rispetto alle norme
kfkLp(a;b;X) =
Z b
a
kf (t)kpX dt
1=p
;
kfkL1(a;b;X) = ess sup
(a;b)
kf(t)kX
gli spazi Lp (a; b;X) , per p 2 [1;+1] , sono spazi di Banach.
Per ogni f 2 Lp (a; b;X) possiamo denireZ b
a
f (t) dt 2 X:
Estendiamo ora il concetto di distribuzione al caso vettoriale. Per distribuzione
vettoriale su (a; b) a valori in X intendiamo una trasformazione lineare
T : ' 2 D (a; b)! hT; 'i 2 X
2
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che sia continua su D (a; b) := C10 (a; b), nel senso che
lim
n!1
hT; 'ni = hT; 'i in X
per ogni successione f'ng di D (a; b) tale che 'n ! ' in D (a; b) :1
Forniamo alcuni esempi di distribuzioni a valori vettoriali:
1: Sia u 2 L1loc (a; b;X) ; allora
'!
Z b
a
' (t) u (t) dt 2 X
è una distribuzione su (a; b) , a valori in X . Diremo che questa è la distribuzione
denita da u. Due funzioni distinte deniscono la stessa distribuzione se e solo se
sono uguali quasi ovunque.
2: Fissato x 2 X ,
'! ' (0) x
è una distribuzione a valori inX per ogni intervallo (a; b) contenente 0 : questa è la
massa di Dirac 0 , concentrata in 0:
Denoteremo conD0 (a; b;X) lo spazio delle distribuzioni su (a; b) a valori inX :
D0(a; b;X)  L(D (a; b) ;X) .
Per ogni distribuzione a valori vettoriali, possiamo denire (analogamente al
caso in cui si considerano distribuzioni su un aperto 
 di RN e a valori reali) la
sua derivata di ordine k; per ogni k 2 N: Infatti, se T 2 D0 (a; b;X), per ogni intero
k deniamo una distribuzione T (k) mediante la formula


T (k); '

= ( 1)k

T;
dk'
dtk

8' 2 D (a; b) .
1 'n ! ' in D (a; b) se
1. D'n ! D' 8 2 N0, uniformemente su (a; b);
2. esiste un compattoK  (a; b) tale che supp'n  K 8n 2 N:
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T (k) è chiamata la k sima derivata di T su (a; b), e sarà denotata con
T (k) =
dkT
dtk
Sia u 2 L1 (a; b;X) . La derivata u(1) della distribuzione su (a; b) denita da u
verrà denotata con u0 o ut se t è la variabile in (a; b) :
hu0; 'i =  
Z b
a
'0(t)u(t)dt , ' 2 D (a; b) .
Se X = L1 (
) per qualche dominio 
 di RN , allora u 2 L1 (a; b;L1 (
)) può
essere identicata con una funzione di due variabili mediante la formula
u (t) (x) = u(x; t) , (x; t) 2 
 (a; b)
Per funzioni regolari, si può mostrare facilmente che
ut (t) (x) =
@u
@t
(x; t) .
Supponiamo ora che X , Y sono spazi di Banach tali che
X ,! Y (X è immerso in Y con continuità).
Allora chiaramente
D0(a; b;X) ,! D0(a; b;Y )
e
Lp (a; b;X) ,! Lp (a; b;Y ) 8p 2 [1;+1]:
In questo contesto, è possibile estendere il concetto di derivata debole al caso di
funzioni di una variabile a valori vettoriali. Difatti, se u 2 L1 (a; b;X) ; diremo che
u0 2 L2 (a; b;Y ) se esiste una funzione v 2 L2 (a; b;Y ) tale cheZ b
a
'0 (t)u (t) dt =  
Z b
a
' (t) v (t) dt 8' 2 D (a; b) ,
intendendo questi due integrali come elementi di Y .
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In ciò che seguirà, considereremo due spazi di Hilbert V ed H tali che
i) V è un sottospazio di H denso in H
ii) l'immersione di V in H è continua, cioè V ,! H .
Se con V 0 indichiamo il duale di V; ed identicando H con il suo duale, si può
dunque ottenere lo schema
V ,! H ,! V 0
e la terna (V;H; V 0) verrà detta terna hilbertiana: Denoteremo con
((; )) , kk rispettivamente il prodotto scalare e la norma in V;
(; ) , jj rispettivamente il prodotto scalare e la norma in H . Posto
(H10 (
))
0
:= H 1 (
), una scelta ragionevole della terna hilbertiana è
H10 (
) ,! L2 (
) ,! H 1 (
)
Deniamo ora lo spazio
H1 (a; b;V; V 0) =

u 2 L2 (a; b;V ) j ut 2 L2 (a; b;V 0)
	
Teorema I.1.2 H1 (a; b;V; V 0) è uno spazio di Hilbert per la norma
kuk2H1(a;b;V;V 0) = kuk2L2(a;b;V ) + kutk2L2(a;b;V 0) :
Dim. Sia fung una successione di Cauchy in H1 (a; b;V; V 0) . Allora fung è di
Cauchy in L2 (a; b;V ) e fu0ng è di Cauchy in L2 (a; b;V 0) : esisteranno peciò u 2
L2 (a; b;V ) e w 2 L2 (a; b;V 0) tali che un ! u in L2 (a; b;V ) e u0n ! w in
L2 (a; b;V 0) : Allora un ! u in D0 (a; b;V )2 : infatti, se ' 2 D (a; b) , risultaZ b
a
' (t)un (t) dt 
Z b
a
' (t)u (t) dt
 M kun   ukL2(a;b;V ) ! 0
2 Se Tn; T 2 D0 (a; b;X) (X di Banach) , si dice che Tn ! T in D0 (a; b;X) se
lim
n!1 hTn; 'i = hT; 'i in X , 8' 2 D(a; b)
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Dunque un ! u in D0 (a; b;V 0) e
hu0n; 'i =  hun; '0i !  hu; 'i = hu0; 'i 8' 2 D (a; b)
il che permette di affermare che u0n ! u0 inD0 (a; b;V 0) :D'altronde, anche u0n ! w
in D0 (a; b;V 0) per cui u0 = w: Allora
un ! u in L2 (a; b;V ) e u0n ! u0 in L2 (a; b;V 0)
ossia un ! u in H1 (a; b;V; V 0) . 
Indichiamo con D ([a; b];V ) lo spazio delle restrizioni [a; b] delle fuzioni di
D (R;V ) (D (R;V ) è lo spazio delle funzioni indenitamente differenziabili con
supporto compatto, a valori in V ). Si dimostra che:
Teorema I.1.3 D ([a; b];V ) è denso in H1 (a; b;V; V 0).
Di notevole importanza è il seguente risultato (cfr. [32], [41]):
Teorema I.1.4 Sia u 2 H1 (a; b;V; V 0) . Allora u può essere identicata con una
funzione continua su [a; b] a valori in H . Inoltre
H1 (a; b;V; V 0) ,! C ([a; b];H) ,
dove C ([a; b];H) denota lo spazio delle funzioni continue su [a; b] a valori in H ,
munito della topologia della convergenza uniforme su [a; b]: Inne, per ogni u 2
H1 (a; b;V; V 0) ; la funzione
t! ju (t)j2
è assolutamente continua, con
d
dt
ju (t)j2 = 2 hu0 (t) ; u (t)i(1.1)
per q.o. 0  t  T:
Una conseguenza fondamentale di quest'ultimo teorema è che esso ci permette di
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denire per u 2 H1 (a; b;V; V 0) la traccia u (a) , u (b) , cioè i valori in H della
funzione u 2 C ([a; b];H) agli estremi dell'intervallo [a; b] . Da questa proprietà, si
può dedurre la formula di Green:
Teorema I.1.5 Siano u; v 2 H1 (a; b;V; V 0) , con a; b 2 R. AlloraZ b
a
hu0 (t) ; v (t)i dt+
Z b
a
hv0 (t) ; u (t)i dt = (u (b) ; v (b))  (u (a) ; v (a)) .
Dim. Se u; v 2 D ([a; b];V ) , abbiamo cheZ b
a
hu0 (t) ; v (t)i dt+
Z b
a
hu (t) ; v0 (t)i dt =
Z b
a
(u0 (t) ; v (t)) dt+
Z
(u (t) ; v0 (t)) dt
=
Z b
a
d
dt
(u (t) ; v (t)) dt
= (u(b); v (b))  (u (a) ; v (a)) .
Allora il risultato segue per densità e dal teorema I.1.4. 
Possiamo anche dimostrare che
Teorema I.1.6 Se u 2 H1 (a; b;V; V 0) , allora per tutti gli v 2 V si ha
d
dt
(u () ; v) = hut () ; vi in D0 (a; b) .
Dim. Sia ' 2 D (a; b) . Dalla formula di Green si haZ b
a
hu0 (t) ; ' (t) vi dt+
Z b
a
h'0 (t) v; u (t)i dt = (u (b) ; ' (b) v) (u (a) ; ' (a) v) = 0 .
Ciò può anche essere scritto nella formaZ b
a
hu0 (t) ; vi' (t) dt =  
Z b
a
hv; u (t)i'0 (t) dt =  
Z b
a
(u (t) ; v)'0 (t) dt ,
da cui la tesi. 
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Sia X uno spazio di Banach. Se p 2 [1;+1] ; deniamo lo spazio di Sobolev
W 1;p (a; b;X)
come lo spazio costituito da tutte le funzioni u 2 Lp (a; b;X) tale che la derivata
rispetto al tempo u0 appartiene anch'essa a Lp (a; b;X) : Inoltre, si pone
kukW 1;p(a;b;X) := kukLp(a;b;X) + ku0kLp(a;b;X)
per ogni u 2 W 1;p (a; b;X) e p 2 [1;+1] ; rispetto a tale norma, W 1;p (a; b;X) è
uno spazio di Banach. Porremo
H1 (a; b;X) =W 1;2 (a; b;X) :
Per questo tipo di spazi, vale un risultato analogo a quello del teorema I.1.4, precis-
amente si ha (vedi [41], par. 5.9.2)
Teorema I.1.7 Sia u 2 W 1;p (a; b;X) ; con 1  p < +1 . Allora u può essere
identicata con una funzione continua su [a; b] a valori in X . Inoltre vale la stima
max
0tT
ku (t)kX  C kukW 1;p(a;b;X) ;
ove C è una costante dipendente solo da T; ossia
W 1;p (a; b;X) ,! C ([a; b];X) :
Concludiamo ora con un risultato di compattezza negli spazi Lp (0; T ;X) che risul-
terà utile nel seguito. Supponiamo che X , B, Y siano spazi di Banach tali che
X ,! B ,! Y
tale che l'immersione X ,! B sia compatta e sia F una famiglia di funzioni di
Lp (0; T ;B). Un problema importante consiste nel fornire delle condizioni suf-
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cienti ad assicurare la compattezza di F in Lp (0; T ;B), a partire da alcune proprietà
di limitatezza in riferimento agli spazi X , Y : ad esempio, nel corso del capitolo
III ci troveremo nella situazione in cui X = H10 (
) ; B = L2 (
), Y = H 1 (
)
ed F è una successione di funzioni fung limitata in L2 (0; T ;H10 (
)) ; per la quale
sarà essenziale determinare le condizioni adatte che garantiscono la sua relativa
compattezza in L2 (0; T ;L2 (
)) : Un risultato in tal senso, in condizioni più gen-
erali, è provato in un lavoro di J.P. Aubin [17], nell'ipotesi in cui F sia limitato in
Lp (0; T ;X) e la famiglia delle derivate temporali distribuzionali fu0 : u 2 Fg sia
limitata in Lr (0; T ;Y ) , ove r > 1 , 1 < p < 1 , ed X e Y siano spazi rif-
lessivi . Tale risultato è, peraltro, contenuto nel testo di J.L. Lions [57] (teorema
5.2, pag.60); una dimostrazione nel caso in cui r = 1 , p = 2 ed X , Y siano spazi
di Hilbert, è contenuta in [78] (teorema 2.3, pag.76). Comunque, il teorema al quale
faremo principalmente riferimento è un'estensione di un risultato contenuto nel già
citato lavoro [17], che fu originariamente provato nel caso r < 1 , 1 < p < 1
(contenuto anch'esso in [57] ) . Tale teorema può essere enunciato come segue (cfr.
[69]):
Teorema I.1.8 Supponiamo che F sia una famiglia di funzioni di Lp (0; T ;B),
dove p 2 [1;+1] . Se F è limitata in Lp (0; T ;X), con p 2 [1 + 1); e la
famiglia delle derivate temporali fu0 : u 2 Fg è limitata in L1 (0; T ;Y ), allora F
è relativamente compatta in Lp (0; T ;B). Inoltre, se F è limitata in L1 (0; T ;X)
e fu0 : u 2 Fg è limitata in Lr (0; T ;Y ) con r > 1, F è relativamente compatta in
C ([0; T ] ;B).
I.1.2 La risoluzione dei problemi parabolici lineari
Consideriamo una terna hilbertiana (V;H; V 0) e supponiamo, in più, che V eH
siano separabili. Sia T 2 [0;+1]: Per ogni t 2 (0; T ) , denotiamo con a (t;u; v)
una forma bilineare su V , soddisfacente le seguenti proprietà
1.) 8u; v 2 V , t! a (t;u; v) è misurabile;
9
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2.) esiste una costante positivaM tale che
ja (t;u; v)j M kuk kvk 8u; v 2 V ; q:o: t 2 (0; T ) ;
3.) esistono due costanti  > 0 e   0 per le quali si ha
a (t;u; u)   kuk2    juj2 8u 2 V , q:o: t 2 (0; T ) ,
ove, al solito, kk indica la norma in V e jj la norma in H: La condizione 2.)
corrisponde ad un'ipotesi di continuità, mentre la 3.) è una proprietà di coercività
debole. Fissati
u0 2 H , f 2 L2 (0; T ;V 0)
vogliamo trovare una funzione u che sia soluzione del problema seguente:8>>><>>>:
i) u 2 L2 (0; T ;V ) , ut 2 L2 (0; T ;V 0)
ii)
d
dt
(u (t) ; v) + a (t;u (t) ; v) = hf (t) ; vi 8v 2 V , q:o: t 2 (0; T )
iii) u (0) = u0 .
(1.2)
In base al teorema I.1.4, dalla i) abbiamo u 2 C ([0; T ] ;H), per cui possiamo
denire u (0) ed u (T ) come elementi di H e dunque la condizione iniziale iii) ha
senso: Inoltre, per quanto visto dal teorema I.1.6, la ii) può essere scritta nella
forma equivalente
ii0) hut (t) ; vi+ a (t;u (t) ; v) = hf (t) ; vi 8v 2 V , per q:o: t 2 (0; T ) .
D'altra parte, la funzione t ! a (t;u (t) ; ) 2 V 0 è un elemento di L2 (0; T ;V 0) ,
sicchè la ii0) è equivalente a
ii00) ut + a (t;u; ) = f in L2 (0; T ;V 0) .
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Ponendo, per t 2 (0; T ) e u 2 V ssati,
hA (t)u; vi = a (t;u; v) 8v 2 V;
si ha che A (t)u 2 V 0 con kA (t)ukV 0 M kuk , per cui
A (t) : u 2 V ! A (t)u 2 V 0
è lineare e continua, dunque A (t) 2 L (V; V 0) . La ii0) può quindi scriversi nella
forma
u0 (t) +A (t)u (t) = f (t) q:o: t 2 (0; T ) , in V 0:
Dunque, risolvere (1.2 ) equivale a risolvere un problema di Cauchy astratto per
un'equazione parabolica di evoluzione, dato da
(
u0 (t) +A (t)u (t) = f (t) q:o: t 2 (0; T ) ; in V 0
u (0) = u0:
(1.3)
Al ne di fornire una risposta sull'esistenza e l'unicità della soluzione per un prob-
lema di questo tipo, enunciamo il seguente, fondamentale teorema dovuto a J.L.
Lions (cfr. [56], [58], [32], [41]):
Teorema I.1.9 Sotto le condizioni 1.) - 2.) - 3.) di cui sopra, per ogni u0 2 H
ed f 2 L2 (0; T ;V 0) , esiste una e una sola u 2 H1 (0; T ;V; V 0) che sia soluzione
del problema (1.2). Inoltre, vale la seguente disuguaglianza
kukH1(0;T ;V;V 0)  C

ju0jH + kfkL2(0;T ;V 0)

;
ove la costante C dipende solo da  ,  ,M e T .
Osservazione I.1.1 Se u0 2 H ed f 2 L2 (0; T ;V 0) , sia u la soluzione di (1.2).
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Il teorema I.1.9 permette di notare che la mappa
(u0; f)! u
è continua da H  L2 (0; T ;V 0) in H1 (0; T ;V; V 0), ossia abbiamo la proprietà di
continuità rispetto ai dati.
Al ne di fornire un'applicazione del teorema I.1.9, si consideri un aperto lim-
itato 
 di RN e T > 0 . Si ponga QT = 
  (0; T ) , ST = @
  (0; T ) e si
consideri un operatore differenziale lineare del secondo ordine dipendente da t ,
con parte principale in forma di divergenza, del tipo
Lu =  
NX
i;j=1
(aij (x; t)uxi)xj +
NX
i=1
bi (x; t)uxi + c (x; t)u;(1.4)
dove i coefcienti aij , bi , c siano funzioni misurabili su QT . Si supponga che aij ,
bi , c siano funzioni di L1 (QT ) e che inoltre esista  > 0 tale che
NX
i;j=1
aij (x; t) ij   jj2 per q:o: (x; t) 2 QT ; 8 2 RN ,(1.5)
cioè che l'operatore differenziale
@
@t
+L sia (uniformemente) parabolico. Poniamo
H = L2 (
) e sia V un sottospazio chiuso di H1 (
) tale che
H10 (
)  V  H1 (
) .
Il sottospazio V , munito della topologia indotta daH1 (
), è a sua volta uno spazio
di Hilbert, evidentemente denso ed immerso con continuità in H . Poniamo, per
quasi ogni t 2 (0; T ) ed u; v 2 V ,
a (t;u; v) =
Z


(
NX
i;j=1
aij (; t)uxivxj +
NX
i=1
bi (; t)uxiv + c (; t)uv
)
dx .
Dunque, a (t; ; ) è la forma bilineare su V associata all'operatore L all'istante t .
Verichiamo se sussistono le ipotesi 1) -2) -3) del teorema I.1.9. Le proprietà 1.) e
12
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2.) sono di semplice verica. Sia dunque u 2 V e dimostriamo la 3.): In base alla
condizione (1.5) di ellitticità, risulta
a (t;u; u) =
Z


(
NX
i;j=1
aij (; t)uxiuxj +
NX
i=1
bi (; t)uxiu+ c (; t)u2
)
dx
 
Z


jruj2 dx  kbk1
Z


jruj juj dx  kck1
Z


u2dx ,
dove kk1 denota la norma in L1 (
) , jj la norma euclidea e b il vettore di com-
ponenti bi . Dalla disuguaglianza di Young si ha, per ogni " > 0 ,
jruj juj  "
2
jruj2 + 1
2"
juj2 ,
dunque
a (t;u; u)  
Z


jruj2 dx  " kbk1
2
Z


jruj2 dx  kbk1
2"
Z


u2dx kck1
Z


u2dx
che equivale a
a (t;u; u) +
kbk1
2"
+ kck1
Z


u2dx 

  " kbk1
2
Z


jruj2 dx .
Posto  = kbk1
2"
+ kck1 +   "kbk12 , si deduce che
a (t;u; u)+
Z


u2dx 

  " kbk1
2
Z


jruj2 + u2	 dx =   " kbk1
2

kuk2V ,
dove kkV è la norma in V indotta dalla norma H1 (
) : Scelto " in modo che   
"kbk1
2
 
2
, si ha  > 0 e
a (t;u; u)  
2
kuk2V    juj2H ,
che è proprio la condizione 3.) . Prendendo u0 2 L2 (
) ed f 2 L2 (0; T ;V 0) , il
teorema I.1.9 conduce direttamente al
Teorema I.1.10 Sotto le condizioni di cui sopra, esiste un'unica soluzione del
13
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problema (1.2).
Interpretiamo il problema (1.2) . Più precisamente, supponiamo che tutte le funzioni
ivi coinvolte siano opportunamente regolari, in modo che tutti i calcoli che seguono
abbiano senso. La seconda equazione in (1.2), utilizzando la convenzione degli
indici ripetuti, si scrive nella forma:Z


utvdx+
Z



aijuxivxj + biuxiv + cuv
	
dx(1.6)
=
Z


fvdx 8t 2 (0; T ) , v regolare , v 2 V .
Prendendo, ad esempio, v 2 D (
) ed integrando per parti nel secondo integrale,
otteniamoZ


n
ut   (aijuxi)xj + biuxi + cu
o
vdx =
Z


fvdx , 8t 2 (0; T ) 8v 2 D (
) ,
dunque
ut + Lu = f in QT .(1.7)
Tornando alla (1.6) , e prendendo questa volta una funzione regolare v 2 V ma che
non si annulli necesariamente su @
 , l'applicazione della formula di Green porta aZ


n
ut   (aijuxi)xj + biuxi + cu
o
vdx+
Z
@

aij
@u
@xi
jvd (x) =
Z


fvdx 8t 2 (0; T ) ,
ove  = (1; : : : ; N) è la normale esterna a @
 , da cuiZ


(ut + Lu) vdx+
Z
@

aij
@u
@xi
jvd (x) =
Z


fvdx , 8t 2 (0; T ) .
Utilizzando la (1.7) , si può allora scrivereZ
@

aij
@u
@xi
jv d (x) = 0 8v 2 V , v regolare.(1.8)
Inoltre, dobbiamo aggiungere la condizione iniziale
u (x; 0) = u0 (x) 8x 2 
 .
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Tutte queste osservazioni possono essere applicate a casi differenti.
 V = H10 (
) :
In questo caso, il problema (1.2) corrisponde alla formulazione debole del prob-
lema di Cauchy-Dirichlet8>>>><>>>>:
ut + Lu = f in QT
u = 0 su ST
u (x; 0) = u0 (x) in 
:
(1.9)
Notiamo che la condizione "u = 0 su ST " è contenuta nella condizione
u 2 L2  0; T ;H10 (
) .
Quindi, in base al teorema I.1.10, per ogni u 2 L2 (
) e f 2 L2 (0; T ;H 1 (
))
esiste ed è unica la soluzione debole u del problema (1.9): Per dare un'idea di quelle
che sono le linee essenziali della dimostrazione di questo risultato di esistenza ed
unicità (quindi, nel caso specico del problema di Cauchy-Dirichlet), supponiamo
ad esempio che
u0 2 L2 (
) , f 2 L2 (QT ) .(1.10)
Sia fwkgk2N una base ortonormale di L2 (
) , che sia anche una base ortogonale
di H10 (
): si può considerare, ad esempio, l'insieme completo di opportune auto-
funzioni normalizzate, corrispondenti ad autovalori dell'operatore   su 
 , con
condizione omogenea al contorno. Si ponga
un (t) =
nX
k=1
dkn (t)wk 8n 2 N ,(1.11)
ove i coefcienti dkn (t) (0  t  T , k = 1; : : : ; n ) siano tali che
dkn (0) = (u0; wk) (k = 1; : : : ; n)(1.12)
15
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e
(u0n (t) ; wk)+a (t;un (t) ; wk) = (f (t) ; wk) ; 8t 2 [0; T ] ; 8k = 1; : : : ; n:
(1.13)
Utilizzando il metodo di approssimazione di Faedo-Galerkin (cfr. [41], [56], [57]),si
dimostra che per ogni intero n , esiste un'unica funzione un della forma (1.11) sod-
disfacente la (1.12) e la (1.13). Inoltre, tale metodo consente di ottenere la seguente
disuguaglianza, detta stima dell'energia
max
0tT
kun (t)kL2(
) + kunkL2(0;T ;H10 (
)) + ku
0
nkL2(0;T ;H 1(
))(1.14)
 C

kfkL2(QT ) + ku0kL2(
)

;
da quest'ultima si deduce che, a meno di sottosuccessioni,
un * u debole in L
2
 
0; T ;H10 (
)

,(1.15)
u0n * u
0 debole in L2
 
0; T ;H 1 (
)

,
e si riesce a far vedere che u è l'unica soluzione del problema (1.9).
 V = H1 (
) . In questo caso, la (1.8) può anche essere interpretata come
aij
@u
@xi
j = 0 su @

e la (1.2) corrisponde alla formulazione debole del problema diCauchy-Neumann
8>>>>><>>>>>:
ut + Lu = f in QT
aij
@u
@xi
j = 0 su ST
u (x; 0) = u0 (x) in 
:
(1.16)
Nel caso particolare aij = ij , bi = c = 0 ; i; j = 1; 2; : : : ; N , si ha L =  
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e (1.16) si riduce al classico problema
8>>>>><>>>>>:
ut  u = f in QT
@u
@
= 0 su ST
u (x; 0) = u0 (x) in 
:
 V = fv 2 H1 (
) j v = 0 su  g ; ove   è una parte della frontiera di 
 . Sia
 1 = @
n  . Allora, in questo caso, riesce facile notare che la (1.2) corrisponde
alla versione debole del problema
8>>>>>>>>><>>>>>>>>>:
ut + Lu = f in QT
u = 0 su   (0; T )
aij
@u
@xi
j = 0 su  1  (0; T )
u (x; 0) = u0 (x) in 
 .
I.1.3 Principio del massimo
Consideriamo un operatore differenziale lineare del secondo ordine dipendente
dal tempo, con parte principale in forma di non divergenza, del tipo
Lu =  
NX
i;j=1
aij (x; t)uxixj +
NX
i=1
bi (x; t)uxi + c (x; t)u;(1.17)
e supponiamo che i coefcienti aij , bi, c siano continui in QT . E' chiaro che, in
ipotesi di differenziabilità dei coefcienti, un operatore del tipo (1.4) può essere
17
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messo nella forma (1.17) e viceversa.
Si supponga vericata la condizione di ellitticità (1.5). Sia
 T := (
 f0g) [ ST
la cosiddetta frontiera parabolica di QT : Allora vale il seguente risultato, che cor-
risponde alla versione classica del principio del massimo (vedi [66], [41], [46]):
Teorema I.1.11 Supponiamo che u 2 C21 (QT ) \ C
 
QT

3 e
c  0 in QT .
i) Se
ut + Lu  0 in QT ;
allora
max
QT
u = max
 T
u:
ii) Analogamente, se
ut + Lu  0 in QT ;
allora
min
QT
u = min
 T
u:
Più generalmente, se il termine di ordine zero è non nullo, si ha il
Teorema I.1.12 Supponiamo che u 2 C21 (QT ) \ C
 
QT

e
c  0 in QT .
3 Con C21 (QT ) si denota lo spazio delle funzioni di classe C
2 rispetto alle variabili spaziali e di classe C1 rispetto alla
variabile temporale.
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i) Se
ut + Lu  0 in QT ;
allora
max
QT
u  max
 T
u+:
ii) Se
ut + Lu  0 in QT ;
allora
min
QT
u   max
 T
u :
Il nostro obiettivo è ora quello di fornire una formulazione debole del teorema
I.1.12, che si rivelerà essere uno strumento di notevole utilità nei capitoli successivi.
Supponiamo che siano vericate le ipotesi del teorema I.1.10 . Siano
u10 , u
2
0 2 L2 (
) , f 1 ; f2 2 L2 (0; T ;V 0) .(1.18)
Allora vale il seguente risultato:
Teorema I.1.13 Assumendo le condizioni (1.18) di cui sopra, sia ui , i = 1; 2 ,
la soluzione di8>>>><>>>>:
ui 2 L2 (0; T ;V ) , uit 2 L2 (0; T ;V 0)
huit (t) ; vi+ a (t;ui (t) ; v) = hf i (t) ; vi 8v 2 V; per q.o. t 2 (0; T ) ,
ui (0) = ui0 .
(1.19)
Supponiamo che
u10  u20 e f 1  f 2 ;(1.20)
allora
u1  u2 .(1.21)
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Rendiamo più chiaro il signicato delle (1.20), (1.21). La prima disuguaglianza
nella (1.20) la si intende valevole quasi ovunque in 
, mentre la (1.21) è intesa
quasi ovunque in QT . La seconda disuguaglianza di (1.20) signica che per ogni
v 2 L2 (0; T ;V ) tale che v  0 q.o. in QT , risulta


f 1; v
  
f 2; v :(1.22)
Per dimostrare questo risultato, avremo bisogno del seguente lemma preliminare
Lemma I.1.1 Sia u 2 H1 (0; T ;V; V 0) dove V sia dato da V = fv 2 H1 (
) p v = 0 su  g,
con   parte della frontiera di 
. Allora la parte positiva u+ di u, denita da
u+ (t) = (u (t))+, è tale che u+ 2 L2 (0; T ;V ) e


ut; u
+

=
1
2
d
dt
u+2
L2(
)
in D0 (0; T ) :(1.23)
Dim. Supponiamo, in prima istanza, che u 2 D ([0; T ] ;V ). Si considerino le
funzioni denite da
H" (x)
8>>>><>>>>:
0 se x  0;
x
"
se 0  x  ";
1 se "  x;
(1.24)
F" (x) =
Z x
 1
H" (s) ds;(1.25)
G" (x) =
Z x
 1
F" (s) ds:(1.26)
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Mediante semplici calcoli si mostra che
F" (x)! x+ = max fx; 0g ; G" (x)! (x
+)
2
2
(1.27)
per "! 0. Inoltre, si noti che
0  F" (x)  jxj , 0  G" (x)  x
2
2
, 8x 2 R.(1.28)
Per una funzione regolare v, abbiamo che
hut; vi = (ut; v)L2(
) ;
e quindi per ogni t
hut; F" (u)i =
Z


utF" (u) dx(1.29)
=
Z


utG
0
" (u) dx =
d
dt
Z


G" (u) dx:
Dalle (1.27), (1.28) segue che per ogni t, per "! 0 si ha
G" (u)! (u
+)
2
2
per q.o. x 2 
, jG" (u)j  u
2
2
ed essendo u2 2 L1 (
) per ogni t, dal teorema della convergenza dominata si haZ


G" (u) dx! 1
2
Z


 
u+
2
dx:(1.30)
D'altra parte, ancora dalle (1.28) segue cheZ


G" (u) dx  1
2
Z


u2dx 2 L1 (0; T )
e quindi, ancora dal teorema della convergenza dominata,Z T
0
Z


G" (u) dx  1
2
Z


 
u+
2
dx
 dt! 0
e la (1.30) vale dunque in L1 (0; T ) e per questo anche in D0 (0; T ). D'altra parte,
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non è difcile mostrare che
F" (u)! u+ in L2 (0; T ;V ) ;
da cuiZ T
0
hut; F" (u)i   
ut; u+ dt = Z T
0

ut; F"(u)  u+ dt

Z T
0
kutkV 0
F"(u)  u+V
 kutkL2(0;T ;V 0)
F"(u)  u+L2(0;T ;V ) ! 0
sicchè
hut; F" (u)i !


ut; u
+

in L1 (0; T ) :
Passando a limite nella (1.29) per "! 0, si ottiene allora


ut; u
+

=
1
2
d
dt
u+2
L2(
)
; 8u 2 D ([0; T ] ;V ) :
Inoltre, se prendiamo ancora u 2 D ([0; T ] ;V ), integrando per parti otteniamoZ T
0


ut; u
+

'dt =
1
2
Z T
0
d
dt
u+2
L2(
)
'dt
=  1
2
Z T
0
u+2
L2(
)
'0dt; 8' 2 D (0; T ) .
Successivamente, si consideri una funzione u 2 H1 (0; T ;V; V 0). Dal teorema I.1.3
discende che esiste una successione un 2 D ([0; T ] ;V ) per la quale
un ! u in H1 (0; T ;V; V 0) :
E' facile mostrare che
u+n ! u+ in L2 (0; T ;V ) :
22
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Allora, se ' 2 D (0; T ),Z T
0


(un)t ; u
+
n

'dt 
Z T
0


ut; u
+

'dt

=
Z T
0


(un)t ; u
+
n   u+

+


(un)t   ut; u+

'dt

 C
Z T
0
k(un)tkV 0
u+n   u+V + Z T
0
k(un)t   utkV
u+
V
dt

 C

k(un)tkL2(0;T ;V 0)
u+n   u+L2(0;T ;V ) + k(un)t   utkL2(0;T ;V 0) u+L2(0;T ;V )
 C
u+n   u+L2(0;T ;V ) + k(un)t   utkL2(0;T ;V 0)! 0
ed inoltre Z T
0
u+n2L2(
) '0dt! Z T
0
u+2
L2(
)
'0dt;
per cui passando a limite inZ T
0


(un)t ; u
+
n

'dt =  1
2
Z T
0
u+n2L2(
) '0dt
si ha la (1.23).
Dimostrazione del teorema I.1.13. Sottraendo membro a membro nelle (1.19) si ha

 
u1   u2
t
(t) ; v

+ a
 
t;
 
u1   u2 (t) ; v = 
 f 1   f 2 (t) ; v ;
per ogni v 2 V e per q.o. t 2 (0; T ). Poichè (u1   u2)+ 2 L2 (0; T ;V ), da
quest'ultima uguaglianza si haD 
u1   u2
t
(t) ;
 
u1   u2+ (t)E+ at;  u1   u2 (t) ;  u1   u2+ (t)
=
D 
f 1   f 2 (t) ;  u1   u2+ (t)E ;
d'altra parte, il lemma I.1.1 implica cheD 
u1   u2
t
;
 
u1   u2+E = 1
2
d
dt
 u1   u2+2
L2(
)
in D0 (0; T )
23
Capitolo I- Introduzione ai problemi parabolici lineari. Regolarità delle soluzioni.
perciò per quasi ogni t (ed in D0 (0; T ) ) si ha
1
2
d
dt
 u1   u2+2
L2(
)
+ a

t;
 
u1   u2+ (t) ;  u1   u2+ (t)
=
D 
f 1   f 2 (t) ;  u1   u2+ (t)E :
D'altra parte, dalla seconda delle (1.20) segue
1
2
d
dt
 u1   u2+2
L2(
)
+ a

t;
 
u1   u2+ (t) ;  u1   u2+ (t)  0
mentre dalla coercività debole della forma bilineare a (t; ; ) deduciamo
1
2
d
dt
 u1   u2+2
L2(
)
+ 
 u1   u2+ (t)2
V
 
 u1   u2+ (t)2
L2(
)
ossia
1
2
d
dt
 u1   u2+2
L2(
)
 
 u1   u2+ (t)2
L2(
)
:
Integrando rispetto al tempo, da quest'ultima e dalla prima delle (1.20), troviamo u1   u2+ (t)2
L2(
)
 e2T
 u1   u2+ (0)2
L2(
)
= 0
cioè u1 (t)  u2 (t) per q.o. t 2 (0; T ). Questo implica la (1.21) e completa la
dimostrazione del teorema. 
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I.2 Regolarità delle soluzioni
I.2.1 Regolarità rispetto al tempo
Consideriamo il problema di Cauchy-Dirichlet (1.9) e supponiamo che @
 sia
sufcientemente regolare e che8><>:
aij = aji ,
i coefficienti aij , bi , c (i; j = 1; : : : ; N) siano regolari su 

e non dipendano da t .
Allora vale il seguente risultato (cfr. [41], [56], [58]):
Teorema I.2.1 Siano
u0 2 H10 (
) , f 2 L2 (QT ) .
Sia u 2 L2 (0; T ;H10 (
)) , con u0 2 L2 (0; T ;H 1 (
)) la soluzione debole del
problema (1.9). Allora si ha
u 2 L2  0; T ;H2 (
) \ L1  0; T ;H10 (
) , u0 2 L2  0; T ;L2 (
)
e vale la stima seguente:
ess sup
0tT
ku(t)kH10
 + kukL2(0;T ;H2(
)) + ku0kL2(0;T ;L2(
))(2.1)
 C

ku0kH10 (
) + kfkL2(0;T ;L2(
))

,
ove la costante C dipende solo da 
 , T e dai coefcienti di L .
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Osservazione I.2.1 In realtà, generalizzando adeguatamente le ipotesi del teor-
ema I.2.1, si può ancora ottenere un risultato di regolarità rispetto al tempo. E'
sufciente, infatti, che i coefcienti principali aij siano tali che,
aij = aji
@aij
@t
2 C0  QT  , i; j = 1; : : : N;
e che i coefcienti bi , c , per i = 1; : : : N , possiedano la regolarità giusta per
assicurare la continuità e la coercività della forma bilineare a (t; ; ) (ossia le ipotesi
del teorema di esistenza e unicità I.1.9) . In tali condizioni, si riesce a dimostrare
(vedi [24]) che se
u0 2 H10 (
) , ed f 2 L2 (QT )
allora
u 2 L1  0; T ;H10 (
) , u0 2 L2  0; T ;L2 (
)
e vale la stima
kukL1(0;T ;H10 (
)) + ku
0kL2(0;T ;L2(
))  C

ku0kH10 (
) + kfkL2(QT )

.
I.2.2 Risultati di regolarità generali per operatori parabolici
completi
Supponiamo che 
 sia un aperto limitato di RNe sia T sia un numero reale pos-
itivo. Sia  2 [2;+1] scelto in modo tale che H10 (
) sia immerso con continuità
in L (
): esista, cioè, una costante positiva  tale da aversi, per ogni funzione
u 2 H10 (
) ,
kukL(
)   kukH10 (
) :
Ad esempio, certamente si ha  = 2 =
2N
N   2 se N > 2 ,  2 [2;+1) seN = 2
ed  = +1 se N = 1. In questo contesto, supporremo che N > 2; anche se
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analoghi risultati valgono anche nei casi N = 1; 2 (cfr. [51], [52]) :
Indicheremo con V  la famiglia delle funzioni u 2 L2 (0; T ;H10 (
)) per le quali
u0 2 L2 (0; T ;L2 (
)) . In base al teorema I.1.4, ogni funzione u 2 V  è tale che
u 2 C ([0; T ] ;L2 (
)) .
Siano aij (x; t), bi (x; t), c (x; t), di (x; t), f0 (x; t), fi (x; t) (i; j = 1; : : : ; N) fun-
zioni denite e misurabili in QT = 
  (0; T ) ; si abbia aij 2 L1 (QT ), bi; di 2
L1 (0; T ;Lr (
)), c 2 L1  0; T ;L r2 (
) con r > N ; si supponga che fi 2
L2 (QT ) 8i = 0; 1; : : : ; N . Valgano, inoltre, le relazioni seguenti:
1.
NX
i=1
aij (x; t) ij   jj2 q:o: (x; t) 2 QT , 8 2 RN ;
2. kbikL1(0;T ;Lr(
)) ; kdikL1(0;T ;Lr(
)) M (M > 0) 8i = 1; : : : ; N .
Considerato l'operatore differenziale del secondo ordine completo
Lu =  
NX
i=1
(aij (x; t)uxi)xj +
NX
i=1
bi (x; t)uxi  
NX
i=1
(di (x; t)u)xi + c (x; t)u ,
vogliamo esporre le proprietà di sommabilità delle soluzioni deboli di tutti i prob-
lemi al contorno classici, con condizioni al contorno omogenee, relativi all'equazione
ut + Lu = f0  
NX
i=1
(fi)xi ,
facendo sui temini noti ipotesi di sommabilità globale in QT . A tale scopo, verrà
considerato il seguente problema: trovare una funzione u 2 L2 (0; T ;H10 (
)) tale
che
ZZ
QT
(
NX
i=1
aij
@u
@xi
@v
@xj
+
NX
i=1
bi
@u
@xi
v + cuv +
NX
i=1
diu
@v
@xi
  u@v
@t
)
dxdt(2.2)
=
ZZ
QT
(
f0v +
NX
i=1
fi
@v
@xi
)
dxdt
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qualunque sia v 2 V  tale che v (T ) = 0 .
Tale problema , in queste ipotesi, ammette una soluzione ed una sola: tale pro-
prietà discende dal teorema I.1.9, considerando la forma bilineare
a (t;u; v) =
Z


(
NX
i;j=1
aij (; t) @u
@xi
@v
@xj
+
NX
i=1
bi (; t) @u
@xi
v + c (; t)uv +
NX
i=1
di (; t)u @v
@xi
)
dx:
Vale allora il seguente risultato:
Teorema I.2.2 Sia u la soluzione del problema di cui sopra: u è allora sommabile
in QT con ogni esponente minore di
2 (N + 2)
N
. Se, poi, di ( i = 1; : : : ; N ) è
sommabile in QT con qualche esponente maggiore di N + 2 ,
I) se fi 2 Lq (QT ) ( i = 1; : : : ; N ) con 2 < q < 2 (N + 2)
N
, u è sommabile inQT
con l'esponente
q (N + 2)
N + 2  q ;
II) se fi 2 Lq (QT ) (i = 1; : : : ; N) con q = 2 (N + 2)
N
ed f0 2 L2 (QT ) ; u è
sommabile in QT con ogni esponente minore di
q (N + 2)
N + 2  q =
2 (N + 2)
N   2 .
Se, inoltre, c è sommabile in QT con qualche esponente maggiore di
N + 2
2
,
vale la I) assieme alle seguenti tesi:
III) se fi 2 Lq (QT ) (i = 1; : : : ; N), f0 2 Lq0 (QT ) con
2 (N + 2)
N
 q < N + 2 , q0 = q (N + 2)
N + 2 + q
, u è sommabile in QT con ogni
esponente minore di
q (N + 2)
N + 2  q ;
IV) se fi 2 Lq (QT ) ( i = 1; : : : ; N ) , f0 2 Lp (QT ) con 2 (N + 2)
N
 q < N + 2
e p > q0 , u è sommabile in QT con l'esponente
q (N + 2)
N + 2  q ;
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V) se fi 2 Lq (QT ) ( i = 1; : : : ; N ) , f0 2 Lq=2 (QT ) con q > N +2 , u è limitata
in QT .
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Capitolo II
Risultati di confronto per equazioni
paraboliche lineari del secondo ordine.
Il presente capitolo è principalmente dedicato alla determinazione di alcuni ri-
sultati di confronto tra soluzioni di problemi di Cauchy-Dirichlet, relativi ad equazioni
paraboliche lineari del secondo ordine, mediante l'utilizzo di tecniche di simmet-
rizzazione secondo Schwarz. In particolare, nei primi due paragra si illustrano al-
cuni preliminari a tali tecniche, quali la disuguaglianza isoperimetrica di De Giorgi
(cfr. [34], [35]), la formula di coarea di Fleming-Rishel ed il concetto di riordina-
mento secondo Schwarz di una funzione misurabile, assieme ad alcune sue princip-
ali proprietà.
Nel terzo ed ultimo paragrafo si affronta prima di tutto il problema della de-
terminazione di una formula di derivazione sotto il segno di integrale. Infatti, il
tipico procedimento che si segue per pervenire ai suddetti risultati di confronto,
consiste inizialmente nell'integrare l'equazione principale su di un generico insieme
di livello della soluzione u. Dunque, già da questa primo passo sorge spontanea
l'esigenza di gestire in maniera opportuna l'integrale relativo alla derivata temporale
di u: più specicamente, ci si domanda se sia possibile applicare un risultato che
consenta di "scaricare" il simbolo di derivata temporale al di fuori dell'integrale.
Nel caso delle funzioni regolari (ad esempio analitiche), un tale tipo di formula di
derivazione sotto il segno di integrale viene qui dimostrata sia seguendo l'approccio
[18], sia utilizzando una metodologia più generale, illustrata per lo più in [11] e che
fa uso del concetto di riordinamento di Steiner. Per quanto riguarda il contesto delle
soluzioni deboli, dove si considerano funzioni del tipo u 2 H1 (0; T ;L2 (
)), viene
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dimostrata una formula di derivazione contenuta in [63] : uno strumento essenziale
per ottenere questo risultato è il concetto di riordinamento relativo, del quale si
fanno qui solo alcuni richiami.
Il paragrafo presenta, inne, le dimostrazioni dei succitati risultati di confronto tra
la soluzione u di un assegnato problema iniziale, del tipo8>>>>>>><>>>>>>>:
ut  
NX
i;j=1
(aij (x; t)uxi)xj + cu = f in QT
u = 0 su ST
u (x; 0) = u0 (x) x 2 
;
avente coefciente di ordine zero c non negativo, e la soluzione v di un opportuno
problema "simmetrizzato", del tipo8>>>><>>>>:
vt  v = f# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) in 

#,
dove, di fatto, si trascura l'inuenza del termine di ordine zero. Qui 
# indica la
palla di RN centrata nell'origine avente la stessa misura di 
, Q#T =: 
#  (0; T ) ;
S#T =: @

#(0; T ) e con f#; u#0 si intendono delle particolari funzioni a simmetria
radiale decrescente, che vericano la proprietà di conservare le misure degli insiemi
di livello di f e u0. Viene allora dimostrato che sia nell'ambito delle soluzioni clas-
siche (trattato in [18]- [20]) che in quello delle soluzioni deboli (contenuto in [63])
vale un confronto di tipo integrale tra le soluzioni u e v:Una notevole conseguenza
consisterà nella possibilità di stimare in modo efcace la norma Lp di u, per ogni
p 2 [1;+1], mediante la corrispondente norma Lp di v.
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II.1 La disuguaglianza isoperimetrica. Formula di coarea
In ciò che segue si potrà trovare una rapida panoramica a due risultati che ver-
ranno frequentemente applicati: la disuguaglianza isoperimetrica (e quindi il con-
cetto di perimetro secondo De Giorgi) e la formula di coarea. Per alcuni tra i dettagli
qui omessi, si rimanda alle relative note bibliograche.
II.1.1 La disuguaglianza isoperimetrica di De Giorgi
Sia 
 un insieme aperto di RN ed u 2 L1 (
). Si dice che u è una funzione a
variazione limitata su 
 o, più brevemente, una funzione BV , se esiste una misura
di Radon  su 
 a valori in RN che sia a variazione limitata e sia tale che per ogni
i = 1; : : : ; N e per ogni ' 2 C10 (
) risultiZ


u
@'
@xi
dx =  
Z


'di:
La misura  è anche chiamata gradiente misura di u ed è denotato con il simbolo
Du. PerBV (
) si intende lo spazio vettoriale costituito dalle funzioni a variazione
limitata in 
: Tale spazio può essere dotato della norma
kukBV (
) = kukL1(
) + jDuj (
) ;
ove jDuj (
) denota la variazione totale della misura Du: rispetto a tale norma,
si può mostrare che BV (
) è uno spazio di Banach. Per maggiori dettagli sulle
funzioni a variazione limitata, si consulti ad esempio [16], [42], [43], [49], [89].
Si può dimostrare che
Lemma II.1.1 Sia u 2 L1 (
). Allora, u 2 BV (
) se e solo se
Vu := sup
Z


u (x) div' (x) dx : ' 2 C10
 

;RN

; k'k1  1

<1:(1.1)
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Inoltre l'estremo superiore in (1.1) è uguale alla variazione totale jDuj (
) di Du
in 
:
Siamo allora in grado di dare le denizione di perimetro di un insieme misurabile,
dovuta a De Giorgi e contenuta originariamente nel suo lavoro [34]. Sia E un sot-
toinsieme di RN misurabile secondo Lebesgue ed 
 un insieme aperto. Il perimetro
di E in 
 è denito dalla quantità
P (E; 
) = sup
Z
E
div'dx : ' 2 C10
 

;RN

; k'k1  1

:(1.2)
Se P (E; 
) < 1 , diciamo che E è un insieme di perimetro nito in 
. Quindi,
se E ha perimetro nito in 
; la sua funzione caratteristica E ha gradiente dis-
tribuzionale DE che è una misura di Radon nita a valori in RN e P (E; 
) =
jDEj (
). Denotiamo semplicemente con P (E) il perimetro di E in RN .
Se E è un insieme sufcientemente regolare, ad esempio un insieme misurabile
con frontiera di classe C2, la nozione di perimetro diE in 
 coincide con quella che
è naturale aspettarsi: il perimetro di E in 
 è la misura (N   1) dimensionale di
quella parte di frontiera di E in 
 dove può essere denito un vettore normale. Di-
fatti, in tal caso èHN 1 (@E \ 
) <1 (qui conHN 1 si denota la misura di Haus-
dorff (N   1) dimensionale) mediante la formula di Gauss-Green e utilizzando la
denizione di perimetro (1.2) si riesce a far vedere che
P (E;
) = HN 1 (@E \ 
) :
Denotiamo con !N il volume della sfera unitaria diRN ;ossia !N = 
N
2 = 
 
1 + N
2

;
ove   (t) =
R +1
0
xt 1e xdx ( t > 0 ). Possiamo allora enunciare la, seguente,
celebre disuguaglianza isoperimetrica di De Giorgi (cfr. [34], [35], [16], [42], [89]):
Teorema II.1.1 Sia E un sottoinsieme misurabile di RN . Allora vale una delle
due disuguaglianze 4:
N!
1
N
N jEj1 
1
N  P (E) ;(1.3)
4 qui jj denota la misura di LebesgueN dimensionale.
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oppure
N!
1
N
N
RNnE1  1N  P (E) :(1.4)
Inoltre, se vale l'uguaglianza nella (1.3), alloraE è equivalente ad una sfera.
II.1.2 La formula di coarea
Di notevole importanza è la seguente formula di coarea, dovuta a Federer (cfr.[16],
[43], [42], [89]):
Teorema II.1.2 Per ogni u 2 Lip  RN ; si haZ
RN
jruj dx =
Z +1
 1
HN 1 x 2 RN : u (x) = t	 dt:(1.5)
In particolare, si dimostra che se u 2 Lip  RN e g 2 L1  RN ; vale la seguente
generalizzazione della (1.5), che assume così la formaZ
RN
g (x) jruj dx =
Z +1
 1
d
Z
u=
g (x) dHN 1:(1.6)
Il nostro scopo è ora quello di fornire una ulteriore generalizzazione della (1.5),
che valga per una classe di funzioni meno "regolari". A tal ne, sia 
 un aperto
di RN e consideriamo lo spazio D (
) ; assieme allo spazio di Schwarz D0 (
)
delle distribuzioni su 
 : si ponga DN (
) = D (
) : : :D (
)              !
N
e DN 0 (
) =
D0 (
) : : :D0 (
)              !
N
: Se' (x) = ('1 (x) ; : : : ; 'N (x)) 2 DN (
) e T = (T1; : : : ; TN) 2
DN 0 (
) ; deniamo
k'k = sup
x2

j' (x)j = sup
x2

"
NX
i=1
'i (x)
2
#1=2
;
T (') =
NX
i=1
Ti ('i) ;
kTk = sup
k'k1
jT (')j :
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Fissata una distribuzione T 2 D0 (
) e considerate le sue derivate prime @T
@xi
; con
i = 1; : : : ; N; il gradiente di T si denota con grad T 2 DN 0 (
) ed è denito da
grad T =

@T
@x1
; : : : ;
@T
@xN

:
In particolare, se u 2 W 1;1 (
) ; si ha 5 kgrad uk = R


jruj dx ove ru è il gradi-
ente di u; le cui componenti sono le derivate deboli di u: Vale, allora, la seguente
formula di coarea, dovuta a Fleming e Rishel (cfr. [45]):
Teorema II.1.3 Sia u una funzione localmente integrabile su 
: Sia Et =
fx 2 
 : u (x) > tg ; 8t 2 R: Allora
kgrad uk =
Z +1
 1
P (Et;
) dt:
Osservazione II.1.1 In particolare, se u appartiene allo spazio W 1;1 (
) ; da
quest'ultimo teorema segue cheZ


jruj dx =
Z +1
 1
P (fx : u (x) > tg ;
)dt:(1.7)
II.2 Riordinamenti di funzioni misurabili
Il presente paragrafo si pregge lo scopo di fornire il concetto di riordinamento
di una funzione misurabile, cercando di delinearne, nel contempo, alcune caratter-
istiche principali essenziali al prosieguo.
5 Qui f è identicata con la distribuzione
f (') =
Z


f'dx:
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II.2.1 La funzione distribuzione
Denizione II.2.1 Sia E un sottoinsieme misurabile di RN (N  1) ed u una
funzione reale misurabile su E : la funzione distribuzione u di u è denita da
u (t) = jfx 2 E : ju (x)j > tgj , t  0.(2.1)
Due funzioni u : E ! R e v : F ! R; con E  RN ed F  RM insiemi
misurabili; si dicono equimisurabili, o anche equidistribuite, se hanno la stessa fun-
zione distribuzione, cioè u (t) = v (t) per ogni t  0: Vale la seguente
Proposizione II.2.1 Sia E  RN misurabile, u; v funzioni misurabili su E,
fung una successione di funzioni misurabili su E ed a 2 R n f0g : La funzione dis-
tribuzione u è non negativa, decrescente e continua a destra in [0;+1) . Inoltre,
jvj  juj q:o:in E ) v  u;(2.2)
au (t) = u (t= jaj) ; t  0;(2.3)
u+v (t1 + t2)  u (t1) + v (t2) ; t1; t2  0;(2.4)
juj  lim inf
n!1
junj q.o. su E ) u  lim inf
n!1
un :(2.5)
In particolare,
junj " juj q.o. su E ) un " u:(2.6)
Osservazione II.2.1 Sia E un insieme misurabile di RN ed u una funzione
reale misurabile su E: La funzione distribuzione u di u decresce da jsupp uj a 0
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al crescere di t da 0 a ess sup
E
juj : Il limite sinistro u (t ) di u in t > 0 è uguale
a jfx 2 E : ju (x)j  tgj; u presenta un salto di discontinuità in corrispondenza
di ogni livello t per il quale l'insieme fx 2 E : ju (x)j = tg ha misura positiva: il
valore del salto in t è dato esattamente da
u
 
t 
  u (t) = jfx 2 E : ju (x)j = tgj :
Inoltre, u è continua ovunque se e solo se juj non presenta zone piatte. Inne,  è
strettamente decrescente quando t cresce da ess inf juj
E
a ess sup
E
juj se u è continua
ed E è aperto e conesso. Dimostriamo la seguente, uteriore proprietà della funzione
distribuzione (cfr. [76]):
Proposizione II.2.2 Sia 
 un aperto di RN ed u 2 H10 (
) : Allora la funzione
distribuzione u di u decresce strettamente da jsupp uj a 0 quando t cresce da 0 a
ess sup juj


: In particolare,
u (s)  u (t)  N2!2=NN
Z


jruj2 dx
 1
u (t)
2 (2=N) (t  s)2 ;
quando 0  s < t:
Dim. Se 0  s < t; dalla disuguaglianza di Cauchy-Schwartz si ha
1
t  s
Z
juj>s
jruj dx 
Z
juj>t
jruj dx

=
1
t  s
Z
s<jujt
jruj dx(2.7)
 1
t  s
Z


jruj2 dx
1=2
 (u (s)  u (t))1=2 :
Dalla formula di coarea di Fleming-Rishel risulta, in particolare,Z
ju(x)j>#
jruj dx =
Z +1
#
P fx : ju (x)j > g d
per ogni # > 0; per cui da quest'ultima e dalla disuguaglianza isoperimetrica (1.3),
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ricaviamo
1
t  s
Z
juj>s
jruj dx 
Z
juj>t
jruj dx

=
1
t  s
Z t
s
P (fx : ju (x)j > g) d
 P (fx : ju (x)j > tg) N!1=NN u (t)1 (1=N)
sicchè dalla (2.7) si ha l'asserto. 
II.2.2 Riordinamenti
Denizione II.2.2 Sia u : E ! Rmisurabile. Il riordinamento decrescente di u;
denotato con u; è la funzione distribuzione di u: Più precisamente, osserviamo che
un insieme di livello ft  0 : u (t) > sg (s  0) di u è l'insieme vuoto oppure
un intervallo semiaperto a destra. Così, il valore di u in un punto s  0 è l'estremo
destro di ft  0 : u (t) > sg se tale intervallo non è vuoto, ed è zero altrimenti. In
altre parole, u è la funzione da [0;+1) a [0;+1] denita da
u (s) = sup ft  0 : u (t) > sg = inf ft  0 : u (t)  sg , s  0;(2.8)
con la convenzione sup? = 0: Dalla denizione appena data, segue subito che u
decresce monotonamente da ess sup juj a 0 quando s cresce da 0 a jsupp uj : Inoltre,
se jEj < 1; la funzione distribuzione u è limitata da jEj ; per cui u (s) = 0 per
ogni s  jEj : in questo caso, possiamo riguardare u come una funzione denita
solo sull'intervallo [0; jEj) : Si osservi anche che, se u è continua e strettamente
decrescente, allora u non è altro che l'inversa di u : infatti, se t 2 [0;ess sup juj];
si ha
u (u (t)) = sup

t  0 : u
 
t

> u (t)
	
= t:
Proposizione II.2.3 Supponiamo che u; v; un siano funzioni reali misurabili su
E  RN e sia a 2 R: Il riordinamento decrescente u di u è una funzione non
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negativa, decrescente e continua a destra in [0;+1) : Inoltre,
jvj  juj q.o. su E ) v  u;(2.9)
(au) = jaju;(2.10)
(u+ v) (s1 + s2)  u (s1) + v (s2) (s1; s2  0);(2.11)
juj  lim inf
n!1
junj q.o. su E ) u  lim inf
n!1
un ;(2.12)
in particolare,
junj " juj q.o. su E ) un " u;(2.13)
u (u (t))  t (quando u (t) <1);(2.14)
u (u
 (s))  s (quando u (s) <1);
u ed u sono equimisurabili;(2.15)
(jujp) = (u)p ; 0 < p <1:(2.16)
Dim. Il fatto che u sia non negativa, decrescente e continua a destra segue dalla
denizione stessa di u:Le proprietà (2.9), (2.10), (2.12) sono immediate conseguenze
delle (2.2), (2.3), (2.5) e dalla denizione di u: Per quanto concerne la proprietà
(2.14), ssiamo t  0 e si supponga che s = u (t) sia nito. Allora u (u (t)) =
sup

t : u
 
t

> u (t)
	  t; che stabilisce la prima parte della (2.14). Sup-
poniamo adesso che s  0 sia tale che t = u (s) < 1: Dalla (2.8) si ha subito
che esiste una successione ftng tale che tn  0; tn # t e u (tn)  s : allora, dalla
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continuità a destra di u; si ottiene
u (u
 (s)) = u (t) = lim
n!1
u (tn)  s;
che stabilisce la seconda parte della (2.14). Proviamo ora la (2.11). Possiamo sup-
porre che t = u (s1) + u (s2) sia nito, altrimenti non vi sarebbe nulla da di-
mostrare. Sia s = u+v (t) : Dalla seconda disuguaglianza in (2.14) si ha
s = jfx : ju (x) + v (x)j > u (s1) + u (s2)gj
 jfx : ju (x)j > u (s1)gj+ jfx : jv (x)j > v (s2)gj
= u (u
 (s1)) + v (v
 (s2))  s1 + s2;
il che mostra, in particolare, che s è nito. Allora, utilizzando la prima disuguaglianza
in (2.14) ed il fatto che (u+ v) è decrescente, risulta:
(u+ v) (s1 + s2)  (u+ v) (s) = (u+ v)
 
u+v (t)

 t = u (s1) + u (s2) :
Per mostrare la (2.15), supponiamo che u : E ! R sia misurabile: esiste allora una
successione di funzioni fung semplici e non negative, per le quali un " juj : Si prova
facilmente che un e un sono equimisurabili, cioè un (t) = un (t) 8t  0;ma dalle
(2.6) - (2.13) consegue subito che un " u e un " u ; dunque u (t) = u (t) ed
u; u risultano equimisurabili.
Da quest'ultima proprietà, si ha inoltre
jujp (t) = u
 
t1=p

= u
 
t1=p

= (u)p (t) 8t  0;
sicchè
(jujp) (s) = [(u)p] (s) = (u)p (s) ;
il che prova la (2.16). 
Il seguente risultato fornisce una descrizione alternativa delle norme Lp in ter-
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mini della funzione distribuzione e del riordinamento decrescente (cfr. [23]).
Proposizione II.2.4 Sia E un insieme misurabile di RN ed u una funzione reale
misurabile su E: Se 0 < p <1; si haZ
E
jujp dx = p
Z 1
0
tp 1u (t) dt =
Z 1
0
u (s)p ds:(2.17)
Dim. Supponiamo anzitutto che u sia una funzione semplice e non negativa su E.
Allora u può essere scritta come
u =
nX
j=1
ajEj ;
ove fEjgnj=1 è una partizione di E costituita da insiemi misurabili di misura nita e
a1 > a2 > : : : > an > 0. Si può mostrare facilmente che
u =
nX
j=1
mj[aj+1;aj); con an+1 := 0;
mj :=
jX
i=1
jEij , j = 1; : : : ; n ,
e
u =
nX
j=1
aj[mj 1;mj) , conm0 := 0:
Dunque, per come sono denite u ed u,Z
E
jujp dx =
nX
j=1
apj jEjj =
nX
j=1
apj (mj  mj 1)
=
Z +1
0
(u)p ds:
D'altro canto, utilizzando l'espressione di u e quella della sua funzione distribuzione
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u, abbiamo
p
Z +1
0
tp 1u (t) dt = p
nX
j=1
mj
Z +1
0
tp 1[aj+1;aj) (t) dt
= p
nX
j=1
mj
Z aj
aj+1
tp 1dt =
nX
j=1
mj
 
apj   apj+1

=
nX
j=1
jX
i=1
jEij
 
apj   apj+1

=
nX
i=1
api jEij =
Z
E
jujp dx
da cui la tesi. Se, poi, supponiamo che u : E ! R sia solo misurabile, esiste una
successione di funzioni semplici, non negative e misurabili fung tale che un " juj.
Allora è Z
E
junjp dx = p
Z 1
0
tp 1un (t) dt =
Z 1
0
un (s)
p ds , 8n 2 N :
d'altra parte, dalle proposizioni II.2.1 e II.2.3 troviamo un " u e un " u, per
cui dal teorema della convergenza monotona segue che si può passare a limite
nell'uguaglianza precedente ed ottenere così la (2.17). 
Diamo ora la denizione di riordinamento crescente di una funzione misur-
abile.
Denizione II.2.3 Sia 
 un aperto limitato di RN ed u una funzione reale
misurabile su 
: La funzione
u (s) = u (j
j   s) , s 2 [0; j
j](2.18)
è chiamata riordinamento crescente di u:
Quelle che seguono sono alcune notevoli proprietà dei riordinamenti, che interver-
ranno sovente in questo capitolo e in quello successivo (cfr.[23], [33], [54]).
Proposizione II.2.5 Sia 
 un aperto limitato di RN : Si hanno le seguenti pro-
prietà:
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(a) se u : 
! R è misurabile, per tutte le costanti C  0 risulta
(u+ C) = u + C;
(b) se u; v : 
! R sono misurabili, vale la disuguaglianzaZ j
j
0
u (s) v (s) ds 
Z


juvj dx 
Z 

0
u (s) v (s) ds:(2.19)
(c) la mappa u ! u applica Lp (
) in Lp (0; j
j) per ogni 1  p  1 ed è una
contrazione, nel senso che per ogni u; v 2 Lp (
) risulta
ku   vkLp(0;j
j)  ku  vkLp(
) :(2.20)
La disuguaglianza (2.19) è dovuta a G.H. Hardy e J.E. Littlewood (cfr. [53]).
Attraverso quest'ultima discende subito la (2.20), ad esempio nel caso p = 2 :
infatti, se u; v 2 L2 (
) ; si ha cheZ


ju  vj2 dx =
Z


juj2 dx  2
Z


uvdx+
Z


jvj2 dx
e Z j
j
0
ju   vj2 ds =
Z j
j
0
juj2 dx  2
Z j
j
0
uvds+
Z j
j
0
jvj2 ds;
d'altronde Z


juj2 dx =
Z j
j
0
juj2 dx;
Z


jvj2 dx =
Z j
j
0
jvj2 ds
e dalla (2.19) risulta Z


uvdx 
Z j
j
0
uvds;
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da cui la (2.20).
Valgono i seguenti risultati, per le cui dimostrazioni rimandiamo a [8], [23], [33] e
[54] :
Lemma II.2.1 Sia 
 un aperto limitato di RN ed u una funzione misurabile su

. Sia s 2 [0; j
j] un valore che cade nel rango della funzione distribuzione u di
u: Allora risulta Z
ju(x)j>u(s)
ju (x)j dx =
Z s
0
u () d:
Più in generale, per ogni s 2 [0; j
j] esiste un insieme misurabile Es  
 tale che
jEsj = s e Z
Es
ju (x)j dx =
Z s
0
u (s) ds:
Quest'ultima proprietà, assieme alla disuguaglianza di Hardy-Littlewood, consente
di affermare cheZ s
0
u (s) ds = max
Z
E
ju (x)j dx : E misurabile, E  
 e jEj = s

:
(2.21)
Proposizione II.2.6 Sia 
 un aperto limitato di RN ed u; v 2 L1 (
) : Allora, le
seguenti affermazioni sono equivalenti:
(i) per ogni s 2 [0; j
j] ;6 Z s
0
u () d 
Z s
0
v () d;
(ii) per ogni funzione F , convessa e crescente su R+ tale che F (0) = 0; risultaZ


F (juj) dx 
Z


F (jvj) dx:
Inoltre, se vale, ad esempio, la (i), per ogni funzione h decrescente non negativa su
6 spesso si dà alla funzione integrale
R s
0 u
 () d la denominazione di concentrazione di u.
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[0; j
j] si ha Z s
0
h ()u () d 
Z s
0
h () v () d:
Proposizione II.2.7 Sia 
 un aperto limitato di RN ed u; v 2 L1 (
) : Allora,
valgono le seguenti proprietà:Z s
0
(u+ v) () d 
Z s
0
u () d +
Z s
0
v () d; 8s 2 [0; j
j] ;(2.22)
Z s
0
(uv) () d 
Z s
0
u () v () d; 8s 2 [0; j
j] :(2.23)
Osserviamo che le (2.22)-(2.23) si possono ottenere facilmente dalla caratterizza-
zione (2.21) e dalla disuguaglianza di Hardy-Littlewood.
Nel paragrafo che seguirà sarà fornita la nozione di riordinamento sferico, assieme
alla dimostrazione di una disuguaglianza che ne caratterizza il suo gradiente.
II.2.2.1 Riordinamenti sferici; la disuguaglianza di Pólya-Szegö
Denizione II.2.4 Sia 
 un aperto di RN ed u una funzione reale misurabile su

: Deniamo il riordinamento sferico decrescente di u come la funzione
u# (x) = u(!N jxjN), x 2 RN :(2.24)
Osserviamo che il supporto di u# è contenuto nella palla 
# centrata nell'origine
ed avente la stessa misura di 
; per cui se 
 è limitato, possiamo riguardare u#
come funzione denita solo su 
#:
Se t  0; l'insieme di livello x 2 RN : u# (x) > t	 è la palla centrata nell'origine
avente la stessa misura dell'insieme di livello fx 2 
 : ju (x)j > tg di u : difatti,
se u# (x) > t; dalla (2.24) si ha che esiste un # > t tale che u (#) > !N jxjN ;
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da cui jxj <

u(#)
!N
1=N


u(t)
!N
1=N
; inversamente, se jxj <

u(t)
!N
1=N
; dalla
continuità a destra di u deduciamo che possiamo scegliere # > t per cui u (#) >
!N jxjN ; dunque u# (x)  # > t: Da quest'ultima proprietà segue subito che
u# = u; cioè che u ed u# sono equidistribuiti. Se 
 è limitato, deniamo il
riordinamento sferico crescente di u mediante la
u# (x) = u(!N jxjN); x 2 
#:(2.25)
Dalla proposizione II.2.4 segue, in particolare, che quando si passa da u al suo
riordinamento sferico u# , la norma Lp; non cambia. E' lecito domandarsi, nel caso
in cui u; ad esempio, sia una funzione abbastanza regolare, se una proprietà analoga
valga anche per il gradiente di u. Quello che si può affermare con certezza è che,
al passaggio di u ad u#, il gradiente decresce in termini di norme Lp. Infatti, vale il
seguente risultato, noto come principio di Pólya-Szegö, che riveste un'importanza
fondamentale nella teoria dei riordinamenti:
Teorema II.2.1 Se 
 è un aperto di RN ; u 2 W 1;p0 (
) e p  1; allora u# 2
W 1;p0
 

#

e Z


jrujp dx 
Z

#
ru#p dx:(2.26)
La prima dimostrazione di quest'ultimo risultato, sebbene in ipotesi meno generali,
è dovuta a Pólya e Szegö ([65]), mentre l'approccio che noi seguiremo è ricondu-
cibile a [74].
Dim. Supponiamo, in prima istanza, che u 2 D (
) sia non negativa e pro-
lunghiamola a zero al di fuori di 
: si può allora applicare la formula di Federer
(1.6). Fissiamo dunque 1  p < 1 : vale la seguente disuguaglianza, per quasi
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ogni t  0 :Z
u(x)=t
jrujp 1 dHN 1  [ 0u (t)]1 p 
HN 1 x 2 RN : u (x) = t	p :(2.27)
Per p = 1;la (2.27) è banale. Se p > 1; ssato h > 0 si ha, mediante la dis-
uguaglianza di Hölder,
1
h
Z
t<u(x)t+h
jruj dx 

1
h
Z
t<u(x)t+h
jrujp dx
1=p 
u (t)  u (t+ h)
h
1 1=p
;
per cui, passando a limite per h! 0;
  d
dt
Z
u(x)>t
jruj dx  [ 0u (t)]1 1=p 

  d
dt
Z
u(x)>t
jrujp dx
1=p
:(2.28)
D'altronde, la (1.6) implicaZ
u(x)>t
jruj dx =
Z +1
t
HN 1 x 2 RN : u (x) = t0	 dt0
dunque
  d
dt
Z
u(x)>t
jruj dx = HN 1 x 2 RN : u (x) = t	(2.29)
ed analogamenteZ
u(x)>t
jrujp dx =
Z  
fu>tg jrujp 1
 jruj dx = Z +1
t
dt0
Z
u(x)=t0
jrujp 1 dHN 1;
sicchè
  d
dt
Z
u(x)>t
jrujp dx =
Z
u(x)=t
jrujp 1 dHN 1(2.30)
per q.o. t  0: Utilizzando le (2.29)-(2.30), dalla (2.28) segue
HN 1 x 2 RN : u (x) = t	  [ 0u (t)]1 1=p  Z
u(x)=t
jrujp 1 dHN 1
1=p
ossia la (2.27). Attraverso la disuguaglianza isoperimetrica (1.3), risulta
N!
1=N
N [u (t)]
1 1=N  HN 1 x 2 RN : u (x) = t	 :(2.31)
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Dalla (1.6) si ha l'identitàZ
jrujp dx =
Z +1
0
dt
Z
u(x)=t
jrujp 1 dHN 1
e, dunque, mediante la (2.27) e la (2.31),Z
jrujp dx 
Z +1
0
[ 0u (t)]1 p 
HN 1 x 2 RN : u (x) = t	p dt(2.32)


N!
1=N
N
p Z +1
0
[u (t)]
p(1 1=N)  j0u (t)j1 p dt:
Per quanto riguarda il riordinamento sferico decrescente u#di u, osserviamo che
nella (2.31) vale l'uguaglianza, poichè gli insiemi di livello sono palle centrate
nell'origine:
N!
1=N
N [u (t)]
1 1=N = HN 1 x 2 RN : u# (x) = t	 :(2.33)
Inoltre, la (2.27) vale con il segno di uguaglianza se jruj è costante sulla supercie
di livello fx : u (x) = tg : nel nostro caso, osserviamo esplicitamente che ru# =
N!N jxjN 1 
u0 !N jxjN per q.o. x 2 RN e dunqueZ
u#(x)=t
ru#p 1 dHN 1 =  N!NrN 1p 1 u0  !NrNp 1HN 1 x 2 RN : u# (x) = t	 ;
dove r = (u (t) =!N)
1=N è il raggio dell'insieme di livello

u# > t
	
di u#:Allora,
dalla (2.33) otteniamoZ
u#(x)=t
ru#p 1 dHN 1(2.34)
=
HN 1 x 2 RN : u# (x) = t	p    1
u0 (u (t))
1 p
= [ 0u (t)]1 p 
HN 1 x 2 RN : u# (x) = t	p :
D'altra parte, come mostreremo esplicitamente più avanti, il riordinamento u#di u
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è lipschitziano, per cui attraverso la (1.6) e le (2.33)-(2.34) discendeZ ru#p dx = Z +1
0
dt
Z
u#(x)=t
ru#p 1 dHN 1
=
Z +1
0
[ 0u (t)]1 p 
HN 1 x 2 RN : u# (x) = t	p dt
=

N!
1=N
N
p Z +1
0
[u (t)]
p(1 1=N)  j0u (t)j1 p dt
e dalla (2.32) segue l'asserto.
Per mostrare che u#è lipschitziana, osserviamo che dalla (1.6) si haZ
tu(x)>t h
jruj dx =
Z t
t h
HN 1 x 2 RN : u (x) = t0	 dt0:
Allora, denotata con L := max jruj la costante di Lipschitz di u; dalla monotonia
di u e dalla disuguaglianza isoperimetrica segue
L (u (t  h)  u (t)) = L jfx : t  h < u (x)  tgj(2.35)

Z
t h<u(x)t
jruj dx
 N!1=NN
Z t
t h
u (t
0)1 1=N dt0
 N!1=NN u (t)1 1=N h
per ogni t; h tali che t > h > 0: Dalla (2.35) discende subito che per q.o. t è
ju0 (u (t))ju (t)1 1=N 
L
N!
1=N
N
per cui dall'espressione del gradiente di u#esplicitata in precedenza, si ha
ru#  L;
da cui u# (x)  u# (y)  L jx  yj :
E' inoltre evidente che la (2.26) continua a valere se u cambia di segno, a meno di
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sostituire u con juj :
Supponiamo ora che u 2 W 1;p0 (
) ;e sia fung  D (
) tale che un ! u forte in
W 1;p0 (
) : Allora Z

#
ru#n p dx  Z


jrunjp dx(2.36)
per ogni n; e dalla limitatezza di fung in W 1;p0 (
) discende che

u#n
	
è limitata
inW 1;p0
 

#

: Dunque, se p > 1; possiamo estrarre da fung una sottosuccessione,
che indicheremo ancora con fung ;per la quale esiste una funzione v 2 Lp
 

;RN

tale che
ru#n * v debole in Lp
 

;RN

:
Osserviamo che dalla proposizione II.2.5 segue in particolare che
u#n ! u# forte in Lp
 

#

;
d'altra parte, per ogni ' 2 D  
# e per ogni n 2 N vale laZ

#
u#n
@'
@xi
dx =  
Z

#
@u#n
@xi
'dx
perciò passando a limite per n!1;Z

#
u#
@'
@xi
dx =  
Z

#
vi'dx
cioè u 2 W 1;p0
 

#

, ru# = v e quindi
u#n * u
# debole inW 1;p0
 

#

:
Inne, passando a limite nella (1.7), segue
u#
W 1;p0 (

#)
 lim inf
n!1
u#n W 1;p0 (
#)  limn!1 kunkW 1;p0 (
) = kukW 1;p0 (
) :
Se invece p = 1;utilizzando la formula di Fleming Rishel (1.7) e la disuguaglianza
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isoperimetrica, si haZ


jruj dx =
Z +1
0
P fx 2 
 : ju (x)j > tg dt
 N!1=NN
Z +1
0
u (t)
1 1=N dt;
applicando ancora la (1.7) al riordinamento sferico u# e notando che, in questo
caso, la disuguaglianza isoperimetrica diviene un'uguaglianza, otteniamoZ

#
ru# dx = N!1=NN Z +1
0
u (t)
1 1=N dt
e la (2.26) è completamente dimostrata. 
II.3 Risultati di confronto tra soluzioni classiche di problemi
parabolici lineari
II.3.1 Alcune proprietà delle funzioni analitiche
Nella seguente denizione, verranno forniti i concetti di riordinamento crescente
e decrescente relativamente ad una funzione u che dipenda, oltre che dalla variabile
spaziale x; anche dalla variabile temporale t:
Denizione II.3.1 Sia 
 un aperto limitato di RN ; T > 0 (eventualmente anche
T = 1) ed u (x; t) una funzione reale su QT = 
  (0; T ) ; che sia misurabile
rispetto ad x 2 
 per ogni t 2 (0; T ) ssato (cioè la funzione u (t)  u (; t) è
misurabile per ogni t): Per funzione distribuzione di u rispetto ad x;intendiamo la
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funzione di due variabili u (#; t) ;denita come la funzione distribuzione u(t) di u
per t ssato:
u (#; t) = jfx 2 
 : ju (x; t)j > #gj ; #  0; t 2 (0; T ) :
Analogamente, deniamo il riordinamento decrescente u ed il riordinamento sferico
decrescente u# di u, attraverso il riordinamento decrescente e sferico decrescente
di u (t):
u (s; t) = sup f#  0 : u (#; t) > sg ,
u# (x; t) = u(!N jxjN ; t) ;
(3.1)
ove (s; t) 2 [0; j
j]  (0; T ) e (x; t) 2 Q#T := 
#  (0; T ) : In maniera analoga
vengono deniti il riordinamento crescente ed il riordinamento sferico crescente di
u:
Una notevole proprietà del riordinamento sferico crescente di una funzione u (x; t) ;
che useremo da qui a breve, è la seguente (vedi[18], [20]):
Proposizione II.3.1 Sia u (x; t) una funzione positiva su Q := 
  (0;1) che
si annulla su S := @
 [0;1) : Se u (x; t) è localmente lipschitziana in Q; allora
u# (x; t) risulta localmente lipschitziana in Q# := 
#  (0;1) :
Sia u (x; t) una funzione continua non negativa su 
  [0;1) ; con u (x; t) = 0
su S ed u (x; t0) 6 0 8t0 > 0; supponiamo che u 2 C21 (Q) (cioè u è di classe
C2 rispetto alle variabili spaziali e di classe C1 rispetto alla variabile temporale)
e che u (; t)  u (t) sia analitica in 
 per ogni t > 0 ssato. Allora, in base ad
una nota proprietà delle funzioni analitiche, per ogni t > 0 e #  0 la regione
fx 2 
 : u (x; t) = #g può avere volume positivo solo nel caso in cui u (t) = # su

; condizione questa che non può essere vericata in base alle ipotesi fatte su u :
dunque, u non può essere costante su un insieme di volume positivo. Inoltre, risulta
  (#; t) := @ fx 2 
 : u (x; t) > #g = fx 2 
 : u (x; t) = #g :
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Poniamo ora
 (s; t) =
Z
u(x;t)>u(s;t)
u (x; t) dx;(3.2)
per s 2 [0; j
j] e t > 0:
Il lemma II.2.1 ci consente di scrivere la funzione (3.2) nel modo seguente
 (s; t) =
Z s
0
u (; t) d;
sicchè
@
@s
(s; t) = u (s; t) ;
dalla proposizione II.3.1 e dal teorema di Rademacher, deduciamo che
@2
@s2
(s; t) =
@u
@s
(s; t) q.o.(3.3)
Poichè u è analitica rispetto ad x per ogni t > 0 ssato, dal teorema di Sard segue
che per t > 0 e per quasi ogni #  0; risulta
  (#; t) \ fx 2 
 : ru (x; t) = 0g = ?;
ove ru sta qui ad indicare il gradiente di u calcolato rispetto alle variabili spaziali.
D'altronde, un'applicazione della formula di coarea (1.6) implica
 @u
@#
(#; t) =
Z
 (#;t)
1
jru (x; t)jdH
N 1 per q.o. # :(3.4)
difatti, posto nella (1.6)
g =
8><>:
1
jruj in f# < u  #+ hg
0 altrimenti
si ha che g 2 L1 e per q.o. # > 0 risulta
u (#+ h; t)  u (#; t) =  
Z
#<u#+h
dx =  
Z #+h
#
ds
Z
u=s
dHN 1
jruj :
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Dalla (3.4) discende subito
@u
@s
(s; t) =   1R
 (u(s;t);t)
1
jru(x;t)jdHN 1
(3.5)
=   1R
u(x;t)=u(s;t)
1
jru(x;t)jdHN 1
;
per t > 0 e per q.o. s 2 [0; j
j] :
Per quanto concerne la funzione  (s; t) ; vale il seguente teorema di derivazione
sotto il segno di integrale (cfr.[20])
Teorema II.3.1 Se  (s; t) è la funzione denita in (3.2), si ha
@
@t
(s; t) =
Z
u(x;t)>u(s;t)
@u
@t
(x; t) dx:(3.6)
Dim. Si ponga

 (#; t) = fx 2 
 : u (x; t) > #g
per ogni #  0; t > 0: Se t > 0; sia t = t+t; e
u = u (s; t) = u (s; t+t) :
Si ha, allora,
 (s; t)   (s; t) =
Z

(u;t)
u (x; t) dx 
Z

(u(s;t);t)
u (x; t) dx(3.7)
=
Z

(u;t)
[u (x; t)  u (x; t)] dx+
Z

(u;t)
u (x; t) dx
 
Z

(u(s;t);t)
u (x; t) dx:
Dalla proposizione II.3.1 discende che u è localmente differenziabile, il che con-
sente di scrivere
u = u (s; t+t) = u (s; t) +
@u
@t
 
s; ~t

t;(3.8)
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per cui quando t ! 0 si ha 
 (u; t) ! 
 (u (s; t) ; t) : Si hanno le seguenti
decomposizioni:

 (u; t) = [
 (u; t) \ 
 (u (s; t) ; t)] [ [
 (u; t) n
 (u (s; t) ; t)]

 (u (s; t) ; t) = [
 (u; t) \ 
 (u (s; t) ; t)] [ [
 (u (s; t) ; t) n
 (u; t)] :
Si osservi che, attraverso la (3.8), nell'insieme
[
 (u; t) n
 (u (s; t) ; t)] [ [
 (u (s; t) ; t) n
 (u; t)]
si ha, per t sufcientemente piccolo,
u (x; t) = u (s; t) + o (t) :(3.9)
D'altra parte, notiamo anche che
j
 (u; t)j = j
 (u (s; t) ; t)j = s;
sicchè le due decomposizioni precedenti implicano
j
 (u; t) n
 (u (s; t) ; t)j = j
 (u (s; t) ; t) n
 (u; t)j :(3.10)
Allora, dalla (3.9) e dalla (3.10) deduciamoZ

(u;t)
u (x; t) dx 
Z

(u(s;t);t)
u (x; t) dx
= u (s; t)  j
 (u; t) n
 (u (s; t) ; t)j   u (s; t)  j
 (u (s; t) ; t) n
 (u; t)j
+
Z

(u;t)n
(u(s;t);t)
o (t) dx 
Z

(u(s;t);t)n
(u;t)
o (t) dx
=
Z

(u;t)n
(u(s;t);t)
o (t) dx 
Z

(u(s;t);t)n
(u;t)
o (t) dx:
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Dalla (3.7) si ottiene dunque
 (s; t)   (s; t)
t
=
Z

(u;t)
u (x; t)  u (x; t)
t
dx+
Z

(u;t)n
(u(s;t);t)
o (t)
t
dx
 
Z

(u(s;t);t)n
(u;t)
o (t)
t
dx;
per cui passando a limite per t! 0 si ha il risultato voluto. 
Osservazione II.3.1 Quest'ultimo risultato si può ottenere, in generale, se si
suppongono vericate le ipotesi della proposizione II.3.1.
Tuttavia, si può fornire una formula di derivazione sotto il segno di integrale in
una forma più generale rispetto a quella appena data. Supponiamo, a tale scopo, che
G sia un sottoinsieme aperto e limitato di RN = Rn Rm e che u sia una funzione
denita suG. Sia u > 0 suG; u = 0 su @G e supponiamo inoltre che u sia analitica
in G:
Per ogni y 2 Rm per il quale l'insieme
Gy = fx 2 Rn : (x; y) 2 Gg(3.11)
sia non vuoto, si consideri la funzione
x 2 Gy ! u (x; y)(3.12)
(nel caso precedente, è chiaro che (QT )t = 
; 8t 2 (0; T ) e la funzione (3.12) è
quella che si ottiene da u ssando la variabile t). Denotiamo con u (; y) il riordin-
amento decrescente della (3.12), cioè
u (s; y) = (u (; y)) (s) ; 8s 2 0; jGyjn ;
ove jjn denota la misura di Lebesgue n dimensionale. Inoltre, poniamo
u# (x; y) = (u (; y))# (x) = u (!n jxjn ; y) ; 8x 2 G#y :(3.13)
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La funzione (3.13) è anche chiamata riordinamento di Steiner di u; rispetto alla
variabile x: Introduciamo la seguente funzione
F (s; y) =
Z s
0
u (; y) d; 8y 2 Rm : Gy 6= ? e s 2

0; jGyjn

:(3.14)
Poichè u (; y) non ha zone piatte (u è di fatto analitica), in base al lemma II.2.1
possiamo riscrivere la (3.14) nella forma seguente
F (s; y) =
Z
Gy(s)
u (x; y) dx;
dove Gy (s) = fx 2 Gy : u (x; y) > u (s; y)g : Vogliamo differenziare la funzione
(3.14) rispetto alla variabile y: A tal ne, vale il seguente risultato (cfr.[11]):
Lemma II.3.1 Risulta
@F
@yi
=
Z
Gy(s)
@u
@yi
dx
nel senso delle distribuzioni, per ogni i = 1; : : : ;m:
Dim. Per dimostrare il risultato, è ovviamente sufciente considerare il solo caso
m = 1: Dato un valore y della variabile y ed un valore s 2  0; jGyjn ; è possibile
trovare un insieme aperto A  Rn ed un intervallo I  R per il quale y 2 I;
A  I  G e gli insiemi Gy (s) sono contenuti in A per y 2 I: Se y; y + y 2 I;
abbiamo
F (s; y +y)  F (s; y) =
Z
Gy+y(s)
u (x; y +y) dx 
Z
Gy(s)
u (x; y) dx :
osserviamo allora che, avendosi jGy (s)jn = ju (x; y) > u (s; y)jn = s; risultaZ
Gy+y(s)
u (x; y +y) dx = sup
j
j=s
Z


u (x; y +y) dx 
Z
Gy(s)
u (x; y +y) dx
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dunque
F (s; y +y)  F (s; y) 
Z
Gy(s)
u (x; y +y) dx 
Z
Gy(s)
u (x; y) dx:
Posto F = F (s; y +y)  F (s; y) e u = u (x; y +y)  u (x; y) ; abbiamo
F
y

Z
Gy(s)
u
y
dx se y > 0(3.15)
F
y

Z
Gy(s)
u
y
dx se y < 0:
Se ' (y) 2 D (I) è una funzione non negativa, dalle (3.15) deduciamoZ
I
' (y)
F
y
dy 
Z
I
' (y) dy
Z
Gy(s)
u
y
dx se y > 0(3.16)
Z
I
' (y)
F
y
dy 
Z
I
' (y) dy
Z
Gy(s)
u
y
dx se y < 0:
Poichè Z
I
' (y)
F
y
dy =
Z
I
' (y  y)  ' (y)
y
F (s; y) dy
si ha Z
I
' (y)
F
y
dy !  
Z
I
@'
@y
F (s; y) dy per y ! 0;
per cui, passando a limite per y ! 0 nelle (3.16), otteniamo
 
Z
I
@'
@y
F (s; y) dy =
Z
I
 Z
Gy(s)
@u
@y
dx
!
' (y) dy
per ogni ' 2 D (I) e non negativa. Da ciò segue che @F
@yi
=
R
Gy(s)
@u
@yi
dx nel senso
delle distribuzioni. 
Per quanto riguarda alcune formule per il calcolo della derivata seconda di F
rispetto alle variabili yi;si confronti ancora [11].
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II.3.2 Stime puntuali
L'obiettivo di questo paragrafo è quello di fornire un risultato di confronto tra la
soluzione classica u di un problema di Cauchy-Dirichlet relativo ad un'equazione
parabolica lineare del secondo ordine, e la soluzione classica v di un opportuno
problema, chiamato "simmetrizzato", avente dominio, dati e coefcienti a simmetria
radiale.
Si consideri un operatore differenziale lineare del secondo ordine, con parte prin-
cipale in forma di divergenza, del tipo
Lu =  
NX
i;j=1
(aij (x; t)uxi)xj + c (x; t)u;(3.17)
dove:
1.) per i; j = 1; : : : ; N; si ha aij = aji; aij 2 C1
 
QT

(T 2 (0;1) ); aij è
analitica rispetto ad x per ogni t > 0 e vale la condizione di ellitticità
NX
i;j=1
aij (x; t) ij  jj2 ; 8(x; t) 2 QT e  2 RN ;(3.18)
2.) c 2 C1  QT  ; c  0 e c è analitica rispetto ad x; per ogni t > 0:
Consideriamo il problema ai valori al contorno8>>>><>>>>:
ut + Lu = f in QT
u = 0 su ST
u (x; 0) = u0 (x) in 
;
(3.19)
con
3) f è analitica in 
 per ogni t 2 (0; T ) ssato ed f  0 in QT ;
4) u0 2 C1 (
) \ C0
 



; u0  0 su 
 e u = 0 su @
:
Se f 6 0; dal principio del massimo (vedi anche [66]) segue che se u è la soluzione
di (3.19), u (x; t) 6 0 in QT ; inoltre, u è una funzione analitica rispetto ad x per
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ogni t ssato (cfr.[46]).
Il nostro scopo è quello di confrontare la soluzione u di (3.19) con la soluzione v di
un opportuno problema "simmetrizzato" . A tal ne, si consideri la funzione (3.2) e
si osservi che dalle (3.3)-(3.5) segue
@2
@s2
(s; t) =  
Z
u(x;t)=u(s;t)
1
jru (x; t)jdH
N 1
 1
:(3.20)
Fissati (s; t) 2 (0; j
j) (0; T ) ; essendo u soluzione classica di (3.19), si haZ
u(x;t)>u(s;t)
utdx 
Z
u(x;t)>u(s;t)
(aijuxi)xj dx+
Z
u(x;t)>u(s;t)
c (x; t)udx(3.21)
=
Z
u(x;t)>u(s;t)
f (x; t) dx;
utilizzando la formula di Gauss-Green, abbiamo
 
Z
u(x;t)>u(s;t)
(aijuxi)xj dx =  
Z
u(x;t)=u(s;t)
aijuxijdHN 1;
dove  =   ru (x; t)jru (x; t)j è la normale esterna al dominio fx : u (x; t) > u
 (s; t)g ;
sicchè dalla condizione di ellitticità (3.18) contenuta nell'ipotesi (1.) di cui sopra,
discende
 
Z
u(x;t)>u(s;t)
(aijuxi)xj dx(3.22)
=
Z
u(x;t)=u(s;t)
aijuxiuxj jru (x; t)j 1 dHN 1 
Z
u(x;t)=u(s;t)
jru (x; t)j dHN 1:
Quindi, tenendo conto del teorema II.3.1, delle (3.21) - (3.22) e del fatto che u e c
sono non negative, si haZ
u(x;t)=u(s;t)
jru (x; t)j dHN 1 
Z
u(x;t)>u(s;t)
f (x; t) dx

  @
@t
(s; t)
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ed applicando la disuguaglianza di Hardy-Littlewood (2.19) ne consegueZ
u(x;t)=u(s;t)
jru (x; t)j dHN 1 
Z s
0
f  (; t) d   @
@t
(s; t) :(3.23)
Utilizzando la disuguaglianza di Cauchy-Schwartz, otteniamoZ
u(x;t)=u(s;t)
dHN 1 
Z
u(x;t)=u(s;t)
jru (x; t)j dHN 1
1=2

Z
u(x;t)=u(s;t)
1
jru (x; t)jdH
N 1
1=2
;
ove HN 1 (fx : u (x; t) = u (s; t)g) = P (fx : u (x; t) > u (s; t)g) ; per cui ap-
plicando la(3.23) e la disuguaglianza isoperimetrica (1.3), troviamo
N2!
2=N
N s
2 (2=N) 
Z s
0
f  (; t) d   @
@t
(s; t)
Z
u(x;t)=u(s;t)
1
jru (x; t)jdH
N 1

:
Se poniamo p (s) := N2!2=NN s2 (2=N), da quest'ultima disuguaglianza e dalla (3.20)
deduciamo che
@
@t
  p (s) @
2
@s2

Z s
0
f  (; t) d in (0; j
j) (0; T ) :(3.24)
Se Q#T := 
#  (0; T ) e S#T := @
#  (0; T ) è la sua supercie laterale, consid-
eriamo ora il problema "simmetrizzato" di (3.19):8>>>><>>>>:
vt  v = f# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) in 

#,
(3.25)
Sia v (x; t) la soluzione classica di (3.25). A causa della simmetria del problema,
v (x; t) è radialmente simmetrica rispetto ad x; cioè v (x; t) = v (jxj ; t) : Vale la
seguente
Proposizione II.3.2 Se v (x; t) è soluzione di (3.19), allora v è radialmente
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simmetrica decrescente, rispetto ad x: Inoltre, v (0; t) = max
x2
#
v (x; t) :
Dim. In prima istanza, supponiamo che u#0 (x) e f# (x; t) siano differenziabili. Se
r = jxj ; risulta
@v
@t
 

@2v
@r2
+
N   1
r
@v
@r

= f# (r; t) .(3.26)
Poichè
@
@r

@2v
@r2
+
N   1
r
@v
@r

=
@2
@r2

@v
@r

+
N   1
r
@
@r

@v
@r

  N   1
r2
@v
@r
= 

@v
@r

  N   1
r2
@v
@r
si ha, derivando ambo i membri della (3.26) rispetto ad r;
@
@t

@v
@r

 

@v
@r

+
N   1
r2

@v
@r

=
@f#
@r
;
sicchè risulta8>>>>>>>>><>>>>>>>>>:
@
@t

@v
@r

 

@v
@r

+
N   1
r2

@v
@r

 0 in Q#T
@v
@r
(r; t)  0 su S#T
@v
@r
(r; t) =
du#0
dr
(r)  0 in 
#.
Dal principio del massimo (teorema I..1.12) segue allora
@v
@r
 0; per cui v è ra-
dialmente simmetrica decrescente. Nel caso generale, si approssimano u#0 ed f#
mediante funzioni differenziabili. 
Analogamente a quanto fatto per la soluzione u (x; t) ; deniamo per v (x; t) la fun-
zione integrale e (s; t) = Z s
0
v (; t) d:(3.27)
Poichè v è radialmente simmetrica decrescente rispetto ad x; ogni dusguaglianza
62
Capitolo II- Risultati di confronto per equazioni paraboliche lineari del secondo ordine.
utilizzata per pervenire alla (3.24) diviene ora un'uguaglianza, per cui si ha
@e
@t
  p (s) @
2e
@s2
=
Z s
0
f  (; t) d in (0; j
j) (0; T ) :
Si ponga, dunque,
w (s; t) := u (s; t)  v (s; t)
e
 (s; t) : =  (s; t)  e (s; t)(3.28)
=
Z s
0
w (; t) d ,
per (s; t) 2 [0; j
j] [0; T ] : In base alle condizioni al contorno imposte in (3.19) e
in (3.25), troviamo8>>>>>>><>>>>>>>:
@
@t
  p (s) @
2
@s2
 0 in (0; j
j) (0; T )
 (0; t) =
@
@s
(j
j ; t) = 0 8t 2 [0; T ]
 (s; 0) = 0 8s 2 [0; j
j] .
(3.29)
A questo punto si può dimostrare, usando il principio del massimo (teoremi I.1.11-
12), il seguente
Lemma II.3.2 Si ha  (s; t)  0 ovunque in [0; j
j] [0; T ]:
Dim. Dalla (3.29) e dal principio del massimo (teor. I.1.12) segue che il massimo di
 in [0; j
j][0; T ] è raggiunto sulla frontiera parabolica di (0; j
j)(0; T ) ; ossia su
uno dei segmenti f(s; 0) : s 2 [0; j
j]g ; f(0; t) : t 2 (0; T ]g ; f(j
j ; t) : t 2 (0; T ]g :
Se il massimo è raggiunto sul segmento f(j
j ; t) : t 2 (0; T ]g in un punto (j
j ; t0) ;
dal lemma di Hopf (vedi [66]) segue che
@
@s
(j
j ; t0) > 0;
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il che contraddice la seconda relazione in (3.29). Allora il massimo di  è raggiunto
su uno dei segmenti f(s; 0) : s 2 [0; j
j]g ; f(0; t) : t 2 (0; T ]g ; dove la stessa  si
annulla: si ha perciò max
[0;j
j][0;T ]
 = 0 e quindi la tesi. 
Il lemma II.3.2 e la seconda condizione in (3.29) implicano che
@
@s
(0; t)  0;
quindi
0  @
@s
(0; t) = w (0; t) = max
x2

u (x; t) max

#
v (x; t) :
I risultati ottenuti pocanzi possono essere dunque riassunti nella maniera che segue:
Proposizione II.3.3 Siano u e v rispettivamente le soluzioni dei problemi (3.19)
e (3.25). Allora si haZ s
0
u (; t) d 
Z s
0
v (; t) d; 8 (s; t) 2 [0; j
j] [0; T ]:(3.30)
Inoltre risulta
max
x2

u (x; t)  max


#
v (x; t) , 8t 2 [0; T ](3.31)
e per ogni funzione F , non negativa, convessa e crescente suR+ tale che F (0) = 0;
vale la stima Z


F (u (x; t)) dx 
Z

#
F (v (x; t)) dx; 8t 2 [0; T ] :(3.32)
Dim. Le (3.30)-(3.31) discendono dal lemma II.3.2, mentre la (3.32) è conseguenza
della (3.30) e della propozione II.2.5. 
Osservazione II.3.2 Nella disuguaglianza (3.30) non può valere una stima pun-
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tuale del tipo
u (s; t)  v (s; t)
in [0; j
j] [0; T ] (cfr. [79]).
Osservazione II.3.3 Se i coefcienti ed i dati del problema (3.19) presentano
minore regolarità, ad esempio aij , c 2 L1 (QT ) , f 2 L2 (QT ) ed u0 2 L2 (
),
si può pensare di ragionare per densità, ossia approssimando la soluzione debole
u dello stesso problema (3.19) (rispettivamente la soluzione debole v di (3.25) )
mediante soluzioni fung (risp. fvng) di problemi più regolari: allora, per quanto
visto nella proposizione II.3.3, si avrebbeZ s
0
un (; t) d 
Z s
0
vn (; t) d
e quindi, passando a limite, otterremmo ancora la (3.30).
II.4 Risultati di confronto tra soluzioni deboli di problemi
parabolici lineari
Il nostro scopo è ora quello di ottenere la stima (3.30) quando u e v sono rispet-
tivamente le soluzioni deboli dei problemi (3.19) e (3.25), evitando di utilizzare il
ragionamento per densità accennato nell'osservazione II.3.2. La dimostrazione di
questo risultato (così come anche quella della proposizione II.3.3 nel caso clas-
sico) utilizza un metodo introdotto da Talenti [73] nello studio di equazioni el-
littiche senza termini di ordine inferiore, successivamente adattato allo studio di
equazioni ellittiche di forma più generale da vari autori (vedi ad esempio [9], [10],
[11], [13], [31], [20], [62], [76], [77]). L'idea di base è, anche nel contesto delle
soluzioni deboli, quella di ottenere dapprima una disuguaglianza integro differ-
enziale per il riordinamento u di u (; t) per poi utilizzare un opportuno princi-
pio del massimo, al ne di ottenere la stima desiderata. Il primo scopo è raggi-
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unto utilizzando un'opportuna funzione test, che consenta di integrare l'equazione
sugli insiemi di (sopra) livello di u (; t), applicando successivamente tutte le dis-
uguaglianze già utilizzate nel corso della dimostrazione della proposizione II.3.3:
in questo caso, l'applicazione della disuguaglianza isoperimetrica è subordinato a
quello della formula di Fleming-Rishel (teorema II.1.3).
La vera differenza rispetto al caso classico consiste però nel modo in cui dover
gestire la derivata temporale di u : in questo senso, al ne di fornire una formula
di integrazione sotto il segno di integrale che sia valida per funzioni molto meno
regolari rispetto a quelle già analizzate, premettiamo le seguenti denizioni e pro-
prietà, sostanzialmente contenute in [61] e in [63]:
Lemma II.4.1 Sia 
 un aperto limitato di RN ; u una funzione non negativa
misurabile su 
 e v 2 Lp (
) ; con 1  p  1: Allora la funzione (u+ v)   u
appartiene a LP (0; j
j) e si ha
k(u+ v)   ukLp(0;j
j)  kvkLp(
) :
Questo lemma consente di denire, per ogni u  0 misurabile, v 2 Lp (
) (1 
p  1) e  > 0; la funzione
w (s) =
Z s
0
(u+ v)   u

d;
da cui
dw
ds
=
(u+ v)   u

ed inoltre
dwds

Lp(0;j
j)
 kvkLp(
) , per ogni  > 0:
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Deniamo ora la funzione in [0; j
j] data da
w (s) =
8>>>><>>>>:
Z
u>u(s)
v (x) dx se ju = u (s)j = 0;
Z
u>u(s)
v (x) dx+
Z s ju>u(s)j
0
 
v=fu=u(s)g

() d altrimenti.
Per questa funzione si può dimostrare che (cfr.[61]) vale il seguente
Teorema II.4.1 La funzione w appartiene aW 1;p (0; j
j) ;dwds

Lp(0;j
j)
 kvkLp(
)
e, quando  tende a zero,
1) w ! w in C0 ([0; j
j]) ;
2)
dw
ds
! dw
ds
nel senso delle distribuzioni, cioè
Z j
j
0
dw
ds
'ds!
Z j
j
0
dw
ds
'ds
per ogni ' 2 D (0; j
j) ; per  ! 0+: In particolare, dw=ds * dw=ds debol-
mente in Lp (0; j
j) se 1 < p <1 ed in L1 (0; j
j)  debole  se p =1:
Possiamo allora introdurre la seguente
Denizione II.4.1 La funzione dw=ds è chiamata riordinamento relativo di v
rispetto ad u, ed è denotato con vu: Per le principali proprietà dei riordinamenti
relativi, rimandiamo a [61]-[63].
Denizione II.4.2 Sia u (x; t) una funzione reale non negativa denita su QT :=

  (0; T ) (potendo essere eventualmente T = 1), misurabile rispetto ad x 2 

per ogni t 2 (0; T ) e sia v (x; t) una funzione reale su QT tale che v (t) := v (; t) 2
Lp (
) per ogni t 2 (0; T ) ; con 1  p  1: Per ogni t 2 (0; T ) ; possiamo
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dunque denire il riordinamento relativo (v (t))u(t) di v (t) rispetto ad u (t) ; che è
in Lp (0; j
j) e (per il teorema II.4.1)(v (t))u(t)
Lp(0;j
j)
 kv (t)kLp(
) 8t 2 (0; T ) :(4.1)
Denotiamo ancora con vu la funzione denita in [0; j
j] (0; T ) mediante la
vu (s; t) = (v (t))

u(t) (s) :(4.2)
Il nostro obiettivo consiste nello studiare la regolarità di u rispetto a t; assumendo
una determinata regolarità di u rispetto a t; e calcolare @u=@t: A tal proposito, vale
il seguente risultato (cfr. [63]):
Teorema II.4.2 Se u è una funzione non negativa ed appartenente allo spazio
H1 (0; T ;Lp (
)) (1  p  1), allora u appartiene allo spazioH1 (0; T ;Lp (0; j
j))
e si ha
kukH1(0;T ;Lp(0;j
j))  kukH1(0;T ;Lp(
)) :
Inoltre,
@u
@t
=

@u
@t

u
=
@w
@s
(nel senso delle distribuzioni),
dove
w (s; t) =
8>>>><>>>>:
Z
u(t)>u(t)(s)
@u
@t
dx se ju (t) = u (t) (s)j = 0
Z
u(t)>u(t)(s)
@u
@t
dx+
Z s ju(t)>u(t)(s)j
0

@u
@t
jfu(t)=u(t)(s)g

() d altrimenti.
Per provare questo teorema utilizzeremo il seguente lemma tecnico, per la cui di-
mostrazione rimandiamo all'appendice di [63]:
Lemma II.4.2 Sia u 2 H1 (0; T ;Lp (
)) (1  p  1),
rh =
u (t+ h)  u (t)
h
  @u
@t
8h > 0
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e ssiamo " > 0: Allora, quando h ! 0; rh tende a zero in L (Q") ; ove  =
min (p; 2) e Q" = 
 ("; T   ") :
Dimostrazione del teorema II.4.2 Dall'equimisurabilità dei riordinamenti segue
ku (t)kLp(
) = ku (t)kLp(0;j
j) ;
quindi
kukL2(0;T ;Lp(
)) = kukL2(0;T ;Lp(0;j
j)) :(4.3)
Inoltre, dalla (4.1) discende

@u
@t
(t)

u(t)

Lp(0;j
j)

@u@t (t)

Lp(
)
;
cosicchè @u@t

u

L2(0;T ;Lp(0;j
j))

@u@t

L2(0;T ;Lp(
))
:(4.4)
Per ottenere l'asserto, sarà allora sufciente provare che @u=@t = (@u=@t)u nel
senso delle distribuzioni.
Sia ' 2 D (QT ) ; ove QT = (0; j
j)  (0; T ) ; una funzione tale che il suo
supporto sia contenuto nel rettangolo Q" = (0; j
j)  ("; T   ") : Sia 0 < h < ":
Sottointendendo la dipendenza dalla variabile s; osserviamo cheZ
QT
u (t+ h)   u (t)
h
' (t) dsdt(4.5)
=
Z
QT
h
u(t+h) u(t)
h

 h+ u (t)
i
  u (t)
h
' (t) dsdt
=
Z
QT
(u+ h (@u=@t+ rh))
   u
h
'dsdt
=
Z
QT
(u+ h (@u=@t+ rh))
   (u+ h @u=@t)
h
'dsdt
+
Z
QT
(u+ h @u=@t)   u
h
'dsdt:
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Si ponga
Ah (t) =
Z j
j
0
(u (t) + h (@u=@t) (t))   u (t)
h
' (t) ds;
per cui l'ultimo integrale nella (4.5) sarà uguale a
R T
0
Ah (t) dt: Dal teorema II.4.1
segue che Z j
j
0
(u+ v)   u

'ds!
Z j
j
0
vu'ds
per ogni u  0 e v 2 Lp (
) ; per cui, nel nostro caso,
Ah (t)!
Z j
j
0

@u
@t
(t)

u(t)
' (t) ds;(4.6)
per h ! 0: Inoltre, dalla proprietà di contrazione dei riordinamenti (proposizione
II.2.4) e dalla disuguaglianza di Hölder, deduciamo
jAh (t)j 
(u (t) + h (@u=@t) (t))   u (t)h

Lp(0;j
j)
k' (t)kLp0 (0;j
j)(4.7)

@u@t (t)

Lp(
)
k' (t)kLp0 (0;j
j) ;
per ogni h > 0; ove (1=p) + (1=p0) = 1: Utilizzando le (4.6)-(4.7), mediante il
teorema della convergenza dominata di Lebesgue si ottieneZ T
0
Ah (t) dt!
Z
QT

@u
@t

u
'dsdt ; per h! 0:(4.8)
Cerchiamo ora di stimare il primo integrale al secondo membro della (4.5). Poichè
il supporto di ' è contenuto in Q"; possiamo scrivereZ
QT
(u+ h (@u=@t+ rh))
   (u+ h @u=@t)
h
'dsdt =
Z T "
"
Bh (t) dt;
70
Capitolo II- Risultati di confronto per equazioni paraboliche lineari del secondo ordine.
ove
Bh (t) =
Z j
j
0
(u (t) + h ((@u=@t) (t) + rh (t)))
   (u (t) + h (@u=@t) (t))
h
' (t) ds:
Allora,
jBh (t)j  krh (t)kL(
) k' (t)kL0 (0;j
j);
con  = min (p; 2) e (1=) + (1=0) = 1 : dall'ultima disuguaglianza e dalla
disuguaglianza di Hölder discendeZ T "
"
jBh (t)j dt  krhkL(Q") k'kL0 (Q")
e in base al lemma II.4.2, si ha rh ! 0 in L (Q") ed il primo integrale al secondo
membro della (4.5) tende a zero. Dunque, dalle (4.5)-(4.8) consegueZ
QT
u (t+ h)   u (t)
h
' (t) dsdt!
Z
QT

@u
@t

u
'dsdt ; per h! 0:(4.9)
D'altronde, è anche vero cheZ
QT
u (t+ h)   u (t)
h
' (t) dsdt!  
Z
QT
u
@'
dt
dsdt;
per cui dalla (4.9) Z
QT
u
@'
dt
dsdt =  
Z
QT

@u
@t

u
'dsdt;
ossia
@u
@t
=

@u
@t

u
nel senso delle distribuzioni.
A questo punto dalle (4.3)-(4.4) segue immediatamente u 2 H1 (0; T ;Lp (0; j
j))
oltre a valere la stima
kukH1(0;T ;Lp(0;j
j))  kukH1(0;T ;Lp(
))
ed il teorema è completamente dimostrato. 
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Consideriamo adesso l'operatore (3.17) e supponiamo che i suoi coefcienti sod-
disno le seguenti ipotesi:
1.) aij 2 L1 (QT ) ; aij = aji; @aij
@t
2 C0  QT  per i; j = 1; : : : ; N (N  1) e valga
la condizione di ellitticità
NX
i;j=1
aij (x; t) ij  jj2 ; per q.o. (x; t) 2 QT e 8 2 RN ;
2.) c 2 L1 (QT ) ; c  0 in QT ;
3.) f 2 L2 (QT ) ; f  0 in QT ;
4.) u0 2 H10 (
) ; u0  0 in 
:
Sotto tali condizioni, l'osservazione I.2.1 assicura che la soluzione debole u
di (3.19) (la cui esistenza ed unicità è garantita dal teorema I.1.9) è tale che u 2
L1 (0; T ;H10 (
)) e
@u
@t
2 L2 (QT ) (un risultato di regolarità analogo vale anche
quando aij 6= aji; (cfr. [22] ); inoltre, il principio del massimo fornito dal teorema
I.1.13 implica che u  0 in QT :
Dimostriamo ora il seguente
Teorema II.4.3 Siano u e v rispettivamente le soluzioni deboli dei problemi
(3.19) e (3.25). Allora vale la (3.30). Inoltre, 8t 2 [0; T ] e 8p 2 [1;1] si ha
ku (t)kLp(
)  kv (t)kLp(
#) :(4.10)
Dim. La formulazione debole del problema (3.19) è8><>:
Z


@u
@t
(t) vdx+ a (t;u (t) ; v) =
Z


f (t) vdx per q.o. t 2 [0; T ] ;8v 2 H10 (
)
u (0) = u0;
(4.11)
72
Capitolo II- Risultati di confronto per equazioni paraboliche lineari del secondo ordine.
dove a (t; ; ) è la forma bilineare associata ad L all'istante t :
a (t;w; z) =
Z



aij (t)wxizxj + c (t)wz

dx, w; z 2 H10 (
) :
Fissati t 2 [0; T ] ; h > 0 e #  0; scegliamo come funzione test nella (4.11) la
funzione così denita:
'h (x) =
8>>>>><>>>>>:
1 se u > #+ h
u  #
h
se # < u  #+ h
0 altrimenti:
Risulta, allora,Z
u>#+h
@u
@t
dx+
Z
#<u#+h
@u
@t

u  #
h

dx+
1
h
Z
#<u#+h
aijuxiuxjdx(4.12)
+
Z
u>#+h
cudx+
Z
#<u#+h
cu

u  #
h

dx
=
Z
u>#+h
fdx+
Z
#<u#+h
f

u  #
h

dx;
osserviamo che
Z
#<u#+h
cu

u  #
h

dx
 
Z
#<u#+h
cudx! 0 per h! 0
ed analogamente Z
#<u#+h
@u
@t

u  #
h

dx! 0Z
#<u#+h
f

u  #
h

dx! 0
per h! 0:
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Dalla condizione di ellitticità uniforme, ricaviamo
1
h
Z
#<u#+h
aijuxiuxjdx 
1
h
Z
#<u#+h
jru (x; t)j2 dx;
per cui
  @
@#
Z
u>#
jru (x; t)j2 dx    @
@#
Z
u>#
aijuxiuxjdx;
dunque, passando a limite per h! 0 nella (4.12), troviamo
  @
@#
Z
u>#
jru (x; t)j2 dx 
Z
u>#

f   cu  @u
@t

dx:(4.13)
D'altronde, la disuguaglianza di Cauchy-Schwartz implica
  @
@#
Z
u>#
jru (x; t)j dx
2


 @u
@#

  @
@#
Z
u>#
jru (x; t)j2 dx

;
per cui dalla (4.13) discende
  @
@#
Z
u>#
jru (x; t)j dx
2


 @u
@#
Z
u>#

f   cu  @u
@t

dx:(4.14)
Dalla formula di Fleming-Rishel (teorema II.1.3) e dalla disuguaglianza isoperi-
metrica (1.3) si ha
N!
1=N
N [u (#; t)]
1 (1=N)  P (fx : u (x; t) > #g) =   @
@#
Z
u>#
jru (x; t)j dx
per quasi ogni #  0; per cui dalla (4.14) abbiamo
N2!
2=N
N [u (#; t)]
2 (2=N) 

 @u
@#
Z
u>#

f   cu  @u
@t

dx:(4.15)
D'altronde, la disuguglianza di Hardy Littlewood (2.19) implicaZ
u>#
(f   cu) dx 
Z
u>#
fdx 
Z u(#;t)
0
f  (s; t) ds;
d'altra parte, poichè u (t) 2 H10 (
) per q.o. t; la funzione distribuzione u(t) è
strettamente crescente (proposizione II.2.2), quindi l'insieme delle discontinuità è
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numerabile, per cui
0 = u(t)
 
# 
  u(t) (#) = ju (t) = #j
per q.o. #; inoltre, poichè u(t) non presenta zone piatte, si ha u (t)
  u(t) (#) = #;
ossia
u (u (#; t) ; t) = #:
Allora, per q.o. #; dalla denizione di w data nel teorema II.4.2 e dal fatto cheu (t) = u (t)  u(t) (#) = 0; discendeZ
u(t)>#
@u
@t
(t) dx =
Z
u(t)>u(t)(u(t)(#))
@u
@t
(t) dx = w
 
u(t) (#)

;
osserviamo allora che w (0; t) = 0 poichè ju (t) > u (t) (0)j = 0; per cui ancora
dal teorema II.4.2 deduciamoZ
u(t)>#
@u
@t
(t) dx =
Z u(#;t)
0
@w
@s
(t) ds =
Z u(#;t)
0
@u
@t
(t) ds per q.o. #  0:
Dalla (4.15) si ha dunque
1  N 2! 2=NN [u (#; t)](2=N) 2
"Z u(#;t)
0

f    @u

@t

ds
#


 @u
@#

:
(4.16)
Poichè la funzione
Z s
0

f  (; t)  @u
@t
(; t)

d è continua in [0; j
j] per ogni t 2
[0; T ] ssato, la funzione
H (s; t) = s(2=N) 2
24 sZ
0

f  (; t)  @u

@t
(; t)

d
35
è continua in (0; j
j]: Integrando la (4.16) tra # e #0; ove 0  #  #0; otteniamo,
mediante un cambiamento di variabili,
#0   #   N 2! 2=NN
Z u(#0;t)
u(#;t)
s(2=N) 2
Z s
0

f    @u

@t

d

ds:
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Si può allora dedurre che (cfr. anche [62])
 @u

@s
  N 2! 2=NN s(2=N) 2
Z s
0

f    @u

@t

d;
quindi Z s
0
@u
@t
d   p (s) @u

@s

Z s
0
f  (; t) d q.o. in (0; j
j) (0; T ) ;(4.17)
p (s) := N2!
2=N
N s
2 (2=N): Osserviamo esplicitamente che se
k (s; t) =
Z s
0
u (; t) d
risulta
@k
@t
(s; t) =
Z s
0
@u
@t
(; t) d:
Per quanto riguarda la soluzione v del problema (3.25), dalla proposizione II.3.2
segue che essa è radialmente simmetrica decrescente rispetto ad x; quindi tutte le
disuguaglianze utilizzate per pervenire alla (4.17) divengono ora uguaglianze, e si
ha perciòZ s
0
@v
@t
d   p (s) @v

@s
=
Z s
0
f  (; t) d q.o. in (0; j
j) (0; T ) :(4.18)
Con le medesime posizioni fatte per il caso classico, otteniamo che8>>>>>>><>>>>>>>:
@
@t
  p (s) @
2
@s2
 0 q.o. in (0; j
j) (0; T )
 (0; t) =
@
@s
(j
j ; t) = 0 8t 2 [0; T ]
 (s; 0) = 0 8s 2 [0; j
j] .
(4.19)
ove  (s; t) è la funzione denita dalla (3.28). Al ne di concludere la dimostrazione
del teorema, proviamo la versione analoga del lemma II.3.2 per le soluzioni deboli.
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Lemma II.4.3 Si ha  (s; t)  0 ovunque in [0; j
j] [0; T ]:
Dim. Anzitutto osserviamo che, mediante la disuguaglianza di Cauchy-Schwartz,
dalle (4.17)-(4.18) si ha
0   @u

@s
 N 2! 
2
N
N s
2
N
  3
2
"
kf (t)kL2(
) +
@u@t (t)

L2(
)
#
0   @v

@s
 N 2! 
2
N
N s
2
N
  3
2
"
kf (t)kL2(
) +
@v@t (t)

L2(
#)
#
:
(4.20)
Moltiplicando ambo i membri della disuguaglianza in (4.19) per s 2N 2+; si ha
s
2
N
 2@
@t
+  N2!
2
N
N
@2
@s2
+ q.o. in (0; j
j) (0; T ) :(4.21)
Proveremo anzitutto che

@2
@s2

+ 2 L1 (0; j
j) per t ssato (da ora in poi, sottoin-
tenderemo la dipendenza da t). Dalle (4.20) deduciamo che@2@s2
  s 2N  32 (t)
+  s1=2
h
kukL2(
) + kvkL2(
#)
i(4.22)
dove
 (t) := N 2! 2=NN
"
2 kf (t)kL2(
) +
@u@t (t)

L2(
)
+
@v@t (t)

L2(
#)
#
;
allora @2@s2 +
  ' (t) s(2=N) 1
con
' (t) :=  (t) 
h
kukL2(
) + kvkL2(
#)
i
;
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dunque

@2
@s2

+ è sommabile in (0; j
j) :Mostriamo ora che
Z j
j
0
@2
@s2
+ds  0:
Fissato a 2 (0; j
j) ; dalle (4.22) segue che  2 W 2;1 (a; j
j) ; per ciascun t 2
[0; T ] : Poichè + 2 H1 (a; j
j) ; è giusticata la seguente formula di integrazione
per parti: Z j
j
a
@2
@s2
+ds =
@
@s
(j
j)+ (j
j) 
@
@s
(a)+ (a) 
Z j
j
a

@+
@s
2
ds(4.23)
=  @
@s
(a)+ (a) 
Z j
j
a

@+
@s
2
ds:
Vi è allora solo da mostrare che @
@s
(a)+ (a) tende a zero con a: A tal ne, osser-
viamo che
R s
j
j
@2
@s2
ds = @
@s
; per cui le (4.20) implicano
@@s (a)
 =

aZ
j
j
@2
@s2
ds
 =
Z aj
j

@u
@s
  @v

@s

ds


Z aj
j
@u@s   @v@s
 ds   (t) Z aj
j s 2N  32ds

= C (t)
a 2N  12   j
j 2N  12  ;
ed applicando la seconda delle (4.22) avremo@@s (a)+ (a)
  C' (t) a 2N  12   j
j 2N  12  a 12 ! 0 per a! 0:
Poichè gli integrali
R j
j
a
@2
@s2
+ds e
R j
j
a

@+
@s
2
ds tendono rispettivamente a
R j
j
0
@2
@s2
+ds
ed a
R j
j
0

@+
@s
2
ds; dalla (4.23) deduciamo
Z j
j
0
@2
@s2
+ds =  
j
jZ
0

@+
@s
2
ds  0:
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Dalla (4.21) ricaviamo, grazie alle condizioni al contorno imposte nel problema
(4.19),
0  2
Z t
0
Z j
j
0
s(2=N) 2
@
@t
+dsd =
Z t
0
Z j
j
0
s(2=N) 2
@
@
 
2+

dsd
=
Z j
j
0
s(2=N) 22+ds;
sicchè + = 0 in [0; j
j] [0; T ] e quindi la tesi. 
Osserviamo che dalla (4.18) si haZ s
0
f    @
@t
Z s
0
v =  p (s) @v

@s
 0;
per cui integrando in (0; t) ;Z s
0
v (; t) d  
Z s
0
u0 () d 
Z s
0
d
Z t
0
f  (; ) d :
dunque, posto
g (s; t) =
Z t
0
f  (s; ) d + u0 (s)
risulta Z s
0
v (; t) d 
Z s
0
g (; t) d:
La (4.10) deriva dalla (3.30) e dalla proposizione II.2.6 per ogni p 2 [1;1) e,
quindi, anche per p =1: 
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Capitolo III
Risultati di confronto con termine di ordine
zero
In questo capitolo si forniranno alcuni risultati di confronto per soluzioni di prob-
lemi di Cauchy-Dirichlet, associati ad equazioni paraboliche lineari del secondo
ordine, per le quali si suppone che i relativi coefcienti di ordine zero siano essen-
zialmente limitati oppure possano presentare una opportuna singolarità nell'origine.
La differenza principale rispetto ai risultati già forniti lungo il corso del capitolo 2
è che il problema simmetrizzato associato al problema originario tiene realmente
conto del termine di ordine zero, non essendo assunta, a priori, alcuna specica
ipotesi di segno sul coefciente.
La maggior parte dei risultati qui esposti, e riguardanti risultati di confronto me-
diante stime integrali, sono da ricercarsi in [14] e nel lavoro [84].
Il capitolo presenta la seguente suddivisione. Nel primo paragrafo vengono
prima di tutto enunciate alcune denizioni e proprietà principali sugli spazi di Lorentz,
nonchè alcuni utili risultati di immersione. Al ne di giusticare l'introduzione di
tali spazi, si consideri un operatore ellittico completo, del tipo
Lu =   (aij (x)uxi)xj + bi (x)uxi   (di (x)u)xi + c (x)u:
E' ben noto che, se N  3, nell'ipotesi in cui bi; di 2 LN e c 2 LN=2, vale un
teorema di esistenza ed unicità "in piccolo" per il problema di Dirichlet relativo
all'equazione
Lu = f
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(vedi [70], [71]). Tale risultato è, di fatto, conseguenza del teorema di immer-
sione di Sobolev. In [7], partendo da un risultato contenuto in [6], si osserva che
la classica denizione di soluzione debole è ben posta, nel senso che continua a
valere un teorema di esistenza ed unicità, se bi; di 2 LNdeb e c 2 LN=2deb , purchè le
norme di tali coefcienti siano "sufcientemente piccole". Lo scopo della seconda
parte del primo paragrafo consiste allora nel mostrare la versione "parabolica" di
quest'ultimo risultato: difatti, esso viene trasposto in un teorema di esistenza ed
unicità per problemi al contorno associati ad equazioni paraboliche con coefcienti
che appartengano, per ogni t ssato, a spazi Lpdeb.
Il secondo paragrafo è dedicato ai suddetti risultati di confronto, nei casi in cui
c 2 L1 (
) e c 2 Lr (
) ; per qualche r > N=2:
Per quanto concerne il caso in cui c è limitato, c'è da dire che un tipo di risultato
di confronto è stato ottenuto in [9], ove si suppone che c 2 L1 (QT ) (dipenda
quindi da entrambe le variabili x; t) e che soddis la condizione
c (x; t)  c0 (t) in D0 (
) , per q.o. t 2 [0; T ] ;(0.24)
ove c0 2 L1 (0; T ). In queste ipotesi, si dimostra che se u è soluzione del problema8>>>>>>><>>>>>>>:
ut  
NX
i;j=1
(aij (x; t)uxi)xj + c (x)u = f in QT
u = 0 su ST
u (x; 0) = u0 (x) x 2 
;
e v è soluzione del relativo problema simmetrizzato, che assume la forma8>>>><>>>>:
vt  v + c0v = f# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) x 2 
#;
(0.25)
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allora, per ogni t 2 [0; T ], vale la disuguaglianza tra le concentrazioniZ s
0
u (; t) d 
Z s
0
v (; t) d , 8s 2 [0; j
j] :
La dimostrazione di questo risultato fa uso del metodo di discretizzazione rispetto
al tempo (cfr. [79], [82]), il quale consente di ricondursi al caso ellittico, al ne
di applicare i relativi teoremi di confronto per poi passare a limite. C'è però da
notare che, sotto l'ipotesi (0.24), anche quando c dipenda solo dalla variabile x,
il problema simmetrizzato (0.25) non risente, in maniera rilevante, dell'inuenza
del termine di ordine zero. Nel lavoro [83] si suppone, invece, che la funzione c0
in (0.24) appartenga a L1 (QT ) ( e, quindi, dipenda anche dalla variabile x); e si
perviene al risultato di confronto integrale rimpiazzando il problema (0.25) con il
problema 8>>>><>>>>:
vt  v + c0#v = f# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) x 2 
#;
(0.26)
dove
c0# :=
 
c+0

#
   c 0 #
è il riordinamento di segno variabile di c0. Come si evince da [83], si può per-
venire a tale risultato utilizzando un metodo di perturbazione del problema sim-
metrizzato (0.26). Nel secondo paragrafo di questo capitolo, invece, supponendo
che c 2 L1 (
) ; seguiremo le linee principali di [62], [63], [83] per l'ottenimento
di una disuguaglianza di tipo integro-differenziale, per poi utilizzare il metodo es-
ibito in [14], allo scopo di ricavare, mediante ragionamenti classici del principio del
massimo, la disuguaglianza tra le concentrazioni delle soluzioni.
Il caso c 2 Lr (
), con r > N=2, è contenuto nella seconda parte di [14], e la sua
risoluzione viene ottenuta mediante un approccio diretto che non fa uso, cioè, del
metodo alternativo che consente di ottenere u e v come limiti di soluzioni relative
ad opportuni problemi approssimanti. Viene anche contemplata l'eventualità in cui
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r = N=2 (con N > 2) ed il ragionamento che si segue è quello di discretizzazione
rispetto alla variabile temporale.
Il terzo ed ultimo paragrafo costituisce la parte principale di [84], e tratta il caso
in cui c presenti una singolarità nell'origine "del tipo" = jxj2 ; con   N , essendo
N := (N   2)2 =4 la miglior costante nella disuguaglianza di HardyZ


jruj2 dx  N
Z


juj2
jxj2dx;
ove 
 è un dominio limitato contenente l'origine: qui per "miglior costante" si
intende il fatto che
N = inf
u2W 1;p0 (
)
u 6=0
R


jrujp dxR


jujp
jxjpdx
:
Ciò conduce allo studio di equazioni lineari del tipo
ut  u = jxj2u+ f;
i cui risultati di esistenza ed unicità per i relativi problemi di Cauchy-Dirichlet sono
contenuti principalmente in [21], oltre che in [29] e [81].
Per quanto riguarda i risultati di confronto, il caso sottocritico  < N viene
trattato attraverso un metodo che si basa sull'approssimazione della soluzione del
problema principale mediante soluzioni che si ottengono per troncatura del poten-
ziale singolare, per poter poi passare a limite nella stima integrale tra le soluzioni.
Il caso critico  = N , presentando l'ulteriore difcoltà dovuta alla non co-
ercività dell'operatore L =     (= jxj2)u sullo spazio dell'energia H10 (
) ; è
invece esposto in maniera duplice: infatti, il risultato di confronto viene ottenuto sia
ambientando le soluzioni in un contesto funzionale che si basa su quello introdotto
in [81], sia seguendo l'approccio di [47], nell'ambito più generale delle soluzioni
nel senso delle distribuzioni. Il caso sopracritico  > N non è invece trattato, in
quanto conduce a fenomeni di non esistenza delle soluzioni (cfr. [21], [29]).
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III.1 Alcune proprietà degli spazi di Lorentz
Denizione III.1.1 Sia 
 un aperto di RN e supponiamo che 1  p; q  1:
Lo spazio di Lorentz L (p; q;
) (o, più brevemente, L (p; q) ) consiste di tutte le
funzioni reali misurabili u su 
 per le quali la quantità
kukp;q =
8>>>><>>>>:
!
q p
pq
N
Z

#
h
jxjN=p u# (x)
iq dx
jxjN
1=q
(1  q <1)
sup
x2
#
!
1=p
N
h
jxjN=p u# (x)
i
(q =1)
è nita. Osserviamo che
1.) L (p; p) = Lp (
) per ogni 1  p  1;
2.) L (p;1) = Lpdeb (
) (cioè lo spazio di MarcinkiewiczMp) per ogni 1  p <1:
Il seguente risultato mostra che, per ogni ssato p; lo spazio di Lorentz L (p; q)
cresce al crescere di q:
Proposizione III.1.1 Supponiamo che 1  p  1 e 1  q  r  1: Allora
kukp;r  C kukp;q
per ogni funzione misurabile u; ove C è una costante dipendente solo da p; q ed r:
In particolare, si ha l'inclusione
L (p; q) ,! L (p; r) :
Le relazioni di inclusione tra gli spazi L (p; q) al variare di p; sono come quelle
per gli spazi di Lebesgue Lp; nel senso che esse dipendono dalla misura dello spazio
ambiente 
; ed il secondo esponente q non è coinvolto: quindi, se j
j < 1 ,
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1  p < r  1 e 1  q; s  1; allora
L (r; s) ,! L (p; q) :
Faremo anche uso dello spazio di Zygmund Lexp (
), costituito da tutte le funzioni
misurabili u su 
 per le quali esiste una costante  =  (u) > 0 tale cheZ


exp ( ju (x)j) dx <1:
Si può mostrare (cfr.[23]) che u 2 Lexp (
) se e soltanto se esiste una costante
C = C (u) > 0 tale che
u (s)  C

1 + log
j
j
s

, 8s 2 (0; j
j) ;
ove
u (s) =
1
s
Z s
0
u () d
è la cosiddetta funzione massimale di u. Si può allora denire Lexp (
) come lo
spazio costituito da tutte le funzioni misurabili u su 
 per le quali risulta nita la
quantità
kukLexp(
) := sup
0<s<j
j
u (s)
1 + log j
j
s
 :
Vale, inoltre, il seguente risultato (cfr. [5]):
Teorema III.1.1 Se u 2 D (
), allora
u (s)  (N!N) 1=N krukLN (
)

log
j
j
s
1 1=N
, 8s 2 (0; j
j) .(1.1)
Dalla (1.1) si evince che per N = 2 è valida l'immersione continua
H10 (
) ,! Lexp (
) :
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Infatti, se u 2 H10 (
), mediante la (1.1) otteniamo
u (s)  (2) 1=2 krukL2(
)

1 + log
j
j
s

;
e dunque, integrando,
u (s) =
1
s
Z s
0
u () d 
h
(2) 1=2 krukL2(
)
i
 1
s
Z s
0

1 + log
j
j


d

r
2

krukL2(
)

1 + log
j
j
s

;
cioè
kukLexp(
) 
r
2

kukH10 (
) :(1.2)
Ricordiamo ora la ben nota disuguaglianza di Hardy, talvolta chiamata anche "prin-
cipio di indeterminazione" (cfr.[47]):
Lemma III.1.1 Supponiamo che 1 < p < N ; se u 2 W 1;p  RN ; risulta
i) u= jxj 2 Lp  RN ;
ii) (dis.di Hardy) Z
RN
jrujp dx  N;p
Z
RN
jujp
jxjpdx;(1.3)
con N;p = ((N   p) =p)p ;
iii) la costante N;p è ottimale.
Il fatto che la costante N;p sia ottimale nella (1.3) signica che essa ha la
seguente caratterizzazione:
N;p = inf
u2W 1;p(RN )
u 6=0
R
RN jrujp dxR
RN
jujp
jxjpdx
Se 
 è un aperto limitato di RN contenente l'origine e 1 < p < N , la (1.3)
continua a valere per ogni u 2 W 1;p0 (
), ove gli integrali disuguaglianza vanno
86
Capitolo III- Risultati di confronto con termine di ordine zero
calcolati su 
 : si ha cioè Z


jrujp dx  N;p
Z


jujp
jxjpdx(1.4)
e N;p è ancora la miglior costante. Possiamo dunque interpretare tale disuguaglianza
affermando che l'immersione diW 1;p0 (
) nello spazio Lp (
) con peso jxj p è con-
tinua.
Una caratteristica di notevole interesse della (1.4) è che la costante N;p non è
mai raggiunta (nel senso che essa diviene un'uguaglianza per qualche 0 6= u 2
W 1;p0 (
)) in nessun dominio, neanche in tutto RN .
Enunciamo adesso un teorema di immersione di tipo Sobolev per gli spazi di
Lorentz (vedi [6]):
Teorema III.1.2 Supponiamo che 1  p < N e 1  q  p: Se u 2 W 1;p  RN ;
si ha
kukp;q  C kjrujkp;q ;
dove p è l'esponente di Sobolev di p e
C =
p

 
 
1 + N
2
	1=N
p
 (N   p)
è la migliore costante possibile. In particolare,
W 1;p
 
RN

,! L (p; p) :
Un'immediata conseguenza è il seguente
Corollario III.1.1 Sia N > 2: Se u 2 H1  RN, risulta
"Z
RN

u#
jxj
2
dx
#1=2
 2
N   2 kjrujkL2(RN ) ;
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in particolare,
H1
 
RN

,! L (2; 2) :
Dim. La dimostrazione di questo corollario è un'evidente applicazione del teor-
ema II.5.1 per p = q = 2: Tuttavia, questo risultato è un'immediata conseguenza
della disuguaglianza di Hardy (1.4) e della disuguaglianza di Polya-Szëgo (teorema
II.2.1), difatti, se u 2 H1  RN ; è u# 2 H1  RN (in questo caso è ovviamente

# = RN) e Z
RN

u#
jxj
2
dx 

2
N   2
2 Z
RN
ru#2 dx


2
N   2
2 Z
RN
jruj2 dx:

E' chiaro che il teorema III.1.1 e quest'ultimo corollario valgono ancora se
si sostituiscono gli spazi W 1;p
 
RN

ed H1
 
RN

rispettivamente con gli spazi
W 1;p0 (
) ed H10 (
) ; con 
 aperto limitato di RN contenente l'origine.
III.1.1 Un risultato di esistenza
Descriviamo ora una piccola applicazione del corollario III.1.1 (cfr. anche [7] per
la relativa versione ellittica) . Supponiamo che N > 2 e consideriamo l'operatore
Lu =  
NX
i=1
(aij (x; t)uxi)xj +
NX
i=1
bi (x; t)uxi  
NX
i=1
(di (x; t)u)xi + c (x; t)u;
dove i coefcienti vericano le ipotesi seguenti:
1.) aij 2 L1 (QT ) per i; j = 1; : : : ; N e
NX
i;j=1
aij (x; t) ij  jj2 ; per q.o. (x; t) 2 QT e 8 2 RN ;
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2.) si abbia
B (x; t) =
24
vuut NX
i=1
b2i
35 2 L1 (0; T ;L (N;1))
D (x; t) =
24
vuut NX
i=1
d2i
35 2 L1 (0; T ;L (N;1)) ;
e 7
kBkL1(0;T ;L(N;1))  
kDkL1(0;T ;L(N;1))  ;
3.) c 2 L1 (0; T ;L (N=2;1)) e
kckL1(0;T ;L(N=2;1))  :
Consideriamo la forma bilineare associata ad L all'istante t :
a (t;u; v) =
Z



aij (t)uxivxj + bi (t)uxiv + di (t)uvxi + c (t)uv
	
dx:
Mostriamo che tale forma è continua su H10 (
)H10 (
) : E' chiaro cheZ


aij (t)uxivxjdx
  A kukH10 (
) kvkH10 (
)(1.5)
con A costante opportuna; utilizzando il corollario III.1.1, la disuguaglianza (2.19)
di Hardy-Littlewood, la disuguaglianza di Cauchy-Schwartz e l'ipotesi (2.), troviamoZ


bi (t)uxivdx
  Z


[B (t)]2 v2dx
1=2Z


jruj2 dx
1=2
(1.6)

Z

#
h
B (t)#
i2  
v#
2
dx
1=2
kukH10 (
)
 2
N   2 kukH10 (
) kvkH10 (
) :
7 qui intendiamo
kBkL1(0;T ;L(N;1)) = ess sup
(0;T )
kB(t)kL(N;1)
ed analogamente sono denite le norme kDkL1(0;T ;L(N;1)) ; e kckL1(0;T ;L(N=2;1)) :
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Analogamente Z


di (t)uvxidx
  2N   2 kukH10 (
) kvkH10 (
) ;(1.7)
e Z


c (t)uvdx
  Z

#
c (t)# u#v#dx(1.8)
 
"Z

#

u#
jxj
2
dx
#1=2 "Z

#

v#
jxj
2
dx
#1=2
 4
(N   2)2 kukH10 (
) kvkH10 (
) ;
relazioni valide per quasi ogni t 2 (0; T ) : Dunque,
a (t;u; v) M kukH10 (
) kvkH10 (
) ; 8u; v 2 H
1
0 (
) e per q.o. t 2 (0; T ) :
Se, inoltre, u 2 H10 (
) ; dall'ipotesi (1.) e dalle (1.6), (1.7), (1.8) risulta
a (t;u; u) 

1  2 (+ )
N   2  
4
(N   2)2

kuk2H10 (
) per q.o. t 2 (0; T ) ;
se
2 (+ )
N   2 +
4
(N   2)2 < 1;(1.9)
la forma bilineare a (t;u; v) è anche coerciva su H10 (
) :
Osserviamo ora che se g 2 L   2N
N+2
; 2

e v 2 H10 (
) ; allora gv 2 L1 (
) :
difatti,Z


jgvj dx 
Z

#
g#v#dx =
Z

#
 
g# jxjN=(2)0
jxjN=2
! 
v# jxjN=2
jxjN=2
!
dx

Z

#
h
jxjN=(2)0 g#
i2 dx
jxjN
1=2Z

#
h
jxjN=2 v#
i2 dx
jxjN
1=2
 ! 1=NN

2
N   2

kgk(2)0;2 kvkH10 (
) ;
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dove (2)0 = 2N= (N + 2) : Fissata allora una funzione f0 2 L2
 
0; T ;L
 
2N
N+2
; 2

è facile far vedere che f0 2 L2 (0; T ;H 1 (
)) : Dunque, possiamo applicare il
teorema I.1.9 e dedurre che
Teorema III.1.3 Per ogni u0 2 L2 (
), f0 2 L2
 
0; T ;L
 
2N
N+2
; 2

ed fi 2
L2 (QT ) per i = 1; : : : ; N; se vale la (1.9) esiste una ed una sola funzione u 2
L2 (0; T ;H10 (
)) tale che u0 2 L2 (0; T ;H 1 (
)) ; soluzione debole del problema
di Cauchy-Dirichlet8>>>>>>><>>>>>>>:
ut + Lu = f0  
NX
i=1
(fi)xi in QT
u = 0 su ST
u (x; 0) = u0 (x) in 
.
In particolare, se bi = di = 0, kckL1(0;T ;L(N=2;1)) < N =(N   2)2 =4; ed f0;fi 2
L2 (QT ) ; vale ancora il risultato di regolarità fornito dal teorema I.2.5.
III.2 Risultati di confronto
Quelli che seguono sono alcuni risultati di confronto di tipo integrale, suddivisi
in due casi principali: il caso in cui c è essenzialmente limitato, e quello in cui c sia
sommabile in 
 con esponente r, per qualche r > N=2:
III.2.1 Il caso c 2 L1 (
)
Sia 
 un aperto limitato di RN ; eventualmente contenente l'origine, e sia T > 0:
91
Capitolo III- Risultati di confronto con termine di ordine zero
Consideriamo il seguente problema al contorno8>>>>>>><>>>>>>>:
ut  
NX
i;j=1
(aij (x; t)uxi)xj + c (x)u = f in QT
u = 0 su ST
u (x; 0) = u0 (x) x 2 
;
(2.1)
dove assumiamo che l'operatore sia uniformemente parabolico, cioè
NX
i;j=1
aij (x; t) ij  jj2 per q.o. (x; t) 2 
 (0; T ) ;8 2 RN :(2.2)
Nei risultati richiamati nel capitolo II, viene trascurata l'inuenza del termine di
ordine zero cu del quale, sostanzialmente, ci si libera tramite l'ipotesi di segno
c (x)  0: Poichè nel nostro contesto, a priori, il coefciente c può cambiare segno,
il nostro obiettivo è quello di esporre un risultato di confronto tra la soluzione u
del problema (2.1) e la soluzione v di un problema a simmetria sferica, che abbia
"memoria" del termine di ordine zero. Il problema indiziato è il seguente8>>>><>>>>:
vt  v + c#v = f# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) x 2 
#;
(2.3)
ove, in questo caso,
c# :=
 
c+

#
   c # ;
è il riordinamento crescente di segno variabile di c, essendo c+ e c  la parte positiva
e negativa di c e (c+)# ; (c )
# rispettivamente i loro riordinamenti sferici crescenti
e decrescenti. Faremo le seguenti, ulteriori ipotesi:
c 2 L1 (
) ;(2.4)
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aij 2 L1 (QT ) ; aij = aji; @aij
@t
2 C0  QT  per i; j = 1; : : : ; N
f 2 L2 (QT ) ; u0 2 H10 (
) :
(2.5)
Sotto tali condizioni, l'osservazione I.2.1 assicura che la soluzione debole u di
(2.1) (la cui esistenza ed unicità è garantita dal teorema I.1.9) è tale che u 2
L1 (0; T ;H10 (
)) e
@u
@t
2 L2 (QT ) :Vale, allora, il seguente risultato (cfr. [9], [14],
[83]):
Teorema III.2.1 Siano u e v rispettivamente le soluzioni deboli dei problemi (2.1)
e (2.3). Allora per ogni t 2 [0; T ] vale il confronto tra le relative concentrazioni:Z s
0
u (; t) d 
Z s
0
v (; t) d , 8s 2 [0; j
j] :(2.6)
Osservazione III.2.1 Nel caso c (x)  0; la stima (2.6) è migliore della (3.30)
fornita dal teorema II.4.3. Difatti, se ~v è soluzione del problema simmetrizzato di
(2.1) che si ottiene trascurando il termine di ordine zero, dal principio del massimo
(teorema I.1.13) si ha che v  ~v:
Dimostrazione del teorema III.2.1. Possiamo sempre supporre che c (x)  0 in

. Difatti, se riusciamo a dimostrare il teorema in questo caso, nell' ipotesi in cui
c assuma segno qualunque, esiste sempre un  2 R tale che c (x)   q.o. in

: Mediante la sostituzione w := etu; si ha che la funzione w è soluzione del
problema8>>>>>>><>>>>>>>:
wt  
NX
i;j=1
(aij (x; t)wxi)xj + (c (x)  )w = fet in QT
w = 0 su ST
w (x; 0) = u0 (x) x 2 
;
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ove il coefciente di ordine zero è non negativo: allora risultaZ s
0
w (; t) d 
Z s
0
z (; t) d , 8 (s; t) 2 [0; j
j] [0; T ] ;(2.7)
dove z è soluzione del problema8>>>><>>>>:
zt  z + (c (x)  )# z = f#et in Q#T
z = 0 su S#T
z (x; 0) = u#0 (x) x 2 
#:
Allora si ha v = e tz, per cui dalla (2.7) si ha la (2.6).
Supponendo, quindi, che il coefciente di ordine zero sia non negativo, ssiamo
t 2 [0; T ] , h > 0 e   0; scegliamo
'h (x) =
8>>>>><>>>>>:
sign(u) se juj > #+ h
juj   #
h
sign(u) se # < juj  #+ h
0 altrimenti:
come funzione test nella formulazione debole del problema (2.1) che, in questo
caso, assume la forma8><>:
Z


@u
@t
(t) dx+ a (t;u (t) ;  ) =
Z


f (t) dx per q.o. t 2 [0; T ] ;8 2 H10 (
)
u (0) = u0;
dove
a (t;;  ) =
Z


"
NX
i;j=1
aij (; t)xi xj + c 
#
dx , 8;  2 H10 (
) :
Come nella dimostrazione del teorema II.4.3, passando a limite per h ! 0 ot-
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teniamo
  @
@
Z
juj>
jruj2 dx 
Z
juj>

f (x; t)  c (x)u  @u
@t

sign (u) dx:;
d'altronde, da quest'ultima e dalla disuguaglianza di Cauchy-Schwartz, discende
  @
@
Z
juj>
jruj dx
2
(2.8)


 @u
@


Z
juj>

f (x; t)  c (x)u  @u
@t

sign(u) dx

.
Il primo membro della (2.8) può essere stimato dal basso facendo uso della dis-
uguaglianza isoperimetrica e della formula di Fleming Rishel (1.7) nel modo seguente:
N!
1=N
N u (; t)
1 (1=N)    @
@
Z
juj>
jruj dx .(2.9)
Riguardo al termine contenente la derivata di u rispetto al tempo, notiamo che,
poichè u 2 H10 (
) for per q.o. t; segue che u 2 C (]0; j
j]) (vedi [63]), quindi
ju = j = 0 e u (u (; t)) = ; for q.o. ; quindi dal teorema II.4.2 (per i dettagli,
si rimanda al teorema II.4.3) deduciamoZ
juj>
@u
@t
sign (u) dx =
Z u(;t)
0
@u
@t
ds for a.e.   0.(2.10)
Invece, per ciò che riguarda il secondo membro della (2.8), la disuguaglianza di
Hardy-Littlewood (ossia la (2.19), pag.45) implica:
 
Z
juj>
c (x)u sign (u) dx   
Z u(;t)
0
c (s)u (s; t) ds ,Z
juj>
f (x; t) sign (u) dx 
Z u(;t)
0
f  (s; t) ds.
(2.11)
Allora, utilizzando le (2.9), (2.10), (2.11) nella (2.8), troviamo
N2!
2=N
N u (; t)
2 (2=N) 

 @u
@


(Z u(;t)
0

f  (s; t)  c (s)u (s; t)  @u

@t

ds
)
:
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Eseguendo un cambio di variabili come nella dimostrazione del teorema II.4.3, ot-
teniamo
sZ
0
@u
@t
(; t) d   p (s) @u

@s
+
Z s
0
c ()u (; t) d(2.12)

Z s
0
f  (; t) d per q.o. (s; t) 2 QT := (0; j
j) (0; T ) ,
dove p (s) := N2!2=NN s2 (2=N) .
Per quanto concerne la soluzione v del problema (2.3), si può dimostrare (come
per la proposizione II.3.2) che la soluzione v è sfericamente simmetrica decrescente
rispetto ad x; per cui tutte le disuguaglianze che abbiamo usato per ottenere la (2.12)
divengono ora uguaglianze ed abbiamo
sZ
0
@v
@t
(; t) d   p (s) @v

@s
+
Z s
0
c () v (; t) d(2.13)
=
Z s
0
f  (; t) d per q.o. (s; t) 2 QT :
Dalle (2.12)-(2.13) segue allora
@
@t
sZ
0
w (; t) d   p (s) @w
@s
+
Z s
0
c ()w (; t) d  0;
per q.o. (s; t) 2 QT , dove w := u   v: Dunque, se poniamo  (s; t) :=R s
0
w (; t) d con (s; t) 2 QT ; dalle condizioni al contorno di (2.1) e (2.3), si ha
che  soddisfa8>>>>>>><>>>>>>>:
@
@t
  p (s) @
2
@s2
+
Z s
0
c ()
@
@
(; t) d  0 q:o: in QT
 (0; t) =
@
@s
(j
j ; t) = 0 8t 2 [0; T ]
 (s; 0) = 0 8s 2 [0; j
j] .
(2.14)
Il nostro scopo è ora quello di ottenere il risultato mediante argomentazioni tipiche
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del principio del massimo: in questo caso, il ragionamento che seguiremo sarà
quello di tipo puntuale utilizzato in [14]. Si può provare facilmente che la fun-
zione  è continua in QT , cosicchè essa ammette un massimo in QT : proveremo
che questo massimo dev'essere zero. Per assurdo, supponiamo che (s0; t0) sia un
punto di massimo di  in QT tale che  (s0; t0) > 0 e supponiamo inizialmente
che (s0; t0) 2 QT : Cominciamo con l'osservare che il termine
R s
0
c ()
@
@
(; t) d
nella disuguaglianza intego differenziale (2.14) può essere trascurato in un oppor-
tuno intorno di (s0; t0) : Infatti, integrando per parti (cfr.[30])Z s0
0
c ()
@
@
(; t0) d =
Z s0
0
c () d (; t0)
= c (s0) (s0;t0) 
Z s0
0
 (; t0) dc ()
=
Z s0
0
[ (s0; t0)   (; t0)] dc () > 0;
da cui, per continuità, è possibile trovare un opportuno intorno quadrato Q =
Q (s0; t0) di (s0; t0) in cui la funzione
R s
0
c ()
@
@
(; t) d resti positiva. Dunque,
a patto di scegliere  convenientemente, dalla (2.14) troviamo
@
@t
  p (s) @
2
@s2
< 0 q.o. in Q:(2.15)
Allora, possiamo ridurre lo studio del problema (2.14) allo studio della disuguaglianza
(2.15) nell'intornoQ;e ciò consente di procedere come nel lemma II.4.3. Comunque,
non possiamo moltiplicare direttamente ambo i membri della (2.14) per +, e in-
tegrare sull'intervallo (s0   ; s0 + ), poichè non conosciamo i valori assunti da 
sulla frontiera parabolica   di Q. Così, è una scelta naturale considerare, in luogo
di +; la funzione ' denita da
' :=

=Q  max  
+
:
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Senza ledere le generalità, possiamo supporre che
 (s; t) <  (s0; t0) 8 (s; t) 2 Qn f(s0; t0)g ,
quindi ' (s0;t0) > 0:Multiplicando ambo i membri della disuguaglianza (2.15) per
s(2=N) 2' troviamo
s(2=N) 2
@
@t
'  N2!(2=N)N
@2
@s2
' q.o. in Q .(2.16)
Come nel lemma II.4.3, è possibile provare che
 2 W 2;1 (s0   ; s0 + ) ,
' 2 H1 (s0   ; s0 + ) ,
così un'integrazione per parti conduce a:Z s0+
s0 
@2
@s2
'ds =

@
@s
'
s0+
s0 
 
Z s0+
s0 

@'
@s
2
ds  0 .
Dunque, dalla (2.16) e dalla denizione di' abbiamo che, per ogni t 2 (t0   ; t0 + ),
0  2
Z t
t0 
s0+Z
s0 
s(2=N) 2
@
@t
'dsd =
Z s0+
s0 
s(2=N 2)
Z t
t0 
@
@
 
'2 (s; )

d

ds
=
Z s0+
s0 
s(2=N) 2'2 (s; t) ds;
da cui ' = 0 in Q = (s0   ; s0 + )  (t0   ; t0 + ) ma questo contraddice
il fatto che ' (s0;t0) > 0. Attraverso ragionamenti analoghi si perviene alla stessa
conclusione se si suppone che (s0; t0) appartenga al segmento f(s; T ) : s 2 (0; j
j)g
oppure al segmento f(j
j ; t) : t 2 (0; T )g : Allora dev'essere  (s0; t0) = 0; da cui
la tesi. 
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III.2.2 Il caso c 2 Lr (
)
Analizzando le linee dimostrative del teorema III.2.1 si evince che, per ottenere
lo stesso risultato, l'ipotesi fondamentale per il coefciente c (x) ; più che la limit-
atezza globale, sia la limitatezza dal basso, cioè che c (x)   per qualche :
Il nostro scopo è ora quello di ottenere la disuguaglianza (2.6) nel caso in cui
c (x) possa presentare una singolarità nell'origine, vericando al contempo alcune
ipotesi di sommabilità. Più precisamente, dimostreremo il seguente teorema (cfr.[14]):
Teorema III.2.2 Supponiamo che sia vericata la condizione di ellitticità (2.2),
le ipotesi (2.5) e, in luogo della (2.4), sia
c 2 Lr (
) ; con r > N=2 se N  2; r  1 se N = 1:(2.17)
Siano u e v rispettivamente le soluzioni deboli dei problemi (2.1) e (2.3). Allora
vale la stima (2.6).
Uno degli strumenti che consentiranno di dimostrare il teorema III.2.2 è la ver-
sione unidimensionale della disuguaglianza di Hardy (1.4), che può essere così
enunciata (cfr. [53]):
Lemma III.2.1 Sia 1 < p <1, e sia u 2 W 1;p (0; 1) tale che u (0) = 0: Allora
i) u= jxj 2 Lp (0; 1);
ii) vale la disuguaglianzaZ 1
0
ju0 (x)jp dx 

p  1
p
p Z 1
0
ju (x)jp
jxjp dx:(2.18)
Inoltre,

p 1
p
p
è la miglior costante e la disuguaglianza è stretta a meno che
u  0.
Dimostrazione del teorema III.2.2 Occupiamoci anzitutto del problema relativo
all'esistenza della soluzione del problema (2.1) (analogamente si ragionerà per il
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problema (2.3) ). Si ponga
a (t;;  ) =
Z


"
NX
i;j=1
aij (; t)xi xj + c 
#
dx , 8;  2 H10 (
) ;
e dimostriamo che sono vericate le ipotesi del teorema I.1.9. Supporremo ora che
N > 2; analogamente e con minori difcoltà si ragionerà nei casi N = 1; 2.
La proprietà di continuità uniforme della forma bilineare a (t; ; ) rispetto al
tempo è facilmente vericata attraverso un'applicazione della disuguaglianza di So-
bolev. Per quanto concerne la proprietà di coercività debole, se  2 H10 (
) ;dalla
(2.2) si ha
a (t;; ) +  kk(2.19)
=
Z


NX
i;j=1
aij (; t)xixjdx+
Z


(c+ )2dx

Z


jrj2 dx+
Z


c+2dx+
Z


 
  c 2dx

Z


jrj2 dx 
Z


 
c    2dx;
dove 
 := fx 2 
 : c  (x) > g : D'altronde, dalle disuguaglianze di Hölder e di
Sobolev si haZ


 
c    2dx  c    
LN=2(
)
kk2L2 (
)(2.20)
 k2 (N)c    
LN=2(
)
Z


jrj2 dx;
dove 2 = 2N= (N   2) e k (N) è la costante di Sobolev. Poichè kc    kLN=2(
) !
0 per ! +1; possiamo scegliere  > 0 sufcientemente grande da fare in modo
che  :=

1  k2 (N) kc    kLN=2(
)

> 0; per cui dalle (2.19)-(2.20) dedu-
ciamo
a (t;; ) +  kk2L2(
)   kk2H10 (
)
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ossia la coercività debole. Dunque, in base al teorema I.1.9 esiste una ed una sola
soluzione u del problema (2.1) che, sfruttando l'osservazione I.2.1, ammette de-
rivata temporale dotata della regolarità L2 : u 2 L1 (0; T ;H10 (
)),
@u
@t
2 L2 (QT ) :
Come già osservato, il caso in cui c sia limitato dal basso si può trattare come
nella dimostrazione del teorema III.1.1. Supponiamo, quindi, che c possa essere
non limitato inferiormente in 
.
La prima parte della dimostrazione è esattamente quella del teorema III.2.1.
Mediante l'uso combinato di strumenti come la formula di derivazione sotto il
segno di integrale (teorema II.4.2), la formula di coarea di Fleming-Rishel, e le
disuguaglianze isoperimetrica e di Hardy-Littlewood, si perviene alla stima
sZ
0
@u
@t
(; t) d   p (s) @u

@s
+
Z s
0
 
c+

  
 
c 

u (; t) d

Z s
0
f  (; t) d per q.o. (s; t) 2 QT
e tale disuguaglianza diviene un'uguglianza se si sostituisce u con la soluzione v del
problema simmetrizzato (2.3). Comunque, se poniamo  (s; t) =
R s
0
(u   v) d;
non è possibile trascurare il termine
R s
0
 (; t) d
d

(c+)   (c )

d attraverso i
ragionamenti di tipo puntuale che hanno consentito di ottenere la (2.6), poichè c
cambia di segno. In più, bisogna anche tener conto della singolarità di c nell'origine,
che potrebbe dar luogo all'eventualità in cui (c ) ! +1 per s ! 0: Al ne di
ovviare a tale problematica, procederemo per approssimazione.
Sia v = v + v0 la soluzione del seguente problema "perturbato"8>>>>><>>>>>:
vt  v +
h
(c+)#   (c )#
i
v = f
# +  in Q#T
v = 0 su S
#
T
v (x; 0) = u
#
0 (x) + v0 (x) x 2 
#;
(2.21)
dove  > 0;  è la delta di Dirac concentrata nell'origine e v0 è la soluzione che si
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annulla su @
# dell'equazione
 v0 +
h 
c+

#
   c #i v0 =  in 
#:(2.22)
Su risultati di esistenza riguardo l'equazione (2.22) (così come una generica equazione
ellittica lineare con dato misura), ci riferiamo principalmente alla monograa di G.
Stampacchia (cfr.[71]). Inoltre, poichè c 2 Lr (
) con r > N=2; possiamo ap-
plicare un risultato di regolarità contenuto [4] per ottenere che la soluzione v0 di
(2.22) è nello spazio di Lorentz L (N= (N   2) ;1) : Nel caso in cui N = 2; si può
utilizzare un risultato contenuto in [3] per ottenere che v0 2 Lexp
 

#

; mentre nel
caso N = 1 la soluzione è limitata in 
#:
Posto allora
 (s; t) :=
Z s
0
(u   v ) d;
abbiamo 8>>>>>>>>>>>>><>>>>>>>>>>>>>:
@
@t
  p (s) @
2
@s2
+
Z s
0

(c+)   (c )
 @
@
(; t) d
   q:o in QT
 (0; t) =
@
@s
(j
j ; t) = 0 8t 2 [0; T ]
 (s; 0) =  
Z s
0
v0 () d:
(2.23)
Vogliamo provare che   0 in QT ; cosicchèZ s
0
u (; t) d 
Z s
0
v (; t) d , 8 (s; t) 2 QT ;
e quindi si ottiene il risultato voluto mandando  a zero.
Per assurdo, si supponga che  > 0 in un sottoinsieme F di QT e sia t il valore
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minimo della proiezione di F sull'asse t. Si noti che
 (s; t) =
Z s
0
(u   v) d   
Z s
0
v0d :
proveremo che, per ogni t;
lim
s!0
 
c 

(s) (s; t) = 0:(2.24)
Infatti, nel caso N > 2; poichè v0 è in L
 
N= (N   2) ;1;
# si ha
v0 
K
s1 
2
N
dunque, dalla disuguaglianza di Hölder, c  (s)Z s
0
v0 () d
  K  c  (s) s 2N  Ks 2N 1 Z s
0
 
c 

d
 Ks 2N  1r c 
Lr(
)
;
chiaramente, una simile stima vale anche per il termine (c ) (s)
R s
0
(u   v) d,
poichè dalla disuguaglianza di Sobolev risulta che, per t ssato, (vedere anche la
proposizione III.1.1)
u 2 L2 (
) ,! L (N= (N   2) ; 2) ,! L (N= (N   2) ;1) ;
ed analogamente v 2 L (N= (N   2) ;1) : Dunque, deduciamo
 c  (s) (s; t)  Ks 2N  1r c Lr(
) ! 0
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da cui la (2.24). Quest'ultima vale anche nel caso N = 2; poichè v0 2 Lexp
 

#

e c  (s)Z s
0
v0 () d
  s  c  (s) v0 (s)
 kv0kLexp(
)

1 + log
j
j
s
Z s
0
 
c 

() d
 s r 1r

1 + log
j
j
s
c 
Lr(
)
kv0kLexp(
) ! 0;
tale tipo di stima si può ottenere anche sostituendo v0 con u e v; in quanto dalla
(1.2) discende che u 2 Lexp (
) e v 2 Lexp
 

#

per t ssato. E' chiaro che la
(2.24) risulta vera anche nel caso N = 1.
Allora, integrando per parti abbiamo
sZ
0
 
c+

  
 
c 
 @
@
(; t) d =
 
c+

  
 
c 

 (s; t)
 
Z s
0
 (; t) d
 
c+

  
 
c 

:
Per continuità, possiamo scegliere  > 0 tale che, per t < t+  ; si abbia
sZ
0
 (; t) d
 
c+

  
 
c 
    0 8s 2 [0; j
j] ;
così che dalla (2.23) discenda
@
@t
  p (s) @
2
@s2
+
 
c+

  
 
c 

 (s; t)  0 q:o: in (0; j
j) (0; t+ ) :
Dividendo ambo i membri di questa disuguaglianza per p (s) ; possiamo riscriverla
come
p (s) 1
@
@t
  @
2
@s2
+ p (s) 1

(c+)   (c )

  0 ;
q:o: in (0; j
j) (0; t+ ) :
(2.25)
Moltiplicando ambo i membri della (2.25) per + ed integrando tra 0 e j
j ;utilizzando
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le condizioni al contorno in (2.23), otteniamo
N
Z j
j
0
s(2=N) 2
@
@t
+ ds+
Z j
j
0

@+
@s
2
ds
+N
Z j
j
0

(c+)   (c )

s(2=N) 2 (+ )
2
ds  0;
(2.26)
dove N := N 2!
 2=N
N : Vogliamo provare che se sostituiamo la funzione  con la
funzione U := e t (dove  > 0 è una costante opportuna), la somma dei termini
della (2.26) che non contengono la derivata rispetto al tempo, è non negativa. Ciò
è essenzialmente dovuto al fatto che se c 2 Lr (
) con r > N=2; l'operatore
 u + cu è coercivo a meno di moltiplicare ambo i membri dell'equazione per
e t: Invero, dalla (2.26) abbiamo che U soddisfa
N
Z j
j
0
s(2=N) 2
@U
@t
U+ ds+
Z j
j
0

@U+
@s
2
ds
+N
Z j
j
0

  (c ) s(2=N) 2 (U+ )2 ds  0:(2.27)
Ora, se 
 := fx : c  (x) > g e 
 :=

s : (c ) (s) > 
	
= [0; j
j) (dalla
proprietà di equidistributività dei riordinamenti), notiamo che
j
jZ
0

@U+
@s
2
ds+ N
j
jZ
0

   c  s(2=N) 2  U+ 2 ds(2.28)

j
jZ
0

@U+
@s
2
ds  N
Z


 
c 
    s(2=N) 2  U+ 2 ds:
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Se s 2 
; dalla disuguaglianza di Hölder risulta
 
c 

(s)   s2=N  s(2=N) 1 Z s
0
 
c 

()   d

Z s
0
 
c 

()  N=2 d2=N

 Z j
j
0
 
c 

()  N=2 d!2=N =  c    
LN=2(
)
:
Usando quest'ultima disuguaglianza e la disuguaglianza di Hardy unidimensionale
(2.18) (osserviamo esplicitamente che, per t ssato, U+ 2 H1 (0; j
j) e U+ (0) =
0) otteniamoZ


 
c 
    s(2=N) 2  U+ 2 ds = Z


 
c 

()   s2=N U+
s
2
ds
  c    
LN=2(
)
Z



U+
s
2
ds
 4 c    
LN=2(
)
Z j
j
0

@U+
@s
2
ds;
e dalla (2.28) troviamoZ j
j
0

@U+
@s
2
ds+ N
Z j
j
0

   c  s(2=N) 2  U+ 2 ds

h
1  4N
 c    
LN=2(
)
i Z j
j
0

@U+
@s
2
ds:
Dunque, a patto di scegliere  sufcientemente grande, si ha
N :=
h
1  4N
 c    
LN=2(
)
i
> 0;
così abbiamoZ j
j
0

@U+
@s
2
ds+ N
Z j
j
0

  (c ) s(2=N) 2 (U+ )2 ds
 N
Z j
j
0

@U+
@s
2
ds:
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Notiamo che si può ottenere una simile stima anche nei casi N = 1; 2 : infatti, il
caso N = 1 è molto più semplice, mentre nel caso N = 2 troviamoZ
B
 
c 
    s 1  U+ 2 ds  4C  c    Lr(
)
Z j
j
0

@U+
@s
2
ds;
per qualche r > 1 ed un'opportuna costante C:
Allora, dalla (2.27) segue
j
jZ
0
s(2=N) 2
@U
@t
U+ ds  0(2.29)
per q.o. t 2 (0; t + ): Allora, integrando la (2.29) tra 0 e t con t 2 (0; t + ); ed
utilizzando ancora le condizioni al contorno di (2.23) risulta
0  2
Z t
0
d
j
jZ
0
s(2=N) 2
@U
@
U+ ds =
Z j
j
0
s(2=N) 2
Z t
0
@
@
 
U+
2
d

ds
=
Z j
j
0
s(2=N) 2
 
U+
2
(s; t) ds
che implica U+ = 0 in [0; j
j] per ogni t 2 (0; t + ): Ciò signica che U  0
in [0; j
j] [t; t + ); e quindi anche   0 in [0; j
j] [t; t + ), ma nello
stesso rettangolo la funzione  è positiva dalla costruzione dell'insieme F . Dunque
  0 in QT . 
Osservazione III.2.2 Se N > 2 e c 2 LN=2 (
), non si può utilizzare, al ne
di ottenere la (2.6), lo stesso ragionamento adoperato nel corso della dimostrazione
del teorema III.2.2: ciò è dovuto all'uso essenziale che viene fatto della soluzione
v0 dell'equazione (2.22), la cui esistenza ed unicità è garantita solo nell'ipotesi in
cui il coefciente di ordine zero abbia sommabilità maggiore di N=2 (vedi [70],
[71]). Ciò nonostante, il risultato di confronto nel caso c 2 LN=2 (
) viene recu-
perato utilizzando il metodo di discretizzazione rispetto al tempo. Brevemente, il-
lustriamone le linee principali. Consideriamo una partizione di lunghezza  = T=n
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(n 2 N) dell'intervallo (0; T ) e approssimiamo le soluzioni u e v dei problemi (2.1),
(2.3) mediante le successioni
un (x; t) := u
(k) (x; t) x 2 
; t 2 [(k   1)  ; k ]
vn (x; t) := v
(k) (x; t) x 2 
#; t 2 [(k   1)  ; k ]
dove, per ogni k = 1; : : : ; n, u(k) è la soluzione del problema discreto8>>><>>>:
u(k)   u(k 1)

 
NX
i;j=1

a
(k)
ij (x)u
(k)
xi

xj
+ cu(k) = f (k) in 

u(k) = 0 su @
;
(2.30)
con
a
(k)
ij (x) :=
1

Z k
(k 1)
aij (x; t) dt;
f (k) (x) :=
1

Z k
(k 1)
f (x; t) dt
e u(0) := u0, mentre v(k) è la soluzione del problema simmetrizzato8><>:
v(k)   v(k 1)

 v(k) + c#v(k) = f (k)# in 
#
v(k) = 0 su @
#;
(2.31)
con v(0) := u#0 : Utilizzando un risultato di [12] (vedi teorema 3.4) si può provare
per induzione che Z s
0
u(k) () d 
Z s
0
v(k) () d(2.32)
per k = 1; : : : ; n: Osserviamo che il risultato di [4] può essere applicato nel caso in
cui c (x) + 1

2 L1 (
) ; ma esso può essere facilmente esteso al caso c (x) + 1

2
LN=2 (
) ; poichè l'operatore
L(k)u(k) :=  
NX
i;j=1

a
(k)
ij (x)u
(k)
xi

xj
+

c (x) +
1


u(k)
è coercivo (si rimanda a [12] ed a [72], dove si caratterizza il primo autovalore del
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problema  u = p (x)u; u 2 H10 (
), con un peso p 2 LN=2 (
)). Inne,
passando a limite in (2.32) si ha la (2.6).
III.3 Risultati di confronto nel caso c 2 L (N=2;1)
III.3.1 Alcune premesse
Sia 
 un aperto limitato di RN contenente l'origine. Il problema di cui adesso
ci occuperemo sarà quello di determinare risultati di confronto nel caso in cui il
coefciente c sia un potenziale molto singolare, del tipo
c (x) =   jxj2 :
Questa situazione può essere classicata come caso limite, nel senso che il poten-
ziale = jxj2 appartiene allo spazio Lrloc se e soltanto se 1  r < N=2 (da ora in
poi supporremo sempre N > 2), per cui non è possibile utilizzare i risultati classici
di unicità e regolarità. Risulta chiaro, invece, che questo potenziale appartenga allo
spazio di Lorentz L (N=2;1) : Un'equazione del tipo
ut  u = jxj2u+ f(3.1)
appare in numerosi contesti. Nella sua versione ellittica (senza ut), con = jxj2
sostituito da un potenziale singolare più generico V (x) e con f = 0, essa rap-
presenta l'equazione di Schrödinger della meccanica quantistica. Inoltre, la (3.1)
appare anche nell'analisi linearizzata di modelli standard di combustione che con-
ducono a fenomeni di blow-up. Più precisamente, consideriamo l'equazione del
calore semilineare con termine di reazione esponenziale
ut  u = eu;  > 0 :(3.2)
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quest'equazione rappresenta uno dei più semplici esempi di meccanismi di igniz-
ione nella teoria della combustione, dove u rappresenta la temperatura. La (3.2)
ammette una soluzione singolare stazionaria, data da
U (x) =  2 log jxj+ log 2 (N   2)

;
la quale riveste un ruolo particolarmente importante nello studio dell'esistenza, uni-
cità e blow-up delle soluzioni della stessa (3.2), sia relativamente al problema di
Cauchy in RN che al problema di Cauchy-Dirichlet: per un'analisi dettagliata di
tali questioni si rimanda a [64] ed a [80]. Nel nostro caso, l'operatore linearizzato
stazionario della (3.2) rispetto ad U è dato da
Lv : =  v   eUv
=  v   2 (N   2)jxj2 v:
Dunque, la (3.1) è, per f = 0 e  = 2 (N   2), l'equazione linearizzata della
(3.2) rispetto alla sua soluzione singolare stazionaria U .
I primi a studiare problemi al contorno associati ad equazioni del tipo (3.1) sono
stati Baras e Goldstein in [21], nel caso in cui f; u0  0; f; u0 6 0 (cfr. anche [29]
per il caso N = 2): In [21] si dimostra che il comportamento delle soluzioni di-
pende dal valore del parametro : Più precisamente, esiste un valore critico N :=
(N   2)2 =4; corrispondente alla miglior costante nella disuguaglianza di Hardy
(1.4) per p = 2, tale che se   N , il problema di Cauchy-Dirichlet, con cond-
izione di Dirichlet omogenea, associato alla (3.1) ammette una soluzione globale,
mentre se  > N lo stesso problema non ammette soluzioni locali qualunque
siano f; u0 6 0:
Più precisamente, in [21] il potenziale V (x) = = jxj2 ed il termine noto f
sono sostituiti dalle rispettive troncature Vn = min fV; ng e fn = min ff; ng con
n 2 N, e si considera la soluzione un (x; t) del corrispondente problema di Cauchy-
Dirichlet in 
 (0;+1) :Allora si dimostra che
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a) quando   N ; la successione fung delle soluzioni dei problemi approssi-
manti converge monotonamente ad una soluzione u del problema originario;
b) quando  > N ; allora
lim
n!1
un (x; t) = +1
per tutti gli (x; t) 2 
 (0;+1) :
Quest'ultimo fenomeno è chiamato blow-up completo istantaneo.
Successivamente, tale problematica è stata affrontata in [81] rimuovendo l'ipotesi
di segno sui dati e analizzando più in dettaglio il caso critico  = N ; mentre in
[47] ne viene studiato il caso non lineare.
Il caso  < N è più facile da trattare, in quanto se u 2 H10 (
) dalla dis-
uguaglianza di Hardy (1.4), risultaZ


jruj2 dx  
Z


u2
jxj2dx 
 
1   1N
 Z


jruj2 dx;
per cui l'operatore
Lu =  u  jxj2u
è coercivo, cosicchè (dal teorema I.1.9) per ogni f 2 L2 (
 (0;+1)) ; u0 2
L2 (
) esiste una soluzione u 2 C ([0;1);L2 (
)) \ L2 (0;1;H10 (
)) (quindi
globale nel tempo) del problema8>>>>>><>>>>>>:
ut  u = jxj2u+ f in 
 (0;+1)
u = 0 su @
 (0;+1)
u (x; 0) = u0 (x) in 
.
(3.3)
La situazione è diversa nel caso critico  = N ; in cui, come vedremo più avanti,
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(cfr.[81]), c'è un'unica soluzione in L2 ma non in H10 :
Forniamo ora un risultato di esistenza ed uno di non esistenza per problemi di
Cauchy-Dirichlet associati ad equazioni del tipo (3.1), ove = jxj2 è sostituito da un
generico potenziale singolare V (x) :Ci riferiamo, in particolare, a [29] ed al caso
f = 0: Si consideri, allora, il seguente problema8>>>><>>>>:
ut  u = V (x)u in QT
u = 0 su ST
u (x; 0) = u0 (x) in 
;
(3.4)
dove supponiamo V 2 L1loc (
), u0 2 L1loc (
) ; e che V  0 e u0  0 q.o. in

:Forniamo la seguente
Denizione III.3.1 Sia 0 < T  1 ed u0 2 L1 (
), diciamo che u  0 (ci
restringiamo all'ambito delle soluzioni non negative) è soluzione debole di (3.4) se,
per ogni 0 < S < T si ha che u 2 L1 (
 (0; S)) ; V u 2 L1 (
 (0; S)) e risultaZ S
0
Z


u ( t  ) dxdt 
Z


u0 (0) dx =
Z S
0
Z


V udxdt;(3.5)
per ogni funzione  2 C2  
 [0; S] per cui  (S)  0 in 
 e  = 0 su @
 
[0; S] : Se T = 1;diremo che u è una soluzione debole globale. Il risultato che
esporremo è particolarmente interessante, poichè consente di studiare l'esistenza
delle soluzioni per il problema (3.4) facendo riferimento al primo autovalore gen-
eralizzato dell'operatore stazionario in (3.4). Precisamente, per primo autovalore
generalizzato dell'operatore     V (x) I in 
 intendiamo la quantità espressa
dalla formula
1 (V ; 
) := inf
'2D(
)
' 6=0
R


jr'j2 dx  R


V (x)'2dxR


'2dx
;(3.6)
che può essere eventualmente  1: Allora, vale il seguente
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Teorema III.3.1 Supponiamo che 1 (V ; 
) >  1: Allora, per ogni u0 2
L2 (
), u0  0; esiste una soluzione debole globale u 2 C ([0;1) ;L2 (
)) di
(3.4); inoltre, abbiamo il seguente comportamento asintotico, dato da un decadi-
mento esponenziale in L2 (
)del tipo
ku (t)kL2(
)  e 1(V ;
)t ku0kL2(
) 8t  0:(3.7)
Dim. Per ogni n 2 N; si ponga Vn = min fV; ng, u0n = min fu0; ng; sia un l'unica
soluzione globale del problema "troncato" di (3.4), dato da8>>>><>>>>:
unt  un = Vn (x)un in 
 (0;1)
un = 0 su @
 (0;1)
un (x; 0) = u0n (x) in 
.
(3.8)
Fissato t > 0; moltiplichiamo ambo i membri della prima equazione di (3.8) per
un (t) ed integriamo per parti: abbiamo (vedi teorema I.1.4)
1
2
d
dt
Z


u2n (t) dx =  
Z


jrun (t)j2 dx+
Z


Vn (x)u
2
n (t) dx:(3.9)
Poichè 1 (V ; 
) >  1; dalla (3.6) si può ricavare immediatamente una dis-
uguaglianza di tipo Hardy-Sobolev con peso V (x) ; che assume la formaZ


V (x)'2dx 
Z


jr'j2 dx  1 (V ; 
)
Z


'2dx; 8' 2 D (
) ;
per cui dalla (3.9) otteniamo
1
2
d
dt
Z


u2n (t) dx   1 (V ; 
)
Z


u2n (t) dx;
per cui, integrando,
kun (t)kL2(
)  e 1(V ;
)t ku0nkL2(
) 8n 2 N; 8t > 0:(3.10)
Poichè u0 2 L2 (
) ; dal teorema della convergenza monotona segue che u0n ! u0
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in L2 (
) ; per cui l'ultima relazione trovata implica la limitatezza della successione
fun (t)g inL2 (
) ; per ogni t:Osserviamo ora che fung è una successione crescente
di funzioni non negative (per il principio del massimo), per cui possiamo denire il
suo limite puntuale
u (x; t) := lim
n!1
un (x; t) ;
per ogni (x; t) 2 
[0;1):Applicando ancora il teorema della convergenza mono-
tona, dalla (3.10) segue che u (t) 2 L2 (
) 8t e u 2 C ([0;1) ;L2 (
)): Inoltre, se
S > 0 si ha u 2 L1 (
 (0; S)) ; V u 2 L1 (
 (0; S)) eZ S
0
Z


un ( t  ) dxdt!
Z S
0
Z


u ( t  ) dxdtZ


u0n (0) dx!
Z


u0 (0) dxZ S
0
Z


Vnundxdt!
Z S
0
Z


V udxdt;
per n!1; ove  2 C2  
 [0; S] tale che  (S)  0 in
 e  = 0 su @
[0; S] :
Passando a limite per n!1 nella formulazione debole di (3.8) e nella (3.10) si ha
che u è soluzione debole di (3.4) e soddisfa la relazione (3.7). 
Enunciamo ora anche un risultato di non esistenza della soluzione debole di (3.4)
(cfr.[29]):
Teorema III.3.2 Supponiamo che 1 ((1  ")V ; 
) =  1; per qualche cost-
ante " > 0: Allora, per ogni T > 0 ed u0 2 L1loc (
) con u0  0 e u0 6 0; non
esiste alcuna soluzione debole u  0 di (3.4). Inoltre, vi è un blow-up istantaneo
e completo per il problema (3.4) nel seguente senso: se n 2 N; Vn = min (c; n) ;
u0n = min (u0; n) ed un è l'unica soluzione globale di (3.4), con V ed u0 sostituite
rispettivamente da Vn ed u0n; allora per ogni 0 <  < T; risulta
un (x; t)! +1 per n!1; uniformemente in 
 ( ; T ) ;
ossia vi è un blow-up istantaneo e completo delle soluzioni approssimanti.
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Applichiamo questi ultimi due risultati al caso in cui V (x) =  jxj 2 ; con   0 :
supponiamo in questo caso che 0 2 
  RN : Dalla disuguaglianza di Hardy (1.4)
segue subito che, 8' 2 D (
) ;Z


jr'j2 dx  
Z


'2
jxj2dx 
 
1   1N
 Z


jr'j2 dx;
dove N = (N   2)2 =4: risulta chiaro, allora, che se   N è 1 (V;
)  0
e dunque, dal teorema III.3.1, si ha che il problema (3.4) ammette una soluzione
debole per ogni u0 2 L2 (
) ; con u0  0: D'altra parte, si può dimostrare che se
 > N possiamo determinare " > 0 in modo che 1 ((1  ")V ; 
) =  1 (cfr.
[28]): conseguentemente, il teorema III.3.2 implica che per ogni u0 2 L1loc (
) ;
con u0  0 e u0 6 0; non esiste alcuna soluzione debole locale di (3.4) e vi è, re-
lativamente allo stesso problema, un blow-up istantaneo e completo delle soluzioni
approssimanti.
Dunque, ritroviamo il risultato di [21] enunciato in precedenza.
Ritorniamo adesso alla questione inerente la determinazione di un risultato di con-
fronto per equazioni paraboliche lineari del second'ordine, nell'ipotesi in cui il coef-
ciente di ordine zero c (x) presenti una singolarità "del tipo" = jxj2: più precis-
amente, supporremo che
c# (x)  jxj2 ; 8x 2 

#n f0g ; con   N :(3.11)
In tali ipotesi, è possibile confrontare la soluzione u del problema (2.1) con la
soluzione v del seguente problema8>>>>>><>>>>>>:
vt  v = jxj2v + f
# in Q#T
v = 0 su S#T
v (x; 0) = u#0 (x) x 2 
#:
(3.12)
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Anzitutto analizzeremo nei dettagli il caso sottocritico  < N ; per poi passare al
caso critico  = N ; il quale avrà bisogno di qualche premessa ulteriore di analisi
funzionale.
III.3.2 Un risultato di confronto nel caso sottocritico
In questo contesto, un risultato di confronto può essere enunciato nel modo
seguente
Teorema III.3.3 Supponiamo che sia vericata la condizione di ellitticità (2.2),
le ipotesi (2.5) e la (3.11) con  < N . Siano u e v rispettivamente le soluzioni
deboli dei problemi (2.1) e (3.12). Allora per q.o. t 2 [0; T ] si ha la (2.6).
Dim. Come già fatto per il teorema III.2.2, occupiamoci anzitutto di dimostrare
l'esistenza e l'unicità della soluzione del problema (2.1) (analogamente si ragionerà,
in merito alla medesima questione, per il problema (3.12) ). Si ponga nuovamente
a (t;;  ) =
Z


"
NX
i;j=1
aij (; t)xi xj + c 
#
dx , 8;  2 H10 (
) ;
se ;  2 H10 (
) ; mediante la (3.11) ed utilizzando le disuguaglianze di Pólya-
Szegö (teorema II.2.1) di Hölder, di Hardy (lemma III.1.1, (1.4) ) e di Hardy-
Littlewood, segue che
ja (t;;  )j  M kkH10 (
) k kH10 (
) +
Z

#
c## #dx
 M kkH10 (
) k kH10 (
) + 
Z

#

#
jxj

 #
jxj

dx
 M kkH10 (
) k kH10 (
) + 
"Z

#

#
jxj
2#1=2 "Z

#

 #
jxj
2
dx
#1=2
 M kkH10 (
) k kH10 (
) + 
 1
N
Z

#
r#2 dx1=2 Z

#
r #2 dx1=2
  M +  1N  kkH10 (
) k kH10 (
) ;
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da cui la continuità uniforme di a (t; ; ) : Per quanto concerne la coercività debole,
sia  2 H10 (
) : utilizzando la condizione di ellitticità (2.2), abbiamo
a (t;; ) 
Z


jrj2 dx+
Z


c2dx(3.13)

Z


jrj2 dx   1N
Z


r#2 dx
  kk2H10 (
) ;
ove  := 1    1N > 0; ossia la coercività forte di a (t; ; ) : Allora, in base al
teorema I.1.9 e l'osservazione I.2.1 esiste una ed una sola soluzione u del problema
(2.1) che ha derivata rispetto al tempo in L2 (QT ). Procederemo ora approssimando
le soluzioni u e v dei problemi (2.1) e (3.12) con le successioni delle soluzioni dei
problemi che si ottengono troncando i relativi potenziali singolari. Infatti, come
vedremo, la coercività dell'operatore   + c (x) I implica la limitatezza delle
soluzioni di questi problemi approssimanti in L2 (0; T ;H10 (
)), proprietà che si
rivela essere di primaria importanza per poi poter passare a limite (vedi [25], [41],
[47]). Più precisamente, approssimiamo u e v respettivamente con le successioni
fung e fvng delle soluzioni dei seguenti problemi troncati:8>>>>>>><>>>>>>>:
unt  
NX
i;j=1
(aijunxi)xj + cnun = f in QT
un = 0 su ST
un (x; 0) = u0 (x) x 2 
;
(3.14)
e 8>>>><>>>>:
vnt  vn = Wnvn + f# in Q#T
vn = 0 su S
#
T
vn (x; 0) = u
#
0 (x) x 2 
#;
(3.15)
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dove cn (x) è la troncata a livello n 2 N del potenziale c (x), cioè la funzione
cn (x) =
8>>>><>>>>:
n se c (x)  n
c (x) se jc (x)j  n
 n se c (x)   n
e Wn (x) è la troncata del potenziale

jxj2 a livello n 2 N. Poichè cn 2 L
1 (
) ;
dal teorema III.2.1 abbiamoZ s
0
un (; t) d 
Z s
0
zn (; t) d;(3.16)
dove zn è la soluzione del problema simmetrizzato di (3.14), cioè8>>>>><>>>>>:
znt  zn +
h
(c+n )#   (c n )#
i
zn = f
# in Q#T
zn = 0 su S
#
T
zn (x; 0) = u
#
0 (x) x 2 
#:
La condizione (3.11) implica che c#n  Wn, quindi il principio del massimo con-
sente di dedurre che zn  vn e dalla (3.16) otteniamoZ s
0
un (; t) d 
Z s
0
vn (; t) d , 8 (s; t) 2 [0; j
j] [0; T ] , 8n 2 N:(3.17)
quindi non resta altro da provare che si può passare a limite nei problemi troncati
(3.14) e (3.15). Proveremo anzitutto che fung è limitata sia in L1 (0; T ;L2 (
))
che in L2 (0; T ;H10 (
)) : Infatti, se
an (t;;  ) =
Z


"
NX
i;j=1
aij (; t)xi xj + cn 
#
dx , 8;  2 H10 (
)
con lo stesso ragionamento utilizzato per ottenere la (3.13) troviamo
an (t;; )   kk2H10 (
) ;(3.18)
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per ogni  2 H10 (
) ;ove  = 1    1N : Scegliendo un come funzione test nella
formulazione debole del problema (3.14), si haZ


@un
@t
(t)  un (t) dx+ an (t;un (t) ; un (t)) =
Z


f (t)  un (t) dx(3.19)
per q.o. t 2 [0; T ] ;d'altronde, dal teorema I.1.4 risulta
1
2
d
dt
kun (t)k2L2(
) =
Z


@un
@t
(t)  un (t) dx;
mentre utilizzando le disuguaglianze di Hölder e Young otteniamoZ


f (t)  un (t) dx  1
2
kf (t)k2L2(
) +
1
2
kun (t)k2L2(
) ;
per cui da queste ultime e dalle (3.19)-(3.18) discende
d
dt
kun (t)k2L2(
) + 2 kun (t)k2H10 (
)  kun (t)k
2
L2(
) + kf (t)k2L2(
)(3.20)
per q.o. t 2 [0; T ] : Posto
 (t) = kun (t)k2L2(
) e  (t) = kf (t)k2L2(
) ;
da quest'ultima disuguaglianza risulta
0 (t)   (t) +  (t) ; per q.o. t 2 [0; T ] :
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allora, la disuguaglianza di Gronwall 8 permette di asserire che
 (t)  C

 (0) +
Z t
0
 (s) ds

per ogni t 2 [0; T ] ;
dunque
max
t2[0;T ]
kun (t)k2L2(
)  C

ku0k2L2(
) + kfk2L2(QT )

;(3.21)
il che dimostra la limitatezza di fung nello spazio L1 (0; T ;L2 (
)) : Ritornando
alla (3.20), integriamo ambo i membri tra 0 e T ed utilizziamo la (3.21): si ha (qui
denotiamo con C ogni raggruppamento di quantità costanti)
kun (T )k2L2(
) + 2
Z T
0
kun (t)k2H10 (
) dt  C

ku0k2L2(
) + kfk2L2(QT )

;
il che implica
kunkL2(0;T ;H10 (
))  C

ku0kL2(
) + kfkL2(QT )

;
per cui vale la stima dell'energia
max
t2[0;T ]
kun (t)kL2(
) + kunkL2(0;T ;H10 (
))  C

ku0kL2(
) + kfkL2(QT )

:(3.22)
Essendo fung limitata in L2 (0; T ;H10 (
)), possiamo estrarre una sottosucessione,
ancora denotata con fung ; tale che
un * u^ debolmente in L2
 
0; T ;H10 (
)

:
8 Disuguaglianza di Gronwall (forma differenziale) Sia  (t) una funzione assolutamente continua e non negativa su [0; T ] ;
che soddis per quasi ogni t la disuguaglianza differenziale
0 (t)   (t)  (t) +  (t) ;
dove  (t) ;  (t)siano funzioni sommabili non negative su [0; T ] : Allora
 (t)  e
R t
0 (s)ds

 (0) +
Z t
0
 (s) ds

per ogni t 2 [0; T ] :
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In base agli stessi ragionamenti che hanno consentito di vericare la continuità su
H10 (
) della forma a (t; ; ) ; si verica che l'operatore lineare
Lnw =   (aijwxi)xj + cnw
è continuo da L2 (0; T ;H10 (
)) in L2 (0; T ;H 1 (
)) ed in particolare
kLnwkL2(0;T ;H 1(
))  C kwkL2(0;T ;H10 (
))
per ogniw 2 L2 (0; T ;H10 (
)) ;conC costante indipendente da n: allora, dalla lim-
itatezza di fung inL2 (0; T ;H10 (
)) si ha la limitatezza di fLnung inL2 (0; T ;H 1 (
)) ;
ed avendosi u0n =  Lnun+f; risulta che fu0ng è limitata anch'essa inL2 (0; T ;H 1 (
)).
Dunque, a meno di sottosuccessioni,
u0n * ~u debolmente in L
2
 
0; T ;H 1 (
)

;
per cui, da una nota proprietà (cfr. [41]), u^0 = ~u: Poniamo ora
X = H10 (
) ; B = L
2 (
) ; Y = H 1 (
) :
evidentemente, dal teorema di compattezza di Kondrachov si ha X ,! B con com-
pattezza, mentre B ,! Y con continuità; inoltre, fung è limitata in L2 (0; T ;X) e
fu0ng è limitata in L1 (0; T ;Y ) ; per cui dal teorema I.1.8 si ha che fung è relativa-
mente compatta in L2 (0; T ;B)  L2 (QT ) ; cioè
un ! u^ fortemente in L2 (QT ) ;(3.23)
a meno di sottosuccessioni. Utilizzando ancora il teorema I.1.8, a patto di scegliere
opportunamente gli spazi X; B ed Y; si riesce a mostrare che
cnun ! cu^ fortemente in L1 (QT )
e quindi, per densità, si riesce a passare a limite nella formulazione debole di (3.14),
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ottenendo così che u^ è soluzione debole di (2.1), da cui u = u^:
Dunque, non resta altro da passare a limite nella (3.17). A tal scopo, notiamo
che dalle (3.22), (3.23) si ha
un (t)! u (t) q.o.su 
 per q.o. t 2 [0; T ] ;
kun (t)kL2(
)  cost: 8n 2 N e per q.o. t 2 [0; T ] ;
perciò da una nota proprietà (vedi [41], [40], [26]) si ha, in particolare,
un (t)! u (t) forte in L1 (
) ; per q.o. t 2 [0; T ] :
Utilizzando la proposizione II.2.5 possiamo allora concludere scrivendoZ s
0
un (; t) d  
Z s
0
u (; t) d
  k(un (t))   (u (t))kL1(0;j
j)
 kun (t)  u (t)kL1(
) ! 0
per n!1: In una maniera analoga si passa a limite nel problema (3.15) e si ottieneZ s
0
vn (; t) d !
Z s
0
v (; t) d;
per n!1; per cui dalla (3.17) segue la tesi. 
III.3.3 Analisi del caso critico
Procederemo ora con l'analisi del caso più interessante, corrispondente all'eventu-
alità in cui  = N : Anzitutto osserviamo che, dalla disuguaglianza di Hardy,
l'operatore L =    N= jxj2 I non è coercivo suH10 (
), ma soltanto positivo,
per cui non possono essere applicate tecniche standard di analisi variazionale, ed il
contesto funzionale in cui è necessario lavorare risulta più delicato. Premettiamo, a
tale scopo, la seguente disuguaglianza di Hardy-Poincarè (cfr.[28]):
Teorema III.3.4 Sia 
 un aperto limitato di RN ; con 0 2 
 e N  2: Allora
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esiste una costante C (
) > 0 tale che per ogni u 2 H10 (
)Z



jruj2   N u
2
jxj2

dx  C (
)
Z


u2dx:(3.24)
Il valore ottimale della costante è dato in una palla Ba (0) da
C (
) = z20=a
2;
dove z0 è il primo zero della funzione di Bessel J0 (r) ; z20 = 0:57832 : : :. Per un
generico aperto 
 possiamo usare come C la costante corrispondente alla palla

# avente il suo stesso volume.
Questo risultato si riduce per N = 2 alla classica disuguaglianza di Poincarè,
mentre per N  3 essa rappresenta una combinazione della disuguaglianza di
Hardy (lemma III.1.1) e della disuguaglianza di Poincarè.
La (3.24) ammette la seguente generalizzazione:
Teorema III.3.5 Sia 
 un aperto limitato di RN ; con 0 2 
 e N > 2: Per
ogni q < 2N= (N   2) esiste una costante C (q) > 0 tale che per ogni u 2 H10 (
)
risulti Z



jruj2   N u
2
jxj2

dx  C (q) kuk2Lq(
) :(3.25)
Il successivo teorema esibisce un notevole miglioramento della (3.25), in quanto
viene mostrato che il primo membro della stessa (3.25) può, di fatto, essere stimato
dal basso dalla normaW 1;q di u per ogni 1  q < 2 (vedi [81]):
Teorema III.3.6 Sia 
 un aperto limitato di RN ; con 0 2 
 e N > 2: Allora
per ogni 1  q < 2 esiste una costante C (q;
) > 0 tale che per ogni u 2 H10 (
)
risulti Z



jruj2   N u
2
jxj2

dx  C (q;
) kuk2W 1;q(
) :(3.26)
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Il nostro scopo è ora quello di costruire uno spazio adatto in cui ambientare le
soluzioni dei problemi ai valori al contorno (2.1) e (3.12), in quanto, come si è
visto, esso non può essere identicato con l'usuale spazio dell'energia H10 : Faremo
le seguenti ipotesi:
i coefcienti aij non dipendono da t;(3.27)
c (x)  0
jc (x)j  Njxj2 , 8x 2 
n f0g :
(3.28)
Si noti che la (3.26) è più forte rispetto alla (3.11). Si ponga, dunque
(u; v)E :=
Z


"
NX
i;j=1
aij (x)uxivxj + c (x)uv
#
dx, 8u; v 2 H10 (
) ;
ossia (; )E è la forma bilineare associata all'operatore
L =  
NX
i;j=1
@j (aij (x) @i) + c (x) I:
Poichè dalla disuguaglianza di Hardy-Poincarè migliorata (3.26), dalla(2.2) e dalla
(3.28) risulta, per ogni u 2 H10 (
) e 1  q < 2
(u; u)E =
Z


"
NX
i;j=1
aij (x)uxiuxj + c (x)u
2
#
dx(3.29)

Z



jruj2   N u
2
jxj2

dx
 C (q;
) kuk2W 1;q0 (
)
si ha che (; )E è un prodotto interno ad H10 (
), chiamato prodotto interno ener-
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getico, come descritto in [88]. La corrispondente norma energetica è denita da
kukE := (u; u)1=2E =
 Z


"
NX
i;j=1
aij (x)uxiuxj + c (x)u
2
#
dx
!1=2
, 8u 2 H10 (
) :
Lo spazio H10 (
) ; dotato del prodotto interno energetico (; )E è un caso particol-
are di spazio energetico, e viene denotato con (H10 (
))E : Poichè (H10 (
))E non è,
a priori, uno spazio di Hilbert, denotiamo con H (
) lo spazio di Hilbert ottenuto
come completamento di (H10 (
))E :
In base alla (3.29) si ha l'immersione continua
H (
) ,! W 1;q0 (
) 8q 2 [1; 2)
e l'immersione continua e compatta
W 1;q0 (
) ,! Hs0 (
) ;
con 0  s < 1 e q = q (s) sufcientemente vicino a 2 (cfr.[1]): dunque, scegliendo
q opportunamente, si ha l'immersione compatta
H (
) ,! Hs0 (
) :
Poichè Hs0 (
) è immerso con compattezza in L2 (
) (vedi ancora [1]), possiamo
denire un'immersione compatta
H (
) ,! L2 (
) :
D'altronde, si ha
H10 (
)  H (
) 
\
q<2
W 1;q0
per cui si possono considerare le immersioni compatte 9
H (
) ,! L2 (
) ,! H 0 (
)
9 quiH0 (
) denota il duale diH (
)
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e scegliere L2 (
) come spazio "pivot", risultando così (H (
) ; L2 (
) ; H 0 (
))
una terna hilbertiana (cfr. Cap. I).
In merito al problema (2.1), si consideri ancora la forma bilineare
a (;  ) =
Z


"
NX
i;j=1
aij (x)xi xj + c 
#
dx , 8;  2 H10 (
) :
dalla (3.29) si ha che a (; ) è coerciva, oltre che continua, su H (
), per cui il
teorema I.1.9 consente di affermare che
Teorema III.3.7 Per ogni u0 2 L2 (
) ed f 2 L2 (QT ) esiste una ed una sola
soluzione debole
u 2 C  [0; T ] ;L2 (
) \ L2 (0; T ;H (
)) ; ut 2 L2 (0; T ;H 0 (
))
del problema di evoluzione (2.1).
Analogamente si ragiona per il problema (3.12), riuscendone così a determinare
un'unica soluzione
v 2 C  [0; T ] ;L2  
# \ L2  0; T ;H  
# ; vt 2 L2  0; T ;H 0  
# ;
per ogni u0 2 L2 (
) ed f 2 L2 (QT ) :
Passiamo ora alla determinazione di un risultato di confronto tra la soluzione u
di (2.1) e la soluzione v di (3.12). A tale proposito, si può enunciare il seguente
Teorema III.3.8 Supponiamo che sia vericata la condizione di ellitticità (2.2),
le ipotesi (2.5), (3.27) e la (3.28). Siano u e v rispettivamente le soluzioni deboli
dei problemi (2.1) e (3.12). Allora per q.o. t 2 [0; T ] si ha la (2.6).
Dim. La dimostrazione è molto simile a quella del teorema III.3.3. Difatti, se con-
sideriamo i problemi troncati (3.14), (3.15) con  = N , si ha la (3.17). Il secondo
passo consiste nell'approssimare le soluzioni u e v con le successioni fung e fvng
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di tali problemi troncati. Per far questo si dimostra che fung (ed analogamente si
ragiona per fvng) è limitata in L1 (0; T ;L2 (
)) \ L2 (0; T ;H (
)) : Per vericare
ciò, si osservi che in luogo della (3.18) troviamo,
an (; ) =
Z


"
NX
i;j=1
aij (x)xixj + cn
2
#
dx

Z


"
NX
i;j=1
aij (x)xixj + c
2
#
dx
= kk2H(
)
per cui gli stessi ragionamenti danno luogo alla (3.20) conducono, in questo caso,
alla
d
dt
kun (t)k2L2(
) + 2 kun (t)k2H(
)  kun (t)k2L2(
) + kf (t)k2L2(
) :
Applicando a quest'ultima la disuguaglianza di Gronwall, si otterrà dunque la stima
dell'energia
max
t2[0;T ]
kun (t)kL2(
) + kunkL2(0;T ;H(
))  C

ku0kL2(
) + kfkL2(QT )

e gli stessi ragionamenti che si seguono nel teorema III.3.3 consentono di affermare
che
un * u debole in L2 (0; T ;H (
))
un ! u forte in L2 (QT ) :
Analogamente si ottiene che
vn * v debole in L2
 
0; T ;H
 

#

vn ! v forte in L2(Q#T )
e passando a limite nella (3.17) si ha la (2.6). 
Restando ancora nell'ambito del caso critico  = N ; vogliamo ora illustrare
un'ulteriore metodologia per pervenire alla stima (2.6), in alternativa a quella ap-
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pena esposta lungo le linee dimostrative del teorema III.3.8. Per far questo, las-
ceremo inalterata la condizione (3.11) e supporremo che i coefcienti principali
possano anche dipendere dal tempo, ma imporremo opportune condizioni sui dati
del problema (2.1). Precisamente, vale il seguente risultato:
Teorema III.3.9 Si assumano vericate la condizione di ellitticità (2.2), le ipotesi
(2.5) e la (3.11) con  = N : Si supponga, inoltre, che i dati del problema (2.1)
abbiano le seguenti, ulteriori proprietà di regolarità
u0 2 L1 (
) ; u0  0
f 2 L1 (0; T ;L (2;1)) ; f  0:
(3.30)
Allora ciascuno dei problemi (2.1) e (3.12) ammette una soluzione nel senso delle
distribuzioni, che denoteremo rispettivamente con u e v. Queste soluzioni sono tali
che
u 2 L1 (0; T ;Lq (
)) ; jruj 2 Mp (QT )
v 2 L1  0; T ;Lq  
# ; jrvj 2 Mp Q#T  ;
ove q 2 [1; 2); p = 2q= (q + 1) eMp è lo spazio di Marcinkiewicz di esponente p.
Inoltre, vale ancora la disuguaglianza (2.6).
Osservazione III.3.1 Prima di passarne alla dimostrazione, facciamo qualche
commento sul teorema III.3.9. C'è da dire anzitutto che esso esibisce un risultato
di esistenza delle soluzioni, sia per il problema (2.1) che per il suo simmetrizzato
(3.12), le quali si ottengono nel senso delle distribuzioni. Va altresì notato che
queste soluzioni posseggono gradiente (rispetto alle variabili spaziali) che può non
appartenere all'usuale spazio L2 (QT ) (come le soluzioni nello spazio dell'energia),
ma ad uno spazio di MarcinkiewiczMp che risulta, a priori, più grande, qualunque
sia il valore di q nell'intervallo [1; 2) : in questo senso, il contesto in cui si trattano
le soluzioni è più ampio di quello utilizzato per il teorema II.3.9. D'altro canto, la
risposta alla questione inerente l'unicità di tali tipi di soluzioni sembra essere ( in
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prima analisi) negativa. Le ipotesi (3.30) sono, inne, di natura puramente tecnica,
come si potrà evincere dal meccanismo iterativo della dimostrazione, che prende
spunto dalla parte contenuta in [47] e riguardante il caso critico.
Dimostrazione del teorema III.3.9. Al ne di costruire un'approssimazione per il
problema (2.1), cominciamo dal problema
(P0)
8>>>>>>><>>>>>>>:
u
(0)
t  
NX
i;j=1

aiju
(0)
xi

xj
+ c+u(0) = f in QT
u(0) = 0 su ST
u(0) (x; 0) = u0 (x) x 2 
;
che ha, sotto le nostre ipotesi, un'unica soluzione non negativa u(0). Deniamo poi
u(n) come la soluzione del problema troncato
(Pn)
8>>>>>>><>>>>>>>:
u
(n)
t  
NX
i;j=1

aiju
(n)
xi

xj
+ c+u(n) = c nu
(n 1) + f in QT
u(n) = 0 su ST
u(n) (x; 0) = u0 (x) x 2 
;
dove c n è la troncata a livello n 2 N di c : Proveremo ora per induzione che per
ogni t 2 [0; T ] ;Z s
0
u(n) (; t) d 
Z s
0
v(n) (; t) d ; 8s 2 [0; j
j] ;8n 2 N0;(3.31)
dove, per ciò che riguarda il problema (3.12), v(0) è la soluzione del problema

P#0

8>>>><>>>>:
v
(0)
t  v(0) = f# in Q#T
v(0) = 0 su S#T
v(0) (x; 0) = u#0 (x) x 2 
#;
e

v(n)
	
è la successione delle soluzioni dei seguenti problemi costruiti per in-
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duzione:
 
P#n

8>>>><>>>>:
v
(n)
t  v(n) = Wnv(n 1) + f# in Q#T
v(n) = 0 su S#T
v(n) (x; 0) = u#0 (x) x 2 
#:
Per n = 0; dal teorema II.4.3 si haZ s
0
u(0) (; t) d 
Z s
0
v(0) (; t) d 8 (s; t) 2 [0; j
j] [0; T ] :
Supponiamo, dunque, che la (3.31) sia vera per (n  1) e mostriamo che essa è vera
anche per n: Si ponga
' := c nu
(n 1) + f;
 := Wnv
(n 1) + f#
e proviamo che Z s
0
' (; t) d 
Z s
0
  (; t) d:(3.32)
Infatti, dalla proposizione II.2.7 segueZ s
0
' (; t) d 
Z s
0

c nu
(n 1) d + Z s
0
f  (; t) d (33)

Z s
0
 
c n

u(n 1) (; t) d +
Z s
0
f  (; t) d:
Dall'ipotesi di induzione e dalla proposizione II.2.6, troviamoZ s
0
 
c n

u(n 1) (; t) d 
Z s
0
 
c n

v(n 1) (; t) d;
per cui dalla (3.11) discende,Z s
0
 
c n

u(n 1) (; t) d 
Z s
0
W nv
(n 1) (; t) d;
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cosicchè la (3.33) implicaZ s
0
' (; t) d 
Z s
0
W nv
(n 1) (; t) d +
Z s
0
f  (; t) d
=
Z s
0
  (; t) d:
Allora, dalla (3.32) e applicando ancora il teorema II.4.3 10 si haZ s
0
u(n) (; t) d 
Z s
0
v(n) (; t) d;
per cui la (3.31) vale per ogni n 2 N0:
D'altra parte, il principio del massimo consente di asserire che fungn2N0 e fvngn2N0
sono successioni crescenti di funzioni non negative. Si ponga
u := lim
n!1
u(n)
v := lim
n!1
v(n):
Al ne di provare che u e v sono soluzioni nel senso delle distribuzioni dei
problemi (2.1)-(3.12), dobbiamo trovare opportune stime a priori. Per far questo,
costruiamo anzitutto una opportuna soprasoluzione stazionaria di (3.12) (cfr.[47]).
Osserviamo, dunque, che dall'ipotesi di regolarità su f nelle (3.30) discende
f# (x; t)  B
jxjN=2
; 8x 2 
#n f0g ; per q.o. t 2 (0; T ) ;(3.34)
per qualche costante B > 0. Si consideri la funzione
 (x) :=
A
jxjN2  1
  B
jxjN2  2
; x 2 
#n f0g ;
dove A > 0 è scelto sufcientemente grande da fare in modo che   u#0 in
10 Il teorema II.4.3 vale ancora se nel problema simmetrizzato sostituiamo il riordinamento f#di f con una funzione g tale che
g 2 L2(Q#T ) e
g (x; t) = g# (x; t) 8x 2 
# per q.o. t 2 [0; T ] ;Z s
0
f (; t) d 
Z s
0
g (; t) d 8s 2 [0; j
j] ; per q.o. t 2 [0; T ] :
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#n f0g (e ciò risulta possibile in quanto u0 2 L1 (
) ). Si può facilmente veri-
care che  è una soluzione stazionaria dell'equazione
vt  v = Njxj2v +
B
jxjN=2
in 
#n f0g. Mediante la (3.34) risulta allora chiaro che  è una soprasoluzione
stazionaria del problema (3.12). Inoltre,
 2 Lq  
# , per ogni q 2 [1; 2):
D'altra parte,
 
v(0)   
+
= 0 sulla frontiera parabolica   =
 

#  f0g[ @
#  [0; T ]
di Q#T e
 
v(0)   
t
   v(0)     0 : quindi, moltiplicando ambo i membri di
quest'ultima per
 
v(0)   + ed integrando troviamo v(0)  : Analogamente,
v(0)  v(1)  : : :  v(n)  :
Abbiamo dunque
v = lim
n!1
v(n)  :
Dal teorema di Lebesgue deduciamo
kvkq
Lq(Q#T )
= lim
n!1
v(n)q
Lq(Q#T )
 T kkq
Lq(
#)
<1;
per ogni 1  q < 2; quindi v(n) ! v in Lq(Q#T ) per ogni 1  q < 2: Al ne di
provare v è soluzione nel senso delle distribuzioni del problema (3.12) è sufciente
mostrare che
rv(n) ! rv in (L1(Q#T ))N :(3.35)
infatti, utilizzando questa proprietà si potrà passare a limite in W 1;1 nella for-
mulazione debole dei problemi troncati (P#n ) ed ottenereZ
Q#T

rv  r'  v@'
@t

dxdt = N
Z
Q#T
v'
jxj2dxdt+
Z
Q#T
f#'dxdt+
Z

#
u#0 (x)' (x; 0) dx;
per ogni funzione ' 2 C1

Q#T

tale che '  0 su S#T e ' (T ) = 0 su 
# (che
132
Capitolo III- Risultati di confronto con termine di ordine zero
implica, di fatto, la denizione di soluzione data dalla (3.5) ).
Utilizzando un ragionamento analogo a quello esposto nel lemma lemma 6.4
contenuto in [47] si può provare la seguente stima per il gradiente di v(n) nello
spazio di MarcinkiewiczMp:n(x; t) 2 Q#T j rv(n) (x; t) > ho  C (N; T )h p;
dove p = 2q= (q + 1) e 1  q < 2: E' allora possibile applicare il lemma 6.5
contenuto nel medesimo lavoro [47] per concludere che
rv(n) ! rv q.o. ed in misura;
rv(n) ! rv in (L1(Q#T ))N :
Riguardo alla funzione u, notiamo anzitutto che la (3.31) implica che ogni norma
Lq di u(n) può essere stimata dalla stessa norma di v(n) (cfr. proposizione II.2.6). In
particolareZ T
0
Z


u(n) (x; t)q dxdt  Z T
0
Z

#
v(n) (x; t)q dxdt  T kkq
Lq(
#)
;(3.36)
per ogni q 2 [1; 2) e n 2 N0: Allora, utilizzando ancora il teorema di Lebesgue
troviamo Z T
0
Z


ju (x; t)jq dxdt  T kkq
Lq(
#)
;
quindi u 2 Lq (QT ) e u(n) ! u in Lq (QT ) per ogni q 2 [1; 2). Dalla (3.36)
otteniamo
(x; t) 2 QT j u(n) (x; t) > h	  T  kkLq(
#)
h
!q
 C (N; T )h q; q 2 [1; 2);
e si può ancora utilizzare il procedimento del lemma 6.4 di [47] per avere chen(x; t) 2 Q#T j ru(n) (x; t) > ho  C (N; T )h p:
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Dunque, applicando ancora il lemma 6.5 in [47] deduciamo
ru(n) ! ru, q.o. ed in misura
ru(n) ! ru in (L1(QT ))N ;
cioè u è soluzione del problema (2.1) nel senso delle distribuzioni. Inne, passando
a limite nella (3.31) otteniamo la (2.6) e quindi la tesi. 
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