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Abstract 
Recently, a network virtualization technology has attracted considerable attention as one of new generation 
network technologies. In this paper, in order to permit the rapid changing for a topology of a virtual network, 
we propose a new virtual network construction method based on the shortest path betweenness. In our 
proposed method, at first, a service provider receives a user's request for the reconfiguration of the constructed 
virtual network. In this case, the service provider reconfigures the topology of the constructed virtual network 
rapidly based on shortest path betweenness. We evaluate the performance of our proposed method with 
simulation, and we show the effectiveness of our proposed method. 
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1. Introduction 
Recently, a network virtualization technology has attracted a considerable attention as one of new 
generation network technologies. In the network virtualization technology, a virtual network can be 
constructed on a physical network by using a part of physical network resources such as CPU, memory, and 
bandwidth. Here, for the network virtualization, it is important to consider how multiple virtual networks 
should be constructed on a physical network. This is because the amount of available network resources is 
limited in the physical network and virtual networks have to share the limited resources. Therefore, some 
methods for constructing a virtual network have been studied [1]. 
© 2014 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
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In order to construct more virtual networks, [2] has proposed a virtual network construction method that 
can maintain a load balancing on nodes and links. Moreover, [3] has proposed another virtual network 
construction method. In this method, virtual networks are constructed over a physical network where 
conventional data transmission services such as existing Internet services have been utilized. Here, the 
conventional services have a high priority and it has to be avoided that qualities of those services are degraded. 
In such a case, virtual networks are expected to be constructed over the physical network so as not to degrade 
those qualities. Therefore, the proposed method in [3] utilizes an admission control for the virtual network 
construction. With this admission control, a new virtual network can be constructed only when the robustness 
of the physical network satisfies a construction condition. 
Note that some constructed virtual networks are returned to the physical network when its utilization is 
finished. Moreover, new virtual networks may be constructed continuously by using network resources which 
were returned from users. Therefore, the amount of available network resources on each node and link 
changes in time. 
Hence, in order to maintain the efficient use of the network resources, some methods that perform the 
topology redesign of the virtual network are studied. [4] has proposed a construction method for a virtual 
network by using a path splitting and a path migration. In this method, virtual networks are constructed over a 
physical network so that the remuneration from users becomes the maximum by using the path splitting and 
the path migration. In particular, by using the path migration, the topologies of constructed virtual networks 
are redesigned periodically. [5] has proposed a virtual network construction method that considers the 
topology change. In this method, the topologies that have already been constructed are redesigned optimally 
each time a virtual network is returned to a physical network. Because the method considers the cost about a 
topology change, the topology whose service period is short is not changed. 
Here, the method in [3] has not considered the topology changing of the virtual network that has already 
been constructed. In this conventional method, if the user requests the topology change of the virtual network, 
the topology has to be constructed as a new request. This is because the reconfiguration of the virtual network 
is not considered. As a result, it takes a long time to change the topology due to the utilizing KMB algorithm. 
This may result in the congestion on some nodes and links by wasting the network resources. 
Therefore, in this paper, we propose a new virtual network construction method in order to change the 
topology rapidly. In our proposed method, when a request about the topology change is received from a user, 
the service provider tries to change the topology based on a shortest path betweenness. In our proposed 
method, the topology changing is completed with a partial changing of the virtual network. Therefore, the 
topology can be changed rapidly by using our proposed method. We evaluate the performance of our 
proposed method with simulation and compare its performance with the performance of the conventional 
method [3]. 
The rest of this paper is organized as follows. Section2 introduces related work. Section3 explains the 
detail of our proposed method. Section4 shows some numerical examples and Sect. 5 denotes conclusions. 
2. Related work 
2.1 Virtual network construction based on network robustness 
In this section, we explain a virtual network construction method based on network robustness. In this 
method, at first, a user sends a request to a service provider. Here, this request includes a set of nodes that 
should be included in the virtual network and the amount of resources that should be needed in the virtual 
network. After the service provider receives the request from the user, he designs a topology of a virtual 
network that satisfies the user’s request with a KMB algorithm [6]. The KMB algorithm consists of a
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Dijkstra's algorithm and a Prim's MST (Minimum Spanning Tree) algorithm. After the topology design of the 
virtual network is completed, the service provider checks a robustness of the physical network when the 
virtual network is provided with the user. Here, the robustness of the physical network is evaluated by using a 
network criticality [7]. Then, if the robustness of the physical network can be maintained, designed virtual 
network is constructed and provided with the user. Otherwise, the user's request is rejected due to the 
degradation of the robustness of the physical network. 
(a) Number di of hops and weight wi for node i.       (b) Shortest path betweenness. 
Fig. 1.Calculation example of shortest path betweenness. 
2.2 Shortest path betweenness 
In order to investigate the characteristic of a link, shortest path betweenness has been proposed [8].The 
shortest path betweenness of each link shows the number of shortest paths that pass through the link. In the 
following, a link between node i and node j is denoted as lij, and the shortest path betweenness of lij is denoted 
as bij.
Now, let a set of nodes in a physical network be denoted as V. In V, we focus on node s for calculating the 
shortest path betweenness of each link. Here, the number of hops between the node s included V and node i
included V is denoted as di. The number di of hops for node i is calculated with a breadth first search 
algorithm. Moreover, for node i, wi denotes the number of paths whose number of hops is di (see Fig. 1(a)). 
Here, the initial value of ds is set to 0 and the initial value of ws is set to 1.In order to calculate the shortest 
path betweenness, di and wi for each node are utilized. 
The calculation of the shortest path betweenness starts from node t that is not an intermediate node for all 
shortest paths and that satisfies dj<dt for each adjacent node j. For this node t, the shortest path betweenness bjt




 .     (1) 
For link lij whose shortest path betweenness has not been calculated, in a descending order of di, the 
shortest path betweenness bij of link lij is calculated as 
ܾ௜௝ ൌ ሺσ ܾ௜௞௞א௏ ൅ ͳሻ ൈ
௪ೕ
௪೔
.    (2) 
Figure 1(b) shows the shortest path betweenness of each link in a case of Fig. 1(a).
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3. Proposed method 
In this section, we propose a new virtual network reconstruction method for maintaining the robustness of 
a physical network and performing a rapid topology change. In the following, a user's request about a new 
virtual network construction is denoted as ܴ௡ሺሼݒଵכǡڮݒுכ ሽǡ ݈ሻ. In the request ܴ௡ , ሼݒଵכǡڮݒுכ ሽ means a set of 
nodes that should be included in the virtual network, H means the number of nodes that should be included in 
the virtual network, and l means the amount of resources that is utilized in the virtual network. Moreover, a 
request of topology change for the virtual network is denoted as ܴ௖ሺ݇ǡ ௡ܸ௘௪כ ሻ. In the request Rc, k means the 
number of the virtual network and ௡ܸ௘௪
כ  means a set of nodes that should be included in a new virtual network. 
3.1 Overview
Now, we assume that there are N nodes in a physical network, and K virtual networks have been 
constructed on the physical network. Moreover, a virtual network for user ݇ሺ݇ ൌ ͳǡڮܭሻis denoted as ܩ௞and
a set of nodes that are used in the virtual network ܩ௞ is denoted as ௞ܸכ.The proposed method performs a new 
construction of the virtual network and a topology changing of the constructed virtual network as shown in 
the following. 
First, a service provider receives a request ܴ௡ from a user. In this case, as is the case with the method 
explained subsection 2.1, a virtual network that satisfies the user's request are designed by using the KMB 
algorithm that consists of Dijkstra algorithm and Prim's MST algorithm. Then, if the virtual network can be 
constructed while maintaining the robustness of the physical network, the virtual network is constructed and 
provided with the user. 
On the other hand, if the service provider receives the request ܴ௖ for ܩ௞ from user k, the service provider 
changes a topology ܩ௞based on the shortest path betweenness. If construction conditions can be satisfied 
when the topology changing is performed, the topology is changed according to the request Rc and it is 
provided with the user k. Otherwise, the topology change is not performed and the request Rc is rejected. 
3.2 Topology redesign based on shortest path betweenness 
In this subsection, we explain the detail of the topology redesign method based on shortest path 
betweenness. Now we assume that the service provider receives ܩ௞ ൌ ሺ ௞ܸכǡ ܧ௞כǡ ݈௞כ ሻ.Here, ௞ܸכ means a set of 
nodes which are allocated in ܩ௞, ܧ௞כ means a set of links that are allocated in ܩ௞, and ݈௞כ  means the amount of 
resources that is requested from user k.
When the request Rc is sent from the user k, the service provider performs a topology changing as follows. 
Step1 The service provider takes a node from the set ௡ܸ௘௪
כ  and the node is set to ݒכ.Then, the shortest path 
betweenness that is from the node ݒכ  to each link are calculated according to the procedure that is 
explained in subsection 2.2. A cost of each link is set to the value that is the same as the shortest path 
betweenness of the link. 
Step2 If a node ݒ௜כ that adjoins the node ݒכ is exist and the node ݒ௜כ is included in ௞ܸכ, the node ݒ௜כ and a link 
between the node ݒ௜כ and the node ݒכ are added to the virtual network ܩ௞, and goes to Step 4. Otherwise, 
goes to Step 3. 
Step3 The service provider selects a link ௝݈
כ that the cost of the link is maximum in links adjacent to the 
node ݒכ, and the link ௝݈כ and a node ݒ௝כ are added. Then, the node ݒ௝כ is set to the node ݒכ and returns to 
Step 2. 
Step4 The node  ݒכ  is deleted from ௞ܸכ . If ௞ܸכ  is an empty set ɔ, the topology redesign is completed. 
Otherwise, returns to Step 1. 
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Figure 2 shows an example when the topology redesign based on the shortest path betweenness is 
performed. In this figure, a user k has a virtual network that consists of node A, node C, and node E, and the 
user sends a request Rc.. Here, note that the node set ௡ܸ௘௪
כ  is {H}. Then, the service provider regards the node 
Has a starting node and calculates the shortest path betweenness of each link. After that, network resources 
are added in order to connect between the node H and the virtual network ܩ௞. Now, node G and node F are 
adjacent to the node H. Moreover, the two nodes are not included in ௞ܸ
כ . Therefore, the service provider adds 
the node F and a link ୊ୌ to 
୩ with considering the value of the shortest path betweenness. Next, we focus on 
the node F. Then, we found that a node C is adjacent to node F and is included in 
୩. Therefore, the node C 
and link େ୊ are added and the topology redesign is completed. 
Fig. 2.Topology redesign based on shortest path betweenness. 
4. Numerical Examples 
In this section, we evaluate the performance of our proposed method with simulation for a physical 
network that is an N×N lattice topology. In this physical network, the amount of resources of each node is 60, 
and the amount of resources of each link is 50.In the following, we assume that user’s requestsܴ௡ about a 
virtual network construction arrive at a service provider according to a Poisson process with rate 1.0, and 
user’s requests ܴ௖ about the topology changing of a constructed virtual network arrive at the service provider 
according to a Poisson process with rate 0.2. For the request ܴ௡ሺሼݒଵכǡڮݒுכ ሽǡ ݈ሻ, ሼݒଵכǡڮݒுכ ሽ nodes that are 
requested from a user is determined at random, and the amounts l of resources is selected uniformly over 
(1,15). Moreover, for the request ܴ௖ሺ݇ǡ ௡ܸ௘௪כ ሻ, the number of nodes that are included in ௡ܸ௘௪כ  is equal to 1, and 
it is selected at random. Finally, we assume that the utilization time of a virtual network follows an 
exponential distribution with mean 1.0. 
Figure 3(a) shows the average redesign time of the virtual network in a case where the number H of nodes 
that are requested from user is changed from 5 to 15. Here, we set the number N of nodes of the physical 
network is 5. From this result, we found that the average redesign time of the conventional method increases 
when H increases. This is because, in the conventional method, the topology is redesigned from scratch. 
Therefore, the average redesign time becomes long according to the increase of H. On the other hand, in our 
proposed method, because the topology changing is completed by only adding new nodes and links, the 
average redesign time is not increased so much even when the H increases. 
Figure 3(b) shows the average design time of the virtual network in a case where the number N of nodes in 
the physical network is changed from 4 to 7. Here, the number His 5 and is fixed. From this result, we found 
that the average redesign time for our proposed method is always shorter than that for the conventional 
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method. Therefore, our proposed method is effective regardless of the number of nodes. 
5. Conclusions 
In this paper, we proposed a rapid topology changing method for virtual networks based on shortest path 
betweenness. In our proposed method, when a service provider receives a request about topology changing of 
a virtual network, the service provider redesigns the topology rapidly so as to satisfy the user’s request based 
on the shortest path betweenness. We evaluated performance of our proposed method with simulation. From 
numerical examples, we found that our proposed method performs the rapid topology changing than the 
conventional method regardless of the number of nodes. Hence, it is expected that our proposed method is 
used widely in the future. 
(a) The average redesign time vs the number H of nodes.     (b) The average redesign time vs the number N of nodes.
Fig. 3.Performance of our proposed method. 
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