Abstract-One fundamental feature of sensor network is unpredictable and this brings us a challenge of how to design an adaptation mechanism to let a sensor network adjust itself based on current "context" and pre-defined network criteria which include coverage density, fault tolerance, system life and so on.
I. INTRODUCTION
With the fast development of micro-electro-mechanical systems (MEMS) technology, digital electronics and wireless communications, we can build low-cost, small size, low-power and multifunctional sensors which can communicate with each through wireless signal in short distance. These sensors with sensing, data processing and wireless communication abilities, based on collaborative effort, make building a largescale wireless sensor network possible and ensure a wide range of sensor network applications which include health, military, security and smart home [1] , [2] , [3] , [4] , [5] . We firmly believe that in future sensor networks will become an important part of our life.
Sensor networks is composed of a large number of sensor nodes which are densely deployed inside or close to the phenomenon. The location of the sensor nodes are not predetermined. Most case they are deployed randomly in the unaccessible terrain and are moving from time to time during the disaster relief operation. This also means that sensor node needs self-organizing and collaborative capability to work together in order to achieve its goal. Each sensor node monitors the environment and generates data to deliver to remote base station. The base station then analyzes and processes the data to decide whether there is an unusual event appeared in the monitored area. Considering the large number of deployed sensor nodes, the redundancy can be exploited to increase data accuracy and system reliability.
The power supply to sensor nodes in a network is from battery which can only last for a limited life time and make it impossible for a sensor node working for a very long time without recharging. Moreover most sensor network applications are deployed in hostile or remote areas, such as battlefield or forest which make it difficult to replace or recharge node batteries.
New nodes can join the network and some nodes can be damaged or out of power supply, so one fundamental feature of sensor network is unpredictable. The network is changing all the time. This brings us a new challenge to design an adaptive mechanism which allows a sensor network to configure itself based on some criteria according to current network situation. The criteria are user-defined such as nodes density, detection fault tolerance, nodes coverage, system working life and so on. All these criterion are based on calculation of network coverage, which describes how well a targeted area is monitored by a selection of sensor nodes, hence, given a group of sensor nodes, to calculate their coverage becomes the most important task in our work.
Our work is driven by the following factors. First, it is impossible to manually control the node in a network, so the sensor node has to be able to self-configurate. Second, each sensor node does not know its location, since to equip the sensor with GPS device will make sensor node consume much more power and this does not obey the idea of "small size and low-cost node".
In this work,inspired by the idea first presented by Robert Ghrist [6] , we implement an algorithm to calculate sensor coverage. Algebraic topology tool, homological group, is used to calculate the network coverage without the knowledge of sensor nodes location and target area coordinate.
To demonstrate the usage of the system, we pick system life time as our criterion. Our goal is to let network maximize the system life and at the same time maintain the network full coverage. The key idea is that in a wireless sensor network all sensor nodes have the same sensing task which implies only The rest of paper is structured as follows. The reviews of related work in the literature is presented in section 2. In section 3 we give a brief introduction to simplicial complexes, homology groups. Section 4 describes details of the proposed approach and algorithm implementation. Finally simulation results and evaluation are given in Section 5.
II. RELATED WORK
In order to compute the sensor network coverage different approaches have been presented. Generally, they can be divided into three groups.
The first approach is called computational geometry method [7] , [8] , [9] . One feature of this approach is that the precise geometry of the domain and exact locations of the nodes must be known.
The second approach is probabilistic method [10] , [11] , [12] , [13] . They assume a randomly and uniformly distribute sensor nodes in a domain with a fixed geometry and prove expected area coverage. The main drawback of this method is the need for strict assumptions about the exact shape of the domain as well as the need for a uniform distribution of nodes.
The third approach is called algebraic topology method which uses network topological spaces and their topological invariants. The idea behind this is that the local properties of a sensor network, obtained by local interactions among nodes, can be captured by certain topological spaces. Also the global properties of the sensor network characteristics correspond to certain topological invariants of these spaces. Some attempts from theocratic concepts of computing sensor network coverage have been made in [14] , [15] , [16] Our proposed solution uses algebraic topology tool to calculate minimum network coverage without any information about node location, orientation and domain geometry. Based on the calculation of the network coverage, our algorithm is able to find several mutually exclusive node sets which can be scheduled to work in order. Then the overall network life time can be prolonged.
III. SIMPLICIAL COMPLEX AND HOMOLOGY
The mathematical tools being used in our work might not be known by researchers in wireless sensor networks. A brief introduction is presented below. Further readings of various degree of depth can be found at [17] , [18] , [19] . In [20] the context of related applications and computations are described.
Simplicial Complex: The topological objects used in our work are called simplicial complexes. Given a set of points
The faces of a ksimplex consist of ¡¡¡¡¡¡¡ .mine simplices which s closed with respect inclusion of faces. A good example is a ======= all
A simplicial complex is a collection of simplices which s closed with respect inclusion of faces. A good example is a ¿¿¿¿¿¿¿ .r73 triangulated surface where vertices of the triangulation correspond to V , edges correspond to 1-simplices, and face correspond to 2-simplices. The orderings of vertices correspond to an orientation.
Simplicial Homology: Homology is an algebraic procedure of counting 'holes' of various types. Let X denote a simplical complex. The homology of X, denoted H * (X), is a sequence of vector spaces H k (X) :
th Betti number of X, is a coarse measurement of the number of different holes in the space X than can be sensed by using subcomplexes of dimension k.
For example, the dimension of H 0 (X) is equal to the number of path-connected components of X and the simplest basis for H 1 (X) consists of loops in X, each of which surrounds a different 'hole' in X.
Let X denote a simplical complex. Define for each k ≥ 0, the vector space C k (X) to be the vector space whose basis is the set of oriented k-simplices of X; that is, a k-simplex
where a change in orientation corresponds to a change in the sign of the coefficient:
For k larger than the dimension of X, C k (X) = 0. The boundary map is defined to be the linear transformations
, as illustrated in Given the definition of boundary map, we can define a chain complex: a sequence of vector spaces and linear transformations
Consider the following two subspaces of C k : the cycles (those subcomplexes without boundary) and the boundaries (those subcomplexes which are themselves boundaries).
It can be easily demonstrated that ∂ • ∂ = 0; which means the boundary of a chain has empty boundary. It follows that B k is a subspace of Z k . We say that two cycles ξ and η in Z k (X) are homologous if their difference is a boundary:
The k-dimensional homology of X, denoted H k (X) is the quotient vector space,
IV. COVERAGE CALCULATION AND NODE SCHEDULING
In this section, the practical issues in understanding and realizing homologoy groups in real networks are discussed.
A. Communication Graphs and Rips Complexes
We first explain the relationship between simplicial complexes and sensor network coverage. As presented in [14] , [15] , [16] , the sensing and communication properties of sensor network can be captured by simplicial complexes and their homological groups. Considering in a wireless sensor network, each identical node has same communication range r and they form a communication graph. In this graph, each vertex stands for a sensor node and an edge between two vertices means that the two nodes are within the communication range r of each other. We now build the rips complex which is generated from communication graph.
space and a fixed radius r > 0, the rips complex R, is the simplicial complex whose k-simplices correspond to the unordered (k + 1)-tuples of points which are pairwise within a distance r of each other.
The 0-simplices are the nodes in the communication graph and 1-simplices are all the edge in the graph. Thus, the 2-simplices are the triangle in the graph which has three nodes and each node is within communication range of the other two. The dimension of zero homology group H 0 (R) counts the number of connected components of the network. For example, the communication graph is connected if and only if H 0 (R) has dimension of 1. The homology group H 1 (R)counts the number of the network holes in the communication graph. The hole appears when the part of graph can not be triangulated by any 2-simplices. As shown in [14] , [15] , [16] , these homology groups are related to certain coverage properties of a sensor network.
In [14] , author gives and proves a theorem listed below which can be used to calculate the network coverage based on some assumptions. The assumptions they have are: First, the identical sensor node has radially symmetric covering domains r c which is at least larger than r b / √ 3 and second, the communication graph is connected. Third there are fence nodes which are fixed along the edge of targeted area. A detailed prove about this theorem is provided in their work [14] .
B. Coverage Calculation
Inspired by the idea of R. Ghrist [14] , we develop the practical algorithm to calculate the coverage and simulate it in ns-2.
As discussed above, in order to calculate the H 0 (R) and H 1 (R) groups, we have to first get the simplicial complex from communication graph: each node first broadcasts its unique ID to all its neighbors who can detect this message. Once each neighbor gets this request it will check its membership of different dimensional simplices.
For 0-simplex and 1-simplex membership calculation, it is very straightforward. Node just adds its ID to 0-simplices list and add its own ID plus package sender as a new 1-simplex. For 2-simplices list, the node has to calculate and search through the simplices it already has to check if there is a combination which can form a triangle.Here is the algorithm:
The whole process is shown in the Fig 3. Once every sensor node gets its membership of 0 to 2 dimension simplices, it then forwards these information to base station where the homological calculation takes place.
The calculation of homology is by no means of novel and for detailed description of related algorithms please refer to Algorithm 1 Simplicial complex (1) insert its ID to 0-simplices list (2) broadcast its 0-simplices list while receive a broadcast package do (3) take out the simplices list from package if the simplices list received is 0 dimension then for each 0-simplex received do (4) create a 1-simplex s 1 (senderID,
and insert s 2 into 2-simplices list end if end for end if end while (10)send its 0-simplices, 1-simplices and 2-simplices lists to base station [20] . First, the base station node has to calculate H 0 (R) and H 1 (R) to make sure the betti numbers are 1 and 0 respectively, which means currently all sensor nodes provide a connected communication graph and full coverage of the area.
We assume that if the node density and redundant rate are high enough there will always be at least two disjoined sets of nodes and each of which can achieve a full coverage of the area.
The algorithm first computes the minimum number of working nodes which theoretically can cover the whole area with uniform separated distance. And it randomly picks this number of nodes and tries to calculate the coverage till a full coverage is found. It calculates an overall attempt times based on the probability to find a full coverage. If after all the attempts, a full coverage is still not found, the algorithm increases the number of working nodes by one and re-calculates the attempt time. Once the first set of full coverage nodes is found, it removes these nodes from the total node set and then find the next full coverage set from the rest nodes until there is no more set can be found.
When these disjoined sets are found, the base station then schedules them to work in order.
Algorithm 2 shows the details.
V. SIMULATION AND EVALUATION
We simulate our algorithm in ns-2 [21] . With total number of nodes from 20 to 50 plus 12 fence nodes. The targeted area If the node density is not high or the nodes are not distributed uniformly enough, there will be a coverage hole. In this situation, base station will be aware of this since the betti number of H 1 (R) is not 0. As depicted in Fig 4, there is one hole in this example, circulated by the red color cycle. Actually the hole is caused by 4 nodes down the left corner, if we keep reducing the length of this red cycle (by finding the minimum size of H 1 (R)generator), we will finally be able to locate this hole. But if there is more than one hole, it will be If the node density is high enough, there will be more likely that the nodes can cover all the area without any coverage hole. A full coverage example is shown in Fig 5. By randomly picking a set of nodes with certain size from the current communication graph, we can calculate if the set reserves the whole area coverage property or not. In Fig 6, it shows a set of 9 nodes which can achieve a full coverage. And rest of nodes, colored in dark gray, can be switched off to save power.
Finally from the rest of nodes without the nodes of set which already covers the area, algorithm picks another full coverage set of nodes which is totally disjoined from the first one. Two sets are drawn out in Fig 7. The green set is the first one and the red is the second set. Each of them covers the whole area. The system life-time can be prolonged by scheduling these two sets to work in turn and switch off the rest redundant nodes. Based on different sizes of deployed nodes, the algorithm performance varies. As shown in Fig 8. We can see that when the total nodes number is larger than a threshold value (40, in this case) the system life increases will be much slower. This is because we are randomly picking nodes to calculate coverage and when the total number is large the chance to find most fitted sets (with as few nodes as possible) is smaller and the redundancy of each working set is higher as shown in the Fig 9. VI. SUMMARY AND CONCLUSIONS In this work, we implemented an algorithm to calculate sensor coverage inspired by the idea first presented by Robert Ghrist [6] . Algebraic topology tool -homological group is used to calculate the network coverage without the knowledge of sensor nodes location and target area coordinate. With the network coverage information, a wireless sensor network then can adjust itself based on current network topology. We demonstrate that the algebraic topology tool could be used in a practical design of wireless sensor network and has great potential for various sensor network applications as well. However, the fundamental homological coverage calculation carried out by the base station node is still centralized. A decentralized algorithm is required to support large-scale sensor networks.
