Abstract. Radioscopy is the accepted way for controlling the quality of aluminium die cast pieces through computer-aided analysis of X-ray images. Two classes of regions are possible in a digital X-ray image of a casting: regions belonging to regular structures of the specimen, and those relating to defects. Since the contrast between a flaw and a defectfree neighbourhood is distinctive, the detection is usually performed by thresholding this feature. Nevertheless, this measurement suffers from accuracy error when the neighbourhood is not homogeneous, for example when the flaw is at an edge of a regular structure of the test object. For this reason, many approaches use a-priori information about the location of regular structures of the test piece. In this paper, a new approach to detecting defects without a-priori knowledge is proposed. The approach is based on features extracted from crossing line profiles, i.e., the grey level profiles along straight lines crossing each segmented potential flaw in the middle. The profile that contains the most similar grey levels in the extremes is selected. Hence, the homogeneity of the neighbourhood is ensured. Features from the selected profile are extracted. The detection performance of our features and a vast number of other known features are assessed by computing the area A z under the Receiver Operation Characteristic (ROC) curve. The best performance is achieved using one of the proposed features yielding an area A z = 0.9944 in 50 X-ray images of aluminium wheels with 23.000 potential flaws.
Introduction
Shrinkage as molten metal cools during the manufacture of die castings, can cause defect regions within the work piece. These are manifested, for example, by bubble-shaped voids, cracks, slag formations or inclusions (see an example in Fig. 1a ). Light-alloy castings produced for the automotive industry, such as wheel rims, steering knuckles and steering gear boxes are considered important components for overall roadworthiness. To ensure the safety of construction, it is necessary to check every part thoroughly. Radioscopy rapidly became the accepted way for controlling the quality of die cast pieces through computer-aided analysis of X-ray images [1] . The purpose of this non-destructive testing (NDT) method is to identify casting defects, which may be located within the piece and thus are undetectable to the naked eye. The automated visual inspection of castings is a quality control task to determine automatically whether a casting complies with a given set of product and product safety specifications. Two classes of regions are possible in a digital X-ray image of an aluminium casting: regions belonging to regular structures of the specimen, and those relating to defects. The automatic process used in fault detection in aluminium castings consists of five steps: a) Image formation, in which an X-ray image of the casting under test is taken and stored in the computer. b) Image pre-processing, where the quality of the X-ray image is improved in order to enhance the details of the X-ray image. c) Image segmentation, in which each potential flaw of the X-ray image is found and isolated from the rest of the scene. d) Feature extraction, where the potential flaws are measured and some significant characteristics are quantified. e) Classification, where the extracted features of each potential flaw are analysed and assigned to one of the classes (regular structure or defect).
In an X-ray image we can see that the defects, such as voids, cracks and bubbles (or inclusions and slags), show up as bright (or dark) features. The reason is that the X-ray attenuation in these areas is shorter (or higher). Since the contrast in the X-ray image between a flaw and a defect-free neighbourhood of the specimen is distinctive, the detection is usually performed by analysing this feature. There are several definitions of contrast, they generally give a comparison between the grey level of a region (potential flaw) and the grey level of its corresponding neighbourhood (see for example [2] ). Nevertheless, the last measurement suffers from accuracy error when the neighbourhood is not ho- mogeneous, for example when the flaw is at an edge of a regular structure of the test object. For this reason, many approaches compute the grey level of the neighbourhood using a-priori knowledge of the design structure of the test piece (see for example [3, 4] ). Thus, the defect-free areas are defined in sections where the grey level values have a small variance. These methods have become the most widely established in industrial applications owing to their high detection performance 1 . However, they require a very precise positioning of the test object and a complicated selection process of the defect-free areas. A review of the existing approaches of automated flaw detections in aluminium castings can be found in [1] .
In order to avoid the mentioned problems, this paper proposes a new approach based on features extracted from crossing line profiles computed without a-priori knowledge. The paper is organised as follows. In Section 2, the segmentation of potential flaws is outlined. The new approach is described in Section 3. The performance analysis is presented in Section 4. Finally, Section 5 gives concluding remarks. An early version of this research is presented in [2] .
Segmentation of potential flaws
The X-ray image taken with an image intensifier and a CCD camera (or a flat panel detector), must be pre-processed to improve the quality of the image. In our approach, the pre-processing techniques are used to remove noise, enhance contrast, correct the shading effect and restore blur deformation [1] .
The segmentation of potential flaws identifies regions in radioscopic images that may correspond to real defects. Two general characteristics of the defects are used to identify them: a) a flaw can be considered as a connected subset of the image, and b) the grey level difference between a flaw and its neighbourhood is significant. According to the mentioned characteristics, a simple automated segmentation approach was suggested in [5] (see Fig. 1 ). First, a Laplacianof-Gaussian (LoG) kernel and a zero crossing algorithm [6] are used to detect the edges of the X-ray images. The LoG-operator involves a Gaussian lowpass filter which is a good choice for the pre-smoothing of our noisy images that are obtained without frame averaging. The resulting binary edge image should produce at real flaws closed and connected contours which demarcate regions. However, a flaw may not be perfectly enclosed if it is located at an edge of a regular structure as shown in Fig. 1c . In order to complete the remaining edges of these flaws, a thickening of the edges of the regular structure is performed as follows: a) the gradient of the original image is calculated (see Fig. 1d ); b) by thresholding the gradient image at a high grey level a new binary image is obtained; and c) the resulting image is added to the zero crossing image (see Fig.  1e ). Afterwards, each closed region is segmented as potential flaw. For details see a description of the method in [5] . 4 This is a very simple detector of potential flaws with a large number of false alarms flagged erroneously. However, the advantages are as follows: a) it is a single detector (it is the same detector for each image), b) it is able to identify potential defects independent of the placement and the structure of the specimen, i.e., without a-priori information of the design structure of the test piece, and c) the detection rate of real flaws is very high (approximately 90%). In order to reduce the number of the false positives, the segmented regions must be measured and classified. In the next Section, we present new features that can be used to classify with high accuracy the segmented regions in one of the two classes: regular structure or defect.
Crossing line profiles
As explained in Section 2, a segmented potential flaw is defined as a region enclosed by edges of the binary image obtained in the edge detection (see connected black pixels in Fig. 1e ). For each segmented region, a window g is defined from the X-ray image x as: g(i, j) = x(i + i r , j + j r ) for i = 1, ..., 2h + 1, and j = 1, ..., 2w + 1, where h and w are the height and width of the region. The offsets i r and j r are defined as i r = i 0 − h − 1 and j r = j 0 − w − 1 where (i 0 , j 0 ) denotes the coordinates of the centre of gravity of the region (rounded to the nearest integers). Hence, g is a window of size (2h + 1) × (2w + 1), in which the middle pixel corresponds to the centre of gravity of the segmented potential flaw, i.e., g(h + 1, w + 1) = x(i 0 , j 0 ). Now, we define the crossing line profile P θ as the grey level function along a straight line of window g through the middle pixel (h+1, w+1) forming an angle θ with i-axis. In [2] , P 0 and P π/2 were analysed together in order to obtain two features, K and K σ , that give a measurement of the difference between maximum and minimum, and the standard deviation of both crossing line profiles. However, the analysis does not take into account that the profiles could include a nonhomogeneous area. For example, if a non-flaw region is segmented at an edge of a regular structure, it could be that P 0 (or P π/2 ) includes a significant grey level change of the regular structure. In this case, the variation of the profile will be large and therefore the region will be erroneously classified as defect.
In order to solve this problem, we suggest to analyse individually eight crossing line profiles P θ , at θ = kπ/8, for k = 0, ..., 7, as illustrated in Fig. 2 . In this analysis, the crossing line profile that contains the most similar grey levels in the extremes is selected. Hence, the attempt is made to ensure the homogeneity of the neighbourhood filtering out those profiles that present a high grey level change in the edge of the regular structure. In the example of Fig. 2 , the selected profile is obtained for k = 5 where the grey values of the extremes are both approximately equal to 150. We observe that the selected crossing line is approximately perpendicular to the direction of the gradient of the X-ray image without defect. This coincides with one of the criteria used by approaches with a-priori knowledge: the selected pixels of the defect-free area are located perpendicular to the direction of the gradient of the piece's contour [1] . Before the features are extracted, a pre-processing of the selected crossing line profile is performed as follows: 1) The selected profile is resized to size n = 32 using a nearest neighbour interpolation. The resized profile will be denoted by P . 2) In order to obtain a defect profile without the background of the regular structure, P is linearly transformed by Q i = mP i + b, for i = 1, ..., n, where m and b are so chosen that Q 1 = Q n = 0.
Finally, the proposed features are extracted from the normalised profile Q. 
Performance Analysis
First, we will mention the features that are extracted and analysed in this work. The features are divided into two groups: geometric and gray value features. Although most of the extracted features do not give any information about the contrast, they were analysed in order to investigate if they are relevant to defect detection. 6 The geometric features provide information about the size and the shape of the segmented potential flaw. The extracted geometric features are: area, perimeter, height, width, roundness [6] , Hu invariant moments, Flusser and Suk invariant moments, Fourier descriptors, and Gupta and Srinath moments [7] , semi-minor and semi-major axis of ellipse fitted to the contour of the potential flaw [6] , and Danielsson shape factor [8] .
The grey value features provide information on the brightness of the segmented potential flaw. In this group, the extracted features are: mean grey value, mean gradient in the boundary, mean second derivate in the region [2] , radiographic contrasts, contrasts K and K σ based on P 0 and P π/2 [2] , invariant moments with grey value information [7] , local variance [9] , mean and range of the 14 Haralick textural features based on the co-occurrence matrix in four different directions taken neighbouring pixels separated by a distance of 1, 2, 3, 4, and 5 pixels [10] , and finally the first 64 components of the discrete Fourier transform, the Karhunen Loève transform and the discrete cosine transform [6] taken from a normalised image window of 32 × 32 pixels including potential flaw and neighbourhood.
Each feature is analysed independently using a threshold classifier. Thus, a potential flaw is classified as regular structure if the feature is bellow a threshold, otherwise it will be assigned to the defect class. In order to obtain the feature that yields the best detection performance, the Receiver Operation Characteristic (ROC) [11] curve is analysed, which is a plot of the 'sensitivity' (Sn) against the '1-specificity' (1 − Sp) defined as:
where T P is the number of true positives (flaws correctly classified); T N the number of true negatives (regular structures correctly classified); F P is the number of false positives (false alarms, i.e., regular structures classified as defects); and F N is the number of false negatives (flaws classified as regular structures). Ideally, S n = 1 and 1 − S p = 0, i.e., all flaws are detected without flagging false alarms. The ROC curve permits to assess the detection performance at various operating points (e.g., thresholds in the classification). The area under the ROC curve (A z ) is normally used as performance measure because it indicates how reliable the detection can be performed. A value of A z = 1 gives perfect classification, whereas A z = 0.5 corresponds to random guessing.
In our experiments, 50 X-ray images of aluminium wheels were analysed. In the segmentation 22.936 potential flaws were obtained, in which there were 60 real flaws. Some of them were existing blow holes. The other defects were produced by drilling small holes in positions of the casting which were known to be difficult to detect. In the performance analysis, the best result was achieved by our feature F 1 (see definition in Section 3), yielding an area A z = 0.9944. The ROC curve of this feature and the distribution of samples for the two classes are illustrated in Fig. 3 . A detection example is shown in Fig. 1f . The results of the top eight features are summarised in Table 1 , in which the areas A z and the specificities obtained at sensitivity levels of 100% and 95% are given. One of the performances obtained by first feature (S p = 0.9860 at S n = 95%) indicates that on average there are 6.4 false alarms per image when detecting 57 from 60 real flaws. These results are a substantial improvement over those presented in [2] , in which, for the same images, the results obtained have a value of S p = 0.9727 at S n = 95%, which indicates 12.5 false alarms per image when detecting 57 from 60 real flaws. We observe, that the geometric features do not provide relevant information to separate the classes. The reason is because the regions corresponding to flaws and regular structures have similar size and shapes. Furthermore, the top six features are obtained from the crossing line profiles. In addition, there are two textural features with high values of A z , f 8 (5) and f 13 (2) , that correspond to the mean sum entropy by a distance of 5 pixels and mean of information measure of correlation by a distance of 2 pixels respectively. However, the sensitivity of 100% is achieved at low specificity levels.
Concluding remarks
In this paper, a new approach to detecting defects in castings without a-priori knowledge of the design structure is proposed. The approach is based on features extracted from crossing line profiles, i.e., grey level profiles along lines crossing segmented potential flaws in the middle. Several features obtained from the crossing line profiles were suggested. The detection performance of our features and more than 350 other features are assessed by computing the area A z under the ROC curve. The best performance (A z = 0.9944) was achieved using the suggested feature F 1 calculated as the amplitude of the first harmonic of a normalised crossing line profile. This means, that only 6.4 false alarms per image are obtained in the identification of potential flaws (at S n = 95%). By combining more than one non-correlated a better classification can be carried out [12] . It is known that false alarms flagged in this step can be eliminated using a posterior analysis based on image sequence analysis without eliminating the real flaws [5] .
