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1. INTRODUCTION 
Lienard’s equation 
x + f(x)-\: + .Y = 0 (1.1) 
and its generalization 
if f(x)i + g(x) = 0 (1.2) 
are encountered in several applied areas. For Eq. (1.1) Sansone [ 11 has 
established a criterion for the existence of periodic solutions: for (1.2) an 
analogous result has been obtained by Levinson and Smith 121. 
The problem can also be formulated in terms of the “Lienard’s plane.” as 
in [ 11 and 121. We write (1.1) and (1.2) in the form of an equivalent system 
li- = q -F(x), 
(1.3) 
q = -g(x) 
with F(x) = J’G f(x) dx. 
Other authors 13-5) have employed the Lienard plane formulation and 
have obtained similar results. 
A comprehensive bibliography of articles concerning the uniqueness of 
periodic solutions for (1.2) may be found in [6 1. 
In this paper we give a new criterion for the existence of periodic solutions 
of (1.2). It overlaps partially with the criteria of Sansone [ 11 and Levinson 
and Smith [2]. Simple examples may be given to illustrate cases in which the 
new criterion can be applied whereas Sansone, Levinson and Smith’s criteria 
fail. 
The technique employed in this paper is different from the techniques used 
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in 1 1-5 I. Indeed rather than working in Liinard’s plane, we use the “phase- 
plane” system 
1 = J’. 
(1.4) 
.I: = -f(x,y - g(x), 
which is equivalent to ( 1.2) and to ( 1.3). 
The method is elementary since it is based on the geometrical inter- 
pretation of the derivative. In the final part of this paper. some estimates for 
the amplitude of the periodic solutions of Eq. (1.1) are obtained. 
2. EXISTENCE OF PERIODIC SOLUTIONS 
An existence criterion for periodic solutions of Eq. (1.2) is given by the 
following 
THEOREM. Let the functions f(x) and g(x) satisjj the following 
assumptions. 
For x E (-a. +a), 
(a) f(x) and g(x) are real-valued and continuous; moreover, g(x) is 
locally Lipschitz continuous, 
(b) f(0) < 0 and there exists 6 > 0 such that f(x) > 0 if Ix/ > 6, 
(c) xg(x)>Oifx#O, 
(d) minW,-+, w(g(-~)/fWh lim,+-, su~(l&M!(~))I < + ~0. 
(e) there exist h > 6 and b > 0 such that f(x) + (g(x)1 > b > 0 if 
/.K/ > h. 
Then there is at least one periodic solution for Eq. (1.2). 
Proof. It is clear that assumption (a) guarantees the existence and 
uniqueness of solutions for Litnard’s system (1.3). Its equivalence to (1.2) 
permits us to claim the existence and uniqueness of solutions for (1.2). 
We now turn to the phase-plane formulation (1.4); since f(O) < 0, on an 
appropriate neighborhood of the origin we have f(x) < 0. Then we can 
compare Eq. (1.2) with the equation 
.f + g(x) = 0. 
It follows that the origin is locally repulsive and from assumption (c) there is 
no other critical point. (If moreover g(u) is odd see [ 71) 
Let us now consider the points in the phase-plane where j = 0 and 1# 0: 
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that is, the points where the tangents to the trajectories of system (1.4) are 
horizontal. These are the points for which 
Now, as a consequence of assumption (b), there are points where f(x) 
vanishes. Let 6, < 0 be the least and a2 > 0 the greatest of such zeros (then 
6>max(l6,1,&}). We have 
lim -g(x) = +a, 
r-s, f(x) 
lim -g(r)=-me 
x-6’ f(x) 
Let A, be the graph of the function u,(x) = -g(x)/f(x) for x E (-co, 6,), 
also let A, be the graph of uZ(x) = -g(x)/f(x) for x E (a,, +a). The curves 
A, and A, divide the phase-plane in three regions. 
Assumption (d) guarantees that (i) U,(X) is bounded as x+ -co or that 
(ii) uZ(x) is bounded as x-+ +co. We assume here that (i) holds (the 
treatment for case (ii) is analogous). 
Since u,(x) > 0, as a consequence of the assumptions we can select a point 
(x in A, whose abscissa x, is to the left of 6, and whose ordinate is larger 
than the values which U,(X) takes for x ( x,. Now 
G(x, y) = -f(x)y - g(x). 
Since aG(x, Y)/c$ = -f(x), we can claim that, for any fixed x 65 [6,, SZ 1, 
?; = G(x. 4’) is a decreasing function of J’. An example is given in Fig. 1. 
The trajectory which passes through the point a comes from “infinity” 
without intersecting the x-axis before reaching the point 
a = (x,, u,(x~)) E A,. From 
it follows that this trajectory does not have vertical asymptotes and being 
bounded away from the x-axis it must cross the y-axis. By an analogous 
argument we can claim that the trajectory, after entering the x > 0 half- 
plane, either will cross the x-axis on the 0 < x < 6, segment, or will cross the 
line x = 6,. In the latter case, v(x) will decrease after x = 6, ; assumption (e) 
does not permit the existence of a horizontal asymptote so the trajectory 
must eventually cross the x-axis at some x > 6,. The trajectory is now in the 
y < 0 half-plane. As a consequence of (2.1), again, the trajectory must cross 
the y-axis at some level J < 0. 
Afterwards, as a consequence of (e), the trajectory cuts the x-axis either 
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on the interval (6,, 0), or at some s < 6,. In the latter case, the trajectory 
may cut the curve A,, but the ordinate of the crossing point must be smaller 
than the supremum of U,(X) for -XI < x < s,. 
Eventually, the trajectory must remain below the graph A,. since J’(S) is a 
decreasing function above A, . In any case we can conclude that this 
trajectory is bounded. In the case where uz(x) is bounded the corresponding 
treatment starts from a point /3 E A,. with abscissa xLI > &. We have found 
that starting at t = 0 from a point a (or /I). the state (x(f). I) moves for 
t > 0 along a bounded trajectory. The limit set is compact and non-empty. 
Since the only critical point (the origin) is repulsive we can conclude that the 
limit set must be a cycle. Therefore there is at least one periodic solution for 
(1.2). 
Remark 2.1. To compare our result with those of Levinson and 
Smith 121 and Sansone [ 11 observe that, 
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(i) we do not require that f(x) and g(x’) be differentiable, 
(ii) if f(x) > b > 0 when 1x1 > h for some h > 6 and some b > 0. then 
unlike most authors, we do not impose the requirement 
g- g(x) d.u = +m, (2.2) 
(iii) we allow f(?c) to vanish infinitely many times provided its 
behaviour as x -+ 00 is constrained by that of g(?c). 
Remark 2.2. It is clear that the use of the phase-plane formulation (1.4) 
has been of key importance for our treatment, indeed the functions u,(x) and 
Z+(X) can be used to determine regions in the phase-plane with the property 
that any solution leaving such a region may not reenter. This cannot be 
obtained readily on the Lienard-plane. 
3. SOME ESTIMATES FOR THE AMPLITUDE 
OF PERIODIC SOLUTIONS OF EQ. (1.1) 
Equation (1.1) is a special case of Eq. (1.2). Assumptions (a), (b), (d) of 
the previous theorem are sufftcient to guarantee the existence of periodic 
solutions. 
To simplify our treatment, we assume that 
f(x) < 0 when XE Cd,.&) 
and 
fb) > 0 when -ye [&,&I. 
For the particular case (6,I = 6, note that a theorem due to Sansone [ 11 
yields the uniqueness of periodic solutions and that there are approximate 
method for the evaluation of the solution. 
Now let p,(x) and p*(x) be two continuous functions such that 
P,(X) <f(-~), .uE (a,. 6,). 
v,(-xj = 0 iff x = 16, (3 
fPz(x) > f (x)3 x E (a*, b2), 
VA-~) = 0 iff I-q = 62, 
where 0 < a, < (5, < b, and aI < 6, < bz < 0. Construct the functions 
v,(-u) = .I-(-~) x65 (a,, 6,) 
= cp,(.y) .Y E (n,. b, 1. 
wz(*y) = f(-u 1 ?I @ (a,. b,) 
= Vz(-~) sE(a,,b,). 
The situation is described in Fig. 2. 
We have 
u/,(+y) < ./Y-u) iff -YE (a,, b,), 
f(s) < wz(s) iff s E (a,. b?). 
Now consider the equations 
(3.1) 
(3.2) 
(3.3) 
FIGURE 2 
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Each one satisfies the assumptions of Sansone’s uniqueness theorem and 
has, in the phase-plane a unique stable limit cycle. It is well known that there 
are numerical methods for approximations. 
Let the cycles be r, and r,, respectively. Sansone’s treatment [3 ] shows 
that r, is internal to r,. Inspection of (3.1) shows that in the phase-plane, if 
a winding trajectory for (3.2) passes through a point, then through that point 
there is also a winding trajectory of the original Eq. (1.1). Moreover, if 
through a point there is an unwinding trajectory for (3.3), then through that 
point there is also a unwinding trajectory for (1.1). Hence in the phase-plane 
the cycles for (1.1) are contained in the ring which is bounded by r, and r?. 
This argument can be adapted to the case when f(-r) vanishes several 
times. One repeats the previous construction but considers only the two zeros 
of f(-~) which are respectively nearest to an furthest from the origin. Then 
one selects the functions cp(x) in such a way that the functions W(X) vanish 
only twice. 
A phase-plane limitation is thus obtained for the cycles. This is equivalent 
to an estimate of the amplitude of the periodic solutions of (1.1). 
Remark 3.1. The previous construction permits a simplification of the 
assumptions of our theorem for the case of Eq. (1.1). Indeed the limitation 
which we have found ensures also the existence of periodic solutions. 
Assumption (d) may be replaced by 
(d*) .I,= f(x) dx = sco j,‘X f(x) dx = --co ] 
In this case, the uniqueness properties for periodic solutions of (3.2) and 
(3.3) remain unchanged. 
This new version of our theorem can be seen as an extension of the 
theorem of Sansone mentioned in the Introduction. 
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