We introduce a family of piecewise isometries. This family is similar to the ones studied by Hooper and Schwartz. We prove that a renormalization scheme exists inside this family and compute the Hausdorff dimension of the discontinuity set. The methods use some cocycles and a continued fraction algorithm.
Introduction 1.Background
A piecewise isometry in R n is defined in the following way: consider a finite set of hyperplanes, the complement X of their union has several connected components. The piecewise isometry is a map T from X to R n locally defined on each connected set as an isometry of R n . Now consider the pre-images of the union of the hyperplanes by T : it is a set of zero Lebesgue measure. Thus almost every point of X has an orbit under T and we will study this dynamical system (X 0 , T ) where X \ X 0 is of zero measure. This class of maps has been well studied in dimension one with the example of the interval exchange maps, see [8] : the map is bijective, equal to the identity outside a compact interval and the isometries which locally define T are translations. Remark that the case with non oriented interval exchange is more difficult (and called interval exchange with flips). The strict case of the dimension two began ten years ago with the paper of [1] . Since them, different examples have been examined in order to exhibit different behaviors, see for example [4] . The first general result has been obtained by Buzzi, proving that every piecewise isometry has zero entropy, see [7] . An important class of piecewise isometries is the outer billiard. This map has known a lot of developments in recent years with the work of Schwartz: [16] , [17] , [18] and [19] . He describes the first example of a piecewise isometry of the plane with an unbounded orbit. In his recent papers he defines a new type of piecewise isometry, called Polytope Exchange Transformation (PET for short) and shows that these maps describe the compactification of the outer billiard outside a kite. Independently, Hooper has studied renormalization in some piecewises isometries, see [?] , and in [10] shows some pictures of a discontinuity set which seems very close to Schwartz's work. Finally let us mention the work of [12] which is also close to our example.
In the present paper we describe a family of piecewise isometries. We prove that a renormalization scheme exists inside this family and compute the Hausdorff dimension of the discontinuity set.
An informal definition of our dynamical system
Here we study a dynamical system closely related to a PET. We want to exchange one square and one rectangle. Let C be the square [ Definition of X θ .
We want to define a piecewise isometry which globally exchanges the square and the rectangle as described below: For a fixed θ, there are exactly 24 transformations which isometrically exchange these two pieces and some of them are conjugated via the orthogonal reflection through y = 1/2. In fact there are only two of them for which the dynamical behavior is interesting and we will consider them in this paper. These two maps are parametrized by ω = (θ, ε) with ε = ±1.
Outline
In Section 2 we give a precise definition of our dynamical system denoted (X ω , T ω ). We define the coding of this map and the associated symbolic dynamical system. In Section 3, we introduce the renormalization and we study the map T ω and show that an induction process exists: there exists a subset of X ω where the first return map of T ω is conjugated to T S(ω) for some map S. Then in Section 4 we study the map S. This map can be seen as a continued fraction algorithm. We study this continued fraction in Proposition 4.2 and compute an invariant measure. These results can be seen as an application of the theory developed by Arnoux-Schmidt in [3] . In Section 5,  we describe the relation between the dynamics on the aperiodic set, and a Sturmian subshift. The next step is to obtain a formula for the Hausdorff dimension of the set of aperiodic points in (X ω , T ω ). The idea is to give a formula for the Hausdorff dimension in terms of a Lyapunoff exponent of a cocycle. To obtain it, we need to use Oseledets theorem. The problem is that the invariant measure of S does not have good properties. Thus we need to prove that an accelerated map is ergodic, see Section 4.4. Then in Section 6, we explain the relation between the Hausdorff dimension and a cocycle. Finally in Section 7 we deduce some approximations of the Hausdorff dimension. Some technical parts are left for the Appendix.
2 Definition of the dynamical system and first properties 
Consider the map T ω defined by:
Lemma 2.1. The map T ω is the product of the following isometries:
• For ε = −1, the restriction of the map to the square is the product of the rotation of angle π 2 and center (1/2, 1/2) and the translation by (θ, 0).
• For ε = 1, the restriction of the map to the square is the composition of the orthogonal reflection through y + x = 1 and the translation by (θ, 0).
• The restriction of the map to the rectangle does not depend on ε: it is the product of the translation by (−1, 0) and the orthogonal reflection through y = 1 2 . The proof is left to the reader. Definition 2.2. We define the set of discontinuities by
Lemma 2.3. For every point z in X ω the orbit of z under T ω is well defined. The set X ω is of Lebesgue measure 1.
Proof. First of all, D ω is a countable union of segments, thus it is of zero Lebesgue measure. Now remark that the orbit of a point z under T ω is not defined if and only if there exists an integer n such that T n ω (z) ∈ D θ . By definition X ω is the complement of this set.
Remark 2.4. We can be more precise: let n be an integer, the set T −n ω D θ is a finite union of horizontal or vertical segments. We deduce that X ω is the union of dense open sets.
We introduce a notation for the restriction of the defined sets to the square and the rectangle by: Proposition 2.5. We have T ω (X ω ) = X ω . Moreover the dynamical system (X ω , T ω ) is a bijective piecewise isometry, with the Lebesgue measure as an invariant measure.
Proof. Each isometry involved in the definition of T ω is clearly a bijection. The following map from T ω (X ω ) into X ω is thus well defined:
To prove the result we just have to analyze the discontinuity set of this map and prove that it coincides with D ω . We define D
Since this map fulfills
The rest of the proof is easy since all the maps are isometries and therefore the Lebesgue measure is an invariant measure.
Symbolic dynamics of a piecewise isometry
We need to introduce some notions of symbolic dynamics, see [15] . Let A be a finite set called alphabet, a word is a finite string of elements in A, its length is the number of elements in the string. The set of all finite words over A is denoted A * . A (one sided) sequence of elements of A, u = (u n ) n∈N is called an infinite word. A word v 0 . . . v k appears in u if there exists an integer i such that u i . . . u i+k+1 = v 0 . . . v k . If u = u 0 . . . u n is a finite word, we denote byū the infinite word u 0 . . . u n u 0 . . . u n . . .. This word is periodic of period u. For an infinite word u, the language of u (respectively the language of length n) is the set of all words (respectively all words of length n) in A * which appear in u. We denote it by L(u) (respectively by L n (u)). We endow the set of sequences A N with the product topology, then we define for a finite word v, the cylinder [v] = {vu, u ∈ A N }. The set of cylinders form a basis of clopen sets for the topology.
A substitution σ is an application from an alphabet A to the set A * \ {ε} of nonempty finite words on A. It extends to a morphism of A * by concatenation, that is σ(uv) = σ(u)σ(v).
Now we define an application φ : R 2 → {a; b} by φ(x, y) = a if x < 1 and φ(x, y) = b otherwise.
For ω = (θ, ε) ∈ Ω and z ∈ X ω we have,
Let Φ ω : X ω → {a; b} N be the coding map defined by
The image by the coding map of the points in X ω defines a language. For a finite (or infinite) word u in this language, a cell is the set of points which are coded by this word: O u = {z ∈ X ω , Φ ω (z) = u}. The cells Oū, where u is a finite word, are called periodic cells and the period is defined as the period of the wordū. Lemma 2.6. If z is a periodic point of T ω then Φ ω (z) is a periodic word and the cell is a rectangle. The restriction of T ω to a periodic cell is either a rotation of angle − π 2 , π or π 2 or an orthogonal reflexion. In all cases, every point of a periodic cell has a periodic orbit.
The reader should take care not to confuse the period of a periodic cell and the period of the points. In Corollary 3.5 we will see that this result can be improved.
Proof. Let z be such that T n ω (z) = z, and let v = Φ(z). By definition of z, the word v is periodic of period n. Let us denote by u = u 0 . . . u n−1 its period, thus we have v = u . . . u . . . . We define P a = C ω and P b = R ω . We deduce Oū = 0≤k≤n−1
set for every integer k, then Oū is a decreasing intersection of convex set, thus it is a convex set. Moreover D θ is the union of vertical and horizontal segments, then its image by T ω is an horizontal or vertical edge, thus every segment of D ω is horizontal or vertical: we conclude that Oū is a rectangle. Moreover the restriction of T ω to this rectangle has a periodic point.
Definition 2.7. For ω ∈ Ω and n ∈ N, let us denote by I ω (n) the union of periodic cells of period less than n.
Consider the dynamical system (X ω , T ω ). Denote the periodic points in this system by I ω . A natural question seems to look at the complement of this subset. It is non empty, but we do not know its size. Can we compute it? This question appears naturally in several papers as [16] . Thus we define for each positive integer n:
As above we also define
From Remark 2.4 we have K ω (n) = X θ \I ω (n). The set K ω is called the aperiodic set. Lemma 2.8.
• For ε = −1, the set I ω (1) is a square: its Lebesgue measure is equal to (1 − θ) 2 and the coding associated to a point of I ω (1) isā.
• For ε = 1, the set I ω (1) is empty, and I ω (2) is the union of two squares. Its area is equal to 2θ 2 and the coding associated to the points of I ω (2) is ab or ba.
Proof. The proof is left to the reader. See the following figure that represents in blue I ω (1) for ε = −1 and I ω (2) for ε = 1.
1. The point z belongs to K ω if and only if z has a non periodic orbit under T ω .
Proof. The first point can be deduced from Lemma 2.6.
Let z ∈ K ω ∩ X ω . We will show that z belongs to D ω . We argue by contradiction: suppose we have inf{d(T n z, D θ ) | n ∈ N} = δ > 0., and consider a square centered in z of diameter δ/2. The orbit of this square never intersects a segment of D ω . Thus every point inside this square has the same coding, and this coding is non periodic by assumption. Thus the cell of a non periodic word has non empty interior which is impossible.
To finish this section let us briefly sum up the notations used here:
The notation D ω (n) will be used for the same object restricted to the n first elements of an orbit.
Results of the paper
To start with, we prove the following:
• The map T ω has a renormalization scheme (Section 3 Proposition 3.2).
• The dynamical system (K ω , T ω ) is conjugated to a rotation of angle θ (Section 5 Proposition 5.3).
Moreover we compute the Hausdorff dimension of the aperiodic set, and show:
Theorem 2.10. There exists a real number s such that for almost all ω, the Hausdorff dimension of K ω is equal to s.
Corollary 1.
• We have 1.07 ≤ s ≤ 1.55.
• Moreover we obtain for n ∈ N :
This number s is obtained via the Lyapunoff exponent of a cocycle introduced in Section 6. Remark that the computation of the Hausdorf dimension can be seen as a generalization of the classical case where the fractal set is the solution of an iterated function system.
Induction

Notations
where . denotes the floor function. We define a map S by
Now let ψ ω be a similitude defined by
Remark that this similitude has a ratio r(ω) = 1 fε(θ) and that the inverse of this map is given by
and ψ
. The main objects of the paper are the following sets: the notation will be explained in Proposition 3.2.
Definition 3.1. For ω ∈ Ω we define the induction zones by 
First return map to the induction zone
The first return time of z ∈ X ind
The maps n and T ind ω are well defined on X ind ω and we have for all z ∈ X Sω : 
Induction, proof of Proposition 3.2
• Let us start with ε = −1 for a parameter θ ∈]0, 1[: Let (x, y) be a point in the interior of C ind ω . This means 0 < x < θ and 0 < y < θ. Then we have
Remark that we have 0 < θ − y < θ and 1 − θ < 1 − x < 1. Now we compute T 3 (x, y) for some (x, y) such that 0 < x < θ and y > θ:
Thus we remark that a point inside {(x, y), y > θ, x < θ} remains under the action of T 3 inside this set and its second coordinate decreases.
Then, if we denote s(x) = θ − x we obtain
To finish the proof we compute the conjugation of T ind ω :
Finally we have proven
• Now we treat the case ε = 1. The computations are based on the same method, thus we just give the result:
Then, for z = (x, y):
Thus we obtain T Sω (x, y) = ψ ω T ind ω ψ −1 ω (x, y).
Some important corollaries of Proposition 3.2
Let us define two substitutions
Corollary 3.3 (Language and substitution).
Proof. By Proposition 3.2, we have
If z ∈ C ind ω we obtain by Equation (2)
The infinite word Φ S(ω) • ψ ω (z) begins by a, and the proof of Proposition 3.2 shows that Φ ω (z) begins by ab(ab) nω−1 . Since the same argument works if z belongs to R ind ω we deduce the result.
These substitutions define linear maps by abelianization. These linear maps have matrices in M 2 (Z), called the incidence matrices and denoted by:
In Section B.3 we will return on the cocycle generated by the map ω → M (ω). We denote these matrices and their coefficients as M (ω) = (m i,j (ω)) 1≤i,j≤2 . The vector space R 2 is equipped with norm · 1 . This defines a norm on M 2 (R) by
Let θ be an irrational number and ω = (θ, ε). For each positive integer i we denote ω i = (θ i , ε i ) = S i (θ, ε) (we will see in Proposition 4.2 that S i (ω) exists for each integer i).
Let us define also
Then we define a sequence of numbers (p i ) i∈N by
, where
Corollary 3.5 (Periodic points). We deduce 1. Let I be a periodic cell for T S(ω) associated to the periodic word u. Then ψ −1 ω (I) is a periodic cell for T ω associated to the word σ ω (u). Moreover its period is given by
where by definition u contains |u| a letters a and |u| b letters b.
2. Conversely if I is a periodic cell of period n for T ω (n ≥ 2 for T (θ,−1) and n ≥ 3 for T (θ,1) ), then there exists an integer 0
3. If I is a periodic cell, there exists an integer n such that its period is p n , and its area is equal to
4. Each periodic cell is a square.
5. The set K (θ,ε) is non empty if and only if θ / ∈ Q.
Proof.
We use the relation
. If m is a periodic point for T Sω of period k, we obtain that ψ −1 ω (m) is periodic for T ind ω . Now Equation 2 gives that T ind ω is some power of T ω . The periodic word associated to this cell is obtained with the first point of the Corollary 3.3.
2. Consider a periodic cell I of T ω of period n. We claim that there exists k ≤ n − 1 such that T k ω I ∈ C ind ω ∪ R ind ω . This fact is proven by remarking that
cover X ω except the cells of period one (ε = −1) or two (ε = 1). By the proof of Proposition 3.2, we know that these sets are disjoint. Then we compute the area:
• If ε = −1 we obtain:
Now we compute the area of X θ \ I ω (2). We obtain 1 + θ − (1 − θ) 2 = 3θ − θ 2 .
• If ε = 1 we obtain:
Now we compute the area of X θ \ I ω (1). We obtain 1 + θ − 2θ 2 .
Thus in all the cases we have shown that the complement of the cells of period at most two is equal to the first return sets of the induction zone.
Then by the claim consider the cell T k ω I. It is clearly a periodic cell for T ind ω . By the first point of the corollary we deduce that their iterations by ψ ω form a periodic orbit for T Sω .
3. Let I be a periodic cell of T ω of period p. We apply the preceding result and deduce that for some k ≤ p − 1 the cell ψ ω (T k ω I) is a periodic cell for T Sω . The period of this cell is strictly less than p since the orbit of I under T ω does not stay inside X ind ω . We apply this argument recursively and at some step n we obtain a cell of period 1 or 2. The first point of the Corollary allows us to deduce that p = p n . The cell is thus given as the image of a square by the composition of the similitudes ψ ω , ψ ω 1 , . . . , ψ ωn . The formula of the area follows.
4. By the previous point, the cell is the image by a similitude of a square.
5. We use Proposition 4.2.
Aperiodic set
Consider an irrational number θ. Here we describe a partition of the aperiodic set which will be used in Section 5.
Lemma 3.6. For every integer , the set K ω (p ) has a partition (up to a set of zero measure) defined by
is the image by a similitude of C ω .
• Each set P
is the image by a similitude of R ω .
• Each similitude has a ratio equal to
Proof. We fix ω = (θ, ε) ∈ Ω with θ an irrational number and for each integer , S ω = ω = (θ , ε ). By definition K ω (p 1 ) is the closure of the complement of I ω (p 1 ). The proof of Proposition 3.2 shows that the orbit of X ind ω is equal to X \ I ω (p 1 ). We deduce that K ω (p 1 ) is the closure of the orbit of X ind ω . By equality (2) we deduce
We recall that C ind
The formula is proven for = 1. We can repeat this to find the formula for each integer by using Corollary 3.5.
And the union is disjoint by Corollary 3.5.
Remark 3.7. We prefer to work with the set K ω rather than D ω , in particular because we should add a finite union of segments in Equation (8).
The renormalization map
The definition of the map S, in Section (3.1) Equation 3.1, invites us to study the continued fraction expansion generated by this map. We will study the invariant measures for S and will see that we should accelerate this map to get a nice dynamical system. We use an action by homography of GL 2 (R) on the real line R defined by:
Periodic points of S and continued fractions
In order to do this we begin with the following remark: The map S is clearly non bijective, but it defines a continued fraction algorithm based on the fact that the equality
where S(θ, ε) = (θ 1 , ε 1 ) and n = n θ .
Thus we will speak about S-continued fraction expansion. The sequence (θ n , ε n ) n∈N defined by (θ n , ε n ) = S n (θ, ε) is called the S-expansion of (θ, ε). A point (θ, ε) is called an ultimately periodic point for the continued fraction algorithm if there exists an integer n such that S n+m (θ, ε) = S n (θ, ε) for every integer m.
Example 4.1.
In the first case we say that the S-continued fraction expansion is finite, and in the second we have an ultimately periodic S-continued fraction expansion:
Proposition 4.2. Let ω = (θ, ε) be an element of Ω.
• The point ω ∈ Ω has a finite S-expansion if and only if θ ∈ Q ∩ [0, 1].
• The point ω ∈ Ω has an ultimately periodic S-expansion if and only if θ is a quadratic number.
Proof of Proposition 4.2
First of all remark that we have 1
• If θ is a rational number it is clear that its expansion is finite. Now consider r ∈ Q∩]0, 1[, and denote S(r, ε) = (r 1 , ε 1 ), then r 1 is a rational number with a denominator strictly less than that of r. Thus if (r, ε) has an infinite S expansion we obtain an infinite strictly decreasing sequence of integers, contradiction.
• Assume (θ, ε) has an ultimately periodic S expansion. Our algorithm can be written:
Now we remark that
This formulation is better to obtain a left action of GL 2 (Z). By assumption S n (θ, ε) = S n+m (θ, ε) thus there exists two integer matrices M, N such that
We obtain a quadratic polynomial equation. Thus θ is a quadratic number.
• Assume that θ is a quadratic number. Now remark that
Thus we can write
This means that our algorithm can be seen as the usual algorithm where we add the number 0 as digit (if n = 1). Consider the classical expansion of θ. By Lagrange's theorem, θ has an ultimately periodic expansion for the classical continued fraction algorithm. If we add zero, we also have an ultimately periodic expansion.
Dynamical properties of the renormalization map
First we define a bijection from Ω to ]0, 2[ by (θ, ε) → x = θ + 1 2 (ε+1). This allows us to pass from the system (Ω, S) to the new system defined on ]0, 2[ and we keep the notation S for simplicity.
Remark 4.3.
In all what follows we will denote by M x or M ω he same class of objects, depending on the previous bijection.
On ]0, 2[, S can be expressed as : S can also be expressed as S(x) = A(x) · x where A(x) is defined for n ≥ 1 by
where n = n mod 2. Thus S is a piecewise Moebius map, see Appendix A.1.
Remark 4.4. In Proposition A.2 we describe a method in order to determine an invariant measure for this map. We obtain for the density function:
We do not develop this part further because this measure in not of finite volume and some important functions will not be L 1 integrable with respect to ν. This explains why we will consider the accelerated dynamical system described in the next section.
Acceleration of the renormalization map and ergodic properties
The point 1 is a parabolic repulsive fixed-point for S, that is why we decide to accelerate the map in a neighborhood of this point, see [3] for a complete reference.
Remark 4.5. In order to simplify the notations, we will write in bold all the objects which concern the accelerated map.
The acceleration of S is denoted by S and is given by S = S m(x) with
We can compute m and we get We obtain S(x) = A(x) · x with:
We will show in the Appendix that the method described in Proposition A.2 gives the following formula for the density of an invariant measure
Remark 4.6. In Corollary 1 of [3] the authors define the notion of map of first return type and prove: "If T is of first return type and Γ A is of finite covolume, then T is ergodic with respect to the measure ν". Unfortunately, the map A is not of first return type, thus we can not apply this result.
Thus we need to introduce another map in order to have some ergodic properties.
Another map
Consider the map defined on ]0, 1[ by
Now let us define the map p:
Remark that S(1 − x) = S(1 + x) for any x ∈ [0, 1[. Thus we have a commutative diagram: Figure 9 : Graph of the map Q.
We define the measure ν 1 on [0, 1[ by the formula ν 1 (A) = ν(p −1 (A)). By definition this measure is Q-invariant. We will use this application Q to show the following result. 
Proof of Proposition 4.7
The map Q has the following properties
• It is defined on a countable union of intervals I n , with value on an interval I.
• On each interval I n the map Q is a diffeomorphism.
• The map Q has bounded distortion: there exists a constant K > 0 such that
A classical result says that such a map is ergodic for the Lebesgue measure, see [11] .
Lemma 4.8. We have:
• The map Q is ergodic for the measure ν 1
• If (I, Q, ν 1 ) is ergodic, then (Ω, S, ν) is ergodic.
• If S is ergodic, then (Ω, S, ν) is ergodic.
• It is easy to see that the map Q has the bounded distortion property. Indeed, the classical Gauss map G : x → 1 x has the bounded distortion property and for x ∈ [0, 1], |G (x)| = |Q (x)|. Thus it is ergodic with respect to the Lebesgue measure. Now the measure ν is absolutely continuous with respect to the Lebesgue measure, see Subsection 4.3. Thus the system (I, Q) is ergodic for some measure. This measure is in the same class as the Lebesgue measure, thus the system (I, Q, ν 1 ) is ergodic.
• Assume by contradiction that S is not ergodic. Then there exists a set A with ν(A) > 0 such that S −1 A = A. By symmetry, the set A is symmetric with respect to x = 1. Then there exists a set A ∈ [0, 1) such that Q −1 A = A . By definition we have ν 1 (A ) = ν(A) 2 > 0. Contradiction.
• The last part is a classical result.
Acceleration of the renormalization map as first return
Definition 4.9. We consider the following substitutions
. We recall that x ∈]0, 2[ is in bijection with ω ∈ Ω, thus σ x denotes the same object as σ ω , see Equation 5 .
• for n ≥ 1, on 
• for n ≥ 2, on 1 +
, m(x) = 1 and
Let us define also
. Now let us define the normalization factors with the help of Subsection 3.1.
A simple calculation gives
5 Dynamics on the aperiodic set
Background on Sturmian substitutions
Definition 5.1 ( [15] ). An infinite word u = u 0 · · · u n · · · over the alphabet {a, b} is a Sturmian word if one of the following conditions holds :
1. there exist an irrational number α ∈ [0, 1] called the angle of u and β ∈ R such that
where · and · are respectively the floor and the ceiling functions, 2. the symbolical dynamical system associated to u is measurably conjugated to a rotation on the circle by an irrational number.
3. for each integer n, card L n (u) = n + 1.
A substitution σ is say to be sturmian if the image of every sturmian word by σ is a sturmian word.
One technical lemma
We have the following result.
Lemma 5.2.
1. σ is a sturmian substitution if and only if it is a composition of the basics substitutions :
If (σ i ) i∈N is a sequence of sturmian substitutions, such that σ 1 • · · · • σ (a) converge to an infinite word u, then u is a sturmian word if and only if the sequence σ i is ultimately constant equal to some s i for i ∈ {1, 2, 3, 4}.
Proof. The first point is a consequence of [15] . Let us prove the second point: we fix an integer n and a word u = lim →+∞ σ 1 •· · ·•σ (a). We want to count the number of words of length n factors of u. First by minimality we can find an integer N such that every word of length n appears in u 
Result
We proved in Proposition 4.2 that S n (θ, ε) is well defined for each integer n if and only if θ is an irrational number. We fix for all this section an irrational number θ in [0, 1], ε ∈ {−1, 1} and ω = (θ, ε). By definition of the substitutions σ x , we remark that a is a prefix of σ x (a) for each substitution. This means that the following word is well defined
It is clearly an infinite word, because for each ω ∈]0, 1[×{−1}∪]1/2, 1[×{1} we have |σ ω (u)| > |u| and ]0, 1/2[×{1} is not stable by S. Now we define Σ ω := {t n u ω , n ∈ N}, where t is the shift map.
We can now state the main result of this section :
The proof is a consequence of Lemma 5.2 and the two following lemmas.
Lemma 5.4. The sequence u ω is a Sturmian sequence.
Proof. With the previous Lemma, we only have to verify that for each ω = (θ, ε) ∈ Ω such that θ is irrational, σ ω is a sturmian substitution. Let n be an integer. We define
It is clear that they are the composition of basics sturmian substitutions and that each substitution σ ω defined in (5) is of the form :
Remark 5.5. The relation between ω and the angle of the word u ω is not obvious as see on the next Figure. We refer to Theorem B.6 in Section B.2. The angle of u ω is the first coordinate of the vector z ω where the sum of coordinates is equal to 1. It is also equal to the frequency of one letter in the word u ω . Thus we can express it as lim Lemma 5.6. The dynamical system (K ω , T ω ) is conjugated to (Σ ω , t).
Proof. We will construct an explicit conjugation in Subsection 5.4.
We also denote the following quantities:
By Lemma 5.4 the system (Σ ω , t) is uniquely ergodic, we denoteμ ω the unique invariant probability measure of (Σ ω , t).
Lemma 5.7. For every positive integer there exists a partition P of Σ ω by the following sets such that:
}.
• The partition P +1 is a refinement of the partition P .
• The function n →μ ω (P Thus we deduce:
. Thus in the sequences of such partitions, each partition refines the previous one. Moreover, notice that the image of P ( ) n by the shift map is equal to P ( ) n−1 (analogously for Q ( ) n ). Since the measureμ ω is shift invariant, the result follows. 
Correspondance between (T ω , K ω ) and the symbolic dynamical system
Consider an irrational number ω. First we define a metricd on Σ ω . Two infinite words u, v fulfill
n }. We leave it to the reader to check, with the help of Lemma 5.7, thatd is a metric, compatible with the topology on Σ ω . Remark that the ball of center u and radius R i is equal to P (i) n for some integer n. We prove Lemma 5.6 in the following form.
Proposition 5.9. There exists a map h : Σ ω → K ω which is
• continuous,
• almost everywhere injective and onto.
• We have
Proof. We use the preceding lemma and Equation (10) .
Let be an integer, and v ∈ Σ ω , then we define the set B by
By Proposition 3.2, the restriction of the map T n to the set
is an isometry. The same property is true for the restriction to the set
is a similitude of ratio r(S k ω). We deduce that each set B (v) is included in a square of size
. By Proposition 4.2, the sequence (ω ) ∈N is not periodic. By Lemma 6.4 and Equation (B.8) we deduce that lim +∞ R ( ) = 0 for almost all ω. The sequence (B (v)) N is thus a decreasing sequence of compact sets whose diameters converge to zero, and therefore there is an unique element in the intersection. We denote it by
• We claim that h is a continuous function: consider η > 0 and u, v infinite words in Σ ω such thatd(u, v) ≤ η. By the preceding Lemma this means that there exists an integer such that u and v are in the same atom P i of the partition for i ≤ . Then h(u) and h(v) belong to the same ball B . Thus the distance between h(u) and h(v) is bounded by the diameter of B (u) which is bounded by R ( ) . Since this number decreases to zero when goes to infinity, we deduce the continuity of h.
• The map is onto: remark that Lemma 3.6 implies that
Since K ω is obtained as the intersection of these sets, the surjectivity of the map is clear. The injectivity comes from the definition, and the fact that there is only one point which has a prescribed symbolic aperiodic coding.
• The relation between the maps h, T ω and t is clear from the definition of h. Definition 5.10. As a by-product of the result, this map defines a measure µ on K ω by the formula µ(A) =μ ω h −1 (A) .
6 Hausdorff dimension of the aperiodic set
Background on Hausdorff dimension
We recall some usual facts about Hausdorff dimensions, see [14] .
Definition 6.1. Let F be a compact set of R n and s a positive real number.
We introduce H s (F) = lim If these numbers are equal we speak about box-counting dimension.
We recall a classical result also called Frostman Lemma. Then we have dim H (F ∞ ) ≥ a.
Technical lemmas
Let ω = (θ, ε) ∈ Ω with θ an irrational number. By an abuse of notation, we will use the symbol ω to denote S ω and
Lemma 6.4. With the notations (9), for ν-almost all ω, there exist λ(ω) and R(ω) such that:
lim
Consider the number s(ω) defined ν-almost everywhere by
.
Then the functions λ(ω), ln R(ω) and s(ω) are almost everywhere constant for the measure ν.
In this proof we will use Definition B.1 and Theorem B.2. Consider the cocycle defined by:
Remark 6.5. By Lemma B.7, the map ω → ln M (ω) does not belong to L 1 (ν). Thus we can not apply Oseledets Theorem, see Theorem B.2. This explains the necessity to define the acceleration of the map S.
Proof. By Lemma B.8 the functions ω → ln M (ω) , ω → ln M −1 (ω) and ln • r belong to L 1 (ν). Thus the same is true for ω → ln t M (ω) and ω → ln t M −1 (ω) . By Theorem B.2 of Oseledets, we obtain the convergence for almost every ω of:
Now an easy computation shows that for each integer :
This expression is equal to m
. By Proposition 4.7 the dynamical system is ergodic. From (18) and from Furstenberg-Kesten Theorem and its corollary B.4, the sequences of Equality (11) converge for almost every ω and
The convergence of Expression (13) is a direct application of the Birkhoff Theorem. It remains to prove the convergence of the terms in Equation (12) . Let us equipe R 2 with the partial order defined by: z = (x, y) ≤ z = (x , y ) if x ≤ x and y ≤ y . By Definition 4.9 the matrices M (ω) have positive coefficients. Thus if 0 ≤ z ≤ z , we obtain for all ω:
Now we use the correspondence between x ∈ [0, 2] and ω ∈ Ω. Let us consider three cases:
• If x ∈ (0, 1], then with n = 1 x ≥ 1 :
• If x ∈ (1, 3/2), then with n = 1 x−1 ≥ 2 :
• If x ∈ (3/2, 2], then with n = 1 2−x ≥ 2 :
By definition of S we remark that if x ∈ [1, 3/2], then S(x) / ∈ (1, 3/2). We deduce from the two preceding inequalities:
With Equation (14), we deduce for all integer ≥ 2 :
Finally we have:
Since the left and right terms converge to λ(ω), we deduce the convergence of the terms of Equation (12) . The ergodicity of the map, by Proposition 4.7 allows to conclude that the functions λ(ω), ln R(ω), s(ω) are almost everywhere constant. Definition 6.6. We denote respectively by λ, ln R the constant functions associated to λ(ω), ln R(ω). We also denote s = λ ln R . We finally define Ω as the subset of Ω for which the previous expressions converge.
Remark that it is straightforward to check that the expressions converge if ω has an ultimatelly periodic S expansion.
The main objective of the next two subsections is the computation of the Hausdorff dimension of K ω . We shall prove it is equal to s.
Minoration of the Hausdorff dimension in Theorem 2.10
We use the measure µ on K ω of Definition 5.10.
Lemma 6.7. For ω ∈ Ω , we have for each x ∈ K ω :
Proof. Let x be an element of K ω and r > 0. The map h : Σ ω → K ω is onto by Proposition 5.9, thus there exists an element u ∈ Σ ω such that x = h(u). Now consider the integer such that
. By Lemma 5.7 there exists an element C ∈ P such that u ∈ C. Moreover the set h(C) is included either in a rectangle of sides (R ( ) , θ R ( ) ), or in a square of side R ( ) . This polygon contains x. Thus, in any case, it is included inside B(x, √ 2r). We deduce
By definition of C, the result of Lemma 5.7 implies thatμ ω (C) is equal to α or β . We will consider two cases.
Assume first thatμ ω (C) = α . Then we have:
The same proof works ifμ ω (C) = β and we obtain
Finally we deduce lim inf
. Due to Lemma 6.4, if ω ∈ Ω , the expressions converge to the same value s(ω).
Then by Lemma 6.3 we obtain:
Majoration of the Hausdorff dimension in Theorem 2.10
We refer to Appendix 6.1 for a quick background on the different notions and notations.
Proof. We want to obtain a majoration of − lim inf r→0 ln Numb(r) ln r .
Remark that if 0 < r < s and K ω ⊂ ∪B(x i , r), then K ω ⊂ ∪B(x i , s) and thus we have Numb(r) ≥ Numb(s). Let us fix r > 0 and denote the integer such that R ( ) ≤ r ≤ R ( −1) . Now we claim the following fact (proved at the end)
We deduce for R ( ) ≤ r ≤ R ( −1) :
We finish with a proof of the claim. By Lemma 3.6 the set K ω (p ) can be covered by m
2,2 (ω) images of R θ by some similitudes of ratio R ( ) . Since R θ can be covered by one square of size 1. We deduce that K ω (p ) can be covered by N ( ) (ω) squares of size R . Each such square is covered by one ball of the same radius, and we have K ω ⊂ K ω (p ). This finishes the proof of the claim.
Conclusion
Proof. We have proved the lower bound in Corollary 6.8 and the upper bound in Lemma 6.9.
7 Numerical values 7.1 For ν-almost paramter
Proof. Let u ∈ (R + ) 2 and ω ∈ Ω such that
Then, for each
The limit of the different terms when tends to infinity gives the result. We refer to Lemma B.8 for the computation of the integrals.
First we recall a result of [21] and [22] (Proposition 1.11 p 25):
Then we have
Corollary 7.3. For ν-almost ω ∈ Ω, we obtain
Proof. Due to Proposition 4.7 the system is ergodic, then we apply Furstenberg-Kesten theorem (Theorem B.3 and Corollary B.4) in order to have:
Now we use preceding Lemma, the rest of the proof is a simple computation.
Corollary 7.4. We obtain for ν almost all ω:
1.07 ≤ s ≤ 1.55.
Proof.
Recall that by Definition 6.6 we have s = λ ln R . We use Lemma 7.1, the numerical values are obtained from Equation (20) in Lemma B.8. We deduce:
Then Lemma 7.3 gives:
Self similar points
A straightforward computation shows that the fixed points of S and S are of the following forms:
Let us define the sequences α n = √ n 2 +4−n 2
. This allows us to denote these fixed points as (α 2n , −1) and (β 2n+1 , 1).
Let us compute the Hausdorff dimension for the first family. We apply Theorem 2.10.
If λ ω is the dominant eigenvalue of the matrix M (ω) we obtain dim H (K ω ) = − ln |λ ω | ln(α 2n ) .
We conclude by the computation of the dominant eigenvalue of 2n − 1 2 n 1 .
The next figure shows the numerical values of the dimension. We can compare with the second statement of Theorem 2.10. Definition A.1. An interval map f : I → I is called a piecewise Mobius map if there is a partition of I into intervals I = I α and a set M := {M (α)} of elements P SL(2, R) such that the restriction of f to I α is exactly given by x ∈ I α → M (α).x . We call the subgroup of P SL(2, R) generated by M , the group generated by f and denote if by Γ f .
We will use the classical result, see [2] : Proposition A.2. Assume dν is a finite non zero measure, S invariant, such that the measure of a set is equal to the measure of its closure. There exists Θ ⊂ R 2 such that dynamical system (S, Θ, dµ) is a natural extansion of the dynamical system (S, [0, 2], dν) where:
• The mapS is piecewise defined by the following formula where A ∈ SL 2 (Z) We represent in the following images, the corresponding images byS. They also form a partition of Θ. This proves thatS is a bijection on Θ. B Lyapunov exponent and cocycles
B.1 Background on Lyapunov exponent
We refer to [6] .
Now if M is a positive matrix then the Lipschitz constant of M is defined by the following formula and is less than 1, see [5] (p220):
Thus we deduce, see also [20] .
Lemma B.5. Let (M n ) n be a sequence of positive matrices. If lim n L(M 1 . . . M n ) = 0 then there exists Z such that for every z ∈ R 2 + the sequence M 1 . . . M n z converges to Z.
Theorem B.6. Let (X, µ, T ) a dynamical system and µ be an ergodic probability measure for this system. Let M X → GL 2 (Z) ∩ M 2 (N) be a measurable map. We suppose that for almost each x ∈ X, M (x) is hyperbolic. Then, there exists a measurable map x → z x such that for almost each for each z ∈ R 2 + ,
We recall that a matrix is hyperbolic if |tr(M )| > 2.
Remark that a compact subgroup of GL 2 (R) is included up to conjugation in O(2). Thus we can replace one hypothesis by for each integer n M n is a positive matrix and µ x ∈ X; M (x) is hyperbolic > 0. (19) B.3 Cocycles over the system (Ω, S, ν) and over (Ω, S, ν)
The next Lemma explains why we do not work with the system (Ω, S, ν) : 
