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Abstract 
In this thesis, observations of photodissociation regions (PDRs) in the millimeter, far-
infrared, and near-infrared wavelength regimes are interpreted in the context of PDR theory. 
Three modifications to the standard Tielens & Hollenbach PDR model are considered. The 
, 
first modification involves adding nitrogen chemistry to the TH model (Wolfire & Tielens). 
The second modification extends the TH model to lower-density and lower-excitation con-
ditions (Hollenbach, Takahashi & Tielens). The third accounts for the effects of the color 
temperature of the illuminating field (Spaans, Tielens, van Dishoeck & Bakes). Chapter 1 is 
an introduction to this work and presents the motivation for the multiwavelength approach. 
In Chapter 2, high-resolution millimeter-wavelength maps of the high-density PDR in the 
Orion Bar were used to evaluate the PDR nitrogen chemistry model calculated by Tielens 
& Wolfire. Besides demonstrating the morphology of the molecular gas in the Orion Bar, 
we found that the production of HCN and HCO+ occurs mainly in dense clumps near the 
PDR surface. Chapter 3 focuses on the energetics of lower-density PDRs. We describe the 
analysis of far-infrared continuum and fine-structure line emission from the PDRs in several 
reflection nebulae. We found that the observed. line intensities and predicted densities fall 
within the regime defined by the low-density model of Hollenbach, Takahashi & Tielens. 
We also found that varying the stellar type of the illuminating source has little effect on 
the heating efficiency of the PDR gas, which agrees with the color temperature model of 
Spaans, Tielens, van Dishoeck & Bakes. Chapter 4 describes the construction and operation 
of the Near-Infrared lmager (NIRIM), which was commissioned at the Mt. Laguna 1-meter 
telescope in August 1995. Also described is the use of the NIRIM to obtain high-resolution 
iii 
wide-field images of the PDR in the reflection nebula NGC 2023. We found that the fluores-
cent molecular hydrogen in NGC 2023 has a filamentary structure, whereas recombination 
emission from neutral atomic carbon appears much more diffuse. 
iv 
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Chapter 1 
Introduction 
A large portion of the interstellar medium (ISM) in the Milky Way Galaxy is in the form of 
photodissociation regions or photon-dominated regions (PDRs), which are defined as regions 
of the ISM where the major chemical and physical processes are driven by far-ultraviolet 
(FUV) photons with energy 6 eV < hv < 13.6 eV. Theory and observation of PDRs have 
very wide application in astronomy and are the subject of several review articles (Jaffe & 
Howe 1989; Genzel et al. 1989, 1991, 1992; Burton 1992; van Dishoeck 1992; Glassgold 1996; 
Hollenbach & Tielens 1996, 1997). Galactic PDRs may be found wherever the ISM is exposed 
to the FUV component of a radiation field. For example, the ambient interstellar radiation 
field (ISRF) forms PDRs in diffuse interstellar clouds. Massive stars (;<, 20 M0) have a very 
strong FUV component to their stellar radiation fields. In a massive star-forming region 
where the stars are still embedded in the molecular cloud in which they formed, a PDR 
exists as a mainly neutral atomic zone just beyond the highly ionized (HII) region proximal 
to the hot bright newly-formed stars (see Figure 1.1). Cooler stars which illuminate reflection 
nebulae emit enough FUV radiation to form lower-density, lower-excitation PDRs. PDRs are 
also found near evolved stars which emit radiation with a strong FUV component. Moderate-
mass ( "'8M0) stars which have exhausted their nuclear fuel eject matter largely in the form 
of cool high-density molecular gas. Exposure to the central star's FUV flux initiates and 
sustains PDR chemistry and FUV-driven physical processes in the circumstellar matter. 
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Molecular 
Cloud 
PDR 
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Figure 1.1: In a massive star-forming region, the PDR is intermediate between the HII region 
and the molecular cloud. The stars (represented by the asterisks) are still embedded in the 
molecular cloud. The PDR gas temperature is typically 0.01 - 0.1 times the HII region 
temperature and the PDR gas density is typically 10 - 100 times the HII region gas density. 
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PDRs emit large amounts of radiation in the infrared, submillimeter and millimeter wave-
length ranges, and various PDR models have been used to explain the observations (Tielens 
& Hollenbach 1985a, 1985b; Black & van Dishoeck 1987; Sternberg & Dalgarno 1995; Draine 
& Bertoldi 1996; Fuente et al. 1996). These models describe a PDR as a homogeneous slab 
of gas illuminated on one side by a strong radiation field whose source is either the ambient 
ISRF or nearby hot stars (see Figure 1.2). Dust associated with PDR gas attenuates the 
incident FUV radiation field through absorption and re-emission of the energy in the infrared 
continuum. A small fraction (;:;1 %) of the incident FUV photons eject electrons from dust 
grain surfaces, which collisionally heat the PDR gas. This photoelectric heating mechanism 
is balanced by cooling through far-infrared fine-structure line emission of neutral atomic 
oxygen, [OI] at 63 µm and 145 µm, and singly ionized carbon, [CII] at 158 µm. Although 
FUV photodestruction of molecular bonds dominates the chemistry at PDR surfaces, the 
attenuation of the FUV field by the dust grains allows the formation of molecules and causes 
chemical stratification of the PDR gas. At an Av"'2, neutral atomic hydrogen, HI, becomes 
molecular, and can be fluorescently pumped to higher ro-vibrational states by FUV photons. 
Vibrationally excited molecular hydrogen, H2 *, produces near-infrared line emission through 
ro-vibrational transitions. H2* is also an important intermediate in the production of other 
molecular species in PDR gas. These molecules produce submillimeter and millimeter line 
emision through rotational transitions. Further attenuation of the FUV field allows CII to 
become neutral at Av"'4 and then quickly combine with atomic oxygen to form CO, which 
also emits rotational transition lines at submillimeter and millimeter wavelengths. In fact, 
the presence of OI also promotes the production of other molecular species, increasing the 
submillimeter and millimeter line emission. The PDR terminates where the FUV field has 
become so weak (at AvrvlO) that OI becomes molecular (02 ). 
Because PDRs emit large amounts of radiation spanning a wide range of wavelengths, 
PDR study demands a multiwavelength approach. Historically, PDR studies began with 
observations of the very luminous PDRs in the massive star-forming regions Orion A and 
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Figure 1.2: Chemical stratification in PDR gas is illustrated by the standard 1-D model. The 
standard PDR model (Tielens & Hollenbach 1985a) is a homogeneous slab of gas illuminated 
on one side by a strong UV flux. As it passes through the slab the UV radiation field is 
attenuated by dust. The PDR begins at the interface where ionized atomic hydrogen (HII) 
becomes neutral (HI). At Av"' 2, HI becomes molecular (H2). Deeper in the cloud, at 
Av"'4, singly ionized carbon becomes neutral and quickly combines with atomic oxygen in 
the CII/CI/CO transition zone. The PDR terminates when atomic oxygen (OI) becomes 
molecular (at Av;<.10). 
Ml 7 in the optical lines of OI (Munch & Taylor 1974), in the far-infrared cooling line emission 
of [OI] 63 µm and [CII] 158 µm (Melnick et al. 1979; Storey et al. 1979; Russell et al. 1980, 
1981) and in the radio recombination lines of neutral atomic carbon (Pankonin et al. 1977). 
In this thesis I present results from multiwavelength analyses done on a selection of 
Galactic PDRs chosen because their proximity permits high-resolution imaging to resolve the 
PDR structure, and because they represent a range of PDR excitation conditions. Chapter 
2 describes a study of the Orion Bar, the archetype of a high-density high-excitation PDR 
located approximately 2' southeast of the Trapezium. At a distance of 460 pc (Lesh 1968; 
Warren & Hesser 1978, and other references listed in Genzel & Stutzki 1989), the structure of 
the Orion Bar PDR may be resolved. Millimeter-wavelength single-dish and interferometry 
data were combined to make high-resolution maps of HCN and Hco+ J=l-0 line emission in 
4 
the Orion Bar. Previously published maps, in near-infrared polycyclic aromatic hydrocarbon 
(PAH) and H2 line emission (Tielens et al. 1993; van der Werf et al. 1996), in submillimeter 
CI fine-structure line emission (Tauber et al. 1995), and in millimeter 12CO and 13 CO J=l-0 
line emission (Tauber et al. 1994) were examined together with the new HCN and HCO+ 
maps. The spatial distribution and line intensities in all of theses maps were used to evaluate 
the predictions of a new PDR model (Wolfire & Tielens 1997) which incorporates nitrogen 
chemistry into the standard model of Tielens & Hollenbach (1985a). 
Chapter 3 describes the far-infrared (FIR) analysis (cf. Chokshi et al. 1988) of a selection 
of nearby ( 440 - 900 pc) reflection nebulae whose illuminating stars present a range of stellar 
types from BO - B9.5. The goals were to investigate the energetics of the lower-density lower-
excitation PDRs in these reflection nebula, to show how PDR conditions change with the 
stellar type of the radiation source, and to compare the observations to the low-density PDR 
theory of Hollenbach et al. (1991). FIR analysis is a diagnostic for PDR energetics. The 
strength of the incident UV radiation field, which provides the major heating mechanism for 
PDR gas, can be estimated from the continuum FIR intensity because most of the incident 
FUV photons are absorbed by dust grains and re-emitted into the infrared continuum. Also 
the major cooling lines for PDR gas are fine-structure transitions in the FIR. The FIR 
analysis presented in this thesis, undertaken as a collaboration with M. Haas (NASA/ Ames) 
and A. Rudolph (Harvey Mudd College) who obtained the observations and supplied reduced 
FIR spectra from the Kuiper Airborne Observatory, serves to extend PDR observations to 
lower excitation regimes where the gas is likely to be quiescent, avoiding confusion with 
shock-excited emission. In addition, the low-density PDR structure in a reflection nebula is 
likely to be more extended due to the more gradual FUV attenuation under lower density 
conditions. 
One of the reflection nebulae, NGC 2023 (at distance ""475 pc) was selected for wide-
field high-resolution ( ""2") imaging with the Near Infrared Imager (NIRIM) at Mount Laguna 
Observatory (MLO). The commissioning of the NIRIM in August 1995 resulted from a col-
5 
laboration among M. Meixner (the NIRIM project P. I.), R. W. Leach (San Diego State 
University) and myself to bring near-infrared observing capability to MLO. About one-third 
of the work involved in this thesis concerned assembling and testing the NIRIM optical, elec-
tronic and cryogenic components. Chapter 4 describes the design specifications of NIRIM. 
The wide (8'.5 x 8'.5) field of view attainable with NIRIM at the 1-meter telescope is ad-
vantageous for observing extended objects like reflection nebulae. With NIRIM, I obtained 
rv2"-resolution mosaic images of NGC 2023 in the line emissions of H2 at 2.122 µm and CI at 
0.985 µm. These observations form the basis for a future multiwavelength analysis of NGC 
2023 which will follow up the FIR analysis done by Steiman-Cameron et al. (1997). 
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Chapter 2 
HCN and Hco+ Images of the Orion 
Bar 
2.1 Introduction 
A photodissociation region (PDR) is a region of the interstellar medium where the chemical 
and physical properties of the gas are determined by the flux density of far-ultraviolet (FUV) 
photons (hv= 6 - 13.6 eV). Photons in this energy range can photodissociate molecules and 
ionize heavy atoms, but are not energetic enough to ionize atomic hydrogen. FUV photons 
also drive the dominant mechanism for heating PDR gas: photoejection of electrons from 
dust grain surfaces followed by collisional heating of the gas by the photoelectrons. 
PDRs are a common form of the interstellar medium, appearing as mainly neutral atomic 
zones between ionized regions and molecular gas in a wide variety of astronomical objects, in-
eluding active star-forming regions, planetary nebulae, reflection nebulae, and active galactic 
nuclei. Tielens & Hollenbach (1985a) modelled the standard PDR as a semi-infinite homage-
neous slab of warm dense gas uniformly illuminated on one side by a strong UV radiation field. 
This model predicts stratification of the gas as FUV radiation is attenuated by dust. Ionized 
hydrogen becomes mainly neutral at the PDR surface, and photoelectric heating dominates 
to a depth of Av"' 4. The PDR surface layer is warm (;<,300 K) and consists mainly of atomic 
hydrogen and oxygen, and singly ionized carbon. At Av rv2 atomic hydrogen becomes molec-
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ular, and emits infrared lines from FUV-pumped ro-vibrational transitions. The gas cools 
to T"'lOO K. Up to this cloud depth, photoelectric heating is balanced with cooling mainly 
through atomic fine structure line emission. Deeper into the cloud (at Avrv 4) c+ becomes 
neutral and combines with atomic oxygen to form CO. At depths greater than Av"'4, pho-
toelectric heating becomes less important than collisional heating of the gas by warm dust 
grains, and line emission from rotational transitions of CO becomes the dominant cooling 
mechanism. The gas temperature drops to rv50 K. The PDR ends where atomic oxygen 
becomes molecular (Av.:<:.10). 
UV-driven photodestruction and photoionization of molecules dominate the chemical pro-
cesses in PDR gas. The spatial distributions and intensities of line emission from several 
different atomic and molecular tracers reveal the local physical conditions and the dominant 
chemical reactions occuring in each part of the region. For example, comparing the spa-
tial distribution of HCO+, a product of oxygen chemistry in the molecular cloud, with its 
nitrogen-bearing analog HCN, may reveal where physical conditions favor either oxygen or 
nitrogen chemistry. 
The archetype of a high-density high-excitation PDR, the Orion Bar, is located in the 
Orion Nebula which lies in the central portion of the nearest giant molecular cloud. The bowl-
shaped nebula is illuminated by the OB association known as the Trapezium. Located rv2' 
SE of the Trapezium at a distance of rv450 pc, the Orion Bar forms the bright southeastern 
lip of the bowl. The Orion Bar is sometimes referred to as the optical Bar because early 
line observations revealed a bright elongated structure sharply demarking the ionization 
front between the Orion Nebula's HII region and the molecular cloud. The Orion Bar 
is advantageous for studying PDR structure and chemistry because of its proximity, high 
luminosity, and edge-on orientation in the line of sight of the observer. For more than three 
decades, the Orion Bar has been studied with ever-increasing spatial resolution in the optical 
emission from ionized gas tracers (e. g., Courtes & Viton 1967; Andrillat & Duchesne 1974; 
Elliot & Meaburn 1974; Sellgren, Tokunaga, & Nakada 1990; Wen & O'Dell 1995), in near-
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infrared line emission from H2 ro-vibrational transitions (van der Werf et al. 1996; Luhman, 
Engelbracht, & Luhman 1998), in far-infrared atomic fine structure line emission (e.g., 
Russell et al. 1980; Herrmann et al. 1997), in infrared continuum dust emission (e. g., Becklin 
et al. · 1976; Werner et al. 1976), and in submillimeter and millimeter line emission from 
molecular rotational transitions ( e. g., Tielens et al. 1993; Tauber et al. 1995; Hogerheijde, 
Jansen, & van Dishoeck 1995; van der Werf et al. 1996; Simon et al. Simon et al., 1997; and 
this paper). Goudis (1982) presents a comprehensive observational history of the entire Orion 
molecular cloud complex. The Orion Bar's edge-on orientation allows direct observation of 
PDR gas stratification, i. e., the sharp transition from ionized gas to neutral atomic gas to 
molecular gas as a function of increasing distance from the main UV source, 01C Ori (Elliot 
& Meaburn 1974; Becklin et al. 1976; Werner et al. 1976; Tielens et al. 1993). This makes 
it ideal for theoretical modelling of PDR structure, chemistry and energetics. Observations 
of the Orion Bar and Orion Nebula are important tests for several PDR models (Tielens & 
Hollenbach 1985a, 1985b; Black & van Dishoeck 1987; Sternberg & Dalgarno 1995; Draine & 
Bertoldi 1996; Fuente et al. 1996). Tielens & Hollenbach (1985b) described the Orion Bar as 
a region of moderately dense gas ( rv2x105 cm-3 ) illuminated by a strong UV field with flux 
rv4.0 x 104 times higher than the average interstellar UV field (1.6 x 10-3 ergs cm-2 s- 1 ). 
However, recent observations with high spatial resolution suggest a more complex structure 
for the Orion Bar (Tauber et al. 1994; Storzer, Stutzki, & Dalgarno 1995; Hogerheijde 
et al. 1995; van der Werf et al. 1996). A two-component PDR model, with high-density 
(> 106 cm-3 ) clumps embedded in a lower-density (5x104 cm-3 ) interclump medium was 
developed to explain the observations (Tauber et al. 1994). Other observations suggest that 
the orientation is not exactly edge-on (Tauber et al. 1995), and that the orientation may 
be changing from edge-on to face-on and back to edge-on while crossing the ionization front 
(Hogerheijde et al. 1995; Jansen et al. 1995). 
This paper describes a study of HCO+ and HCN images of the Orion Bar. These images 
are high-resolution full-synthesis maps made by combining millimeter interferometer and 
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single-dish observations. The new maps are compared with previously published maps to 
elucidate the structure of the molecular gas in the Orion Bar. All the observations are used 
to evaluate a PDR model which incorporates nitrogen chemistry into the standard PDR 
model of Tielens & Hollenbach (1985a). 
2.2 Observations 
Interferometric observations of the Orion Bar in the HCQ+ and HCN J=l-0 line transitions 
at 89.188518 GHz and 88.631847 GHz respectively were obtained with the six-element mil-
limeter array of 6.1-meter antennas of the Berkeley-Illinois-Maryland Association (BIMA 1 ). 
Both lines were observed simultaneously in 1994 February with the B array configuration 
(baselines between 15 and 110 meters) and again in 1994 June with the C array configuration 
(baselines between 7 and 35 meters). Relative phase errors between the HCN and HCO+ 
data are minimized by obtaining the HCN and HCO+ data at the same time. The BIMA 
backend was a digital cross-correlator set to obtain spectra of 256 channels spanning a 25 
MHz total bandwidth. The frequency resolution was 100 kHz. Thus the velocity resolution 
obtained is 0.1 km s-1 , but during data reduction, velocity resolution was averaged to 0.5 km 
s-
1 
which provided SNR ;<,50. Using the MIRIAD software package developed at BIMA, the 
data were passband and amplitude calibrated with observations of the quasars 0530+ 135, 
3C454.3, and 3C273 and the planet Venus. The quasar 0530+ 135 was observed every 30 
minutes to track the phase stability of the array. The average system temperature for an 
individual antenna in the array was rv500 K. The average antenna gain was 200 Jy K- 1 . 
The single dish data were obtained on 1994 November 01 using the 12-meter radiote-
lescope at the National Radio Astronomy Observatory (NRA02 ). Zero-spacing and short 
spatial frequency coverage out to 9 m were obtained, overlapping the coverage of the inter-
10perated by the University of California, Berkeley, the University of Illinois, and the University of 
Maryland, with support from the National Science Foundation 
2The National Radio Astronomy Observatory is operated by the Associated Universities, Inc., under 
cooperative agreement with the National Science Foundation 
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ferometer. Pointings were obtained on an 11 x 11 grid with 22" spacings, providing a more 
extensive field coverage than our BIMA maps (2' x 2'). The backend of the NRAO 12m has 
a filter bank set to obtain two spectra simultaneously with spectral resolutions of 100 and 
250 kHz. The beam size was 70" FWHM. The total bandwidth was 25 MHz. The average 
system temperature was 211 K and the gain was 61 Jy K-1 . The 100 kHz data scans were 
reduced with the UniPOPS software package to make FITS data cubes. Then MIRIAD was 
used to make single dish maps from the FITS data cubes. 
Combining the single dish data with the interferometer visibilities fills in the central hole 
left by the BIMA array observations, which poorly samples short (less than 7m) spatial fre-
quencies. Data were combined using MIRIAD. The protocol is outlined in Vogel et al. (1984) 
and Wilner & Welch (1994). First the measured single dish map was directly deconvolved 
with a 70" FWHM Gaussian, which represents the NRAO 12m beam characteristics. This 
deconvolved map is then multiplied by the BIMA primary beam. A uv model is created 
which matches the primary beam-weighted deconvolved components. This uv model is then 
randomly sampled in its 0-9 m range, generating a subset of single dish visibilites to be 
combined with the measured interferometer visibilities. 
The number of single dish visibilities combined with the BIMA data determines the 
relative weighting of the single dish to the interferometry data in the final combined map. 
Overweighting the single dish information overwhelms the detailed structure of the BIMA 
maps. Underweighting lowers the signal-to-noise ratio (SNR) on the large scale structure. 
The total flux in the single dish map should be the same as that in the combined map. 
The relative weighting was adjusted until the best agreement (found to be within 1 %) was 
achieved (cf, Adler et al. 1992). 
The final combined map is made by deconvolution with the "dirty" combined beam (the 
Fourier transform of the combined single dish and interferometer sampling function). Both 
of the available deconvolution algorithms, CLEAN and MEM, produced similar maps. In 
this paper, the CLEAN components of the properly weighted combined maps are convolved 
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with a "clean" beam (a Gaussian approximation of the dirty combined beam). The residuals 
are added to the result, producing a CLEANed combined map. The last image processing 
step is a beam correction for the BIMA primary beam. 
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Figure 2.1: Channel maps of the Orion Bar in the J=l-0 line emission of HCO+ at 89.188518 
GHz are made from combined single dish and interferometry data. The central velocity is 
in the top left corner of each channel map, which has velocity width llv= 0.5 km s-1 . The 
beam is indicated by the black ellipse in the lower left corner of each channel map. The 
angular resolution is "'8". The coordinates are in arcsecond offsets from the map center, 
which is located at RA(1950) 05:32:52.7 Dec(1950): -05:27:15. The greyscale range is 0-15 
Jy beam-1; however, the maximum HCO+ brightness is rvlO Jy beam-1 or T=rv35 K. The 
radio brightness conversion factor is 3.5 K per Jy beam-1 . Contours are in intervals of 3CT, 
the lowest contour being 3CT, where CT= 0.2 Jy beam-1 (Trms=0.7 K). 
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Figure 2.2: Channel maps of the Orion Bar in the J =1-0 F=2-1 emission line of HCN 
at 88.631847 GHz are made from combined single dish and interferometry data. All of the 
mapping parameters (greyscale, contour steps, velocity widths, etc.) are the same as those 
in Figure 2.1. The angular resolution is ""'9". The HCN J=l-0 line is a triplet and the 
one shown here has the highest amplitude of the three. The maximum brightness is 13 Jy 
beam-1 (T="-'35 K). To convert radio brightness units from Jy beam-1 to K, multiply by 
2.6 K per Jy beam-1 . 
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2.3 Results 
2.3.1 Hco+ and HCN maps 
The HCO+ and HCN channel maps of the Orion Bar shown in Figures 2.1and2.2 respectively 
have angular resolution rv9". The maps are masked to show only the HPBW field of view 
(135") of the BIMA array at 89 GHz. The beam is represented by the filled ellipse in the 
lower left corner of each frame. The velocity width of each channel map is 0.5 km s-1 , 
with the central velocity appearing in the upper left corner of each frame. The map units 
are Jy beam-1. The greyscale range is 0 - 15 Jy beam-1. The lowest contour level is 3a 
(a=0.2 Jy beam-1, the observed rms level in a source-free channel map) and the intervals 
are in steps of 3a. The HCO+ channel maps in Figure 2.1 supercede those from Tauber 
et al. (1994) which were made from BIMA data alone. Because they contain single dish 
data combined with interferometry data, our Hco+ maps show line flux from large-scale 
structures in the Orion Bar which was missing from the older maps. All three hyperfine 
structure (hfs) transitions of the HCN J=l-0 triplet were detected, but the channel maps in 
Figure 2.2 (where the velocity spans 6.5-12.5 km s-1) shows only the main component, HCN 
J=l-0 F=2-l. The bar structure can also be seen in the other two HCN hfs components 
in velocity-integrated maps centered on 3.5 and 15 km s-1 (see Figure 2.3). Assuming LTE 
excitation and assuming that HCN is optically thin, the amplitude ratio should be 5:3:1. 
This agrees with the observed line ratio at several locations in the bar (see the hfs spectrum 
in Figure 2.3). Therefore the flux in the channel maps in Figure 2.2 must be multiplied by 
9/ 5 to represent total HCN flux. 
Both the HCO+ J=l-0 and the HCN J=l-0 F=2-1 channel maps show maximum 
emission from the Orion Bar at velocities 9 - 12 km s-1 . Gross comparison of the HCN 
and HCO+ shows that both species have similar non-uniform large-scale spatial distribu-
tions organized in bright clumps which outline the NE to SW orientation of the Orion Bar. 
However, a more detailed inspection reveals HCN emission to be more tightly confined to 
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the bar structure than HCO+ emission. This is particularly noticeable in the 10.25 km s-1 
channel map. The HCN bar also appears to have a different kinematic distribution than the 
HCO+ bar. In the velocity range 9.0 - 10.5 km s-1, the southwestern end of the HCN bar 
has bright clumps. The northeastern end of the Orion Bar shows bright clumps of HCN in 
the velocity range 10.5 - 12.0 km s-1 . In contrast, HCO+ shows a uniform distribution of 
bright clumps in the velocity range 9 - 12 km s-1. 
Figures 2.4 and 2.5 are integrated flux maps, in HCO+ and HCN respectively, made by 
integrating channel maps over the velocity range v=9-12 km s-1 . This velocity range was 
chosen because it includes all of the line emission from the brightest clumps in the HCN bar. 
The map units are Jy km s-1 beam-1. Comparison of the maps shows that even though the 
brightest HCN and HCO+ clumps have the same NE to SW distribution along the Orion 
Bar, additional clumps of HCO+ appear where HCN emission has obviously declined. HCO+ 
clearly appears to have a more diffuse distribution of integrated flux in the Orion Bar than 
HCN. The integrated flux maps are further compared with each other and with previously 
published Orion Bar maps in the next section by taking crosscut scans perpendicular to the 
bar. 
2.3.2 Crosscut scans 
Several crosscut scans were carried out on the HCO+ and HCN integrated flux maps in 
Figures 2.4 and 2.5 respectively. The scan positions (the dashed lines in Figure 2.6) are all 
perpendicular to the reference line (solid line) and have a position angle 142° east of North. 
The reference line is extended from a reference position (RA(1950)=05:32:52.7 DEC(1950)=-
05:27:15) with an orientation (52° E of N) close to that indicated for the ionization front 
(IF) by several observers using lower resolution maps (e. g., Becklin et al. 1976; Hayashi 
et al. 1985; Omodaka et al. 1995). The longest dashed line in Figure 2.6 is a crosscut scan 
passing through the reference position. The reference line approximates where the optical 
IF would lie if it were perfectly straight, and provides reference points for all of the other 
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Figure 2.3: The Orion Bar in all three hfs components of the HCN J=l-0 triplet is shown. 
The velocity-integrated maps are at the top of this figure. The central velocities are in the 
upper right corner, and the greyscales (with units Hy km s-1 beam-1 are along the right side 
of each map. The main hfs component HCN J=l-0 F=2-1, shown in the middle map, has 
central velocity 10.5 km s-1 . The other two hfs components F=l-0 and F=l-1 are centered 
on 3.5 and 15.5 km s-1 respectively. Throughout the Orion Bar the hfs amplitude ratio is 
5:3:1, as shown in the spectrum in the bottom half of this figure. This ratio is consistent 
with LTE excitation. 
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(numbered) crosscuts. Beam averaging was done along the crosscut line. The beam for the 
HCO+ map is 7.74" x 5.70" with position angle -43.4°; and for the HCN map, 9.12" x 6.59", 
PA = -52.8°. To compare the HCO+ and HCN maps to other species, crosscuts were carried 
out on four additional line emission maps (each with an original angular resolution better 
than 9") after smoothing with the HCN beam: 3.3 µm polycyclic aromatic hydrocarbon 
(PAH) emission (Tielens et al. 1993); the v=l-0 S(l) rovibrational transition of H2 at 2.122 
µm (van der Werf et al. 1996); the J=l-0 rotational transition of 13CO at 110.201350 GHz 
(Tauber et al. 1994); and the J=l-0 rotational transition of 12 CO J=l-0 at 115.271204 
GHz (Tauber et al. 1994). A fifth Orion Bar map (Tauber et al. 1995) in the 3P 1 - 3P 0 fine 
structure transition of atomic carbon [CI] at 492.1607 GHz (609 µm) had an original angular 
resolution of 17", and was not reconvolved with the HCN beam prior to crosscut scanning. 
Figure 2. 7 is a relative intensity plot as a function of distance from the optical IF reference 
line. The data are from the crosscut through the aforementioned reference point (represented 
by the longest dashed line in Figure 2.6). The PAH emission peak appears rv6" further into 
the molecular cloud than the reference point, and will be used to define the position of the 
ionization front (IF) at O" to facilitate comparison with previous observations ( e. g., Tauber 
et al. 1993). All peak distances are quoted in arcseconds from the IF and increase with 
increasing depth into the molecular cloud. Along this crosscut, the maximum intensities, I 
[erg cm-2 s-1 sr- 1], are: H2,l.lxl0-4 ; Hco+, 2.7x10-8 ; HCN, 4.6x10-8 ; 12CO, 4.lxl0-7 ; 
13CO, 9.5x10-8 ; and CI, 3.3x10-6 . The high-resolution plot clearly shows chemical stratifi-
cation. The H2 peak appears at + 12" from the IF and the HCO+ peak appears +3" further 
into the molecular cloud than H2 . The HCN and 12CO peaks are coincident at +rv20" from 
the IF, followed by the 13 CO peak at +22". The lower-resolution [CI] (609 µm) peak appears 
at +29" from the IF. Secondary PAH and H2 peaks near +50" possibly indicate a second 
PDR front. Because a single crosscut is not sufficient to represent this very complex region, 
a mean and standard deviation on the maximum peak intensities were obtained from all the 
crosscut positions shown in Figure 2.6. The results are listed in Table 2.1. 
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Figure 2.4: Presented here is an integrated flux map of the Orion Bar in HCQ+, in the 
velocity range 9-12 km s-1 . The lowest contour is 3o-, and the contour intervals are in steps 
of 60-, where o-= 0.31 Jy km s-1 beam-1 . The full greyscale range is 0-21 Jy km s-1 beam-1; 
however, the maximum HCO+ integrated flux is 17.4 Jy km s-1 beam-1 (47.0 K km s-1). 
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orientation of the IF. The dashed lines show the crosscut scan positions. The data along one 
crosscut (the longest dashed line) is plotted in Figure 2.7. 
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Figure 2. 7: The relative intensities of several molecular species are plotted as a function of distance from the IF. The position 
values increase with distance into the molecular cloud. The maximum intensities I [erg cm-2 s-1 sr- 1] are: H2,l.lx10-4; 
HCO+, 2.7x10-8 ; HCN, 4.7x10-8 ; 12CO, 4.lxl0-7 ; 13CO, 9.5x10-8 ; and CI, 3.3x10-6 . 
Table 2.1: Orion Bar Crosscut Resultsa 
Species Intensity Column Density Reference 
(erg cm-2s-1sr-1) (cm-2) 
H2 2.122 µm l.4±0.4x 10-4 van der Werf et al. (1996) 
Hco+ J=l-0 2.5±0.2x10-s 2±1 x1014 this paper 
HCN J=l-Ob 5.0±0.7x10-8 7±3 x1014 this paper 
12 CO J=l-0 4.4±0.3x10-7 2±lxl018 Tauber et al. (1994) 
13CO J=l-0 9±1x10-8 3±2xl017 Tauber et al. (1994) 
[CI] 609 µm 3.1±0.2x 10-5 4.0±0.4x 1017 Tauber et al. (1995) 
aMean of the maximum intensities of the crosscuts and the corresponding column density of 
each species. The crosscut positions are shown in the reference map in Figure 2.6. 
bThe HCN J=l-0 intensity includes all three hfs components. 
2.3.3 Column densities 
The column density of each species is derived from the observed integrated line intensity 
W = J Ivdv [Jy beam-1 km s-1] from integrated flux maps similar to Figures 2.4 and 2.5. The 
correction for beam size, telescope response, and partition function is carried out following 
Miao et al. 1995): 
Nr = 2.04W [ B(Trot) ] -S=--1Q_r_ot_e_xp_(.:__E_u.:__/_Tr_ot-'-) x 1020 cm_2 
BaOb B(Trot) - h 9I9kSµ 2v3 (2.1) 
Here, Nr is the total column density, Ba and ()b ["] are the FWHM dimensions of the clean 
beam, and the factor S / corrects for the Hat Creek primary beam response. (The maps 
have been beam corrected, so 81=1.) B(Trot) is the Planck function, and lb is the total 
background continuum, which is assumed to be negligible. Assuming LTE, the excitation 
temperature for the rotational transition, T roti populates the energy levels via the partition 
function Qrot ( = 2k;;; 0 t) for the linear molecules HCO+, HCN and CO. The dipole moment is 
µ [debye], and energy level parameters are rest frequency v[GHz] and upper energy level Eu 
[Kelvin] of the transition, and the K-level and reduced nuclear spin degeneracies, gK and g1 
(e. g., Turner 1991). For numerical values of these parameters, see Table 2.2. To obtain the 
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observed intensities in Table 2.1, an appropriate conversion factor is applied to the observed 
integrated flux W from Table 2.2. Also, a multiplicative factor 9/ 5 needs to be applied to 
the observed integrated flux W of the J=l-0, F=2-1 HCN line in Table 2.2 to account 
for HCN emission in the J=l-0 F=l-0 and F=l-1 hyperfine structure (hfs) lines. S = 1 
for all the molecules. The third column of Table 2.1 lists the calculated column densities 
corresponding to the mean peak intensities for each molecular species. 
Table 2.2: Species Parametersa 
Species w Ba ()b µ l/ Eu 
Jy beam-1 km s-1 arcsec arcsec De bye GHz Kelvin 
Hco+ J=1-o 12±0.5 8.9 6.4 3.9 89.188518 4.3 
HCN J=l-0 F=2-1 14±2 9.1 6.6 3.0 88.631847 4.3 
12co J=l-ob 300±17 9.1 6.6 0.112 115.271204 5.5 
13CO J=l-Ob 40±4 9.1 6.6 0.112 110.201350 5.3 
aFor all of the species shown, gk=g1=l. 
b The 12CO and 13CO maps have been reconvolved with the HCN beam. 
For all column density calculations, it has been assumed that hv « kT, that the J=l-
-0 emission line is optically thin, and that the excitation temperature for the rotational 
transition is the same as the kinetic gas temperature. To estimate the kinetic gas temperature 
of HCN and Hco+, the contours of an integrated flux map (.6.v= 4 km s-1 , v= 8 - 12 
km s-1) of the Orion Bar in the J=l-0 rotational transition of 13 CO has been overlaid 
on the greyscale integrated flux maps (from Figures 2.4 and 2.5) of HCO+ and of HCN. 
The original 13CO channel maps had 5". 7 angular resolution, but were reconvolved to 9" 
resolution to match the resolution of the HCO+ and HCN maps. The resulting overlays are 
shown in Figures 2.8 and 2.9. These overlays clearly show the HCN and HCO+ emission 
to be coincident with the layer of 13 CO emission closest to the IF. Previously published 
estimates of the 13CO kinetic gas temperature range from 50 K to over 120 K (Lis, Schilke, 
& Keene 1997; Hogerheijde et al. 1995; Tauber et al. 1994). Therefore, the kinetic gas 
temperature is taken to be 100±50 K. The column density calculation for [CI] (609 µm) 
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follows Tauber et al. (1995): 
where Tex is the excitation temperature of the 3P1 - 3P0 fine structure transition and the 
integrated line flux f Tdv is measured in K km s-1 . In all cases, the kinetic temperature 
was taken to be 100±50 K. For this calculation of column densities, the uncertainty in the 
kinetic temperature provides the error estimates. However if a line transition is optically 
thick (as is certainly the case for 12CO J=l-0) or the molecular gas is not isothermal, the 
calculated column densities will be only a lower limit to the true column density. 
2.4 PDR Theory 
In order to examine the chemistry, geometry, and structure of the Orion Bar, we have 
compared the line observations to PDR models. The models calculate the thermal balance, 
gas chemistry, and line transfer in a layer of gas exposed to the intense ultraviolet radiation 
field emitted by the Trapezium stars. The models are based on the work of Tielens & 
Hollenbach (1985a), hereafter TH, but with an extended chemical reaction network to include 
the important gas phase and photo reactions needed for nitrogen chemistry. In addition to 
the 41 atomic and molecular species in the TH models, the expanded set includes 23 nitrogen 
bearing species, polycyclic aromatic hydrocarbon chemistry (PAH0 , PAH-, PAH+), and 5 
additional hydrocarbon molecules. The model updates are discussed in the Appendix. 
. ! ' 
The dominant model parameters in our analysis are the gas hydrogen nuclei density n 
(, . nH 1 + 2nH2 ) and the incident FUV (6 eV < hv. < .fa.6 eV) field strength G0 • The 
field strength G0 is given in units of the local interstellar far-ultraviolet radiation field with 
a one-dimensional intensity of 1.2 x 10-4 ergs s-1 cm-2 sc1. For these parameters we 
use the values determined by previous investigators of the Orion Bar region using earlier 
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versions of our code and based mainly on the 0 I1 C II, C I and CO line observations. 
Tauber et al. (1994) found that they could reproduce the observations with an edge-on 
geometry, a radiation field G0 ~ 4x 104, an interclump medium with density of n~ 5x 
104 cm-3 and clumps with a density of 107 cm.-3 and volume filling factor of 5 x 10-3• 
Another important parameter is the total edge-on column density of the Bar. Tauber et 
al. (1994) adopted .a size of 0.12 pc as inferred from the FIR continuum observations of 
Werner et al. (1976). With n = 5 x 104 ~m-:3 the total optical depth through the Bar 
amounts to an Av "' 10. Additional model parameters include the 'gas phase elemental 
· abundances. relative to hydrogen of carbon A(C) =.3.0 x 10-4, oxygen, A(O) = 5.0 x 10-4 , 
nitrogen A(N) =, 1.0 x 10-4 , silicon A(Si) = .3.6 x 10-6 , sulfur A(S) = 7.9 x 10-6 , iron 
A(Fe) = 2.5 x 10-1, magnesium A(Mg) = 1.3 x 10-1,· and a (microturbulent) Doppler line 
width o0 = 0.75 km s-1 . 
2.4.1 Interclump Medium 
We show in Figure.2.10 the calculated atomic and molecular abundances ,relative to the 
hydrogen density nifn, in the intercl~mp medium. A distance of 500 pc is adopted in order 
• • • • I 
to convert between linear and angular distance. Close to the ionization front the gas consists 
mainly of atomic (HI, C II, 0 I) species; :At a depth of"' 10" into the cloud (corresponding 
to a column density.of N "' 4 x 1021 cm-2 ) molecular hydrogen forms on grain surfaces. The 
abundances of HCO+ and HCN rise to a peak and than gradually fall beyond ~ 10". Th.e 
production ofHCO+is initiated by endothermic chemical reactions with warm H2 (Tgas "'300 
K) and with vibrationally excited (FUV pumped) H2: 
' . 
O+H2 -+OH+H and O.f-H; ~ OH+H 
followed by 
OH + c+ -r co+ + H 
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and 
co+ +H2 ~ Hco+ +H. 
The HCO+ is also produced in the reactions of CHt and CHt with 0: 
CHt +o ~Hco+ +H 
. l • ' 
CHt + o.~ Hco+ + H2. 
. . . 
The CHt and CHt ions are produced in the reactions 
followed by 
and 
Figure 2.13 shows the pathway for production of HCN at the PDR surface. Similar to the 
surface production of HCO+, HCN production is initiated by endothermic reaction of vi bra-
-. 
tionally excited (FUV pumped) H2. In the HCN case, the reaction occurs with N2, followed 
by reactions with the abundant c+ and with H2. In addition to HCN, the recombination 
of H2CN+ also produces HNC and CN with branching ratios HCN:HNC:CN:0.25:0.25:0.50. 
' . . 
Thus, the HCN abundance is augmented by the 'conversion of HNC to HCN by collisions 
with H. 
Destruction of HCO+ is dominated by dissociative recombinations 
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while destruction of HCN is dominated by photodissociation 
HCN + hv -+ CN + H . 
The HCN and HCO+ abundances are seen to drop at distances greater than ~ 10" from 
the IF due to falling gas temperatures and a smaller H; abundance but rise again beyond 
' . 
rv 25" due to neutral gas phase reactions. 
At a distance of rv 50" from the IF the HCN production is dominated by the reaction 
HCO + N.-+ HCN + 0 
and is bolstered by the conversion of HNC to HCN by collisions with H, and by the dis-
socia_tive recombination of H2CN+ (se~ Figure 2.14). We note that the abundance of the 
important intermediate species HCO is governed by the ion exchange of HCO+ with neutral 
metals such as Mg. The metals are maintained in a neutral state by ion rec.ombination on 
small grains and PAHs. The important effects of PAH chemistry on PDRs are discussed in 
. . 
more detail in Bakes & Tielens (1994). 
The removal of HCN is dominated by · 
and by the photodissociation reaction 
The HCO+ production is mainly by the reaction 
· .. 
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Species 
[C II] 158 µm 
(0 I]'63 µm 
H2 v = 1 :- 0 S(l) 
[CI] 609 /Lm 
.
12co J·= 1...,. o 
Hco+ J = 1-o c 
Hco+ J = 1-0 d 
HCN J =T-0 c 
. HCN J = 1..:... 0 d 
Table 2.3: Interclump Model Resultsa 
Intensity6 Column Density6 
(ergs cm-2 s-1. sr-1). . (cm-2) 
3.8 x 10-3 5.5 x 1018 
6.8 x 10-2 . 9.3 x 1018 
3.0 x 10-4 7.9 x 1019 
1.0 x 10-5 . 4.5 x 1018 
1.8 x 10"""'7 .. 1.9 x 1018 . 
2.8 x 10-10 3.7 x 1011 
2.6 x 10-8 6.5 x 1014 
2.1 x 10-9 5.1 x .1012: 
4.0 x 10-9 2. 7 x 1013 
an= 5 x ·104 cm-3, G0 = 4 X 104 • . 
b.Theoretical values at the intensity pe~ks in Figure 2.12. 
cMinor HCQ+ and HCN peaks at,...., 10". 
dMajor HCQ+ and HCN peaks deep into .the cloud. 
and is destroyed by dissociative recombinations: 
; . 
We show in Figure 2.11 the calculated temperature profile and in Figure 2.12 the normal-
ized intensities as a f~nction ofangula~ distance from the IF. We calcul~te the line transfer 
using an escap·e probability formalism. similar to that used in TH but modified for an ·edge-
on geometry (see Appendix). The calculated peak integrated line intensities emitted by the 
interclump gas are shown in Table 2.3 and are listed in the order in which the peaks occur 
with distance from the IF. The total calculated:column density from each species is also 
given. 
·,;.·· 
2.4.2 Clumps 
As seen in Figure 2.12 and Table 2.3, the model interclump material does not produce signif-
icant HCQ+ or HCN emissionclose to the IF as is evident in the observations (Figure 2.7). 
We have therefore investigated the emission from dense clumps. Tauber et al. (1994) esti-
mated that clump densities of n,...., 107 cm-3 are required to match the CO J=l4-13 emission 
lines. In addition, the CS observations of van der Werf et al. (1996) and Hogerheijde et al. 
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(1995); and the co+. observations of Storzer, Stutzki, & Sternberg (1995) require clump 
I 
densities ~106 • We have investigated the emission from clumps of density n = 3 x 106 cm-3 , 
which provides HCN and HCO+ model line intensities that best match our observations. 
Figure 2.15 shows the calculated abundances as a function of optical depth into the clump. 
. ' 
Figure 2.16 shows the temperature profile. The self~shielding of H2 draws the transition from 
atomic to molecular gas to within an Av < 1 (see Burton, Hollenbach, & Tielens (1990) for 
a discussion of the thermal and chemical processes in high den~ity PDRS 'witho~t N, and 
Meixner & Tielen~ (1993) for the general properties ofhighly clumped PDRs). The peak 
' . . ) ' 'i ' ' ' . . . ' ' ' . ' 
HCN and HCO+ abundances at Av::::::: 1 are due to endothermic reactions with H2 and H2. 
Similar to the interclump case, the prod~ction of HCN is a result .of dissocfative re~o~bina­
tions of H2CN+ and collisions of HNC with H. In addition, HCN is produced by the highly 
endothermic reaction 
CN + H2 ""'.7 HCN + H . 
As for the interclump case, the formation of HOO+ proceeds mainly through the intermediate 
species co+ . .The destruction of HCN is .mainly by photodissociation reactions plus reactions 
with c+ 
while the removal of HCO+ proceeds by recombinations with electrons. 
The abundances remain fairly constant at Av ~ 15 into the clump. At these large ~ptical 
depths, the high temperature and photo reactions are not important. The HCN molecule is 
formed mainly by the combiriation of HCO ~nd N and is destroyed by the reaction 
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The Hco+ molecule is produced by the reaction 
and is removed by charge exchange with neutral Mg and Fe. 
< ' • ' ' 
As seen in Figure 2.15, the clump model HCN and. HCO+ abundances are predicted to be 
: . . I •. i. : . ' • , . 
enhanced near the clump surface. At a clump column of Av "' 4. the model column densities 
'. . ' . ' .. ' . 
of HCNand HCO+ amount to N(HCN) "'4 x 1013 cm-2 and N(HCO+) "' 1 x 1013 cm-2 
. ' , . . . ' .. 
respectively. The model line intensities emitted by this thin layer of gas are at least a factor 
, ' ' ·, , . . . . . '. ' 
of 10 lower than observed. We find that most of the HCN and HCO+ emission from a clump 
' ' j ~ • ' 
arises in.the deep interior, and thus the intensity depends on the total column density through 
; . '' 
the clump. For clump columns of Av .= 100 we calculate J(HCN J = 1 - 0) = 4;2 x 10-s 
•• •• J ' ' ,; • " ' • • ' ' " ' 
ergs cm-2 s-1 sr-1, N(HCN) = 6.9 x 1014 cm~2 , and I(HCO+ J = '1 - 0) = 3.2 x 10-s 
. . . '· ' . '" ' . . . . ' 
ergs cm-2 s~ 1 sr-1 , N(HCO+) = 2.9 x 1014 cm-2 • The calculated emission intensity from a 
single clump is comparable to the beam average? h1tensity and therefore a beam area filling 
factor of unity is required. For a density of 3 x 106 cm-3 the clump would have an angular 
diameter of ,...., 9". Thus, a single clump appearing in the beam is adequate to produce the 
observed intensity. 
2.5 Discussion . 
2.5.1 Comparison of Model and Observations· 
Our model of the Orion Bar FDR.has two components: dense chimps (3 x 106 cm-3) em-
bedded in a less dense interclump medium of 5 x 104 cm-3• Our new observations of HCN 
and HCO+ ca·n only be explained by the presence of the dense clumps near the front of the 
PDR. However, previous observations of CI, CII, OI, H2 and CO are well explained by the 
interclump medium. Table 2.4 lists the observed line intensities and column densities along 
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with the values predicted by the modified model. 
In a PDR, we expect a chemical stratification with respect to optical depth into the 
cloud. We can fully resolve this stratification if the orientation is perpendicular to our line 
of sight, if our angular resolution is sufficient and if the density of the region is low enough 
to spread out the stratification making it easier to resolve. The observed line emission from 
the Orion Bar clearly shows chemical stratification (Figure 2.7). The emission arising from 
the 3.3µm PAH feature marks the front of the.FDR. The H 2 yibrationally excited emission 
arises 1211 deeper into the PDR. The molecular gas'tracers, 12CO, 13CO, HCN and HCO+, all 
arise roughly 311 deeper into the PDR and show subtle differences among their distributions 
(Figure 2.15). Because only an interclump medium component can produce an observable 
chemical stratification (Figure 2.12), there must be a lower density (""104 - 105 cm - 3) 
interclump medium. High density ("" 107 cm"-3) clump components have their stratification 
compressed to less than 111 and this cannot be resolved. The ordering of the stratification 
in the interclump model and the observations agree with the H2 emission preceding the CO 
emissions. The CI emission should peak slightly closer to the H2 emission compared to the 
CO emissions; but the observations show it peaking deeper in the cloud. 
Table 2.4: Orion Bar: Observed~ and Predicted lb and Nr 
Species Observed Interclump Clump 
I NT I NT I NT 
H2 2.122 µm 1.4±0.4x10-4 3.0xlO 4 7.9x1018 
Hco+ J=l-o 2.5±0.2x10-8 2±1 x1014 2.sx10-10 3.7x1011 3.2x10-8 2.9x1014 
HCN J=l-0 5.0±0.7x10-8 7±3 x1014 2.1x10-9 5.lx1012 4.2x10-B 6.9x 1014 
12co J=l-o 4.4±0.3x10-7 2±1x1018 1.8x10-7 1.9x101s 
13CO J=l-0 9±lxl0-B 3±2x1017 
[CI] 609 µm 3.l±0.2x10-6 4.0±0.4x1017 1.0x10-5 4.5x1018 
aThe crosscut positions are shown in the reference map in Figure 2.6. 
bMean maximum intensity, I, has units erg cm-2s-'-1 sr-1. 
ccolumn density, NT has units cm-2. 
·i«1 l 
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v 
Figure 2.13: At the PDR surface, HCN production is initiated by endothermic reaction of 
vibrationally excited FUV-pumped H2 with N2 • 
37 
v 
e 
+ He 
HCO 
Figure 2.14: This pathway shows· HCN production o~curring deep within the molecular. 
cloud. The abundance of the important intermediate species HCO is governed by the ion· 
exchange of HCO+ with neutral metals such as Mg. The metals are maintained in a neutral 
state by ion recombination on small grains· and PAHs. 
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Figure 2.16:- From the clu~p model, temperature profile is plotted as a function of optical depth. 
This difference between observations and model can be partly explained by the differ-
- ' \ 
ence.in angular resolution. The CI beam is 1711 compared to the ,._,911 beam of the other 
observations and the difference between the model and observations is less than 1011 • 
The interclump component model reproduces the line intensities of several observations. 
The model's peak intensities for the H2 , 1200 and CI line emissions agree with the ob-
servations within a factor of 3. Our interdump model also correctly predicts the recently 
reported line intensities of [CH] 158 Jim and [OI] 63 µm. The values reported by Hermann 
et al. (1997), I [CH]=4.5x10-3 ergs cm-2 s-1 sr-1 and I [OI]-4.5x1Q-:2 ergs cm-2 s-1 sr-1 , 
agree very well with the interclump model predictions of I [CH]= 3.8 xl0-3 ergs cm-2 s-1 
sr-1 arid I [OI]= 6;8x10-2 ergs cm-2 s-1 sr-.1 • 
Our new observations of HON ·arid Hoo+ provide further evidence of high density clumps 
in the Orion Bar PDR, supporting the previous work of Tauber et al. (1994); Storzer, 
Stutzki, & Dalgarno (1995); Hogerheijde et al. (1995), and van der Werf et al. (1996). 
Tauber et al: (1994) concluded that very high density clumps (107 cm-3) were required to 
produce the intensities of the high CO transitions (J=l.4-13), but that ,the dumps were not 
important to the kinetic temperature and. structure of the PDR. Here we find that slightly 
~ ' . ' ' ' \ - ' . -. \ ' ' -· , ; ' 
lower density clumps are very important in defining the ridge of the HON and Hc9+ that 
we observe .. The interclump medium model produces a ridge of HON and HOO+ emission 
·- ' ·,' • ' > '. '. , • ', ,' 
in. approximately the correct location but the peak intensities are a factor of 100 too low for 
J ' ' ~ • ' ' 
the HOO+ and a factor of 25 too low for HON. The interclump intensities of the HON and. 
- ' ' ' ' ' 
HOO+ increase dramatically deeper in the cloud coming into agreeme:µt with the observed 
- , • ,. ' -' ' ' ' <' -
HC6+ peak intensity but still. falling short by a factor of 10 for the HON intensity. While 
these intensities are closer to. the observed peak. values, the peaks. are now in the .wrong 
' ' ; . . ' ' ' ,. 
location: at least 6011 into the PDR as opposed to the 2011 observed. Hence, the interclump 
: .. ' ' ' - . . . \ ' . 
medium component is incapable of reproducing the HON and Hoo+ observations~ fo ord~r 
to obtain a bright ridge of HON and HOO+ emission, we must incorporate a ridge of dense 
. , . ' \ 
clumps (3 x 106 cm--:3) that are ,._,911 in size, just beyond our resolution limit, that is located 
; - ' . . ' 
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about 20" into the Orion Bar PDR. The line intensities predicted for such a ridge agree with 
our observations within 50%. In this model; the HCN and HCO+ emission that we observe 
arises deep in these clumps and not on the PDR surface of the clumps. Hence,· the bulk of 
the HCN and HCO+ J.:..._1-0 line emissions in this region does not trace PDR chemistry but 
chemical processes deeper in the cloud. 
The observations and model presented here support the view tha~ the Orion Bar, despite 
its apparent edge-on simplicity, has the complexity of inhomogeneous density. It. is not 
surprising to find a mix of densities in interstellar material. It does, however, make the testing 
of astro-chemistry models more challenging. Fllrther observations of other key. chemical path 
tracers, e.g. CN, would help elucidate the processes occuring in the Orion Bar'region. The 
bulk of data accumulating on this, Orion Bar PDR is making it the best observational test 
case for PDR theory. 
', i 
2.5.2 Differences in Hco+ ·and HCN 
Comparison of the HCO+ and HCN maps reveals a general similarity in spatial distribution. 
Both have a prominent ridge of clumps. However, closer inspection of these data show some 
significant differences. By examining Figure 2.7, one can see that the HCO+ emission is 
broader and more extended toward the PDR surface than HCN. The Hco+ clumps ·appear 
more randomly distributed than HCN clumps which :are tightly confined to the NE to SW 
bar structure. Be.cause the HCO+ and HCN were observed simultaneously with BIMA, the 
relative spatial registration is. better than 1" and these observed< subtle differences are' real 
differences in the spatial distributions. 
The HCN J=l-0 emission peaks appear t'o be more confined to clumps than HCO+. 
In addition, the HCO+ J=l-0 emission peaks appear broader and more extended towards 
theH2 peak. Distortion of the peak shape may occur if Hco+ happ~ns to be optically 
thick. But assuming both lines are optically thin and excited under LTE conditions (as 
demonstrated by the HCN hfs ratio, but which has not been shown for HCO+) the peak 
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differences suggest a spatially-dependent abundance difference. In this case, the extension of 
HCO+ emission toward H2 would be due to the enhancement of HCO+ production toward the 
ionization front. Neither of these observations is predicted by our PDR model which shows 
enhanced production of both HCO+ and HCN at the PDR surface via H2-initiated production 
pathways. But the observed extended emi~sion of HCO+ toward the IF is unexplained. 
The HCO+'. peak ·may appear broad and ·asymmetric if HCO+ is actually optically thick, 
but higher HCO+ transitions are needed to determine this. Another explanation for the 
HCO+ /HCN spatial differences may be differences in radiative trarisfor of the line. emission.: 
The critical density for HCN J' l-0 F=2-1 (1.7x106 cm2-3) is about an order ~f magnitude 
greater than HCO+ J=l-0 (1.9 x io5 cm-3). Therefore, the resulting intensities may be 
quite sensitive to the distribution of cl~mp densities. 'Th~ differ~:b.ce in spatial distribution: 
of th~ HCN and HCO+ emission may indicate' the presence of a continuous range of clump 
. . . 
densities: Observations of HCN and Hco+ in the star formation region NGC 7538 (Pratap, 
Batrla; & Snyder 1990) also show a difference in spatfal distributions where' 'the HCN is 
. ' - . . 
more confined to clumps and the HCO+ is more diffuse. Pratap et al. (1990) suggest that 
these observed differences are caused by excitation' differences, but 'observations of higher 
rotational transitions of HCN · and HCO+ in the Orion Bar are ~eeded · t.o determine: the 
density and temperature of these .clumps, and to te~t the idea: of a range in clump densities 
as the cause of the subtle spatial differences in HCN and Hco+ · emiSsion.:; · 
Further observations of molecular species involved in the chemistry, such as CN, would 
h~lp clarify the chemical processes occuring in this region .. For 'exam.ple, from observations 
of CN N=3-2 and CS J=7-6 in the Odon Bar, Simon et al. (1997) suggest a chemical 
enhancement· of CN abundance toward the IF. Comp~ririgtheir peak positions to the obser-
vations'in this paper, we find that the CN N=3.;...:.2 peak would fall at +17"'in Figure 2.7, 
\_;, 
which is consistent with its being a photodiss'odation product of HCN at the surface of the 
clump ridge. The CS J=7-6 peak observed by Simon et al. (1997) would fall at +27" in in 
Figure 2;7. This peak is coincident with CS J=5_:4 and C34S J=3-2 peaks (van der Werf 
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et al.1996) arising from the dense clump core. 
2.6 Conclusions· 
We present full-synthesis maps of HCN and HCO+ J=l-0 line emission arising from the 
Orion Bar photodissociation region. The HCO+ maps are an improvement over the interfer-
, . ·. : , ' .• ( 
ometer Hco+ maps in Tauber et al. (1994) because they contain all the ~ux. Comparison · 
of the HCN and Hco+ integrated flux maps shows a similar spatial distribution overall 
' ' ' ' . . " . . ; ~ 
with clumps more or less organiz~d in a. bright bar extending in the NE to SW direction, as 
observed in other tracers of .the Orion Bar .. However, significant differences appear on the 
small scales. Specifically, the HCN emission is more tightly confined to the clumps, whereas 
HCO+ appears to be more extended toward clump surfaces. 
We present a modified TH model which includes nitrogen in its chemical pathways. 
We apply this theoretical PDR model to the Orion Bar PDR to study the production of 
HCO+ and HCN in PDRs. Our modified model shares many of the nitrogen reactions found 
in Sternberg & Dalgarno (1995) which discusses PDR chemistry for the case of a dense 
(nn = 106 cm-3) homogeneous PDR illuminated by an intense FUV field (G0 = 2 x 105). 
Here we do a more extensive study geared towards the conditions appropriate for the Orion 
Bar. Moreover, we explicitly include the presence of dense clumps as well as lower-density 
interclump gas. Our. best fit two-component model has an interclump medium of density 
5 x 104 cm'."""3 and clumps of density 3 x 106 cm-3 • The incident FUV flux is G0 = 4 x 104 • 
The interclump medium can explain the observations of H2 , CI, CO, CII and 01. But we 
find that only a ridge of clumps can explain the HCN and HCO+ emission that we observe. 
Furthermore, the HCN and HCO+ J=l-0 emission arises from deep within these clumps 
and hence is not involved with the surface PDR chemistry. 
The observed differences between HCN and HCO+ are not reproduced by our model. We 
speculate that the differences in spatial distribution may be due to HCO+ being optically 
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thick or by a continuous distribution of clump densities manifesting subtle differences in 
excitation. We speculate that the extended HCO+ toward the IF could be caused by an 
unknown chemical. pathway that enhances HCO+. We believe that further observations 
of the. Orion Bar PDR region are warranted for two reasons. First, the amount of data 
accumulating on this region make it a very attractive test case for PDR theory. Second, 
maps of other molecular species,. e.g CN, and higher rotational transitions of HCN and 
HCO+ will help elucidate the chemical and excitation processes occurring in this region. 
' . . 
The entire data cubes of the observations from which we extracted the images for this 
paper are available in FITS format at the NCSA Astronomy Digital Image Library on the 
World Wide Web (http://imagelib.ncsa.uiuc.edu/project/document/98.RY.01). 
i. 
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Chapter 3 
Far-Infrared Spectroscopy of 
Low~Excitation Photodissociation.; 
Regions in Several Reflection Nebulae 
3.1 Introduction 
Photodissociation regions (PDRs) are regions of the interstellar medium where the as-
trochemistry, structure, and physical proce.sses are determined by the interaction of far-
ultraviolet (FUV; hv = .6-13.6 eV) radiation with interstellar gas and dust. PDR chemistry 
is dominated by FUV photodissociation of molecular bonds. Many important chemical re-
actions are initiated by FUV-pumped vibrationally-excited molecular hydrogen. Most of 
the incident FUV flux (~99%) is absorbed by dust grains and re-emitted i.n the infrared 
continuum, attenuating the FUV field and causing thermal and chemical stratification of the 
PDR. A small percentage (~1 % ) of the incident FUV photons cause the. photo ejection from 
dust grain surfaces of electrons which then collisionally heat the PDR gas. Energy balance 
is maintained by cooling predominantly through line emission in the far-infrared (>. ,._,30 
-200µm). 
Far infrared (FIR) spectroscopy is a standard tool for studying the energetics of PDRs. 
FIR emission lines from the fine-structure transitions of singly ionized atomic carbon ([CII] 
158 µm) and neutral atomic oxygen ([OI] 63µ and 145 µm) are the dominant mechanisms 
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for cooling PDR gas. FIR continuum dust emission is proportional to the incident FUV flux 
absorbed by the dust. Because they produce very bright FIR line and continuum emission, 
PDRs in massive star-forming regions were productive sites for FIR analysis during the 
era of.the Kuiper Airborne Observatory (late 1970's to mid-1990s). The regions proximal to 
massive stars contain very dense(~ 105 cm-3) gas being illuminated by very· strong UV fields 
(G0~105 , where G; is in units of the average interstellar radiation field (ISRF) intensity 1.2 
x 10-4 ergs cm:._2 s-1 sr-1; Habing 1968). FIR observations of massive star-forming regions 
in Orion (Melnick et al. 1979; Russell et al. 1980, references from Genzel & Stl1tzki 1989, 
Stacey et al. 1993, Herrmann et al. 1997, Luhman .et al. 1997) and Ml 7 SW (Storey et 
al. 1979, Russell et al. 1981; Harris et al. 1987, Stutzki et al. 1988; Meixner et al. 1992) have 
been well-modelled by the theory of dense PDRs (Tielens & Hollenbach 1985a, Sternberg & 
Dalgarno 1995 and references cited in Hollenbach & Tielens 1997). Because. the sensitivity 
of FIR detectors has continued increasing steadily over the past 25 years, it has become 
possible to extend the FIR study of PDR energetics to the lower-energy and lower-density 
regimes more commonly found in the ISM. An initial focus is on the lower-excitation PDRs 
found in reflection nebulae (e. g., Makinen et al. 1985, Chokshi et al. 1988, Howe et al. 1991, 
Steiman-Cameron et al. 1997). 
. . ' : 
Visual reflection nebulae are expected to be excellent candidates for studying low-excitation 
PDRs. The stars illuminating them are usually type B. or laterstars, 'compared to the 0-type 
stars which illuminate massive star-forming regions. Because ·of the lower UV flux emitted 
from later-type stars, the ionization of atomic hydrogen is expected to balance recombination 
at a shorter Stromgren radius than for 0-type stars, resulting in a more compact HII region. 
Moreove.r, shock excitation is unlikely to compete with radiation-induced heating because 
the gas is ~ore quiescent (i.e., the ionization shock fro~ts are weaker). Another advantage 
: . . . . 
to observing reflection nebula PDRs is that, even though the surface brightness may be 
lower than that of a very luminous high-density PDR, the lower-density PDR is likely to be 
more spatially extended due to more gradual FUV attenuation, allowing its structure to be 
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spatially resolved. A reflection nebula PDR is expected to be less dense by a factor of 102 
I 
' ' 
- 104 than the PDR in a massive star-forming region like OriOn which has n0 ,...., 105 -106 
cm-3• 
In ·this paper, FIR analysis following the method in Chokshi et al. (1988) is done to 
estimate the physical conditions in reflection nebulae PDRs and to test how stellar type 
affects PDR energetics. FIR line and continuum' observations were conducted for a group of 
reflection nebulae illuminated by stars of stellar type ranging from B9.5 - BO. For these stars, 
the FUV luminosities range from 40 - 703 of the bolordetric i~minosities (see Figure 3.1). 
The results are compared with predictions.from the low-density .PDR theory of Hollenbach, 
Takahashi, & Tielens (1991; hereafter HTT), and from Spaans et al. (1994). HTT modelled 
PDRs with density 102 cm-2 < n0 <105 cm-2 and incident FUV intensity 1 :::; G
0 
:::; 103• 
Spaans et al. (1994) modelled the effects of color temperature on the energetics of PDRs 
around cool stars. 
3.2 Observations and Results 
Table 3.1 lists the target sample consisting of the' nine reflection nebulae illuminated by stars 
.. 
of stellar type ranging from BO - B9.5, and effective temperatUres 10,000 - 30,000 K. These 
. sources were originally chosen for a study of the neutral work function and photoelectric yield 
of interstellar dust grains under a range of low-excitation conditions. 
Michael R. Haas (NASA/ Ames) and Alexander. Rudolph (Harvey Mudd College) ob-
tained and reduced the FIR spectra. The observations were carried out in 1989 March and 
1 • ' ' '. ' 
in 1992 January, June, and July usi~g the 91-cm telescope of the Kuiper Airborne Observa-
tory with the facility cryogenic grating spectrometer (Erickson et al. 1984). Each reflection 
nebula was observed at a peak in its FIR continuum emission. Guiding was' done using offsets 
~a:("), ~8(") from the illuminating star. The. exceptio11 was NGC 1333, where BD+30°549 
was the guide star but SVS 3 illuminates the FIR peak. 
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co 
Table 3.1: Target Reflection Nebulae for FIR Spectroscopy 
. . 
Name Illuminating 
·Source 
RA(1950) 
hh:mm:ss 
Dec(1950) 
dd:mm:ss 
Stellar L* (L0) Offsets (") Distance(pc) xa Referencesb 
NGC 1977 
NGC 2068 
IC 446 
P 18 (NGC 2316) 
42 Ori 
HD 38563N 
IC 446 No.1 
Star A 
05:32:55.1 
-04:52:11 
05:44:10.9 00:04:17 
.06:28:21 10:29:42 
06:57:16.6. -07:42:16 
Type 
BlV 
B2n-nr 
B2.5V 
B2-3e 
(~a, ~o) 
29,000 -176, -284c 
-190, -283d 
-249, -211e 
3,000 0, 0 
2920 . 0, +24 
1400 -9, +2f 
. 1400. -9, +32g 
NGC 2247 HD 259431 06:30:19 .:~ 10:21:38 B6pe 2300 7, -14 
NGC 1333 BD+30°549 03:26:14.1 31:14:33 B6 . 2300 -119, -185 
NGC 2245 LKH a 215 . 06:29:56 •· 10:11:24 B7-8n 1020 (550) 0, +24 
Red Rectangle HD 44179 06:17:37.0' -10:36:52 B9I 1050 0, O. · 
CED 201 BD+69 °1231 22:12:14 · 70:00:11.4 B9.5V 56 0, +17 
450±40 
450±40 
450±40 
500±100 
1200 
800±300 
800±300 
900 
500±200 
900 
330 
420 
0.70 
0.70 
0.70 
0.65 
0.65 
0.65 
0.65 
0.45 
0.35 
0.40 
0.30 
0.30 
5, 7 
5, 7 
5, 7 
10, 12, 13 
1, 4 
6, 8, 9 
6, 8, 9 
1 
3, 11 
1 
2 
1 
ax is the fraction of the bolometric stellar flux emitted in the FUV (see Figure 3.1). 
bReferences ~. l. Casey 1991; 2. Cohen et al. 1975; 3. Harvey, Wilking, & Joy 1984; 4'. Herbst et al. 1982; 5. Howe et al. 1991; 6. Lopez 
et al. 1988; 7; Makinen et al. 1985; 8. Ryder et al. 1998; 9. Sellgren 1986; 10. Strom et al. 1975; 11. Strom, Vrba, & Strom 1976; 12. 
Strom, Grasdalen, & Stroml974; 13. Lada, Evans, & Falgarone 1997. 
CNGC 1977 en peak in 1989Mar. . . 
dNGC 1977 en peak in 1992Jan 
eNGC 1977 OI peak of the crosscut scan. 
fp 18 H2 peak. 
gp 18 30" north of H2 peak. 
1 
~· 0.8 
'iii 
0 
c 
·e 
:::J 0.6 
-I 
0 
..... 
~ 
-
0 
'0.4 
c 
0 
+:; 
0 
c 
Lt 
0.2 
BO 85 
6 eV < hv < 13.6 eV 
.·Ao 
Spectral Type 
AS FO 
Fig~re 3.i: Fraction oftotal luminosity.in the FUV(6 eV < hv < 13.6 eV) as a function.of 
spectral type. · 
Standard chopping techniques were employed throughout; the chopper amplitude was 
5' --' 9', and the chopper rotation angle was individually selected for each source to avoid 
background contamination (see Table 3.2). The detector arrays were flat fielded by dividing 
each spectrum by that of a known calibration source (Table 3.2). In 1989 March and 1992 
January the calibration source was BN/KL, so the reference spectra ;Were .taken at nearby 
wavelengths which had minimal.tell uric absorption and were free of astrophysical 'line emis-
sion. Laboratory measurements were used to,remove the. differential instrumental response 
and the absolute flux calibration was derived from Erickson et al. 1981 with a correction for 
the difference in beam size. (see Steiman-Cameron et al. 1997 for details). Corrections were 
also applied to account for diffraction effects (rv0;9 at 34.8 µm to rv0.7at157.7 µm): In 1989 
March, Jupiter served as a secondary flux calibrator· and gave results which were roughly 
20% higher than BN/KL, but the diffraction correction is more difficult for Jupiter, because 
the source is comparable in·size to the CGS beam: In 1992 June/July the calibration source 
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was Saturn, so the calibration spectra were taken at the same wavelengths as the source 
. spectra; the·absolute flux calibration was ·accomplished· by multiplying the ratioed spectra 
by the flux of Saturn as computed from the disk (Bezard, Gautier, & Marten 1986) and ring 
(Haas· et al. 1982) contributions using the geometric model of Matthews·& Erickson 1977). · 
Table 3.2: KAO Observations 
Source Date Chop a pA6 Calibratorc 
NGO 1977 92Jan09 7 85 KL 
NGO 1977 .89Mar17 8;5 45 KL, Jupiter 
NGO 2068 92Jan10 6 80 KL 
IC 446 92Jan07 6 90 KL 
P18 89Mar17 5.8 105 KL, Jupiter 
NGO 2247 92Jan09 7 80 KL 
NGO 2245 92Jan09 7 70 KL 
NGO 1333 92Jan10 6 100 KL 
Red Rectangle· 89Mar15 5· 90 KL, Jupiter: . ' '· 
CED 201 92Jun16 5:25 0 Saturn 
achop = Chopper throw in arc:rµin 
hpA .. Position angle ,of chopper on sky; counterclockwise from North 
ccalibrator is flux and fiat field calibrator. When there' are two listed, the first is primary: 
No atmospheric correction is required for [Si II], as there are no absorption features in 
the bandpass ;:::2% .. To correct the other lines,. the water vapor overburden, was determined 
from observations of an isolated water line at 85.4 µm and/or the wing of a heavily saturated 
line at 63.3 µm which falls in the [OI] 63-µm bandpass. These water lines were measured in 
absorption against bright continuum sources and fitted.with theoretical transmission curves 
generated by ATRAN (Lord.1992); The zenith water vapor overburden varied from 4 to 8 
precipitable microns. In the vicinity.of the [OI] 145µm, CO (J = 17 - 16) 153µm, and [CII] 
158µm lines, the primary absorb.er is ozone.· The ozone overburden was .obtained from the 
Total .Ozone Mapping Spectrometer (R. S. Stolarski 1990, private communication; Stolarski 
et al. 1991). Ratios of ATRAN:spectra, including air mass corrections, were used to remove 
atmospheric effects from the measured spectra. 
After doing these preliminary corrections, Michael R. Haas did a least-squares fit to 
51 
th~. spectra with a flat continuum and a superposed Gaussian line .profile. The four free 
parameters are the continuum strength and the line strength, width, and wavelength. All 
. - - . 
four parameters were varied to fit the lines which had high signal-t.o-noise ratio, but the line 
widths were fixed at the instrumental values for the low signal-to-noise spectra where the 
line width could not be properly constrained. Dr. Haas then presented these reduced spectra 
to me in collaboration. The line fluxes and continuum flux densities are listed in Table ~.3, 
except for the NGC 197! scan at [01] 63µm which is.listed in Table 3.4. The quoted errors 
are statistical only and represent one standard deviation of the mean. They do not include 
the absolute calibration error, which is estimated to be ±30% (3 a). 
. . ' ' . 
The strongest FIR lines, [CII] 158µm and [01] 63µm, were detected for all of the reflection 
nebulae except the Red Rectangle and CED 201. For. the .. Red Recta~gle, no .fine-structure 
lines were detected, and for CED 201, only the [CII] 158µm line was detected. In addition, 
. ' . '• . ' 
• ' ' • ' '. • ~ ' •• '" - > ' ' ' 
the [01] 145µm. line was measured for NGC2245 and IC 446; and [01] 145µm and [Si II] 
' ' 
35µm were measured for NG.C 1333, P 18, and NGC 1977. Because NGG1977 has an edge-on 
orientation, a scan was made through the previously observed [01] 63µm peak, perpendicular 
- ' ' ~ ' . . ' ·: 
to the ionization front revealed in the 6-cm map of Makinen et al. 1985. 
. . . -
The Red Rectangle stands apart from the rest of the re~ection nebulae in our sample. No 
FIR atomic lines were detected, but weak emission from the high-J transition, CO J =17-16, 
was detected. Because the Red Rectangle is a compact source (rv5"), severe beam-dilution 
may c.ontribute to the lack of detectable flux from the fine structure lines. High-J transition 
CO probes warm (103 K), dense (107 cm-3) gas that is generally located close to the exciting 
. ~ . 
star (Justtanont et al. 1998). The high-rotation transition· line CO J=l 7-16 line was the 
only FIR line detected in the. Red ·Rectangle, which. was· insufficient for the FIR analysis 
done here. However, an excitation temperature Tex= 33 K, which is a lowerlimit to the gas 
kinetic temperature for the Red Rectangle;was derived from the'CO J=17_.;.16 line intensity. 
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3 .. 3 Physical Conditions T 0, n0 , G 0 , and E 
For each reflection nebula, we can obtain crude estimates of the physical conditions (gas 
temperature, T0 ; gas density, :ri0 ; incident FUV flux, G0 , in units of the ambient ISRF; · 
and heating efficiency, E, of the PDR gas) by analysing the observed FIR continuum and 
line emission following Chokshi et al. (1988). The boundary curves in T0 n0 parameter 
space generated by our analysis were plotted together and used to approximate n0 and T 0 
'.. ' '. 
for each reflection nebula. Two examples of these plots are sh~wn in Figures 3.2 and 3.3, 
for NGC 1977 and IC 446, respectively. All four of the targeted FIR fine-structure lines 
([CII] 158µm, [OI]145µm, [OI] 63µm, and [Sill] 35µm)were. detected in NGC 1977. The 
horizontal solid lines in Figure 3.2 indicate the excitation temperatures of [OI] 63µm and 
[CII] 158µm, which provide lower limits on .the gas kinetic temperature. The slanted solid 
lines are calculated from the observed heating efficiency, E, and incident FUV flux, G0 , using 
the photoelectric heating theory of Bakes·& Tielens ~994 .. The broken lines are from detailed 
balance calculations using the observed line intensity ratios [CII] 158µm/ [OI] 63µm (dotted 
line), [CII] 158µm/ [Si II] 35µm (dash triple-dot line), and [CII] 158µm/ [OI] 145µm (dashed 
line). Only the [CII] 158µm and [OI] 63µm lines were detected in IC 446 (Figure 3.3). The 
estimates of the physical conditions in each reflection nebula that were derived from this 
,·, ' ·' 
analysis are listed.in Table 3.5·. 
3.3.1 · Heating Efficiency 
A relationship between E, G0 , n0 , and T 0 can be ~btained using photoelectric theory. Assum~ 
, ' I ; . \ ~ ' . • 
ing that the source of ali free electrons is the single ionization of neutral atomic carbon (CI), 
and assuming that CI has abundance 3x10-:-4 relative to hydrogen and that the hydrogen 
density is approximately equal to the gas density, n0 , the following equation is obtained from 
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Figure 3.2: FIR analysis at the CII 158µm emission peak in NGC ,1977. generates this plot of 
boundary curves in T 0 n0 paraineter space. The two horizontal solid lines are the excitation 
temperat~res oft.he observed [OI] 63µm·and [CII] 158µm line inte~sitie's. The slanted solid 
lines are calculated from the observed heating efficiency and incident FUV flux using the 
photoelectric theory of Bakes & Tielens 1994. The brnken lines are from detailed balance 
calculations using the line intensity ratios. The. asterisk represents a crude estimate of n0 (~ 
9 x 103 cm.-3 ) and T0(~ 420 K) based on the boundary curves. G0~ 5040 .. 
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Crude FIR Analysis for IC446 
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Figure 3.3: Boundary curves in T 0 n0 parameter space are based on the only cooling lines 
detected at the FIR peak of IC 446: [CU] 158µm and [OI] 63µm. The horizontal solid lines 
are the excitation temperatures of the observed line intensities. The slanted solid lines are 
calculated from the observed heating efficiency and incident FUV flux using the photoelectric 
theory of Bakes & Tielens 1994. The dashed lines are from detailed balance calculations using' 
the [CU] 158µm/ [OI] 63µm line intensity ratio. The asterisk represents a crude estimate of 
the physical conditions: n0~ 103 cm-3 and T0~ 280 K. G0~ 772. · .. 
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· the phofoelectric theory of Bakes & Tielens (1994): 
3 x 10-2 
€=,... 1 
. 1 + ~G0To2 /no .(3.1) 
• , t 
The heating efficiency, E, is the ratio of the heating rate of the PDR gas to the incident 
' '. ' •• '', ' > 
FUV intensity. Assuming LTE conditions, the heating rate isequal to the observed total 
···.'. , . . , . .. ',' 
cooling line intensity, giving the following equation for E: 
( I[CII),158µm + .J(OI),~3µm + I101;,~45µm + J(SiII),35µm) 
E= 
Go x 1.2 x 10-4 (3.2) 
where I is the cooling line intensity in ergs cm-2 s-1 sr-1 _and G0 isthe incident FUV intensity 
, , " " < C ' i • , ' ~ I 
in units of the av~rage ISRF intensity (Rahing 1968). 
G0 is directly proportional to the integrated· FIR continuum intensity, I/iri because the 
. I . • • . • 
FIR continuum originates from dust grains which absorb. the.incident stellar flux at UV, 
, ",_ . . . ,,. •. - ' . '. . ' ' 
optical and IR wavelengths and re-radiateit in the far-infr~red. The FI~ dust continuum 
was constructed from the KAO data by fitting an optically th~~ blackbody function, s>.-1 
BA(Td), to the observed peak FIR continuum as a funtion of>.. Nonlinear fitting algorithms 
in the software package Mathematica were. used to iterate on two free parameters, the dust 
temperature (T d) . and a normalization factor (S) proportional to the dust opacity, to find 
the best fit to the data. The total FIR continuum intensity was then obtained by .integrating 
over all wavel.engths:. 
(3.3) 
To estimate the incident FUV flux, the FIR intensity is multiplied by x, the fraction 
of the star's radiation falling between 6:_13.6 eV (see Table 3.1 and Figure 3.1), and then 
by the factor rv2, which accounts for the geometry of the cloud (cf. Meixner et al. 1992; 
Steirrian-Cameron et al. 1997). To obtafo G0 , which is in units of the average ISRF intensity, 
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this p~oduct was divided by l.2x10-4 ergscrii-2 s-1 sr- 1 (Habi~g1968): 
. G0: can also be estimated ·from the bolometric luminosity, if the distance from the gas to 
the illuminating star i~ known. This esimate .becomes an uppei li~it if the distance vectbr 
between the star and the observed offset position lies in the plane of the sky" (i: e., there are 
no projection effects) the scattering of UV P.!:10tons is assumed to be negligible. In this case, 
the UV flux is only attenuated by 1/r2 , where r is the separation, and G0 is given by 
'·1 
a~ · 8.5 x 1d8x~* 
r ·. 
' \ . ~ 
(3.4) 
wher~ r 2 = [(~a)2 +(~c5")2] d2 , dis the- distance -in parsecs 'rrom the cloud to the obser~er, x 
' ' ' 
is the fraction 'of the star's luminosity emitted in the far-'ultraviolet, and L* is the bolometric 
lim~i~osity iri'L0. The G0 dete~mined from stellar bolometric lumin-osities'·-~eregreater than 
the G0 determined from FIR observations for all of the sources except NGC 1977. Because 
the FIR continuum is a direct measure of the incident FUV flux at the PDR surface, G
0 
is 
calculated from the KAO data in our analysis, except when accurate FIR continuum levels 
were nof available ( e .. g., CED 201 ·arid the Red Rectangle, where only 3CJ upper limits were 
·obtained). 
By putting into Equation 3.1 the' value of E from Equation (3.2) and the value of Go 
from one of the methods described above, a relation between T 0 and n0 ·is obtained which 
provides the first boundary curve for our analysis. (See, for example, the slanted solid lines 
in Figure 3.2). Two more boundary'curves for-the T~ n~ approximation are obtained from 
the excitation temperatures of the observed FIR line intensities (see § 3.3.2) and from the 
-FIR line intensity ratios (see § 3.3.3). -
-! -
3.3.2 Excitation temperatures 
. . . . . 
ff a fine structure emission line is· optically thick, then the excitation temperature of the 
emission line (Tex) is an estimate of the gas kinetic temperature (T0 ) provided that the 
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fine structure levels are in collisional equilibrium. Otherwise, Tex is a lower limit to T 
0
• 
'I 
Also, emission lines that are optically thin have Tex again a lower limit to T
0
• Assuming 
plane-parallel semi-infinite slab geometry with constant temperature and density under LTE 
conditions, Tex and the observed integrated line intensity, I, are related by the following: 
.· · · ··ov · 
I~ vBv(Tex)-J(r) 
' ' c 
(3.5). 
where vis the frequency of the line (s-1) and Bv(Teie)is the Planckfunctio~. The turbulent 
' ' 
Doppler line width ov is taken to be rvl.5 km s-1. (HTT; Chokshi et al. 1988) .. The speed of 
light, c, .is in km s-1, and f(r)js the optical depth fa~tor from TH. For large optical depths, 
i. e., under optically thick conditions, J(r)~l. The excitation temperatures of [CII] 158µm 
and [OI] 63µm provide lower boundaries on T 0 in the crude FIR analysis (see for example, 
the horizontal solid lines in Figures 3.2 and 3.3). 
3.3.3 Detailed Balance 
To get a third limit on allowable n0 and T 0 vafoes, detailed balance ·c~lculations were done to 
predict the line intensity ratios as a function of T~ for several values of n0 • The ground state 
of CII fine structure has two .levels and OI has three. The Einstein-A coefficient for radiative 
de-excitation, the collisional de.,excitation coefficients, the transition energies between levels 
and. the statistical weight· factors for each level .we~e obtained frorn Table· 3.5 of TH.· The· 
abundances of C and 0 .were' taken as 3.0x10-4 ~nd 5.0x10-4 respectively (TH). The escape 
. . . . 
probability of the transiti~n photon is taken to be. 0.5, which is appropriate for an optically 
thin emission· from a semi-infinite plane-parallel slab of gas. The line ratios J15sµm/ h 3µm, 
11ssµm/l14sµm, and 11ssµm/ l3sµm were calculated from the observed FIR line intensities and 
then used with the detailed balance results to obtain T 0 -n0 curves for each reflection nebula. 
These are the broken-line curves in Figure 3.2. 
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Table 3.3: FIR Line Intensities 
Name Line Intensity Continuum Beam Date (GMT) 
10-4 ergs s-1cm-2sr-1 Jy (") NGC 1977a [OI] 63µm 7.1±0.3 300±30 41.9 92Jan09 
10±0.5 230±30 32.7 89Mar17 [CII] 158µm 7.6±0.2 280±20 40.0 92Jan09 [OI] 145µm 1.4±0.1 330±10 40.2 II [Sill] 35µm 1.3±0.4 52±20 48.7 II NGC 1977b [OI] 63µm 4.9±0:5 :_·, 380±50 41.9 II [CII] 158µm 6.2±0.2 200±20 40.0 II NGC 2068 . [OI] 63µm 2.3±0.3 
.i' 210±40 41.9 92Janl0 [CII] 158µm . 8.1±0.2 
· 150±30 40.0 II [OI] 145µm ' 0.9±0.2 190±30' 40.2 II IC 446 [OI] 63µm 0.7±0.2 58±20 41.9 92Jan07 [CII] 158µm 1:8±0.1 23±20 40.0 II P 18 (NGC 2316)c [OI] 63µm ,i 11±0.5 290±30 32.7 89Mar17 [CII] 158µm 4.6±0.3 • 150±40 41.2 II [OI] 145µm 1.4±0.5 150±100 42.2 II [Sill] 35µni 
· :54.1(3a) 220±60 36.3 II P l8 (NGC 2316)ct [OIJ 63µm' 
· · s2.1(3a) 32.7 II NGC 2247 [OI] 63µm 2.5±0.3 . '81±20 41.9 92Jan09 [CII] 158µm 2.1±0.2 40.0 II NGC 2245 
· [OI] 63µm 3.6±0.4 41.9 II 
. [CII] 158µm 2.7±0.2 ' 80±10. 40.0 II '• '. 
0.5±0.1' [OIJ 145µm 82±10 ' 40.2 II NGC 1333 .. ' [OIJ 63µm · 14±0.8 580±60 41.9 92Jan10 [CIIJ 158µm 4.8±0.1 390±10 40.0 II [OIJ 145µm 3.4±0.3 ' .. ., 510±30 •40.2' II , 
. [Sill] 35.Um ; ·. 1.2±0.4 ' 170±30 48.7 II Red Rectangle [OIJ 63µm ~1.1(3a) 210±30 32.7 89Mar15 [CIIJ 158µm :::;0.58(3a) 42.0 II [Sill] 35µm ~3.8(3a) 220±40 36.3 II 
CO J=17-16 153µm 0.5±0.2 42.1 II CED 201 [OI] 63µm :::;o. 76(3a) ~78(3a) 43.8 92Jun16&Jul01 [CIIJ 158µm 0.33±0.02 15±1 '41.6 92Jul01 
aobserved at CII peak of NGC 1977. 
bThe NGC 1977 OI crosscut peak. 
cp 18 H2 peak. 
d 30" N of the P 18 H 2 peak. 
; 
. Table 3.4: NGC 1977 [OI) 63µm Cross.:cuta 
Position RA Offset6 DEC.Offset6 I [01)(63 µm)c Continuum a 
arsec arcsec ( x 10-4 ) '(Jy) 
85 -,185 
-147 2.4±0.5 ' 2±28 
86 -207 -169 3.3±0.4 . 96±19 
. ' 
87 -228 -190 4.6±0.4 .' 214±24 
88e • ·.· .-249 . -211 .. 
. 6.2±0.5 '·. 193±25 '•• 
89 -270 -232 6.0±0.5 181±26 
811 -313 -275 5.7±0.5 
813 
- ". 
-355 -317 5.1±0.5' 
. ' 815 
-398: -360 2;3±0.7 
a1989 Mar observations .. _ 
hOffset from 42 Ori located at RA(1950) 05:32:55.1, -DEC(1950) -04:52:11 
c[OI) 63 µm line intensity in erg cm-2 s-1 sr-1 
din a 32".7 FWHM beam (2.85x·10-s sr). 
ePositiori 88 [OI) 63µm emission peak: RA(1950) ·05:32:38.4, Dec(1950) -04:55:42; The 
observed CII peak is located at RA(1950) 05:32:43.3,_Dec(1950) -04:56:55, at offsets ~a= 
-176" ~8= -284" from 42 Ori. · 
' . .. ' .. .. :· '' 
60 
Ol 
1--' 
Tabl_e 3.5: Results of FIR Analysis on Reflection Nebulaea 
Name Te11(K) Td(K) TdHlT(K) G0 n0 (cm-:3) T 0 (K) E(l0-3) 1f: 1f:. ~ 
CED 201 10000 40h ·.·· 32 · 300 4xl02 .. 200 3.0 _ · ~0.43 · ... ' 
NGC 2245 12500 40b . 35 743 5xl03 570 7.6 , 0.75 · 0.14 
IC 446 19200 .• 51 36 770 lxl03 280 .2.7 2.6 
NGC 7023c 17000 · · 50 42 2600 4x 103 rv200 2.9 0.85 
NGC 2068 20300 - 41 . 43 - 2800 5x103 . 250 3.4 · 3.5 0.39 
NGC 2247 14400 40b 45 4400 4x 103 370 4. 7 0.84 
NGC 1333 14000 .· 45 46 . 4800 2xl04 690 _4.1 0.34 0.24 0.08 
NGC 1977 25400 -40 46 5000 9xl03 420 2.9 0.93 . 0.20 0.18 
NGC 2316 (P 18) 30000 65 - 49 -~- 8100 1x104 690 1.8 0:42 -. 0.13 
NGC 2023<l 23000 ~53h 53 15,000 • 2xl04 400 2.6 0.19 0.06 0.06 
Orion Bare 38000 _ 75 · 63 · 44,000 2xl05 230 . 4.0 ' OJl :_ 0.07 
M 17r 48000 68 65 "_-:56,000 3xl04 - 500 2.5 . 0.18 · 0.13 0.85 
Red Rectangleg 13000- 50 •- 71 - 100,000 -· ... ~33 · :::;0.46 · 
aT elf is the effective temperature of the star. T d is the dust temperature from the modified blackbodyfit. T dHTT is the dust 
temperature estimated from G0 using 10\y-density HTT. theory. G0 is .the incident FUV field in units of the ambient ISRF 
intensity (1.2x10-4 ergs cm-2 s-1 sr-1; Habing 1968). T 0 and •n0 are the gas temperature and density .. E is the observed 
heating efficiency (see § 3.3:1). 1J;
3
8
, !J:
3
5 and ~ are line intensity ratios of (CII] 158µm, (OI] 145µm and (Sill] 35µm to (OI] 
63µm. · · 
bT d is from Casey 1991. 
c All data are from Chokshi et al.' 1988. 
d All data are from Steiman-Cameron et al. 1997. 
e All data are from Tielens & Hollenbach 1985b, Herrmann et al. 1997, and- Goudis 1982. 
f All data are from Meixner et al. 1992. 
gTeff, Td and G0 are from Jura, Turner, & Balm 1997. 
hT d from Harvey, Thronson, & Gatley 1980. 
3 .. 3.4 Physical conditions in reflection nebula PDRs 
The results are shown in Table 3.5, along with previously published values for. NGC 2023 
(Steiman-Cameron: et al . . 1997), NGC 7023 (Chokshi et al. 1988), Orion (Tielens & Hollen-
bach 1985b), and Ml 7 SW (Meixner et al. Meixner et al., 1992) .. 
The plots in Figures 3.4, 3.5, and 3.6 show our reflection .nebula data (represented 'by 
asterisks) overlaid on scans of Figures 16, 15, and 17 (respectively) from HTT. Each solid 
line shows the emergent cooling line intensities as a function of G0 for a given n0 , as predicted 
by the low density PDR model in HTT. The overlays were used to. estimate the PDR gas 
density in the:reflection nebulae from the observed [Sill] 35µm, [01] 63µm, [CII] 158µm line 
intensities, and from the calculated G0 values .. These estimates are shown in the first three 
columns of Table 3.6. For CED 201, the [CII] 158µm line intensity falls outside the density 
: . ,· , 
curves, so only an upper limit n0 was estimated: Fo~ our sample of eight reflection nebulae, 
low density PDR theory predicts the density ranges n0 = 5x102 -6x103 cm-3 from [01] 63µ 
emergent cooling line intensity, n0 ~102 cm-3 to n0 rv 3x103 cm-3 from the [Cll] 158µm line 
intensity, and n0 rv2x104-lx105 cm-3 from [Sill] 35µm emergent line intensities. For each 
reflection nebula, the predicted densities from HTT are compared to the densities obtained 
from our more detailed FIR ?rialysis (the column labeled "FIR" in Table 3:6), and are also 
compared to previously published values (the column labeled "Lit." in Table 3.6). The 
densities from our analysis agree to within one order of magnitude with the low density 
PDR model calculations from the [01] line intensities, except for the three cases where Sill 
is detected (NGC 1333, NGC 1977, and NGC 2316) .. There the densities calculated by the 
' ' ' ' . ' . : '. , " ' 
low density PDR model from the [Si11]·35µm line intensities agree with our analysis.· · 
"; ',-
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Figure 3.4: Our reflection nebula data (represented by asterisks) were added to a scan of 
Figure 15 from HTT. The emergent [01] 63 µm line intensity is plotted as a function of G0 
for the low density (102 < n0 < 106 cm-3 ) PDR model. The uncertainties are approximately 
2. 7 times the size of the· asterisk. The squares .are PDRs associated with HII regions, the 
triangles are PDRs associated with dark clouds, planetary nebulae, and reflection nebulae, 
and the circles are the inner 45" -60" of external galaxies. The "NGC" designation has been 
suppressed in the notation. The observed points assume a unit filling factor in the beam. 
For beam-diluted sources, the observed points should move at 45° as indicated by the dashed 
line. All sources except the Red Rectangle have filling factors of unity or greater. 
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Figure 3.5: Our reflection nebula data (asterisks) were added to a scan of Figure 16 from 
HTT. The emergent [9II] ,158 µm line intensity vs. G0 is plotted for the low density PDR 
model. In all other aspects, this figure is the same as Figure 3.4. 
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Figure 3.6:. Our reflection .nebula data (asterisks) were added. to a.scan of Figure 17. from 
HTT. The emergent [Sill) 35µm line intensity vs. G0 is plotted for the low density PDR 
m·odel. In all other aspects, this figure is the same as Figure 3.4. 
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Source 
CED 201 
NGO 2245 
IC 446 
NGO 2247 
•NGO 2068 
NGCJ333 
NGO 1977 
NGO 2316 (P 18) 
[OI]6 
9x102 
6x103 
5x102 
2x103 
9x102 
4x103 
2x103 
, 3x103 
anensities are in cm-3 . 
Table i6: Estimated' Den:~itiesa · 
·[CII)C 
<102 
4x102 
2x102 
3x102 
3x103 
5x102 
2x103 
5x102 
2x104 
3x104 
:$lx105 
Ax102 ;:::2xl03 
5x103 ;:::2xl03 
lxl03 :$5x102 · 
4x103 :$5x102 
' 5 x 103 2 x 105 ' 
. 2x104 . rvl04 
9x103 · · 3x104 • · 
J x 104 '2-4 x 104 
Lprn 
LFIR 
Lprn 
Lprn 
cs 
co 
co 
. H2 
Referenceh 
Casey 1991 
Casey 1991 
Casey 1991 
Casey 1991 
'Lada et al. i997 
Warin et al. 1996 
Makinen et al. 1985 
Ryder et al. 1998 
hThe [OI] 63µm emergent intensity calculated from the low density PDR niodel of HTT vs.· G0 
(see Figure 3.4). . . . . . . . . . , . , . , 
CThe [CII] 158µm emergent intensity calculated from the low density PDR model of HTT vs. 'Go 
(see Figure 3.5). . . . . . . .. , .· ,, ·. . 
dThe [Sill] 35µm emergent intensity calculated from the low density PDR model of HTT vs. G0 
(see Figure 3.6). · 
eThe densities estimated by the crude FIR analysis in this paper. 
fDensity estimates from the literature. · 
gThe tracer used to estimate the densities from the literature. 
hReferences for the density values from the lite~ature. '. · 
3.4 The Geomet:fy of the NGC 1977 PDR: [OI] 63µm 
, ~ ~ ', ~ r , ,, , , · , , 1 
scan 
;. 
The PDR of NGC. 1977 is the best studied source of our sample .. Makinen et al. ( 1985) 
• ' • • 1 • f ,, '. ' ' .. , '· t!, 
provided a detailed study of the dust of the interface region and demonstrated that the 
,· ' ' ' , ... ,, ' ; ' ; ' . : '·', ·, 
molecular cloud to the sout.hwest 'Ya.s externally illuminated by the Bl V star 42 Ori. In a 
,, . 
companion paper, Kutner et al. (1985) provided a detailed study of the chemical composition, 
• • 1 • ' • • '.. ' ' 
and structure of the molecular cloud. They claim that the HII region/molecular cloud 
• • ! ' 
interface is not edge-on as .the bright rim globule su.ggest~, but rather tilted or curved so 
that a significant portion is more face-on, a geometry previously suggested by Wootten et 
. . . . ; . . , . , ' ~ ,: ; ' " . ' . . ; . .. . ' \ ' 
al. (1983). This tilted geometry is supported by the overlap of CO and 6 cm continuum 
. . . ~ . 
emission, as well as the spatial coincidence of CO and C76a emission .. More recently, Howe 
< ' ' , 1. 
et al. (1991) mapped out the interface in the [CII] 158µm line and modeled the region as a 
' ;\. - ' ' 
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edge-on PDR that is clumpy and successfully demonstrated that dumpiness can explain the 
extended nature of the [CII] emission. 
In .order to better understand the. structure and ·energetics of this interface region, we 
have made an [OI] 63µm crosscut perpendicular (PA=45°) to the HII region/molecular cloud 
interface and passing through the peak in the 6 cm map of Kutner et al. {1985). ·The [OI] 
63µm line intensities are listed in Table 3.4. Figure 3. 7 shows the structure of the [OI] 63µm 
crosscut normalized with respect to the peak position (88). For comparison, we have plotted· 
the relative intensities of the 6 cm continuum emission, which traces the ionized gas (Kutner· 
et al. 1985), the CO J=l-0 (Kutner et al. 1985) and C180 ~=2-1 (Minchin & White 1995) 
line emissions which trace the molecular gas and the [CII] 158 µm line emission which traces 
the ionized carbon zone of the PDR. The peak of the 6 cm continuum emi_ssion map is most 
likely a contaminating background source (Kutner et al. 1985) and we have normalized the 
6 cm intensity with respect to an interpolated peak in order to present more realistically the 
. ~ . 
relative intensity of the ionized gas region near the interface. The 6 cm peak, which lies a 
. ' 
factor of 2.1 above the interpolated peak, is shown in the plot for reference. 
In looking at the cross cuts, one is immediately struck by the spatial coincidence of the 
[OI], [CII], CO and C180 and by the separation of the 6 cm continuum peak fromthe peaks 
of the atomic and molecular gas emissions. In a face-on geometry, where the observer's line 
of sight is perpendicular to the interface region, one would expect all emissions to be spatially 
coincident. Hence, the. fact the 6 cm emission peak is separated from the rest suggests quite 
. . . 
clearly, that the r~gi~n is not face~on. On the other hand, in an edge-on geom,etry ( obs~rver's 
' . ,···, ' . 
line of sight is. parallel to the interface region)' one would expect a clear separation . of the 6 
':' 
., 
cm peak, the [OI]/[CII] peaks and the CO/C180 peaks. Such a clear separation is observed in 
Ml7SW, whichis a classic efample of an edge-on PDR (Meixner et al~ 1992) .. The facfthat 
the [OI] and [CII] peaks are essentially coincident with the CO and C180 peaks sugges~s that 
. ' 
the NGC 1977 PDR is not edge-on, but has a fairly large tilt with respect to our line of sight; 
perhaps an almost 45° 'tilt. The geometry of the interface which Kutner et al. (1985) clearly 
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Figure 3.7: Our observed [OI] 63µm scan of NGC 1977 at rv40"angular resolution is overlaid 
with crosscuts taken from published NGC 1977 maps. These maps are [CII] 158µm at 
~55" resolution from Howe et al. (1991), 12CO J=l-0 at rv60" resolution from Kutner 
et al. (1985), C180 J=2-1 at rv20" resolution from Minchin & White (1995) and 6 cm 
continuum emission at rv20" · resolution from Makinen et al. (1985). The relative intensity 
normalized to the peak intensity in each line is plotted as a function of distance in arcseconds 
and pc (assuming a distance of 450 pc) from the ionizing star. The peak intensities in the 
scan for OI and CII are 6x10-4 and l.8x10-3 ergs cm-2s-1sr-1, respectively, and for the 6 
cm continuum, 0.4 mJy beam-1. The scan crosses an unresolved point source in the 6 cm 
map which is thought to be a background source that is unrelated to the HII region (Kutner 
et al. 1985). Wehave interpolated a 6 cm peak that represents the HII region,. but .show the 
' ' - ' ., . ' ' ' . 
effects of the point source for reference. 
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portrayed in their, Figure 7 can explain the observed structure of this crosscut. An edge-on 
PDR that is clumpy cannot explain these observations. Certainly, NGC 1977 is clumpy and 
this dumpiness has some effect on the extension of the [OI] and [CII] emissions. The 13CO 
and ciao observations of Minchin & White (1995) :reveal two ridges of clumps and show 
that the ciao is. preferentially. photodissociated with respect to. 13CO which explains why 
the ciao is more narrow in appearance compared the CO emission in Figure 3. 7. However, 
in an edge-on clumpy region one would expect the [OI] 63µm emission to decrease .more 
rapidly than the [CII] 158 µm emission. Ifwe assume Howe et al.'s (1991) .edge-on clumpy 
model (ne: =· 3 x 104 cmT3, R= 0.4 'pc) and an incident far.:uv flux of G0 =5000 at· the edge 
of the region (r=0.69 pc), then at a distance of.1.08 pc from1the star, the the far-UV flux 
incident on a clump would decrease.to rv800, the [CII] line emission would be 0.5 times the 
peak value, the [OI] line emission would be 0.3 times the peak value and the ratio of the 
[OI]/[CII] intensity .would be almost half .the peak values (using Fig. 13 of HTT). Since, 
the [OI]/[CII] intensity ratio is relatively constant if not increasing at larger distances into 
• • • : • 1 ~ , • ' 1 ;. ' < ' ' t j i ' 
the cloud, we ~onclud.e that the PDR of NGC 1977 is not anedge-on cl,umpy: ~DR. Rath~r, 
.the PDR of NGC ,1977 .is much like Kutner et, al. (1985) envisioned it, ~ fairly tilted PDR, 
except a bit clumpier. 
3.5 Testing low-excitation ·PDR theory with the· · 
· observations 
The standard TH model has G0 '= 103 - :106 , and n0 =103 - 106 cm-3 , and the low density 
HTT model has G0 = 1 - 104, and n0 =102 - 104 cm73 • The reflection nebulae dearly fall 
within the regime of the low density PDR model, which also predicts T d ·~ 50 K and T 0~ 
200 K. The standard PDR model (Tielens & Holenbach 1985a) predicts that [OI] 63µm will 
dominate the cooling in high-excitation high-density PDRs. The low density PDR model 
predicts that [CII] 158µm line intensity will be comparable to or exceed the [OI] 63µm cooling 
69 
line intensity. This trend is indeed observed for five of the seven reflection nebulae where 
both lines were detected. In the reflection nebulae where [OI) 63µm line emission exceeds 
that of [CII) 158µm, the [OI) dominance is, much less than that found for high-excitation 
PDRs:in Orion and M17 (see the line ratio fua1 column in Table 3.5). When exposed to the 63 
intense FUV field from very young type 0 stars, the dust grains involved in photoelectric 
heating may become positively charged. But in cooler stars of spectral type BO and later, 
the low~r FUV flux permits less charging of the grains and may allow an estimation of the 
neutral work function. If photoelectric heating is dominated by other heating processes (e. 
g., photoionization of CI or photodissociation of H2), the heating efficiency, c, will be low. 
However, if the grain work function is low, even sources illuminated by late stellar-type stars 
will have a high photoelectric heating efficiency. 
3.5.1 Heating efficiency vs. effective temperature 
The heating efficiency E is plotted against the effective temperature of the star, Teff, in 
Figure 3.8. The result shows that over the range Te// = 10,000 - 56,000 K, the heating 
efficiencies are all the same to within a factor of 10. This observation is consistent with the 
Spaans et al. (1994) model for the effect of color temperature of the radiation field on PDR 
energetics. Spaans et al. (1994) modified the Bakes & Tielens (1994) photoelectric heating 
model (which included the contribution by PAHs in addition to VSGs in the standard model 
of Tielens & Hollenbach 1985a) to incl~de the effects of changing the color temperature of 
the illuminating source. The Spaans et al. 1994 model found that E for PDRs illuminated 
by stars with Te/f~ 6000 - 10000 K would only be a factor <10 lower than the c for PDRs 
illuminated by stars with Te/,~ 20000 - 30000 K. Fewer FUV photons are available from 
the lower-temperature stars, but because the dust grains become less, positivelydiarged, the 
' ,·, . . . ' : . 
' ' 
effective quantum yield is higher for these lower-temperature stars. 
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Figure 3.8: The observed heating efficiency is plotted against Te// for each refleCtion neb-
ula. Additional data from the literature has been added for Orion (from Tielens & Hol-
lenbach 1985b), for NGC 7023 (from Chokshi' et al. 1988), for NGC 2023 (from Steimari-
Cameron et al. 1997), and for Ml 7 (from .Meixner et al. 1992). 
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3._5.2 Observed line intensity ratios vs. G 0 
Bec~use of its low t~ansitionenergy(E = 92 K) ~nd low critical density (ncr . 2.8x103 cm-3); 
the collisionally-excited (CII] fine-structure 2P ! - 2P~ transition at 158µm should be the 
domiiiant cooling line in low-density, low-tempe~ature clouds'(HTT). The [OI] fine-structure 
lines have higher excitation energies and higher critical densities, and sho,uld dominate the 
cooling in high-density, high-tempefature clouds _(Wolfire, Ti1elens, & Hollenbach 1990; TH). 
The [OI] 3P2 --:- 3P1 fine structure transition ·at 63µm has energy E ..:_ 228 K, and critical 
densi.ty ner = 4.7x105 cm.:..3 • Although the [OI] 3P1 - 3P0 fine structure transition at 145µm 
has lower transition energy (E = 98 K) and comparable critical density (ner - 9.5x104), it 
lies higher above ground. The highest-excitation fine structure lin~ ob~erved ·in this study 
iS' the 2P 1 - 2 P.2 'tra~sition of Sill ~t 35µ'm which has ~ transition enetgy of 414 K and a 
2 2 
critieal density of 3.4x105. 
The observed line intensity ratio [CII] 158µm over [OI] 63j.tm is plotted against G0 in 
Figure 3.9. Th~ plot shows th~t the ratio is approxhri~tely 1. or higher at G0 ;;;6x103 . This 
observation is consistent with the HTT low-density PDR model cal~ulation of the e~ergent 
fine~structure line intenslties as a function of G0 • HTT predicts that [CII] 158µm will dom-
inate the cooling line emission from low-density (n;;; 104 cm-3) PDRs with low G0 (;;;103) 
because of the relatively low transition energy (92 K) and low critical density (ner = 2.8x103 
cm-3) of the collisionally-excited [CII] fine~structure transition 2P 1 - 2P ii at 158µm (Tie-
2 2 
lens & Hollenbach 1985a). The data show the [CII] 158µ1n over [OI] 63µm intensity ratio 
decreasing with increasing G0 • A cutoff appears at G~ 6x103 where the ratio drops below 
unity and the [OI] 63µm line inten'sity clearly dominates the ·cooling of the PDR gas . .This 
result is also consistent with the HTT model which shows a gradual increase of [OI] 63µm 
emergent line intensity with increasing G0 , due to the high transition energy (228 K) and 
high critical density (4.7x105 cm-3):ofthe 3P2 - 3P1 [OI] fine-structure transition at 63µm. 
In the data, the higher G0 PDRs also have higher n0 (~ Iler for [CII] 158µm), which also 
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co~tributes to the observed trend. 
The line intensity ratio [OI] 145µm over [OI] 63µm is plotted against G
0 
in Figure 3.10. 
For all the sources the ratio is ;;::; 0.4, and decreases with increasing G0 • This trend was 
not expected. Both [OI] fine-structure lines have. comparable critical densities ("' 105 cm 
-
3
), and although the transition energy for the [OI] 3P 1 .- 3P0 fine structure transition at 
145µm is low (98 K), the energy levels involved lie higher above the ground state than the 
[OI] 3P2 - 3P 1 fine structure transition at 63µm. Higher G0 would increase the population. 
of the higher level and the [OI] 145µm line intensity should increase with increasing G
0 
if 
the line is optically thin. Generally in photodissociation regions, the [OI] 145µm is optically. 
thin whereas [OI] 63µm is optically thick (Wolfire, Tielens, & Hollenbach 1990; TH), so the 
[OI] 145µm should increase faster with increasing temperature than the o~tically thick [OI] · 
63µm lirie. Therefore the line intensity ratio [OI] 145µm over [OI] 63µm should increase with• 
increasing G0 , but the data show the opposite. Perhaps in the lower density regime of these, 
data, both of the low lying [OI] lines are optically thin, and the [OI] 63µm line intensity is 
increasing slightly faster with increasing G0 than the [OI] 145µm line intensity, resulting in, 
the observed decreasing [OI] 145µm line over [OI] 63µm line ratio. 
3.5.3 Dust temperature vs. G 0 
The dust temperature, Td, obtained from the literature and from the modified blackbody 
described previously (see Table 3.5) is plotted as a functiCm of G0 (see the data points in. 
Figure 3.11). The solid line in Figure 3.11 is the 60µm/100µm color temperature calculated 
by HTT as a function of G0 • HTT used a .A-:-1 dust emissivity law and assumed that the 
grains are in a plane parallel slab illuminated on one side by a UV field. Heating of the grains 
were assumed to be from the incident FUV flux, fro~ the infrared continuum re-emission 
by the surrounding dust, and from the cosmic microwave background. The .A-1 emissivity 
law holds for these classical dust grains at G0 .:<::,l0, but for lower G0 the dust grains may be 
cool enough to follow a .A-2 emissivity law (Draine & Anderson 1985). Figure 3.11 shows 
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Figure 3.9: The observed line intensity ratio of [CII] 158µm over [OI] 63µm is plotted against 
G0 for each reflection nebula. 
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Figure 3.10: The observed line intensity ratio of (01] 145µm over (01] 63µm is plotted against 
G0 for each reflection nebula. 
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Figure 3.11: The dust temperature Td is plotted against G0 for each reflection nebula. The 
points are derived from our data and the solid line is from theory (HTT). · 
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th;tt the observed dust temperatures agree well.with HTT theory for the range 740<G 0 ::; 
5.6xl04 • The observed slope is consistent with Td increasing with G0 as predicted by the 
simple theoretical model. However, the observed Td is consistently higher than the predicted 
Td. Nearly all the data points lie above the theoretical curve .. This result is probably .due 
to transient heating of the dust by FUV photons which was not included in HTT's simple 
radiative transfer model. 
3.6 Conclusions 
We present an analysis of far-infrared line and continuum emission from eight reflection neb-
ulae illuminated by stars ranging in spectral type from B9-BO, representing stellar effective 
temperature Te/f = 10,000 - 30,000 K. Our analysis provides estimates of the physical 
conditions in each of these reflection nebulae. In our sample, the estimates for gas densities 
ranged from n0 =4xl02 -2x 104 cm-3 , and the estimates for gas temperatures ranged from 
T 0 =200-690 K. The dust temperatures, estimated from fitting a modified blackbody curve 
to FIR continuum observations, are T d :::; 65 K. These results are compatible with the low-
density PDR theory of Hollenbach, Takahashi, & Tielens 1991. In particular, the CII to OI 
(63um) line ratio decreases with increasing G0 • The dust temperatures obtained from the 
modified blackbody fitting are higher than those predicted by the HTT dust temperature 
theory, probably because the transient heating of small dust grains was not taken into ac-
count by HTT. We also find that the 145 to 63 µm line ratio decreases with increasing G0 
and we are perplexed by this trend. It is noted that for our sample the higher excitation 
conditions (i. e., higher incident far-ultraviolet fluxes) correlated with higher gas densi-
ties, but the model makes no such correlation. Comparing the results shows how changing 
the color temperature of the illuminating radiation field affects photodissociation regions. 
We found that effective temperature of the illuminating stars caused no noticeable trend 
in the observed heating efficiencies, which primarily had values ranging from E=l.8x10-3 _ 
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4.lxl0-3 . This result is consistent with the Spaans et al. (1994) model which modified the 
the photoelectric heating theory of Bakes & Tielens (1994) to account for color temperature 
effects and predicted that the heating efficiencies would vary by less than a factor of ten with 
the color temperature of the illuminating field. A detailed look at our best-studied source, 
NGC 1977, shows that it is not purely edge-on. 
t;' 
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Chapter 4 
NIRIM: a Dual Purpose .. Near 
Infrared (0.76-2.5µm) Imaging 
Camera for Wide .. Field and Hig·h 
Resolution Imaging· 
4.1 Introduction · 
We present the design and performance characteristics of the Near Infrared Imager (NIRIM) 
.which is a near infrared camera operating in the 0.76-:-2.5µm wavelength range. In August 
1995, NIRIM was commissio!led at our. Mt .. Laguna Observatory 1 m telescope near San 
Diego, California. At. Mt. Laguna, we use NIRIM for photometry and wide field imaging. 
NIRIM is our first effort on expanding the 1 m's capabilities to infrared wavelengths. NIRIM 
will also be. used as a science earner.a for the.University of Illinois Se.eing Improvement System 
. (UnISIS), which is alaser guided adaptive optics system at the cou<l,e focus of the Mt. Wilso.n 
2.5 m .. At Mt. Wilson, we will use NIRIM for high angular resolution imaging a11d we expect 
to achieve diffraction limited performance with UnISIS. 
NIRIM has been designed with two telescope systems in mind: the Mt. Laguna Obser-
vatory (MLO) 1 m and the Mt. Wilson Observatory 2.5 m. On the MLO 1 m, the two 
main astronomical functions of NIRIM are wide field (::; 8.5') imaging and photometry over 
the spectral range of 0.76 and 2.5 µm . On the'Mt: Wilson 2.5 m, NIRIM will be capable 
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of diffraction limited imaging (0."08) with the assistance of the University of Illinois Seeing 
Improvement System (UnISIS) which is a laser guided adaptive optics system currently un- · 
der construction (Thompson et al 1998). NIRIM is mounted at.the Cassegrain focus at the 
MLO l ·m and sits on an optics bench near the coude focus for UnISIS. We wanted flexibility 
in·NIRIM's capabilities to accommodate a wide range of astronomical.interests: stellar pho-
tometry,· imaging of large galactic nebulae and imaging galaxies and galaxy clusters. This· 
desire pushed the design towards a choice in plate scales (3 for MLO and 2 for UnISIS) and 
a large choice in filters (14 total possible at one time). We designed with future expansion. 
in mind: room to accommodate larger arrays and space in the optical train for a grism. 
In addition to astronomical considerations, we considered cost and maintenance issues;. 
We chose a NICMOS3 array because its spectral coverage cuts off at 2.5µm which is .a 
natural long wavelength boundary before the thermal background co1:1tribution becomes 
significant. Neither the MLO lm telescope nor UnISIS are optimized for thermal background· 
contributions. The NICMOS3 array requires cooling to temperatures close to 77 Kand hence 
only.needs liquid nitrogen for cooling. Because we havejust one person who maintains the 
instruments, simplicity in this regard was important .. We chose refractive optics because they 
would be easier to switch around and align when changing telescope systems than reflective 
optics. ·We chose to modify and reprogram our CCD controllers instead of creating a different · 
data acquisition system because it was cheaper in development and mairitenance. 
NIRIM has been in operation at the MLO lm telescope.since August 1995 and has been 
tested for use with UnISIS on which we expect to see first light soon. Updates on NIRIM 
can be found at our Web site: http://www.astro.uiuc.edu/·--meixner/nirim:html . 
4.2 Optical Designs 
The optics for N.IRIM were designed with: the help of ZeeMAX. Tables 4.1 and 4.3 list the 
details of the optical designs for NIRIM at the MLO lm f/7.6 focus and UnISIS at an 
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f/~1 focus, respectively. Figure 4.1 shows the optical layout for the MLO 2" /pixel· plate 
scale and the UnISIS 0."04/pixel plate scale and Figure 4.2 shows a block diagram for the 
dewarJayout. Although the optical designs for NIRIM .at MLO and UnISIS are different, 
the approach is similar. The light from the telescope system is focused onto a cold aperture 
wheelwhich, with a turn of a knob, has a selection' of square apertures. These apertures have 
sizes corresponding to the.field of view size for a chosen plate scale and are used to cut down 
on background emission. A combination of three lenses are used to collimate the light and to 
image the telescope secondary onto the cold Lyot stop which reduces background emission. 
The two filter wheels, which. have' software controlled. motors, are· located just before the 
Lyot stop.; Only one filteris in the optical path at any one time. A combination of four 
lenses for the MLO lm and three lenses for UnISIS are used to refocus the light onto the 
NICMOS3 256x256 array detector. The lenses are made of either calcium fluoride (CAF2), 
fused silica (FSIL), barium fluoride.(BAF2) .or zinc selenide (ZNSE) and are anti-reflection 
coated over the wavelength .range of 0.76 to 2.5µm . , 
. Different plate scales are available with NIRIM at both .MLO and UnISIS with just the 
turn of a knob. The second combination of optics,, i.e. the reimaging optics, determines the 
plate scale of the image. At MLO, NIRIM has three options in plate scales, 0."5, 1" and 
2" /pixel; and thus, has three tubes of reimaging optics· (Figure 4.2). The tubes are mounted 
onto a rachet mechanism whic.h moves the tubes into .and out of the light path when the 
user turns an external knob. On UnISIS, NIRIM has two plate scale options, 0."04 and 
0."08/pixel; and two tubes of reimaging optics. 
The choke in plate scales was driven by, expected image quality at both telescope systems 
and making the field of view as. large. as possible. The typical seeing at the MLO 1 m is 
1.5-2" FWHM. The F /7.6 telescope optics of the 1 m are excellent for wide field imaging 
( ,......30' without the field flattener; 1° with it). For photometry, we wanted the psf well 
sampled, particularly for bright stars which saturate easily, and thus we chose pixel scales 
of 0."5 and 1"/pixel. The widest field mode uses a 2"/pixel plate scale allowing an 8.'5x8.'5 
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fo~ld of view. This latter plate scale makes the imaging of large nebulae easy. Figure 4.3 
shows the Whirlpool Galaxy; M51, imaged with each of these three different plate scales at 
the MLO lm and the fields of view associated with each. 
On UnISIS, we expect to take advantage :of diffraction limited imaging with the 2.5 m 
aperture. At 1 µm the diffraction limited psf FWHM is rv0."08, and at 2.5 µm it is rv0."16. : . . . 
In order to Nyquist sample the psf, we have adopted plate scales of 0."04 and 0."08/pixel. 
While we can in principle use the 0."04/pixel plate scale for all wavelengths, the tiny field 
of view it affords, 10" x 10", made it desirable to have a larger field of view for the longer 
. . 
wavelengths. ';rhe array has slightly different focus. locations ·for the different plate scales 
and the array is mounted on a moving stage so that it can be moved to the different focus 
locations. 
In the future, we plan to include low resolution spectroscopy. with a grism. A cold 
aperture wheel was included in the design to allow easyinstallation of cold slits. Adequate 
space in the filter wheel box has been alloted for future grisms. The dewar is also spacious 
enough to accommodate and upgrade to larger arrays and fields of view .. 
Table 4.1: Optical.Design: NIRIM at MLO 1 m 
Surface Radius of Distance to Glass Semi- · Comment Number Curvature (mm) Next Elem. (mm) Diameter [mm) 1a 
-6096 
-1999 MIRROR 508.02 primary 2h 
-3468 2646.47 MIRROR 177.34 secondary 
3 Infinity 6 CAF2 19 window 
4 Infinity 4.88 19 
5 Infinity 12.70 , 5.5,10.4,14.2c 
. aperture 6 37.21 6.69 CAF2 19 lens 
7 100.04 0.78; 19 
8 46.31 4.43 FSIL 19 lens 9 . 32.57 31.51 19 
10 253.10 6.51 BAF2 19 lens 
11 -58.00 
.40.0 19 
12 Infinity . 2.54 FSIL 12.7 filter 
13 Infinity 22.41 12.7 
continued on next page .. '. 
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Surface 
Number 
14 
15e 
16 
17 
18 
19 
20 
21 
22 
23 
14 
15d 
16 
17 
18 
19 
20 
21 
22 
23 
14 
15£ 
16 
17 
18 
19 
20 
21 
22 
23 
aconic constant = -1.205 
hconic constant = -8.022 
Table 4.2: Table 4.1 (cont'd) 
Radius of Distance to Glass Semi- Comment 
Curvature [mm) Next Elem. [mm] Diameter [mm) 
o.115 LJ2ixel I!late scale 
Infinity 0.58 5.72 Lyot stop 
20.02 4.28 CAF2 9.525 lens 
-36.17 1.26 9.525 
"1050.0 2.5 FSIL 9.525 lens 
29.28 38.10··. 9.525 
-10.735 3.5 BAF2 9.525 lens 
1701.80 17.55 9.525. 
-11.25 8.84 ZNSE 9.525 lens 
-15.88 9.0 9:525 
Infinity 7.24 array 
111 [I!ixel I!late scale 
Infinity 0.68 5.76 Lyot stop 
17.9 5 CAF2 10. lens 
-88.49 0.50 10 
-1050.0 2.5 FSIL 9.525 lens 
29.28 38;10 9.525 
-10.735 3.5 BAF2 9.525 lens 
1701.80 17.55 9.525 
-11.25 . 8.84 ZNSE 9.525 lens 
-15.88 9.0 9.525 
Infinity 7.24 array 
211 foixel I!late scale 
Infinity 2.67 5.87 Lyot stop 
39.996 9.0 CAF2 12.7 lens 
-63.355 5.79 12.7 
1124.77 6.43 FSIL 12.7 lens 
25.912 10.82 12.7 
113.57 9.0 BAF2 12.7 lens 
-36.54 20.80 12.7 
24.22 8.95 ZNSE 12.7. lens 
21.347 12.19 12.7 
Infinity .; .. 7.24• array 
cThree dimensions, that correspond to the 0.115, 111 , and 211 /pixel plate scales, are the distances to the corner of the square 
apertures. The aperture wheel can contain upto 5 apertures or.slit masks. · 
d Even Asphere: The sag is given by 
conic constant (k) = 0.0, radius of curvature (c) given in table, 01 = 0.0011885, 02 = -1.7595e - 005, 03 = 7.070624e - 008, 
04 = -1.311013e - 009, as - as= 0. 
eEven Asphere: k = 0.0, 01 = 0.0035192, 02 = -2.2634e - 005, 03 = -4.8491e - 008, 04 - as = 0. 
fEven Asphere: k = 0.0, 01 = 0.0044126, 02 = -4.8173e - 006, 03 = -7.0293e - 008, 04 = 8.2699e - 010, as - as= 0. 
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Surface 
Number 
Table-4.3: ·optical Design: NIRIM at UNISIS· 
Radius of Distance to Glass Semi-
1 
2 
3 
4 
.5 
6 
7 
8 
9 
,10_. '. ,! 
11 
12 
13 
14 
15 
16 
17 
18 
19 
Curvature [mm) Next Elem. [mm) Diameter [mm) 
Infinity 5.0 CAF2 19.0 
Infinity 4.88 19.0 
Iiifinity 10.31 · 8.12, 15.3a 
496.93 4.40 CAF2 19.0 
:65.63 9.16 . . . . 19.0 
-197.01 4.66 FSIL 19.0 
67.03 20.92 19.0 
59.06 · 6.42 ' CAF2 19.0 
-73.48 47.0 19.0 
Infinity 2.5 ". FSIL :· 12. 7 
Infinity 26.34 12. 7 
Infinity 
105.68 
-16.90 
-49.17 
136.37 
-133.47 
156.06 
Infinity · 
0.1104 /pixel plate scale 
0.5 
2.5 CAF2 
0.60 
7.5 FSIL 
58.62 
2.5 BAF2 
11.18 
1.9 
6.35 
6.35 
6.35 
6.35 
9.525 
9.525 
7.24 
0.1108 /pixel plate scale 
12 . Infinity 0.5 1.9 
13 26.98 6.21 · CAF2 9.525 
14 -22.49 2.81 9.525 
15 · -39.0 7.5 FSIL · 9.525 . 
16 :24.57 14.68 9.525 
17 31.69 7.49 . CAF2 9.525 
18 -31.34 25.52 . 9.525 
Comment 
window 
aperture: 
lens 
lens 
lens 
filter . , 
· · Lyot stop 
lens 
lens 
lens 
array 
Lyot stop 
lens 
lens 
lens 
19 Infinity 7.24 array 
a Two dimensions, that correspond to the 0."04 and 0.1108 /pixel plate scales, are the distances to the corner of the square 
• ~ • ' ' ' • ' • ' < ' \ 
apertures. The aperture wheel can contain up to 5 apertures or slit masks. 
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4_.3 · Cryostat Design 
The cryostat design was determined by three factors: cooling the entire optical design, easy 
interfacing with two telescope systems and a longer than 24 hour hold time. Figure 4.2 
shows the mechanical layout of the dewar with the MLO setup at a side and top view. The 
\ . 
'' 
entire train of optics from the apertures to the NICMOS3 array are cooled to 77 K with 
. ' 
' ' , , ' ,, ''· ' 
the two tanks of liquid nitrogen. On the MLO lm, NIRIM is mounted at the Cassegrain_ 
focus position (Figure 4.4). In order to have a cold aperture at the MLO 1 m focus, which is 
located 0.5 inch below the mounting plate, we had to sandwich the aperture wheel between 
the dewar wall and.the first radiation shield .. Infact, the reason we have two liquid nitrogen 
tanks as opposed to one, is because of this small distance to the MLO lm focus. In order to 
cool the aperture wheel, we needed a radiation shield very close to the dewar wall, but this 
same radiation shield was inadequately placed to.maintain a 77 K temperature for the rest of 
the optics. Thus we required a second,. inner radiation shield, to cool the main portion of the 
optical bench. On UnISIS, the dewar's flat square top rests on an optics bench. This UnISIS 
interface drove the design to have a square as opposed to a cylindrical top which would have 
been more difficult to hold stable on the optics bench. The dewar hold time was designed 
to be 36 hours, which allows. an almost leisurely refilling of the dewar. A sieve of activated 
charcoal in the dewar helps to maintain the vacuum. The two cans of liquid nitrogen create 
a very stable temperature' of 77 K for operation: the inner can of 1.7 liters essentially never 
run~ out of liquid nitrogen unless the outer can of 6 liters is empty. On UnISIS, NIRIM 
will not move and the liquid nitrogen will remain for at least 36 hours. On MLO, the time 
is reduced to between 24 and 30 hours, due to spillage; during telescope' positioning. The 
fill tubes for the dewar were placed towards the window i11 order 'to minimize the loss of 
cryogens during operations at MLO. When observing south of· zenith, the fill tubes point 
upward. However, when observing north, the' fill tubes point downward and insert tubes are 
placed inside the neck tubes to prevent the dumping of cryogens. There are five moving parts 
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to the dewar (see Figure 4.2). The aperture wheel, reimaging optics tube selection and array 
stage position are all changed with external knobs by hand. Each of these mechanisms is 
typically changed only once for the entire night of observing. Filters are changed much more 
frequently and we have the two filter wheels moved by stepper motors that are controlled 
by the user interface software. The controlling and data acquisition electronics are mounted 
directly onto the cryostat and are a small fraction of the size and weight of the entire system. 
4.4 · Electronics 
The general characteristics of NIRIM are listed in Tab~e 4.4. In this section, .we describe how 
we obtained these characteristics and we discuss some details about our electronics system .. 
Table 4.4: Characteristics of NIRIM 
Parameter Unit Value 
type of array. · ·NICMOS3 (HgCdTe) 
spectral coverage µm 0. 76-2.5 
array format pixels 256x256 
pixel size µm 40 
full well electrons 300000 
system gain electrons/ ADU 10 
read noise electrons 40 
dark current electrons/sec < 1 
#of bad pixels (655360 total) 111 
rms in fiat 3 7-20 
peak/valley ratio in fiat 1.2-2.4 
plate scales on 1 m "/pixel 0.5, 1.0, 2.0 
plate scales on UnISIS "/pixel 0.04, 0.08 
Field of view on 1 m 'x ' 2.lx2.1, 4.3x4.3; 8.5x8.5 
Field of view on UnlSIS "x" lOx 10, 20x20 
4.4.1 Array Detector 
At the heart of NIRIM .is a Rockwell NICMOS3 llg:Cd:Te 256 x 256 array detector, with 
pixel sizes of 40µm (Vural et al. 1990). We operate the array with a 1 Volt detector bias 
voltage, which provides an adequately large well ( rv 300,000 electrons) for large incident flux 
cases (e.g. 5 second exposure at K band for the 2" /pixel plate scale at MLO ). The array has 
111 bad pixels seen best in the dark frame image (Figure 4.5). The dark images also show a 
gradient that is brighter at a quadrant boundary and decreases in .intensity along a column 
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al).d the location.of bad pixels which appear brighter/hotter than other pixels .. The gradient 
has been noted in these arrays before by Rieke et al. (1993) and is related to a settling 
of the array after reset. The gradient is repeatable and subtracts, well. from images. The 
measured dark current of array is < 1 electron/second and for the 1" /pixel plate scale we 
essentially achieve this value .. However, for 2" /pixel and 0.5'' /pixel, we measure a nominal 
dark current of 10 and 30 electrons/second because a small amount of light leaks onto the 
detector due to a small gap between the end of the reimaging optics tubes and the detector. 
We are currently lengthening the optics tubes to remove this gap. NIRIM images of flat fields 
reveal 1 sigma deviations from flatness of.7% and 20% for K' band inthe 2" /pixel plate scale 
(see Figure 4.5) and ·I band in the 0."5/pixel plate scale, respectively. The peak-to-valley 
deviations from flatness are 1.2 and 2.4 for K' band in the 2" /pixel plate sca~e (see Figure 4.5) 
and I band in the 0."5/pixel plate scale, respectively. The.flat field response changes with 
plate .scale, appearing more uniform the larger the plate scale (7% to 9% rms. and 1.2 to 
1.4 peak to valley). This change with plate scale suggests . that much. of the structure we 
observe in the flat field is from structure on the window, which is very close to the aperture 
focus, as opposed to structure in the responsiveness of the array, which appears much flatter. 
The flat field response also appears more uniform at longer wavelengths. The black specks 
which appear on the uniform illumination in Figure 4.5 are dust specs which have landed on 
the array .itself and are not indicative of bad pixels. Periodic cleaning of the array surface 
removes these artifacts. 
4.4.2 Controller and Signal Processing Electronics 
The controller and signal processing electronics used for NIRIM were adapted from our 
CCD controllers (Leach 1991). The adaptation required some minor hardware changes to 
the hoards and some significant changes to the Digital Sigrial Processor (DSP) 56000 software 
which controls the· timing and voltage levels of control signals sent to the array and to the 
signal processing chain on the analog boards. Figure 4.6 shows the layout of the electronics 
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system. The NICMOS3 array has four quadrants, each with its own output amplifier. We 
read out these quadrants in parallel with four analog signal processing boards which amplify 
. and digitize the pixel voltages measured at the output amplifier. The array is clocked out 
or reset with digital signals originating from the timing DSP board which also synchronizes 
the analog signal processing with the array Clocking. The digitized pixel values, which are 
in analog to digital units (ADUs), are transmitted in series over a fiber optic cable to the 
VME board, which is another DSP 56000 controlled board, where they are organized into an 
image. This VME board communicates with a Sun SPARC LXE-8 computer board through 
a VME bus. The final image is stored as a FITS image in the Sun workstation memory. The 
user interfaces with the electronics system through an Open Windows interactive window 
me~u ·called IRTool. From· IRTool, the user can select filters, set exposure' 'times, change 
FITS headers and check the array temperature: User selections are translated into DSP 
56000 language and transmitted over a fiber optic cable to the' timing and utility boards 
for execution. The utility board, which is a third DSP 56000 controlled board, oversees the 
"housekeeping" functions of NIRIM: the stepper motor control signals, the monitoring of the 
detector temperature sensor, and the monitoring of the homeswitch positions of the filte~ 
wheels and array stage positions:· 
4.4.3 · System Gain 
The electronics gain for NIRIM is determined. from measurements of flat field images and 
darks. According to photon statistics, 
where a~ is the variance of the photoelectrons detected and µP is the mean of the photoelec-
trons. However, for the analog to digital units (ADUs) that we measure 
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' : 
where a is the standard deviation in ADU; µ is the meari in ADU and g is the system 
gain. To solve for the system gain, g, we note: · ·.: · · · · 
2 .. 1 
(J = -µ 
g 
We calculate the system gain, g, from a series of measured fiat fields and dark frames 
' ' 
at integration times between 0.5 and 16 seconds. Two fiat fields are measured for each 
integration time. and from the difference of these two fiats an a~erage variance, a 2 , for the 
entire array was measured. From the dark subtracted fiat field a mean,µ, for the entire array 
is measured. Figure 4. 7 shows a plot of the vari~nce versus the mean from these data. The 
array behaves linearly up to 22,000 ADUs and in general, we operate the array below 20,000 
ADUs to ensure linearity of the images. The full well of the detector occurs around 28,000 
ADUs and only data with means less than 28,000 ADUs are used in the calculation. The 
variance sta~t~-dropping at ·values ofµ >34,000 ADUs because the array is mostly saturated 
and the difference of two saturated images produces little to no variance. The system gain, 
' ' , ~ ~ . ' • ' - . ' ' ' l '· . • ' 
g, is calculated by doing linear regression onthese data_ .. We find g to be 10.2± 0.1 for the 
' ,· • ,'. • ' < ; " ' " ' ' • 
entire array. We note that each quadrant is read out by different analog boards and hence 
' ' , ·,· . . 
the system gains vary slightly for each (9.7, 10.0, 10.5 and 10.9) but the average is 10.3±0.6, 
• ,': '. ,: ' ' ·,' i • : '· • . , ' 
consistent with the entire array measurement. 
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4.4.4 Readout scheme 
Figure 4.8 illustrates the readout timing scheme which is very similar _to that of Rieke et 
- . 
al. (1993). NIRIM has no shutter but instead remains in an idle mode where each pixel is 
individually accessed and reset. When the user sends an exposure command, the electronics 
completes its resetting.of the pixels and then reads out the four 128x128 pixel quadrants 
starting at the top left (cf. Figure 4.5). This first .read is stored in the computer as a baseline 
measurement of the pixel values. The array collects light f~r the user specified exposure time 
',,; 
and then reads the array a second time. Both the first and second reads are stored in the 
final image and the user takes a difference of these "two as the first step of the data reduction 
process. The camera immediately returns to idle mode. Readout noise is. 40 electrons per 
frame. The readout of the pixels occurs at 12µs intervals leading to a frame time of "" 0.2 
seconds. Exposure times range from 0.5 seconds to 300 seconds and depend on the filter 
used. Virtually no residual images are seen using this reado~t scheme for NIRIM. We have 
' 
observed a small amount of cross talk between quadrants in the form of trails after bright 
stars and we believe the problem originates at the interface of the analog boards and array 
output. 
4.5 Performance 
NIRIM has been in operation on the MLO 1 m for two' .years and has been a successf~l 
expansion of our telescope's capability to infrared wavelengths. The images ofM51 testify 
to the quality of imaging of all three plate scales (Figure 4.3). Tables 4.5 and 4.6 list the 
filters available with NIRIM of which fourteen are available at any one time. The measured 
throughput, which includes effects of the array detector, NIRIM's optics, the telescope and 
the sky, is comparable to similar systems (Simons 'et al. 1993; Herbst et al.· 1993): The 
. . 
background for the I, J and H broad band filters is comparable to that observed by near-
IR cameras on Mauna Kea (Hodapp, Rayner, & Irwin 1992; Simons et al. 1993), while 
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Table 4.5: NIRIM Performance in Broad Band Filters at MLO 1 m 
Astro. ID ,,\ [µm] D..-\ [µm] Throughput Background · Noise 
[µm] [µm] [%] ·(mag. arcsec-2]. (mag~ arcsec-2] 
I 0.871 0.214 , .7.6 19.5 19.6 
J 1.257 0.293 · '12 16.5 20.3 
H 1.649 0.313 21 14.4 19.9 
K' 2.12 0.348 23 12.2 18.8 
K 2.191 0.411 11.2 
the background for K' and K is about one and two magnitudes brighter, respectively. The 
brighter background at K' and K is probably caused by the thermal emission from the 
telescope, which was optimized for optical, not infrared, astronomy and from the sky, which 
is brighter due to MLO's significantly lower elevation. The performance at K' is so much 
. better than it:is at K, that the K' filter is used more regularly. The surface brightness noise 
figures are quoted:for typical observations. All of the narrowband filters (Table 4.6) and the 
I and J band filters (Table 4.5) are' typically read noise limited and the surface brightness 
quoted is for an average of 9 readouts. For long exposu'res (:2:5 seconds), the Hand K' filters 
are background limited and we quote both the read '.noise limited 'surface brightness which 
results from an average of 9 readouts and the background noise limited surface brightness 
which results from 1 minute of exposure time. The narrowband, Bry, H2 , 2.276µm and CO 
filters become background limited at about 60 second exposures.'·Performance of NIRIM on 
UnISIS has not been measured as yet. We expect first light of NIRIM on UnISIS shortly. 
A wide variety of astronomical projects have used NIRIM at the l m: imaging of galactic 
photodissociationregions (Young Owl 1999) and Wolf-Rayet Bubbles {Chu & Gruendl 1998), · 
photometry of proto-planetary nebulae, images of interacting galaxies, photometry of em-
bedded young stellar objects, and detection of high redshift low surface brightness galaxy 
clusters. Photometry accuracy is about 0.03 magnitudes (3%) based on comparison of three 
different standard stars on one night of observation ... NIRIM on .the MLO lm is an ideal 
instrument for astronomical projects involving time monitoring or large surveys because of 
the plentiful .telescope time available. 
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Table 4.6: Performance of NIRIM in Narrow Band Filters at MLO 1 m 
Astro. ID ,,\ [µm] .6.,,\ [µm] Noise .. 
. [ 10-18 w m-2 arcsec~] 
CI 
HeI 
Fell 
co 
0.985 
1.064 
1.0825 
1.557 
1.647 
2.125 
2.166 
2.276 
2.295 
0.0087 4.1 
0.014 2.5 
0.013' 4.5 
0.033 1.4 
0.015 l.l 
0.021 0.74 
0.0207 0.74 
0.048 1.2 
0.0227 ... , 
4.6 NIRIM Images of the PDR in NGC 2023· 
Located at a distance of rv475 pc in t~e southeastern tip of the giant molecular cloud L~630, 
the reflection nebula NGC 2023 is one of the brightest sources in the sky for observing FUV-
pumped H2 fluorescence int.he near-infrared. Thenebula is mainly illuminated by the Bl.5V 
star HD 37903, which emits r-..1703 of its bolometric luminosity in the FUV. An early H2 
map of NGC 2023 in the v=l-0 S(l) rovibrational transition at 2.122µm is seen in Figure 4.9 
(Gatley et al. 1987). It was taken. by computer-controlled rastering of the UKIRT, using 
a single solid-nitrogen cooled InSb detector. Bandwidth selection was done .with a cooled 
circular variable filter, with spectral resolution rvl%. Because the goal was a survey of H2 
' ) 
in NGC 2023, the beam size was chosen to be 19.6 arcseconds, the largest available. This 
observation was repeated using the NIRIM, which was expected to provided a much higher 
· angular resolution. 
4.6.1 Observations 
On 1997 February 23, NGC 2023 was observed with .. the NIRIM wi.de-field camera at the f/7.6 
Cassegrain focus of the, Mt. Laguna Observatory 1:..meter telescope. The seeing was of order 
2". The image scale was 1" per pixel, giving an observed field of 256" x 256" per frame. 
Bandwidth selection was done with 1% transmission filters. The 2.122 µm transmission 
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filter is nominally centered on the v=l-0 S(l) emission line of H2 , and the 0.985 µm filter 
is ceritered on the 1 D2 - 3P0 recombination line of neutral carbon (CI). The exposure times 
were 100 seconds for the H2 fram~s and 500 seconds for the CI frames. The faint IR standard 
stars HD 106965 and HD 77281 (both rvmag 7 in J, Hand K) were used for flux calibration. 
With the 1" per pixel platescale optics, the NIRIM sensitivity is 4.9x10-18 W m-2 ADu-1 
s-1 through the 2.122µm filter and 2.3x 10-17 W m-2 ADu-1 s-1 through the 0.985µm 
filter. 
The images in Figures 4.10 and 4.11, both rv6 arcmin in the longest dimension, were 
made by sky-subtracting (with an image taken at a position 2' west of the nebula) followed by 
aligning and combining the sky-subtracted single exposure NIRIM frames .using the software 
package IRAF. Flatfielding was omitted because it was found to increase the noise in the 
images. This was probably due to light scattering from ice crystals on the aperture window, 
an initial problem with NIRIM which has been subsequently corrected. 
4.6.2 Results 
Compared to the H~ image of NGC 2023 from Gatley et al. (1987), the H2 image has about 
a 10-fold increase in angular resolution. Whereas Gatley described a shell of H2 surrounding 
the exciting star, HD 37903, our NIRIM image clearly shows filamentary structure in the 
H2 shell. Our H2 image is .similar in quality and resolution to that obtained by Field et 
al. (1994) with the Redeye camera at CFHT, also a NICMOS 3 wide-field camera. These 
1994 observations .were followed up by Field et al. {l998), ~hich focussed on resolving the 
' ' ' ' ' ' ' ' 
filamentary structures near the exciting star. Our goal. was to observe the· extent of the' H2 
. ' ' ' ~ 
fluorescent emission, and to discern whether there is spatial displacement between it and the 
CI 0.985µm emission in NGC 2023. Comparison of these two images revealed the emission 
to be coincident near HD 37903, suggesting a clumpy PDR structure. 
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MLO 2"/pixel 
Aperture 
Collimating Optics 
UnlSIS 0.04"/pixel 
Filter 
Figure 4.1: The optical layout is shown for NIRIM's two telescope setups. Top, the MLO 
setup showing the 2" /pixel plate scale optical design layout. The 0."5 and 1" /pixel MLO 
plate scales have different reimaging optics than the 2" /pixel plate scale. See Table 1 for the 
sizes and materials for the MLO design. Bottom, the UnISIS setup showing the 0."04/pixel 
plate scale. The 0."08/pixel UnISIS plate scale has different reimaging optics than the 
0."04/pixel plate scale. See Table 2 for the sizes and materials for the UnISIS design. , 
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Figure 4.2: The NIRIM interior is shown in block diagram. The top figure shows a top 
cutaway revealing the contents of the cold optical bench. The bottom figure shows a side 
cutaway revealing the two liquid nitrogen cans. 
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Figure 4.3: The three different plate scales of NIRIM at the MLO 1-m telescope are demon-
strated with these J-band images of the Whirlpool Galaxy, M 51. The different images 
visually demonstrate the different field of views available with NIRIM at the lm. 
Figure 4.4: This photograph shows the NIRIM dewar at the Cassegrain focus of the Mt. 
Laguna 1-m telescope. 
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Figure 4.5: Shown_ here is an image of a fiat field at K' band for the 1" /pixel plate scale 
(top) and a short dark exposure (0.5 second) (bottom). 
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Figure 4.6: A block diagram illustrates the NIRIM electronics system. The arrow directions 
show the direction of communication .. 
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Figure 4.7: The system gain is determined from a photon transfer curve of the NIRIM system. 
Variance (a2) is the measured average variance of flux (in ADUs) between the corresponding 
pixels of two fiat field images. Mean (µ) is the measured mean of the flux (in ADUs) of the 
fiat field images. The gain of the system, which is equal to the inverse of the slope of this 
line, is 10.2±0.1. 
user specified 
.JUL .. JULJ read .· .___e_x_p_o_s_u_r_e_·_ti_m_e _ ·. __ .__.' I read LJUL.: JUL 
· 0.2 s · ·Idle: Idle: 0.2 s 
reset pulsed reset pulsed 
Figure 4.8: This timing sequence is used to read out the NICMOS3 array in NIRIM. 
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Figure 4.9: This image of NGC 2023 was taken by computer controlled rastering with a 
single InSb detector .. It shows emission from NGC 2023 in the rovibrational -transition H2 
v. l..,Q S(l). The beam size is 19.6 arcseconds (Gatley. et al. 1987). 
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Figur~ 4.10: This mosaic image of NGC 2023 in H2 v~i-O S(l) at 2.122µm ,was made from thre~ lOO-second NIRIM exposure fra~es. The exciting star, HD 37903is located at (0,0). 
The greyscale units are ADU. With the platescale 1 ar'csec/pixel and the 2.122µm filter the 
NIRIM. sensitivity is 4.9x 10-13 W m-~. per ADU for eac}i second of exposure .. 
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Figure 4.11: This mosaic image shows emission from NGC 2023 in the 1D2 - 3P0 recombina-
tion line of neutral carbon (CI). It was made from three 500-second NIRIM exposure frames 
centered on HD 37903. The greyscale units are ADU: With the 1 arcsec/pixel. platescale and 
the 0.985µm filter the NIRIM sensitivity is 2.3x10-17 W m-2 per ADU for each second of 
exposure. Filamentary structure is seen close to HD 37903, the illumination source. 
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Appendix A, 
PDR Model Chemistry 
A.1 Thermal Processes 
We discuss in this appendix the main updates to th~ TH PDR. models which are included in 
this paper. We use the modifications to the collision rates as discussed in Burton et al. 1990, 
. . . - ' 
Spaans et al. 1994, and Wolfire et al. 1995. These include the collision rates for H, H2, and 
. ,;_' 
e- with H2 (Draine, Roberge, & Dalgarno 1983; Hollenbach & McKee 1979), the collisional 
impacts of H0 , e-, and H+ with 0 I (Pequignot 1990), e- impacts with C II (Hayes & 
Nussbaumer 1984), and C and 0 collision rates with H2 (Schroder et al. 1991; Jaquet et 
al. 1992). The ortho and para H2 fractions needed. forthe collision rates are calculated as in 
Burton, Hollenbach, & Tielens (1992). We use the grain photoelectric heating rate derived 
by Bakes & Tielens (1994). This rate includes a size distribution of partides,extending from 
large grains (rv 0.25,µm) to small (rv 5A) PAHs. We use the "~pherical" grain distribution 
as discussed in their paper. Vibrational heating by FUV pumped H2 as, well as the H2 
abundances and H2 level populations are calculated using the. prescription given in Burton 
et al. ,(1990). The dust.temperature is found using .the fo.rmulae in Hollenbach et al. ( 1991); 
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A.2 Chemistry 
We incorporate PAH chemistry using PAH-, PAH0 , and PAH+ species ·with a total abun-
dance relative to hydrogen of 1x10-1. We include photoionization and electron recombina-
tion onto PAHs, charge exchange with PAH cations, and metal ion recombination on PAH-. 
The chemical rates are calculated for a C = 50 molecule using the equations in Bakes & 
Tielens (1994) and Draine & Sutin (1987). 
In addition to PAHs we have added to the TH reaction set 23 nitrogen bearing species 
and several hydrocarbons found to be important in the N chemistry. These new species 
are N, N+, CN, CN+, HCN, HCN+, HNC, NH, NH+, NH2, NHt, NH3, NHt, NHt, NO, 
NO+, N2, Nt, H2CN+, N2H+, HNO+, H2Nc+, C2N+, HCO, CH3, CH4 , CHt, and CHt. We 
include gas phase and photon reactions in the N chemistry. The reaction rates have been 
updated according to the list of Millar, Farquhar, & Willacy (1997). The full set ~f reactions 
along with the adopted rates are presented in Wolfire & Tielens (1997). 
A.3 HCN Line Transfer 
Collision rates for HCN at T < 100 Kare from Green & Thaddeus (1974) and for T 2:: 100 
K are from the Sheldon Green Molecular Collision Rates web page at the following site 
~ ' , . . . ' ' ' 
address: http://www.giss.nasa.gov/Data/MCRates/. The electric dipole moment is taken 
from Haese & Woods. (l979). To find ,the emitted line. intensity we first solve for the gas 
temperature, species abundance, and level populations as a function of depth into the cloud. 
The side-on intensity is found using the escape probability formalism.discussed in TH. The 
integration is carried out, through the Bar, and parallel to the IF, using the stored model 
results. 
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