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Abstract In this review, we discuss the impact (or lack
thereof) biologically motivated vision has had on com-
puter vision in the last decades. We then summarize
a number of computer vision and robotic problems for
which biological models can give indications for how
these can be addressed. Then we summarize important
findings about the primate’s visual system and draw
a number of conclusions for the development of algo-
rithms from these findings.
1 Introduction
In the last four decades, the interaction between the two
communities associated to biological vision and com-
puter vision has been of varying intensity. With the pi-
oneering work of Hubel and Wiesel [36,37] about the
visual cortex of cats and monkeys and the work of
Marr [54] – motivated to a large degree by the findings
of Hubel and Wiesel – important computer vision work
has been inspired by insights into the visual cortex1.
In parallel, a wave of biologically motivated machine
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learning has been associated with the concept of Artifi-
cial Neural Networks (ANNs) [65], in which linked en-
tities called “neurons” were used to solve a wide range
of problems in pattern recognition. Both links between
biological models and technical systems have degraded
to a large degree in the last two decades. We argue here
that for both cases, biological models did not live up to
their promises. We then provide arguments why a new
attempt for a tighter co-operation between these two
communities might make sense.
Marr brought forward the idea to establish a three level
hierarchy of feature processing in which—starting from
edge and other kinds of 2D feature detectors—a 2 1/2D
view point dependent representation is extracted which
then bridges to an object centered 3D representation.
Marr’s ideas were then further developed by, e.g., Bie-
derman [38] and Dickinson [20], but the impact to com-
puter vision was limited, and as argued by von der Mals-
burg in this special issue “biologically inspired vision—
at least if you ask for a concrete neural formulation—is
a complete failure” (see [49]).
To understand such a negative statement, and also to
motivate a rethinking of the interaction between bio-
logical and computer vision, we need to analyze what
has happened within the last decades in these fields.
Two dominant developments have occurred in computer
vision in the last two decades: Firstly, we have now a
solid understanding of the extraction of 3D informa-
tion from image correspondences based on geometric
regularities. This has lead to impressive work in 3D
reconstruction from stereo and structure from motion
based on work by Faugeras [23], Zisserman et al. [31],
Newcombe et al. [57,58] and others. This understand-
ing of 3D structures and their extraction paved the
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way for many impressive applications in areas such as
map building of complex terrains [16,1], augmented re-
ality [42] and many more. Secondly, it turned out that
by the application of machine learning techniques based
on a layer of rather simple feature representations (such
as SIFT-like features [53]), impressive results could be
achieved which outperformed complex biologically mo-
tivated representations. It seemed that complex hierar-
chical representations as imagined by Marr and others
were just not required to build successful vision sys-
tems.
On the side of machine learning, also two developments
took place. On the one hand it became evident that the
term “neuron” for an entity in an ANN can be easily
replaced by more neutral terms connected to statistical
learning techniques [80]. By that, ANNs have devel-
oped into a sub-discipline of machine learning. On the
other hand, the limits of Artificial Neural Networks be-
came explicit in a paper by Geman, Bienenstock and
Doursat [27], showing that generalization of large (and
in particular deep) networks is only possible with pro-
hibitively large data sets. However, the recently started
new wave of deep networks [34,7] gives us some hope
that what has been earlier classified as prohibitively
large data sets, in the decade of Big Data has actually
turned out to be manageable. Although it has been ob-
served that neurons within these networks respond to
“natural” stimuli (e.g. body parts, letters and even re-
flections) [28], these networks are fully trained, in some
cases initialized by an unsupervised pre-training step.
Additionally, setting up the network architecture in-
volves a great deal of careful tuning [47,13]. They must
therefore be considered somewhat as black boxes, and
a recent study [74] criticizes the apparently random na-
ture of the neuron responses and even provides evidence
that deep networks exhibit discontinuous, and thereby
unstable decision boundaries.
All this might indicate that looking at the visual cortex
to get ideas for realizing technical systems has turned
out to be primarily a waste of time and will only re-
main a “footnote in the history of science”. However, we
would like to indicate some reasons for “second thoughts”
on that issue.
When comparing today’s most advanced robots with
humans, we still see a huge gap to human performance.
While it is imaginable that specialized robots, e.g. robots
playing table tennis, will outperform humans in a not
too distant future, automated reasoning and acting sen-
sibly in complex environments on every day manipula-
tion tasks seems still out of reach. Hence, the human
body and the human brain are still the models that
perform best in many fields and we might want to un-
derstand the reason for that by analyzing the biological
model carefully. In particular in computer vision, there
are a number of problems that are still not solved but
which the human visual system solves seemingly with-
out any major effort:
P1 Binocular and monocular depth extraction:
Depth extraction based on image correspondences
can be regarded as a solved problem. Dense depth
extraction at image areas without texture, despite
recent advances in dense matching for stereo [15,72]
and optic flow [57,73,84,18,61], is still a challeng-
ing research topic. The fact that Microsoft Kinect
cameras (and products by competitors based on the
same technology by PrimeSense) had such an im-
pact on computer vision does not hide but makes
a dilemma even more explicit: The work of gen-
erations of stereo and optic flow research has ba-
sically been outperformed by the “cheap trick” of
projecting—for humans invisible—texture to objects.
It seems that the computer vision community has
to a certain extent given up on being able to solve
the general problem of extracting depth at non–
textured areas.
P2 Gestalt laws: The notion of Gestalt laws—being
very vividly discussed in the ’80s and ’90s in sig-
nificant parts of the computer vision community—
has largely fallen somehow out of fashion. Computer
vision research initially barely came much further
than using simple laws like collinearity, which is ex-
ploited in some early edge detection algorithms such
as the Canny algorithm [12], or combinations of sev-
eral laws like parallelism, proximity and collinear-
ity [52,51]. Since the early days of mostly 2D vi-
sion [70,11], the field certainly advanced, using,
e.g., shape [68,30,21] or class [79] priors, 3D infor-
mation [63] or scene context [71]. Given the suc-
cesses of “flat” features-plus-learning approaches, as
mentioned above, one could however argue that the
whole problem is irrelevant anyway. So why bother?
However, a feeling of irritation and uneasiness might
evolve in some members of the community, since
the ignorance towards this problem might indicate
a large deviation of the solutions of today’s success-
ful vision systems from the solution that the human
visual system has found. Note also that after a de-
cline of interest in Gestalt psychology in the mid
20th century with a more atomistic view related to
neurons and their receptive fields, the pendulum has
recently started swinging back again. Recent neu-
rophysiological evidence suggests that responses of
cortical neurons also depend on the properties of
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the overall configuration in the visual field [83], sup-
porting the kind of holistic processing the Gestalt
psychologists envisioned.
P3 3D pose estimation: Although there exists sub-
stantial work on pose estimation, this problem can-
not be seen as being solved. While on the theoret-
ical side things are pretty clear, the features used
nowadays are often not sufficient to arrive at ro-
bust estimates for a wide range of objects. Differ-
ent algorithms exist for textured/non-textured ob-
jects in the image domain [19,53,29,33] and for 3D
shape data [39,55,77], but these have all been tested
(thoroughly) on datasets obtained under highly con-
trolled conditions, e.g., with limited changes in illu-
mination. The still required efforts in the selection
of suitable pose estimation algorithms for a given
problem and also the correct setting up of vision
systems as such are the main reasons for that up-
take in industry is somewhat slow.
P4 Object recognition: Object recognition has made
huge advances [4], especially since the introduction
of invariant features (see [78] for a good survey of
feature detectors), and more recently using features
provided by learned deep architectures [28,13]. Many
feature descriptors have been proposed in 2D [53,6,
76,64] and 3D [69], and many recognition pipelines
based on these features have been introduced, e.g.,
by [29,2]. Learning of objects can be done from turn
tables, in-hand rotation by a robot [45], or from ob-
serving changes in the scene over time [32,3,44].
What all these appearance-based methods lack is
a notion of parts and components. They can de-
tect, e.g., a specific cup. But the same cup with its
handle broken off would simple result in two weak
(because partial) hypotheses of the same complete
object model.
P5 Object categorization: Although recent results
on databases like ImageNet [46,66] show increas-
ingly impressive results, object categorization suf-
fers from similar problems as recognition. Defini-
tion of categories in terms of 2D [81,17] or 3D fea-
tures [60,67,69] makes the system blind for possibly
deeper notions of object category, rooted in its func-
tional composition of parts. Note that this issue is
nicely illustrated on the cover page of the recent
survey [20].
P6 Vision for manipulation: Humans can easily per-
form complex manipulation tasks, including spot-
ting object affordances or potential tools and the
way to use them for manipulation tasks. In contrast,
individual skills need to be taught in by painfully
complex procedures for today’s robots. There is no
indication that in the near future, robots will be able
to reason on what they are doing and draw conclu-
sions on how to act in situations that are not to a
large degree pre-specified.
P7 Attention control: Computational models of vi-
sual saliency based in 2D (colour) images have a
long tradition in computer vision (see [26,9] for re-
cent surveys). How to integrate top-down attention,
typically task-related, is less clear [56,10]. More im-
portantly, however, it is also an open question how
various visual processes are actually controlled by
attention. Computer vision methods are often con-
structed as pipelines, leading from raw image data
to a desired outcome, where various thresholds or
heuristics are employed to reduce runtime complex-
ity. Failure in any one part will make the whole
pipeline fail, leaving such systems brittle and sus-
ceptible to small variations in parameter settings.
What seems to be more promising instead is a col-
lection of connected concurrent processes, fluidly or-
chestrated by attentional mechanisms, which in turn
are driven by currently active contexts and goals.
An additional motivation to look at the human visual
system comes from the recent successes in the devel-
opment of brain-machine interfaces [35], since a func-
tional understanding of the human visual system allows
for the connection to machines at various levels of pro-
cessing. Also from a medical point of view—although
replacement of complete brain areas might still be seen
as science fiction—at least replacements of peripheral
areas such as the retina are tested clinically nowadays
[14]. All this requires knowledge about the human vi-
sual system.
Although many scientists would agree to the statement
that Marr’s idea to build up complex biologically moti-
vated hierarchical representations has failed so far, we
suggest to think about these old ideas with a fresh view.
The still open problems in computer vision outlined
above suggest that the human visual system found ways
to deal with important problems for which we still seek
solutions. Maybe Marr failed only because of two rea-
sons: First, at Marr’s time, there was only little insight
into early modalities such as stereo, optic flow as well
as the geometric regularities underlying the extraction
of depth information. Second, the computational re-
sources were just not available at Marr’s time—in which
punch cards were still a common storage device—to re-
alize such an ambitious program as the one outlined by
Marr. If that is the case, there would indeed be hope
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Fig. 1 Overview of the cortical areas in the human visual system and their connectivity. This figure is identical with Figure
2 in [48].
for a successful revival for establishing a serious link
between biological and computer vision.
In a recent review article [48], one of the guest edi-
tors of this special issue together with a group of psy-
chologists, theoretical neuro-scientists, machine learn-
ing experts and neuro-physiologists made the attempt
to summarize today’s knowledge about the human vi-
sual system in an article of medium length in a language
and form that is understandable for machine learning
and computer vision experts. In their article, the au-
thors point out some facts about the primate’s visual
system which they find relevant for developing technical
systems. Here, we will describe some of those pointers
using two figures taken from the above mentioned re-
view article.
2 Overview of the human visual system
The human visual system can be separated into three
main parts: The occipital cortex (the yellow areas in
Figure 1) is supposed to perform generic (i.e., task in-
dependent) scene processing. In the ventral stream (the
blue areas in Figure 1), it is assumed that object recog-
nition and categorization is performed while in the dor-
sal pathway (the red areas in Figure 1), action related
visual information is computed. The connectivity of the
areas indicated in Figure 1 reflects the connectivity of
the areas in the visual cortex while the sizes of the areas
indicate the actual sizes these areas cover in the visual
cortex. Basic facts on the sizes of brain areas, their con-
nectivity and the general association of the functional
role of the three parts of the visual cortex already allow
for three important conclusions C1–C3:
C1 Vision uses a huge amount of resources in
the brain: With more than 50 % of the cortex, the
human visual system uses a significant amount of
resources for vision. That might indicate that the
problem it solves is not an easy one, since the provi-
sion of brain resources constitutes a significant evo-
lutionary cost.
C2 Deep Hierarchy: The human visual system consti-
tutes a deep hierarchy with approximately 8 levels.
Clear evidence for the existence of this hierarchy
are the anatomically distinguishable areas (mostly
representing the visual field by retinotopic maps2),
their connectivity, the increasing size of the recep-
tive field, the increasing complexity of the stimulus
selectivity (from oriented bars to faces), and the la-
tency of approximately 10 ms for processing each
level of the hierarchy.
C3 Distribution of Resources: The occipital cortex
providing input to the more task related ventral and
dorsal pathway occupies more than 70 % of the vi-
2 An area is called retinotopically organized when it pre-
serves the neighbourhood relations of the retina, i.e., the gen-
eral arrangement of 2D positions. In particular the cortical
areas at lower levels of the visual hierarchy are retinotopic.
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Fig. 2 Condensed representation of the properties of the cortical areas in the human visual system: area size, connectivity,
receptive field sizes across the visual field and features processed. This figure is identical with Figure 5 in [48].
sual cortex. Hence different tasks seem to be solved
in a highly shared representation. In [48] it is ar-
gued that this sharing of resources is computation-
ally efficient, but also facilitates transfer of experi-
ence across tasks. Hence, the deep hierarchical and
highly shared organization might be an important
clue for the development of cognitive agents.
Figure 2 sketches additional aspects of the human vi-
sual system. In addition to the size of the individual ar-
eas and their connectivity pattern, the receptive field3
sizes (displayed just besides or below the individual ar-
eas) are displayed either in the upper-left quarter of
the visual field or as the complete visual field (for ar-
eas TEO, TE and MST) in case the receptive fields
cover a large part of the visual field. Moreover, it indi-
cates the features or aspects of visual information that
are processed in the different areas by intuitive icons,
3 The receptive field associated to a neuron is the part of
the visual field that directly influences the response of the
neuron.
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which are explained in detail in the review article [48].
The figure also indicates that information is processed
at lower levels of processing in four rather independent
but interacting streams for colour, 2D shape, 3D shape
and motion information.
3 The occipital Cortex: A highly structured
Zoo of Features
It becomes apparent from Figure 2 that the receptive
field sizes in general increase in the periphery of the
visual field as well as with increasing levels of the hi-
erarchy. The two outstandingly large areas V1 and V2
cover more than 2/3 of the occipital cortex and can be
interpreted as copies of each other. However (at least in
the first wave of information flow), in V1 local features
such as edges, direction of motion and stereo are pro-
cessed, while in V2 additional features (such as border-
ownership [22]) requiring more global scene processing
are processed. Also the occurrence of effects connected
to visual illusions can be verified [82].
In a nutshell the following picture can be drawn: In V1
and V2 a “Zoo of Features” is processed by local pro-
cessing in V1 and more global processing in V2. The
area V3 is anatomically present, but sufficient knowl-
edge does not yet exist to make clear functional state-
ments for this area. V4 is mainly associated to colour
processing as well as to orientation and shape process-
ing. In particular, colour constancy (i.e., colour under-
stood as object property independent of the illumina-
tion conditions) is achieved at that level of process-
ing. In MT different aspects of motion information and
tightly connected 3D aspects are computed.
From these facts we can draw two additional conclu-
sions:
C4 Two step computation of a rich set of de-
scriptors: There is evidence that a large part of the
resources of the visual cortex is used to compute a
rich set of descriptors covering different aspects of
visual information. This is done in a two step pro-
cess in which first a set of local features such as
edges, corners, texture, local motion, and disparity
are computed which is then enriched by non-local
aspects in a second step. The fact that effects of
visual illusions are measurable in V2 suggests that
some statistical reasoning is performed which also
can be fooled. There is also evidence that the estab-
lishment of processes involving most Gestalt laws
and monocular depth cues are only established after
6 months of an infant’s development [41,5], indicat-
ing the need to gather enough data that is sufficient
to cover the statistical regularities [50].
C5 Extra processing step for both colour as well
as for depth and motion: The processing of colour
as well as the highly connected motion and disparity
processing requires an extra step to achieve colour
constancy (in area V4) and a coherent motion and
depth representation (in area MT and other areas).
A possible guideline of the design of such a Zoo of Fea-
tures by the biological model can be twofold: An engi-
neering perspective would be to derive a “complete set
of descriptors” [62]. The risk of such a perspective is
that a lot of the feature descriptors visualized by the
icons in Figure 2 may only exist in the eye of the be-
holder. A more prudent approach would be to just de-
rive indications for appropriate receptive field sizes and
connectivity patterns and then learn appropriate fea-
tures from visual data [40,8,59,43]. In this way, deep
learning approaches—which are known to be highly de-
pendent on meta parameter settings—could profit from
the available knowledge about neurophysiological prop-
erties of the human visual system.
4 The Ventral and Dorsal Pathway:
Categorization and Actions
The occipital cortex gives input to both the ventral
and the dorsal pathway. The two level hierarchy TEO
- TE in the ventral pathway indicated in Figure 1 is
neurophysiolocally less clear than the hierarchies in the
occipital cortex and the dorsal pathway. In fact, many
schemas have been introduced. The problem is that the
retinotopy in the areas in the ventral pathway is less
clear than in the occipital cortex and the dorsal path-
way. More specifically, neurons in TEO have relatively
small receptive fields, and TEO shows a crude retino-
topy, whereas the receptive field size in TE is much
larger (10◦-20◦) without any clear retinotopy. Neurons
in the ventral pathway tend to respond to rather com-
plex shape features.
In Figure 2, it is indicated that in TEO, features ex-
pressing colour and 2D shape are computed. Tanaka
[75] suggested that in TE neurons respond to rather
complex shape features, which however—except for the
special case of faces—have a complexity below the ob-
ject level. This suggests that objects are coded as a
sparse set of neuronal activities in a population code. In
recent years, it has become clear that TE may be orga-
nized in a number of functionally and anatomically dis-
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tinct modules specialized for processing specific stimuli
or features: faces, bodies, colour, 3D shape, material
properties.
There are various problems with these interpretations.
To mention only two:
What is the complete set of “Tanaka fea-
tures”: While in V1 and V2 it does not seem impos-
sible to arrive at a complete set of visual descriptors
that are identically processed at different positions
in the visual field and by that form a retinotopic
map, the variation of features in TE seems to be of
a much higher degree and a canonical description of
a complete set does not seem to be possible. This
also makes an engineering feature design approach
infeasible and learning of these features seems to
be the only possible way forward. It is however not
known to the authors that features of similar com-
plexity have been extracted by any machine learning
approach, probably the features learned in [24] are
coming closest to Tanaka kind of features. This is-
sue is very much linked to the problem of decompos-
ing objects into reasonable sub–structures or parts
which is still an unsolved issue in object categoriza-
tion (see problem P5).
“Tanaka features” are basically designed by
the person performing the experiments: Tanaka’s
approach is even more attackable than the concept
of feature extraction in the occipital cortex. Already
for neuronal recordings in V1 and V2, stimuli are de-
signed before the experiment and then strong neu-
ronal responses are associated with the idea that
the particular neuron codes that particular feature.
One could object that these neurons might also code
a lot of other features. However, the “feature cod-
ing point of view” as also brought forward by the
authors of [48] can in the case of V1 and V2 be sup-
ported by the fact that the same stimuli also trigger
the activity of neurons in other parts of the visual
field in the same cortical area. Hence, these feature
extractions “repeat” over the visual field. This is not
anymore the case for “Tanaka features” since most
of them cover a large part of the central visual field.
Moreover, in the actual recording process in Tanaka’s
work, the stimulus becomes simplified by the de-
signer until the neuron stops its strong activity. This
simplified feature is then described as a kind of
“archetype feature” corresponding to a certain neu-
ron. Since the experimenter designs features on the
fly, Tanaka’s feature interpretations of neurons in
areas in TE has a strong subjective component. Fur-
thermore, Tanaka’s reduction approach could not be
applied in a large fraction of the neurons, since in
these neurons any change in the stimulus abolished
the response of the neuron.
In contrast to the ventral pathway, the dorsal pathway
consists of rather small and clearly distinguished areas
that are roughly organized as a three level hierarchy.
While the MT-MST pathway is specialized in the anal-
ysis of visual motion and ego-motion, the other dorsal
stream areas are mainly organized as a function of the
effector: MIP is important for reaching movements, VIP
codes egocentric 3D space, LIP is involved in saccadic
eye movements and AIP encodes both visual (2D and
3D) object information and grip types for object grasp-
ing. The receptive field sizes in area AIP are smaller
than in the other areas in the dorsal pathway, since
AIP is involved in hand-object interactions, which usu-
ally only cover a small area of the visual field. More
research is required to understand the dorsal pathway
to a degree that would allow for giving hints for system
design choices.
5 What can we learn from the brain?
For quite a number of important vision problems (see
P1-P7), we can postulate that the human visual system
has found solutions which computer vision has not yet.
These problems can be associated to different visual
areas. While problems P1–P3 can be assumed to be
handled primarily in the occipital cortex, problems P4
and P5 are dealt with in the ventral pathway—although
some category coding has also been demonstrated in
the dorsal stream in area LIP [25]—while problem P6
is primarily solved in the dorsal pathway. As outlined
in conclusion C3, this is done in a highly shared generic
representation computed in the occipital cortex. The
solution to the problem of efficiently using attention
(P7) is distributed over the whole brain and not only
the (visual) cortex.
Besides the conclusions C1-C5, two additional conclu-
sions can be drawn from what we know about the ven-
tral and dorsal pathway:
C6 Modularity: The higher visual areas in primates
can be thought of as a large (and yet to be deter-
mined) set of cortical modules, which is itself hier-
archically organized and specialized in the analysis
of specific stimulus classes such as objects, faces,
bodies, scenes, 3D shape and colour in the ventral
stream, and specific actions such as grasping, eye
movements and reaching movements in the dorsal
stream. These cortical modules in the dorsal and
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ventral visual stream build upon a very elaborate
analysis of the visual image in the earlier visual ar-
eas, which extract orientation, disparity, direction
of motion, etc.
C7 Decomposition of objects in entities below
the object level: Neurophysiological findings in
the ventral pathway indicate a coding of objects by
entities of lower complexities. This can be linked to
the idea of a decomposition of objects into func-
tional parts. While neurophysiological findings in
area V1 and V2 can motivate the derivation of fea-
tures, the problem is very different for features in
TEO and TE which are much more difficult to de-
scribe as pointed out above.
It is very clear that the human brain devotes a large
part of processing to common hierarchical representa-
tions (see C2 and C3) computed in a two step pro-
cess in the two large areas V1 and V2 where in V2
lateral feedback is utilized to disambiguate and enrich
the visual representation computed in V1 (C4). Based
on that joint representation, some particular represen-
tation devoted to the tasks solved by the ventral and
dorsal stream are then computed in V4 and MST (C5).
This kind of processing—although typically not done
in today’s computer vision systems—might be a valu-
able clue to tackle the open problems P1-P3. How such
a common representation is then used by the human
brain to solve object recognition (P4) and categoriza-
tion (P5) as well as robotic problems (P6) is still an
open question, and more research in particular in the
dorsal pathway is required to get indications for what
the underlying mechanisms could be.
What we can learn from the rich connected-ness of brain
areas (see Figure 1) is that visual capabilities should not
be viewed in isolation. Not only do they share a good
deal of hierarchical representations, they also support
each other. Scale ambiguity in a scene can be resolved
by recognizing objects of known size in the scene, or
by moving by a known distance through the scene. 3D
shape is inferred not only from binocular stereo, but
also from shading, cast shadows, highlights, reflections,
etc. Machine vision has been good at getting more and
more out of individual methods. How to jointly arrive at
the most likely interpretation of a dynamic scene from
those partial and sometimes orthogonal evidences is as
yet an open research question.
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