The Galaxy and the stars in it form a hierarchical system, such that the properties of individual stars are influenced by those of the Galaxy. Here, an approach is described which uses hierarchical Bayesian models to simultaneously and empirically determine the mean distance-extinction relationship for a sightline and the properties of stars which populate it. By exploiting the hierarchical nature of the problem, the method described is able to achieve significantly improved precision and accuracy with respect to previous 3D extinction mapping techniques.
INTRODUCTION
The Milky Way Galaxy occupies a unique role in astronomy. As we are located within it, we are able to observe and analyse it and its constituents in a manner not possible with any other galaxy. However, this also means that we lack a global view of it. Thus, in order to analyse the Galaxy's structure and history we are forced to infer distances to stars. A task considerably complicated by the requirement to disentangle the effects of interstellar extinction.
Recent years have been characterised by a growth in survey astronomy. Wide area photometric surveys such as 2MASS (Skrutskie et al. 2006) and SDSS (York et al. 2000) have revolutionised astronomy on all scales, from brown dwarfs to cosmology. Meanwhile, there has also been significant development in surveys specifically studying the Galactic Plane, which is home to the majority of stars in the Galaxy. Such Galactic plane surveys include IPHAS (INT/WFC Photometric Hα Survey of the Northern Galactic Plane, Drew et al. 2005) , UVEX (The UV-Excess Survey of the Northern Galactic Plane, Groot et al. 2009 ) and the imminent VPHAS+ in the optical, which will collectively provide narrow and broadband photometry for the entire Galactic disc (|b| < 5). Meanwhile, in the near infrared UKIDSS-GPS (UKIRT Infrared Deep Sky Survey -Galactic Plane Survey, Lucas et al. 2008) and VVV (Vista Variables in the Via Lactea, Minniti et al. 2010) will, between them, cover much of the Galactic plane. The photometric ⋆ E-mail: stuart.sale@physics.ox.ac.uk surveys have been accompanied by spectroscopic surveys, including RAVE (Siebert et al. 2011) and SEGUE (Yanny et al. 2009 ).
All these surveys have massively increased the volume of data available on our Galaxy and, with the right analytical tools, should allow us to develop an improved understanding of the Galaxy. This trend for the growth in survey astronomy is set to continue in the next decade; future facilities such as Gaia and LSST will gather data at a hitherto unseen rate. As such, an ongoing problem is how best to harness that data in order to extract as much information as possible (e.g. Binney 2011). Jurić et al. (2008) used stars from SDSS to study the stellar number density distribution at high Galactic latitudes (mostly |b| > 25 • , determining large scale properties of the Galaxy and discovering localised over densities in the Galactic stellar halo. Ivezić et al. (2008) followed this by also analysing the metallicity of stars from SDSS. Carollo et al. (2010) , again using SDSS data, claim that they have discovered a second halo component. Though, as argued by Schönrich, Asplund & Casagrande (2011) , it appears that this second component may be an artefact stemming from a substantial bias present in the distance estimates employed by Carollo et al. (2010) .
Studies, such as those discussed in the previous paragraph, demonstrate both the potential rewards and possible pitfalls associated with using large survey datasets. Similarly, it is becoming increasingly clear that simple methods of inference are potentially both ineffective and inaccurate. In large survey datasets various parameters influence data in a manner which is not directly obvious and different parameters will have conflicting effects on the observations. Consider the example of using star counts to estimate the scale length of the Galactic thin disc: a simple minded approach might consist of estimating the distance of the stars by 'photometric parallax' and then measuring scale lengths from the resulting distribution. In this case, the individual distance estimates may well be biased and the sample will become incomplete and contaminated in a way which is not known. In short there are a number of confounding factors which prevent the scale length being accurately inferred through simple 'inversion'.
Interstellar extinction is a particular hindrance when studying the Galaxy. It builds up gradually, along all lines of sight, in a manner which is not yet well known. A particular realisation of the difficulties interstellar extinction causes is the degeneracy between interstellar reddening and spectral type: an apparently red star may either be an intrinsically red late type star subject to little extinction or a heavily extinguished, intrinsically blue early-type star. Therefore, the presence of extinction makes it difficult to determine the spectral type and thus distance of stars, considerably complicating the study of structure in the Galaxy.
Furthermore, the 3D distribution of extinction is itself intrinsically interesting. Mapping extinction allows one to trace the distribution of dust in the Galaxy. Interstellar dust is itself only one component of the ISM, examining its distribution and comparing it to tracers of other components of the the ISM, such as CO maps (e.g. Dame, Hartmann & Thaddeus 2001) or HI maps (e.g. Kalberla et al. 2005) , offers a window onto the ISM and the physical processes which shape it. Jurić et al. (2008) were able to correct for the effects of extinction on their observed stars using the asymptotic Galactic extinction map of Schlegel, Finkbeiner & Davis (1998) . This approach was reasonable as the majority of stars in their sample lie at high Galactic latitudes, beyond the Galactic dust layer, which is localised near the Galactic plane. However, such an approach is not valid for the majority of stars in the Galaxy which lie close to the Galactic plane and are thus unlikely to be beyond all (or nearly all) the Galactic dust in their direction.
In light of the difficulties interstellar extinction causes and the intrinsic value of studying extinction, there has been an ongoing effort to map it over many years, going back to Trumpler (1930) and van de Kamp (1930) noticing the propensity for extinction to be stronger near the Galactic plane. Detailed discussions of the history of extinction mapping are available in Sale et al. (2009) and Majewski, Zasowski & Nidever (2011) . Recently, spurred on in part by the imminent launch of Gaia and construction of other telescopes, and the availability of high quality data, there has been a renewed focus on extinction mapping (Bailer-Jones 2011; Majewski, Zasowski & Nidever 2011; Schlafly et al. 2010; Schlafly & Finkbeiner 2011) .
Most recently Berry et al. (2011) have used SDSS and 2MASS photometry to estimate the spectral type, distance and extinction towards 73 million stars and so create extinction maps with fine angular scales. In common with many previous efforts to study extinction, they consider stars in isolation, fitting the parameters of a star without reference to the other stars local to it. In doing so they do not take advantage of the fact that properties of stars are correlated. For example, we know that stars located close to each other should be subject to similar extinctions: trivially we would be surprised if two stars closely located on the sky and apparently at similar distances exhibited the effects of vastly differing amounts of extinction. In not employing a method that utilises this information, their results are less precise than what could in principal be achieved with their data.
A contrasting approach is to use Galactic models to study extinction (Marshall et al. 2006) and Galactic structure (e.g. Robin, Creze & Mohan 1992; Ruphy et al. 1996; Sale et al. 2010) , this offers several distinct advantages. Specifically, analysing stars en masse makes it possible to exploit the physical relationships that exist between stars. Moreover, by comparing Galactic models to real observations, effects such as Malmquist bias, sample contamination and sample incompleteness need not impact upon any inferences, as they will occur in a properly constructed Galactic model in a similar manner to how they occur in reality. However, such approaches typically involve binning the data in some manner. In doing so there is some inevitable loss of information, such that results obtained will be less precise than those obtained without binning. Additionally, such techniques marginalise over the parameters of individual stars, which may be undesirable if these are of interest.
Hierarchical Bayesian models
Hierarchies pervade almost all aspects of Galactic astronomy. Trivially, the Galaxy is comprised of various stellar (e.g the thin and thick discs) and non stellar (e.g. dark matter halo, ISM) components. These can be broken down into further subcomponents, stars in the stellar case, such that the properties of the stars are dependant on the properties of the stellar component from which they are drawn. Other simple examples of hierarchies include: the distribution of the masses of stars in a newly formed star cluster which are drawn from some initial mass function (IMF) and the kinematics of stars in the Galaxy which are influenced by some global gravitational potential field.
Extinction mapping is a directly hierarchical problem: stars within a field trace a distance-extinction relationship for that sightline. However, existing methods of 3D extinction mapping do not exploit this hierarchical nature. For example, in methods such as those of Neckel & Klare (1980) and Arenou, Grenon & Gomez (1992) , the distance and extinction of each star are first determined, without reference to other stars. Subsequently, the final distanceextinction relationship was estimated by fitting to the determined distance and extinction values for each star. Alternatively, a properly constructed method could use information gained from the field as a whole (i.e distance-extinction relationship) to help constrain the estimates of parameters of individual stars (i.e. their distance and extinction), which in turn can be used to refine our knowledge of the field. Using this form of 'group knowledge', exploiting the correlations which exist between stars, enables parameters to be determined more precisely than is otherwise possible. Therefore, Neckel & Klare (1980) and Arenou, Grenon & Gomez (1992) , in common with Berry et al. (2011) , obtain results less precise than their data are capable of.
Hierarchical Bayesian models are rich statistical models, they extend upon simple Bayesian models by allowing some parameters in the model to be dependant on other parameters. One can, in general, solve for all the parameters in the model, both those at a 'lower' level, which may pertain to stars, as well as those at a 'higher' level which could describe a sightline or the Galaxy.
On a purely mathematical level, if we have some observation z and wish to estimate some parameter θ we can employ Bayes' theorem:
It is also possible to define a hierarchical model, whereby θ itself depends on a further parameter, often referred to as a hyperparameter, φ. Working from conditional probabilities one can obtain:
Also:
Therefore:
If z is not directly conditional on φ, this then becomes:
One could add a further tier to the hierarchy by introducing a further parameter on which φ depends, this can be repeated as necessary. Also, it is possible to replace the single parameters or observations z, θ and φ with sets of several parameters.
It is instructive to consider a simple hierarchical model of two tiers: a top tier containing hyperparameters describing a galaxy and a lower tier of parameters describing the stars which inhabit the galaxy, of which we possess some observations. The form of hierarchical Bayesian model given by equation 7 can be employed because any observations of stars we possess are not directly dependant on the state of the Galaxy. The power of the hierarchical model in this instance is clear, it allows information about the galaxy to be estimated directly from the data. That is to say, we can solve for the posterior distribution and from that we possess estimates of certain galaxy-wide parameters that would otherwise be difficult or impossible to determine.
MAPPING EXTINCTION IN 3D
This section describes an algorithm, called H-MEAD (Hierarchically Mapping Extinction Against Distance), which seeks to map extinction along a sightline and determine the properties of stars in this direction. On one level, H-MEAD operates on the idea that extinction can be mapped by following the effect it has on stars. As such, a Hierarchical Bayesian model is constructed which describes the relationship between the observations of stars within a field, the parameters of these stars and the extinction distance relationship which the stars follow. Then, by solving for the posterior distribution it is possible to estimate the parameters of all the stars and the distance-extinction relationship.
Without interstellar extinction
First let us start with a simple case, considering an individual star in the (assumed) absence of interstellar extinction. Letỹ y y i represent the observations we possess for this star. The star has been drawn from a catalogue of stars within some field and to distinguish it from others in the catalogue it is labelled with i, the need to do so will become clear in section 2.3. The observations could be of any form: photometry, astrometry or spectroscopy. However, in this paper only the case of photometric observations will be considered in detail. In the case of multiband photometry,ỹ y y i = {ỹ 
s }. For IPHAS data, where (almost) every object has been observed twice in its three filters,ỹ y y
y y y i is an estimate, with errors, of the true observable parameters of a star, y y y i . Returning to the example of catalogue photometry, y y y i contains the actual apparent magnitudes of the star. After observing the star we then possess an estimate of the star's apparent magnitudes, with errors,ỹ y y i in our catalogue, possibly with some observations missing.
One additional factor that must be included in the likelihood is the probability that a star would be included in the catalogue of stars studied. That a star makes it into a sample may be a useful piece of information, depending on how the sample was compiled. Here the event of a given observation of a star being included in the sample or not is given by ( j) S i (where j would iterate over different bands when employing multiband photometry), these are gathered together for each star in the set S S S i .
Then, let x x x i contain the physical parameters of the star, in which ever way we choose to parametrize them. A simple form would be:
Where: M i is the star's initial mass, τ i its age and µ i is the star's distance modulus. Other forms could involve substituting effective temperature and surface gravity for mass and age.
We aim to find the posterior probability distribution of the stellar parameters x x x i , given the observationsỹ y y i . Following from Bayes' theorem:
As is convention, this equation can simplified, as the evidence, P(ỹ y y i , S S S i ), is constant for a single model, such that:
A graphical description of this equation is given in Fig 1 , demonstrating how the observationsỹ y y i depend on the star's physical parameters as contained in x x x i .
Likelihood
We first decompose the likelihood as follows:
For many purposes it is sufficient to compile samples of stars from survey photometry, perhaps applying colour or magnitude cuts. As discussed by Burnett & Binney (2010) , the probability of a star being in such a sample is purely a function of its observed photometry and therefore constant for different x x x i , but identicalỹ y y i . Or more succinctly S S S i is directly dependant onỹ y y i only. As such, it is possible to say:
Continuing to concentrate on the case of multiband photometry, a given set of stellar parameters x x x i implies that the star i has an actual (not observed) apparent magnitude, ( j) y i , in a given band, j:
Where ( j) M is the star's absolute magnitude in that band. Currently, H-MEAD obtains these from the Padova library of isochrones (Marigo et al. 2008; Girardi et al. 2010) , which is, where necessary, converted into the relevant filter system using model spectra (specifically those of Munari et al. 2005 ).
If it is assumed that the observed apparent magnitudes are normally distributed around their actual value, it is then possible to say that:
Where ( j) δ(x x x i ) is the uncertainty on the apparent magnitude, in the band denoted by j, of a star that has the stellar parameters x x x i and an apparent magnitude ( j) y i (x x x i ). In practice this is currently estimated using a similar technique to Marshall et al. (2006) and Sale et al. (2010) . In short, ( j) δ(x x x i ) is determined from:
Where A, B and C have been determined by fitting to the estimated photometric uncertainties of objects within the field, produced during pipeline processing of the observations. Thus, for observations we have obtained:
As the first term depends only on an observation, this is constant and so:
However, in real catalogues of data individual stars may be missing one or more observations which other stars may possess. For example, in a photometric catalogue a star may lack an observation in one band because it was too faint to be observed in that band. In this case ( j) S i will record the absence of an observation. We would like to repeat the process of the previous few paragraphs, but are unable to do so as we do not know what the unobserved apparent magnitude of the star should be. Therefore, we marginalise over the missing observation ( j)ỹ′ i .
P(
In the middle of the catalogue's magnitude range P( ( j) S i | ( j)ỹ′ i ) will be roughly 0, whilst far outside (very bright or very faint) it will be almost 1. At the bright end it is normally possible to approximate P( ( j) S i | ( j)ỹ′ i ) as a step function, thus for bright stars equation 19 can be approximated with the normal cumulative density function. However, at the faint end, the form of P( ( j) S i | ( j)ỹ′ i ) is better described with a sigmoid function, the integral in equation 19 must then be solved numerically.
Furthermore, if it is assumed that all members ofỹ y y i are independent, as would be reasonable for photometry, but not for certain forms of spectroscopically derived measurements based on the same spectrum, the likelihood can be written as:
Where k iterates over observations we have and l those that are missing for each star.
Prior
There are several contributions to the prior. For mass we can take the IMF as a prior, in particular here a Scalo-like IMF is assumed, as it is more suitable for field populations (Kroupa & Weidner 2003) . For age, one could assume the star formation rate, which has been taken to be constant. A radial metallicity gradient can be included in the prior on metallicity, whilst the prior on distance can account both for the radial density gradient of the disc and the geometry of the field (the physical area covered by a source with a finite apparent angular size at a given distance is proportional to the distance squared). As such the prior takes the following form:
Where R i is the Galactocentric radius in kpc implied by µ i and the Galactic coordinates of the object and d i is the distance implied by
The form of this can be set as desired. H-MEAD, as employed in section 4, models ρ(µ i , l i , b i ) with a thin disc only, as the contribution of other components will be negligible for the cases studied. Following Sale et al. (2010) the thin disc is modelled as an exponential truncated disc with an inner scale length of 3000 pc, a truncation radius of 13 kpc and an outer scale length of 1200 pc. Additionally a scale height of 300 pc is assumed (following Jurić et al. 2008) . As discussed in section 5, a substantially more complicated model for ρ(µ i , l i , b i ), featuring a bulge, thick disc and halo as well as warp and flare in the discs could be employed if desired and it is possible that observations could be used to constrain ρ(µ i , l i , b i ). Two powers in the d 3 i term in the prior on distance are a result of the fact that all sources subtend non-zero solid angle and that the area covered by this solid angle is proportional to d 2 i . The final factor of d i arises in the Jacobian when converting the prior from one on distance to one on distance modulus.
The Bayesian model described so far is similar that of equation 6 of Burnett & Binney (2010) . However, there are two key differences: Burnett & Binney (2010) employ the uncertainties estimated from the observations and then require an extra term to relate these to the uncertainties that would be implied by a given x x x i . Whereas, here uncertainties are estimated directly from x x x i . They also include a separate term which covers the probability of the star being included in the sample, given some x x x i . It should be noted that this is included in the likelihood, thus reconciling their equation 6 and Bayes' equation.
Interstellar extinction, with a known distance-extinction relationship
The Bayesian model is now extended, by also considering the possibility of interstellar extinction. To do so, x x x i is altered, such that:
Note that A i is monochromatic extinction at a given wavelength. Monochromatic extinction is employed in this study as all broadband measures of extinction are dependant on the SED of the source (McCall 2004; Bailer-Jones 2011) . As a result, two sources sitting behind the same dust column, but with different SEDs will demonstrate differing A V s (for example), but necessarily identical values of A i . From this point on, the word 'extinction' and symbol A i should both be taken to refer to monochromatic extinction.
The equation for the posterior probability distribution (equation 9) remains the same, though the definition of x x x i has altered. An updated graphical description is depicted in Fig. 2 .
The definition of the likelihood given by equation 20 also remains unchanged. However, the actual apparent magnitude of a star ( j) y i (x x x i ), given stellar parameters is now:
Where ( But what of the prior? Let us say that we know a priori the distance-extinction relationship for the field. As all catalogues will inevitably cover some non-zero solid angle, at any given distance there will be a range of possible values of extinction, as the dust column will vary with sky position. This is the effect that causes the well known problem of differential extinction in clusters, where individual stars within a cluster are subject to different extinctions, blurring the appearance of the cluster on colourmagnitude diagrams. We model the differential extinction with a lognormal distribution: at a distance d, the distribution of extinction is given by a lognormal distribution with meanĀ(d) and standard deviation σ A (d). Fischera & Dopita (2004) show, with simulations, that the distribution of extinction to a given distance, with varying angular position, takes a nearly lognormal form, whilst Goodman, Pineda & Schnee (2009 ), Froebrich & Rowles (2010 and Kainulainen et al. (2011) have observed that the lognormal form of the column density of ISM components appears to be valid empirically in interstellar clouds. A lognormal distribution can be intuitively seen to be preferable to a Gaussian distribution, as it is only defined for positive values of extinction, i.e. it ensures that there is no probability of the A i being less than or equal to zero.
Furthermore, let us describe the distance-extinction relationshipĀ A A = {Ā(d), σ A (d)} with piecewise constant function (sometimes called a step or staircase function) for bothĀ(d) and σ A (d).
Therefore, at a given distance, one can say:
Where ζ(d) and υ(d) describe a lognormal distribution with mean
The definition of the overall prior is similar to equation 25:
The case of an unknown distance-extinction relationship: 3D extinction mapping
In practice we do not know the distance-extinction relationship a priori, in fact we would like to determine it. To this end, we further extend our model to become a hierarchical Bayesian model. Under this description, we allow the parameters contained inĀ A A, which describe the distance-extinction relationship to vary, referring to them as hyperparameters. This makes it possible to constrain the distance-extinction relationship, in addition to the stellar parameters. If only the observations of one star are employed, very little will be learnt of the distance-extinction relationship. However, as the distance-extinction relationship applies to many stars within a field, it can be more precisely determined when using the observations of many stars within the field. Therefore, the tightest constraints onĀ A A are found when using observations of as many stars as is feasible. Fig. 3 shows a graphical description of the hierarchical model that is used in H-MEAD. As can be seen, the stellar parameters, x x x i , of each star in a field are dependant on the distance-extinction relationship that they sample. In practice, this dependence is what allows the distance-extinction relationship to be found.
In the previous sections it has been possible to consider each star separately, as the parameters of one star and those of another were mutually independent. However, now the model includes many stars from within a field. Therefore, for increased clarity, three additional sets are defined, x x x = {x x x 1 , x x x 2 , ...},ỹ y y = {ỹ y y 1 ,ỹ y y 2 , ...} and S S S = {S S S 1 , S S S 2 , ...}. These sets contain the stellar parameters of all the stars, the observations of all the stars and the set of the events that each star is included in the sample respectively.
Given the model depicted in Fig. 3 and remembering equation 7, the global posterior distribution is now defined as:
P(x x x,Ā A A|ỹ y y, S S S) ∝ P(ỹ y y, S S S|x x x)P(x x x|Ā A A)P(Ā A A)
The likelihood and prior are each simply the product of the likelihood and prior respectively for all stars: It now becomes necessary to set a hyperprior -a prior on the hyperparameters, P(Ā A A). We know that mean extinction (Ā(d)) must increase with distance. Therefore, this requirement is included in the hyperprior, by setting the hyperprior probability of any distance-extinction relationships that do not satisfy this requirement to zero.
It was found experimentally that without any further information in the hyperprior, i.e. assuming an otherwise uniform hyperprior, the posterior distribution would not be well behaved. In particular, thatĀ(d) would diverge to infinity at large distances. This is a result of a common feature of hierarchical models that, in order for the posterior to be well behaved, the hyperprior should be proper, that is that the integral of the hyperprior across all hyperparameter space should be finite. The hyperprior described in the previous paragraph does not satisfy this requirement.
Therefore, an improved hyperprior was required. As with the priors, the hyperprior is based on existing physical knowledge. Specifically, it is assumed that extinction traces an exponential disc, with scale heights and lengths taken from Marshall et al. (2006) . The requirement that mean extinction must increase with distance is also retained in the hyperprior.
The hierarchical model in practice
Unfortunately, there exists no analytical solution for the hierarchical model, as given in equation 29. Similarly, a 'brute force' method, which covers the entire parameter space is clearly unfeasible given the very large number of parameters included in the model. Therefore, a Markov-Chain Monte Carlo (MCMC) method is employed in H-MEAD to estimate the posterior distribution and so, values of each of our parameters.
As a result of the high dimensionality of this problem, a standard Metropolis-Hastings MCMC algorithm (Hastings 1970 ) is not feasible: to maintain a reasonable acceptance rate the proposal distribution would have to be so narrow that it would take an impractically large number of iterations for the chain to converge. Instead a Metropolis-within-Gibbs algorithm (Tierney 1994 ) is adopted.
The schema for this is that during each iteration of the chain, each x x x i is updated in turn, using a Metropolis-Hastings sampler, then the distance-extinction relationshipĀ A A is updated, again using a Metropolis-Hastings sampler. It is worth noting that such 'blockupdating' algorithms were originally discussed by Metropolis et al. (1953) and therefore such an approach should not be viewed as being particularly radical or exotic.
The feasibility of the Metropolis-within-Gibbs approach is reliant on the fact that each star's contribution to the posterior probability is dependant only on the x x x i corresponding to it as well as the distance-extinction relationship. It is independent of the rest of x x x, as visualised in Fig 3. Thus, when updating a star's parameters only its contribution to the posterior probability need be recomputed. It is only when updatingĀ A A that the contribution of all stars to the posterior need be recomputed and even then it is only necessary to recalculate P(x x x|Ā A A)P(Ā A A). By adopting this method it is also possible to maintain both a reasonable acceptance rate of updates and a sufficiently wide proposal distribution. As a result, the chain quickly converges on the posterior distribution and subsequently samples from it.
The exact performance of any MCMC based algorithm is partly dependant on a number of parameters that describe how it behaves, including the proposal distributions used and the number of iterations the algorithm is allowed to run for. The width of the proposal distributions of the stellar parameters is based on the apparent magnitude of the star: brighter stars being given narrower proposal distributions to reflect the fact that their parameters can be more precisely determined. A 'burn in' period of 100000 iterations is assumed; the state of the chain in the first 100000 iterations is not used to estimate the posterior distribution as it is assumed that the state of the chain in these iterations may be affected by the initial values of the parameters. H-MEAD is then allowed to run for a further 150000 iterations, making a total of 250000. The large number of iterations, coupled with the high dimensionality of the parameter space, means it is unfeasible to store the state of the chain at every iteration, instead it is 'thinned' by only retaining the state at every 100 th iteration.
Up until this point, x x x i has been defined as
However, in practice, it is not possible to use this parameter space as it is extremely difficult for a star's x x x i to transition from the main sequence to the giant branch: to do so would require the chain to follow a very particular path in {M i , τ i } space, as such it would take a prohibitively long time for the chain to converge. Therefore, the stellar parameters for each star are parametrized as
Everything stated so far in this paper still stands, with the exception that it is necessary to transform the prior probability distribution
No mention has yet been made of the effect of stellar binarity or higher order multiplicity. Following Sale et al. (2009) , a simple correction was made to the estimated distances to all stars such that they are 4% further than would otherwise be calculated.
One could marginalise over x x x, so that only the distanceextinction relationship and not any of the stellar parameters are recovered. In practice though there is little to be gained directly from such an approach, marginalising over the stellar parameters in an MCMC algorithm is no quicker than constraining these parameters. A performance increase can only be obtained by binning the data in some form (as in Marshall et al. 2006 ), which induces a loss of precision. 
OBSERVATIONS
This paper concentrates on the use of multiband photometry. Particular reference has been made to the use of observations from IPHAS and VVV, two surveys of the Galactic Plane, where the need for extinction mapping is most acute. It is, though, obvious that the method could be employed with any photometric survey. The hierarchical model employed remains the same, but suitable isochrones must be obtained and the response to extinction in all filters computed.
It is, however, important to note that not all observations are equally informative. To demonstrate this photometry was simulated for an A0 star on the ZAMS, located at a distance of 2 kpc, in the VISTA, IPHAS and SDSS filter systems. This simulated star is assumed to lie towards the anticentre and has been subjected to an extinction of A 6250 = 2, that is an extinction equivalent to 2 mag at 6250Å, assuming the Fitzpatrick & Massa (2007) R = 3.1 extinction law. This simulated star was then analysed using the method of section 2.2. In the first instance a uniform and therefore uninformative prior on extinction was assumed. This is a simple case and is analogous to extinction mapping methods which do not use the distance-extinction relationship to refine the estimates of stellar parameters. The subsequent posterior probability distributions for Although all three systems obtain reasonable estimates of the star's distance and extinction, the IPHAS data allows the posterior to be significantly more constrained and thus, demonstrably, carries more information. The particular cause for this is due to the design of the filter sets, the SDSS and VISTA systems are more affected by what is often referred to as a degeneracy between estimated spectral type (and thus equivalently estimates of T eff or mass) and estimated extinction. Due to the nature of the IPHAS filter system, which allows (r ′ − Hα) to be a rough proxy for spectral type, this degeneracy is less dramatic in the estimate derived from IPHAS photometry.
In this case, it would appear that all three systems produce a biased estimate of distance. However, this arises as only one star is being considered and it has been chosen to be on the ZAMS and will therefore be intrinsically faint for a star of its colour. It is of course possible to have an intrinsically brighter star of the same colour, say one that is turning off the main sequence. Such stars will be less common, but in order for them to have the same apparent magnitude as the hypothetical A0 ZAMS star at 2 kpc, they will have to be more distant. The possibility of the observation being of such a star elongates the posterior distribution. In effect, the estimate of the star's absolute magnitude or log g is not well constrained. When a whole population of stars is considered, on average this effect disappears as the real distribution of these stars will resemble the posterior.
To verify this we turn to a simulation of VVV photometry, of the type discussed in section 4, though with extinctions of all amounts assumed equally likely, was performed for a region of 200 square degrees. A sample was then populated with all the stars with apparent magnitudes in all three bands within 0.02 that of the A0-star. Fig. 5 shows a normalised histogram of the true distance of the stars in this sample compared to the posterior distribution for the A-star obtained using simulated VVV data marginalised over all parameters except distance. Fig. 5 reveals that the posteriors in Fig. 4 are not biased, but are an honest reflection of what can be determined about the star using the data at hand.
H-MEAD, however, does not assume a uniform prior on extinction, but rather, as indicated by equation 29, uses the estimated distance-extinction relationship. To illustrate the effect of assuming Figure 6 . Similar to Fig. 4 , though now the depicted (red line) distanceextinction relationship has been employed to set the prior probability. Differential extinction has been set by assuming
a more informative prior on extinction, the analysis that produced Fig. 4 was repeated, though now with a typical distance-extinction relationship used to set the prior. The posteriors and the assumed distance-extinction relationship are depicted in Fig. 6 and the posteriors summarised in table 1. The resultant priors are significantly more precise, demonstrating the value of the hierarchical approach pursued by H-MEAD. In particular, the extra information from the prior now allows log g to be more accurately determined, as can be seen in Fig. 7 . The method described here can be applied to almost any form of astronomical observations. Although this work largely concentrates on the use of photometry, it is possible to also use spectroscopy or spectroscopically derived measurements, for example . A comparison between the marginalised posterior distributions on log g determined with an uninformative uniform prior (solid black line) and a more informative prior (dashed red line) with SDSS data, and with combined SDSS and Gaia data (blue dots). The surface gravity of the simulated star is log g = 4.28 one could use the spectra of SEGUE or RAVE and/or the estimated stellar parameters derived from them. Though this comes with the caveat, as mentioned in section 2.1.1, that care must be taken with the likelihood when multiple measurements, for example those produced by the Segue Stellar Parameter Pipeline (SSPP Lee et al. 2008) , are derived from the same spectra. Additionally, unlike photometric surveys which blindly observe all visible objects within a field of view, targets for spectroscopic surveys are preselected, with preference being given to certain types of object. Therefore, it is necessary to understand this selection function and include it in the likelihood.
It is also possible to use astrometric observations, parallaxes being of particular interest in this context. Though they may appear to only constrain stellar distances directly, as estimates of other parameters will be correlated with the estimated distance, they too will be constrained by parallax measurements. As an example, Fig 8 returns to the example of an A0 star at 2 kpc, subject to an extinction of A 6250 = 2. The estimated uncertainty on the Gaia parallax has been derived following Lindegren (2009) . The inclusion of a Gaia like parallax not only allows the distance estimate to be much more tightly constrained, but also improves the precision of the extinction estimate substantially. Furthermore, as the distance is more tightly constrained, so too are estimates of the star's absolute magnitude and log g.
Clearly, the ideal approach would be to use all data available and so obtain the most precise results. In practice though, there is a cost in both CPU time and human effort associated with the use of any individual survey dataset, stemming from the need to configure isochrones and the response to extinction and process the observations in H-MEAD. A sensible approach would be to prioritise the use of more informative surveys over those which will be of less use.
VERIFICATION
It is necessary to assess the veracity of the H-MEAD algorithm, to measure its precision and demonstrate its accuracy. This has been done through the use of simulated photometry, as it is possible to know the exact distance-extinction relationship and the stellar parameters of the stars in the simulation. This process is similar to that described in Sale et al. (2009) . The Galactic model employed is largely identical to that used in Sale et al. (2010) , which itself follows in the spirit of the Besançon model. In broad terms, the model seeks to simulate photometry for an observer in a galaxy similar to the Milky Way. The model includes features such as photometric errors, binarity, metallicity variation and extinction.
As a first test IPHAS photometry was simulated for stars using a Galactic model that features no stellar binarity and a fixed metallicity at solar levels. Subsequently, as in Sale et al. (2009) , colour cuts were applied to the simulated data to exclude stars with colours consistent with having a spectral type later than K4. A number of Galactic plane sightlines were examined (l = 45, 90, 135, 180 and b = 0, 2, 5) with the expectation that these should be broadly repre- sentative of the different regimes encountered in the Galactic plane. All simulated sightlines had an angular size of 5 ′ × 5 ′ , a bright photometric limit at r ′ = 13 and a faint limit at r ′ ∼ 20.5. In all cases H-MEAD successfully retrieved the input extinction distance relationships, examples can be seen in Fig 9. In Fig. 9 and subsequent similar figures, error bars are employed to depict 68% credible intervals on the mean extinction in each distance bin. A credible interval contains a given proportion of the posterior probability distribution on one parameter, marginalising over all other parameters, and can be viewed as being an approximate Bayesian equivalent to a confidence interval. In this instance the credible intervals have been estimated from the chains created by the MCMC process. Credible intervals, like confidence intervals, could be placed anywhere in the parameter's range as long as they contain the desired proportion of the posterior probability. In H-MEAD and this paper, for the sake of simplicity and consistency, all credible intervals are centred on the mean value and are symmetric. Note that these error bars do not show differential extinction, σ A (d).
To verify that the means and credible intervals are an ade- One key feature of the extinction curves in Fig. 9 that should be noted is that values of mean extinction in successive bins are highly correlated. As a result, it may appear that the credible intervals for mean extinction, displayed as error bars, are underestimated in regions. For example at a distance of ∼ 2.5 kpc along the (180, 0) sightline shown in Fig. 9 , where the estimated extinction is lower than the true value. However, in reality, as the mean value of extinction in successive bins is so strongly correlated the probability of successive bins lying roughly one credible interval below the actual value is only slightly less than that of one bin being similarly placed.
Using the simulated photometry is was also possible to verify that, in all cases, H-MEAD was able to converge on a result quickly, typically within the first 10,000 iterations; allowing for a burn in period of 100,000 iterations was found to be somewhat conservative. As MCMC algorithms sample from the posterior distribution, quantities derived from the MCMC chain are subject to a standard error. In addition samples drawn from an MCMC chain are not independent, thus the effective size of such a sample is smaller than its absolute size. As a result of the high dimensionality of the statistical model employed in H-MEAD, the MCMC chains mix somewhat slowly. This, in turn, reduces the effective sample size of the chain and thus increases the standard error on the estimates of the distance extinction relationship and stellar parameters. For this reason, the long chains are necessary. In the tests conducted effective sample sizes were typically a few hundred. In comparison, the thinned post-burn-in chain contains 1500 iterations and is itself obtained from the unthinned post-burn in chain of 150000 iterations. Fig. 11 demonstrates that the standard error on the estimated parameters is acceptably small compared to the width of the posterior distribution, thus it can be neglected.
Colours in the IPHAS system are largely independent of metallicity, magnitudes though are somewhat affected by metallicity variations (Sale et al. 2009 ). As such, the distances to stars estimated with IPHAS photometry are dependant on the contents of the prior. If photometry with colours sensitive to metallicity, e.g. the (u ′ − g ′ ) colour in SDSS (Ivezić et al. 2008) , were used instead the metallicity of the stars would be tightly constrained by the data and less dependant on the metallicity gradient in the thin disc assumed in the prior.
The importance of the assumed thin disc metallicity gradient is demonstrated in Fig. 12 . IPHAS photometry was simulated, assuming a metallicity gradient of −0.07 kpc −1 (following Robin et al. 2003) . If H-MEAD assumes this same metallicity distribution in the prior, it accurately retrieves the distance-extinction relationship. If, however, it assumes that all stars are of solar metallicity, it overestimates distances significantly. Smaller changes impact on the results far less significantly, for example assuming a flattening of the metallicity gradient at large Galactocentric radii (following e.g. Carraro et al. 2007; Bragaglia et al. 2008) .
H-MEAD also estimates the stellar parameters for every star in the sample. The precision with which it is able to do so is inevitably dependant on the apparent magnitude of stars. However, it is also affected by the characteristics of the sightline: it is possible to estimate the distance of a star in a region densely filled with dust, where extinction is building up rapidly, more accurately than that of a star in a region where the dust content is low. Finally a direct comparison is made between the performance of H-MEAD and MEAD (Sale et al. 2009 ). Both algorithms were run on the same simulated photometry, some examples are shown in Fig. 13 . In all cases H-MEAD produces clearly far superior results.
H-MEAD has already been used with real data. Raddi et al. (in prep.) applied H-MEAD to IPHAS photometry along lines of sight towards 68 Classical Be stars. Armed with the produced distanceextinction relationships and spectroscopically estimated reddenings, 'extinction distances' (e.g. Giammanco et al. 2011 ) are estimated for each star. These are then compared to distances estimated purely from photometry and so the comparison between the two constitutes a strong test of the capabilities of H-MEAD.
FURTHER EXTENSIONS TO THE MODEL
In the hierarchical model employed by H-MEAD, as specified by equation 29 and Fig. 3 there are a number of fixed parameters. These are found in the prior probability distribution and include the shape of the IMF, the stellar density distribution, the Galactic SFH and how metallicity varies with position in the Galaxy. Poor choice of these priors will lead to systematic error in the estimates obtained by H-MEAD.
Although it has not yet been done, it is in theory possible to further extend the model such that all these parameters are themselves allowed to vary and thus we gain additional hyperparameters. As an example, we could allow the exponent in the assumed IMF to vary. Extending our model in this way would, in the worst case scenario, allow for marginalisation over different IMFs. However, if the data to hand are suitably informative, it would be possible to more tightly constrain the shape of the IMF. By performing this form of analysis, the possibility of systematic error will be much reduced.
In the case of stellar density, one could employ a more complicated model. The prior employed in section 4 only includes a simple exponential thin disc when describing stellar densities. This is a good model at low Galactic latitudes, but will be increasingly insufficient with increasing distance from the Galactic plane. One could therefore employ a model which also includes thick disc, bulge and halo components. Additionally, it would also be possible to include warping and flaring of the thin disc in the model. Again the parameters that describe the warp and flare could be allowed to vary and so, the observational data could constrain the form of the thin disc's warp and flare.
The model currently employed assumes an R = 3.1 reddening law of Fitzpatrick (2004) , following Cardelli, Clayton & Mathis (1989) . Clearly, this is a somewhat simplistic approach, given that it is well known that the extinction law varies across the sky. An alternative approach might be to allow the extinction law to vary between fields. However, this too can been seen to be simplistic: if the extinction law is allowed to vary between adjacent fields, why shouldn't it vary within a field? A far more comprehensive would be to model R in the same way as extinction is modelled in this paper. Namely, that within a field, at a given distance, R has some distribution with non-zero width and this distribution is allowed to vary with distance. Again this approach requires a hierarchical model, each star has its own value of R, which samples the distribution of R along the line of sight.
The value of this approach can be most easily seen with a simple example: Imagine that within some field the first few kpc are dominated by 'normal' R = 3.1 dust, then at a distance of a few kpc there exists a dark cloud, containing high R dust covering part of the field. Behind the dark cloud R = 3.1 dust is again dominant. Assuming R = 3.1 would clearly be unsatisfactory for stars behind the dark cloud, whilst taking some field averaged value of R would not be representative of either those stars obscured by the cloud or those not. In this case allowing R to have a distribution with nonzero width and allowing this distribution to change with distance would capture the existence of the cloud at some depth along the line of sight and cope with the variation of extinction law with angular position, caused by the cloud not covering the entire field.
In addition, by not treating stars individually, it is possible to take advantage of the fact the stars located near each other should exhibit correlated values of R as they lie behind similar dust columns. As a result, the estimated values of R for each star and for the field in general will be more precise than if the stars were treated individually, in much the same way as the hierarchical approach allows extinction to be measured more precisely.
An example of a model which could be employed to study Galactic structure as well as map extinction in three dimensions is shown in Fig. 14 . This model is somewhat more complicated than that employed by H-MEAD and as such will require superior data to constrain the additional parameters. Additionally, it is likely Figure 14 . A graphical description of an extended hierarchical model which can also be used to study Galactic stellar density (ρ ρ ρ) and 3D reddening law variation (R R R).
that its implementation will present a number of additional practical hurdles, akin to those discussed in section 2.4.
CLOSING DISCUSSION
Given the high frequency of hierarchies in Galactic astronomy, hierarchical Bayesian models will be a key tool for analysing the ever growing quantity of data on our Galaxy. The advantage of using hierarchical models is clear. Such models relate the parameters of many stars, through the characteristics of the Galaxy or the region in which they are found. Therefore, they provide additional information and allow the parameters which describe stars and those which describe the Galaxy to be determined more precisely and accurately. Conversely, methods which consider stars individually do not take advantage of the relationship between stars and the Galaxy they populate and cannot take full advantage of the data they employ.
Furthermore, employing a Bayesian methodology offers several advantages over classical frequentist techniques. Bayesian techniques avoid the classic inverse problem, whereby the parameters of interest are determined directly from the data, by instead finding the model which best describes the data. Such inversion can be particularly difficult when there are many parameters involved and their estimates are correlated. Additionally, with Bayesian techniques one is able to include prior information, in this case the basic physics of extinction and the accumulated historical knowledge of the Galaxy can both be included to give more precise and accurate results. This paper has examined one potential use of hierarchical Bayesian models, employing them to map extinction in three dimensions. A good knowledge of where and how extinction builds up in the Galaxy is a major barrier to furthering our understanding of the structure an history of the Galaxy. There are few existing 3D extinction maps and those that do exist are limited by one or more of several factors, including the data they employ (e.g. Neckel & Klare 1980) a reliance on a particular Galactic model (Marshall et al. 2006) , by only being able to achieve a coarse distance resolution (e.g. Majewski, Zasowski & Nidever 2011) or by only treating individual stars in isolation (e.g. Berry et al. 2011 ).
A particular algorithm, H-MEAD, which employs hierarchical Bayesian models has been described in detail. The model employed has been discussed, concentrating on the physical justification for its use, but also covering some of the practical aspects of its implementation. Subsequently, testing with synthetic photometry has demonstrated that H-MEAD does indeed produce results which are both accurate and precise. The precision of H-MEAD is massively improved with respect to MEAD (Sale et al. 2009 ), whilst the fact that H-MEAD is able to cope with features such as variation in stellar densities and metallicities will considerably reduce systematic errors.
It should also be remembered that H-MEAD not only maps extinction, but also provides precise estimates of the distances, masses, metallicities, etc of stars. There are many potential uses for such data, one possibility is studying the distribution of high mass stars in order to map the Galaxy's spiral structure.
In the longer term, it is not possible to consider the future usefulness of the method described in this paper and hierarchical models in general without mentioning future surveys. Gaia is expected to provide parallaxes for ∼ 10 9 stars as well as spectroscopy for a subset. As such, it will clearly be central to any future analysis of the Galaxy. However, it will be far from the only data available. Rather than simply using Gaia data alone, a more precise analysis will be possible if data from existing and forthcoming surveys, be they photometric or spectroscopic, were used as well.
However, a major problem is this wealth of data should be analysed. Clearly, concealed within the data will be a gold-mine of information on our Galaxy and, in theory, it should prove possible to make spectacular advances in understanding the current and past state of the Galaxy. This massive advantage though becomes a major hurdle, in so far as the sheer quantity and complexity of the data will considerably complicate its analysis.
The method discussed in this paper, could be considered to be a prototypical example of how Gaia data might best be analysed. There are many potential improvements to the method, several of which have been discussed in section 5, which will not only increase its accuracy but also extend the scope of what it can achieve. If applied this would make it possible to not only map extinction in 3D, but also map Galactic structure, estimate the Galaxy's star formation history and more besides.
