INTRODUCTION
The higher education sectors of many countries obtain at least some of their income from public funds making it essential, in the interests of accountability, to measure the efficiency of the institutions which comprise these sectors. The higher education sector, however, has characteristics which make it difficult to measure efficiency: it is non-profit making; there is an absence of output and input prices; and higher education institutions (HEIs) produce multiple outputs from multiple inputs.
An assortment of methodological approaches have been employed in an effort to resolve the problem of efficiency measurement in this context, from early studies which use ordinary least squares (OLS) regression methods (Johnes & Taylor 1990) , to more recent studies which use frontier methods such as data envelopment analysis (DEA) (Athanassopoulos & Shale 1997; Räty 2002; Abbot & Doucouliagos 2003; Johnes, forthcoming) or stochastic frontier analysis (SFA) (Izadi et al 2002) .
The purpose of this paper is to explore the issue of the measurement of technical efficiency in the context of higher education 1 . From an output-oriented perspective (Farrell 1957) , efficiency is defined as the ratio of a firm's observed output to the maximum output which could be achieved given its input levels. Since a firm's observed production point is known, the measurement of efficiency therefore requires the estimation of the production function in order to estimate its potential production point. Various parametric and non-parametric techniques of estimation can be used.
The paper is in five sections of which this is the first. Section 2 provides a brief overview of methods for estimating the higher education production function 1 The choice of technical as opposed to alternative types of efficiency is made on the basis of the variables in the data set which will be used in the empirical analysis. Alternative measures of efficiency include overall (economic) efficiency and social efficiency. These types of efficiency have been examined in the context of higher education (see, for example, Athanassopoulos & Shale 1997; Korhonen et al 2001; Abbot & Doucouliagos 2003; Izadi et al 2002) .
and provides a summary of the advantages and drawbacks of the various methods in the context of HEIs. The non-parametric method of DEA is presented in detail in section 3, along with developments and extensions of DEA designed to overcome its main drawbacks. The results of applying DEA to a data set of more than 100 English universities are presented in section 4. In particular, various DEA models are compared using the Pastor et al (2002) test, possible differences between subgroups in terms of the distribution of efficiencies are investigated using a method suggested by Charnes et al (1981) , and bootstrapping procedures (Simar & Wilson 1998; 1999) are applied to produce confidence intervals for the efficiency scores. Conclusions regarding the efficiency of the English higher education sector and the usefulness of DEA and its extensions as a technique for measuring efficiency in this context are drawn in section 5.
ESTIMATING THE HIGHER EDUCATION PRODUCTION FUNCTION
There are two basic approaches to estimating a production function: the statistical (or econometric) approach and the non-statistical (or programming approach). Under the statistical approach, the production function can be represented 
where y k is the output of producer k; x ik is the amount of the ith input (i = 1, … m) used by producer k; 0 ≥ k u and u k represents the inefficiency of producer k (Lovell 1993), and a specific distribution is assumed for the u k (Førsund et al 1980) .
The statistical approach is often parametric since a particular functional form for the production function is also assumed. Equation 1 and hence the measures of inefficiency (u k ) can be estimated using a variety of statistical techniques including corrected ordinary least squares, modified ordinary least squares and maximum likelihood estimation (Lovell 1993) 2 . While these methods provide estimates of the parameters of the frontier, the significance of which can be tested, they are beset by the problem of possible misspecification. In addition, they are not easily applied in a situation where there are multiple inputs and multiple outputs, a serious drawback in the context of higher education.
DEA is a non-statistical and non-parametric approach which makes no assumptions regarding the distribution of inefficiencies or the functional form of the production function (although it does impose some technical restrictions such as monotonicity and convexity -see Färe et al 1994) . Instead, it uses the input and output data themselves to compute, using linear programming methods, the production possibility frontier. The efficiency of each unit is measured as the ratio of weighted output to weighted input, where the weights used are not assigned a priori, but are calculated by the technique itself so as to reflect the unit at its most efficient relative to all others in the dataset. In a multi-output, multi-input production context, DEA provides estimates of the distance function (Shephard 1970) , which is a generalization of the single output production function. The advantages of the distance function approach are, first, that there is no need to make behavioural assumptions about the firms, such as cost minimisation or profit maximisation (which would be regarded as inappropriate in the higher education context), and, second, knowledge of input and output prices, which are often unknown in the higher education context, is not required. The lack of assumptions in DEA regarding statistical distributions, however, means that there are no estimates or significance tests of the parameters of the production function, a potentially serious problem if results are sensitive to the specification of inputs and outputs.
The methods considered so far have all assumed that deviations from the production function are deterministic and hence are a consequence solely of inefficiency. Under a stochastic approach such as stochastic frontier analysis (SFA), however, the residual is separated into two components: one the result of inefficiency and one random. In practice, this involves assuming a specific distribution for each error component. Thus the SFA production function can be written as
where to technical inefficiency is an assumption which has no theoretical basis. In addition, SFA is not easily applied in a multiple input multiple output production situation.
The analyst is therefore faced with an array of methods for estimating the higher education production function and deriving measures of efficiency. The multiple input multiple output nature of production in higher education combined with the absence of prices (of both inputs and outputs) make DEA an attractive choice of methodology in this context, despite its shortcomings. The next section therefore presents the DEA technique and investigates how some of its drawbacks are overcome by extensions to the technique.
THE DEA METHODOLOGY
3.1 An overview: DEA was developed by Charnes et al (1978) following work by Dantzig (1951) and Farrell (1957) , and estimates a piece-wise linear production function relative to which the efficiency of each firm, or decision making unit (DMU) can be measured. In its simplest form, DEA assumes constant returns to scale (CRS).
Consider, a simple example of 5 universities (A, B, C, D, E) producing 2 outputs, y 1
(for example, the number of graduates achieving 'good' degrees) and y 2 (for example, the number of graduates going into employment) using the input x (for example, the number of undergraduates). Figure 1 plots the ratio of output y 1 to x against the ratio of output y 2 to x, and the piecewise linear boundary which joins up universities A, B, C and D is the production frontier. All DMUs on the frontier are efficient since none can produce more of both outputs (for a given input level) than any other unit on the frontier. In contrast, university E, which lies inside the frontier is inefficient, and the (Banker et al, 1984) . While choice of orientation does not affect efficiencies under CRS, it does under the assumption of VRS (Coelli et al 1998), although it has been shown only to have a slight influence in many cases (Coelli & Perelman 1999) . In an input orientation, outputs are assumed to be fixed and the possibility of proportional reduction in inputs is explored, whereas, in an output orientation, it is inputs which are fixed while the possibility of a proportional expansion of outputs is explored. The latter orientation is deemed the more appropriate in this study where the quantity and quality of the inputs, such as student entrants, are fixed.
In an output-oriented framework and under the assumption of VRS, the following linear programming model needs to be solved for each DMU in the data set in order to calculate DEA efficiencies. approach is to include all inputs, whether controllable or not, in the efficiency analysis (Cubbin & Tzanidakis 1998; Grosskopf 1996) . This is generally the approach which has been taken in DEAs applied to the higher education sector, but can produce results which do not make adequate allowance for HEIs facing a harsh environment, and their inefficiency may be overestimated as a consequence 3 .
The second approach is to adopt a two-stage procedure whereby the efficiency scores for a set of institutions are derived using DEA and including a subset of controllable inputs, and then these efficiencies are analysed at a second stage in relation to the non-controllable inputs using an appropriate transformation and statistical technique. The theoretical difference between the two approaches is that a two-stage procedure assumes that the second stage input variables affect the efficiency with which the outputs are produced from the inputs, whereas the one-stage procedure assumes that all the inputs affect the process of production of the outputs from the inputs (Lovell 1993). In practice, it can be difficult to distinguish between the inputs which should be included at the first stage, and those which should be included in the 
Comparing the efficiency of subgroups of DMUs:
If there are differences in efficiency between specific subgroups of the full sample (for example, public versus private institutions in the USA), it is more appropriate to apply DEA separately to each subgroup in order to derive appropriate peer groups for the inefficient DMUs.
One method (Charnes et al 1981) for checking for differences involves applying DEA to the subgroups (1 and 2, say), and then projecting all inefficient observations on to their own efficiency frontier (or 'α -envelope' for each α = 1 and α =2). The DEA is run again on the data of projected and efficient DMUs, pooled across both subgroups, in order to derive an 'inter-envelope'. The efficiency scores from this last DEA can then be used to test, using a suitable non-parametric test, whether there are significant differences between the efficiency distributions for each group.
Confidence intervals for efficiency scores:
One of the attractions of DEA is that it provides a simple score of efficiency for each firm, understood by everyone, even though the production process itself may be highly complex. Although DMUs may appear to vary widely in their efficiency (as denoted by the DEA efficiency score), the basic DEA technique provides no indication whether the difference between DMUs is statistically significant. The development of bootstrapping procedures (Simar & Wilson 1998; 1999; 2004b) allow us to estimate 95% confidence intervals for each HEI's efficiency score (see appendix 2) and these can be used to investigate whether the efficiencies derived differ significantly between universities. The quantity and quality of undergraduate inputs are captured by including a composite measure (UGQUAL) which is the product of the number of undergraduates and the average A level score of undergraduate entrants (thus matching the composite measure of the quantity and quality of undergraduate teaching output, GRADQUAL).
AN APPLICATION OF DEA TO HEIs IN ENGLAND

Data and methodology:
This differs from the approach adopted by Athanassopoulos & Shale (1997) The package Warwick DEA is used to run a DEA performed on the assumption that all the defined inputs affect the process of production (i.e. a one-stage procedure)
using an output-oriented approach. A VRS model is used in the first instance, and scale efficiency is examined subsequently.
Results:
Initially, DEA is applied to the full data set of 3 outputs and 6
inputs (see table 1 The deletion of STAFF which would be considered a priori to be a crucial input to the production process requires further investigation and discussion. An examination of the inputs reveals that STAFF is highly significantly correlated with the inputs which remain in the preferred model 5 , and this possibly explains the lack of significance of this variable. Table 4 displays the results of the two specifications (reduced and full) by subgroup. The general efficiency across all English universities is very high: the average level of efficiency varies from 93% to 95% across the two models, and the number of efficient DMUs varies from 51 to 61. In contrast to this broad picture of a highly efficient higher education sector, some individual HEIs have efficiency scores which are considerably lower than the mean, the lowest score being around 60%.
These findings of the efficiency of the higher education sector are broadly in line with findings derived using DEA on an earlier sample of UK universities (Athanassopoulos & Shale 1997) , and with findings from the Australian higher education sector The apparent high level of efficiency in this and other studies of the efficiency of the higher education sector warrants further discussion given that this is a sector 5 Pearson's correlation coefficient between STAFF and, respectively, UGQUAL, PG, ADMIN and CAPITAL is 0.886, 0.844, 0.836 and 0.861.
where there is no profit motivation. One possible explanation of this result is that DEA produces a measure of efficiency relative to that achieved by the other DMUs in the study. Thus, the production frontier estimated by DEA may not in fact be the true frontier which could be achieved if the sector were truly efficient; it is merely the observed production frontier for the sector. If this is the case, then overall levels of efficiency are overestimated by DEA, but rankings of and comparisons between the DMUs are likely still to be valid. Another explanation is that, while the English higher education sector has no profit motivation, it has been increasingly exposed to market forces over the last decade. HEIs must compete against each other to attract the best students and funds for research, thus providing incentives for efficiency.
It is possible from table 4 to examine the efficiency scores in the context of the different subgroups. While the mean efficiency scores suggest that technical efficiency is highest, on average, amongst pre-1992 universities, and lowest amongst the SCOP and SCOP-type colleges, an F-test of the null hypothesis of equal means across the groups cannot be rejected at the 5% significance level for both the full and preferred models. Furthermore, a Kruskall-Wallis test on the efficiencies from the 'inter-envelope' (see Charnes et al 1981) indicates that the efficiency distributions for the three groups of universities do not differ significantly for the full model (χ 2 = 1.07
with an associated p-value of 0.59). These results are confirmed for the reduced model ( χ 2 = 2.55 with an associated p-value of 0.28). Thus, while the levels of inputs and outputs clearly differ between types of HEI, the efficiency with which inputs are transformed into outputs is not significantly different.
One aspect of efficiency which has not yet been examined is scale efficiency 6 .
The DEA is performed with constant returns to scale (CRS) and the results compared to the VRS model. Scale efficiency is then calculated as the ratio of the CRS efficiencies to the VRS efficiencies (see table 4 1998; 1999; 2004b) are used to estimate 95% confidence intervals for each HEI's efficiency score 7 , and these are illustrated for the reduced model in Figure 2 
CONCLUSIONS
This paper has provided an overview of methods which might be used to assess efficiency in higher education. DEA has the advantage over alternative (parametric) methods that it can be applied in a multiple input multiple output production context.
The downside, however, is that, in its basic form, there are no significance tests for comparing models, or for comparing the efficiency scores of individual or groups of DMUs. Developments of the DEA approach which attempt to overcome these drawbacks have been presented and illustrated using a data set of English universities. DMUs. The conclusions of the application of DEA to English universities are as follows:
• The level of efficiency in English universities is high. This result is in line with other studies of efficiency in tertiary education, but is somewhat surprising given the lack of profit motivation typical of this sector.
• • The Charnes et al (1981) procedure finds no significant differences in the distribution of efficiencies for pre-1992, post-1992 and SCOP HEIs in England. This is a surprising result given the obvious differences between these groups in terms of their inputs and outputs, but suggests that the efficiency with which inputs are converted into outputs does not differ significantly across the subgroups, and that there are no efficiency disadvantages in having diversity of provision in higher education. The Charnes et al (1981) procedure could also be used to test for differences between other possible definitions of subgroups: in USA higher education, for example, it would be appropriate for testing for differences between public versus private institutions; or between subgroups based on a college's National Collegiate Athletic Association (NCAA) division.
• While no differences emerge between HEI types in terms of efficiency with which inputs are converted into outputs, the bootstrapping estimates of the 95% confidence intervals for the efficiency scores of the reduced model suggest that the difference in efficiency between the worst-and best-performing English HEIs is significant. Thus, while DEA cannot reliably be used to discriminate between the middle-performing HEIs in terms of their level of efficiency, it can discriminate between the worstand best-performing HEIs. 
APPENDIX 2: BOOTSTRAPPING PROCEDURE
The bootstrapping procedure adopted here is derived from Simar and Wilson (1998; 1999; 2004b) . Denote the vector of s outputs used by DMU j (j = 1, … ,n) by y j and the vector of m inputs used by DMU j by x j . The steps are as follows:
Step 1: Estimate the efficiency scores for the data set and reflect the data DEA is applied to the given data on inputs and outputs to obtain an estimate of efficiency for each DMU in the set, and this is denoted by ) , ( ,n, providing 2n observations in total.
Step 2 Step 3: Define the pseudo data and obtain the bootstrap estimates of the efficiencies Define a pseudo data set with input and output vectors (denoted by ) , (
Obtain a value of B (B = 1000 is used in the analysis of section 4) bootstrap estimates of the efficiency score for each DMU j (j = 1, … ,n) by applying DEA to the pseudo data B times. These bootstrap estimates can be denoted for DMU k by
Step 4 
The values 
and so the estimated 100 ) 1 ( α − % confidence interval for the efficiency score of DMU k is found by evaluating: Total number of FTE undergraduate students studying for a first degree multiplied by the average A level points for first year full-time undergraduate students (A level score is averaged over 1994/95, 1995/96, 1996/97 and 1997/98 . Note that A = 10, B = 8, C = 6, D = 4, E = 2). 
