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ABSTRACT 
 
 
 Despite application of optical proximity correction (OPC) and resolution 
enhancement techniques (RET) to improve printing, limitations in lithography and 
manufacturing processes still lead to undesirable irregularities in printed images on 
wafer. These post-lithographic distorted shapes are of interest for electrical extraction of 
printed circuits. To reduce processing time, it is desirable to approximate the resulting 
two-dimensional contours with simpler polygons. For the case of capacitance extraction 
algorithms, pairs of outer and inner approximate polygons, which approach the original 
shape with tighter error restriction, are preferable. Many existing approximation 
algorithms produce a single approximate polygon per shape, utilizing two main 
approaches: piecewise linear fit with a fixed number of segments or bounded error, and 
identification of subsets of dominant points in the resultant polygon.  
 This research presents an approximation algorithm of the former approach using 
simple one-dimensional methods to efficiently approximate two-dimensional closed 
shapes by pairs of outer and inner polygons. Each input shape is first decomposed using a 
greedy strategy into a set of connected functions; the set size is assumed to be small 
compared to the input size, and each function is assigned an x or y approximation 
direction. Each decomposed function is approximated with an optimal number of 
subdivision points within a certain bounded error restricted to one particular assigned 
direction; the upper- and lower-bound vertices associated with each subdivision are also 
 iii 
calculated. A decision method is employed to determine the relative locations of the outer 
and inner regions of the two-dimensional curve, the results are pieced together to 
generate the complete outer and inner approximate polygons. The one-dimensional 
approach guarantees linear-time approximation of each function. Under the assumption 
of possible decomposition into a small set of connected functions, the total approximation 
time of the proposed algorithm is linear in the number of input vertices. 
 For verification, the algorithm is applied to several test files containing either 
post-lithographic or arbitrary two-dimensional closed shapes for several specified 
bounded error values. A few techniques are also discussed for further performance 
improvements.         
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CHAPTER 1 
INTRODUCTION 
 This research proposes a linear-time, one-dimensional method–based piecewise 
linear polygonal approximation algorithm primarily for usage in post-lithographic VLSI 
design. The algorithm generates pairs of polygons bounding the two-dimensional target 
shapes from two opposite sides. 
 
1.1 Background and Motivation 
 Light diffraction and quality of lenses severely limit the lithography of fine 
structures onto the wafer in integrated circuit fabrication [1]. Uncertainties in 
manufacturing processes add to the difficulty in printing as the device sizes decrease. 
Many enhancement techniques, such as optical proximity correction (OPC), phase-shift 
masks, subresolution assist features (SRAF), and double or multiple patterning, are 
commonly applied to improve the quality of printed images [2]. However, lithography 
limitations still cause highly irregular contours in the shapes fabricated on wafer [3], as 
shown in Fig. 1.1. These irregularities can unnecessarily increase the processing time of 
electrical properties extraction in the printed circuits. Hence, it is desirable to 
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approximate the distorted fabricated shapes with simpler polygons to reduce the amount 
of data processing.  
  
Figure 1.1 Top view of fabricated SRAM cell in 45 nm technology [3]. 
  
 Polygonal approximation of two-dimensional curves has been researched for 
more than 50 years. Most of the algorithms are aimed toward image processing and 
pattern recognition. In this work, the proposed algorithm is mainly designed for 
capacitance extraction in fabricated shapes on wafer, but the general concept can still be 
applied in other applications. In capacitance extraction algorithms as in [3], it is desirable 
to approximate the two-dimensional shapes with pairs of polygons bounding the shapes 
from both outside and inside, which can then be used to determine the range of 
capacitance values of each bounded shape. The available polygon approximation 
algorithms focus on one-polygon solutions, with edges permitted to lie on either side of 
the curve. Most of them cannot be easily transformed to generate pairs of upper- and 
lower-bounded polygons for a closed curve, because none of them has the ability to 
differentiate between the inside and outside regions of the given curve; this fact will 
become apparent in Section 1.2 as these algorithms are explored in detail.    
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1.2 Related Work 
   Approximating two-dimensional contours need not be restricted to piecewise 
linear segments connecting the adjacent vertices; however, higher-order curve fitting 
would defeat the purpose of reducing data processing despite the gain in approximation 
quality. Many available polygonal approximation algorithms hence follow piecewise 
linear approaches but display differing problem formulation in terms of type of error 
norm used, application of continuity constraint, and  assignment of fixed or variable 
vertices in the piecewise linear solution [4]. The error norms used in these algorithms are 
usually one of the following two types:  
(1) Integral square error 



n
i
ieE
1
2
2   (1.1) 
(2) Chebyshev norm or minmax norm 
      ini eE   1max      (1.2) 
In these expressions, n is the number of vertices in the original shape approximated by a 
single piecewise linear segment, and ei is usually the shortest Euclidean distance between 
the original vertex and the linear segment.  
 
1.2.1 Exploring different approaches 
 
 
 In 1961, Stone [5] introduced an approach to approximate a known nonlinear 
function with a fixed number of segments. Integral square error norm between each line 
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segment and the corresponding approximated vertices in the function was minimized to 
calculate the subdivision points and parameters of line segments. Stone [5] suggested 
numerical methods, but Bellman [6] followed up with a dynamic programming approach 
to solve the same problem. Gluss [7] further modified the equations in [6] to obtain 
computationally efficient simpler equations using dynamic programming. In all three 
cases, continuity is guaranteed only when the vertices of the approximated polygon meet 
on the function. Gluss later introduced an elegant method to solve the same problem with 
a more relaxed continuity constraint in which the points of subdivisions must meet but 
are not restricted to points on the function [8], [9]. These methods are one-dimensional 
and do not directly apply to two-dimensional-curve approximation. 
 Freeman [10] came up with a natural approach to approximate curves with a 
uniform grid. Different quantization strategies can then be used to meet the error 
criterion. This approach can, however, result in an undesirably large number of segments. 
An iterative procedure to approximate digitized two-dimensional open or closed curves 
using a small number of segments was first introduced by Ramer [11] in 1972. The 
method uses the original points on the curve to produce the approximate polygon, and its 
error norm is the maximum distance between the points and the polygon. The curve is 
first divided into two subsets of its vertices, and the procedure is repeated until all the 
divided subsets meet the error criterion; however, the start and end points of the curve 
need to be selected, and these values are obvious for open curves but not for closed 
curves. Ramer [11] suggested using two opposite points on the closed curve to serve the 
purpose. Continuity is forced by problem formulation, and the method guarantees a 
smaller number of subdivisions but not optimality. 
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 In 1974, a suboptimal split-and-merge technique was proposed by Pavlidis and 
Horowitz [12]. Both error norm types are valid for this technique, and the vertices of the 
original curve are either split or merged into subsets containing consecutive points. In the 
first step, splitting occurs when the error norms of the subsets exceed the error bound, 
and a possible merge step between adjacent subsets may follow if the resultant subsets 
meet the error criterion after merging. The end point adjustment is performed after each 
split-and-merge process, while preserving the inequalities of subsets with error norms 
less than the error bound. 
 Another method in which vertices of the approximated polygon are restricted to 
be subsets of the two-dimensional digitized curve is given by Sklansky and Gonzalez 
[13]. A scan-along technique is employed, in which the approximation is computed as the 
vertices along the curve are scanned one after another. Unlike the algorithms mentioned 
above, the error, which must stay below a user-specified error bound, is defined as the 
Hausdorff-Euclidean distance [14] between the original curve and the polygon. This 
algorithm is capable of producing suboptimal polygon approximation of an open curve in 
one pass of data and a closed curve in fewer than two full passes. 
 Dunham [4] proposed an optimal algorithm in 1989. His approach uses dynamic 
programming to incrementally build the best segmentation meeting the error bound while 
tracing along the curve. The minmax error norm is used, and the approximated vertices 
are subsets of the given curve. As the points on the original curve are scanned, all the 
preceding points before the current point are guaranteed to have the optimal 
segmentation. When a new vertex is scanned, the combination of the current vertex and a 
previous vertex is selected whose total number of segments is smallest among all possible 
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combinations that meet the error criterion. The new vertex then obtains the optimal 
segmentation between the start point and itself, and this procedure is repeated until the 
end point. Dunham [4] noted that the choice of start vertex affects optimality when the 
algorithm is applied to a closed curve. To ensure optimality in closed curves, the 
algorithm needs to be applied repeatedly by setting each vertex in the curve as the start 
point each time. 
 The algorithms generally solve one of the two types: minimize the number of 
approximating line segments for a fixed error bound, or minimize the error norm for a 
fixed number of segments. An algorithm in [15], however, attempts to combine the two 
approaches by finding the longest possible line segments with minimum possible error.  
Integral square error is used, with the applied constraint that the meeting points of line 
segments must lie on the curve. Minimizing the error norm of each segment leads to the 
global error norm minimization, and thus, for each approximating line segment, its 
integral square error and length are first calculated. Then the error norm is subtracted 
from the corresponding length, and this value is assigned to a new variable. The new 
variable must be maximized to maximize the length of the segment while minimizing the 
error. The algorithm runtime is claimed to be linear in input data size. 
 A polynomial-time optimal approximation algorithm using convex orthogonal 
polygons for VLSI floorplan design and image processing was also proposed in [16], in 
which the total approximation error between the original and the approximate polygon is 
minimized. The algorithm employs a shortest-path approach with constraints. The 
restriction to convex polygons, however, severely limits the range of possible 
applications. More general and sophisticated approximations, such as the chord and arc 
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length algorithm (CAL) [17], applicable to three-dimensional objects, and genetic 
algorithms [18], can also be seen in the literature. 
 
1.2.2 Performance comparison  
 
 
 Results from optimal algorithms obviously have the same or a smaller number of 
segments compared to the suboptimal results, but suboptimal algorithms are much faster; 
the runtime difference gets more noticeable as the number of vertices in the two-
dimensional curve increases [15]. This is as indicated by Dunham [4], who compared the 
numbers of divided segments and runtimes of several optimal and suboptimal algorithms 
by applying them to four closed curves. For small bounded errors, all algorithms display 
comparable performance (i.e., the numbers of segments are comparable), but large 
performance differences are detected as the error bound is relaxed. Processing time of the 
optimal algorithm of Dunham [4] rises rapidly with increasing bounded error as the 
number of vertices satisfying the error bound increases, and thus more work is required at 
each step to determine the optimal number of segments for the current vertex under 
consideration. In general, the suboptimal algorithms have runtime proportional to the 
number of input vertices. The algorithm by Sklansky and Gonzalez [13] shows the most 
promising results, in which the number of approximated segments is smaller than in other 
suboptimal algorithms, and it has much shorter runtime than Dunham’s optimal 
algorithm.  
 Because of their simplicity, guaranteed error performance, and major feature 
preservation, split-and-merge algorithms are usually the popular method of choice, but 
these methods suffer from O(n
2
) runtime, where n is the number of input vertices [15]. 
 8 
Most of the approaches presented are limited to digitized curves with the exception of the 
split–and-merge method, the uniform grid method, and nonlinear function 
approximations.   
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CHAPTER 2 
SHAPE APPROXIMATION 
ALGORITHM 
  
 
 
2.1 Problem Formulation 
 A given two-dimensional digitized open or closed curve is to be approximated 
with a pair of upper- and lower-bound polygons, the vertices of which are restricted to lie 
on the curve but need not be a subset of the original vertices as in [4], [11]. The goal is to 
minimize the number of approximating segments within a prespecified bounded error ε. 
The major difference between this algorithm and those discussed in Section 1.2 is that the 
output vertices are connected using a pair of upper and lower staircase steps between 
which the approximated portion of the curve resides. An example is shown in Fig. 2.1, 
where the outer staircase function tracing the curve is the upper-bound approximation and 
the inner staircase function is the lower bound. Hence, the approximation is limited to 
horizontal and vertical line segments. 
 The algorithms mentioned in Section 1.2 result in polygonal approximations in 
which the connected edges can lie on either the inner or the outer regions of the two-
dimensional curve. The definition of inner and outer regions of a closed curve is obvious; 
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the shaded region in Fig. 2.2(a) is the inner region and anywhere else is the outer region. 
Thus, the upper line segments must lie either on the boundary or in the outer region of the 
curve, while the lower segments must stay at the boundary or in the inner region. This 
notion, however, cannot be applied to an open curve, which does not have any defined 
outer or inner region. Instead, the upper and lower segments are restricted to reside on 
opposite sides of the bounded open curve only by assigning outer and inner regions as 
shown in Fig 2.2(b). A decision method for detecting the inner and outer regions of a 
closed curve is necessary to produce correct upper- and lower-bound polygons. 
 
 
Figure 2.1 Upper and lower staircase approximation of a curve. 
outer
inner
inner
outer
(a)
(b)
 
Figure 2.2 Illustration of inner and outer regions of (a) a closed curve and (b) an open curve. 
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 In summary, the purpose of the algorithm is to solve the following problem: 
Given a two-dimensional digitized curve represented by a set C of vertices, find two sets 
U and L containing vertices of the outer and inner approximate polygons while 
maximizing the length between the vertices in each set under a prespecified error bound 
ε. The approximate vertices are restricted to lie on the curve but need not be members of 
set C. Each set of vertices can then be connected by staircase steps as shown in Fig. 2.1 to 
generate the outer and inner approximate polygons. The algorithm must also have its 
runtime linear in input data size. 
 
 
2.2 General Concept 
 The input two-dimensional digitized curve is first separated into a set of 
connected functions, and each function is approximated independently. Any curve can be 
separated into functions along x and y axes (i.e., f(x) or f(y)), as shown in Fig. 2.3, given 
that there is no limit on the number of functions, but it is assumed here that the number of 
decomposed functions is small. For simplicity, maximization of distance between output 
vertices within each set is restricted to one particular direction (along x axis or y axis); 
hence, the method is one-dimensional. The error is defined accordingly by restricting the 
error norm also to one particular direction. The error measure is simply either the 
horizontal or the vertical distance between the curve and approximated vertices; hence, 
the error bound restriction by ε is only applied to the distance in one direction. This 
simplification can result in large errors in the final polygons in the unrestricted direction. 
In Section 5.2, a possible solution is discussed if the control of error along both directions 
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is desired, and it is also explained that these possibly large errors along unrestricted 
direction can occur only near the connection points between two functions.  
 
f(y)
f(x)
f(y)
f(y)
f(x)
f(x)
x
 
Figure 2.3 Decomposition of an arbitrary two-dimensional curve into functions of x and y. 
 
 Each decomposed function is assigned an approximation direction, which is the 
direction along which the function is defined, and the error is restricted by the error 
bound ε along the direction in which the function fluctuates. For example, a separated 
function with its assigned approximation direction along the x axis would be f(x), and its 
error would be measured as the vertical distance in the y direction between the 
approximated vertices and its portion of the curve and would be bounded by ε, but the 
horizontal distance is not measured or restricted. Similarly, an assigned approximation 
direction along the y axis means the function is f(y), and the error is measured as the 
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horizontal distance with no restriction on vertical variations. The number of segments 
required to approximate each function is minimized along its assigned approximation 
direction, using the simplified error definition.       
 Instead of decomposing the curve into a complete set of functions first and then 
performing one-dimensional approximation of each function, the functions are chopped 
and approximated one after another as the vertices in the curve are scanned. During 
approximation, each interval between output vertices is assigned a pair of upper and 
lower bound values in the approximation direction. The upper and lower values are 
defined as function values across the approximation direction, and an upper value has 
either its y or x value greater than or equal to that of the lower value, depending on the 
function being f(x) or f(y). For example, upper and lower values of each interval for an 
approximation direction along x axis are the y coordinates, where the upper y coordinate 
is greater than or equal to the lower y coordinate. The final inner and outer polygons are 
then constructed using the output vertices from each function approximation along with 
the upper and lower values of segments formed between these vertices. Depending on the 
shape of the curve, the upper and lower values of each segment of a separated function 
may need to be switched during final assembly so that correct outer and inner polygons 
are obtained. This concept is explained in detail later in Section 2.6.1.   
 The one-dimensional approximation of each function is optimal but the final 
solution is suboptimal because of the restriction of the error measure to one direction. 
The algorithm presented can produce results in two full passes of input data; hence it is 
linear in input data size.  
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2.3 Decomposition into Functions    
2.3.1 The need for decomposition 
 
 Because the error definition is restricted to a single direction, fixing the same 
approximation direction to approximate the whole two-dimensional curve is unreasonable 
unless the curve is in fact a function. Doing so would result in errors greater than the 
error bound ε along the unrestricted direction for a nonfunction curve. For example, an 
open nonfunction curve with assigned approximation direction along the x axis and its 
outer stepped polygonal approximation are shown in Fig. 2.4(a). The step heights 
(vertical distances) are bounded by ε, but step widths remain unbounded for the entire 
approximation. Large errors in the x direction can be seen after the turning point of the 
curve where it changes from mainly vertical variations to horizontal variations.  
 It is more desirable, then, to separate the curve into two pieces as shown in Fig. 
2.3(b): the portion with large vertical variations, named p1, is assigned an approximation 
direction along x, and that with large horizontal variations, named p2, is assigned an 
approximation direction along y; the error bound restriction is the same ε for both cases. 
Figure 2.4(b) also shows the two separated portions with the corresponding outer 
approximated segments, and Fig. 2.4(c) shows the final result after assembling the two 
approximated portions back together. The previously seen large errors in the x direction 
in Fig. 2.4(a) have been resolved, as the portion of the curve with large x variations now 
has its error definition along the x direction and hence is then bounded by ε. Figure 2.5(a) 
shows the similar problem for a closed curve, and Fig. 2.5(c) shows the improved result 
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after chopping the curve into three portions named p3, p4, p5 with p3 and p5 having 
assigned approximation direction along x and p4 along y, as shown in Fig. 2.5(b). 
 
(a)
(b)
(c)
p1
x approx direction
p2
y approx direction
 
Figure 2.4 Outer polygon approximation (for an open curve) (a) with approximation direction in 
x for the whole curve, (b) in two decomposed functions of the curve with differently assigned 
approximation directions, and (c) after combining the two decomposed functions. Shaded regions 
show the deviation from original curve; the error along the y direction is significantly improved in 
(c) compared to (a). 
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(a)
 
(c)
p4
x approx direction
p5
y approx direction
p3
y approx direction
 
Figure 2.5 Outer polygon approximation (for a closed curve) (a) with approximation direction in 
x for the whole curve, (b) in the three decomposed functions of the curve with differently 
assigned approximation directions, and (c) after combining the three decomposed functions. 
Shaded regions show the deviation from original curve; the error along the y direction is 
significantly improved in (c) compared to (a). 
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 In general, a curve should be decomposed into a close-to-optimal number of parts 
and for x and y values within each part, one value is allowed to fluctuate while the other 
value must be either increasing or decreasing. Then the error can be measured along the 
direction in which the fluctuations in values occur, so that these variations are detected 
and the approximation errors are bounded by ε along the varying direction; the errors 
along the nonvarying direction are not as important, as loss of major features cannot 
occur in that direction because there are no variations. It should be mentioned here that 
even in the case of a curve with variations restricted to one particular direction, 
decomposition is still required if the given curve is not a single function.  
 An example is shown in Fig. 2.6. The curve C1 can be assigned an approximation 
direction along x for the whole curve given that the “thickness” Δt in the y direction is 
smaller than the error bound ε, as loss of major features cannot occur in this case. 
However, the top and bottom portions of the curve have opposite definitions of the 
location of the inner and outer regions with respect to the curve. The inner and outer 
regions of the top portion are located correspondingly in the positive and negative y 
directions with respect to the curve, whereas those of the bottom portion are in the 
negative and positive y directions. This means the upper and lower values associated with 
each approximated segment in the bottom portion need to be swapped, but those for the 
segments in the top section do not. Hence, these two portions need different treatments 
and should be decomposed into two separate sections; this concept will be discussed in 
detail later in Section 2.5. 
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inner
Δt
C1
y
x
outer
outer  
Figure 2.6 Special case of a polygon with one required approximation direction but 
decomposition still needed. 
 
 
 
 In summary, decomposition of the curve is required for two reasons: 
(1) Fluctuations along the x and y directions should be treated separately, as 
the error is restricted along one axis. To prevent loss of important features, 
approximation directions should be assigned differently if variations of the curve 
switch from one direction to another.    
(2) Location of inner and outer regions may be different for different portions 
of the curve. Then those sections need to be treated differently for proper 
construction of the inner and outer polygons. 
 
2.3.2 Basic idea and algorithm 
 
 Decomposition of the curve into functions allows detection of the change in the 
direction of variations along the curve. A function is a relation that uniquely associates 
members of one set with those of another set [19]. Hence, repetition in the members of 
the input set is not allowed for a function. If the curve is first varying along the y 
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direction and then switches to x direction variations as in Fig. 2.4(a) and assuming that 
the approximation direction is defined along the y axis, the sudden overlap in the x values 
as x variations start then violates the function definition, resulting in the first p1 portion 
being chopped off. A similar idea applies to detecting the change in variations from the y 
to the x direction. To decompose into functions, we need to determine the vertices at 
which each function must terminate, and we must also assign an approximation direction 
to each function. 
 Let C = {v0, v1, …, vn} be the set of consecutive vertices of a two-dimensional 
digitized curve (v0 = vn for closed curves). The goal is to find a subset D of C containing 
the points of decomposition; these points are restricted to those in C for simplicity. The 
subset D always contains the start point v0 of the curve; this assumption allows linear-
time decomposition, but the solution to the decomposition then is suboptimal. A greedy 
approach is employed: starting from v0, the vertices in C are scanned in order until 
repetitions in both x and y values have been seen. After the first repetition is seen at a 
vertex vj where 0 ≤ j ≤ n, the subsequent values along the direction corresponding to the 
first repetition are ignored as the search for repeated values is continued in the other 
direction. Once the repetition in value along the remaining direction is seen at a vertex vi 
with j ≤ i ≤ n, vi−1, which is the vertex right before the repetition, is added to the set D. 
The vertex vi−1 is the decomposition point, and the direction corresponding to the second 
repetition is assigned as the approximation direction of the next separated function (i.e., 
determining whether or not the function is f(x) or f(y)). This procedure is then repeated 
with vi−1 as the start vertex, as the functions must be connected for continuity. This 
decomposition procedure continues until the end point vn, with the termination point of 
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the previous function set to be the start vertex of the next function each time the 
procedure is repeated. The algorithm described can be summarized as follows: 
Procedure function-decomposition 
 
Begin 
 Let D be an empty set;  
 D = {v0}∪ D; vstart = v0; 
 Repeat until vstart = vn 
Scan vertices vk in set C until function definition is violated in both x and y 
directions; 
  Let vi be the last scanned vertex; 
  Assign the direction associated with the second violation as the 
approximation direction of the new function;  
  D = {vi−1}∪ D; vstart = vi−1; 
End  
    
 
2.3.3 Performance and limitations 
 
      
  The start point of the algorithm is critical to the optimality of decomposition. If 
the start point is chosen from any vk ∈ Doptimal, where Doptimal is the set of subdivision 
points of an optimal solution, then the decomposition is optimal, but it is suboptimal 
otherwise. The former case can be easily proven by induction. By definition, there exists 
a function g in the optimal decomposition with the start point vk ∈ Doptimal. If we start the 
decomposition procedure with vk as the start point, the first output function h1 of the 
decomposition must cover the function g1. The function h1 cannot terminate earlier than 
g1 because they are both functions and the greedy approach used in the decomposition 
procedure scans vertices until the function definition is violated in both the x and y 
directions. Thus, the end vertex point of h1 must occur at the same index or later than that 
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of g1. The next output function h2 starts from the end point of function h1, which occurs at 
the same point or later than the next optimal function g2 following g1, and the function h2 
also cannot terminate earlier than g2 for similar reason. This same approach can be 
repeatedly used to prove that all the following output functions cannot terminate earlier 
than the corresponding function in the optimal solution. Hence, the number of 
decomposed functions in this case must then be optimal. The presented decomposition 
algorithm, however, starts at a random point, so the solution is only suboptimal. If the 
optimal decomposition is desired, the decomposition algorithm can be repeated for each 
vertex in the set C as its starting point. The decomposition with the minimum number of 
functions is the optimal solution desired. 
 The function-decomposition procedure scans each vertex in C exactly once with 
the exception of v0, which is counted twice for a closed curve. The runtime is thus linear 
in data size. For the optimal decomposition method suggested, the function- 
decomposition procedure needs to be called for every vertex in C which would result in 
O(n
2
) runtime.  
 
2.4 One-Dimensional Approximation 
 
 
2.4.1 Basic idea and algorithm 
 
 Each decomposed function of the two-dimensional curve is approximated 
independently along the direction relevant to it being assigned as a function of x or y. The 
goal is to find the minimum number of subdivision points under a prespecified bounded 
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error ε, along with the upper and lower bounds as previously defined in Section 2.2 
associated with each subdivision. The error measure is restricted along the y direction for 
a function of x and along the x direction for a function of y.  
 The algorithm employs a greedy approach by traversing as far as possible along 
the curve until the error restriction is violated, which is equivalent to scanning vertices in 
the set C in order until the difference between maximum and minimum values maxj and 
minj seen so far for the current interval j exceeds ε. The point of subdivision pj for 
interval j is then calculated and placed at the point on the curve where the maximum-
minimum function difference is exactly ε. If the error criterion violation occurs at vertex 
vi, then the point pj (xj, yj) must lie in between vi−1 and vi. A straight line segment 
connects vertices vi−1 and vi as the two-dimensional curve is assumed to be digitized; pj 
then lies on this line and can be easily calculated from the slope of the line mi and the 
portion of the vertical distance ε that lies between vi−1 and vi, denoted as h. Keeping track 
of the maximum and minimum values seen for the current interval and checking their 
difference against the error bound ε restricts both the lower and the upper segments of the 
interval within bound. The error measured between the upper-bound segment and the 
minimum-function-value vertex and that between the lower-bound segment and the 
maximum-function-value vertex are both equivalent to the difference between maximum 
and minimum function values seen so far. 
 For ease of discussion, the following discussion focuses on the case of a function 
of x, but the case of a function of y can be understood by simply swapping the x and y or 
vertical and horizontal references in the explanation. Equations (2.1) through (2.4) are for 
calculating pj for a function of x; the variables x and y can be swapped to obtain the 
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equations for a function of y. A visual illustration of the parameters used in Eqs. (2.1)–
(2.4) is given in Fig. 2.7(a).  
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 The upper and lower bounds uj and lj for the subdivided interval j are the 
maximum and minimum values of the interval, maxj and minj, which have a difference of 
ε. The subdivision point pj has two associated vertices: (xj, uj) and (xj, lj), one each for the 
upper and lower bounds of j. These vertices are then used to construct the final outer and 
inner polygons. Figure 2.7(b) shows the location of upper- and lower-bound vertices 
associated with each subdivision point.  
 For the next interval j+1, maxj+1 and minj+1 are both set to yj, as the interval j+1 
has to start from point pj for continuity. It is possible that the vertical distance between yj 
and yi is still greater than ε when ε is too small compared to the distance between the 
vertices under consideration in C. In that case, additional subdivision points are placed 
along the line connecting vi−1 and vi until the vertical distance between yj+s of point pj+s 
and yi is less than ε, where s is the number of subdivision points placed in between. This 
is required because of the restriction to vertical and horizontal line segment steps 
connecting subdivision points and because the error criterion must not be violated in the 
direction of measured error.  
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Figure 2.7 (a) Illustration of parameters h, mj, pj, pj−1, vi, vi−1. (b) Location of upper and lower 
vertex pairs of each subdivision of the function. 
 
 
 Figure 2.8(a) and (b), respectively, show the case where the additional subdivision 
points are absent and are added. The former has large deviation from the curve, whereas 
the latter remains close in comparison. The disadvantage of this method, however, is that 
if distances between many vertices in C are much larger than ε, the approximation can 
end up with more vertices than that of the set C! This defeats the purpose of finding a 
simpler polygon to reduce the data size. Hence, a large enough error bound ε must be set, 
or for this special case we can abandon the restriction to horizontal and vertical line 
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segments and instead simply connect vertices vi−1 and vi. In the latter case, the dense 
portions of the curve, where many variations occur, would then be smoothed out, while 
the sparse portions of the curve remain the same as desired. 
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ε
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Figure 2.8 Outer polygon approximation steps (a) without (b) with additional subdivision points 
for the special case where adjacent vertices vi and vi−1 are more than a few ε apart.   
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Figure 2.9 Local extremum case: (a) without special treatment and (b) with special treatment. 
 
 
 
 One more special case exists at the local maximum and minimum points of the 
function. Consider the situation shown in Fig. 2.9(a). The distance d between yj of the last 
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placed subdivision point and the local minimum is less than ε. Without special handling 
of this case, that portion of the final constructed upper and lower polygons is uneven and 
can usually have noticeably larger error in terms of area compared to other portions, as 
the horizontal distance from pj to the local minimum point is accounted in the total Δx 
while its vertical distance has no effect on the error bound check. Instead, an 
approximation as shown in Fig. 2.9(b) is more desirable. A small look-ahead-and-check 
procedure is added to detect this special case. Before the start of the next subdivision 
point calculation, all the following vertices in C within ε distance vertically (i.e., those 
that meet the error criterion) are traversed to detect local minimum or maximum. If a 
local minimum or maximum is found within range, then the subdivision point pj (xj, yj) is 
placed at the side of the function opposite from pj−1 at the same y coordinate. The 
coordinate xj is then calculated from Eq. (2.5) using the distance d between yj−1 and the 
local minimum or maximum point, and the slope of the line m connecting the two 
vertices vi−1 and vi of the function, whose y values yj fall in between. The upper and lower 
bounds are maxj and minj of this new interval j. 
m
d
xx ij  1       (2.5) 
 From the start point through the end point of the function, each subdivision point 
located on the curve is determined one by one, with the start point of the current interval 
set to the end point of the previous interval for each procedure call. The function can be 
represented as a set F of consecutive vertices vs,…,vs+m. The algorithm described above is 
summarized below for the case of a function of x, and simply swapping the x and y 
references provides the procedure for the case of a function of y. 
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Procedure 1D-approx 
Begin 
 Let P, U and L be empty sets; 
 Add vs to P, U, L;  
 Let vstart = vs; pj−1 = vs; 
 Repeat until vstart = vs+m, 
  From vstart, scan all subsequent vertices in F within ε distance and find 
local minimum or maximum; 
  If local extremum found, 
  From vstart, scan all subsequent vertices in F within ε distance until 
yi of vertex vi passes yj−1 of pj−1; 
   Use Eq. (2.4) to calculate xj; 
   Add pj = (xj, yj−1) to P, (xj, maxj) to U, and (xj, minj) to L; 
  Else 
 From vstart, scan all subsequent vertices in F until vertex vi at which 
maxj − minj > ε;  
   Use Eqs. (2.1)–(2.3) to calculate xj and yj; 
Add pj = (xj, yj) to P, (xj , maxj) to U, and (xj , minj) to L; 
Let vstart = vi; 
Add vs+m to P, U, L; 
End    
 
 
 
2.4.2 Proof of optimality 
 Optimality here refers only to the restricted case of error to one particular 
direction. With that definition and the fact that the subdivision points can lie anywhere on 
the digitized function, many optimal solutions can exist for a particular function. The 
short inductive proof presented here simply shows that the number of intervals or 
segments obtained using the greedy algorithm above, without the special case treatment 
of extrema, is optimal and that this particular output combination of segments must be in 
the set of optimal solutions. Starting from vs, the first output segment l1 from the 
algorithm must cover the first segment s1 in an optimal solution op, because the algorithm 
scans vertices until the error criterion is violated, and hence l1 is the largest possible 
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segment within bound with start point vs. From this, we can deduce that the second output 
segment l2 must also terminate later than the second segment s2 in the same optimal 
solution. The start point of the second segment l2 is the same as the end point of the first 
segment; hence, l2 starts at a point later than or the same as that of s2 in op. The second 
segment is again the largest possible segment starting from the end point of the first 
segment; hence, the second segment also cannot terminate earlier than s2. Applying this 
approach repeatedly to each segment until the end vertex of the function completes the 
proof. In fact, op is exactly the output of the algorithm. 
 
2.4.3 Performance and limitations 
 Assuming that the error bound ε is large enough compared to the distances 
between vertices measured horizontally or vertically, each vertex in the function is 
scanned at least two times: once each for the extremum search and the scan-and-calculate 
procedure of subdivision points, and once more each for vertices at which the search goes 
out of bound in the former case or error violation occurs in the latter. Those vertices last 
examined at the end of a search are scanned twice in the same procedure, as a new 
iteration continues with those vertices as start points. Hence, most vertices are expected 
to be examined two times, and at most four times for those at which search violations 
occur. The runtime in this case is linear in the number of vertices. However, additional 
iterations occur when ε is small compared to the distance between two vertices; in fact, 
there are exactly di/ε − 1 extra iterations, given that di is the distance between the two 
vertices. The runtime would then be O(n + (davg/ε) n), where davg is the average number of 
additional iterations per vertex. This runtime can grow very large if davg/ε is some order 
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of n. To keep the runtime linear for this special case of very small relative ε, we can 
restrict that the number of extra iterations must not be greater than some constant α, and 
if di/ε of two adjacent vertices exceeds α, the two vertices are directly connected without 
the step approximation.  
 
2.5 Final Polygon Construction 
 The inner and outer polygons approximating the two-dimensional digitized curve 
are constructed from the upper and lower vertices of the decomposed functions. The 
functions are decomposed and approximated one by one as the vertices in the set C are 
scanned; i.e., in the function-decomposition procedure given in Section 2.2.2, the 1D-
approx procedure is called every time a new function is separated from the curve. The 
1D-approx procedure provides upper and lower vertices corresponding to divided 
intervals of each function decomposed from the curve. The output vertices are connected 
together in a stepped fashion as shown in Fig. 2.7(b). Hence, an extra vertex is required 
between each pair of adjacent vertices. For adjacent vertices (xi−1, yi−1) and (xi, yi), the 
extra vertex is placed at (xi, yi−1) if the vertices approximate a function of x and at (xi−1, 
yi) if a function of y.  
Simply connecting all the upper vertices together in this fashion, however, does 
not produce the desired outer polygon, and that is also the case for the lower vertices and 
the inner polygon. This is because, by definition, an upper vertex has its corresponding 
coordinate greater than that of a lower vertex (i.e., the upper vertex is always in the 
positive x or y direction relative to the lower vertex), but the outer polygon might not 
 30 
always be in the positive x or y direction relative to the inner polygon; for a closed curve, 
there will certainly be vertices for which the opposite is the case. The corresponding 
upper and lower vertices need to be swapped whenever the outer polygon lies in the 
negative x or y direction relative to the inner polygon. The relative location of the outer 
polygon with respect to the inner one cannot switch between positive and negative 
directions within a single decomposed function. Thus, a swap value can be assigned to 
each function indicating whether the upper and lower values must be swapped to 
construct that particular portion of the outer and inner polygons.  
Consider the case shown in Fig. 2.10. The given curve is decomposed into four 
functions f1, f2, f3, and f4. The functions f1 and f2 have the desired outer polygon in the 
positive axis direction relative to the inner, hence there is no swapping needed (swap = 
false), whereas both f3 and f4 need to have each of their upper and lower vertices swapped 
(swap = true) to construct their portions of the inner and outer polygons. A determination 
method is presented here to detect the inner and outer regions of a given two-dimensional 
curve. The swap value of the current function under consideration can be determined 
from its approximation direction and the swap value and approximation direction of the 
previous function. The approximation directions in this case need to be more specific to 
convey the positive or negative traversing directions. There are eight possible situations 
arising from four directional and two swap values related to the previous function, and 
for each situation, there are four more possible directions related to the approximation 
direction of the current function.  
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Figure 2.10 An example showing the difference in the relative location of outer region with 
respect to inner region for different portions of the curve. 
 
 
 
Figures 2.11(a)–(h) show the eight possible cases. In each case, the corresponding 
swap values are displayed for the four current approximation directions; the 
approximation directions of current and previous functions cannot be the same, but there 
are two cases for the direction opposite to that of the previous function.  For example, in 
Fig. 2.11(a), the previous approximation direction is in the positive x direction and the 
previous swap value is false; the shaded sides of the lines indicate the corresponding 
inner regions, which were then used to determine the assigned swap values for each 
approximation direction of the current function: positive and negative y directions and 
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two negative x directions, one for fluctuations in the positive y direction and the other for 
those in the negative y direction. 
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Figure 2.11 (a)–(h) Determination of swap value for eight possible cases of approximation 
direction and swap values of the previous function. (Each case has four more possible cases 
depending on the approximation direction of the current function.) 
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This decision method requires the previous function information, but there is no 
such information available for the first decomposed function. To resolve this, the center 
of mass for the two-dimensional curve is first determined by traversing the curve to 
obtain global maximum and minimum x and y values, which are then averaged. 
Comparing the location of the start vertex of the first function to this calculated center of 
mass, its swap value can be determined. If the start vertex of the first function is below or 
to the left of the center of mass, the outer region should be also located below or to the 
left of the start vertex (swap = true). For the case of the start vertex residing above or to 
the right of the center of mass, the swap value is true if the traversal of the first few 
vertices along the corresponding x or y direction is negative. Otherwise, the swap value is 
set to false.  
The outer and inner polygons can then be constructed by swapping the upper and 
lower vertices of each decomposed function when its swap value is true. The 
determination of swap value can be simplified if we restrict the input vertices of the 
curves to be provided in either the clockwise or the counterclockwise direction. In this 
case, the swap value is dependent only on the current approximation direction. For 
example, the swap value for the clockwise case is false for positive x and negative y 
current approximation directions, and true otherwise. 
  
2.6 Runtime 
 There are three parts to be considered to estimate the total runtime of the 
algorithm: functional decomposition, one-dimensional approximation of each function, 
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and final inner and outer polygon construction. As discussed in Section 2.3.3, suboptimal 
functional decomposition of the curve is O(n) where n is the number of vertices in the 
input set C. One-dimensional approximation of each function is also O(n) if the number 
of iterations between adjacent vertices are limited to a constant for small error bound ε 
relative to the average distance between adjacent input vertices (as seen in Section 2.4.3). 
The swap value determination of each decomposed function can be done in constant time 
except for the first function, which needs the global maximum and minimum x and y 
values of the whole curve to determine its swap value. Hence, a complete traversal of the 
given curve is required before we can determine any of the swap values. If, however, the 
functional decomposition is done on the whole curve before the one-dimensional 
approximation, then no additional complete traversal is required, which in this case 
means O(1) runtime for the swap value assignment but O(n) otherwise. Hence, the total 
runtime is O(n), and is linear in input data size.  
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CHAPTER 3 
IMPLEMENTATION 
 
 
 
3.1 Initial Setup 
 The file containing vertex information of two-dimensional curves is assumed to 
be in the Drawing Exchange Format (DXF); the details of the DXF file format can be 
found in [20]. For capacitance extraction algorithms, for which this work is intended, the 
input data may be given in GDSII format [21], which is the industry standard for 
integrated circuit layout, but this file can be easily converted to DXF. The DXF file 
contains the layer and vertex information of the layout of planar geometric shapes; each 
two sets of vertices are separated by an indicator. Hence, a geometric shape can be read 
and processed completely before the set of vertices associated with the next geometric 
shape is read. Each time a set of input vertices is read, the consecutive pairs of x and y 
coordinates are stored in a vector for easy elemental access. The vector is cleared and 
reused for every new geometric shape read. 
 The output file is also produced in DXF and contains the original layout 
consisting of all the two-dimensional shapes along with the corresponding inner and outer 
polygon approximations of each shape in separate layers. The output file can also be 
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easily converted from DXF to GDSII format if desired. It is assumed that the error bound 
ε is the same for all the shapes in each input layout and is manually specified by the user.  
 
3.2 Decomposition into Functions 
  The greedy function-decomposition algorithm described in Section 2.3 scans 
vertices for a given curve until the function definition is violated along both x and y 
directions. Repetition in values occurs when the x or y coordinates of the scanned vertices 
switch from increasing to decreasing or vice versa. Repetition is detected by repeatedly 
checking the difference between both x and y coordinates of adjacent vertices as they are 
scanned; if the difference switches from positive to negative, the function definition has 
been violated for that direction. After the first violation, the difference check for that 
direction is no longer needed and hence is disabled. Once the repetition is detected in the 
remaining direction, the end point of the current function is determined and the second 
direction is assigned as its approximation direction, which is then used to determine its 
swap value. Passing the assigned values as parameters, the 1D-approx procedure is then 
called on the newly separated function.  
 In this work, the functions are separated and approximated one by one as the 
given vertices are scanned. The disadvantage of this method is that determination of the 
swap value of the first decomposed function then requires an additional complete 
traversal for initialization. An alternative way is to decompose the functions first, 
followed by swap value determination and approximation of each function. The latter 
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method, however, requires extra memory to store the start and end indices of the 
decomposed functions, whereas the former method does not.  
 
3.3 One-Dimensional Approximation 
 The 1D-approx procedure described in Section 2.4 contains a search procedure to 
find a local extremum within the range. For a scanned vertex vi, a local extremum is 
found when the sign of the difference between vi and vi−1 is different from that between 
vi+1 and vi. The differences are calculated in the same direction as the error measure 
defined for the current function. If vi − vi−1 is zero, then the difference between vi and the 
last placed subdivision point pj is used to compare with vi+1 − vi instead.  
The variable found_le is true when a local extremum is detected and false 
otherwise. In the procedure given in Section 2.4, there are two separate vertex scan 
processes that can follow the local-extremum detection. In the actual implementation, 
these two processes are combined into one process, which scans vertices until the 
inequality maxj − minj > ε is true. If found_le is false, the scanning procedure continues 
naturally by examining one vertex at a time and updating the maxj and minj of the current 
interval j when needed. If found_le is true, however, then the previous update information 
can be used to break out of the scanning for-loop early. If the last updated value for 
previous interval j−1 is maxj−1, then the function value has been increasing and the 
extremum is a local maximum, and minj is at the corresponding coordinate of the last 
subdivision point pj−1. The variable maxj is updated as the vertices for the new interval 
are scanned as the function is increasing, but when minj needs to be updated, this means 
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we have found the first vertex that passes yj−1 of pj−1, and the for-loop should be broken 
to calculate and add the new subdivision point pj to the set P. A similar situation applies 
for the case of a local minimum. 
A linked list is used to store all the subdivision points along with the 
corresponding upper and lower values. Instead of storing three vertices pj, uj, and lj for 
each interval j, the corresponding triple, (xj, maxj, minj) for a function of x or (yj, maxj, 
minj) for a function of y, is stored in each node. The extra vertices required between the 
adjacent subdivision points are not stored in the list, as they can be generated by 
examining the adjacent points. 
 
3.4 Generating the Output File   
 The 1D-approx procedure call to each decomposed function returns a linked list 
of triples containing information about upper and lower values of each divided interval of 
the function. Once the 1D-approx call completes, the output linked list is used to create 
the vertices of that portion of the outer and inner polygons in each own layer in the output 
file; however, in the DXF file format all vertices of the objects in each layer need to be 
completed before those of another layer can start. As the inner and outer polygons are 
differentiated by placing them in different layers, the complete subdivision points of 
every object in the full layout must be available. The linked list can in fact be used to 
store all output triples of every two-dimensional shape in the layout. In this work, 
however, the linked list is cleared and reused every time a new 1D-approx procedure is 
called, to save memory space. Instead, two temporary DXF files are created, designated 
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separately for vertices of inner and outer polygons. The two files are written after every 
1D-approx procedure call. The linked list output of the 1D-approx procedure contains 
only the subdivision points for a particular input function. Hence, the output vertices of 
each related decomposed function of a two-dimensional shape are also grouped together 
to indicate a complete approximate polygon. The original vertices of a given shape 
contained in a vector are written to the output file every time an approximation is 
complete for that shape. Once all the shapes in the input layout file have been scanned 
and approximated, the output file then contains the original vertices of the full layout, and 
the two temporary files are then read one after another and are combined into the final 
output file.   
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CHAPTER 4 
EXPERIMENTAL RESULTS 
 
 
 
4.1 Experimental Setup 
 
 
 A test program is implemented using the proposed algorithm. Several test inputs 
are created and fed to the program to evaluate its performance in terms of closeness of the 
approximations to the original input curves, amount of reduction in data size, and 
runtime. Two of the test inputs are post-lithographic printed images (one provided by 
IBM and another generated in Calibre from an existing circuit layout), and a third test 
contains a general two-dimensional shape curve drawn manually. All the test inputs are 
converted from GDSII format to DXF before being fed to the test program, and the 
output file containing the corresponding inner and outer approximations is also in DXF.  
 
4.2 Test Inputs and Output Results 
 The first test, Input1, contains a pair of comb structures provided by IBM 
Research. Figures 4.1 through 4.3 show the output results of the test program where the 
original structures are superimposed with the two inner and outer approximate polygons  
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Figure 4.1 The full inner and outer polygon approximation result for the comb test structure 
(Input1) and its close-up view for error bound ε = 0.02. 
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Figure 4.2 The full inner and outer polygon approximation result for the comb test structure 
(Input1) and its close-up view for error bound ε = 0.05. 
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Figure 4.3 The full inner and outer polygon approximation result for the comb test structure 
(Input1) and its close-up view for error bound ε = 0.07. 
 
for prespecified error bound values ε = 0.02, 0.05, and 0.07, respectively. The variations 
are largely seen along the x direction in this case and hence the comb structures are 
decomposed into functions of y, as indicated by the dashed lines in Fig. 4.1. The second 
test, Input2, is the post-lithographic image generated in the Calibre software by 
simulating a metal layer of a four-input NAND layout. Figure 4.4 shows the output result 
for error bound ε = 0.006, and Fig. 4.5 focuses on one particular metal line of Input1   
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Figure 4.4 The full inner and outer polygon approximation result of Input2 (metal layer of a four-
input NAND gate) for error bound ε = 0.006. 
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Figure 4.5 Comparison between inner and outer polygon approximation results of Input2 for 
error bound ε = 0.006 (left) and 0.01 (right). 
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(circled in Fig. 4.4) to show the difference in approximation for ε = 0.006 and 0.01. 
Lastly, the third test, Input3, is a general, arbitrary two-dimensional closed shape. Figures 
4.6 through 4.8 show its output results for prespecified error bound values ε = 0.02, 0.05, 
and 0.07, respectively. 
 
4.3 Performance and Issues 
 From the output results, the expected trend of coarser approximate inner and outer 
polygons can be observed as the error bound ε is increased. The correct switching 
between the two approximation directions can also be observed, which is especially 
important in the case of Input3, where the two-dimensional curve can be separated into 
four or more functions. The actual number of decomposed functions varies depending on 
the specified start point in the input file. The decomposition by the test program is shown 
by dashed lines in Fig. 4.6 for the case of Input3. In this case, the decomposition in the 
experiment turns out to be optimal, but this is not the case for most curves with arbitrary 
starting points, because the starting point needs to be in the set of subdivision points to 
obtain optimal decomposition in the presented linear-time greedy procedure. The upper 
and lower vertex switching procedure to accommodate the case of different outer region 
location relative to that of the inner region is also verified in the results. For all three 
input cases, the outer polygons correctly envelope both the curve and the inner polygons 
as desired.  
 Large error
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Figure 4.6 The full inner and outer polygon approximation result of Input3 for error bound ε = 0.02.
4
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Figure 4.7 The full inner and outer polygon approximation result of Input3 for error bound ε = 0.05. 
4
8
 
  
Figure 4.8 The full inner and outer polygon approximation result of Input3 for error bound ε = 0.07.
4
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Large deviation from the curve near a decomposition point along the unrestricted 
direction can be detected in Fig. 4.6 as a result of the unrestricted error in the direction 
different from the approximation direction. If control on the error in both directions is 
desired, a possible modification method to the function-decomposition procedure to 
eliminate this is discussed later in Section 5.2.  
Finally, the output file sizes according to different error bounds are documented 
and compared with the input file size in Table 4.1. The third column lists the total output 
file size, which contains the original curve along with the two approximate polygons; 
hence the input file size is subtracted from this value and divided by 2 to obtain the 
average file size contribution from a single output polygon, which is essentially a 
measure of the number of vertices.  
In general, for very small ε, the average number of output vertices tends to be 
larger than the input size. For the case of Input3, the average sizes of the approximate 
polygons are greater than the input file size in all three error cases. This occurs when ε is 
smaller than the distance between most of the adjacent vertices; the details are discussed 
in Section 2.4.1 along with a possible method to solve the problem. For Input3, the 
number of vertices in the file is very small to begin with, so the improvement cannot be 
seen unless the error restriction is relaxed even further. Hence, an additional error bound 
is added in the table to show that the reduction does occur for the case of ε = 0.2.  
The runtime is a fraction of a second for all three cases, as the input file sizes are 
not very large, and it is linear in input data size. Input files containing many two-
dimensional shapes are required to measure and compare the runtime of this algorithm 
with other available methods.  
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Table 4.1 Size Reduction 
Test Files (GDSII 
Format) ε 
Total File 
Size (kB) 
Average file size due to 
one outer or inner polygon 
(kB) 
Input1 (file size = 12 kB) 
0.02 39.7 14.65 
0.05 24 6 
0.07 20.8 4.4 
Input2 (file size = 9 kB) 
0.006 22.4 6.7 
0.01 17.2 4.1 
Input3 (file size = 1 kB) 
0.02 10.1 2.55 
0.05 4.62 1.81 
0.07 3.99 1.5 
0.2 2.05 0.55 
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CHAPTER 5 
FURTHER OPTIMIZATIONS 
 
 A few techniques are suggested to improve the quality of the final results while 
keeping the linear runtime. 
 
 
5.1 Variations in Slopes of Linear Segments 
 
 The final inner and outer polygon approximations can be improved significantly 
by using slanted line segments instead of restricting the functions to horizontal and 
vertical lines when the output subdivision points are connected together. Figure 5.1(a) 
shows an example of a function with its subdivision points already determined; these 
points are then connected by horizontal and vertical lines to show its expected outer and 
inner approximations. It also shows an alternative way to connect the adjacent vertices 
using slanted line segments for those intervals with non-extremum approximation. It is 
obvious that the slanted connections have much lower total deviation from the desired 
portion of the function than the rectangular steps. Using this approach, generating and 
storing both the upper and lower vertices related to each segment is also no longer 
required. The necessary intermediate vertices (marked in Fig. 5.1(a) as open dots) can be 
calculated simply from the subdivision points lying on the function. For each interval j, 
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one vertex each must be generated for the inner and outer polygons. Figure 5.1(b) shows 
the bounded rectangle for the interval j with the modified upper and lower vertices: (xuj, 
yuj) and (xlj, ylj).  
 
 
 
(a)
Δx
ε
(xuj, yuj) pj (xj, yj)
(xlj, ylj)pj-1(xj-1, yj-1)
(b)
suj
slj
sj
 
Figure 5.1 (a) Outer and inner polygon approximations of a curve with slanted lines at non-
extremum intervals. (b) Bounded rectangle at jth interval with modified upper and lower vertices. 
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The slanted lines connecting the two vertices can have different slopes, selected 
for example from integer multiples of the straight line slope sj connecting the two 
subdivision points pj−1 and pj. The slope of each slanted line is chosen to be the smallest 
multiple of sj without crossing the function, so that the two slanted lines still bound the 
portion of the function in between. Once the corresponding slopes suj and slj are chosen, 
the coordinates of the upper and lower vertices can be determined by Eqs. (5.1) and (5.2) 
for a function of x. For the case of a function of y, the variables x and y can be swapped to 
obtain the corresponding equations. 
lj
jljjlj
s
xxyy

  ,1     (5.1) 
uj
jujjuj
s
xxyy

 1,     (5.2) 
 
5.2 Limiting Error in Both Directions 
 Simply decomposing into functions can result in large errors along the 
unrestricted direction near the cutoff points. The definition of function is used to detect 
the change in variations from x to y or y to x directions; an overlap in either x or y values 
must be seen to have the cutoff process triggered, which means that the first seen change 
in the dominant direction of the variations is missed. An example is shown in Fig. 5.2. 
The function cutoff occurs at point end1 following the greedy approach, which detects 
function definition violation, but the dominant direction switch from y value variations to 
those of x values occurs before that, and it is marked in Fig. 5.2 as end1
*
. The outer 
approximation resulting from setting the cutoff point at end1 is also displayed in the 
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figure; the deviation from the original curve between end1
*
 and end1 is very large 
compared to any other portion of the curve. This is because the variation in the x 
direction is much greater than variation in the y direction in that interval, but, because the 
function definition has not been violated yet, the approximation direction is still set along 
the x axis for that part and causes the error along the horizontal direction to be ignored. 
The greedy approach presented waits for an overlap in values so that those values already 
dominated by the other direction variations are not recognized until the next vertex after 
the first turning point in the new dominant direction has been scanned. Hence, the cutoff 
point should occur earlier, i.e., at the point where the dominant direction of variation 
switches rather than at the point of function definition violation, which always occurs 
later in the scanning process. The function definition violation detection is still required 
for nonfunction curves with a single dominant direction of variations for the whole curve. 
The decomposition is needed for the difference in the relative location of the outer region 
with respect to the inner region. 
end1
end1*
Large error along unrestricted direction
Function violation does not occur until 
the vertex after the first turning point in 
y direction
x approx direction
y approx direction
 
Figure 5.2 Illustration of large error near the decomposition point end1 following the greedy 
approach. 
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 The switch in the dominant direction can be detected by keeping track of the slope 
between adjacent vertices as they are scanned. A small slope means small variations in y 
compared to x, and a large slope indicates otherwise. Because a 45° angle line has a slope 
of 1, we can compare the slope against 1 to determine whether a measured slope is large 
or small. The greedy approach can be modified by adding another check for the slope as 
vertices are scanned. For example if the slope becomes larger than 1 while comparing y 
values of adjacent vertices vi and vi−1, then the index i−1 is stored as the last index where 
the dominant direction switch occurs. When the function violation is detected, the 
decomposition point can be set to the last seen index of the dominant direction switch. If 
the last seen index is set to the start index, however, then the determined decomposition 
point should be used instead. 
 
 
5.3 Connection Points between Functions 
 The function-decomposition procedure given in Section 2.3 separates the 
functions using the vertices in the given set C. Hence, an approximation step might 
terminate early near the end of the function. This results in extra vertex points at the 
interconnections between functions. Instead, before the next function approximation 
starts, the start point of the next function can be set to the last subdivision point of the 
previous function or that right after the cutoff vertex. The subdivision point after the 
cutoff vertex might not be valid, however, if the function violation occurs before that 
point. Hence, the last subdivision point of the previous function is suitable for the start 
vertex of the next function. The number of vertices reduced is directly proportional to the 
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number of decomposed functions for a given curve; this modification makes little 
difference if the number of decomposed functions is small relative to the total number of 
vertices.
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CHAPTER 6 
CONCLUSION 
 
 A linear-time greedy algorithm for approximating two-dimensional digitized 
curves with outer and inner bounding polygons under a prespecified error bound has been 
presented. A test program has been built based on the algorithm and two test inputs 
containing simulated post-lithographic layout of metal layers were used as inputs, along 
with a third test input containing general two-dimensional shapes. The experimental 
results matched the expected behavior of the algorithm. A few issues could be detected in 
the output results, and possible modification methods to solve these problems were also 
suggested. A few optimization techniques were later discussed to improve the quality of 
the results without losing the linear-runtime advantage.  
 Further possible research work can focus on decoupling the interdependence 
between the vertices of the outer and inner polygons and hence, achieve better-quality 
results due to additional flexibility. Decoupling could, however, result in runtime of 
higher order.     
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