This paper studies the performance of a Medium Access Control (MAC) protocol for an Impulse Radio Ultra Wide Band (IR-UWB) based Wireless Body Area Network (WBAN). Unlike conventional UWB wireless schemes, the proposed UWB based WBAN uses UWB pulses for transmission and a narrowband signal for receiving at the sensor node to achieve a low-power network. To investigate the performance of the UWB-WBAN system in a large environment like hospitals, two network topologies have been considered. One topology uses a router as an intermediate node to collect vital physiological information collected by on-body sensor nodes. In the second scenario, the sensors directly transmit the collected data to a central control node. Binary Pulse Position Modulation (BPPM) is used as the modulation scheme for UWB transmission and Frequency Shift Keying (FSK) is used for narrow band transmission. Another unique feature in the proposed WBAN network is that the sensor nodes utilize multiple pulses per bit during UWB transmission. Number of pulses sent per bit are dynamically varied according to received bit error rate and used to optimize wireless transmission, thus providing low-power consumption.
INTRODUCTION
Medical telemetry for remote patient monitoring has grown in popularity in recent years.
Wireless Body Area Networks (WBANs) provide patients with mobility which enables them to involve in their day to day activities while their vital body parameters are monitored in a remote location. Various wireless standards which are compared in Table 1 are being used for WBAN [1] . Ultra Wide Band (UWB) based technology stands out from other technologies due to the ability to produce high bandwidth at a lower transmission power.
A task group (IEEE 804.15.6 TG6) [2] was formed in 2007 in order to develop a standard for the WBAN. In a WBAN, vital physiological parameters can be measured using several wearable and implantable sensors. In this paper wearable sensors that contain two different communication links, UWB-transmit and narrowbandreceive, are considered for WBAN applications. The proposed WBAN network is based on three types of nodes as depicted in Figure 1 . This enables the implementation of a WBAN in a large environment such as in hospitals, medical and care centers. As depicted in Figure 1 , sensor nodes gather vital medical parameters such as Electrocardiogram (ECG), Electroencephalogram (EEG) and body temperature, and then transmit those data either to an intermediate router node or to a coordinator node. Router nodes act as intermediate nodes which route data and control messages between the coordinator and sensor nodes. Router node also controls the radio resources such as pulses per bit value (described in Section 2) for each of its child sensor nodes. Coordinator acts as the central node which collects sensor data. It also acts as gateway for higher layer applications which interprets data. Alternatively sensor data can be sent directly to the coordinator without routers. The networks utilized are based on star topology which is preferred in most WBAN applications due to the Power consumption is considered to be a critical factor for battery powered on-body sensors. Although UWB transmitters are known to be as low power devices, UWB receivers are considered power hungry since they are designed to detect low level UWB signals [4] [5]. A transmit only UWB system is discussed in [4] . This system lacks the reliability of having a feedback path. It also has to occupy different receiver nodes for each patient, since different pulse repetitive frequencies are being used to identify different users. To avoid the use of power hungry UWB receiver and to increase the reliability of data delivery, a narrowband feedback path is suggested in the design of the sensor node. Having a feedback path also helps to make the network more coordinated, this enables us to reduce the multiple user interference (MUI) in an uncoordinated UWB network. In a system where both transmitter and the receiver use UWB, a turnaround time should be used to switch from transmit state to receive state. In other words, transmitter and receiver cannot operate at the same time due to the interference. Since we are using a narrow band receiver, it is possible to operate both transmitter and receiver simultaneously, hence reducing the packet delay.
A Medium Access Control (MAC) protocol has been designed to efficienlty provide the multi-access communication with the dualband WBAN architecture proposed here. The proposed MAC layer is based on the IEEE 802.15.4/4a [6] [7] standards with adjustments done in order to facilitate a UWB transmission. Previous literature available for UWB based WBAN MAC focuss their attention on either contention based access [3] or time based access [8] . The suggested MAC protocol utilizes both time based and contention based data transmission abilities provided by above metioned standards. Because of the carrier-less nature of the UWB transmission, false alarms and miss detections are common. Those two types of errors have been taken into consideration in the simulation scenarios for the proposed WBAN system. Most of the available literature do not consider the precsence of multipaths in an indoor environment. Ricean fading channel [9] for UWB is considered in the presented simulation in order to simulate the effect of indoor propagation in a hospital environment. Simulation models for three types of WBAN nodes are developed in OPNET modeler [10] , which is a commercially available simulation software. This paper consists of seven sections. Section 2 presents the modulation scheme and calculations with regard to false alarms and miss detection. Section 3 describes the MAC protocol used for the targetted WBAN architecture. Section 4 discusses the simulation scenario. Results are discussed in Section 5. Finally, Section 6 concludes the paper. Section 7 includes references.
UWB-WBAN COMMUNICATION LINK 2.1 Modulation Scheme
A Binary Pulse Position Modulation (BPPM) is used as the modulation scheme for the UWB transmission in the WBAN nodes. Energy contained in a bit is dependent on the number of pulses transmitted in that bit period [4] . This concept is used in the suggested MAC protocol in order to optimize the transmit power in the sensor nodes. Depending on the received signal strength, the parent node (router or coordinator) will send a feedback to the sensor node informing the number of pulses per bit to be generated. Note that this is achieved in the sensor node by varying the duration of the bit, not the pulse repetitive frequency. Hence the receiver node does not have to change the sampling frequency for each sensor node. It just keeps in track of the number of pulses per bit assigned to each sensor node. This can be achieved in the MAC layer. As a result, a single receiver node can be utilized for all the sensor nodes. Figure 2 depicts the use of two pulses per bit and three pulses per bit schemes for sending data bits. A short pulse (s (t)) is transmitted at a certain time slot (TS1 or TS2). If it is transmitted in TS1 it is considered as '1' and if it is transmitted in TS2 it is considered as '0' in a single pulse per bit scheme. This idea is extended to produce multiple pulses per bit schemes. A noncoherent receiver which detects the signal by comparing the energy received during a specific time slot against a threshold value is used as the receiver model ( Figure 3 ) [11] . If the received signal energy at a certain time period is larger than a threshold value (α), a pulse is assumed to be present in that specific timeslot. The input to the detector can be expressed as;
where is the input to the detector, 'E' is the energy of the detected pulse and n is a zero mean Gaussian random variable with variance σ 2 = N 0 /2, which is the contribution from Additive White Gaussian Noise (AWGN) to the detected signal energy. N 0 is the power spectral density of the received noise. If hypothesis 'p1' denotes a pulse not being sent at a given time slot and 'p2' denotes a pulse being sent in that time slot, the conditional probability density function of the random variable r can be denoted as follows;
Probability of errors is as follows;
When a pulse is transmitted, ∞ When a pulse is not transmitted ∞ Assuming that sending of a pulse and not sending a pulse is equally probable probability of error; (6) By differentiation the optimum value of α ( can be found. Probability of error can be shown as; (7) where Q ( ) represents the Q function. When multiple pulses per bit are sent it is assumed that a bit is erroneous when more than half the pulses sent per that bit are erroneous. If N number of pulses sent per bit, probability that a bit being erroneous can be obtained by , where p= = and is the inferior integer part of x. Because of the coordinated nature of the network, it is assumed that the multiple user interference which happens because of pulse collisions is negligible. Modulation curves showing bit-error-rates (BERs) for different number of pulses per bit are simulated based on (8) and presented in Figure 4 . In the proposed WBAN system in this paper the parent node dynamically assigns the number of pulses per bit to be sent for the child node in order to obtain a pre given BER value at the receiver. A BER threshold of is used in the simulation scenario for all sensor nodes because a good throughput can be obtained with this value while keeping the power consumption at the sensor nodes low.
False Alarms and Miss detection
As mentioned earlier, slotted Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is used in the proposed MAC protocol for both sensor initialization for all sensors and data transmission of periodic sensors. A known preamble pattern of pulses are added at the beginning of a packet for the purpose of Clear Channel Assessment (CCA), which is vital in a contention based protocol. A False Alarm (FA) is described as the event where a busy channel (preamble is present) is detected, when an idle channel (no preamble present) is present. A Miss Detection (MD) occurs when an idle channel is detected at the presence of a busy channel. Because of the carrier less nature of UWB signals both types of erroneous detections are present. Let the event "I' denotes an idle channel and event 'B' denotes a busy channel. Assuming 'U' as the decider for the presence of a preamble sequence and can be expressed as: (9) where is the number of preamble bits and is the input to the detector. If Additive White Gaussian Noise (AWGN) is assumed at the detector, and since the time bandwidth product (Φ=Integration Time Signal Bandwidth) at the detector for received signal in UWB transmission of indoor environment is large, it can be assumed that decision variable 'U' at the detector follows Gaussian distribution. If Pf denotes the probability of false alarms and Pm denotes the probability of miss detection, those probabilities can be derived as [12] ; Φ Φ where is the mean of the decision variable 'U' in the event of 'I', is the threshold for the detection of preamble, is the of the received signal. These probabilities were taken into account at the CCA stage of the simulated MAC protocol.
MAC PROTOCOL FOR DUAL-BAND WBAN
Set of commonly monitored physiological parameters are shown in Table 2 . A WBAN consists of two types of sensor nodes depending on their data transmission rate. EEG and ECG are continuously transmitting sensors which require high data transmission rate and high guarantee of delivery. Sensors which transmit heart rate and blood pressure are periodic sensors and do not require high data rate. A Beacon enabled super frame structure shown in Figure 5 is used in the suggested MAC protocol. This follows the frame structure of IEEE 802.15.4 standard [6] . A super frame is divided into 16 time slots. These time slots belong to either Contention Access Period (CAP) or Contention Free Period (CFP). CAP uses slotted CSMA/CA for the access of the channel. In the suggested MAC protocol continuously transmitting sensors are assigned to the Guaranteed Time Slots (GTS) in the CFP, in order to prioritize the delivery of data. Without loss of generality, a Super frame order (SO) [6] is chosen as 4 and Beacon Order (BO) [6] is chosen as 6 for the simulation. Sensor nodes are initialized during the CAP. During the initialization, a pre defined pulses per bit value is used by sensor nodes to communicate with its parent node. This value is known to both sensor node and its parent node. A known bit pattern appended by a pre defined sensor address and sensor type flag (continuous or periodic) is sent as the initialization request. Sensor address consists of two parts; most significant eight bits will identify the patient to whom the sensor belongs to. Least significant eight bits will identify the sensor node. As a response to the initialization request, the parent node will send a positive or negative acknowledgement. If the acknowledgement is positive, it will assign pulses per bit value for that sensor depending on the power received at the receiver. If the request is from a continuous sensor node, the parent node will assign a time slot in CFP for that particular sensor. Data transmission occurs after the initialization.
SIMULATION SCENARIO
The simulation scenario is based on a 10m×10m hospital room where patients enter in a random manner (see Figure 1) . Data rates used for sensors are taken from Table 2 . To simulate the worst case scenario, data rates for the sensor nodes are calculated in order to represent the sensors that require highest data rates from each type. Which means, an effective data rate of 3600 bps (without over heads) are chosen for continuous sensors and a payload of 100 bits are sent every one second for periodic sensors.
A 433 MHZ ISM band with Frequency Shift Keying (FSK) is used for the narrow-band feedback link. Narrowband specifications are chosen according to a commercial narrowband receiver [13] and transmitter-TH72011 [14] datasheets. Two network topologies are simulated. One topology uses a router as an intermediate node between the sensor node and the coordinator node (Topology 1). In the other topology, sensor nodes directly coordinate with the coordinator (Topology 2). Cluster tree routing [15] which is used for Zigbee is implemented as the routing protocol. The motivation behind using a router as an intermediate node is to decentralize the coordination within the network by dividing it into sub networks. It also helps to optimize the power consumption in the sensor nodes. One time slot in the CFP is assigned per continuous sensor while periodic sensors contend using slotted CSMA/CA for transmission during CAP. Ricean fading channel for indoor propagation of UWB is used as the propagation mechanism [9] , and the availability of Line of Sight (LOS) path is assumed. For a fair assessment of both topologies same numbers of sensors are simulated. Considering a realistic hospital scenario, five sensors are attached to each patient out of which one is a continuous sensor and others are periodic sensors [16] . A maximum of seven patients are assumed to enter the room during the simulation time. This number is decided based on the limitation of Guaranteed Time Slots (GTS) in topology 2. More sensor nodes can be assigned in topology 1, since the data can be buffered at the router before sending to the coordinator node. The following performance related metrics are calculated for the simulation:
where R (bps) is total data bit rate offered to the network by sensor nodes, C (bps) is the total network capacity, PL is the packet loss ratio, L is the total number of lost packets, S is the total number of sent packets, E (μ ) is consumed energy at a sensor node per useful data bit sent and acknowledgements received, I is the consumed current (A) of the sensor node, V (V) is the battery voltage, T tx-rx (sec) is the sum of transmission time per a data packet and reception time for acknowledgments /control packets at sensor nodes, B is the total number of useful bits contained in above mentioned packets, K is the total number of packets sent, D is the packet acknowledgement delay for periodic traffic, T1 is the actual time at which the packet acknowledged and T2 is the time at which a packet enters the transmission queue. Current consumptions used for simulation is shown in table 3. Battery voltage is used as 1.2 V which is the value for a typical standard battery. 
RESULTS
From Figure 6 it can be seen that the packet loss ratio for the network topology which uses a router as the intermediate node is lesser than that of topology 2 where the sensor nodes directly coordinate with coordinator without an intermediate node. In topology 1 router nodes create a sub network with their child sensor nodes, hence the control of the system is more distributed than in topology 2. When sensor nodes directly send packets to the router, packets are buffered and sent to the coordinator. Packet losses in the network occur due to various reasons like bad channel conditions and collisions. When the network is divided into sub networks, comparatively small number of sensors contends for transmission in a shared medium. Hence the number of collisions is reduced. A router node can be kept close to the on-body sensors so that the received power level is better than a centrally placed coordinator node, providing better channel condition. Figure 7 shows that the packet acknowledgement delay of periodic sensors in topology 1 is lower than that of topology 2 after the total number of active periodic sensors increases more than 20. Packet acknowledgment delay consists of the total time taken for queuing, medium access, inter frame space, packet transmission and acknowledgment reception. Medium access delay consists of two parts; 1. Time taken for back off procedure in slotted CSMA/CA 2. Time taken to finish Clear Channel Assessment (CCA). In topology 1, only four periodic sensors per router have to contend for sending data. While in topology 2, all the periodic sensors contend for a single shared medium. As the number of sensors increases above a certain limit, the time delay that a sensor node is required to wait in order to send data through the shared medium will increase. Because of the high contention level in topology 2 after total periodic sensors increase above 20, it is observed from the simulation that both back off delay and time taken for CCA are higher. It is also observed that contention in the links between the routers and the coordinator in topology 1 is much lower than the contention level in the links between sensor nodes and coordinator in topology 2. From the results it is shown that even though topology 1 is a two hop network it is much more scalable than topology 2.With the introduction of narrow band feedback receiver, it is possible to do simultaneous transmission and reception at sensor nodes. Hence the time taken to turnaround from transmit state to receive state when using both UWB transmitter and receiver can be eradicated by using a narrowband receiver. This is shown in the simulation results since the packet acknowledgement delay for the system with narrow band feedback is lower than that of the system with both UWB transmitter and receiver in both topologies.
From Figure 8 it can be seen that throughput percentage which can be achieved for both continuous and periodic traffic in topology 1 is higher than that of topology 2. Router nodes in topology 1 offer channel resources only to their child nodes while in topology 2, channel resources from coordinator node are shared between all the sensor nodes. The throughput percentage for periodic data decreases with increasing sensor nodes in all two topologies. This is because, as contention free traffic increases, timeslots available in super frame for contention based traffic decreases. The priority is given to continuous sensors which send data in the contention free period.
From Figure 9 it is seen that the consumed energy at sensor nodes per useful bit is higher in topology 2, which does not use an intermediate router. This power consumption value contains the power consumed for retransmissions as well. From the simulations it is observed that the number of retransmissions in topology 1 is less than that of topology 2 due to the distributed nature of the network. It should be noted that the router node is not required to be placed or attached to the body (like an on-body node) but it can be kept at close proximity to its child sensor nodes. Power consumption of an on-body sensor node is important for WBAN applications. In the topology 1, which uses a router, the transmit power of the sensor node can be kept at a minimum in order to achieve a given bit error rate ( in this simulation). Hence the number of pulses that needs to be sent is comparatively lower than a sensor node in topology 2. Since the signal strength at the receiver is fairly constant over short distance, the need of dynamically changing the number of pulses is lessen. Because of all these factors the sensor nodes in topology 1 consume less power than sensor nodes of topology 2. Power consumption is also compared between sensor nodes with narrow band receiver and UWB receiver. From the obtained results it is obvious that the use of narrow band receiver reduces the power consumption significantly in the sensor node.
CONCLUSION
In this paper we present a dual band-UWB transmit and narrowband receive WBAN system. The WBAN scheme is formed by two networks to enable remote monitoring of a multi-human body environment. A MAC protocol which is a modification of IEEE802.15.4/4a is suggested and studied for the proposed WBAN architecture. Furthermore, the MAC protocol is designed to dynamically vary the number of pulses per bit in UWB transmission according to the received signal condition. False alarms and miss detection are considered to improve the quality of communication. Performance is analyzed by comparing network metrics presented in the results. From the results it was observed that using a router as an intermediate node improves the data transmission over a WBAN. It is also shown that we can minimize the power consumption and packet delays for a UWB based WBAN sensor node using a narrow band receiver. 
