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Resumen 
Este documento de tesis presenta la planeación, implementación y pruebas de un nuevo 
método que sirve como soporte para la detección de distorsiones de la arquitectura en la 
glándula mamaria a partir de imágenes de radiología de mama. El método asiste a los 
especialistas en el proceso de decisión diagnóstica como segundo intérprete en el 
análisis de mamografías, mediante la integración de cuatro etapas principales: 
preprocesamiento, detección de regiones de interés que sean candidatas a la posible 
presencia de distorsión de la arquitectura de la glándula mamaria, extracción y selección 
de características de las regiones de interés detectadas y finalmente clasificación de 
esas regiones de interés con base en las características extraídas de las mismas.  
 
El método propuesto se valida mediante el análisis de imágenes mamográficas de la 
base de datos DDSM, logrando valores de precisión general hasta de un 90.7% lo cual lo 
convierte en una base importante en la búsqueda  de la reducción del alto número de 
diagnósticos errados que conducen a las altas tasas de morbilidad por cáncer de mama 
que se presentan en el mundo. 
 
 
Palabras clave: Mamografía, Distorsión de la arquitectura de la glándula mamaria, Falso 
positivo, Diagnóstico asistido por computador, Neoplastia de la mama, Procesamiento 
digital de imágenes. 
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Abstract 
This thesis presents the design, implementation and test of a new method that serves as 
support for the detection of architectural distortion in the mammary gland from breast 
radiology images. The method proposed here assists the specialists in the diagnosis of 
breast cáncer through four main phases: preprocessing, detection of regions of interest 
that are candidates for the possible presence of architectural distortion of the mammary 
gland, feature selection and extraction and finally classification of these regions of 
interest based on the extracted features. 
 
The method proposed in this thesis is validated through the analysis of mammographic 
images from DDSM obtaining values of 90.7% in the overall accuracy. This result is a 
very important contribution and encourage the research in order to reduce the high 
number of misdiagnoses that are currently presented and lead to high rates of morbidity 
from breast cáncer. 
 
 
Keywords: Mammography, Architectural Distortion, Breast Neoplasms, Misdiagnoses, 
Computer Assisted Diagnosis, Image Interpretation. 
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 1. Introducción 
La evolución constante de los dispositivos que permiten capturar imágenes los ha hecho 
mas asequibles y está dando la posibilidad de acumular cada vez volúmenes más 
grandes de información visual (Zhang y Petkovic, 1996), lo cual ha extendido la 
aplicación de las imágenes digitales y ahora están presentes en escenarios que van 
desde las fuerzas militares hasta la salud humana en la medicina. 
 
En los ambientes médicos, estas imágenes juegan un rol prominente en el diagnóstico y 
tratamiento de enfermedades, debido a que permiten que los especialistas obtengan 
información vital observando el interior del cuerpo humano de una forma no invasiva, y 
favoreciendo el diagnóstico temprano de patologías para que puedan ser tratadas de 
manera efectiva (Coto, 2003). 
 
Dentro de esas patologías que pueden ser diagnosticadas y tratadas se encuentra el 
cáncer que es una enfermedad que se presenta como resultado de mutaciones o 
cambios anormales en los genes responsables de regular el crecimiento de las células. 
Esa mutación hace que las células se dividan sin orden alguno, produciendo más células 
similares y formando así lo que médicamente se conoce como un tumor. 
 
Uno de los tipos de cáncer más comunes es el cáncer de mama o cáncer de seno que 
es una patología producto del crecimiento no controlado de las células de la mama 
formando un tumor maligno. Normalmente el cáncer de mama inicia en los ductos que 
drenan la leche desde los lóbulos al pezón, también puede iniciar en las glándulas que 
producen leche y ya mucho menos común, el cáncer de mama puede empezar en los 
tejidos del estroma, que incluyen los tejidos grasos y los tejidos conectivos fibrosos de la 
mama. 
 2 
Existen entonces dos tipos principales de cáncer de mama, según la manifestación inicial, 
así (Chen, 2010): 
 
• Carcinoma ductal: comienza en los conductos que llevan leche desde la mama 
hasta el pezón. La mayoría de los cánceres de mama son de este tipo. 
• Carcinoma lobulillar: comienza en partes de las mamas, llamadas lobulillos, que 
producen leche. 
 
Asimismo, el cáncer de mama puede presentarse de manera invasiva o no invasiva. En 
el primer caso el cáncer se propaga desde el conducto galactóforo o lobulillo a otros 
tejidos en la mama. En el caso no invasivo, el cáncer aún no ha invadido otro tejido 
mamario. El cáncer de mama no invasivo se denomina in situ (Chen, 2010). 
 
El carcinoma ductal in situ (CDIS), o carcinoma intraductal, es un cáncer de mama en el 
revestimiento de los conductos galactóforos que todavía no ha invadido tejidos cercanos 
pero que si no es diagnosticado y tratado a tiempo puede pasar a ser un cáncer de tipo 
invasivo. El carcinoma lobulillar in situ (CLIS) es un marcador del aumento del riesgo de 
cáncer invasivo en la misma o ambas mamas (Chen, 2010). 
 
A nivel mundial el cáncer de mama es una patología cada vez más común entre la 
población femenina, por ejemplo para el caso de Estados Unidos y Canadá, se estima 
que 1 de cada 8 mujeres sufrirá la enfermedad a lo largo de su vida, y en el 2006 se 
calcularon 212.920 nuevos casos de cáncer de mama y 41.430 muertes producidas por 
la enfermedad (Jemal et al., 2006). 
 
En el ámbito nacional los datos estadísticos han sido dispersos, difíciles de obtener y 
probablemente sesgados; pero es evidente un aumento progresivo en la incidencia del 
carcinoma mamario, especialmente en las ciudades más densamente pobladas. Para el 
año 2009 se reportaron 551 nuevos casos de cáncer de mama en Colombia (Instituto 
Nacional de Cancerología, 2009), lo cual comprueba el incremento de esta patología en 
los últimos años en el país, convirtiéndose en la primera causa de muerte por cáncer 
entre las mujeres, pues se estima que el 99% de los cánceres de mama reportados 
ocurre en mujeres. 
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El cáncer de mama se ha convertido entonces en un serio problema de salud pública 
que ha cobrado la atención del Estado, de los investigadores y de la población en 
general, más cuando se sabe que si se detecta a tiempo, se puede evitar el desenlace 
fatal de la enfermedad. 
 
Para la detección temprana del cáncer de mama existen diferentes exámenes o métodos 
clínicos como la resonancia magnética de las mamas, ecografía de las mamas, biopsia 
de mama, tomografía computarizada, mamografía y la biopsia de ganglio linfático entre 
otros. Cualquiera de estos métodos puede asistir el diagnóstico del especialista y bien 
pueden usarse por separado o si es necesario, se puede recurrir a usar dos o más de 
ellos sobre un mismo paciente con el fin de aumentar el grado de certeza a la hora de 
emitir un diagnóstico. Dentro de los métodos clínicos para la detección temprana de 
cáncer de mama, la mamografía es el examen más eficaz. 
 
1.1.  Mamografía 
 
La radiología es la especialidad médica encargada de la generación de las imágenes del 
interior del cuerpo a partir de los rayos X, y por su parte la mamografía es un examen 
radiológico que usa una dosis baja de estos rayos para examinar las mamas 
aprovechando la propiedad de los mismos de atravesar el cuerpo y producir una imagen 
en una película fotográfica o en una placa de registro digital. 
 
Los tejidos y estructuras que son atravesados por los rayos X se proyectan en la película 
fotográfica con distintos matices según sea la capacidad de los mismos de absorber los 
rayos X, así por ejemplo los huesos se ven más blancos que los músculos, ya que 
absorben más los rayos X. 
 
De acuerdo con su uso existen dos tipos básicos de mamografía: las de exploración y las 
de diagnóstico. En el caso de las mamografías de exploración o tamizaje, la OMS 
(Organización Mundial de la Salud) sugiere que con el ánimo de ayudar a la detección 
temprana del cáncer de mama, las mujeres mayores de 40 años deben realizarse una 
mamografía de exploración cada año. Las mamografías de diagnóstico por su parte se 
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aplican en las pacientes a las cuales se les ha hallado algún signo anormal en su 
mamografía de exploración. 
La detección temprana del cáncer de seno es de vital importancia ya que permite el 
tratamiento de la enfermedad y mejora significativamente el pronóstico de la misma. La 
mamografía de tamizaje o exploración ha demostrado ser bastante efectiva, reduciendo 
las tasas de mortalidad entre un 30% a un 70% (Rangayyan et al., 2010). 
 
Ahora bien, en el examen de radiología de mama normalmente se realizan dos 
radiografías de cada mama, una de lado y otra desde arriba, denominadas vista 
Mediolateral Oblicuo (MLO) y Craneocaudal (CC) respectivamente, como se observa en 
la Figura 1.1. 
 
Figura 1.1. Dirección de las radiografías tomadas en cada mama. Imagen tomada de 
(Imaginis, 2010). 
 
Durante el examen normalmente se coloca una mama a la vez sobre una superficie 
plana que contiene la placa de rayos X, luego un compresor presiona firmemente la 
mama que tiene que ser aplastada un poco entre dos placas para ayudar a aplanar el 
tejido mamario de tal suerte que la imagen sea clara y nítida. 
 
En algunos casos de tumores se pueden visualizar las anormalidades hasta dos años 
antes de que puedan ser percibidas al tacto por el paciente o el especialista. Se ven 
quistes, microcalcificaciones, masas, y/o distorsiones de la arquitectura, que aunque en 
la mayoría de las ocasiones tienen carácter benigno, pueden alertar precozmente el 
cáncer (García Laencina, 2008) 
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En la Figura 1.2 se observa un ejemplo de cómo se ve una imagen radiológica de la 
mama en un caso normal. Como se puede observar se trata de una imagen en escala de 
grises donde se puede identificar tejido epitelial, tejido adiposo, el pezón, tejido denso y 
una región más oscura que es el área fuera del seno. 
 
Figura 1.2. Representación anatómica de las estructuras de la mama en la mamografía. 
Imagen tomada de (Narváez E., 2010). 
 
Las anormalidades en la glándula mamaria suelen presentarse como malformaciones o 
alteraciones de la estructura anatómica de los tejidos de la misma. 
 
Como se ha dicho, la mayoría de las anomalías que se presentan en la mama se pueden 
descubrir mediante un programa de detección precoz, y se pueden tratar 
adecuadamente en etapas iniciales del desarrollo de la patología. 
 
Sin embargo, un alto porcentaje de los cánceres presentes en las mamografías no está 
siendo detectado por los radiólogos (Lado et al., 1999) por eso en algunos casos la 
mamografía debe complementarse con otros exámenes más específicos como una 
resonancia magnética para detectar la presencia y/o gravedad del cáncer, o una biopsia 
en la que se toma parte del tejido afectado, para analizar en el laboratorio las 
características de las células cancerosas. 
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Ese problema de detección, es consecuencia de la alta subjetividad inmersa en la 
valoración de las radiologías de mama por parte de los médicos especialistas 
(radiólogos), ya que es evidente la presencia de variables como: el grado de experiencia 
del médico, su nivel de cansancio por el trabajo diario, el volumen de mamografías que 
tiene que analizar en el momento de realizar la interpretación y/o lectura de cada una de 
las mamografías y el poco tiempo que tiene para hacer cada uno de los análisis. 
 
Con el ánimo de eliminar la subjetividad descrita, se han realizado diferentes estudios e 
investigaciones, y se han hecho algunas mejoras a la mamografía tradicional como por 
ejemplo la mamografía digital y la detección asistida por computadora (Radiological 
Society of North America) 
 
En la mamografía digital la película de rayos X es reemplazada por detectores en estado 
sólido que transforman los rayos X en señales eléctricas que producen imágenes de las 
mamas que pueden verse en un monitor de un computador. (Radiological Society of 
North America). 
 
La calidad de las mamografías digitales es determinante en el momento de un 
diagnóstico diferencial, ya que la información de la imagen que representa algún signo 
asociado al cáncer, como las microcalcificaciones, debe mantenerse invariante después 
del proceso de reconstrucción de la imagen (Caribbean Imaging & Radiation Center, 
2007). 
 
Los sistemas CAD (Computer Assisted Diagnosis – Diagnóstico Asistido por 
Computador) utilizan una imagen mamográfica digitalizada y la recorren en búsqueda de 
masas o calcificaciones asociadas a la posible presencia de cáncer y las destacan 
haciendo visible para los especialistas la necesidad de exámenes adicionales. 
 
Sin embargo, a pesar de estas dos últimas mejoras, el proceso de análisis de una 
mamografía mantiene un alto nivel de dificultad y subjetividad en la mayoría de los casos, 
tanto por las causas mencionadas anteriormente respecto al factor humano, como por 
otros factores externos, por ejemplo el polvo, los implantes mamarios y el ruido inherente 
en los equipos de adquisición, que alteran la calidad de la imagen del examen, 
generando como consecuencia un alto número de interpretaciones erradas conocidas 
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como falsos negativos, que es la omisión de la presencia del cáncer cuando en realidad 
es visible la patología, y falsos positivos, que es la aseveración de la presencia de 
cáncer cuando en realidad no está presente. 
 
1.1.1. Signos identificables en una mamografía 
 
Existen diferentes hallazgos clínicos que pueden indicar el desarrollo de una patología 
cancerígena en la mama, sin embargo son cuatro los tipos de anomalías que deben 
tratar de identificarse con gran precisión al analizar una mamografía, pues son los que se 
presentan con más regularidad y son signos de alarma visibles y en algunos casos 
palpables, de la presencia o posible desarrollo de un cáncer de mama. 
 
Estas anomalías son: 
 
1. Microcalcificaciones: las calcificaciones son hallazgos muy comunes en una 
mamografía y son consecuencias de diminutos depósitos de calcio en el tejido 
mamario.  
 
Deben detallarse su forma, densidad, y  distribución sobre la mama. Son 
acumulaciones de calcio a lo largo de la glándula mamaria y se observan en la 
mamografía como pequeños puntos blancos (Figura 1.3) a los que se les debe 
dar especial importancia ya que aunque en la mayoría de casos no terminan 
representando un cáncer, sí pueden ser el primer hallazgo en una patología 
cancerígena. 
 
Las microcalcificaciones pueden ser benignas o dudosas de malignidad según su 
aspecto y distribución. Un hecho importante es saber si se trata de 
manifestaciones recientes mediante la comparación de la nueva mamografía 
tomada con respecto a mamografías de tamizaje anteriores, por lo menos con la 
anterior mamografía de tamizaje o exploración, de la misma paciente. 
 
En muchos casos se pueden observar calcificaciones benignas que se repiten en 
las mamografías año tras año, y que no es necesario intervenirlas (Instituto 
Marqués). 
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Figura 1.3. Mamografía con presencia de microcalcificaciones. Imagen tomada 
de (Caribbean Imaging & Radiation Center, 2007). 
 
En la literatura disponible (Wechter y Zieve, 2011) señalan que algunas causas 
no cancerígenas de calcificaciones en una mamografía pueden ser: depósitos de 
calcio en las arterias dentro de las mamas, antecedentes de infección mamaria, 
quistes o tumores mamarios no cancerosos, lesiones pasadas en el tejido 
mamario o polvos, desodorantes o ungüentos que se aplican en la piel. 
 
Cada vez que en una mamografía estén presentes microcalcificaciones, se 
solicita una nueva imagen con aumento sobre las mismas para realizar un mejor 
análisis y en el caso de evidenciarse irregularidades en el tamaño o forma de las 
microcalcificaciones , o de agrupamientos robustos de las mismas, se realiza una 
evaluación más profunda y detallada a través de una biopsia.  
 
2. Nódulos o Masas: se trata de otro cambio importante que es observable en una 
mamografía. Debe describirse su tamaño, forma, márgenes y calcificaciones 
asociadas, aunque existen casos en los que la masa puede presentarse sin 
calcificaciones. 
 
Muchos signos pueden observarse como masas, por ejemplo quistes y tumores 
sólidos no cancerosos como los fibroadenomas sin embargo necesitan por lo 
general una biopsia para ser descartados (American Cancer Society, 2010). 
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Un quiste y un tumor se pueden sentir de la misma forma en un examen físico, 
incluso pueden presentar las mismas características en una mamografía, por lo 
tanto para verificar que una masa es efectivamente un quiste suele realizarse una 
ecografía de mama. Además si al retirar el fluido de lo que se supone es un 
quiste, se encuentra que no es un simple quiste, es decir si por lo menos tiene 
una parte sólida, entonces es posible que se necesiten más pruebas de imagen. 
 
El BI-RADS ofrece una clasificación de las masas según su forma, a saber: 
redondas, ovaladas, lobuladas e irregulares. Por su parte los bordes pueden ser 
de tipo circunscrito, microlobulado, obscurecido, indistinto o espiculado (Narváez 
E., 2010). 
 
El tamaño, la forma y los bordes de la masa, ayudan a realizar una clasificación 
de la misma a la vez que permiten al especialista definir la presencia o no del 
cáncer de mama. 
 
Asimismo en el BI-RADS se asocia el grado de malignidad de una masa, según 
las características de forma de las mismas. Se plantea que normalmente las 
masas no malignas contienen márgenes circunscritos, bien sea de tipo circular o 
elíptico. Las masas con malignidad por su parte suelen presentar márgenes 
obscurecidos de apariencia irregular (Narváez E., 2010). 
 
De acuerdo con la Sociedad Americana del Cáncer (American Cancer Society, 
2010) es muy importante llevar un registro histórico de las mamografías que se 
realizan a una persona, pues pueden ser útiles para mostrar que una masa o 
calcificación ha estado invariante durante muchos años, lo que significa que es 
probable que sea una condición benigna y no es necesario una biopsia. 
 
En la Figura 1.4 se observa una imagen de una radiología de mama con una 
masa presente. 
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Figura 1.4. Mamografía con presencia de masa. Imagen tomada de (Caribbean 
Imaging & Radiation Center, 2007) 
 
Así, algunas masas pueden ser observadas,  vigiladas y controladas a través de 
las mamografías periódicas conocidas como mamografías de tamizaje o de 
exploración, sin embargo muchas otras masas según su forma y sus márgenes 
pueden necesitar de exámenes adicionales como la biopsia. 
 
3. Distorsión de la arquitectura glandular: es un cambio anormal del tejido de la 
glándula mamaria con la consiguiente formación de lesiones finas y espiculadas que 
no están asociadas a la presencia de una masa. 
 
Una distorsión de la arquitectura siempre se debe seguir evaluando, y si no hay 
explicaciones clínicas para su posible aparición, la biopsia es el procedimiento 
más recomendado (J. Nguyen, 2002). 
 
Más adelante se estudia en detalle esta anomalía ya que es de interés central en 
este documento de tesis. 
 
4. Asimetría de densidad: es la presencia de tejido glandular en una parte de la mama 
y que no se presenta con la misma localización en la mama contralateral. Puede 
verse como una opacidad similar en las dos proyecciones de una mama pero no 
tiene las características de una masa.  
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Aunque puede representar una variante normal del tejido glandular, se requiere
una revisión posterior pues en algunos casos con exámenes adicionales se 
puede demostrar una verdadera masa o distorsión significativa de la arquitectura 
glandular (Vallejo Angel, 2002). 
 
Figura 1.5. Asimetría de densidad. Imagen tomada de (Medina García et al. 
2010) 
 
Existen otras anormalidades, algunas no visibles a través de la mamografía pero de igual 
forma reportadas como hallazgos especiales y asociados al cáncer de mama aunque 
menos comunes. Esas anomalías son: engrosamiento de la piel, retracción del pezón, 
retracción de la piel, engrosamiento trabecular, lesiones de la piel y adenopatías axilares. 
 
1.2. Distorsión de la Arquitectura 
Como se mencionó anteriormente, se trata de un cambio anormal del tejido de la 
glándula mamaria con la consiguiente formación de lesiones finas y espiculadas que no 
están asociadas a la presencia de una masa. 
La distorsión de la arquitectura hace referencia a la distorsión del parénquima de la 
mama pero sin presencia de masas ni aumento en la densidad. Se trata del tercer 
hallazgo más común en mamografías, asociado a estados de cáncer aún no palpables 
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(Knutzen y Gisvold, 1993). Sin embargo debido a su sutileza y variabilidad, la distorsión 
de la arquitectura es omitida y puede pasar como tejido normal superpuesto en el 
momento de la valoración de las mamografías de tamizaje. 
 
Por su parte en el BI-RADS (American College of Radiology (ACR), 2003) se define la 
distorsión de la arquitectura como: 
 
“La arquitectura normal (de la mama) se distorsiona con masas no definidas visibles. 
Esto incluye espiculaciones que irradian de un punto y retracción focal o distorsión en el 
borde del parénquima. La distorsión de la arquitectura puede ser también un hallazgo 
asociado…”  
 
La distorsión de la arquitectura puede estar asociada con una masa, asimetría de 
densidad o calcificaciones y debido a que el cáncer de mama interrumpe la arquitectura 
normal del parénquima, la distorsión es considerada un signo temprano de cáncer. En la 
Figura 1.6 se muestra la imagen de una mamografía que presenta distorsión de la 
arquitectura: 
 
 
Figura 1.6. Mamografía con presencia de distorsión de la arquitectura. Imagen tomada 
de (Phillips, 2010) 
 
Como se puede observar en la Figura 1.6, la distorsión de la arquitectura en la 
mamografía se presenta como una anomalía en la que los tejidos circundantes de la 
mama parecen ser dirigidos hacia un punto focal interno.  
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Esta anomalía se percibe mejor en la interface entre parénquima mamario y la grasa 
subcutánea y retromamaria aunque también puede aparecer dentro del parénquima 
mamario, en cuyo caso puede ser mejor apreciada desde la distancia. La retracción focal 
se considera más fácil de percibir que la distorsión espiculada en el parénquima de la 
mama. 
 
Una cicatriz quirúrgica, cambios fibroquísticos, y en algunos casos, la superposición de 
tejidos mamarios pueden dar el mismo aspecto que una distorsión de la arquitectura por 
lo tanto se considera que ésta última es el signo asociado a la manifestación del cáncer, 
más difícil de detectar. 
 
Ahora bien, la distorsión de la arquitectura podría clasificarse como maligna o benigna, 
incluyendo el cáncer en la primera y, en esta última, cicatrices y daños en los tejidos 
blandos debido a un traumatismo, por lo tanto en la ausencia de historia de trauma o 
cirugía, la distorsión de la arquitectura es sospechosa de malignidad o cicatriz radial y la 
biopsia es el procedimiento apropiado que se debe seguir. 
 
 
Figura 1.7. Ejemplos de distorsiones de la arquitectura. (a) Alrededor de la línea de la 
piel. (b) Bosquejo del área de distorsión en (a). (c) Bosquejo del área de distorsión en (d). 
(d) Distorsión dentro de la glándula mamaria. Imagen tomada de (Matsubara et al., 2003) 
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La distorsión de la arquitectura puede ser clasificada en dos tipos según su ubicación en 
el seno como se observa en la Figura 1.7: un primer caso es cuando se presenta 
alrededor de la línea de la piel y un segundo caso es cuando está dentro de los tejidos 
de la glándula mamaria. 
 
De acuerdo con (Matsubara et al., 2004) se ha encontrado que incluso en más de la 
mitad de los casos en los cuales se han identificado signos de distorsión de la 
arquitectura se comprueba posteriormente malignidad en el seno. Así, por la dificultad en 
la detección de la distorsión de la arquitectura, se estima que esta anormalidad es la 
causa de entre el 12% y el 45% de los casos de cáncer omitidos o mal interpretados 
(Yankaskas et al., 2001). 
 
Como se ha visto, en una mamografía el seno (los ligamentos, los ductos, y los vasos 
sanguíneos) se observa como una “textura” con una orientación determinada, 
normalmente con convergencia hacia el pezón. Cuando esa orientación presenta 
cambios significativos se está ante la presencia de una distorsión de la arquitectura. 
 
1.3. Definición del problema a trabajar 
 
En primera instancia es importante hacer énfasis en que las interpretaciones de las 
mamografías resultan difíciles y subjetivas, ya que incluso una mama normal puede 
aparecer diferente para cada mujer. También el aspecto de una imagen de mamografía 
se ve comprometido ante la presencia de polvo o si se ha realizado algún implante 
mamario, lo que también puede impedir una lectura exacta de la radiología de mama. 
 
Así pues, debido a distintos factores externos, como la calidad de los equipos de 
adquisición, los implantes mamarios, el polvo, la presencia de ungüentos y el ruido 
inherente al examen; la calidad, el contraste, la nitidez y muchas características de las 
imágenes de radiología de mama se ven afectadas y como consecuencia la 
interpretación de las mamografías, es difícil y resulta subjetiva en la mayoría de los 
casos. 
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Además están presentes factores como el agotamiento de los especialistas a la hora de 
evaluar las mamografías, su nivel de experiencia, la cantidad de mamografías a analizar 
y el ruido de los equipos de adquisición y digitalización, cuando se incorporan las 
mamografías a un sistema de diagnóstico asistido por computador (CAD) para su 
interpretación. 
 
Por esta razón y debido a que el cáncer de mama se ha convertido en una problemática 
de salud pública, en la literatura se encuentra un número importante de aproximaciones 
orientadas a facilitar la interpretación de las mamografías y a asistir a los especialistas 
(radiólogos), a manera de un segundo evaluador, en el momento de dar un diagnóstico 
diferencial sobre una radiología de mama. 
 
Sin embargo los algoritmos y métodos de detección reportados en el estado del arte aun 
dejan un importante grado de subjetividad en el análisis y se siguen omitiendo y 
malinterpretando los signos de cáncer de mama, lo cual se refleja en el alto número de 
falsos positivos y de falsos negativos que se presentan. 
 
En la revisión de la literatura se encontraron diversos estudios para desarrollar sistemas 
de diagnóstico asistido por computador aplicados a la detección de anomalías 
cancerígenas como microcalcificaciones, masas, distorsiones de la arquitectura y 
asimetrías en mamografías, sin embargo la gran mayoría de publicaciones y trabajos 
realizados en esos sistemas CAD se han concentrado en la detección de masas y 
microcalcificaciones (Lado et al., 1999)(Rangayyan y Nguyen, 2006)(García Laencina, 
2008)(Tang et al., 2009)(Gallego Ortiz y Femandez Mc Cann, 2011) dejando de lado 
otros signos asociados como las distorsiones de arquitectura y las asimetrías de 
densidad. 
 
Las distorsiones de la arquitectura son el tercer hallazgo mas común, y el primer 
causante de omisiones o malinterpretaciones por parte de los radiólogos en la 
evaluación de las mamografías. En casi la mitad de los cánceres diagnosticados, signos 
mínimos de distorsión de la arquitectura, parecían estar presentes en la mamografía de 
tamizaje previa; inclusive hasta dos años antes del diagnóstico del cáncer (Van Dijck et 
al., 1993). 
 16 
Se ha demostrado que en la detección de cánceres de mama, la distorsión de 
arquitectura es la anomalía más común omitida en los casos de falsos negativos (Burrel 
et al., 1996). En 1986 se reportó que los signos indirectos de malignidad como la 
distorsión arquitectónica, la asimetría bilateral, y las diferencias de densidad, representan 
casi el 20% de los cánceres detectados (Sickles, 1986). 
 
En el capítulo 2 se verifica que existen pocos trabajos alrededor de la problemática de 
detección de distorsiones de la arquitectura de la glándula mamaria (S. Banik, R. M 
Rangayyan, and Desautels, 2011)(S. Banik et al., 2011)(Rangayyan et al., 2011) los 
cuales presentan diversas limitaciones como: las imágenes utilizadas, las características 
de textura seleccionadas y las técnicas de clasificación implementadas, llevando a 
niveles de sensibilidad en términos de falsos positivos y falsos negativos que oscilan 
entre el 70% y el 94% (Rangayyan et al., 2010) (Banik et al., 2011). 
 
De acuerdo con lo anterior es necesario un método de detección de distorsiones de la 
arquitectura de la glándula mamaria que a partir de imágenes radiológicas de mama y 
mediante técnicas avanzadas de procesamiento digital de imágenes contribuya a la 
disminución del número de diagnósticos errados ya sean falsos positivos o falsos 
negativos sirviendo como segundo intérprete en la valoración de mamografías para la 
detección temprana y asertiva de cáncer de mama en los programas de exploración, de 
manera que se avance positivamente en la disminución de la tasa de mortalidad por 
cáncer de mama al evitar omisiones o malinterpretaciones de signos o hallazgos 
asociados a patologías cancerígenas. 
 
1.4. Objetivos y contribución 
 
Teniendo presente que en los hospitales generales y centros oncológicos se continúan 
atendiendo gran número de casos avanzados y terminales de cáncer mamario (Acebedo, 
1996) y considerando las omisiones y malinterpretaciones de los signos visibles en una 
mamografía y asociados al cáncer de mama, surgen preguntas de investigación como: 
 
- ¿Cuál o cuáles de las técnicas avanzadas en el tratamiento digital de imágenes, 
pueden ser aplicadas en el caso de las imágenes de radiologías de mama, para la 
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extracción de información visual y apoyar la detección de la distorsión de la arquitectura, 
permitiendo una detección temprana de cáncer de mama? 
 
- ¿Es posible desarrollar un método que usando técnicas avanzadas de tratamiento 
digital de imágenes, sirva como apoyo para asistir a los radiólogos como un segundo 
intérprete en la evaluación de mamografías, reduciendo la subjetividad para lograr 
diagnósticos más acertados que permitan disminuir la taza de mortalidad producto del 
cáncer de mama, mediante la detección de distorsiones de la arquitectura de la glándula 
mamaría en mamografías? 
 
Ahora bien, a partir de estas preguntas de investigación y bajo el principio de que el 
sistema de visión humano, por sus características anatómicas naturales posee un umbral 
de percepción para las realidades originales que puede ser mejorado a través de la 
aplicación de algoritmos para el procesamiento de imágenes digitales, el objetivo general 
de esta tesis es proponer un método de detección de distorsiones de la arquitectura de la 
glándula mamaria a partir de imágenes radiológicas, mediante procesamiento digital de 
imágenes ya sea a través de la adaptación de aproximaciones conocidas o mediante una 
nueva aproximación, para apoyar el diagnóstico temprano y asertivo de la presencia o 
ausencia de la distorsión de la arquitectura como hallazgo asociado al cáncer, aportando 
en el esfuerzo internacional de la reducción de la tasa de mortalidad generada por el 
cáncer de mama. 
 
Por lo tanto el alcance de esta investigación está dentro de las etapas de 
preprocesamiento, segmentación, representación y descripción del procesamiento digital 
de imágenes para la detección de distorsiones de la arquitectura a partir de imágenes de 
radiología de mama, es decir, este estudio supone la correcta adquisición y digitalización 
de las imágenes a estudiar, como base fundamental para la aplicación de los distintos 
algoritmos que llevarán a la detección de la anomalía. 
 
Asimismo, el método propuesto no comprenderá clasificación mas allá de la presencia o 
no, de distorsiones de la arquitectura de la glándula mamaria, es decir, no se diferenciará 
entre distorsión benigna o maligna.  
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Se propone entonces un método de apoyo al diagnóstico temprano de cáncer de mama, 
que emulando el conocimiento de los especialistas, y aprovechando las distintas 
aproximaciones hechas a la solución del problema de detección, es capaz de definir la 
presencia o no, de distorsiones de arquitectura, a partir de imágenes de radiología de 
mama. 
 
Finalmente, la motivación para el aporte del método propuesto parte del hecho de que 
diferentes trabajos de investigación sugieren que la mejora en la detección de la 
distorsión de la arquitectura podría conducir a una mejora efectiva en el pronóstico de los 
pacientes con cáncer de mama (Broeders et al., 2003). 
 
1.5. Organización 
  
En el capítulo 2 de este documento de tesis, se realiza un estudio de la literatura sobre el 
tema de investigación. Se estudian algunas de las aproximaciones más reconocidas a la 
solución del problema de detección de distorsiones de la arquitectura a partir de 
imágenes de radiología de mama. 
 
El capítulo 3 describe el método de detección de distorsiones de la arquitectura de la 
glándula mamaria propuesto, desde el preprocesamiento de las imágenes, pasando por 
la segmentación, la representación y la descripción y finalmente el reconocimiento e 
interpretación para identificar las zonas de distorsión de la arquitectura. 
 
En el capitulo 4 se evalúa el método propuesto en el capítulo 3 y se muestran los 
resultados del mismo. 
 
Finalmente el Capítulo 5 describe las conclusiones a partir de los resultados obtenidos 
en el capítulo 4 y plantea el trabajo futuro de investigación a partir de esos resultados. 
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2. Revisión de la Literatura 
El campo de la visión por computador y específicamente su aplicación en los ambientes 
médicos a través de los sistemas de diagnóstico asistido por computador o sistemas 
CAD (Computer Aided Diagnostic) ha cobrado el interés de los investigadores durante 
las últimas décadas. 
 
Ese interés es producto de la revolución tecnológica, los avances en las técnicas de 
procesamiento digital de imágenes, y el incremento de las capacidades de cálculo y 
almacenamiento de información en los equipos de cómputo, lo cual permite la 
materialización del fin último de la visión por computador que comprende dos actividades 
fundamentales (Fernandez, 2002): 
 
1. El análisis de imágenes digitales, cuyo fin es la descripción y el reconocimiento 
del contenido de una imagen digital, y 
2. La dotación a los computadores de la capacidad de poder simular la visión 
humana. 
 
Este trabajo de tesis se centra en la primera actividad mencionada y por ende 
comprende el procesamiento digital de imágenes que se ha convertido en una actividad 
multidisciplinar impulsando la colaboración entre la computación y muchas áreas de la 
investigación científica. 
 
Esa colaboración, como se manifestó anteriormente, se da de manera especial en los 
sistemas CAD donde mediante el tratamiento digital de imágenes se apoya a los 
médicos en los procesos diagnósticos. 
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La radiología, especialidad médica que aprovecha las propiedades de los rayos X de 
atravesar los objetos para generar imágenes del interior del cuerpo con fines 
diagnósticos de manera no invasiva, se apoya constantemente en el procesamiento 
digital de imágenes. Un caso específico son las mamografías para la detección de 
malformaciones o anormalidades cancerígenas entre las que se cuentan las 
microcalcificaciones, las masas, las asimetrías de densidad y las distorsiones de la 
arquitectura. 
 
De manera general los sistemas CAD comprenden el procesamiento digital de imágenes 
en la totalidad sus fases como se observa en la Figura 2.1, las cuales se ejecutan 
consecutivamente una detrás de otra, para obtener los resultados esperados a partir de 
la imagen original. 
 
 
Figura 2.1. Fases del procesamiento digital de imágenes. Fuente: (Fernandez, 2002). 
 
Las salidas de cada una de las fases sirven como insumo o entrada para la fase 
siguiente y aportan al logro del objetivo principal el cual es el reconocimiento e 
interpretación final del contenido de la imagen. 
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A continuación se profundiza en cada fase del procesamiento digital de imágenes 
mientras se hace referencia a algunas de las técnicas usadas en diferentes 
aproximaciones encontradas en la revisión de la literatura y que buscan la detección de 
anomalías en mamografías (microcalcificaciones, masas, distorsión de la arquitectura y 
asimetría de densidad) que representan signos o hallazgos tempranos de un proceso de 
tipo cancerígeno. 
 
Si bien es cierto que son muchos los trabajos que se pueden encontrar en sistemas CAD 
para el caso de cáncer de mama, también es cierto que mientras la gran mayoría han 
sido dirigidos a la detección y análisis de calcificaciones y masas (Bustamante et al., 
2001)(Cheng et al., 2006)(Tang et al., 2009)(Rangayyan y Nguyen, 2006), relativamente 
pocos han sido publicados en la detección de la distorsión de arquitectura en la glándula 
mamaria (Ayres y Rangayyan, 2003)(Ayres y Rangayvan, 2005)(Matsubara et al., 
2003a)(Rangayyan et al., 2010). 
 
2.1. Preprocesamiento 
 
Una vez realizado el proceso de adquisición de las imágenes y la posterior digitalización 
de las mismas en los casos donde es necesario, la primera etapa del procesamiento 
digital es el ajuste del espacio de trabajo y la adecuación de las características de 
contraste, brillo y nitidez, de tal manera que se mejore la calidad de la imagen y se haga 
más clara la información contenida en la misma para que pueda ser extraída 
posteriormente. 
 
En el momento de la captura o adquisición de una imagen y de manera especial en los 
ambientes médicos, se presentan factores externos de carácter físico y no controlable. 
Por ejemplo los niveles bajos de iluminación, el polvo, el ruido aleatorio y el ruido 
inherente a los equipos de adquisición y digitalización de las imágenes introduce 
información no deseada en la misma. 
 
Por esta razón es importante el preprocesamiento de la imagen, buscando su 
mejoramiento por medio de técnicas de reducción del área de trabajo, técnicas de 
reducción del ruido y técnicas de realce de contraste (Álvarez et al., 2006) haciendo que 
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la información y los objetos contenidos en las imágenes sean claros y su interpretación 
se facilite, ayudando a que se obtenga mayor precisión y sensibilidad y que las etapas 
posteriores entreguen mejores resultados. 
 
Este tipo de preprocesamiento resulta especialmente necesario en el caso de las 
mamografías, ya que en ellas existen áreas que no contienen información relevante, lo 
que perjudica los tiempos y los costos computacionales de los sistemas CAD. Además el 
contraste de una mamografía, al igual que en la mayoría de las imágenes radiográficas, 
es bastante malo y no hay claridad en las estructuras internas de la glándula mamaria, lo 
que ocasiona que se dificulte su interpretación por parte del especialista. 
 
Las tareas fundamentales en el preprocesamiento de las mamografías se observan en la 
Figura 2.2. 
 
Figura 2.2. Preprocesamiento digital de imágenes. Fuente: (Álvarez et al., 2006). 
 
2.1.1. Reducción del área de trabajo 
 
La reducción del área de trabajo hace referencia a la eliminación de zonas en la imagen 
que no poseen información o zonas cuya información no es relevante para el análisis 
que se está haciendo y que simplemente lo que representan es tiempos y costos 
computacionales más altos. 
 
En (Álvarez et al., 2006) se propone la reducción del área de trabajo mediante la 
umbralización de la imagen, determinación de la conectividad entre pixeles y el 
etiquetamiento de las componentes conexas como se observa en la Figura 2.3. 
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Figura 2.3. Proceso de reducción del área de trabajo. Imagen tomada de (Álvarez et al., 
2006). 
 
En la Figura 2.3 se muestra el resultado de la reducción del área de trabajo de la 
mamografía digitalizada. Como se puede observar, al descartar el área sin información o 
con información no relevante, el tamaño de la imagen a estudiar se reduce 
significativamente y se concentra el esfuerzo de los cálculos y de las etapas de 
procesamiento en las áreas de la imagen correspondientes a la mama como tal, 
reduciendo los tiempos de procesamiento de los algoritmos ejecutados. 
 
2.1.2. Reducción del ruido 
 
En una imagen digital el ruido hace alusión a cierta cantidad de información no deseada 
en la imagen y que contamina su contenido afectando directamente los resultados de las 
etapas subsiguientes en el procesamiento digital de la misma. 
 
En los procesos de adquisición de imágenes y en su posterior digitalización es muy 
común que involuntariamente y debido a distintos factores físicos se añada ruido a la 
imagen digital. Ese ruido debe ser reducido y para ello se han desarrollado algoritmos 
como el filtro de mediana, el filtro de Wiener y el filtro de Gauss, entre otros. 
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En (Álvarez et al., 2006) se prueban diferentes algoritmos para la reducción del ruido en 
una mamografía digital. Entre los algoritmos probados se encuentran el filtrado de 
mediana, el filtrado de Wiener y la reducción normal basada en Wavelets. 
 
En el filtro de Wiener se calcula una imagen ! a partir de una imagen ! con ruido. Para 
ello se considera que la imagen y el ruido son procesos aleatorios y no están 
correlacionados. La imagen restaurada estará dada por la Ecuación 2.1. 
 
Ecuación 2.1. ! = ! ∗ ! 
donde ! es la imagen después de haber sufrido algún tipo de degradado (ruido, pérdida 
de nitidez, etc) y ! es el filtro de Wiener 
 
La reducción de ruido basada en Wavelets comprende tres pasos: descomposición en 
sub-bandas wavelets, modificación de los coeficientes wavelets y reconstrucción de la 
imagen a partir de sus coeficientes (Álvarez et al., 2006). La modificación de los 
coeficientes wavelets usando variación de umbral también conocida como reducción 
normal presenta un mejor desempeño que otras técnicas para la modificación de los 
coeficientes (Gupta et al., 2002). 
 
Por último, en el filtro de mediana el valor de la intensidad de cada píxel en la imagen se 
recalcula teniendo en cuenta los valores de intensidad de los píxeles vecinos así: se 
toman los valores de intensidad de los n-vecinos del pixel sobre el cual se está operando 
y el valor de ese pixel en la nueva imagen filtrada se reemplaza por el valor de la 
mediana del vector formado por las intensidades de dicho píxel y de sus n-vecinos. El 
filtro de mediana permite la supresión de los puntos de muy alta o muy baja intensidad. 
 
En (Narváez, 2010) se realiza la reducción del ruido en las mamografías aplicando un 
filtro de mediana como parte del sistema de anotación para apoyo en el seguimiento y 
diagnóstico de cáncer de mama. Aunque no se reporta el valor pico de la relación señal 
a ruido resultante después de aplicar el filtro, se puede verificar la efectividad del mismo 
al considerar el desempeño del sistema y su resultado del 82% de precisión general en 
las demás etapas del procesamiento digital de la mamografía. 
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2.1.3. Realce de contraste 
 
En el ámbito médico las radiografías carecen de un buen nivel de contraste, lo cual 
dificulta la labor de los especialistas en la interpretación de la información contenida en la 
imagen. En los sistemas CAD esa deficiencia de contraste debe ser corregida antes de 
las etapas de segmentación, descripción e interpretación en el tratamiento digital de la 
imagen radiológica. 
 
Es fundamental que el proceso de realce de contraste en una imagen se realice sin 
incrementar el ruido presente en ésta, así por ejemplo en (Perez Serrano, 2008) se 
probaron diferentes técnicas, directas e indirectas, de realce. Las técnicas directas 
operan sobre la imagen a través de filtros o con técnicas de multirresolución, mientras 
las técnicas indirectas usan medios como el escalado del histograma. 
 
Para el caso de los filtros, estos se pueden implementar utilizando aproximaciones 
lineales, sin embargo se amplifica considerablemente el ruido de la imagen y se obtienen 
mejores resultados cuando se aplican filtros no lineales (Lee y Park, 1990). Por su parte 
los métodos con base en técnicas de multirresolución y operaciones morfológicas, 
aprovechan las técnicas de codificación por sub-bandas (Woods y O’Neil, 1986) y las 
técnicas de wavelets (Heijmans y Goutsias, 2000). 
 
Entre los métodos indirectos, la técnica con mayor reconocimiento es la ecualización del 
histograma, en donde se aplana y se expande el rango dinámico del histograma de la 
imagen. Sin embargo ha tenido que ser reevaluada, mejorada y extendida ya que en su 
forma más básica incrementa la relación señal a ruido de la imagen. 
 
Teniendo en cuenta lo anterior se han desarrollado entonces varias extensiones sobre la 
ecualización del histograma. En (Perez, 2008) se demuestra cómo la variante de la 
ecualización del histograma con minimización de la pérdida de brillo medio de la imagen 
(MMBEBHE) presenta los mejores resultados, modificando positivamente el contraste de 
la imagen sin añadir ruido ni alterar el brillo de la misma. 
 
Por su parte en (Álvarez et al., 2006) se estudian diferentes técnicas para el realce de 
contraste, aplicándolas específicamente sobre mamografías digitales. Dentro de las 
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técnicas estudiadas y descritas se encuentran: la técnica de realce por ampliación del 
contraste, incrementando la separación del nivel de grises del fondo y los objetos; la 
técnica de realce por ecualización del histograma a través de un incremento del rango 
dinámico de los pixeles; la técnica de realce por ecualización adaptativa del histograma; 
la técnica de realce por filtrado ponderado; y finalmente la técnica de realce por 
morfología matemática, combinando las operaciones de erosión y dilatación sobre la 
imagen. 
 
En todos los casos de las diferentes técnicas comparadas tanto en (Perez, 2008) como 
en (Álvarez et al., 2006) la imagen resultante es una imagen con apariencia similar a la 
imagen original, pero con las características de interés realzadas, lo que en conjunto con 
la reducción del área de trabajo y la disminución del ruido mejora significativamente los 
resultados de la etapa de preprocesamiento de las mamografías, permitiendo 
incrementar los niveles de sensibilidad en las etapas de procesamiento posteriores. 
 
Otras aproximaciones para el preprocesamiento de imágenes de radiografías de mama 
se presenta en trabajos como el de (Bustamante et al., 2001) que es un estudio donde 
se revisan aspectos que interfieren en la formación de las imágenes mamográficas y la 
base de estos fenómenos, con el fin de usar un modelo de degradación a partir del filtro 
de Bosso, estimar nuevos parámetros y finalmente proponer un nuevo procedimiento de 
cálculo de la amplitud dispersada, permitiendo obtener una imagen de la mama 
observable y de mayor contraste que la original.  
 
2.2. Segmentación  
 
2.2.1. Filtros de Gabor 
 
En la literatura los filtros de Gabor son ampliamente utilizados para la solución del 
problema de detección de distorsiones de la arquitectura de la glándula mamaria. Por 
ejemplo Ayres y Rangayyan (Ayres y Rangayyan, 2003) (Ayres y Rangayvan, 2005) 
(Ayres y Rangayvan, 2007) aplicaron filtros de Gabor y mapas de retrato de fase para 
caracterizar patrones de orientación de textura en mamogramas y detectar distorsión de 
la arquitectura. Los métodos fueron probados con un conjunto de 19 casos de distorsión 
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de arquitectura y 41 mamogramas normales, y otro conjunto de 37 casos con distorsión 
de arquitectura. La curva FROC (Free Response Operating Characteristic) resultante dio 
una tasa de sensibilidad de 84% en 4.5 falsos positivos por imagen y un 81% en 10 
falsos positivos por imagen para los dos conjuntos. 
 
El filtro de Gabor fue originalmente introducido por Dennis Gabor en 1946, actualmente 
es utilizado dentro del procesamiento digital de señales para la detección de bordes y es 
ampliamente reconocido en aplicaciones de análisis de texturas gracias a su optimo 
desempeño tanto en el dominio espacial como de frecuencia permitiendo que sea 
implementado para la detección de líneas y para la detección de características de 
orientación contenidas en los objetos de una imagen. 
 
Los filtros de Gabor se han utilizado en muchas aplicaciones tales como la segmentación 
de texturas, manejo de la dimensión fractal, análisis de documentos, detección de bordes, 
la identificación de retina y la codificación de imágenes y representación de las mismas, 
entre otras, todas ellas gracias a que el filtro de Gabor realiza representaciones en 
frecuencia y orientación muy similares a las ejecutadas por el sistema visual humano, 
permitiendo por ejemplo para el caso específico de una mamografía, que se interpreten e 
identifiquen correctamente estructuras anatómicas dentro de la glándula mamaria. 
 
El filtro de Gabor se obtiene de la modulación de una función sinusoidal con frecuencia y 
orientación definidas usando una señal Gaussiana envolvente, su ecuación característica 
está dada por Ecuación 2.2. 
 
Ecuación 2.2. ℎ !, ! = ! !, ! ∗ !(!, !) 
donde ! !, !  es la sinusoidal y !(!, !) es la función Gaussiana envolvente. 
 
El caso específico de un filtro de Gabor con una función sinusoidal de frecuencia !! y en 
un ángulo de orientación − ! 2 está dado por la Ecuación 2.3. 
 
Ecuación 2.3. ℎ !, ! = !!!!!!! ! !!! !!!!!!!!!!! cos 2!!!!  
donde !! y !! son los valores de las desviación estándar en las direcciones ! y ! y !! es 
la frecuencia de la función sinusoidal modulada. 
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En (Rangayyan et al., 2008) y (Prajna et al., 2008) se extendió el método de Ayres y 
Rangayyan para la detección de la distorsión de arquitectura en mamografías de cribado. 
La extensión del método basado en filtros Gabor y análisis de retrato de fase fue usada 
para detectar candidatos iniciales con posible distorsión de arquitectura. Un conjunto de 
386 ROIs (Regions of interest) fue automáticamente obtenido de 14 mamogramas 
anteriores al mamograma de detección del cáncer con 21 ROIs relacionadas a distorsión 
de la arquitectura. 
 
Por su parte en (Rangayyan et al., 2010) se utiliza un conjunto de 180 filtros generados a 
partir de la rotación del kernel de la Ecuación 2.3 con la siguiente matriz: 
 !′!′ = cos! sin !−sin ! cos! !!  
donde !′, !′  es el conjunto de coordenadas en el ángulo !. 
 
Asimismo en (Rangayyan et al., 2010) los parámetros para el kernel inicial de la 
Ecuación 2.3 fueron definidos considerando las características de las imágenes 
mamográficas y las áreas de distorsión de la arquitectura que se esperaban detectar. 
 
2.2.2. Análisis de Retrato de Fase 
 
El método de análisis de retrato de fase ha probado ser bastante útil para caracterizar la 
orientación de texturas en imágenes (Rao, 1990). 
 
En (Ayres y Rangayyan, 2003) se propone el análisis de retrato de fase a partir de: 
 
Ecuación 2.4. ! ! = ! ! ! , ! !! ! = ! ! ! , ! !  
 
Donde a partir de unas condiciones iniciales ! 0  y ! 0  la solución (! ! , ! ! ) puede ser 
vista como una trayectoria paramétrica de una partícula hipotética en el plano !" y se 
mueve en dicho plano con una velocidad (! ! , ! ! ) . Asimismo el plano !"  es 
referenciado como el plano de fase del sistema de ecuaciones diferenciales de primer 
29  
orden. El retrato de fase es una gráfica de las posibles trayectorias de la partícula 
hipotética en el plano de fase (Ayres y Rangayyan, 2003). 
 
Ahora bien, cuando el sistema de ecuaciones diferenciales de primer orden es lineal, 
asume la forma: 
 
Ecuación 2.5.  !(!)!(!) = ! !(!)!(!) + ! 
 
Asociando las funciones !(!) y !(!)  con las coordenadas ! y ! de la imagen se puede 
definir el campo de orientación generado por la Ecuación 2.5 como (Rangayyan et al., 
2010): 
 
Ecuación 2.6. ! !, ! !, ! = !"#$!% !(!)!(!)  
 
El cual es el ángulo del vector velocidad (! ! , ! ! ) de la partícula hipotética con el eje ! 
en !, ! = (! ! , ! ! ). 
 
El método de análisis de retrato de fase y análisis de mapa de nodos fue empleado en 
(Rangayyan et al., 2008) y (Prajna et al., 2008) para detectar candidatos iniciales de 
sitios de distorsión de arquitectura. Un conjunto de 386 ROIs fue automáticamente 
obtenido de 14 “mamogramas anteriores” con 21 ROIs relacionadas a distorsión de la 
arquitectura. 
 
Otras técnicas también han sido publicadas como el caso de (Sampat et al., 2005) donde 
se propone una técnica para el realce de espiculaciones, en el cual un filtro lineal es 
aplicado a la transformada Radon de la imagen. La imagen realzada es tratada con filtros 
de espiculaciones radiales  para detectar masas espiculares y distorsión de arquitectura. 
Una sensibilidad del 80% en 14 falsos positivos por imagen fue logrado con un conjunto 
de 45 imágenes con masas espiculadas. 
 
En (Ichikawa et al.) se desarrolló un método para detectar áreas de distorsión de 
arquitectura con espiculaciones por medio de un índice de concentración de estructuras 
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lineales extraído a través de la curvatura media de la imagen; se obtuvo una sensibilidad 
del 68% con 3.4 falsos positivos por imagen. 
 
2.3. Representación y Descripción 
 
2.3.1. Medidas de textura 
 
En un gran número de aplicaciones de procesamiento digital de imágenes la textura es 
una de las características más importantes y utilizadas para la recuperación de 
información y la identificación de objetos o regiones al interior de la imagen. 
 
Por esa razón muchos son los trabajos y las aproximaciones que se han hecho para la 
descripción automática o semi-automática de las características de textura presentes en 
una imagen. Un ejemplo claro de dichas aproximaciones es el propuesto por Haralick 
(Haralick et al., 1973) quien basado en la premisa de que la textura y el tono conservan 
una relación inextricable entre ellos, propone catorce características para describir la 
textura de los objetos o regiones presentes en una imagen. 
 
Para Haralick, las propiedades de tono y textura están siempre presentes en una imagen, 
y el procedimiento que sugiere para obtener las características de textura se basa en la 
presunción que la información de textura de una imagen definida, está contenida en la 
totalidad o por lo menos el promedio de la relación espacial que los tonos de grises de la 
imagen tienen el uno con el otro (Haralick et al., 1973). Es decir, esa información de 
textura está adecuadamente contenida en un conjunto de matrices espacio-dependientes 
de los tonos de gris conocidas como GCM (Graylevel Co-Occurrence Matrix), las cuales 
son calculadas para diferentes ángulos y distancias de vecindad en los pixeles de la 
imagen. 
 
En la Figura 2.4 se observa la vecindad más cercana (distancia d = 1) para cualquier 
punto dentro de la imagen, exceptuando los puntos ubicados en las filas y columnas de 
los extremos. La vecindad-8 es utilizada para la definición de las matrices GCM en la 
propuesta de Haralick. 
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Figura 2.4. Vecindad-8 de un píxel en una imagen. Fuente: (Haralick et al., 1973). 
 
A partir de la vecindad-8 que se observa en la Figura 2.4 la GCM se construye con las 
probabilidades de ocurrencia de un par de niveles de gris  separados por una 
distancia  en un ángulo  (Haralick et al., 1973). Es decir, dada una imagen  con   
niveles de gris, su GCM para un ángulo  , se construye con   filas y   columnas, y en 
cada intersección fila-columna se totaliza el número de veces dentro de la imagen en las 
cuales un punto  con un nivel de gris  (de acuerdo con la columna de la GCM) 
posee un vecino en una distancia  y en la dirección  con un nivel de gris  (de 
acuerdo con la fila de la GCM). 
 
A manera de ejemplo en la Figura 2.5 se muestran las matrices GCM para el caso 
específico de una imagen de tamaño 4 x 4 con    niveles de gris definidos (0, 1, 2 y 
3) con    y  para      y   .  
 
Figura 2.5. (a) Imagen 4x4 con 4 niveles de gris 0-3. (b) Forma general de la GCM para 
una imagen con niveles de gris 0-3,  representa el número de veces que los niveles 
de gris y  son vecinos. (c)-(f) Cálculo de las matrices GCM para una distancia    y 
en los ángulos       . Imagen tomada de (Haralick et al., 1973). 
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Finalmente a partir de matrices GCM como las que se observan en el ejemplo de la 
Figura 2.5 se calculan las catorce características de textura de Haralick con la siguiente 
notación: 
 
Tabla 2.1. Notación para las ecuaciones de las características de textura de Haralick !(!, !) Entrada !, ! -esima en la GCM, = !(!, !) !    !!(!) !-esima entrada de la GCM obtenida sumando las filas de ! !, ! , =    !(!, !)!!!!!  !!(!) !-esima entrada de la GCM obtenida sumando las columnas de ! !, ! , =    !(!, !)!!!!!  !! Número de niveles de gris presentes en la imagen 
Fuente: (Haralick et al., 1973) 
 
Definida la notación, las catorce características de textura de Haralick vienen dadas por 
(Haralick et al., 1973): 
 
• Energía: 
Ecuación 2.7. !! =    !(!, !) !!!!!!!!!!!  
 
• Contraste: 
Ecuación 2.8. !! = !!!!!!!!! !(!, !)!!!!!!!!!!    ,                             ! − ! = !  
 
• Correlación: 
Ecuación 2.9. !! = !" ! !,! !!!!!!!!!!!!!!! !!!!  
donde !! , !! ,!! y !!corresponden a las medias y las desviaciones estándar de !! y !!. 
 
• Suma de cuadrados: 
Ecuación 2.10. !! = ! − ! !!(!, !)!!!!!!!!!!  
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• Momento de diferencia inversa: 
Ecuación 2.11. !! = !!! !!! ! !(!, !)!!!!!!!!!!  
 
• Suma promedio: 
Ecuación 2.12. !! = !!!!!!! !!!! !  
donde !!!! ! = !(!, !)!!!!!!!!!!     i + j = ! , ! = 2,3,… ,2!! 
 
• Suma de varianza: 
Ecuación 2.13. !! = (! − !!)!!!!!!! !!!! !  
 
•  Suma de entropía: 
Ecuación 2.14. !! = − !!!! !!!!!!! !"# !!!! !  
Como la probabilidad puede ser cero y el log  (0)  no está definido, es 
recomendable usar log  (! + !) con ! una constante arbitraria y positiva en lugar 
de log  (!) en los cálculos de entropía.  
 
• Entropía: 
Ecuación 2.15. !! = − !(!, !)log  (!(!, !))!!!!!!!!!!  
 
• Diferencia de Varianza: 
Ecuación 2.16. !!" = !"#$"%&'  !"  !!!! 
donde !!!! ! = !(!, !)!!!!!!!!!!     i − j = ! , ! = 0,1,… ,!! − 1 
 
• Diferencia de Entropia: 
Ecuación 2.17. !!! = − !!!! !!!!!!!! !"# !!!! !  
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• Medidas de Información de Correlación 
Ecuación 2.18. !!" = !"#!!"#!!"# !",!"  
Ecuación 2.19. !!" = (1 − exp −2.0 !"#2 − !"# )!/! 
donde !"# = − !(!, !)log  (!(!, !))!!!!!!!!!!  
 
además !" y !" son las entropías de !! y !! y 
 !"#1 = − !(!, !)log  {!! ! !! ! }!!!!!!!!!!  
 !"#2 = − !! ! !! ! log  {!! ! !! ! }!!!!!!!!!!  
 
• Máximo coeficiente de correlación: 
Ecuación 2.20. !!" = (!"#$%&'  !"#!$%&'()  !"#$%  !"  !)!/! 
donde ! !, ! = !(!,!)!(!,!)!!(!)!!(!)  !  
 
Así se tienen entonces las catorce características de textura definidas en (Haralick., 
1979) (Haralick et al., 1973). Un método de selección de características puede ser 
perfectamente implementado para seleccionar un subconjunto de las catorce 
características o definir combinaciones lineales de las mismas. Dicho proceso de 
selección de características puede realizarse utilizando el método de regresión logística 
“paso a paso“ como en (Rangayyan et al.,  2010) donde se utilizan características de 
textura de Haralick para la detección de distorsiones de la arquitectura de la glándula 
mamaria. El método fue aplicado sobre 158 imágenes de mamografía pertenecientes a 
56 casos de cáncer y a 13 casos normales, logrando niveles de sensibilidad entre un 
70% y un 80% que varían según el método de clasificación final utilizado. 
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2.4. Reconocimiento e Interpretación 
 
Dentro de las técnicas de clasificación y reconocimiento de patrones más reconocidas y 
utilizadas hasta ahora se identifican técnicas como la clasificación Bayesiana, el análisis 
discriminante lineal, las redes neuronales artificiales, el perceptrón multicapa, las 
funciones de base radial y las máquinas de soporte vectorial, entre otras. 
 
El análisis discriminante equivale a un análisis de regresión donde se asumen grupos 
conocidos, identificables y mutuamente excluyentes. En su modelo lineal se supone la 
normalidad de las distribuciones de  las variables en los grupos creados y la igualdad en 
las matrices de covarianza de los grupos (Gil et al., 2003). Por su parte la teoría de 
decisión Bayesiana es una aproximación de tipo estadístico a la solución del problema 
de reconocimiento de patrones. Se basa en el análisis del costo de una decisión de 
clasificación a partir de probabilidades previas y funciones de probabilidad. Sin embargo 
no siempre se tienen esas probabilidades previas y ello limita el funcionamiento de la 
teoría de decisión Bayesiana. (Rangayyan et al., 2010). 
 
Por otro lado, las redes neuronales artificiales en sus arquitecturas de perceptrón, 
perceptrón multicapa y recurrente no requieren de probabilidades previas para la 
clasificación ya que usualmente su entrenamiento se realiza a través del algoritmo de 
retropropagación  
 
En (Eltonsy et al., 2006) se desarrolló un método para detectar masas y distorsión de 
arquitectura localizando puntos rodeados por capas concéntricas. Una sensibilidad de 
91.3% con 9.1 falsos positivos por imagen fue obtenida con un conjunto de 80 imágenes 
incluyendo 13 con masas, 38 con masas incluyendo distorsión de arquitectura y 29 
imágenes con distorsión de arquitectura únicamente, una sensibilidad del 93.1 % fue 
obtenida en la detección de distorsión de la arquitectura a la misma tasa de falsos 
positivos. 
 
En el trabajo de Rangayyan (Rangayyan et al., 2010) comparan diferentes técnicas de 
clasificación. A partir de 4.224 ROIs obtienen una sensibilidad de 76% con un 
clasificador bayesiano, 73% con Análisis Discriminante Lineal, 77% con una red neuronal 
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artificial basada en funciones de base radial y una sensibilidad de un 77% con máquinas 
de soporte vectorial. 
 
En (Tourassi et al., 2006) se presenta una investigación para la caracterización de la 
distorsión de arquitectura usando la dimensión fractal de Hausdorff y un clasificador SVM 
(Support Vector Machine) para distinguir entre ROIs con distorsión de arquitectura y 
aquellas con patrones mamográficos normales. Una clasificación con una precisión del 
72.5% fue obtenida con un conjunto de 40 ROIs. 
 
En (Matsubara et al., 2003) se usó morfología matemática para detectar distorsión 
alrededor de la línea de piel y un índice de concentración para detectar distorsión de 
arquitectura en la glándula mamaria; tasas de sensibilidad de un 94% con 2.3 falsos 
positivos por imagen y un 84% con 2.4 falsos positivos por imagen, respectivamente, 
fueron obtenidos  
 
En la generalidad de los trabajos revisados en el estado del arte se han utilizado técnicas 
de clasificación clásicas, dejando abierta la posibilidad para probar otras técnicas de 
clasificación basadas en principios diferentes, como el caso de la lógica difusa que 
permite aproximaciones a problemas con alto grado de incertidumbre como el de la 
detección de distorsiones de la arquitectura de la glándula mamaria a partir de 
mamografías. 
 
2.4.1. Lógica Difusa 
 
En 1965 Lotfi A. Zadeh, propuso la lógica difusa como una herramienta para el control y 
los sistemas expertos. Se trata de un método para el razonamiento con expresiones 
lógicas que describen las pertenencias a los conjuntos difusos, entendidos éstos como 
un instrumento para la especialización de lo bien que un objeto satisface una descripción 
vaga (Russell, 2004). 
 
La lógica difusa es una lógica alternativa a la lógica clásica. En la lógica difusa se 
introduce un grado de vaguedad en las evaluaciones que realiza; mientras en la lógica 
clásica las funciones de pertenencia de un objeto a un conjunto están dadas por la 
Ecuación 2.21. 
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Ecuación 2.21. !! ! = 1  !"  !   ∈ !0  !"  !   ∉ ! 
 
En la teoría de los conjuntos difusos las afirmaciones o predicados tienen un valor de 
verdad, que puede ser un número entre 0 y 1 en lugar de un verdadero o falso absolutos 
y “exactos“. En la Figura 2.6 se observa un ejemplo de un conjunto difuso, en el que se 
pueden observar el universo de discurso, la función de pertenencia, el valor lingüístico, la 
variable lingüística y el conjunto difuso como tal. 
 
Figura 2.6. Ejemplo de conjuntos difusos. 
 
Como se observa en la Figura 2.6 las funciones de pertenencia para un conjunto difuso 
pueden tomar diferentes formas, siendo las más comunes la forma triangular y la forma 
trapezoidal: 
 
! ! =
0 !"#"  ! ≤ !! − !! − ! !"#"  ! < ! ≤ !! − !! −! !"#"  ! < ! ≤ !0 !"#"  ! > !
 
Figura 2.7. Función de pertenencia para un conjunto difuso triangular. 
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! ! =
0 !"#"  ! ≤ !!!!!!! !"#"  ! < ! ≤ !1                 !"#"  ! < ! ≤ !!!!!!! !"#"  ! < ! ≤ !0 !"#"  ! > !
 
Figura 2.8. Función de pertenencia para un conjunto difuso trapezoidal. 
 
Así los conjuntos difusos son conjuntos que pueden contener elementos de forma parcial, 
es decir la pertenencia de un objeto ! a un conjunto A es cierta con un grado definido de 
verdad, conocido como grado de pertenencia. En los conjuntos difusos se pueden 
realizar las mismas acciones que en un conjunto clásico. 
 
Las reglas estándares para la evaluación de la verdad difusa, !, de una oración compleja 
son (Russell, 2004): 
 ! ! ∧ ! = min ! ! ,! !  ! ! ∨ ! = max ! ! ,! !  ! ¬! = 1 − !(!) 
 
Los predicados difusos también se pueden establecer dando una interpretación 
probabilista en términos de conjuntos aleatorios, esto es, variables aleatorias tales que 
sus valores posibles son conjuntos de objetos (Russell, 2004). 
 
La información definida y precisa es propia de la lógica convencional, sin embargo la 
lógica difusa permite trabajar con datos e información no exacta o con un grado de 
incertidumbre inmerso para poder definir evaluaciones convencionales. El uso de la 
lógica difusa resulta entonces bastante útil en problemas con alto grado de incertidumbre 
y donde se necesita usar el conocimiento de un experto que utiliza conceptos ambiguos 
o imprecisos, por ello se ha visto un auge en su uso en sistemas de reconocimiento de 
patrones y visión por computador. 
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CLASIFICADOR DIFUSO 
 
Normalmente un clasificador difuso divide los rangos posibles en los cuales puede 
clasificarse el valor de una señal o en este caso de un patrón !: 
 
• ! es Largo Positivo 
• ! es Medio Positivo 
• ! es Short 
• ! es Medio Negativo 
• ! es Largo Negativo 
 
Así, un clasificador difuso asigna un patrón dado a una clase definida a partir de la 
evaluación de las funciones de pertenencia a los conjuntos difusos definidos. En 
(Nakashima et al., 2007) se plantea un ejemplo de caso de un clasificador difuso en el 
que se tiene un problema de clasificación n-dimensional con ! clases y ! patrones de 
entrenamiento !! = !!!, !!!, !!!, !!!,… , !!"  para ! =   1,2,3,… ,!  Los atributos de los 
patrones están normalizados [0,1]. En el estudio de Nakashima utilizan reglas difusas del 
tipo !" − !ℎ!" como base del sistema de clasificación difuso: 
 !"#$%  !!: !"  !!  !"  !!!  !… !  !!  !"  !!" !"#$"%!&  !"#$%  !!   !"#  !"! para ! = 1,2,… ,! 
donde !! es la regla !-esima, !!!…   !!" son funciones de pertenencia de  los conjuntos 
difusos en el intervalo [0,1] , !!  es la clase, dentro del conjunto de las !  clases, 
consecuente, y !"! es el grado de certeza de la regla !" − !ℎ!" difusa !!. 
 
El sistema de clasificación de (Nakashima et al., 2007) consiste en ! reglas !" − !ℎ!", 
cada una de las cuales tiene funciones de pertenencia triangulares. Además plantean 
dos pasos en la generación de las reglas !" − !ℎ!"  difusas: Especificación del 
antecedente, y la determinación de la clase consecuente !! y el grado de certeza !"!. La 
parte antecedente es inicializada de manera manual. Después la parte consecuente es 
determinada a partir de los patrones de entrenamiento dados. En (Ishibuchi and 
Nakashima, 2001) se demostró que la inclusión del grado de pertenencia o certeza en la 
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creación de las reglas difusas !" − !ℎ!"  permite generar sistemas de clasificación 
comprensivos con un buen comportamiento. 
 
Así, la lógica difusa permite una buena aproximación para la detección de enfermedades 
en sistemas CAD. 
 
Como se ha observado a lo largo del presente capítulo, existen diferentes técnicas para 
el procesamiento digital de imágenes en cada unas de las etapas del mismo, y  dichas 
técnicas han sido utilizadas en la literatura revisada en esta investigación, sin embargo 
cada trabajo reportado en la literatura y estudiado en el alcance de este documento de 
tesis resulta limitado desde el punto de vista de su validación, ya que esta se realiza con 
bases de datos locales, propias de las áreas geográficas donde se realiza la 
investigación y además en muy pocos se logran niveles de sensibilidad superiores o 
cercanos al 90%, hecho que motiva el método que se propone en el siguiente capítulo de 
este documento de tesis. 
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3. Método para la detección de distorsiones 
de la arquitectura de la glándula mamaria 
La detección de la distorsión de la arquitectura de la glándula mamaria ha cobrado el 
interés de los investigadores en el área de visión por computador debido a su potencial 
para el diagnóstico temprano de cáncer de mama en la etapa previa a la formación de 
las masas. Por lo tanto las investigaciones recientes se han encaminado alrededor de los 
sistemas CAD para asistir a los radiólogos en la detección no solo de signos como 
masas y microcalcificaciones sino también de asimetrías de densidad y distorsiones de 
la arquitectura. 
 
En este capítulo se presenta un nuevo método para asistir la detección de las 
distorsiones de la arquitectura de la glándula mamaria a partir de filtros de Gabor, 
análisis de retrato de fase, características de textura de Haralick y un clasificador de tipo 
difuso. 
 
En la Figura 3.1 se muestra el diagrama general del método propuesto en este 
documento de tesis. Inicialmente se realiza una etapa de preprocesamiento para 
reducción del área de trabajo, disminución del ruido y realce de contraste de la imagen, 
posteriormente se aplica el filtro de Gabor sobre la imagen para detallar la información 
de orientación de la arquitectura de la glándula mamaria y con el resultado obtenido a 
partir del filtro de Gabor, se realiza el análisis de retrato de fase para encontrar un 
conjunto de ROIs (Regions of Interest) a las cuales se les extraen las características de 
textura propuestas por Haralick (Haralick et al., 1973). Finalmente se utiliza un sistema 
de decisión difuso para la determinación de las áreas con presencia de distorsión de la 
arquitectura de la glándula mamaria. 
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Figura 3.1. Diagrama general del método propuesto para la detección de distorsiones de 
la arquitectura de la glándula mamaria. 
 
El detalle para cada uno de los pasos propuestos se observa en la Figura 3.2. 
 
Figura 3.2. Detalle del método propuesto. a) Etapa de Preprocesamiento. b) Etapa de 
Segmentación. c) Etapa de Extracción y selección de características. d) Etapa de 
Clasificación. 
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3.1. Preprocesamiento de la imagen mamográfica 
 
La distribución de los tejidos, las intensidades de los tejidos normales que componen la 
mama y la presencia de zonas con información poco o nada importante para el 
especialista son algunas de las causas que contribuyen a que se den diagnósticos 
errados tanto por parte de los radiólogos como por parte de los sistemas de diagnóstico 
asistido por computador. 
 
Por tal razón la primera parte del método propuesto comprende los pasos de reducción 
del área de trabajo y reducción del ruido de la imagen que se analiza para tratar de hacer 
más evidente la información contenida en la mamografía, enfocar los esfuerzos de los 
cálculos computacionales en el área de interés y garantizar mejores resultados en las 
etapas posteriores. 
 
3.1.1. Reducción del área de trabajo 
 
Las mamografías presentan áreas que no corresponden a la glándula mamaria lo que 
ocasiona costos computacionales innecesarios y afecta el desempeño de los sistemas 
desarrollados. Por esa razón es necesario identificar y eliminar esas áreas que no 
brindan información relevante para el proceso de detección. 
 
Gracias a que en una mamografía existe gran diferencia entre el fondo de la imagen y 
los objetos de interés, es posible concentrar los esfuerzos de cálculo únicamente en el 
área de la glándula mamaria. Para ello se realiza un proceso de umbralización, 
posteriormente se determina la conectividad entre pixeles y se ejecuta el etiquetado de 
las componentes conexas para conservar únicamente la zona diferente del fondo con 
mayor área en términos del número de pixeles, dentro de la imagen. 
 
Para el proceso de umbralización se utiliza la técnica propuesta por Nobuyuki Otsu (Otsu, 
1979). El método de Otsu calcula el valor umbral considerando la varianza de los 
segmentos definidos, es decir se busca que la dispersión dentro de cada segmento sea 
lo más pequeña posible mientras que la dispersión entre segmentos sea lo mas alta 
posible. 
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Matemáticamente el método de Otsu para binarización se define a partir de dos clases !!  y !!  donde !!  comprende los niveles de gris desde 0 hasta el umbral !  y !! 
comprende los niveles a partir de ! + 1 hasta !, siendo ! el valor de gris máximo. Si la 
probabilidad de ocurrencia de un valor de gris esta dada por  ! ! = !!!  , donde !! es el 
número de pixeles con nivel de gris ! y ! es el total de pixeles comprendidos en la 
imagen, entonces la probabilidad de ocurrencia de los pixeles en los dos segmentos 
viene dada por la Ecuación 3.1. 
 
Ecuación 3.1. !! ! = !(!)!!!!  y !! ! = ! !!!!!!! = 1 − !!(!) 
 
Las expresiones para la media de cada segmento y la media total de toda la intensidad 
se observan en las ecuaciones Ecuación 3.2 y Ecuación 3.3 respectivamente. 
 
Ecuación 3.2. !! = !.!!!!(!)!!!!    y   !! = !.!!!!(!)!!!!!!  
 
Ecuación 3.3. !! = !!(!)!! + !!(!)!! 
 
Asimismo en el método propuesto por Otsu se definen la varianza entre los segmentos 
de la imagen umbralizada y la varianza al interior de cada segmento según las 
ecuaciones Ecuación 3.4 y Ecuación 3.5, respectivamente. 
 
Ecuación 3.4. !!! = !!(!)(!! − !!)! + !!(!)(!! − !!)! 
 
Ecuación 3.5.   !!! = !! ! !!! + !! ! !!! 
donde   !!! = !(!)(!! − !!)!!!!!   y  !!! = !(!)(!! − !!)!!!!!!!  
 
Finalmente el umbral óptimo ! se elige de manera que el cociente !(!) en la Ecuación 
3.6, sea máxima, es decir ! = max  {! ! } con 0 ≤ ! ≤ !. 
 
Ecuación 3.6. ! ! = !!!!!! 
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Una vez umbralizada la imagen, se realiza el análisis de conectividad entre pixeles y el 
etiquetado de las componentes conexas. Una componente conexa es un conjunto de 
pixeles en el que para cualquier par de pixeles que hacen parte del conjunto existe un 
camino digital que los une (González and Woods, 1996). 
 
A continuación se explica el algoritmo utilizado para el cálculo de componentes conexas: 
 
Dado un píxel en la posición (!, !) los vecinos que se evalúan son: 
 (! − 1, ! − 1) (!, ! − 1) (! + 1, ! − 1)(! − 1, !) (!, !) (! + 1, !)(! − 1, ! + 1) (!, ! + 1) (! + 1, ! + 1) 
 
Se recorre la imagen de izquierda a derecha y de arriba abajo. Al tratarse de una imagen 
binarizada usando el umbral de Otsu, donde los pixeles del fondo tienen valor cero 
(negro) y los píxeles de los objetos tienen un valor de uno (blanco), al encontrar un pixel ! !, ! = 1 se examinan los vecinos ! − 1, ! − 1 , !, ! − 1 , ! + 1, ! − 1  y (! − 1, !) y 
según el valor de los vecinos se define: Si todos esos vecinos son negros entonces a ! !, !  se le da una nueva etiqueta; en otro caso, si solo uno de los pixeles es blanco, a ! !, !  se le da la misma etiqueta que la del píxel blanco; en el caso de que dos o más 
pixeles sean blancos a ! !, !  se le da una de esas etiquetas dejando registro de que 
esas dos etiquetas asignadas a los pixeles blancos son equivalentes. 
 
Terminado este paso, se recorre nuevamente la imagen asignando una etiqueta única a 
aquellas que se identificaron como equivalentes y se conservan únicamente blancos los 
píxeles correspondientes a la zona blanca de mayor área en términos de número de 
pixeles en la imagen binarizada, a los demás pixeles se les asigna valor cero, es decir, 
se conservan negros o se vuelven negros en caso de que no lo sean. 
 
Finalmente se recorre la imagen binaria resultante de los procesos mencionados, para 
localizar los píxeles extremos en las direcciones horizontal y vertical de la región y se 
realiza el corte en los límites para conservar únicamente la información y el contenido 
dentro de esa área de la imagen, la cual corresponderá al interior de la glándula mamaria. 
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3.1.2. Reducción del Ruido 
 
Una vez se realiza la reducción del área de trabajo, y se eliminan las zonas sin 
información, se procede a realizar la reducción del ruido sobre la imagen resultante. Para 
este proceso se utiliza el filtro de mediana que consiste en recorrer la imagen con una 
ventana de tamaño 3×3 y calcular el nuevo valor de intensidad del pixel central teniendo 
en cuenta el valor de intensidad de los pixeles vecinos. Se toman los valores de 
intensidad de los nueve pixeles dentro de la ventana, incluyendo el del píxel central, se 
forma un vector y se calcula la mediana del mismo. El valor de mediana de dicho vector 
es el nuevo valor de intensidad de gris del píxel central. 
 
Gráficamente el filtro de mediana se ve de la siguiente manera: 
 
Imagen	  Original	  
	  
Imagen	  Filtrada	  
72	   170	   179	   203	   201	  
	  
72	   170	   179	   203	   201	  
7	   240	   131	   22	   47	  
	  
7	   240	   131	   22	   47	  
122	   198	   211	   179	   96	  
	  
122	   198	   198	   179	   96	  
87	   216	   233	   130	   252	  
	  
87	   216	   233	   130	   252	  
198	   160	   225	   210	   202	  
	  
198	   160	   225	   210	   202	  
182	   109	   220	   56	   177	  
	  
182	   109	   220	   56	   177	  
Vector de vecinos: 22, 130, 131, 179,!"#  , 211, 216, 233, 240   
 
En el ejemplo anterior el valor de mediana del vector es 198 y por lo tanto es asignado 
como nuevo valor de intensidad de gris para el píxel central. 
 
El filtro de mediana permite la supresión de los puntos de muy alta o muy baja intensidad, 
lo que hace posible que en etapas posteriores del procesamiento digital de imágenes se 
obtenga mejores resultados. 
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3.2. Detección de Regiones de Interés 
 
3.2.1. Filtro de Gabor y análisis de retrato de fase 
 
Una vez realizado el preprocesamiento de la imagen mamográfica, se procede a efectuar 
la detección de las características de orientación de la glándula mamaria con el fin de 
identificar las regiones de interés en la mamografía. 
 
Conocer las características de orientación de los objetos contenidos dentro de la imagen 
mamográfica permite identificar si la glándula mamaria presenta alguna alteración de tipo 
arquitectónico, es decir, que exista una orientación de los tejidos diferente a la dirección 
normal hacia el pezón. 
 
Para extraer la información visual de orientación de los tejidos al interior de la glándula 
mamaria en la imagen se aplica el Filtro de Gabor según la Ecuación 3.7. 
 
Ecuación 3.7. ! !, !; !, !,!,!, ! = exp − !!!!!!!!!!!! exp ! 2! !!! + !  
 
y específicamente se utiliza su parte Real: 
 
Ecuación 3.8. ! !, ! = !(!!!!!!) ∗ exp − !! !!!!!! + !!!!!! cos !!! !′ + !  
donde 
!′ = ! cos ! + !  !"#  !!′ = −! sen ! + !  !"#  ! 
 
En la Ecuación 3.8 ! representa la longitud de onda de la función sinusoidal, ! el ángulo 
de orientación a evaluar, ! es el desplazamiento de fase y !!  y !!  los valores de la 
desviación estándar en ! y ! respectivamente. 
 
Para el caso de investigación del presente documento de tesis se consideran las 
características de las imágenes de la base DDSM a evaluar, las cuales se remuestrean a 
una resolución de 200  !"/!"#$% y por lo tanto se definen los siguientes valores para los 
diferentes parámetros del filtro de Gabor: 
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1. !! = !! ! !" ! = !!.!", donde ! es el periodo del término !"# dentro de la Ecuación 3.8 
y para el caso de esta investigación tiene un valor de  ! = 4 pixeles, que corresponde 
a 0.8  !! en la escala de 200  !" por píxel de las imágenes de la base de datos 
utilizada. 
 
2. !! = ! ∗ !!, donde ! representa la elongación del filtro de Gabor en la dirección ! y 
para el caso de esta tesis tiene un valor de ! = 8  
 
Con estos valores de variables se generan las máscaras para el filtro de Gabor en 180 
orientaciones diferentes comprendidas entre − !! , !!  con una diferencia de un grado 
entre ellas y se procesa la mamografía con cada una de las máscaras generadas para 
obtener la respuesta en magnitud. 
 
La información de orientación se obtiene guardando el valor de ángulo del filtro de Gabor 
que produzca la mayor respuesta en magnitud en cada píxel de la imagen. También se 
conservan los valores más altos de magnitud obtenidos y se utilizan como referencia 
para las etapas de análisis posterior que se realizan sobre la imagen mamográfica. 
 
Los datos de los ángulos obtenidos a partir del filtro de Gabor representan el campo de 
orientación de los tejidos de la glándula mamaría dentro de la mamografía analizada y a 
través de una ventana de análisis de tamaño 10×10 centrada en cada píxel de la imagen, 
ese campo de orientación puede ser aproximado  al retrato de fase de un sistema de 
ecuaciones diferenciales de primer orden como se observa en la Ecuación 2.5. 
 
El método propuesto en este documento de tesis utiliza las expresiones de las 
ecuaciones Ecuación 2.5 y Ecuación 2.6 para realizar el análisis de retrato de fase y 
aproximar el campo de orientación a un modelo de la forma: 
 
Ecuación 3.9. ! !, ! !, ! = !"#$!% !!!∗!!!!"∗!!!!!!!"∗!!!!!∗!!!!"  
con: ! = !!! !!"!!" !!!   y ! = !!!!!"  
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Donde ϕ representa el ángulo calculado en el modelo para retrato de fase y A y b 
representan una matriz de tamaño 2×2 y un vector de tamaño 2×1 respectivamente y se 
calculan a partir de la minimización de la diferencia existente entre θ que es el ángulo 
calculado con el filtro de Gabor y ϕ que es el ángulo estimado en el modelo a partir de la 
aproximación al sistema de ecuaciones diferenciales. 
 
La diferencia entre ! y ! denominada Δ(!,!) se calcula a partir del área comprendida 
entre los dos ángulos Figura 3.3 y que viene dada por la expresión Ecuación 3.10  
Figura 3.3. Diferencia de área entre ! y ! 
 
Ecuación 3.10. Δ !,! = !! ∗ !"#   ! − !!"#$% !!!∗!!!!"∗!!!!!!!"∗!!!!!∗!!!!"  
 
La solución de la Ecuación 3.10 para los valores de !!"  y !!"  se obtiene mediante 
optimización a través del algoritmo de reducción por mínimos cuadrados para encontrar 
los valores de !!!, !!", !!", !!!, !!! y !!" que definen las matrices ! y ! para cada pixel 
en la posición (!, !) dentro de la imagen. 
 
En el método propuesto también se calcula el punto fijo en el cual la derivada es igual o 
muy cercana a cero en el retrato de fase, y que corresponde a: 
 
Ecuación 3.11. 
!! = −!!!! 
 
Definidas las matrices ! y ! y el punto fijo según la expresión Ecuación 3.11 se realiza 
el análisis de retrato de fase y a partir de su aproximación a un sistema de ecuaciones 
diferenciales se puede extraer alguno de los tres tipos de apariencia del campo de 
orientación ya que con base en el cálculo de los eigenvalores de la matriz ! en la 
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Ecuación 3.9 se puede definir el tipo de retrato de fase dentro de las opciones: nodo, 
espiral y silla de montar como se puede observar en la Tabla 3.1. 
 
Tabla 3.1. Tipos de retrato de fase para un sistema de ecuaciones diferenciales lineales 
de primer orden. 
Tipo de Retrato de Fase Eigenvalores Apariencia del campo de 
orientación 
Nodo Reales y del mismo signo 
 
Espiral Complejos 
 
Silla de montar Reales y de signos 
contrarios 
 
Fuente: (Ayres y Rangayyan, 2003) 
Se considera entonces una ventana de tamaño    pixeles para recorrer 
completamente la mamografía a un ritmo de un pixel por paso debido a que el tamaño de 
la imagen mamográfica es bastante grande y se pueden presentar distintos patrones de 
textura en diferentes regiones dentro de la glándula mamaria. 
 
En el análisis se presta especial atención a los puntos asociados al retrato de fase tipo 
nodo ya que ellos representan los centros de áreas potenciales con presencia de 
distorsión de la arquitectura de la glándula mamaria. Dichos puntos se marcan en color 
blanco sobre una imagen del mismo tamaño de la mamografía original y en el punto 
exacto donde se encontraron en la mamografía, lo que nos da como resultado una 
imagen en blanco y negro del mismo tamaño que la mamografía analizada, y en la cual 
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el fondo es de color negro y los puntos blancos son los pixeles donde se detectó un 
retrato de fase de tipo nodo, por lo que dicha imagen se identifica con el nombre de 
mapa de nodos. 
 
En el mapa de nodos se encuentran puntos blancos muy cercanos los unos a los otros 
en las zonas con posible distorsión de la arquitectura y debido a que esos puntos 
representan los centros de las regiones de interés, el método propuesto utiliza las 
operaciones morfológicas de cerrado y apertura respectivamente, con el fin de reducir el 
número de puntos y por lo tanto el número de regiones de interés para las etapas 
posteriores de análisis. 
 
Como resultado de las operaciones morfológicas se encuentran los picos en el mapa de 
nodos a partir de los cuales se extraen las regiones de interés. Los picos hacen 
referencia a las zonas blancas de mayor área o con mayor número de pixeles después 
de realizar las operaciones morfológicas de cerrado y apertura respectivamente. 
 
Una vez realizado el análisis de retrato de fase y las operaciones morfológicas sobre el 
mapa de nodos, se detectan las posibles áreas de distorsión de la arquitectura, 
centradas en los picos detectados y con un tamaño igual a 128  ×  128  pixeles. Sin 
embargo en el resultado de la detección quedan incluidas además de las verdaderas 
zonas con distorsión de la arquitectura, otras zonas que representan falsos positivos en 
el análisis de la imagen. 
 
Debido a ese número de falsos positivos, en el método propuesto en este documento de 
tesis se realiza un análisis utilizando las características de textura propuestas en 
(Haralick et al., 1973) y una posterior clasificación para realizar la detección definitiva de 
las zonas con presencia de distorsión de la arquitectura de la glándula mamaria y así 
asistir al especialista en el diagnóstico asertivo de la patología. 
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3.3. Características de Textura 
 
En el método propuesto en esta tesis se realiza la extracción de las características de 
textura de las ROIs detectadas en el análisis de retrato de fase como complemento para 
afinar la detección de distorsiones de la arquitectura dentro de la glándula mamaría. 
 
Las características de textura reflejan información de cómo están distribuidos los niveles 
de gris en las diferentes zonas de la imagen y por lo tanto dan detalles como cuan suave, 
tosca, homogénea o no homogénea es la imagen analizada, lo cual, por las 
características visuales de la distorsión de la arquitectura de la glándula mamaria, 
permite identificar con alto grado de certeza las zonas con la presencia de la patología. 
 
El uso de las características de textura en aplicaciones de imágenes médicas como la 
resonancia magnética y la tomografía computarizada, ha probado ser valioso en el 
diagnóstico asistido por computador. Las características de textura son frecuentemente 
usadas como entradas de los sistemas CAD para discriminar entre tejidos normales y 
tejidos anormales o enfermedades (Tsai y Kojima, 2005) . 
 
Para la extracción de la información de textura contenida en las ROIs detectadas, se 
realiza el cálculo de las características de textura propuestas en (Haralick et al., 1973) y 
que se listan en la Tabla 3.2 
 
Tabla 3.2. Características de Textura propuestas por Haralick 
Energía 
Contraste 
Correlación 
Suma de cuadrados 
Momento de diferencia inversa 
Suma promedio 
Suma de varianza 
Suma de entropía 
Entropía 
Diferencia de Varianza 
Diferencia de Entropía 
Medidas de Información de Correlación 
Máximo coeficiente de correlación 
Fuente: (Haralick et al., 1973) 
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El primer paso en el cálculo de las características de textura de Haralick es la 
construcción de la GCM o matriz de coocurrencia de los niveles de gris de la imagen, a 
una distancia ! definida. En el método propuesto se utiliza la vecindad-8 de cada píxel 
en la imagen como se observa en la Figura 2.4 y se calcula la matriz GCM para una 
distancia medida en píxeles de ! = 1, en las orientaciones definidas por los ángulos: 0°, 45°, 90° y 135° como se muestra en la Figura 3.4 y según la expresión: 
 0°:!(! !, ! = !!, ! ! ± !, ! = !!) = !ú!"#$  !"  !"#$%"&  !"  !"#$%$&  !"#$%$&'!  !"#  !"#$%&'"%  !  !  !"#  !"#$%&'  (!!, !!)!ú!"#$  !"!#$  !"  !"#$%&'#  !"#$%"&  
asimismo para: 45°:!(! !, ! = !!, ! ! ± !, ! ∓ ! = !!) 90°:!(! !, ! = !!, ! !, ! ∓ ! = !!) 135°:!(! !, ! = !!, ! ! ± !, ! ± ! = !!) 
 
Figura 3.4. Ángulos en los cuales se calculan las matrices GCM 
 
En el método propuesto, las cuatro matrices GCM calculadas en los ángulos definidos se 
promedian para obtener una única matriz GCM para realizar el cálculo de las 
características de textura propuestas por Haralick, lo cual permite que los valores 
calculados para las características sean invariables a la rotación de la imagen analizada. 
Por su parte en (Haralick et al., 1973) se reconoce que después de un análisis de 
correlación sobre las características de la Tabla 3.2 algunas guardan estrecha relación 
entre ellas y por lo tanto se puede realizar un proceso de selección para utilizar solo 
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aquellas que representen y contengan la información más relevante en el procesamiento 
digital de imágenes según la aplicación específica en las que se utilicen. 
 
El método propuesto en esta tesis extrae y calcula las características de textura de 
Haralick de las ROIs detectadas, sin embargo para reducir la complejidad de la etapa de 
clasificación, se realiza el proceso de selección de características de una manera 
práctica y ágil al considerar los resultados obtenidos en algunos de los trabajos 
revisados en el estado del arte (Rangayyan et al., 2010) y así utilizar solo aquellas 
características que empaqueten no solo la mayor cantidad de información visual, sino 
también la más relevante para la descripción de la textura de las regiones de interés 
detectadas al interior de la glándula mamaria en la imagen. 
 
Además para la selección de las características que se utilizan en el método propuesto, 
se tiene en cuenta el valor absoluto de la diferencia entre los valores medios de cada 
característica en los casos anormales y los casos normales del conjunto de imágenes 
usado para definir las funciones de pertenencia del clasificador difuso, es decir, se 
utilizan las características que presenten mayor diferencia entre sus valores medios para 
cada subgrupo de casos, ya que son esas características las que permiten una mejor 
discriminación entres las clases normal y anormal. 
 
De acuerdo a lo anterior se seleccionan las siguientes características de textura de 
Haralick Tabla 3.3, las cuales según los resultados obtenidos en (Rangayyan et al., 
2010) contienen la información más relevante para el caso específico de la aplicación de 
detección de distorsiones de la arquitectura de la glándula mamaria y además presentan 
mayor diferencia entre sus valores medios para los casos anormales y los casos 
normales: 
 
Tabla 3.3. Medidas de textura utilizadas en este trabajo de investigación 
Energía 
Contraste 
Suma promedio 
Momento de diferencia inversa 
Diferencia de Varianza 
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Las expresiones matemáticas de las características de textura de Haralick seleccionadas 
en la Tabla 3.3 se observan en las ecuaciones Ecuación 3.12 a Ecuación 3.16. 
 
Tabla 3.4. Nomenclatura utilizada para las ecuaciones de las características de textura 
de Haralick utilizadas. !(!, !) Entrada !, ! -esima en la GCM, = !(!, !) !    !!(!) !-esima entrada de la GCM obtenida sumando las filas de ! !, ! , =    !(!, !)!!!!!  !!(!) !-esima entrada de la GCM obtenida sumando las columnas de ! !, ! , =    !(!, !)!!!!!  !! Número de niveles de gris presentes en la imagen 
Fuente: (Haralick et al., 1973) 
 
Las ecuaciones de las características de textura de Haralick de la Tabla 3.3 se definen 
como: 
 
Energía: 
 
Ecuación 3.12. !! =    !(!, !) !!!!!!!!!!!  
 
Contraste: 
 
Ecuación 3.13. !! = !!!!!!!!! !(!, !)!!!!!!!!!!                                  ! − ! = !  
 
Suma promedio: 
 
Ecuación 3.14. !! = !!!!!!! !!!! !  
donde !!!! ! = !(!, !)!!!!!!!!!!     i + j = ! , ! = 2,3,… ,2!! 
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Momento de diferencia inversa: 
 
Ecuación 3.15. !! = !!! !!! ! !(!, !)!!!!!!!!!!  
 
Diferencia de Varianzas: 
 
Ecuación 3.16. !! = !"#$"%&'  !"  !!!! 
donde !!!! ! = !(!, !)!!!!!!!!!!     i − j = ! , ! = 0,1,… ,!! − 1 
 
Algunas de las características de textura de Haralick tienen interpretación física directa 
con respecto a la textura de la imagen, por ejemplo para cuantificar la suavidad y la 
tosquedad de la misma. Y aunque otras características no poseen dicha propiedad 
directa, ellas contienen y codifican información visual relativa a la textura con un alto 
grado discriminatorio. 
 
La característica de Energía se trata del cálculo del segundo momento angular según la 
Ecuación 3.12 y representa una medida de la “suavidad“ de la imagen, es decir, si todos 
los pixeles comprendidos en la región de análisis poseen el mismo nivel de gris, 
entonces el valor de Energía será igual a 1 mientras que si se tienen todas las posibles 
parejas de niveles de gris con igual probabilidad, entonces la región será menos suave y 
por lo tanto el valor de Energía será menor. 
 
El Contraste de la imagen es una medida de la variación local de los niveles de gris de la 
imagen. De hecho, !(!, !)!!  es el porcentaje de parejas de pixeles cuya intensidad 
difiere por !. La dependencia !! incrementa aún más las grandes diferencias; por lo 
tanto el valor de esta característica toma valores altos para imágenes con alto contraste. 
 
El Momento de Diferencia Inversa es una característica de textura que toma valores altos 
para imágenes con bajo contraste debido a la dependencia inversa (! − !)!. 
 
La Diferencia de Varianza es una medida de cuan grande es la variación existente en las 
magnitudes de las transiciones de intensidad. Por ejemplo, si hay distribución 
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equilibrada de las magnitudes de las transiciones de intensidad entonces el valor de 
diferencia de varianza será bajo, mientras que si ciertas magnitudes de las transiciones 
de intensidad ocurren con mucha más frecuencia de lo que otras transiciones entonces 
se esperaría un valor de diferencia de varianza más alto. 
 
La Suma Promedio es una medida de la relación entre zonas claras y densas de la 
imagen, es decir, es una medida del promedio de los niveles de gris presentes en las 
zonas de interés detectadas al interior de la glándula mamaria. 
 
Sin embargo, aunque se han dado algunos conceptos sobre la relación existente entre 
las características de textura usadas y el sistema de percepción visual, la interpretación 
de cada una de las características mencionadas y su representación desde la 
concepción del sistema de visión humano es producto de las pruebas que se realicen 
para cada aplicación en particular ya que aunque se puedan hacer presunciones sobre 
cómo serán los resultados para algunas de ellas como por ejemplo podría esperarse que 
en imágenes con alto grado de complejidad, el valor de entropía sea más alto; o en 
imágenes con dependencia lineal visible, el valor de la característica de correlación sea 
más alto, sólo con la realización de pruebas se tiene la certeza de la representación de 
cada una de las características (Haralick et al., 1973)(Amadasun y King, 1989)(Tamura 
et al., 1978). 
 
Así con el cálculo de las características de textura de Haralick listadas en la Tabla 3.3 se 
generan las medidas suficientes para alimentar el clasificador difuso de tal manera que 
se pueda discriminar cada ROI en una de las posibles clases definidas: normal o 
anormal. 
 
3.4. Determinación de áreas con distorsión de la 
arquitectura 
 
Los valores calculados de las características de textura de Haralick de las regiones de 
interés detectadas se utilizan para la identificación, clasificación y determinación final de 
las áreas con presencia de distorsión de la arquitectura de la glándula mamaria 
utilizando un clasificador basado en lógica difusa. 
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El método propuesto en este documento propone el uso de la lógica difusa ya que ésta 
presenta diferentes ventajas pues al utilizar términos lingüísticos permite plantear el 
problema en los mismos términos en los que lo haría un experto humano. 
 
Asimismo, el éxito de la lógica difusa radica en el hecho de que el mundo es difuso y por 
lo tanto podría pensarse que no tiene sentido buscar la solución a un problema no 
perfectamente definido por medio de un planteamiento matemático muy exacto, cuando 
es el ser humano el primero que razona empleando la inexactitud. 
 
Los componentes principales de un sistema de decisión difuso son: los conjuntos difusos, 
las funciones de membresía o pertenencia difusas y las reglas difusas. Cada conjunto 
difuso tiene una función de pertenencia correspondiente. Los rangos de los valores de la 
función de pertenencia oscilan entre cero y uno y pueden ser considerados como un 
grado de verdad. Normalmente las funciones de pertenencia de los sistemas de 
clasificación difuso son de forma trapezoidal, triangular y curva S (Tsai y Kojima, 2005). 
 
En el método propuesto en este documento de tesis, a diferencia de las funciones de 
pertenencia tradicionalmente utilizadas en la literatura, se utilizan funciones de 
pertenencia con distribución gaussiana, es decir, en forma de campana de Gauss. La 
principal causa para utilizar funciones de pertenencia en forma de campana de Gauss es 
que una característica de textura específica ya sea dentro de la categoría normal o 
anormal está estadísticamente distribuida en forma Gaussiana (Tsai y Kojima, 2005). 
 
Así, si se considera ! una característica de textura cualquiera que puede ser medida 
sobre una imagen. Si ! es la media de los valores de ! definidos para un conjunto de 
imágenes dentro de una misma categoría (normal ó anormal) y !  es la desviación 
estándar del conjunto de valores de !. Se define el conjunto difuso con una distribución 
gaussiana y la función de pertenencia, normalizada (con valor máximo igual 1) puede ser 
expresada como: 
 
Ecuación 3.17. ! ! = exp − !! !!!! !  
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Los parámetros ! y ! se utilizan para definir con detalle las funciones de pertenencia a 
las clases normal o anormal para cada una de las medidas de textura calculadas. Sin 
embargo si el número de imágenes de entrenamiento es pequeño, los valores de ! y ! 
pueden no reflejar las verdaderas características del conjunto de imágenes propias de 
una de las clases. 
 
Para el proceso de clasificación se generan inicialmente las funciones de pertenencia 
con una distribución gaussiana según la Ecuación 3.17 calculando los valores de ! y de ! utilizando los valores de las características de textura definidas. Se generan entonces 
diez funciones de pertenencia, cinco para cada una de las características de textura para 
el caso normal y cinco para cada una de las cinco características de textura para el caso 
anormal. 
 
Ahora bien, en el método propuesto se utilizan reglas difusas simples, las cuales 
responden a la sintaxis descrita en la Ecuación 3.18. 
 
Ecuación 3.18. !"#$%  !: Si !! es !!!   ∧ , …, !! es !!" entonces ! es !! 
donde ! es el número de la regla analizada (con ! = 1,2,… ,! para ! reglas), !!,… , !! 
son variables de entrada para el clasificador difuso, ! es la salida del clasificador difuso, !!!,… , !!" son etiquetas difusas correspondientes a las variables de entrada, y !! es un 
número real del consecuente de la regla difusa. 
 
Las siguientes son las dos reglas usadas en este trabajo de tesis: 
 
Regla (1): Si (El valor de energía es la media de los valores de energía de los casos 
normales) y (El valor de contraste es la media de los valores de contraste de los casos 
normales) y (El valor de suma promedio es la media de los valores de suma promedio de 
los casos normales) y (El valor del momento de diferencia inversa es la media de los 
valores de momento de diferencia inversa de los casos normales) y (El valor de 
diferencia de varianza es la media de los valores de diferencia de varianza de los casos 
normales), entonces el caso es clasificado como normal con 99.9% de certeza. 
 
Regla (2): Si (El valor de energía es la media de los valores de energía de los casos 
anormales) y (El valor de contraste es la media de los valores de contraste de los casos 
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anormales) y (El valor de suma promedio es la media de los valores de suma promedio 
de los casos anormales) y (El valor del momento de diferencia inversa es la media de los 
valores de momento de diferencia inversa de los casos anormales) y (El valor de 
diferencia de varianza es la media de los valores de diferencia de varianza de los casos 
anormales), entonces el caso es clasificado como anormal con 99.9% de certeza. 
 
Estas dos reglas se pueden observar gráficamente en la Figura 3.5. 
 
Figura 3.5. Modelo de razonamiento difuso. Reglas difusas. 
 
Por otra parte en este trabajo de investigación para el proceso de defusificación se utiliza 
el método de centro de gravedad tradicionalmente utilizado. La función utilizada en la 
parte del consecuente del sistema de decisión difuso es un triangulo isósceles 
normalizado, es decir, cuyo valor máximo es la unidad como se puede observar en la 
Figura 3.5. 
 
El método de inferencia difusa se describe a continuación: 
 
Si !!"#$%&(!!), !!"#$%&(!!), !!"#$%&(!!), !!"#$%&(!!) y !!"#$%&(!!) son las respectivas 
funciones de pertenencia con distribución gaussiana para el caso normal y !!!"#$%&(!!), !!"#$%!&(!!), !!"#$%!&(!!), !!"#$%!&(!!) y !!"#$%!&(!!) son las respectivas funciones de 
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pertenencia con distribución gaussiana para el caso anormal, la relación de tipo !"# en 
las reglas difusas es el mínimo valor para !!"#$%&(!!) , !!"#$%&(!!) , !!"#$%&(!!) , !!"#$%&(!!) y !!"#$%&(!!) y para !!"#$%!&(!!), !!"#$%!&(!!), !!"#$%!&(!!), !!"#$%!&(!!) 
y !!"#$%!&(!!) y estarán definidos como: 
 !!"#$%& = !"# !!"#$%& !! , !!"#$%& !! , !!"#$%& !! , !!"#$%& !! , !!"#$%&(!!)    
y !!"#$%!& = !"# !!"#$%!& !! , !!"#$%!& !! , !!"#$%!& !! , !!"#$%!& !! , !!"#$%!&(!!)    
 
Finalmente, el centroide o centro de masa entre !!"#$%& y !!"#$%!& es tomado: 
 !!"#$%&  !  !"#$%!& = !"#$%&'(" !!"#$%& , !!"#$%!&  
 
El esquema de toma de decisión de este trabajo de tesis es entonces: 
 
Si !!"#$%&  !  !"#$%!& = !!"#$%& → caso normal 
Si !!"#$%&  !  !"#$%!& = !!"#$%!& → caso anormal 
 
Cuando !!"#$%& = !!"#$%!& se trata de un caso sobre el cual no se puede decidir y en el 
presente trabajo de investigación se toma como una falla o error de clasificación. 
 
De esta manera finaliza la descripción del método propuesto en este documento de tesis, 
comprendiendo las etapas de preprocesamiento, selección de regiones de interés, 
extracción de información visual de textura y clasificación y selección final de las zonas 
asociadas a la presencia de distorsión de la arquitectura de la glándula mamaria. 
 
La evaluación del método descrito en este capítulo y los resultados obtenidos con el 
mismo se describen en el siguiente capítulo. 
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4. Validación del método para la detección de 
distorsiones de la arquitectura de la 
glándula mamaria 
Con el fin de determinar la efectividad del método para la detección de distorsiones de la 
arquitectura de la glándula mamaria propuesto en este documento de tesis, se realizó la 
implementación y posterior evaluación del mismo sobre un conjunto de casos 
seleccionados de la base DDSM (Digital Database for Screening Mammography) y las 
imágenes de radiología de mama asociadas a cada uno de ellos. 
 
Inicialmente se toman las imágenes y se someten a todas las etapas del procesamiento 
descritas en el capítulo 3 de este documento de tesis. Los resultados obtenidos frente a 
la detección de la presencia o no de distorsiones de la arquitectura de la glándula 
mamaria son comparados con las anotaciones diagnósticas que acompañan cada caso 
de la base de datos DDSM a fin de definir el nivel de sensibilidad, especificidad y 
precisión del método propuesto en términos del número de diagnósticos errados, falsos 
positivos y falsos negativos arrojados por el método para cada caso de estudio. 
 
Para la implementación del método propuesto en este documento de tesis, se utilizó un 
computador MacBook Pro con procesador Intel Core 2 Duo de 2.8 GHz y 4 GB de 
memoria RAM DDR3. Todos los algoritmos para el procesamiento digital de la imagen 
mamográfica y que están descritos en el capítulo 3, se programaron en el software de 
cálculo MATLAB ® versión R2010a sobre Mac OS X aprovechando las funciones 
predefinidas en el mismo. 
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4.1. Conjunto de imágenes 
 
La base de datos DDSM, creada y mantenida por la Universidad del Sur de la Florida, es 
una fuente de mamografías recopiladas en diferentes universidades y hospitales de los 
Estados Unidos y puesta a disposición de la comunidad de investigadores que trabajan 
alrededor del análisis y procesamiento de imágenes mamográficas para asistir los 
procesos de diagnóstico. 
 
La base de datos además de hacer más fácil la evaluación de los desarrollos que se 
hacen para asistir los procesos diagnósticos, permite fortalecer los procesos de 
entrenamiento de los especialistas en el área de la radiología. 
 
Las imágenes en la base de datos están organizadas por casos y volúmenes. Se cuenta 
con alrededor de 2500 casos, donde cada uno de ellos contiene la colección de 
imágenes (dos por cada mama) y la información de los hallazgos de las mismas, siendo 
cada caso un examen mamográfico tomado a una paciente. 
 
Así, cada caso puede contener entre 6 a 10 archivos diferentes entre los cuales se 
incluyen: un archivo con extensión .ics con información técnica del caso como la fecha 
del estudio, la edad de la paciente y el tipo de digitalizador usado; contiene un archivo 
que visualiza las imágenes del caso como una sola; los cuatro archivos de imagen de las 
proyecciones cráneo-caudal y lateral oblicua de cada mama; además de hasta cuatro 
archivos .overlay, uno por cada proyección de cada una de las mamas, que contienen 
información de los hallazgos patológicos con el léxico BI-RADS de la anormalidad, y un 
código de cadena describiendo el borde del área dentro de la imagen donde se 
encuentra. 
 
Cada volumen por su parte es una colección de casos. Existen volúmenes de casos 
normales, casos con anormalidades asociadas a cáncer y casos con presencia de 
anormalidades no asociadas a cáncer. 
 
El detalle sobre cómo se presenta cada caso dentro de la base DDSM se encuentra en 
el apéndice A de este documento de tesis. 
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4.2. Preprocesamiento 
 
Debido a que las imágenes en la base de datos DDSM se encuentran en formato LJPEG 
(Lossless JPEG) es decir, en formato JPEG de compresión sin pérdidas, el paso previo 
al método de detección de distorsiones de la arquitectura de la glándula mamaria, es 
convertir dicho formato de imágenes a un formato legible por MATLAB como lo es el 
formato TIFF. En el apéndice A se describe en detalle el algoritmo utilizado para 
convertir las imágenes desde un formato LJPEG a un formato TIFF. 
 
Para ilustrar los resultados en la etapa de preprocesamiento de la imagen mamográfica 
se toma un caso de la base de datos DDSM y se selecciona una de sus imágenes como 
se observa en la Figura 4.1 para aplicarle los pasos de reducción del área de trabajo y 
reducción del ruido como se explican en la sección 3.1 
 
Figura 4.1. Imagen original de la proyección medio lateral oblícua (MLO) del caso 
case002 del volumen normal_01 de la base de datos DDSM 
 
4.2.1. Reducción del área de trabajo 
 
La primera etapa del método propuesto es el preprocesamiento de la imagen 
mamográfica. En primer lugar se implementó la reducción del área de trabajo en la 
imagen, de tal manera que se puedan concentrar los esfuerzos computacionales 
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únicamente en el área de interés, dejando de lado las zonas que poseen poca o ninguna 
información. 
 
Para la reducción del área de trabajo se binariza la imagen a partir del cálculo del umbral 
de Otsu, se realiza el etiquetado de componentes conexas y finalmente se recorta la 
imagen. 
Inicialmente se normalizan los niveles de gris de la imagen mamográfica que se observa 
en la Figura 4.1 y se limitan en un rango con valor mínimo igual a 0 y valor máximo igual 
a 255. Posteriormente, de acuerdo con la Ecuación 3.6 se calcula el umbral de Otsu 
para la imagen y se obtiene un valor de umbral igual a 110 para este caso en particular. 
Como se observa en la Figura 4.2 los píxeles cuyo nivel de gris es menor al umbral se 
identifican como píxeles del fondo y se les asigna un valor igual a cero mientras que a 
los pixeles con niveles de gris mayores al valor de umbral se les asigna un valor igual a 
uno y se identifican como objetos de interés dentro de la imagen. 
 
Figura 4.2. Imagen binarizada con umbral Otsu 
 
Sin embargo como se observa en la Figura 4.2, en el proceso de binarización mediante 
el umbral Otsu, algunas zonas dentro de la imagen que no corresponden a la mama son 
marcadas como áreas de interés y se ven como blancas en la imagen, por lo tanto debe 
afinarse el proceso mediante el análisis de conectividad y el etiquetado de componentes 
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conexas como se encuentra descrito en la sección 3.1 y cuyo resultado se puede
observar en la Figura 4.3 
 
Figura 4.3. Imagen binarizada con umbral Otsu y luego del análisis de conectividad 
 
Como se observa en la Figura 4.3, una vez se ejecuta el etiquetado de componentes 
conexas se conserva sólo el área correspondiente a la glándula mamaria en la imagen 
mamográfica, lo cual permite recortar la imagen ajustándola a los bordes del área blanca 
en la imagen binarizada obteniendo la imagen de la Figura 4.4. 
 
Figura 4.4. Imagen mamográfica con reducción del área de trabajo 
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Como se observa en la Figura 4.4 se ha reducido el área de trabajo y todo el esfuerzo 
de cálculo computacional se concentra ahora en el área del interior de la glándula 
mamaria. El preprocesamiento continúa con la reducción del ruido presente en la 
mamografía. 
 
4.2.2. Reducción del ruido 
 
Para la reducción del ruido se usa la técnica de filtro de mediana descrita en la sección 
3.1.2 con el fin de disminuir el ruido que se haya introducido en la imagen en los 
procesos de adquisición y digitalización. Los resultados del proceso de reducción del 
ruido se observan en la Figura 4.5. 
 
Figura 4.5. a) Imagen con reducción del área de trabajo. b) Imagen con reducción del 
área de trabajo más reducción del ruido. 
 
Finalmente como se observa en las figuras Figura 4.4 y Figura 4.5 los resultados de la 
etapa de preprocesamiento permiten concentrar todo el esfuerzo de cálculo 
computacional en el área de la glándula mamaria ya que se eliminan zonas de la imagen 
con poca o ninguna información relevante para la detección de la distorsión de la 
arquitectura y se reduce la información ruidosa de la imagen. 
 
Una vez terminada la etapa de preprocesamiento se procede a realizar la detección de 
regiones de interés al interior de la glándula mamaria con patrones de orientación que 
puedan estar asociados a distorsión de la arquitectura de la glándula mamaria. Dichas 
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áreas se convierten en regiones de interés para la etapa de clasificación final dentro del 
método propuesto en este documento de tesis. 
 
4.3. Detección de regiones de interés con patrones 
de orientación asociados a la presencia de 
distorsiones de la arquitectura de la glándula 
mamaria 
 
Para extraer la información visual relacionada con la orientación de las estructuras al 
interior de la mama y realizar la evaluación y detección de regiones de interés asociadas 
a distorsiones de la arquitectura de la glándula mamaria se aplicó el filtro de Gabor y se 
realizó análisis de retrato de fase sobre la imagen mamográfica. 
 
Para extraer la información visual de la orientación de los tejidos al interior de la glándula 
mamaria en la imagen se utiliza la parte real del Filtro de Gabor de acuerdo con la 
expresión de la Ecuación 4.1. 
 
Ecuación 4.1. ! !, ! = !(!!!!!!) ∗ exp − !! !!!!!! + !!!!!! cos !!! !′ + !  
donde !′ = ! cos ! + !  !"#  !, !′ = −! sen ! + !  !"#  !, ! representa la longitud de onda de 
la función sinusoidal, ! el ángulo de orientación a evaluar, ! es el desplazamiento de 
fase y !! y !! los valores de la desviación estándar en ! y ! respectivamente. 
 
En la etapa previa a la aplicación del filtro de Gabor las imágenes de radiología de mama 
se remuestrean a una resolución de 200  !"/!"#$% , y por lo tanto se aplican los 
siguientes valores para los parámetros del filtro: !! = !! ! !" ! = !!.!", con ! = 4 pixeles, 
que corresponde a 0.8  !! en la escala de 200  !"/!"#$%, !! = ! ∗ !!, donde ! representa 
la elongación del filtro de Gabor en la dirección ! y tiene un valor de ! = 8. La orientación ! se varía en el rango − !! , !!  a una diferencia de una grado y se producen las 180 
máscaras para procesar las imágenes mamográficas. 
 
Los valores definitivos del campo de orientación de los tejidos en la radiología de mama 
se obtienen a partir de la máscara que produzca la mayor respuesta en magnitud en 
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cada píxel de la imagen, es decir, se guarda para cada posición (!, !) dentro de la 
mamografía el valor del ángulo ! del filtro de Gabor que genere el valor más alto de 
respuesta en magnitud. 
 
En la Figura 4.6 se observa el resultado en magnitud para el Filtro de Gabor aplicado 
sobre la imagen de la proyección cráneo caudal de la mama derecha del caso case0020 
del volumen cancer_01 de la base de datos DDSM. 
 
Figura 4.6. (a) Imagen original de la vista Cráneo Caudal de la mama derecha del caso 
case0020 del volumen de cancer_01 de la base de datos DDSM. (b) Respuesta en 
magnitud al aplicar el filtro de Gabor sobre (a) 
 
En la Figura 4.6(b) se puede observar el resultado en magnitud al aplicar el filtro de 
Gabor sobre la Figura 4.6(a). Aunque los valores de la imagen de magnitud no son 
utilizados en etapas posteriores del análisis, la imagen sirve como referencia para 
demostrar la capacidad del filtro para la correcta detección de líneas al interior de la 
glándula mamaria dentro la radiología de mama. 
 
En la Figura 4.7 se observa la respuesta de la orientación del caso de la Figura 4.6 
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Figura 4.7. (a) Respuesta en magnitud al aplicar el filtro de Gabor sobre la imagen de la 
vista cráneo caudal (CC) de la mama derecha del caso case0020 del volumen de 
cancer_01 de la base de datos DDSM. (b) Respuesta de orientación al aplicar el filtro de 
Gabor sobre la Figura 4.6(a) 
 
En la Figura 4.7(b) se observa la respuesta de orientación en términos de ángulos al 
aplicar el filtro de Gabor sobre la imagen de la Figura 4.6(a). Los ángulos se grafican a 
manera de vectores para cada píxel en la imagen de la radiología de mama. Para lograr 
una mejor visualización de los ángulos en la Figura 4.7(b) estos se graficaron cada 20 
pixeles. 
 
Los datos de los ángulos obtenidos a partir del filtro de Gabor representan el campo de 
orientación de los tejidos de la glándula mamaría dentro de la mamografía analizada. 
 
Posteriormente se recorre la totalidad de la imagen radiológica utilizando una ventana de 
análisis de tamaño 10×10 pixeles. La ventana se centra en cada píxel de la imagen y se 
aproximan los vectores en los ángulos correspondientes a cada punto dentro de la 
ventana de observación al retrato de fase de un sistema de ecuaciones diferenciales de 
primer orden como se explica en la sección 3.2. 
 
En la Figura 4.8 se observan con detalle los vectores de orientación que se obtienen al 
aplicar el filtro de Gabor sobre la imagen. 
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Figura 4.8. (a) Imagen mamográfica con los ángulos de orientación superpuestos. (b) 
Zoom sobre el área con distorsión de la arquitectura de la glándula mamaria. (c) Zoom 
sobre área sin distorsión de la arquitectura 
 
Como se observa en la Figura 4.8 el campo de orientación obtenido con el filtro de 
Gabor se puede aproximar al retrato de fase de un sistema de ecuaciones diferenciales 
de primer orden, lo que permite identificar las áreas dentro de la mamografía que pueden 
estar asociadas a distorsión de la arquitectura de la glándula mamaria. 
 
En las figuras Figura 4.8(b) y Figura 4.8(c) se puede observar la diferencia en términos 
de ángulos de orientación entre una zona con orientación normal de los tejidos y una 
zona con distorsión de la arquitectura de la glándula mamaria. La Figura 4.8(b) muestra 
un campo de orientación de tipo nodo en la ventana de observación, mientras en la 
Figura 4.8(c) se puede observar la dirección normal de los tejidos, en la cual predomina 
la orientación hacia el pezón. 
 
A partir del análisis de retrato de fase se aproxima el campo de orientación obtenido con 
el filtro de Gabor a alguno de los tipos de retrato detallados en la Tabla 3.1, es decir, a 
los tipos nodo, silla de montar o espiral. Siendo el tipo nodo el de mayor interés para este 
trabajo de tesis. 
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De acuerdo a lo anterior se construye el mapa de nodos, en el cual se ubican los puntos (!, !) dentro de la imagen donde se identifique una orientación de ese tipo. 
 
Inicialmente el mapa se define como una matriz de tamaño igual al de la mamografía 
analizada y con valor cero en todas sus posiciones. Según se identifique un retrato de 
fase de tipo nodo mientras se analiza el campo de orientación de la mamografía, se 
incrementa en uno el valor de la celda en la posición (!, !) donde fue identificado el nodo. 
Por ejemplo si se identifica un retrato de fase de tipo nodo en la posición (!, !) entonces 
en el mapa de nodos el valor de la celda en la posición !, !  se incrementa en uno. 
 
En la Figura 4.9 se observa el mapa para el retrato de fase tipo nodo obtenido en el 
análisis de la Figura 4.8(a). 
 
Figura 4.9. Mapa de nodos para vista cráneo caudal (CC) de la mama derecha del caso 
case0020 del volumen de cancer_01 de la base de datos DDSM 
 
Como se observa en la Figura 4.9 el análisis de retrato de fase y el mapa para el tipo 
nodo permite identificar los primeros candidatos de distorsión de la arquitectura al interior 
de la glándula mamaria, aunque como se observa en las figuras Figura 4.8(b) y Figura 
4.8(c) fácilmente el algoritmo puede caer en la clasificación errada de zonas normales 
como anormales debido a la ligera diferencia que existe entre las mismas. Sin embargo 
es importante destacar que el algoritmo cae en la detección de falsos positivos pero no 
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en la detección de falsos negativos, lo que permite que mediante un proceso de 
extracción y selección de nuevas características de las regiones de interés detectadas se 
pueda afinar la detección de la distorsión de la arquitectura. 
 
De acuerdo a lo anterior el análisis siguiente se realiza a partir de las regiones de interés 
que se extraen del mapa de retrato de fase tipo nodo considerando los picos de nivel de 
gris dentro del mismo y un área de tamaño igual a 128×128 pixeles definida de manera 
arbitraria alrededor de la ubicación (!, !) del pico identificado. 
 
4.4. Extracción y selección de características 
 
Como se mencionó en la sección 4.3 no basta con la identificación del campo de 
orientación de la glándula mamaria en una mamografía para lograr una correcta 
detección de la distorsión de la arquitectura de la misma, pues si se utiliza únicamente el 
análisis de retrato de fase de dicho campo de orientación, se conduce a un elevado 
número de falsos positivos por imagen. Por lo tanto para reducir esto, se analiza cada 
ROI detectada a partir del mapa de retrato de fase tipo nodo. 
 
En cada ROI de tamaño 128×128 pixeles se calculan las características de textura 
propuestas en (Haralick et al., 1973); (Haralick, 1979) y que se listan en la Tabla 3.2. 
 
El conjunto de ROIs detectado se organiza de tal manera que se agrupan aquellas que 
correspondan a verdaderos positivos TP (True Positives) y se separan de aquellas que 
sean falsos positivos FP (False Positives). 
 
En ambos conjuntos, tanto el de TP como el de FP se calculan las características de 
textura y se crean 14 vectores con los valores para cada una de las características en las 
ROIs de la clase normal y 14 para las ROIs de la clase anormal, es decir, al final se 
obtienen 28 vectores, 14 para cada subgrupo y cada uno de ellos se compone de los 
valores de una característica definida y calculada para cada una de las ROIs. 
 
Ecuación 4.2. !"#$%&  !"#$%&! = !!"#  !,!!"#  !,!!"#  !,…!!"!  !    
Ecuación 4.3. !"#$%&  !"#$%!&! = !!"#  !,!!"#  !,!!"#  !,…!!"#  !    
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donde:  ! = !"#"$%&#í!"#$%  !"  !"#!$%&  !"#$%$!&  !!"#  ! = !"#$%  !"  !"  !"#"!$%#í!"#$%  !"  !"#!$%&  !"  !"  !"#  !, !"#  1 ≤ ! ≤ ! ! = !ú!"#$  !"  !"#$  !"#  ℎ!"#$  !"#$%  !"#  !"#$%#&"   
Para cada uno de los vectores construidos se calculan la media y la desviación estándar 
y posteriormente la diferencia entre los valores de dichas medidas estadísticas para los 
vectores de ROIs normales frente a los valores para los vectores de las ROIs anormales, 
Ecuación 4.4 y Ecuación 4.5. 
 
Ecuación 4.4. !"#$%$&'"(  !"  !"#$%&:  !!  !"#$%& − !!  !"#$%!& 
Ecuación 4.5. !"#$%$&'"(  !"  !"#$%&'%()"#  !"#$%&$':  !!  !"#$%& − !!  !"#$%!& 
donde:  !!  !"#$%&: Media del vector de valores de la característica de textura definida ! para los 
casos normales. !!  !"#$%!&: Media del vector de valores de la característica de textura definida ! para los 
casos anormales. !!  !"#$%&:  Desviación estándar del vector de valores de la característica de textura 
definida ! para los casos normales. !!  !"#$%!&: Desviación estándar del vector de valores de la característica de textura 
definida ! para los casos anormales. 
 
La selección de las características que se utilizan en la etapa de clasificación se realizó 
con base en el cálculo de las diferencias entre los valores de las medias de los vectores 
de las características de textura de Haralick para los casos normal y anormal, tomando 
aquellas características cuya diferencia entre los casos anormales y normales fuera 
mayor lo que garantizaba una mejor discriminación entre clases. Además las 
características se ordenaron con base en el ranking realizado por Rangayyan de acuerdo 
con los resultados obtenidos en (Rangayyan et al., 2010). 
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Tabla 4.1.  Criterios para selección de características. 
Característica de Textura 
Diferencia  
Medias 
Diferencia  
Desviaciones Estándar 
Ranking 
Rangayyan 
Suma Promedio 7.2656 46.3598 1	  
Energía 0.1296 0.2933 2	  
Diferencia de Varianza 91.2694 23.3317 3	  
Momento de Diferencia Inversa 0.0309 0.1790 4	  
Contraste 91.2694 23.3317 5	  
Entropía 2.9874 2.0025 6	  
Suma de Entropía 1.5916 1.5901 7	  
Correlación 0.0492 0.2245 8	  
Medida de Inf de Correlación 2 0.0981 0.2577 9	  
Suma de Cuadrados 175.4477 4262.8788 10	  
Suma de Varianzas 1263.2027 16664.2330 11	  
Diferencia de Entropía 1.0812 0.5088 12	  
Medida de Inf de Correlación 1 0.0875 0.1254 13	  
 
El ranking de las características de textura se realiza para seleccionar aquellas que 
representen la mayor cantidad de información y permitan diferenciar mejor los casos 
normales de los anormales. 
 
Una vez definido el orden de las características de textura de Haralick de acuerdo con 
las variables y el método propuesto, es claro que las características de energía, 
contraste, suma promedio, momento de diferencia inversa y diferencia de varianza que 
se listan en la Tabla 4.2 permiten la mejor discriminación entre las ROIs normales y las 
anormales. La interpretación de cada una de las características de textura seleccionadas 
se encuentra con detalle en la sección 3.3. 
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Tabla 4.2.  Medidas de textura utilizadas. 
Energía 
Contraste 
Suma promedio 
Momento de diferencia inversa 
Diferencia de Varianza 
 
Una vez determinadas las características de textura que se utilizarán en la etapa de 
clasificación, se procede a definir el sistema de clasificación basado en lógica difusa. 
 
4.5. Sistema de clasificación 
 
Para la etapa final en la detección de la distorsión de la arquitectura de la glándula 
mamaria se utiliza un sistema de decisión basado en lógica difusa. Los componentes 
principales de un sistema de decisión de lógica difusa son: los conjuntos difusos, las 
funciones de membresía o pertenencia difusas y las reglas difusas (Tsai y Kojima, 2005). 
Cada conjunto difuso tiene una función de pertenencia correspondiente. 
 
Como se observa en la Figura 4.10, en el método propuesto se definen cinco variables 
de entrada correspondientes a las medidas de las cinco características de textura de 
Haralick seleccionadas. 
 
Figura 4.10. Sistema de decisión basado en lógica difusa implementado 
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Para cada una de las variables de entrada se definen dos funciones de pertenencia 
correspondientes a los casos normal y anormal. 
 
Debido a que el comportamiento de una característica de textura definida en cualquier 
imagen está estadísticamente distribuida en forma gaussiana las funciones de 
pertenencia se definen de acuerdo con la Ecuación 4.6. 
 
Ecuación 4.6.   ! ! = exp − !! !!!!" !  
donde ! es la media de los valores de ! definidos para un conjunto de imágenes dentro 
de una misma categoría (normal ó anormal) y ! es la desviación estándar del conjunto 
de valores de !. 
 
En la Tabla 4.3 se relacionan los valores de las medias y desviaciones estándar para 
cada variable de entrada y para los casos normal y anormal. Un ejemplo de una de las 
variables de entrada implementadas con sus dos funciones de pertenencia se puede 
observar en la Figura 4.11. 
 
Tabla 4.3.  Características de textura utilizadas y valores de media y desviación estándar 
calculados para el sistema de decisión difuso. 
Característica de Textura 
 Media Desviación Estándar 
caso 
normal 
caso 
anormal 
caso 
normal 
caso 
anormal 
Suma Promedio 7.2656 204.37	   99.86 53.5 
Energía 0.13 0.00083	   0.29 0.0014 
Diferencia de Varianza 49.17 140.44	   52.87 29.54 
Momento de Diferencia Inversa 0.96 0.998	   0.17 0.00043 
Contraste 49.17 140.44	   52.87 29.54 
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Figura 4.11.  Ejemplo de la variable de entrada de la característica de Contraste al 
sistema de decisión difuso y las funciones de pertenencia asociadas a la misma. 
 
Posteriormente se definen las clases de salida del sistema de decisión difuso 
implementado. Para este caso se definen los conjuntos anormal y normal como clases 
de salida del sistema para los casos de presencia y no presencia de la distorsión de la 
arquitectura de la glándula mamaria respectivamente. Los conjuntos de salida se 
representan como una función en forma de triángulo isósceles como se observa en la 
Figura 4.12. 
 
Figura 4.12.  Variable de salida con las clases definidas para la clasificación final de las 
ROI detectadas. 
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En la Figura 4.12. se observan las funciones de pertenencia del conjunto de salida con 
las clases normal y anormal definidas. Para los casos con pertenencia a la clase anormal 
la salida estará en el rango −1  0  y para los casos con pertenencia a la clase normal la 
salida estará en el rango 0  1 . 
 
Finalmente se define el sistema de decisión difuso de tipo Mandani y se establecen las 
siguientes reglas difusas: 
 
Regla (1): Si (El valor de energía es la media de los valores de energía de los casos 
normales) y (El valor de contraste es la media de los valores de contraste de los 
casos normales) y (El valor de suma promedio es la media de los valores de suma 
promedio de los casos normales) y (El valor del momento de diferencia inversa es la 
media de los valores de momento de diferencia inversa de los casos normales) y (El 
valor de diferencia de varianza es la media de los valores de diferencia de varianza 
de los casos normales), entonces el caso es clasificado como normal con 99.9% de 
certeza. 
 
Regla (2): Si (El valor de energía es la media de los valores de energía de los casos 
anormales) y (El valor de contraste es la media de los valores de contraste de los 
casos anormales) y (El valor de suma promedio es la media de los valores de suma 
promedio de los casos anormales) y (El valor del momento de diferencia inversa es 
la media de los valores de momento de diferencia inversa de los casos anormales) y 
(El valor de diferencia de varianza es la media de los valores de diferencia de 
varianza de los casos anormales), entonces el caso es clasificado como anormal 
con 99.9% de certeza. 
 
4.6. Resultados y discusión 
 
El comportamiento del método propuesto se evalúa en términos de la sensibilidad, 
especificidad y precisión general. La sensibilidad es la probabilidad de un diagnóstico 
positivo dado el caso de una paciente con distorsión de la arquitectura de la glándula 
mamaria. La especificidad es la probabilidad de un diagnóstico negativo dado el caso de 
una paciente que no presenta distorsión de la arquitectura de la glándula mamaria. La 
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precisión general es la probabilidad de que el diagnóstico emitido por el método sea 
correcto y acorde con la situación real del paciente (Tsai y Kojima, 2005). 
 
Las tres medidas del comportamiento se definen de la siguiente manera: 
 
Ecuación 4.7. !"#$%&%'%()( = !"!"!!" 
 
Ecuación 4.8. !"#$%&'&%&()( = !"!"!!" 
 
Ecuación 4.9. !"#$%&%ó! = !"!!"!"!!"!!"!!! 
donde !" = !"#$%$"#&  !"#$%$&"  !" = !"#$%$"#&  !"#$%&'(  !" = !"#$%  !"#$%$&"  !" = !"#$%  !"#$%&'(   
A partir de los resultados obtenidos con el análisis de retrato de fase, se obtiene un valor 
de sensibilidad igual a 100%, ya que se detecta la totalidad de las regiones de interés 
con distorsión de la arquitectura de la glándula mamaria, sin embargo, los valores de 
especificidad y precisión general se ven afectados y arrojan valores muy bajos cercanos 
al 20% debido al alto número de falsos positivos detectados. 
 
Ahora bien, cuando se realizó la extracción de las características de textura de las ROIs 
identificadas y se procedió con la clasificación de las mismas para asociarlas a las clases 
anormal o normal según presentaran o no distorsión de la arquitectura de la glándula 
mamaria respectivamente, se presentó un alza significativa en el valor de precisión 
general del método. 
 
A continuación se relaciona la tabla con los datos para las variables de comportamiento 
del método propuesto en este documento de tesis. 
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Tabla 4.4.  Total de Verdaderos Positivos (VP), Falsos Positivos (FP), Verdaderos 
Negativos (VN) y Falsos Negativos (FN) obtenidos. 
CASOS VP FP VN FN 
     
normales 0 6 56 0 
anormales 22 0 0 2 
     
TOTAL 22 6 56 2 
 
A partir de los datos de la tabla Tabla 4.4 se pueden calcular los siguientes valores para 
las variables de comportamiento: Sensibilidad 91.7%, Especificidad 90.3% y Precisión 
General 90.7%, lo cual demuestra que una vez son extraídas las características de 
textura y se realiza la clasificación con el sistema de decisión difuso aunque la 
sensibilidad disminuye con la aparición de falsos negativos, los valores de especificidad 
y precisión general del método incrementan significativamente. 
 
De esa manera los valores de las tres medidas de comportamiento del método propuesto 
superan el 90% de precisión general lo cual hace de este método una herramienta de 
apoyo para la detección de distorsiones de la arquitectura de la glándula mamaria 
comparable con los trabajos publicados y estudiados en el alcance de esta investigación. 
Sin embargo realizar un análisis comparativo a niveles más detallados resulta bastante 
difícil ya que en cada investigación reportada los conjuntos de datos e imágenes varían 
de un trabajo a otro. 
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5. Conclusiones y Trabajos Futuros 
Este documento de tesis presentó un nuevo método de soporte para la detección de 
distorsiones de la arquitectura de la glándula mamaria a partir de imágenes de radiología 
de mama y mediante procesamiento digital de imágenes, que sirve de ayuda para asistir 
a los especialistas en el diagnóstico de cáncer de mama. 
 
A través de cuatro etapas principales: 1) preprocesamiento, 2) detección de regiones de 
interés, 3) extracción y selección de características de textura y 4) clasificación con un 
sistema de decisión de tipo difuso, los resultados obtenidos en el presente estudio 
demuestran que la combinación de filtros de Gabor, análisis de retrato de fase, 
características de textura de Haralick y un sistema de decisión basado en lógica difusa 
pueden ser utilizados para lograr la detección de anomalías sutiles en las radiologías de 
mama y específicamente la detección de distorsiones de la arquitectura de la glándula 
mamaria para asistir con alto grado de precisión a los especialistas en la evaluación de 
radiologías de mama y el diagnóstico temprano de cáncer. 
 
Cada etapa del procesamiento digital de imágenes y los algoritmos comprendidos en ella, 
ayudan a alcanzar el objetivo de la detección de la distorsión de la arquitectura de la 
glándula mamaria. Así por ejemplo el cálculo del umbral de Otsu y el etiquetado de 
componentes conexas, permite que todo el esfuerzo de cálculo computacional de etapas 
posteriores del procesamiento se centre en las áreas de la imagen con información 
relevante; el filtro de Gabor y el análisis de retrato de fase permiten identificar regiones 
de interés; y finalmente el cálculo de las características de textura de Haralick y el 
clasificador difuso logran la discriminación entre regiones normales y anormales de la 
glándula mamaria. 
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Para la implementación del método propuesto se utilizó un computador MacBook Pro 
con procesador Intel Core 2 Duo de 2.8 GHz y 4 GB de memoria RAM DDR3. Todos los 
algoritmos de las diferentes etapas del procesamiento digital de la imagen mamográfica 
se programaron en el software de cálculo MATLAB ® versión R2010a sobre Mac OS X 
aprovechando las funciones predefinidas en este. El tiempo de ejecución para el 
procesamiento con el filtro de Gabor, análisis de retrato de fase y análisis de 
características de textura tomó aproximadamente entre 70 y 90 minutos para un 
mamograma de un tamaño promedio de 1300×800  pixeles a una resolución de 200  !"/!"#$%. 
 
El método fue validado mediante el análisis de imágenes mamográficas de la base de 
datos DDSM para evaluar la capacidad del mismo en la detección de la distorsión de la 
arquitectura de la glándula mamaria y su desempeño se midió en términos de la 
sensibilidad, especificidad y precisión general, logrando valores de 91.7%, 90.3% y 
90.7% respectivamente. 
 
Los resultados del desempeño del método demuestran que debido al grado de 
incertidumbre inmerso en los diagnósticos que se hacen a partir de las radiologías de 
mama, el uso de un sistema de decisión diferente a los clasificadores clásicos reportados 
en el estado del arte, como el caso del sistema de decisión difuso implementado en el 
presente estudio, permite alcanzar niveles de precisión general cercanos a un 90%. Lo 
cual, considerando que se utilizó una base de datos de dominio público, hace del método 
propuesto una línea base de investigación en el tema de la detección de distorsiones de 
la arquitectura de la glándula mamaria. 
 
Asimismo, el método presentado puede ser usado en diferentes escenarios clínicos para 
diagnóstico y seguimiento de patologías donde se presente alteración de la distribución 
normal de tejidos como por ejemplo en el tratamiento y evolución de quemaduras. 
Además, teniendo en mente los resultados obtenidos para la detección de la distorsión 
de la arquitectura de la glándula mamaria, puede plantearse la extensión del método 
para la detección de otras anomalías de la mama que pueden ser vistas a través de la 
mamografía como las microcalcificaciones, las masas y las asimetrías de densidad. 
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Por otra parte, aunque las pruebas realizadas muestran resultados de precisión 
superiores al 90%, es importante una segunda validación utilizando, por ejemplo, un 
conjunto de imágenes diferente a la base de datos DDSM que permita evaluar con más 
precisión el comportamiento del método propuesto. 
 
Siempre será deseable incrementar los porcentajes de sensibilidad, especificidad y 
precisión general, en los sistemas de diagnóstico asistido por computador. Por esta 
razón para trabajos futuros se podría probar el uso de la dimensión multifractal, el 
análisis de retrato de fase no lineal y el modelamiento de la distorsión de la arquitectura 
de la glándula mamaria con sistemas dinámicos no lineales u otras técnicas que puedan 
generar nuevas características que permitan construir sistemas CAD con un mayor 
grado de sensibilidad mejorando la capacidad de discriminación entre casos normales y 
casos anormales. 
 
De manera análoga con el fin de mejorar los resultados en la etapa de clasificación del 
método propuesto es posible realizar un proceso de afinación de las funciones de 
pertenencia propias de los conjuntos difusos propuestas en este documento de tesis a 
través del afinamiento de los parámetros de dichas funciones de pertenencia aplicando 
por ejemplo algoritmos genéticos como se sugiere en (Tsai and Kojima, 2005). 
 
Finalmente, el método de detección de distorsiones de la arquitectura de la glándula 
mamaria desarrollado en esta tesis resulta ser una base importante para la investigación 
aplicada, ya que los resultados obtenidos a nivel de precisión general hacen posible que 
se pueda llevar a un entorno real y encontrar aplicación local o regional incluso 
ampliando el alcance del mismo método, para que además de asistir a los radiólogos en 
el momento de la evaluación de las mamografías, también sirva como herramienta de 
entrenamiento de nuevos especialistas y como instrumento para la medición de la 
calidad del servicio prestado por los radiólogos más experimentados. 
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A.  Anexo: Base de datos DDSM 
La base de datos DDSM, creada y mantenida por la Universidad del Sur de la Florida, es 
una fuente de mamografías recopiladas en diferentes universidades y hospitales de los 
Estados Unidos, y puesta a disposición de la comunidad de investigadores que trabajan 
alrededor del análisis y procesamiento de imágenes mamográficas para asistir los 
procesos de diagnóstico. 
 
La base de datos además de hacer más fácil la evaluación de los desarrollos que se 
hacen para asistir los procesos diagnósticos, permite fortalecer los procesos de 
entrenamiento de los especialistas en el área de la radiología. 
 
Las imágenes en la base de datos están organizadas por casos y volúmenes. Se cuenta 
con alrededor de 2500 casos, donde cada uno de ellos contiene la colección de 
imágenes (dos por cada mama) y la información de los hallazgos de las mismas, siendo 
cada caso un examen mamográfico tomado a una paciente. 
 
Así, cada caso puede contener entre 6 a 10 archivos diferentes entre los cuales se 
incluyen: un archivo con extensión .ics con información técnica del caso entre la que se 
cuenta la fecha del estudio, la edad de la paciente y el tipo de digitalizador usado; 
contiene un archivo que visualiza las imágenes del caso como una sola; los cuatro 
archivos de imagen de las proyecciones cráneo-caudal y lateral oblicua de cada mama; 
además de hasta cuatro archivos .overlay, uno por cada proyección de cada una de las 
mamas, que contienen información de los hallazgos patológicos con el léxico BI-RADS 
de la anormalidad, y un código de cadena describiendo el borde del área dentro de la 
imagen donde se encuentra. 
 86 
Cada volumen por su parte es una colección de casos. Existen volúmenes de casos 
normales, casos con anormalidades asociadas a cáncer y casos con presencia de 
anormalidades no asociadas a cáncer. 
 
 
A.1   Ejemplo de cómo se presenta un caso en la 
base de datos DDSM 
 
 
En la base de datos DDSM cada caso esta almacenado en directorios separados. A 
continuación se detalla la presentación de un caso específico. (Información tomada de la 
página web de la base de datos DDSM y que se encuentra disponible en la URL: 
http://marathon.csee.usf.edu/Mammography/Database.html). 
 
 
Tabla A.1.  Archivos contenidos para el caso case0020 del volumen cancer_01 
C-0020-1.ics 
C_0020_1.RIGHT_CC.LJPEG  
C_0020_1.RIGHT_CC.OVERLAY  
C_0020_1.LEFT_CC.LJPEG 
C_0020_1.LEFT_CC.OVERLAY 
C_0020_1.LEFT_MLO.LJPEG 
C_0020_1.LEFT_MLO.OVERLAY 
C_0020_1.RIGHT_MLO.LJPEG 
C_0020_1.RIGHT_MLO.OVERLAY 
TAPE_ C_0020_1.COMB.16_PGM 
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Tabla A.2.  Información contenida en el archivo C-0020-1.ics del caso case0020 del 
volumen cancer_01 
ics_version 1.0 
filename C-0020-1 
DATE_OF_STUDY 13 12 1993 
PATIENT_AGE 65 
FILM  
FILM_TYPE REGULAR 
DENSITY 2 
DATE_DIGITIZED 19 9 1997  
DIGITIZER LUMISYS LASER 
SEQUENCE 
LEFT_CC LINES 5928 PIXELS_PER_LINE 3712 BITS_PER_PIXEL 12 
RESOLUTION 50 OVERLAY 
LEFT_MLO LINES 5832 PIXELS_PER_LINE 3664 BITS_PER_PIXEL 12 
RESOLUTION 50 OVERLAY 
RIGHT_CC LINES 5872 PIXELS_PER_LINE 3856 BITS_PER_PIXEL 12 
RESOLUTION 50 OVERLAY 
RIGHT_MLO LINES 5864 PIXELS_PER_LINE 3800 BITS_PER_PIXEL 12 
RESOLUTION 50 OVERLAY 
 
En la Tabla A.2 se observa la información contenida en el archivo .ics que es un archivo 
que incluye toda la información técnica del caso y la información general de la densidad 
del tejido fibroglandular del mismo en una escala entre 1 y 4, evaluado por radiólogos 
expertos. 
 
Para los casos que tienen algún tipo de hallazgos se asocian archivos .overlay, 
dependiendo del número de imágenes, estos archivos contienen información de la 
anotación con el léxico BI-RADS de la anormalidad, como se presenta a en la Tabla A.3. 
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Tabla A.3.  Detalle del archivo C_0020_1.RIGHT_CC.OVERLAY del caso case0020 del 
volumen cancer_01 
TOTAL_ABNORMALITIES 1 
ABNORMALITY 1 
LESION_TYPE MASS SHAPE ARCHITECTURAL_DISTORTION MARGINS 
SPICULATED 
ASSESSMENT 2 
SUBTLETY 5 
PATHOLOGY BENIGN 
TOTAL_OUTLINES 1  
BOUNDARY 
2784 1256 5 5 5 5 5 5 5 5 6 5 5 6 …………………..7 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 
# 
 
Debido a que pueden existir varias anormalidades en una misma imagen, la primera 
línea del archivo especifica el número de anormalidades. Cada anormalidad tiene 
información importante que se describe en las siguientes líneas, como: el tipo de lesión, 
la evaluación según las categoría del estándar BI-RADS, y la patología. Las últimas 
líneas corresponden a una anotación realizada por el radiólogo experto. Esta anotación 
se expresa en forma de un código de cadena numérico sobre la imagen. Los dos 
primeros valores del código de cadena corresponden a la ubicación espacial con 
coordenadas (!, !) del píxel inicial de la cadena, los valores siguientes determinan las 
direcciones de los píxeles del contorno, como se ilustra en la Figura A.1. El símbolo #, 
indica el fin del código de cadena y de la anotación (Narváez, 2010). 
 
Figura A.1.  Direcciones del código de cadena: X es el punto inicial (!, !). 
 
Finalmente, el archivo .16_PGM está formado por todas las imágenes que pertenecen al 
caso, las cuales han sido concatenadas y submuestreadas. Este archivo tiene una 
89  
resolución de 16 bits PGM, de las siglas Portable Gray Map, el propósito de este archivo 
es proporcionar una rápida visualización de todas las imágenes pertenecientes al caso 
de estudio en una sola imagen (Narváez, 2010). 
 
A.2   Conversión del formato LJPEG al formato TIF 
 
El formato JPEG sin pérdidas (LJPEG) tiene poco soporte entre las aplicaciones para 
visualización y edición de imágenes y por lo tanto tampoco es interpretado por MATLAB 
®, por lo tanto se requiere realizar la conversión de las imágenes de la base de datos 
DDSM del formato LJPEG a un formato interpretable por MATLAB ® como el formato tif. 
 
A continuación se detalla el proceso utilizado para la conversión de la imagen del 
formato LJPEG al formato TIF (Información tomada de la URL: 
http://publicityinthemoon.blogspot.com/2010/12/convertendo-arquivos-ljpeg-ddsm-
para.html). 
 
Aplicaciones necesarias: 
 
1. GCC versión 4.4.3 o superior. 
2. Librería X11 
3. Versión actualizada del archivo heathusf_v1.1.0. Disponible en 
http://marathon.csee.usf.edu/Mammography/Database.html 
4. Script make_tif_images. Disponible en 
http://publicityinthemoon.blogspot.com/2010/12/convertendo-arquivos-ljpeg-ddsm-
para.html 
 
Las anteriores aplicaciones se ejecutaron en una máquina virtual con Ubuntu 10.10 
utilizando VirtualBox 4.0.4 sobre Mac OS X version 10.6.8. 
 
El primer paso es instalar el GCC en Ubuntu con el siguiente comando: 
 
sudo apt-get install gcc 
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Para instalar la librería X11: 
 
sudo apt-get install libx11-dev  
 
Por su parte el heathusf debe descargarse, desempaquetarse y construirse. Por ejemplo 
si se descarga en la carpeta inicio del directorio se descomprime con los comandos: 
 
cd ~/Image 
gunzip -c heathusf_rpj.tar.gz | tar –xvf 
 
En caso de que se requiera reconstruir la aplicación se debe hacer con los comandos: 
 
cd ~/Image/heathusf/code 
./build_heathusf 
 
Finalmente para la conversión final de las imágenes del formato LJPEG al formato TIF se 
descarga uno o más casos completos de la base DDSM y se utiliza el script: 
“make_tif_images resolución # #“ para descomprimir y convertir a .tif todas las imágenes 
contenidas en la carpeta del caso. 
 
Por ejemplo si se tiene la carpeta heathusf en la ubicación “Inicio/Image“ y se descargan 
los casos “case0006“ y “case0020“ en la ubicación “Inicio/DDSM“, para realizar la 
conversión de formato se debe escribir: 
 
cd ~/DDSM 
~/Image/heathusf/code/scripts/make_tif_images 42 
 
Con este script se convierten a formato TIF a una resolución de 42  !"  todas las 
imágenes dentro de las carpetas de ambos casos. 
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