We characterize surjective maps Φ : V → V that satisfy w(Φ(A) − Φ(B)) = w(A − B) for all A, B ∈ V without the linearity assumption.
Introduction
In the 1940s, L. K. Hua [4] - [11] initiated the study of geometry of matrices. Let F be a field and M n (F) be the space of all n × n matrices over F. To M n (F) there is an associated group of motions consisting of the following:
T → P T Q + R and T → P T
tr Q + R for T ∈ M n (F), where P and Q are invertible n × n matrices, and R is an n × n matrix. The fundamental problem of geometry of matrices is to characterize the group of motions by as few geometry invariants as possible [17] . Hua discovered that, for some field F, especially the real field R and the complex field C, the invariant "adjacency" (T and S are adjacent if rank(T − S) = 1) alone is sufficient to characterize the motions (to within automorphisms of the underlying field) on spaces of matrices, symmetric matrices, skew-symmetric matrices and Hermitian matrices, respectively. Motivated by the idea of geometry of matrices, a similar fundamental question may be raised for the infinite-dimensional case, especially for B(H), where H is an infinite-dimensional Hilbert space and B(H) is the von Neumann algebra of all bounded linear operators on H, and to develop a similar kind of geometry of operators. The purpose of this paper is to study this kind of problem. We find that the invariant "numerical radius distance" alone is sufficient to characterize the maps from B(H) onto itself. Furthermore, the numerical radius distance-preserving maps keep the algebraic structure and the geometric structure of B(H) nicely. Let H be a nontrivial Hilbert space over the complex field C with inner products denoted by ·, · . Let B K (H), H(H) and H K (H) denote the space of all operators in B(H) with the form αI + K, where α is a scalar and K is compact, the real linear space of selfadjoint operators, and the real linear space of selfadjoint operators in B K (H), respectively. A ∈ B(H) is positive if Ax, x ≥ 0 for every x ∈ H. Note that A is positive if and only if A is selfadjoint with nonnegative spectrum. Let V be any one of these four spaces. Recall that [3] , for every A in B(H), the numerical range and the numerical radius of A are defined, respectively, by
These concepts and their generalizations have been studied extensively because of their connections and applications to many different areas. In this paper, we show that a surjective map (no linearity assumed) acting on V preserves the numerical radius distance if and only if it is a composition of unitary equivalence, transpose, conjugate, multiplied by a scalar of modular 1 and added by an operator. We remark that the finite-dimensional case of our main result, that is, the case V = M n (C), was recently obtained by C. K. Li and P.Šemrl in [14] , where the numerical radius distance-preserving maps on upper triangular matrices were described. Based on the results in this paper and [14] , we can characterize the numerical radius distance-preserving surjective maps between atomic nest algebras, which will be discussed in another paper. A characterization of a linear map from V onto itself preserving the closure of numerical range may be found in [13] .
Results and proofs
The following is our main result. In the proof of Theorem 1, the argument in Claim 1 is borrowed from [14] by some modifications for the infinite-dimensional case. 
Here A tr is the transpose of A with respect to a fixed but arbitrary orthonormal basis of H.
Proof. It is obvious that every map of the form in (I)-(IV) preserves the numerical radius distance. So we only need to check the "only if" part.
Let Ψ(A) = Φ(A) − Φ(0). Then w(Ψ(A)) = w(A) for every A ∈ B(H) and Ψ(0) = 0. Since the numerical radius is a norm on B(H), it follows from the Mazur-Ulam theorem [15] that Ψ is real linear. Consequently, without loss of generality, we may assume that Φ itself is real linear and only need to prove that Φ is a C*-isomorphism or a conjugate C*-isomorphism multiplied by a scalar of modulus 1; that is, there exists a unitary operator U and a complex unit µ such that Φ has one of the following forms:
We first assume that V = B(H). It is clear that Φ is injective.
Claim 1.
There is a unit µ ∈ C such that Φ(λI) = µλI for every λ ∈ C or Φ(λI) = µλI for every λ ∈ C.
We first extend a result in [14] to the infinite-dimensional case.
Assertion. If S, T ∈ B(H)
are real linearly independent and such that w(sS + tT ) ≤ 1 holds for any s, t ∈ R with s 2 + t 2 ≤ 1, then conditions (a) and (b) are equivalent.
(a) There exists a complex unit µ such that (S, T ) = µ(I, ±iI).
It is obvious that (a) implies (b). Now assume (b) holds. For any x ∈ H with
Thus x n → αx for some unit α. Furthermore,
Then u θ is a unit vector in R 2 and
Hence C maps the unit ball in R 2 onto itself, and thus C is an isometry on R 2 with the form C = cos t − sin t sin t cos t or C = cos t sin t sin t − cos t .
It follows that Sx, x = h 1 + ih 2 is a complex unit and
Since x is arbitrary, we see that T = ±iS. Also, | Sx, x | = 1, together with the convexity of W (S), implies that S = µI for some complex unit µ.
Hence (S, T ) = µ(I, ±iI).
It is easy to check that the real linearly independent pair (I, iI) satisfies w(sI + tiI) ≤ 1 for any s, t ∈ R with s 2 + t 2 ≤ 1 and the condition (b). Since Φ is real linear and preserves numerical radius, it follows that (Φ(I), Φ(iI)) meets condition (b) and hence, by the assertion, (Φ(I), Φ(iI)) = µ(I, ±iI) for some complex unit µ. Now the assertion of Claim 1 is clearly true.
In the sequel, without loss of generality, let µ = 1 and consider the case in which Φ(λI) = λI for every λ ∈ C.
Claim 2. W (Φ(B)) = W (B) for every B ∈ B(H) and, consequently, Φ preserves the positivity of operators in both directions (i.e., Φ(B) is positive if and only if B is positive).
Assume that there exists a ν ∈ C such that ν ∈ W (Φ(B))\W (B). Then there is a circle with sufficiently large radius and centered at a certain λ (λ ∈ C) such that W (B) lies inside the circle, but ν lies outside the circle. Hence From the real-linearity of Φ, we conclude that B = rΦ(P ) and C = (1 − r)Φ(P ). This implies that Φ(P ) is a scalar multiple of a rank one projection, saying Φ(P ) = λQ. Noting that w(λQ) = w(P ) = 1 and λQ is positive, we have λ = 1. So Φ maps rank one projections to rank one projections.
Suppose that P, Q ∈ B(H) are two rank one projections orthogonal to each other, i.e., P Q = QP = 0. Write Φ(P ) = x ⊗ x and Applying the above argument to Φ −1 we get the converse.
Claim 4. If P ∈ B(H) is a rank one projection and if A ∈ B(H) is such that either
A or −iA is positive, then P A = AP = 0 implies Φ(A)Φ(P ) = Φ(P )Φ(A) = 0. It is clear that for a sufficiently large real number M we have
Thus w(Φ(A) + M Φ(P )) = M since Φ is numerical radius preserving. Therefore, for any unit vector x in rngΦ(P ) (the range of Φ(P )), we have
, and we also have Φ(A)x, x = 0. Now it is obvious that Φ(A)Φ(P ) = Φ(P )Φ(A) = 0. In the following we verify that Q = Φ(P ). Since P (i(I − P )) = 0, by Claim 4,
and hence Φ(P ) = Φ(P )Q. Note that Q is a rank-1 projection; so Q = Φ(P ).
Claim 6. Φ(iP ) = iΦ(P ) for every projection P . Consequently, Φ is linear. Let P be any projection in B(H). Then there exists an orthogonal set {P α } α∈Λ of rank-1 projections such that P = α P α (converging in strong operator topology). Indeed, let {x α } α∈Λ be an orthonormal basis of the range of P , and P α = x α ⊗ x α , which is a rank one projection. Then, by [12, Proposition 2.5.8, Remark 2.5.9 and 2.5.17], α P α converges strongly to α P α = P and P x = α P α x (converges in norm) for every x ∈ H, where α P α denotes the projection onto the closed linear subspace spanned by the union of the ranges of P α . Note that α Φ(P α ) is a projection, since {Φ(P α )} α is an orthogonal set of rank-1 projections (see [12, Remark 2.5.17] ). In the following, we will show that Φ(P ) = α Φ(P α ), and hence, Φ preserves projections in both directions.
By Claim 4, it follows from (P − P α )P α = 0 that Φ(P )Φ(P α ) = Φ(P α ) for every α ∈ Λ. Thus Φ(P ) α Φ(P α ) = Φ(P ) α Φ(P α ) = α Φ(P α ) = α Φ(P α ). Let nonzero vector x ∈ ker( α Φ(P α )) be arbitrary and Q = x x ⊗ x x ; then Φ(P α )Q = 0. By Claim 3, we have P α Φ −1 (Q) = 0. As a consequence, P Φ −1 (Q) = 0. Using the assertion of Claim 4 again, we get Φ(P )Q = 0, which implies that Φ(P )x = 0. Hence Φ(P ) = α Φ(P α ). Combining this with Claim 3, one sees easily that Φ preserves projections in both directions.
By Claim 4 and P
Let x ∈ ker(Φ(P )) be arbitrary and Q = x x ⊗ x x ; then Φ(P α )Q = 0. By Claim 3, we have P α Φ −1 (Q) = 0. As a consequence, iP Φ −1 (Q) = 0. Using the assertion of Claim 4 again, one gets Φ(iP )Q = 0, which implies that Φ(P )x = 0. Thus we must have Φ(iP ) = iΦ(P ). Now, since every operator in B(H) can be written as a linear combination of finitely many projections (see [2] ), one concludes that Φ is linear. 
Hence Φ is of the form
∀A ∈ B(H), for some unitary U ∈ B(H).
This completes the proof of the theorem for the case V = B(H). The proof of the case V = B K (H) is similar. Indeed, the only difference is the proof of the linearity of Φ in Claim 6. Just as in the case of V = B(H), we get Φ(λP ) = λΦ(P ) for every projection P ∈ B K (H). It follows that Φ(λA) = λΦ(A) for every finite rank operator A ∈ B K (H) and Φ(λI) = λΦ(I). Note that Φ is continuous. So Φ(λT ) = λΦ(T ) holds for every T ∈ B K (H).
Theorem 1 can be restated as follows, which is sometimes convenient for applications. Recall that a conjugate unitary operator U : H → H is a conjugate linear bounded operator with U U * = U * U = I. From the above theorem, it follows that the group of surjective maps acting on V = B(H) (or B K (H)) which preserves the numerical radius distance is a group generated by the following five simple kinds of maps (motions):
( Note that the maps of the form (1)- (4) are linear or conjugate linear. So the nonlinear part essentially occurs only from (5). Furthermore, Theorem 1 implies that every numerical radius isometry (without the linearity assumption) from B(H) onto itself is also an operator norm isometry, but the converse proposition is not true because, for any unitary operators U and V , the map φ : A → U AV is norm preserving but is not numerical radius preserving if V is not U * multiplied by a scalar of modulus 1.
In the rest of this paper we turn to the discussion of the maps on the real subspace of selfadjoint operators. The following result says that the group of surjective maps acting on V = H(H) or H K (H) that preserve the numerical radius distance is in fact a group generated by the maps of the form (1), (2) , (4) Here A tr is the transpose of A with respect to a fixed but arbitrary orthonormal basis of H.
Proof. Consider first the case V = H(H). Assume that Φ preserves the numerical radius distance. Let Ψ(A) = Φ(A) − Φ(0). Then w(Ψ(A)) = w(A) for every A ∈ H(H).
It follows from the Mazur-Ulam theorem [15] that Ψ is real linear. Consequently, we can assume that Φ itself is real linear, and we only need to prove that there is a unitary U ∈ B(H) and a scalar µ ∈ {1, −1} such that one of the following is true: We apply the same proof as in Claim 2 of Theorem 1, with µ and λ real. Now we finish the proof by using [ 
