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In the study of relations between seismicity dynamics and underlying physical pro-
cesses, a leading role, highlighted also by recent development of fault interaction
models [Stein, 1999], is played by the question of how seismicity rates evolve with
time. Several statistical methods have been developed in the past to serve this pur-
pose. The general framework for statistically estimating seismicity rate changes is
formalized by the Theory of Point Processes [Daley and Vere-Jones, 2003]. The
temporal dynamic in a interval [T1,T2] of such processes is fully described by the
mean rate (called also intensityor hazard)λ(t), that is ultimatelyrelated to expected
number of events in a certain time period. Two main points determine basic prop-
erties of such as modeling: 1) the dependence from past history (time memory) and
2) the stationarity. As regard the ﬁrst point the memory concerns the inﬂuence that
the occurrence of an event has on future seismic rate and is modeled by introduc-
ing in expression of λ(t) the occurrence times of past events. The second point
means that the main statistical descriptors of data (for example the mean rate) are
invariant for different temporal non-overlapping ranges of the same size. Speciﬁ-
cally in probability theory a stochastic process Xt is called stationary if, for all n,
t1 <t 2 <...<t n, and h>0, the joint distribution of [X(t1 + h),...,X(tn + h)]
does not depend on h [e.g., Cox and Lewis, 1966; Daley and Vere-Jones, 2003].
This means that the statistical description of the process is invariant with respect to
shifts of the starting time; then the stochastic behavior of a stationary process is the
same, no matter when the process is observed. The stationary and memory proper-
ties are absolutely not correlated: we can have point processes of which temporal
trend is driven by all possible combination of stationary/nonstationary behaviour
and lack/presence of memory of the past history (see Table1).
Moreover the term ”nonstationary” has not to be mistaken with the misleading term
12
M
E
M
O
R
Y
L
E
S
S
W
I
T
H
M
E
M
O
R
Y
S
t
a
t
i
o
n
a
r
y
P
o
i
s
s
o
n
r
a
t
e
:
λ
r
a
t
e
:
λ
(
t
/
H
t
)
H
t
p
a
s
t
h
i
s
t
o
r
y
S
T
A
T
I
O
N
A
R
Y
I
P
[
N
(
s
,
t
+
s
)
=
n
]
=
e
−
λ
t
(
λ
t
)
n
n
!
I
P
[
N
(
s
,
t
+
s
)
=
n
]
=
e
−

t
+
s
s
λ
(
x
/
H
x
)
d
x


t
+
s
s
λ
(
x
/
H
x
)
d
x

n
n
!
N
o
n
s
t
a
t
i
o
n
a
r
y
P
o
i
s
s
o
n
r
a
t
e
:
λ
(
t
)
N
O
N
S
T
A
T
I
O
N
A
R
Y
I
P
[
N
(
s
,
t
+
s
)
=
n
]
=
e
−

t
+
s
s
λ
(
x
)
d
x


t
+
s
s
λ
(
x
)
d
x

n
n
!
T
a
b
l
e
1
:
C
l
a
s
s
i
ﬁ
c
a
t
i
o
n
o
f
s
t
o
c
h
a
s
t
i
c
p
o
i
n
t
p
r
o
c
e
s
s
e
s
b
a
s
i
n
g
o
n
m
e
m
o
r
y
a
n
d
s
t
a
t
i
o
n
a
r
y
p
r
o
p
e
r
t
i
e
s
.
N
(
s
,
t
+
s
)
i
n
d
i
c
a
t
e
s
t
h
e
n
u
m
b
e
r
o
f
e
v
e
n
t
s
i
n
t
o
i
n
t
e
r
v
a
l
t
i
m
e
(
s
,
t
+
s
)
.
I
t
s
p
r
o
b
a
b
i
l
i
t
y
d
i
s
t
r
i
b
u
t
i
o
n
i
s
u
n
i
v
o
c
a
l
l
y
i
d
e
n
t
i
ﬁ
e
d
b
y
t
h
e
r
a
t
e
o
f
t
h
e
p
r
o
c
e
s
s
λ
(
t
)
.3
”time-dependent”. This actually refers to the fact that the hazard rate λ(t) depends
on the time t. All the time-dependent processes so far proposed in seismology
(ETAS, Brownian Passage Time, Weibull, etc...) are stationary, because the param-
eters of the models do not vary with time.
In occurrence of seismic events the problem of memory is ultimately related to
triggering or, more generally, to modulation of seismic activity by earthquakes, in
consequence of relaxation of the tectonic strain. This is a complex phenomenon
that involves earthquakes of different size, over spatio-temporal scales that can be
much larger than the rupture length and duration of initial triggering earthquake.
The difﬁculty in estimating the changes in earthquake production caused by a given
earthquake, as well as in describing their evolutionin space and time, lies in making
sure whether observed variations in seismicity are effectively due to a shock or not.
While this can be trivial on short spatio-temporal scale, the problem becomes much
more difﬁcult at longer scales.
The existence of time memory is particularly obvious after moderate-large shal-
low earthquakes for which the seismicity rate of the region increases for a certain
time period. These triggered events are usually called aftershocks if their magni-
tude is smaller than the ﬁrst event. However the deﬁnition of an aftershock contains
unavoidably a degree of arbitrariness: the qualiﬁcation of an earthquake as ”after-
shock” requires the speciﬁcation of time and space windows, that are often more
based on common sense that on hard science.
There is an intense research activity and a heated debate on the possibility that
events interact on spatio-temporal scales well wider than those interested by af-
tershocks occurrence. In the simple view of a single isolated fault with a constant
stress rate, adopted in seismic hazard assessment, earthquakes occur periodically by
rupturing the whole fault, with a period equal to the ratio of the stress drop divided
by the rate of stress loading[WorkingGroup, 2002 and references therein]. Actually
there are many evidences that such faults interact, causing signiﬁcative changes in
seismic rate [see King and Cocco, 2000 and reference therein]. How such changes
in seismicity depend on the relative locations of the faults or on the time between
the earthquakes occurrence is still a widely open question.4
In terms of stochastic and physical modeling, the memory is taken into account to
describe the well-recognized short-term triggering proprieties of seismicity. The
two most important types of short-term earthquake clustering are mainshock-after-
shock sequences and earthquake swarms. The main physical process thought re-
sponsible of aftershocks occurrence is the static stress changes [Stein, 1999], but
also other mechanisms, as locally induced ﬂuid ﬂows [Nur and Booker, 1972] or
dynamic stress variations [Gomberg et al., 1998], are been adduced to explain the
occurrence of these patterns of seismicity. The occurrence rate λ(t) for aftershocks
is generally described by the modiﬁed Omori Law λ(t) ∼ (c +Δ t)−p where Δt
is the time elapsed since the mainshock [Utsu et al., 1995]. On the other side the
occurrence of seismic swarms is mainly ascribed to intrusion of magma (in vol-
canic zones) or ﬂuids and to following redistribution of stress, caused by reduc-
tion of the resistance of faults [Kisslinger, 1975; Noir et al., 1997]. In contrast to
mainshock-aftershocks sequences, earthquake swarms are not characterized by a
dominant earthquake; their temporal evolution, complex and locally variable, can-
not be described by any simple relation comparable to the Omori law. They appear
to be different in their temporal features and energy release from stress triggered af-
tershocks sequences. Whereas the power-law decay rate of an aftershock sequence
reﬂects the process of stress relaxation following a large magnitude earthquake, the
short temporal patterns of near-equal magnitude events in most earthquake swarms
appear driven by magmatic processes or pore-ﬂuid movements within the crust.
Actually the earthquake swarm activity and tectonic earthquake clusters share some
common features [Hainzl and Fisher, 2002]. In particular embedded aftershock
sequences, recognized in seismic swarms, according to the Omori law, point out
an important role of stress triggering also for such as pattern of seismicity [Hainzl,
2004]. Speciﬁcally if a large earthquake occurs during a swarm, the activity fol-
lowing this earthquake may be regarded as its aftershocks. Frequency of such trig-
gered earthquakes does not decrease regularly, because it is actually a mixture of
the swarm events and aftershocks triggered by the large earthquake. This effect
cannot be ignored when we examine the correlation between some external physi-
cal processes and the occurrence of earthquakes. On the other side ﬂuid ﬂow can
play a leading role also in triggering seismicity of typical mainshock-aftershocks5
sequences [Nur and Booker, 1972; Antonioli et al., 2005]. The recognition of these
common features for so different patterns of seismicity has two main consequences.
The ﬁrst is that it justiﬁes the use of the same modeling to describe time evolution
of mainshock-aftershocks sequences and of seismic swarms. The second is that the
possible variety of physical processes directly linked to seismic capability of a re-
gion could produces a nonstationary behaviour of shocks occurrence. This problem
is rarely properly discussed in application of stochastic models. But to take into ac-
count the chance of a nonstationary trend is crucial in any time analysis, especially
in a statistical one: standard statistical techniques used in estimating parameters or
testing any hypothesis are often largely invalid in cases where the set of variables is
not entirely stationary.
The role of probability in the study of earthquake occurrence is of primary im-
portance. Computation of a probability of triggering over various space and time
scales should improve our understanding of how earthquakes interact with each
other. Moreover some statistical tools permit to recognize departures by stationary
assumption of earthquakes occurrence and to interpret possible nonstationarity in
terms of underlying physical processes. A well-established tool to explore all these
issues is the Epidemic-Type Aftershock Sequences (ETAS) model [Ogata, 1988;
1998]. This is a stochastic point process incorporating the empirically observed
characteristics of stress triggered activity: its main peculiarity is that each earth-
quake has some magnitude-dependent ability to trigger its own Omori law type
aftershocks. In particular the ETAS model describes the total seismic rate as the
sum of two contributions: the ”background rate”, that refers to activity which is not
triggered by precursory events and is forced by external physical processes, and the
rate of events internally triggered by stress variations of previous earthquakes. We
stress that this model ascribes a well deﬁned meaning to the term ”background”,
lacking of an objective and univocal deﬁnition (Sufﬁce it to say, for example, that
Coulomb stress triggering models [Toda et al., 1998] call background rate the a pri-
ori rate of all events, aftershocks included, occurred in a certain time interval; this
is compared to the rate of aftershocks production, following occurrence of a strong
event, to take into account global rate changes caused by static stress triggering).
The ETAS model, formulated to describe typical mainshock-aftershocks occur-6
rence, can reproduce the main characteristics of the swarm as well [Hainzl and
Ogata, 2005]. In this case background rate refers to activity forced by pore pressure
changes more than by the stress loading.
The problem of identiﬁcation of nonstationarity can be solved by taking into ac-
count signiﬁcativevariationsin parameters of the ETAS model, more directlylinked
to physical processes responsible of seismicity. In Chapter 1 we apply a general
stochastic temporal ETAS modeling to characterize and to interpret the time evo-
lution of two swarms: the Izu Islands (Japan) seismic swarm, occurred in 2000,
and the 1983-1984 swarm occurred in the Phlegrean Fields (Italy). The method is
developed along the line suggested by Hainzl and Ogata [2005] and it accounts for
a possible nonstationary behaviour of the process by introducing time variations of
parameters that may provide more stringent constrains on the nature of the process.
The two swarms analyzed here are very different: whereas the highly energetic Izu
swarm is clearly linked to magma motion (the swarm was accompanied by ﬁve
phreatic eruptions of volcano Miyakejima), the involvement of magma chamber for
more moderate Phlegrean Fields swarm is still a question in debate. The study of
time variations of most meaningful parameters of the ETAS model can be an inter-
esting tool to interpret information coming from seismicity in terms of underlying
physical processes.
The nonstationary ETAS model seems to be an interesting investigation tool also
for tectonic seismic sequences that show a time evolution hard to interpret in terms
of stress relaxation. As example we present the application to a complex seismic
sequence occurred in central Italy in 1997-1998 (Chapter 2). The coherent and sig-
niﬁcative variations of some parameters of the ETAS model can be interpreted as
an evidence that ﬂuid ﬂow was among the driving processes of the sequence.
If the discussion on short-term time distribution of earthquakes mainly concerns
the stationary of the process, on longer spatio-temporal scale the debate on basic
time features of seismogenetic process is much more open. Because of the lack
of enough long complete seismic catalogs recording small magnitude events and
considering the obvious implications for seismic hazard assessment, the studies
on long-term temporal evolution of seismicity basically concern moderate-strong7
events. Despite some decades of effort there is still no conclusive assertion, on both
theoreticaland practicalgrounds, aboutlong-termdynamicsofseismicactivity. The
achievement of an agreement on these issues is complicated by some problems: the
too short time period recovered by catalogs to test adequately any hypothesis, the
lack of an unambiguous deﬁnition of term ”large earthquake”, that is related to
seismic capability and tectonic structure of the region, the uncertainty of geologic
and geodetical data, from which most hazard and long-term forecasting models are
derived. All these inefﬁciencies strongly affect formulation of long-term models,
that are often more based on subjective belief than on checks on data. For exam-
ple, apart from the model used, the seismic hazard calculations are mostly based on
two assumptions: the lack of long-term and long range interactions between events
(faults are mainly considered as isolated systems) and the stationary of seismoge-
netic process [Cornell, 1968; Working Group, 2002]. In regard with the memory
in large earthquake occurrence, the frequency of events for a source is modeled
by renewal processes that impose the independence by previous occurrence his-
tory (Poisson process) [Kagan and Jackson, 1994] or, at most, the dependence by
time of last event, only (see [Working Group, 2002] and references therein). The
non poissonian renewal processes are mostly in agreement with the supposed pe-
riodicity of fault slips [Ellsworth et al., 1999; Nishenko and Buland, 1987] or are
derived by theoretical assumptions as the seismic gap hypothesis [McCann et al.,
1979] or the time-predictable model [Shimazaki et Nakata, 1980]. On the other
side some paleoseismological studies [Hurbert-Ferrari et.al, 2005; Ritz et.al, 1995;
Friedrich et al., 2003; Weldon, 2004, 2005] have lately questioned the reliability of
these models, by suggesting a clustering or a nonstationary behavior on single seis-
mogenic structures. Moreover some statistical studies [Kagan and Jackson, 1994;
1999; 2000; Faenza et al., 2003; Rhoades and Evison, 2004] point out the impor-
tance of the interactions between faults respect to behaviour of a single source. The
problem if the seismic sources are or not isolated systems is made clear also by
some evidence of coupling between faults [Ch´ ery et al., 2001a, 2001b; Mikumo et
al., 2002; Pollitz, 1992; Pollitz et al., 1998; Pollitz et al., 2003; Rydelek and Sacks,
2003; Corral, 2004, 2005; Santoyo et al., 2005; Thatcher, 1983; Piersanti et al.,
1995; 1997; Piersanti, 1999; Kenner and Segall, 2000], mostly explained by post-
seismic viscoelastic interaction. These results could suggest, as a more reasonable8
methodology for hazard calculations, to consider larger areas composed by multi-
ple sources. As a matter of fact the Poisson paradigm is still implicitly accepted in
many practical applications, mainly related to seismic hazard assessment; the real
effect of this a priori assumption in a system with possible strong local interactions
are still not clear.
One of the main questions about the distribution of high magnitudes earthquakes
is the degree of similarity with smaller events in short-term time behavior. This
issue involves the complex problem of the ”universality” of earthquake distribution
[Bak et al., 2002], that means the dependence of main features of seismicity on
magnitude-spatio-temporal scales. Dealing with the short-term triggering, it is not
deﬁnitively ascertained if the physical processes governing clustering are indepen-
dent by magnitude window considered. By applying the ETAS model to worldwide
strong (M ≥ 7.0) seismicity of the last century, we ﬁnd that the estimated parame-
ters are consistent with the values computed for moderate-small events in tectonic
sequences (Chapter 3), showing the space and magnitude scale-invariance of main
features of elastic stress triggering. Moreover we ﬁnd that in some regions a nonsta-
tionary version of the ETAS model, obtained by modeling ”background seismicity”
by a piecewise constant Poisson process, better describes the time evolution of data
respect to the classical ETAS model. The simplicity of the model, chosen in alter-
native to stationary Poisson process, and the paucity of data do not permit to further
investigate the main temporal features of background seismicity and make difﬁcult
the interpretation of our ﬁnding by a physical point of view. Considering the high
magnitude threshold of dataset used in our analysis, the background seismicity is in
this context mainly related to global dynamics of surface plate tectonics. Therefore
the identiﬁed time variation of mean background rate could reﬂect an irregularity
in local tectonic loading on decadal timescale. However this interpretation does not
seem to be conﬁrmed by global geodetic studies, showing a substantial stationarity
in tectonic motionon time scale of decades [Sella et al., 2002]. The use of the mem-
oryless nonstationary Poisson process (see Table 1) in our model does not permit
to include the other more likely cause of recognized time variation in mean seismic
rate: the long-term triggering of seismicity or, more generally, the existence of a
memory of the past besides the short-term interactions. This is another aspect of
the above mentioned ”universality”, more related to spatio-temporal scaling prop-9
erties of earthquake occurrence, that identiﬁes the interaction between events as a
driving and general (i.e. at each spatio-temporal scale) feature of time evolution of
seismic activity. To understand which is (if there is), among memory of past history
and nonstationarybehaviour, the predominantfeature of long-term(and long-range)
earthquake occurrence could help to improvepresent forecasting modelsand hazard
methodologies.
We deal with this difﬁcult subject in Chapter 4, by modeling the ”background” seis-
micity of moderate-strong events in different magnitude-spatio-time windows by
the Fractionally Integrated Autoregressive Moving-Average (ARFIMA) time series
analysis [Granger and Joyeux, 1980; Hosking, 1981]. The ARFIMA processes pro-
vide a ﬂexible class of models able to represent a nonstationary behaviour as well
as a long-memory trend of a time series. Therefore they are a useful investigation
tool able to provide information on the main temporal features of earthquake oc-
currence, to use in an acquainted long-term modeling of seismicity. The results
of application of ARFIMA modeling to our datasets seem to exclude that a non-
stationarity behaviour is the cause of recognize departure by Poisson hypothesis,
favouring the long-term memory as the more likely feature, at least on a temporal
scale up to some centuries. The resulting scenario coming from this ﬁnding shows
a seismicity externally forced by an almost stable global dynamic, with internally
originated ﬂuctuations, mainly raising by the long-term memory of the system. The
recognized stationarity of strong events occurrence reassures on seismic hazard po-
tentiality, showing a system of which statistical properties remain constant in time
and therefore of which future rate can be ”predicted” with some conﬁdence from an
adequate sample of past records.
On the basis of these results we propose a new long-term time-dependent model
(Chapter 5). This new model is based on the ”self-exciting” modeling [Daley and
Vere-Jones, 2003], the same that has produced the ETAS model, and is directed to-
wards identiﬁcation of interactions between events not usually recognized as mem-
ber of the same sequence. The application on worldwide and historical italian seis-
micityshowsveryinterestingresults. We ﬁnd thatthisnewmodelimprovesdescrip-
tion of data respect to the Poisson model, showing a systematic and locally variable
inﬂuence of events on following remote (in space and time) seismicity. This ﬁnding
can be interpreted in terms of long-term stress transfer of strong events and can be10
adduced to support the postseismic relaxation theory [Pollitz, 1992; Piersanti et al.,
1995]. The conversion of the couplings found into a well deﬁned changes in proba-
bility occurrence open new prospects for the time-dependent hazard assessment and
the long-term forecasting practice.Chapter 1
Testing stationarity hypothesis for
seismic swarms
1.1 Introduction
The two most important types of earthquake clustering, mainshock-aftershocks se-
quences and seismic swarms, are usually assumed to result from different physical
processes. If stress triggering is identiﬁed as the most important mechanism for af-
tershockssequences[Stein, 1999], seismicswarmare thoughttobe mainlytriggered
by an intrusion of ﬂuids reducing the resistance of faults [Kisslinger, 1975; Noir et
al., 1997]. Of consequence seismic swarms are thought to differ signiﬁcantly in
temporal clustering and energy release from aftershocks sequences [Scholz, 2002].
In contrast to these, those do not contain a dominant earthquake and their temporal
evolution cannot be described by any simple law, as the Omori law.
Actually also earthquakes induced by ﬂuids themselves produce local stress ﬁeld
changes. Each earthquake within the swarm redistributes stress, which may in turn
inﬂuence the subsequent swarm evolution,especially if the crust is in a critical state.
Therefore mostof the complexityof a seismic swarm spatio-temporal distributionis
probably linkedto the contributionof different source processes that, in general, can
be related both to the presence of magma or ﬂuids and to seismic interactions. Then
the earthquake swarm activity can also share some common features with tectonic
earthquake clusters. In particular the recognized embedded aftershock sequences,
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according to Omori law, point out an important role for stress triggering also for
seismic swarms [Hainzl and Fisher, 2002; Hainzl, 2004].
Until few years ago, the most remarkable observational feature about the nature of
a seismic swarm was the occurrence of low-frequency events that has been usually
considered as evidence of the presence of ﬂuids in the generating process [Chouet
et al., 1994; Chouet, 1996; Neuberg, 2000]. Only recently, some researchers [Toda
et al., 2002; Hainzl and Ogata, 2005] gave new important insights to interpret a
seismic swarm. Speciﬁcally, Toda et al. [2002] describe the spatio-temporal evolu-
tion of a seismic swarm at the Izu Islands through the co-seismic stress variations
induced by a constantly growing dyke emplaced at the beginning of the swarm.
Conversely, Hainzl and Ogata [2005] show that the epidemic-type aftershock se-
quence (ETAS) model is an appropriate tool to extract the primary ﬂuid signal from
the complex seismicity patterns. They studied a seismic swarm at Vogtland through
a stochastic ETAS model with the additional feature of a background seismicity
varying through time. Basically, they identify earthquakes due to seismic interac-
tion and then estimate the temporal variation of the background seismicity that is
interpreted in terms of a temporal variation of the source process energy (i.e., a
magma/ﬂuid migration).
Here, we apply a general stochastic nonstationary ETAS modeling to characterize
and to interpret the physical time evolution of two swarms: the Izu Islands (Japan)
seismic swarm, occurred in 2000, and the 1983-1984 swarm occurred in the Phle-
grean Fields (Italy). The method is developed along the line suggested by Hainzl
and Ogata [2005], but it accounts for possible time variations of other parameters
that may provide more satisfactory ﬁt and more stringent constrains on the nature
of the process. Speciﬁcally, we compare the performance of two different ETAS
models (including the one proposed by Hainzl and Ogata, [2005]) and investigate
the time behavior of some important parameters of the model. This allows the time
variation of the model parameters to be interpreted in terms of the spatio-temporal
evolution of the seismic swarms under study and to yield physical constrains of the
driving process. In the following, we neglect the space variables of the events in
stochastic modeling, assuming that the whole seismic area is homogeneous from a
statistical point of view. This assumption is justiﬁed by the small dimension of the
active areas under study.13
1.2 Stochastic modeling of a seismic swarm
We model a seismic swarm by using a temporal stationary Epidemic-Type After-
shocks Sequences (ETAS) time model [Ogata, 1988; 1998], and a generalization of
this model that allows time variation of the parameters to be accounted for. Here,
with the term stationary we mean a process whose parameters do not vary through
time.
In order to include secondary aftershocks activity, ETAS stochastic model describes
theshort-timeclusteringfeatures ofearthquakesassuperpositionof modiﬁedOmori
functions [Utsu, 1961] shifted in time. The total occurrence rate at a time t is given
by the sum of triggering rates of all preceding events and of a time-independent
background rate ν [see Ogata, 1988, 1998]:
λ(t)=ν +

ti<t
K
(t − ti + c)pe
α(mi−Mmin). (1.1)
The parameter K measures theproductivityof theaftershockactivity,whereas α de-
ﬁnes relation between triggering capability and magnitude mi of a triggering event.
The parameter c measures incompleteness of catalog in the earliest part of each
cluster, caused by lowering in detectability of stations after a strong event [Kagan,
2004]. The parameter p controls the temporal decay of triggered events. Mmin is
the completeness magnitude. Estimation of the model parameters {μ,K,c,p,α} is
carried out by maximizing the log-likelihood [Daley and Vere-Jones, 2003]. Given
the occurrence times of collected earthquakes {ti,i=1 ,...,N}, the log-likelihood
(LogL) of the time ETAS model, in an interval time [T1,T 2], is given by
LogL(ν,K,c,p,α)=
N 
i=1
logλ(ti/Hti) −
 T2
T1
λ(t/Ht)dt (1.2)
[Daley and Vere-Jones, 2003]. To ﬁnd parameters that maximize this, we use
the Davidon-Fletcher-Powell optimization procedure [Fletcher and Powell, 1963],
which provides also a numerical approximation of errors.
The rationale to consider also nonstationary ETAS modeling is based on the fact
that stationary ETAS model is not always able to fully explain temporal pattern of
real seismicity, especially for seismic swarms. In many volcanic areas, seismic ac-14
tivity is strongly controlled both by ﬂuid intrusion as by stress triggering and shows
mixed occurrence of mainshock-aftershockssequences and magma-related swarms.
As a consequence, background as well as inducted activity could be strongly char-
acterized by nonstationarities; for example, Matsu’ura [1983] shows that temporal
evolution of triggered seismicity cannot be always described by a single Omori law.
In particular, we generalize the ETAS model by considering the time variations of
ν and p (ν(t) and p(t), respectively). We take into account only these two param-
eters because they are the most clearly linked to the time evolution of a possible
magma/ﬂuids source and, therefore, they are the most likely candidates for signif-
icant time variations. Speciﬁcally, the p-value is found to be positively correlated
with crustal temperature, which controls stress release and therefore aftershocks de-
cay [Mogi, 1967; Kisslinger and Jones, 1991], while time variation of ν is usually
associated to the time evolution of the energy of the source [see Hainzl and Ogata,
2005].
To explore the nonstationarities of our datasets we follow a procedure similar to
that used by Hainzl and Ogata [2005]. We ﬁt the ETAS model in a moving non-
overlapping time window τ. The choice of τ is a balance that accounts for two op-
posite requirements: the need to have a short time window to follow the details of
the time evolution of the process, and the need to have a large time window includ-
ing enough data for the calculations. In each time interval we estimate the (joined)
variation of the parameter(s) that change with time, setting all the other parameters
to the values found for the whole sequence. In computing log-likelihood we take
in account all past occurrence history, to include probability that an earthquake is
triggered by an event occurred in a previous interval time.
1.3 The case of the 2000 Izu Islands seismic swarm
1.3.1 The 2000 seismic swarm
A seismic swarm occurred at the Izu Islands (150 km south of Tokyo) in June-
August 2000. The swarm is composed by more than 5000 M ≥ 3 events, and 5
M ≥ 6 shocks. The energy released during the swarm was about one order of15
magnitude larger than the one released at Long Valley during the seismic unrest
occurred at the beginning of the eighties [Toda et al., 2002]. In order to identify
objectively the start and the end of seismic swarm, we look for change points in the
sequence of the number of events per day for the whole year 2000.
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Figure 1.1: Number of earthquakes per day at the Izu Islands for the year 2000. The vertical dotted
lines indicate the start and the end of the swarm as suggested by the change point analysis.
For this purpose we use the nonparametric method suggested by Mulargia and Tinti
[1985](see Appendix1A).The procedureisbasedontheKolmogorov-Smirnovtwo
samples test, and it provides satisfactory answers in more cases: when the number
of regimes (distinct temporal patterns) is unknown, the regimes follow different sta-
tistical distributions, and the regimes may involve a relatively small sample size.
The method assumes that the behavior of the time series is piecewise stationary, but
exhaustive simulations on synthetic data sets have shown it to be efﬁcient also for
systems with smooth variations [Mulargia et al., 1987]. In Figure 1.1 we report the
results of the analysis with the arrows indicating the two most signiﬁcant (signiﬁ-
cance level   0.01) change points identiﬁed, corresponding to June 24 (start of the
swarm) and to August 27 (end of the swarm).
1.3.2 Discussion of the results
As mentioned before, we model the Izu Islands seismic swarm by using three
stochastic models: 1) a stationary ETAS model (model I), 2) an ETAS model with
only the background ν(t) changing with time (model II) [see Hainzl and Ogata,
2005], and 3) an ETAS model with both ν(t) and p(t) varying through time (model16
III). For our dataset we choose Mmin =3 .0 [Toda et al., 2002].
Parameter value
ν 7.7 ± 0.8 day−1
k 0.005 ± 0.002 dayp−1
p 2.4 ± 0.3
c 0.023 ± 0.005 day
α 0.45 ± 0.06
Table 1.1: Estimated ETAS Parameters of the Izu Eartquake Swarm
In Table 1.1 we report the values and the relative errors of parameters estimated for
the stationary case (Model I). The high p-value indicates a sharp decaying after-
shocks activity, in agreement with previous studies on the Izu area seismicity [Utsu
et al, 1995; see also Toda et al., 2002].
To ﬁt nonstationary models, the length of τ is set to one day. Note that τ =1day
is suitable to study the process evolution of the Izu Islands seismic swarm that has
characteristic time of few days [Toda et al., 2002].
Model τ AIC
I -43156
II 1 day -43138
II 5 days -44044
III 1 day -43210
III 5 days -44186
Table 1.2: Values of AIC of the Izu Swarm for Model I,II and III.
In order to verify the stability of the results we also carry out all the calculation for
τ =5days. In order to select which is the ”best” of three models, we calculate the
AIC values for all of them [Akaike, 1974]. The AIC statistic is deﬁned by
AIC(K)=−2LogL +2 K (1.3)17
where K is the number of parameters, and LogL is the log-likelihood of the model,
given by (1.2), computed for the best parameters. In comparing models with dif-
ferent numbers of parameters, addition of the quantity 2K roughly compensates for
the additional ﬂexibility which the extra parameters provide. The lower value of the
AIC identiﬁes the model that better represents the data.
In Table 1.2 we report the values of AIC for three models. These indicate that
model III is the best one to describe the data regardless the value of τ, and that a
timewindowof 5 daysseems themostappropriateto describethe processevolution.
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Figure1.2: Thebackgroundseismicity ν(t) estimated forthe threemodelsand τ =1day: the green
horizontal dotted line is the constant value of ν for model I; the red dashed line represents ν(t) for
model II [Hainzl and Ogata, 2005]; the blue solid line is ν(t) for model III.
In Figure 1.2 we report ν estimated for the three models and τ =1day. This result,
together with the estimated errors for ν, indicate that the only two signiﬁcant peaks
in Figure 1.2 are the ones occurred at the beginning of the sequence and about two
weeks later; the other ﬂuctuations are comparable with the errors associated to ν.
The plots of Figure 1.2 highlight two important issues: ﬁrst, the evolution of ν(t)
is not a simple proxy for the time evolution of the seismic rate (see Figures 1.1 and
1.2). For instance, the difference is substantial for the end of the swarm where large
shocks induced a high number of events, but the background ν(t) is low. Second,
the evolution of the background for model II and III has important differences. This
evidence, together with the AIC results, suggest that a model with only background
varying with time [Hainzl and Ogata, 2005] may not be able to reproduce correctly
the time evolution of the source process energy.
Model III implies that the parameters ν(t) and p(t) underwent signiﬁcant time vari-18
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Figure 1.3: (a) ν(t) of model III for τ =1day (blue solid line) and τ =5days (red dashed line);
the vertical dotted line indicates the signiﬁcant (signiﬁcance level<0.01)changepoint found. (b) the
same as for (a), but relative to the parameter p(t)
ations. In Figure 1.3 we report the time evolution of ν(t) and p(t), and the results
of the change point analysis [Mulargia and Tinti, 1985; Mulargia et al., 1987] on
these sequences. Remarkably, both time series show comparable trends, with the
most signiﬁcant change point (signiﬁcance level < 0.01) at nearly the same time.
In particular, ν(t) has a change point at August 6, where there was a signiﬁcant
decrease of the background activity (the average drops from 17 ± 2 to 7 ± 1 events
per day); as regards p(t), it experienced a signiﬁcant change point at July 29, when
a larger spreading and a concomitant decrease of the average (from 2.35 ± 0.02 to
2.16 ± 0.05) was observed. The results are stable for τ of 1 and 5 days.
The results of stochastic modeling yield important clues to interpret the evolution
of a generic seismic swarm. From a pure phenomenological point of view, the
coherent variations found for ν(t) and p(t) suggest that possible phase transitions
of the system can be detected by monitoring simultaneously the time evolution of
the parameters of the model. In this respect, we argue that the kind of transitionmay19
provide some hints on the nature of the process; for instance, strongly ﬂuctuating
coherent parameters and/or abrupt changes of the parameters in short time intervals
may be more likely due to magma/ﬂuidsintrusionsrather than to tectonic processes.
A more detailed interpretation of the results in terms of the physics of the process
requires the deﬁnition of the physical meaning associated to the parameters ν and
p. As mentioned before, we assume that a time variation of the background activity
reﬂects changes in the energy of the source process [see, i.e., Hainzl and Ogata,
2005], and that modiﬁcations of p(t) indicate ﬂuctuation of the average temperature
in the system. Under this perspective, the analysis of the Izu Islands seismic swarm
suggests that the ﬂuid/magmatic activity lasted until the end of July and occurred in
two main outbursts that may represent different episodes of ﬂuid intrusion. Since
the beginning of August, the source energy as well as the average temperature of
the system diminish rather suddenly, and the rate of seismicity becomes mainly
governed by mainshock-aftershocks interaction.
This scenario highlights a more irregular time evolution of the source process com-
pared to the model proposed by Toda et al. [2002] where the evolutionof the swarm
was due to a single vertical dyke that propagate to its full length in the ﬁrst week,
and then opened continuously for seven weeks. Conversely our results are com-
patible with the ones found by Ozawa et al. [2004] that inferred a more complex
time evolution of the Izu seismic swarm, with two main intrusions at the beginning
of the swarm and at mid of July, and a sinking of the intrusion after the beginning
of August. Note that, our interpretation implies that the p(t) evolution is due to
variations of the system temperature instead of stressing rate as suggested by Toda
et al. [2002]. Even though our model cannot discriminate between these two hy-
potheses, we note that the stressing rate hypothesis was supported only by checking
the apparent duration of the aftersock sequences (that is ultimately related to the
background level), while we investigate on the parameter p whose time variations
are usually considered more related to the temperature of the system [Mogi, 1967;
Kisslinger and Jones, 1991].
In order to substantiate our interpretation of the temporal evolution of Izu Islands
seismic swarm, we plot an independent observable, that is the time evolution of the
hypocenters spreading of the background seismicity for τ equal to 1 and 5 days.20
For such a comparison to be meaningful, we assume that magma intrusions are usu-
ally characterized by strongly localized seismicity, while background activity has a
larger spreading being due to the average increase of stress in the whole area [Toda
et al., 2002]. Spreading of background seismicity is estimated by computing the
average of the relative spatial distances for all pairs of events belonging to the Izu
Islands seismic swarm de-clustered catalog because we want to highlight the spa-
tial distribution of earthquakes related to the source process rather than the spatial
distribution of their aftershocks.
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Figure 1.4: Histogram of probability pi (probability of belonging to background seismicity) for
events of Izu swarm, computed by model III for τ =1and τ =5days.
Thede-clusteringisobtainedbyapplyingtherandomprocedureproposedbyZhuang
et al. [2002] based on ETAS modeling, with parameters estimated for model III.
The probability pi that an event i belongs to the background activity is calculated as
the ratio between the background rate ν(ti) and the total occurrence rate λ(ti/Hti),
both computed by model III. We de-cluster the catalog by selecting all the events
with pi > 0.5. The percentage of background events compared to the total number
of earthquakes is about 10%(see Figure1.4). Remarkably, also in the hypocenters
spreading sequence of the de-clustered catalog, we ﬁnd the main signiﬁcant change
point (signiﬁcance level < 0.01) at July 26 (Figure 1.5).
Themainfeature discernibleinFigure1.5isthatbefore thechange pointthehypocen-
ters of the background seismicity are more clustered (i.e., they have a lower aver-
age distance), with a slight tendency toward an increase of spreading as a function
of time. Notably, the lower spreading is linked to the beginning of the swarm,
where the highest peaks of the background (see Figure 1.3a) suggest the highest21
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Figure 1.5: Spreading of the hypocenters as a function of time for the background seismicity es-
timated by model III. The blue solid line and the red dashed line are relative to τ equal to 1 and
5 days, respectively. The vertical dotted line represents the signiﬁcant (signiﬁcance level < 0.01)
change point found.
magma/ﬂuidactivity. Thisevidence supportsthe hypothesisof a magma/ﬂuidsdriv-
ing process for this time period. After the change point, the hypocenters spreading
becomes larger when the energy and average temperature of the system diminish,
suggesting that the main process for earthquake occurrence is the stress increase in
the whole area. The change points found for ν(t), p(t), and the hypocenter spread-
ing all occur in a time range of about 10 days. This range can be due to different
factors, such as a not instantaneous physical change in the source process, and/or to
a limited resolution of the method of analysis.
1.4 The case of the 1983-1984 Phlegraean Fields seis-
mic swarm
1.4.1 Geophysical setting of the area and the 1983-1984 seismic
swarm
”Phlegrean Fields” is an active volcanic region, covering an area of about 400 km2,
located west of the city of Naples and centered on Pozzuoli town. Geological data22
show that, in this zone, a large eruption, occurred at least 35,000 yr ago, caused a
collapse of the area with the formation of a caldera [Rosi et al., 1983]. The many
eruptions occurred in the last 11,000 yr caused the opening of at least 22 volcanic
vents. The last of these eruption, the only historically recorded, occurred in 1538.
This was accompanied by a pronounced ground uplift and formed a small volcano
(Mt. Nuovo) 140m high. After this event, the area was affected by alternation
of phases of subsidence and uprising [De Natale and Zollo, 1986]. During the
last 40 years, this area has been the site of two periods of unrest (that is a mul-
titude of anomalous phenomena indicative of possible eruptive reactivation of a
dormant volcano) indicated by strong uplift, intense earthquake swarms, increased
fumarolic output and changed thermal-ﬂuid chemistry. These are related to a typi-
cal phenomenon, called bradyseism, characterizing many caldera around the world,
caused by a secular ground deformation that generally produces a very low seismic-
ity. In the ﬁrst unrest period, from 1970 to 1972, a slight subsidence occurred and
about three thousand shallow, small events were recorded by local network. Here
we analyze seismicity occurred in the second unrest period, from 1982 to 1984.
Beginning from mid-1982 the ground started to rise at a very high rate (2mm per
day on average) and an anomalous increase of the seismic activity was observed
after few months, from the beginning of 1983 until December 1984 [Del Pezzo et
al., 1984]. The anomalous ground deformation phenomenon (about 1.8m of total
uplift) was accompanied by a high seismic activity with more than 15,000 small
magnitude earthquakes (0<Ml< 4).
The initial interpretation on the 1982-1984 Phlegrean Caldera unrest, during the cri-
sis, suggestedthepossibleexistenceof a pressuresource at3kmdepthand identiﬁed
in all conditions the typical precursors of a potential eruptive crisis. Notwithstand-
ing the evidence of a crisis in progress, no actual alert for an impeding eruption was
issued. In fact, no clear signs of magma rise, as an upward migration of earthquake
hypocenters or relevant gravity changes, were recognized. After the crisis many
papers dealt with the 1982-1984 unrest and provided models for the observed phys-
ical and chemical changes, but up till now there is no still a clear and unanimous
explanation for the timing of this period of uplift. The main source of the crisis are
identiﬁed both in internal processes, such as magma injection or ﬂuid expansion,
as in an external process, such as large regional earthquake or regional subsidence.23
In particular, the main matter of debate concerns the involvement of magma mo-
tion. Many geophysicists emphasize the difﬁculty to explaining the observed uplift
by pressure buildup within the residual magma chamber and seem inclined to at-
tribute the uplift to different processes, as ﬂuid expansion [Bonafede, 1990, 1991;
De Natale et al., 1991a]. This issue already rose immediately after the crisis. Mar-
tini [1989] raised doubts that increased pressure within a shallow magmatic body
could be the source for large vertical movement at Phlegrean Fields. As evidence,
he cited the absence of a signiﬁcant magmatic component to gases emitted within
the caldera. This result was used to argue against expansion of a magma body as
the cause for recent seismicity and uplift and to ascribed all changes in gas con-
centrations to changes in a hydrothermal system. This last conclusion was also put
forward later, with similar arguments, by Todesco et al. [1988]. An alternative ex-
planation for the earthquake activity during the 1982-1984 unrest was provided by
De Natale et al. [1995], which pointed out a directed relation with the ground mo-
tion deformation. They support the hypothesis in which the seismic activity during
the two unrest episodes at Phlegrean Fields occurred along weakness zones of the
ring fracture system and was generated by the local stress ﬁeld associated with the
ground deformation. Asregard the fundamentaltriggeringmechanismof the unrest,
De Natale et al. [1991a] mention that the November 1980 Irpinia M6.9 earthquake,
whose epicentral area was over 100km distant from Phlegrean Caldera, could have
generated sufﬁcient regional stress to affect the area involved by the crisis, possibly
creating new fractures in the proximityof the magma chamber. Through these, ther-
mal energy would have been transferred by ﬂuid convection to shallower aquifer,
thereby creating ﬂuid overpressure and the uplift. An argument adduced to con-
tradict this assertion is that no regional or local high-energy earthquake occurred
before the 1970-1972 unrest, which had the same dynamics source and apparent
mechanism as the 1982-1984 crisis.
Also if data processing after the crisis led the majority of geophysicists and geo-
chemists to favor a model in which the unrest did not due to any direct involve-
ment of the magma, a triggering mechanism related to overpressure in the magma
chamber is not totally ruled out. The limited extent of the deformed area, that re-
quires a source depth of less than 2-3 km, and the inferred minimum depth of the
magma chamber of 3.5-4 km, led to De Natale et al. [1991b] to hypothesize that24
the source of the pressure was the heating of shallow aquifers by an increasing heat
ﬂow from magma chamber. Allard et al. [1991] identify a clear magmatic charac-
ter in composition of Solfatara (a hydrothermal system inside the Phlegrean Fields)
gases, inferring a magmatic contribution to the Phlegrean Fields fumaroles. An
further evidence for a probably overpressure within the chamber during the crisis
was advanced by De Natale et al. [1993]. They observed that the majority of 1982-
1984 earthquakes hypocentersextenddownto the proximityof the magma-chamber
depth, along fractures of the rim of the inner part of caldera, corresponding to the
zone involved by the maximum uplift and by anomalous fumarolic degassing. Also
Dvorak and Berrino [1991] related the episodes of rapid uplift and shallow earth-
quakes swarms of the 1982-1984 unrest to the growth of a resurgent dome, caused
by the intrusion of a hotter maﬁc magma into a body of higher silicic content that
forms a zoned magma chamber. In summary all these last instances could demon-
strate that the Phlegrean Caldera magma chamber was involved in the most recent
unrest and that the 1970-1972 and 1982-1984 crises could represent steps in a pro-
longed process of volcanic reactivation, like that which probably preceded the 1538
Mt. Nuovo eruption [Barberi and Carapezza; 1996].
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Figure 1.6: Number of earthquakes per day at the Phlegraean Fields for the years 1983-1984.
Tointerpretthedrivingmechanismof1982-1984unrest, weanalyze 2yrsofseismic
activity, during the period January 1983-December 1984. The data set collects more
than 5,600 events with magnitudes ranging between 0.8 and 4.0. In Figure 1.6 we
report the time history of earthquake activity given in number of events per day.
The largest two earthquakes, with magnitude M4.0, occurred on October 4 198325
and April 1 1984.
1.4.2 Discussion of results
To analyze the Phlegraean Fields 1983-1984 seismic swarm, we consider the same
three stochastic models, used to study the Izu Islands activity.
Parameter value
ν 0.6 ± 0.1 day−1
k 0.05 ± 0.002 dayp−1
p 1.07 ± 0.01
c 0.0004 ± 0.0001 day
α 0.4 ± 0.1
Table 1.3: Estimated ETAS Parameters of the 1983-1984 Phlegrean Fields Swarm
In Table 1.3 we report the parameters (with relative errors) estimated for the sta-
tionary ETAS model. Respect to the Izu area the smaller p-value indicates a slower
decaying aftershocks activity that could suggests a lower temperature of a system,
in which magma motion is not a driving process. The low value of α is in agreement
with previous ﬁndings for earthquake swarm activity. In contrast with mainshock-
aftershocks sequences which are mainly driven by stress triggering and are char-
acterized by higher values of α, the recognized low α-values for swarms show a
negligible dependence of seismic rate evolution from magnitude of previous events.
This result points out the presence of different external driving mechanisms for this
type of activity.
To ﬁt nonstationary models, in which we assume only the background ν (model II)
or bothν and p(modelIII) varyingwithtime, thelengthofτ issetto10and 30days.
In Figure 1.7 we report ν estimated for the three models and τ =1 0days. From this
analysis we can infer two main results. The plots of Figures 1.6 and 1.7 highlights
a general agreement between the time evolution of ν(t) and that of total seismic
rate. Only at the end of the swarm there is a rapid increase of background that does
not correspond to as much evident increase of seismic rate. Second, the evolution
of the background for model II and III has not important differences, suggesting26
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Figure 1.7: The background seismicity ν(t) estimated for the three models and for τ =1 0days:
the green horizontal dotted line is the constant value of ν for model I; the red dashed line represents
ν(t) for model II; the blue solid line is ν(t) for model III.
that including time variation of p-value in the model does not noticeably improve
description of data. This result is partly conﬁrmed by AIC calculations, reported in
Table1.4. These indicate that model III is the best one to describe the data regardless
the value of τ, but the moderate difference between AIC values raises further doubts
on signiﬁcance of time variation of p-value.
Model τ AIC
I -21168
II 10 days -21276
II 30 days -21308
III 10 days -21296
III 30 days -21344
Table 1.4: Values of AIC of the Phlegrean Caldera Swarm for Model I,II and III.
In order to corroborate our interpretation, we carry out the change point analysis
[Mulargia and Tinti, 1985; Mulargia et al., 1987] on ν(t) and p(t) (see Figure 1.8).
Remarkably, ν(t) timeseries showstwosigniﬁcantchange points(signiﬁcance level
< 0.01) at April 30 1983 and March 25 1984. These distinguish three subintervals
in two years of activity collected in our dataset. The ﬁrst represents the initiation
phase in which there is a gradual increasing of seismic activity, whereas the last
corresponds to ﬁnal transient phase, in which, after the occurrence of M4.0 event27
at April 1 1984, the seismicity returns to normal activity. The central subinterval
represents a stationary period containing the most and more energetic part of seis-
micity.
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Figure 1.8: (a) ν(t) of model III for τ =1 0day (blue solid line) and τ =3 0days (red dashed line);
the vertical dotted line indicates the signiﬁcant (signiﬁcance level < 0.01) change point found. (b)
the same as for (a), but relative to the parameter p(t)
As regards p(t), it experienced no signiﬁcant change point, but one at March 21
1983; this corresponds to end of the initial transient phase, after which p-value
becomes almost time-invariant. The substantial stability of p(t) may be closely
linkedtothe underlyingphysicalprocesses. The lackof signiﬁcativevariationsof p-
value, being around a rather low value (1.0−1.1), suggests that system temperature
is almost steady and that no magma motion was involved. The results are stable for
τ of 10 and 30 days.
Applying the Zhuang et al. [2002] declustering procedure with parameters esti-
mated by model III we ﬁnd that the background activity, represented by events with
pi > 0.5, is a very low percentage (about 2%) of total seismicity (see Figure 1.9),
especially in the second year of activity.28
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Figure 1.9: Histogram of probability pi (probability of belonging to background seismicity) for
events of Phlegraean Fields swarm, computed by model III for τ =1 0and τ =3 0days.
This result points out a decisive rule of triggering effect in time evolutionof seismic
swarm, particularly after the second change point recognized in ν sequence. These
observationjustifythe suitabilityof ETAS modelto describethe temporalclustering
of seismic swarm under study. It is able to reproduce the seismicity induced by
external ﬂuid intrusion as well as the activity triggered by stress transfers and to
separate the external ﬂuid signal by the stress triggering effect in observed data. In
the case for swarm activity in the Phlegrean Fields region we ﬁnd that the external
force, responsible of most seismic activity in the initial phase, is not related to any
magma motionnor to processes causing high temperature and is probably due to the
ﬂuid intrusion. The ﬂuid signal, represented by sequence ν, persists in the whole
ﬁrst year of activity and then decreases again the time, apart from a short peak in
the ending of the swarm. From March-April 1983 the stress triggering, identiﬁed
with Omori-like aftershock sequences, dominates the whole activity, especially in
the second year of activity. The substantial stationarity of p-value highlights none
variation of temperature of the system under study.
1.5 Final remarks
We have analyzed the 2000 Izu Islands and the 1983-1984 Phlegrean Fields seis-
mic swarms through a stochastic nonstationary ETAS modeling. We have found
that a nonstationary ETAS model with background activity varying through time
describes the observations better than a stationary model. Remarkably, the ﬂuctu-29
ations of the background activity are coherent and in agreement with the temporal
earthquake distribution. This correlation gives important clues on the nature of the
source process of the seismic swarm and on its temporal evolution. As regards the
Izu Islands seismic swarm evolution, we have found evidence of a magma source
that evolves through outbursts of activity superimposed to lower frequency ﬂuctu-
ations. The source energy diminishes before the end of the swarm that is lastly
dominated by mainshock-aftershocks sequences. The analysis of Phlegrean Fields
swarm seems to rule out any involvement of magma chamber. Our results show
evidence for a ﬂuid intrusion as initial forcing process, mainly responsible of the
seismicity in the ﬁrst 400 days, and for the stress triggering as the dominant process
of the remaining activity.
The main ﬁndings of our study seems to show a relationship between the tempo-
ral variation of p-value of Omori law and the physical processes driving seismic
swarms. The values of p(t) computed for Izu Islands swarm and the coherent vari-
ations of ν(t) and p(t), supports hypothesis of phase transition of the system, from
a period in which the activity is mainly driven by magma motion to a phase ruled
by stress triggering. The low and stationary value of p for Phlegrean Fields swarm
highlights the steadiness of the temperature of the system. Then, it seems that the
presence of signiﬁcative p-value variations could be a very important signal for
identifying the presence of magma motion. This suggestion should be further veri-
ﬁed by future analysis of seismic crises in other volcanic areas.
These results indicate that stochastic modeling of seismic swarm occurrence may
yield important insights in constraining the physics of the source process (i.e.,
magma/ﬂuids or tectonics) and in characterizing its temporal evolution. From a
practical point of view, stochastic modeling may be used to develop a new tool for
tracking in almost real time the evolution of a magma/ﬂuids source.
1.6 Appendix1A:Anonparametricmethodforchange
points detecting in a time series
The search for change points in a time series [Mulargia and Tinti, 1985; Mulargia
et al., 1987] is based on Kolmogorov-Smirnovtwo sample nonparametric statistics.30
This is deﬁned by
J3=

mn
d

max
−∞<x<+∞|Gn(x) − Fm(x)| (1.4)
where m and n are the number of observationsbefore and after the change point, re-
spectively, d is the maximum common divisor of m and n, Fm(x) and Gn(x) are the
empirical distribution functions of the two subsets X and Y of observations (sepa-
rated by the possible change point). The J3 statistic is related to signiﬁcance level
α of a test of which the null hypothesis H0 is that the two subsets of observations
have the same distribution, i.e.
H0 : I P(X<x )=I P(Y< x ), −∞ <x<+∞. (1.5)
For m,n ≥ 30 the critical values C(m,n) are
C(m,n)=J3
d
[mn(m + n)]0.5. (1.6)
The probability distribution of C(m,n) is well approximated by the formula:
I P(C(m,n) <c )=
+∞ 
i=−∞
(−1)
je
−2j2c2
c>0. (1.7)
This is tabulated in some textbooks as well as the distribution for small n and m
(see [Mulargia and Tinti, 1985] and references therein).
Starting by hypothesis that a single change point is present in a given set of N data,
the algorithm computes the vector {Ci(m,n),i=1 ,...,N}, obtained assuming that
the change point corresponds to datum i. The most likely position j for the change
point corresponds to maximum value of critical values vector:
j :m a x
i=1,...,N C
i(m,n)=C
j(m,n). (1.8)
This is accepted as a real change point if it is lower of the critical value for the
preﬁxed signiﬁcance levelα. If a change pointis identiﬁed, a new analysisis carried
out for each of two subsets obtained. This recursive algorithm ends if none further
change point is found or if the subsets became to small.Chapter 2
Nonstationary in a tectonic zone: the
1997-1998 Umbria-Marche (Italy)
sequence
2.1 Introduction
The most important physical process responsible of short-term clustering of earth-
quakes consists of stress variations caused by earthquake dislocations [King and
Cocco, 2001]. The activity rate λ(t) of aftershock sequences generally decays
according to the modiﬁed Omori law λ(t)=k(t + c)−p, where t is the elapsed
time since the mainshock and k, c and p are constants [Utsu et al., 1995]. Among
point process models [Daley and Vere-Jones, 2003], used to represent statistical
features of temporal patterns of shallow sequences, the Epidemic-Type Aftershock
Sequences (ETAS) model [Ogata, 1988; 1998] seems to best represents the main
features of seismicity driven by coseismic stress changes. This describes the trig-
gered seismicitytimeevolutioninagreement withthe modiﬁedOmorilawand takes
into account possibility of production of secondary aftershocks.
It is well-known that the coseismic stress ﬁeld can be modiﬁed by further processes
as viscoelastic relaxation [Pollitz, 1992; Piersanti et al., 1995] or ﬂuid ﬂow [Nur
andBooker, 1972]. Whereas the viscoelasticrelaxationcan be decisiveonlongtime
scale, ﬂuid ﬂow may play a determinant role in triggering seismicity at a time scale
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compatible with aftershocks occurrence [Nur and Booker, 1972]. The seimicity
drivenbyﬂuidintrusionhasdifferentcharacteristicsrespecttomainshock-aftershocks
sequences. It is not characterized by a dominant earthquake and the temporal pat-
terns of near-equal magnitude events appear to have a very rapid decay. In Chapter
1 it has been proved that the ETAS model is an appropriate tool also to extract
ﬂuid signal from short-term seismicity patterns (see also [Hainzl and Ogata, 2005;
Lombardi et al., 2006]). The time description of ﬂuid intrusion is turned into iden-
tiﬁcation of signiﬁcative changes of parameters more directly linked to underlying
driving physical processes.
In this study we deal with this issue to explain the complex Umbria-Marche (Cen-
tral Italy) seismic sequence occurred in 1997-1998. The presence of ﬂuids in this
area has been recognized by previous studies [Chiodini et al., 2000]. Moreover the
ﬂuid ﬂow, probably promoted by elastic stress changes of largest magnitude shocks,
has been adduced as the main cause of the evident migration of activity of the 1997-
1998 sequence [Antonioli et al., 2005]. Here, by applying the method outlined by
[Hainzl and Ogata, 2005], we demonstrate that the identiﬁed variations of param-
eters of ETAS model are consistent with hypothesis of a ﬂuid ﬂow promotion of
seismicity.
2.2 Data set
The data set used in this study is extracted from the catalog ”Catalogo della Sis-
micit´ a Italiana” (CSI) 1981−2002 [Castello et al. 2005]. This collects shallow
seismicity occurred from 1 January 1981 to 31 December 2002 in Italy. Speciﬁcally
we consider the earthquakes occurred in the region affected by 1997-1998 Umbria-
Marche seismic sequence [12◦-13.5◦W,42◦-44◦N] with magnitude Ml ≥ 2.5 (1511
events). The our dataset includes 10 events with magnitude 5.0 ≤ Ml ≤ 6.0,o f
which 8 belongs to 1997-1998 Umbria-Marche sequence. This consists of thou-
sands of events that in some tens of days activated a NW-trending prevalently nor-
mal fault system. A comprehensive synthesis of this seismic sequence can be found
in [Chiaraluce et al., 2003].
The sequence is characterized by a clear migration phenomenon (Figure 2.1) from33
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Figure 2.1: Map showing the seismicity occurred from January 1 1981 to December 31 2002 in
region affected by the 1997-1998 Umbria-Marche sequence. The events are color-coded by time
intervals deﬁned by the occurrence of the mainshocks of the sequence
NW to SE with progressive activation of adjacent fault segments. The two largest
events of the sequence (Ml=5.6 and Ml=5.8) struck the Colﬁorito area on Septem-
ber 26th (within some hours and few km of distance from each other). These was
followed, at the beginning of October, by two other events with comparable mag-
nitude (Ml=5.0 and Ml=5.4). Then seismicity began to migrate towards SE, where
two other main shocks with magnitude larger than 5.0 occurred at about the half of
October, in Sellano region (October 12 Ml=5.1, October 14 Ml=5.5). The last two
main events (Ml=5.4 and Ml=5.3) struck after some months, on March 1998, the
region near Gualdo Tadino, north of Colﬁorito.
InFigure2.2weshowthemeannumberofeventsperyeartogetherwithatime/mag-
nitude plot. The exceptional (respect to previous 15 years) amount of released en-34
ergy during the sequence under study suggests a possible nonstationary trend, sign
of involvement of other physical processes besides the coseismic stress triggering.
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Figure 2.2: Histogram (top) and time/magnitude plot (bottom) of events occurred from January 1
1981 to December 31 2002 in region affected by the 1997-1998Umbria-Marche sequence
2.3 The Spatio-Temporal Epidemic Type Aftershock
Sequences (ETAS) Model
The ETAS Model is a stochastic point process, based on the well-known modiﬁed
Omori law [Omori, 1894; Utsu, 1961], that models the coseismic stress triggered
activity responsible of aftershocks occurrence. Its formulation follows from the
observation that aftershock activity is not always predicted by a single modiﬁed
Omori function and that it can include conspicuous secondary aftershock produc-
tion. Therefore, this model assumes that every aftershock can trigger its further
aftershocks and that the occurrence rate at time t is given by a superposition of the
modiﬁed Omori law functions, shifted in time. To ﬁrst time-magnitudeformulation,
proposed by Ogata [1988], many others time-magnitude-space versions followed,35
mostly based on empirical studies of past seismicity [Ogata, 1998; 2006; Console
et al., 2003]. All of these describes seismicity as the sum of a time-independent
activity, due to not-inducted earthquakes (”background”) and of the triggering seis-
micity of all preceding events. The last improved extension proposed by Ogata and
Zhuang (2006) deﬁnes the rate of aftershocks at a time t and at a location (x,y), in-
duced by i-th event occurred at a time ti <tand with magnitude Mi and epicenter
(xi,y i), is given by
λ
ind
i (t,x,y)=
K
(t − ti + c)pe
α(Mi−Mmin)f
i
ind(x,y) (2.1)
where Mmin is the minimum magnitude of the catalog and f i
ind(x,y) is the proba-
bility density function (PDF) of occurrence for a triggered event. The parameter K
measures the productivity of the aftershocks activity; α estimates the triggering ca-
pability of events with magnitude mi; the parameter c measures the incompleteness
of the catalog in the earliest part of each cluster, caused by the decrease in after-
shocks detectability after a strong event [Kagan, 2004]; the parameter p controls
the temporal decay of triggered events.
Both physical investigations [Dieterich, 1994; Shaw, 1993; Hill et al., 1993] and
statistical studies [Ogata, 1998; Kagan and Jackson, 2000; Console et al., 2003;
Helmstetter et al., 2006] show that the stress induced by an event decreases with the
distance r from its epicenter, by an inverse power law. In particular, some physical
models predict that static stress changes, caused by a point source or a circular crack
in an elastic medium, decrease rapidly with increasing r,a s1/r3 [Hill et al., 1993].
These ﬁnding suggest choice of a power law function for f i
ind.
We impose an isotropic inﬂuence of an inducing event on area surrounding its loca-
tion and relate probability of occurrence at a location (x,y) to distance r(x,y)(xi,yi)
from epicenter (xi,y i) of triggering earthquake, up to a maximum distance Rmax.
By these assumptions fi
ind(x,y) is given by:
f
i
ind(x,y)=
(q − 1)d2(q−1)
π

1 −

1+
R
2
max
d
2
−q+1−1 1
(r2
[(x,y),(xi,yi)] + d2eγ(Mi−Mmin))q.
(2.2)
This new version of the model is characterized by the introduction of the term36
eγ(Mi−Mmin) that takes into account the correlation between the logarithm of the
aftershocks area and the mainshock magnitude, proposed by Utsu and Seki [1955].
The total occurrence rate is the sum of the triggering rate of all preceding eventsand
a time-independent rate μ(x,y), due to non-induced earthquakes (”background”
activity). The stationary ETAS model ascribes as primary cause of seismicity a
poissonian ”impulse”, of which the rate changes with seismogenic capability of
the examined zone, but not with time. The sudden stress variations, caused by
occurrence of these events, generate the aftershock activity, that is well described
by the clustering features of equations (2.1) and (2.2). Therefore, the total space-
time conditional intensity (i.e. the probability of an earthquake occurring in the
inﬁnitesimal space-time volume conditioned to all past history) λ(t,x,y/Ht) by
equation:
λ(t,x,y/Ht)=νu(x,y)+

ti<t
Keα(Mi−Mmin)
(t − ti + c)p
cd,q,γ
(r2
[(x,y),(xi,yi)] + d2eγ(Mi−Mmin))q.
(2.3)
where Ht = {(ti,x i,y i,M i);ti <t } is the observation history up time t, ν is a
positive-valued parameter that represents the poissonian rate of background events,
u(x,y)isthePDFoflocationofbackgroundeventsandcd,q,γ =
(q−1)
π (d2eγ(Mi−Mmin))q−1
is the normalization constant of the PDF for location of a triggered event.
Theparameters(ν,k,c,p,α,d,q,γ)ofthemodel,fordatainanintervaltime[T1,T 2]
and in a region R, can be estimated by maximizing the Log-Likelihood function
[Daley and Vere-Jones, 2003], given by
logL(ν,K,c,p,α,d,q)=
N 
i=1
logλ(ti,x i,y i/Hti) −
 T2
T1

R
λ(t,x,y/Ht)dtdxdy.
(2.4)
To estimate the parameters for our dataset, we apply the iteration algorithm devel-
oped by Zhuang et al. [2002]; this provides also an estimation of distribution for
location of background events u(x,y) by a suitable kernel method. Since some
physical investigations show that static stress changes decrease with epicentral dis-
tance as r−3 [Hill et al., 1993], we impose q =1 .5. This choice is also justiﬁed by
the recognized trade-off between parameters q and d that may cause different pairs37
of q and d values to provide almost the same likelihood of the model [Kagan and
Jackson, 2000].
Parameter value
ν 0.053 ± 0.003
K 0.027 ± 0.002
p 1.26 ± 0.02
c 0.04 ± 0.01
α 1.55 ± 0.05
d 0.8 ± 0.1
q ≡ 1.5
γ 0.39 ± 0.05
Log-likelihood −12001.5
Table 2.1: Estimated ETAS Parameters for the 1981-2002Umbria-Marche seismicity
In Table 2.1 we report the values of estimated parameters together with the errors
and the log-likelihood value. The p and α values are similar to previous ﬁndings
for other tectonic areas [Ogata, 1992]. The scaling of aftershocks area against mag-
nitude of triggering event is rather weak, also if it is not totally negligible. This
result is probably due to epicentral errors, to limited range of magnitude recovered
by catalog and to the strong anisotropy of the triggering effect (see Figure 2.1) that
does not match with the isotropic power law chosen in our model.
The suitability of the ETAS model is tested by a residual analysis [Ogata, 1988].
The occurrence times ti of earthquakes are transformed into new values τi by rela-
tion
τi =
 ti
Tstart
dt

R
dxdyλ(t,x,y/Ht) (2.5)
where Tstart is the start time of observation history. If the ETAS model well de-
scribes the temporal evolution of seismicity, the transformed data τi are expected to
behave like a stationary Poisson process with the unit rate [Ogata, 1988].
Figure 2.3a shows the cumulative numbers of transformed times τi. By the Kolmo-
gorov-Smirnovtest [Gibbonsand Chakraborti,2003] (see Appendix2A) we cannot38
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Figure 2.3: Cumulative number of transformed times τi (top) and the cumulative background seis-
micity (bottom) obtained by the estimated ETAS model. Vertical dotted lines mark change points
identiﬁed by procedure proposed by Mulargia and Tinti [1985]
reject the null hypothesis that values Δτi = τi+1 − τi are exponentially distributed
(with mean equal to 1) at 95% conﬁdence level, but the empirical distribution of
Δτi shows evident change points. We identify them by the change point analysis
algorithm developed by Mulargia and Tinti [1985]. We identify two signiﬁcative
change points at April 7 1997 and July 5 1999 (see Figure 2.3a); these mark off a
time period, including the 1997-1998 Umbria-Marche sequence, in which seismic-
ity is not well described by the estimated ETAS model. To understand the origin
of these anomalies we investigate the suitability of the stationary hypothesis for the
background seismicity. A direct way to discuss how the background rate changes
with time is to calculate the cumulative background seismicity deﬁned by
S(t)=

ti<t
φi (2.6)
where φi is the background probability for the i-th event given by39
φi =
νu(xi,y i)
λ(ti,x i,y i/Hti)
(2.7)
[Zhuang et al., 2005].
The change point procedure identiﬁes a different trend of background rate during
the period from September 3 1997 to August 17 1998 (Figure 2.3b).
All previous results make clear the exceptionality of the seismicity occurred during
the Umbria-Marche sequence. Comparing the number of observed and expected
(by estimated ETAS model) number of events (Figure 2.4) we see that the total
number of observed events is larger than the theoretical values. Therefore the ETAS
model, ﬁtted on the whole seismicity of this zone, underestimates the real number
of events for the 1997-1998 sequence, characterized by an explosive aftershock
activity. To better understand the causes of this anomalous behaviour and to carry
out moreanalyses, we select a subset of our catalogincludingthe sequence. In order
to identify objectively the start and the end of this interval time, without include
subjectivityrelated to ETAS calculations, we look for change pointsin the sequence
of the number of events per day of the whole dataset.
The two most signiﬁcant (signiﬁcance level < 0.01) change points identiﬁed corre-
spond to May 3 1997 (start) and August 27 1998 (end). The selected interval time
contains 850 events. The identiﬁed period of activity does not varies if the change
point analysis is carry out computing the number of events in intervals of 12 hours.
We remark that all change point analyses carried out here identify the beginning of
an anomalous behaviour of seismicity some months before the occurrence of the
two ﬁrst mainshocks of the sequence (September 26 1997).
2.4 Analysisofthe1997-1998Umbria-Marchesequen-
ce
The ETAS model can be used in order to identify the background as well as the trig-
gered component of seismicity, since the values of parameters are related to driving
physical processes responsible of the seismic activity of a region. Speciﬁcally the
background rate ν refers to activity forced by external physical processes as the40
0 1000 2000 3000 4000 5000 6000 7000 8000
0
50
100
150
200
250
0 1000 2000 3000 4000 5000 6000 7000 8000
0
50
100
150
200
250
6000 6050 6100 6150 6200 6250 6300 6350 6400
0
50
100
150
200
250
6000 6050 6100 6150 6200 6250 6300 6350 6400
0
50
100
150
200
250
# of days since Jan 1 1981
#
 
o
f
 
o
b
s
e
r
v
e
d
 
e
v
e
n
t
s
#
 
o
f
 
e
x
p
e
c
t
e
d
 
e
v
e
n
t
s
May 3 1997 August 27 1998
Figure 2.4: Histograms of the observed (top) and expected (bottom) number of events in Umbria-
Marche region from January 1 1981 to December 31 2002. The duration of each interval time is
of 10 days. The arrows mark the identiﬁed change points. Into the panel results relative to period
bounded by change points are shown.
tectonic loading or ﬂuids intrusion. The parameter p controls the temporal decay
of triggered events. Its variation is related to heat ﬂow, degree of structural hetero-
geneity in the fault zone, stress and crustal temperature [Mogi, 1962; Kisslinger and
Jones, 1991; Utsu, 1995].
In order to recognize the underlying physical processes responsible of the Umbria-
Marche sequence we look for possible time variations for ν and p parameters, that
are the most clearly linked to physical mechanisms of the system. In particular we
ﬁt the ETAS model on the 850 events selected by the change point analysis, in a
moving non-overlapping time window with size τ =1 0 g. We estimate the joined
variation of ν and p values and set all the other parameters to the values found for
the whole sequence. These last are not signiﬁcantly different by those estimated for
the whole catalog (see Table 2.1).
The choice of the size of the time window τ is dictated by some requests: to fol-
low details of evolution of 1997-1998 sequence and to have enough data in each
interval time for the whole period under study (see Figure 2.4). The main goal of41
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time/magnitude plot
our analysis is to verify if there is a coherent variation of the background rate and
of p-value. A such evidence would be a clear sign that the high level of seismicity
of the sequence is not only due to an increasing of triggering capability, but is also
externally forced. This could be interpreted as an evidence of ﬂuid intrusion.
As Figure 2.5 shows, we ﬁnd a large systematic variation in the external forcing ν.
The starting time of an increasing of the background rate is identiﬁed at August 21
1997; a second change point, at January 8 1998, marks the end of this ”anomalous”
behaviour. A coherent variation of p-value is found between the end of August and
November 1997, pointing out a variation of time-decaying of triggering effect in a
ﬂuid-saturated medium.42
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Figure 2.6: Spatio-temporal distribution of events for the Umbria-Marche sequence. The distances
from the ﬁrst event are plotted as a function of the occurrence times. The blue line refers to the
theoretical position of the propagating pore pressure front in the case of a hydraulic diffusivity of
D =0 .90m2/s. Light and dark points refer to clustered and backgroundevents, respectively
In order to substantiate interpretation of our ﬁnding in Figure 2.6 we show the
spatio-temporal distribution of the complete and declustered activity. The distance
from the ﬁrst event (M4.4 occurred at September 3 1997) is plotted as a function of
the occurrence time. We compare the data points with the theoretical prediction for
ﬂuid induced earthquake activity . The distance r of the propagating pore pressure
front from the point source is given by r =
√
4πDt [Shapiro et al., 1997], where t
is the time and D the hydraulic diffusivity. Once the pore pressure change reaches
a point r at time t, it may trigger an event in that location at a certain time after the
perturbation. Therefore, in a (t,r) plot, seismicity is expected to occupy the space
beneath the theoretical curve. The ﬁt of a such curve is rather poor for the complete
catalog, but, in agreement with [Antonioli et al., 2005], the declustered seismicity
distribution matches with the pore-pressure triggering front envelope predicted by
an isotropic diffusivity of 90m2/s.43
2.5 Discussion and conclusive remarks
We discuss the hypothesis that one of driving processes of seismicity observed dur-
ing the Umbria-Marche sequence is intrusion of ﬂuids. The presence of ﬂuid ﬂow is
checked by exploring the time dependence of some parameters of the ETAS model.
The coherent variation of parameters examined here points out that the explosion
of seismic activity of the 1997-1998 Umbria-Marche sequence has not be ascribed
only to an increase of triggering effect, due to redistribution of the stress following
main-shocks occurrence. The signiﬁcative increase of background seismicity is a
clear sign of a externally forced impulse, that can be interpreted in terms of ﬂuid in-
trusion. The time period bounded by change points of ν(t) and p(t) (see Figure 2.5)
does not include the two strong events occurred at March 1998 in Gualdo Tadino
region. This is an evidence of signiﬁcance of our analysis. Even if these shocks
have a magnitude comparable with previous mainshocks, they occurred in an area
not involved by ﬂuid ﬂow; therefore the time evolution of aftershock production
is coherent with parameters estimated by the whole catalog. Clearly it cannot be
determined unquestionably whether the nonstationary background activity results
from tectonics or pore pressure changes. However we belief that the recognized
large variations on a short timescale are unlikely imputable to tectonic causes.
The procedure applied here seems to be a promising method to unveil ﬂuid sig-
nals, even in the case of poor hypocenter information and for patterns of seismicity
largely containing short-term triggered events.
2.6 Appendix2A:Theone–sampleKolmogorov–Smir-
nov test
The one–sample Kolmogorov–Smirnov test is used to test if a speciﬁed continuous
function F0 is the distribution function from which a random sample x1,x 2,....,xn,
with an unknown distribution FX, arose. Then the null hypothesis H0 that we wish
to test is
H0 : FX(x)=F0(x) for all x (2.8)44
The Glivenko-Cantelli Theorem [Gibbons and Chakraborti, 2003] states that the
empirical distribution function of the sample, Sn(x), provides a point estimate of
FX(x), for all x. Therefore, for large n, the deviations between the true and empiri-
cal distribution functions, |FX(x) − Sn(x)| should be small for all values of x.
The statistic KS1 used in the Kolmogorov-Smirnov one-sample test is deﬁned as
[Gibbons and Chakraborti, 2003]:
KS1=m a x
x |F0(x) − Sn(x)| (2.9)
The critical value of the exact distribution of KS1, under hypothesis H0, has been
tabulated for various values of n [see Gibbons and Chakraborti, 2003].Chapter 3
Some insight on time distribution of
strong events occurrence: evidence
for departures by stationary Poisson
Model
3.1 Introduction
The time independence of large earthquake occurrence is one of the most com-
monly accepted paradigms in seismology. This important feature of the earthquake
generating process is the main rationale behind the choice to consider (more or less
tacitly) large earthquakes occurring insidea speciﬁc region to be distributedas a sta-
tionary Poisson process [e.g., Vere-Jones, 1970]. The only suggested discrepancy
from this model is the presence of a few ”doublets” [Kagan and Jackson, 1999],
that are events very close in time (from days up to few years) and space (tens of
km).
The time independence (Poisson) hypothesis has many interesting and important
implications both from a physical and practical point of view. As a ﬁrst important
remark, this hypothesis implies that there is a signiﬁcant difference between the
timedistributionoflarge and smallerearthquakes, forwhichthe interactionbetween
events is predominant. In fact, the time distribution of medium-small earthquakes
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is strongly governed by triggering effects, that lead to clusters of seismic activity
well described by Epidemic Type Aftershocks Sequence (ETAS) models [Ogata,
1988; 1998]. On the other hand, the independence hypothesis presupposes that the
evidence of coupling between large earthquakes reported in literature [Ch´ ery et al.,
2001a, 2001b; Kagan and Jackson, 1999; Mikumo et al., 2002; Pollitz et al., 2003;
Rydelek and Sacks, 2003; Santoyo et al., 2005] can be considered exceptions rather
than a rule. In terms of the earthquake generating process, the independence hy-
pothesis for large earthquakes suggests that the triggering involves a spatial scale
signiﬁcantly lower than the usual distance between large earthquakes, and that the
earthquakestimedistributionisnotuniversalbecausephysicalprocesseswhichgen-
erate large and small earthquakes are different.
Actually, a robust validation of the time independence hypothesis is usually hard to
achieve (as well as to disprove) because of the scarce number of large earthquakes
for each seismotectonic area. In other words, with few events it is difﬁcult to reject
anyhypothesis,Poissonincluded. Then, inspiteofsomeevidenceoflong-termtime
dependence between strong earthquakes [Ch´ ery et al., 2001a, 2001b; Kagan and
Jackson, 1991, 1999; Mikumo et al., 2002; Pollitz et al., 2003; Rydelek and Sacks,
2003; Faenza et al., 2003; Rhoades and Evison, 2004; Corral, 2004, 2005; Santoyo
et al., 2005], there are not yet robust statistical tests to reject the Poisson hypothesis
for the largest earthquakesworldwide, nor commonlyaccepted alternativestatistical
distribution for these events. For this reason, the stationary Poisson paradigm is
implicitly accepted in many practical applications, such as in the formulation of
probabilistic seismic hazard assessment methodologies based on Cornell’s method
[Cornell, 1968], and in evaluating earthquake prediction/forecasting models [e.g.,
Kagan and Jackson, 1994; Frankel, 1995; Varotsos et al., 1996; Gross and Rundle,
1998; Kossobokov et al., 1999; Marzocchi et al., 2003a].
Notably, also other recent time-dependent approaches based on the supposed ”re-
current” behavior of each seismogenic fault [Working Group, 2002, and references
therein] are still based on the assumption of negligible interaction between large
earthquakes; in fact, the probability of an event for each seismogenic structure is
estimated only accounting for the ”recurrence” time of the fault, without consider-
ing possible effects of surrounding large events [Working Group, 2002]. We stress
that the use of different time distributions for faults [McCann et al., 1979; Nishenko47
and Buland, 1987; Ellsworth et al., 1999; Sieh et al., 1989; Kenner and Simons,
2005; Hurbert-Ferrari et. al, 2005] and seismic areas [Cornell and Winterstein,
1988; Gardner and Knopoff, 1974; Kagan and Jackson, 1994; 2000; Jackson and
Kagan, 1999; Papazachos et al., 1997; Faenza et al., 2003] is certainly not sur-
prising. Hypothetically, it is possible to have a very regular behavior on individual
faults and a Poisson distribution over the whole region. Here, we do not deepen this
important issue because the available earthquake catalogs allow us only to address
the study of seismogenic zones.
One particularly interesting aspect that we consider in characterizing the statistical
distributionof largest worldwide earthquakes is the presence of possiblenonstation-
arity, i.e., changes in earthquake rate. Remarkably, in fact, almost all (antithetical)
statistical models so far proposed assume stationarity for the seismogenetic process.
Until now, only very few papers have faced this issue. Marzocchi et al. [2003b] and
Selva and Marzocchi [2005] found a seismic rate change of decades in the Southern
California seismicity. Rhoades and Evison [2004], even though they do not mention
the nonstationarity issue, try to explain long-term ﬂuctuations in seismicity, recog-
nizing patterns of earthquakes that are precursory to strong events. Marsan and
Nalbant [2005] take more explicitly into account, from a theoretical point of view,
sometime misinterpreting,the probabilisticconcept of stationarity, suggestingsome
methods to detect signiﬁcant rate changes. From a more geological pointy of view,
some evidence of nonstationary behavior is also detected for individual faults by
paleoseismological studies [Hurbert-Ferrari et.al, 2005; Ritz et.al, 1995; Wallace,
1987; Friedrich et al., 2003].
3.2 Data Set
Here, we analyze the distribution of worldwide large earthquakes. For this purpose,
we use the Pacheco and Sykes [1992] (from now on PS92) catalog. This contains
epicentral coordinates, origin time, surface magnitude, Ms, and seismic moment,
M0, of events from the period 1900-1990, with Ms ≥ 7.0 and depth d ≤ 70 km.
The total number of events is 698; 547 of them occurred in the Paciﬁc Ring (see
3.1).48
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Figure 3.1: Map of locations of PS92 earthquakes. The size of circles is proportional to magnitude
of events.
For PS92, all surface magnitudes and some seismic moment values are collected
from the literature. For events with no published value of seismic moment, this
is estimated from the M0/Ms relationship obtained by Ekstr¨ om and Dziewonski
[1988] for large earthquakes. Surface magnitude and seismic moment are not uni-
formly recorded, because of human-induced changes and mixing of different in-
version procedures. For this reason, the authors apply some corrections to surface
magnitude in order to provide an homogeneous estimate at all times [see Pacheco
and Sykes, 1992, for more details].
In ourstudywe usethesecorrected Ms valuesbut, toavoidtheproblemofsaturation
of the surface magnitude scale, we prefer to consider the moment magnitude Mw
for events with Ms > 8.0. These values are obtained by seismic moment using the
relation of Hanks and Kanamori [1979]
Mw =
log(M0) − 9.1
1.5
(3.1)
where M0 is measured in Nm. Since all but two of events with Ms > 8.0 have inde-
pendently (i.e from literature) determined seismic moments, saturation of surface-
wave magnitudes should not affect Mw estimation. For events with Ms ≤ 8.0 the
Mw values are very close to corrected Ms values provided by catalog. The largest
computed moment magnitude value is Mw =9 .6, for the 1960 Chile earthquake:49
this is the strongest earthquake in the history of recorded events.
3.3 Worldwide Zonation
In this study, we deal with the spatial distribution of large earthquakes by means
of a subdivision of the Earth surface in zones that are homogeneous with regard to
seismic activity and orientation of the predominant stress ﬁeld. For this purpose, we
use the Flinn-Engdahl worldwide regionalization [Flinn and Engdahl, 1965; Flinn
et al., 1974]. This choice guarantees that the results obtained in this study are not
biasedbysomesortof”adhoc” selectionof theareas, forinstancebyusingthe same
earthquake catalogs twice, ﬁrst to deﬁne regional boundaries, and then to estimate
seismicity parameters in identiﬁed areas.
The Flinn-Engdahl (FE hereinafter) regionalization consists of 50 seismic zones
(see Figure 3.2), and it is however too detailed for our analysis; for instance, some
regions are too small and contains a very low number of events. In order to avoid
this problem we explore the possibility to deﬁne a new regionalization, merging
some FE zones into larger tectonically homogeneous zones.
We group original FE regions by computinga representative mean focal mechanism
for each one of the 50 zones, using the Cumulative Moment Tensor Method intro-
duced by Kostrov [1974]. This consists of summing all moment tensors of earth-
quakes in a given area and then of computing the best double couple for this cumu-
lative tensor. We use source parameters contained in the CMT catalog ([Dziewon-
ski and Woodhouse, 1983]; http://www.seismology.harvard.edu/projects/CMT/) of
global seismic events occurred in the period 1977-2004, with depth ≤ 70 km and
magnitude Mw ≥ 5.5 (11148 earthquakes). Since, considering the Aki conven-
tion [Aki and Richards, 2002], large differences of strike (φ) and dip (δ) angles can
be obtained for two close planes, we apply to regional mean double couples the
biunique angle transformation proposed by Selva and Marzocchi [2004]:
φ
  = φ; δ  = δ (0 ≤ φ<180)
φ
  = φ − 180; δ  = 180 − δ (180 ≤ φ<360). (3.2)
Then we compare focal mechanism parameters for neighboringFE zones and group50
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Figure 3.2: Map of 50 Flinn-Engdahl seismic regions [Flinn and Engdahl, 1965] (upper panel) and
map of new zones deﬁned regrouping 17 Flinn-Engdahl regions (lower panel) by Kostrov [1974]
method (see text for details).
zones for which the difference between strike, dip and rake angles is ≤ 45◦.
The 6 new regions obtained by this method (see Figure 3.2b) are listed in Table 3.1,
together with the 17 original FE zones that they comprise. The name of these new51
New zones FE zones
R2  2-3-4
R14  14-15
R17  17-18
R19  19-20-21
R22  22-23
R25  25-26-27-28-47
Table 3.1: Regions deﬁned regrouping 17 Flinn-Engdahl zones by Kostrov (1974) method (see text
for details).
zones is marked with an asterisk in the following. The other regions correspond to
original FE zones and they will be identiﬁed in the following with the same number
assigned by Flinn and Engdahl [1965] (for example: R1 coincides with the FE zone
1, R5 is the FE zone 5 and so on).
3.4 Methodology and Results
We investigate the time distribution of large earthquakes by following the minimal-
ist Occam’s razor philosophy. In a nutshell, we start by considering the simplest
possible model, i.e., the least informative and/or the one with the least number
of parameters; then, if the data show signiﬁcant departures from this hypothesis,
we consider more complicated models whose characteristics are indicated by the
discrepancies found. The reliability of each model is statistically tested, and the
relative ability of each model to describe the data is estimated by calculating the
corrected version of the Akaike Information Criteria (AICc) [Hurvich and Tsai,
1989]. The AICc statistic is deﬁned by
AICc(K)=−2LogL +2 K
N
N − K − 1
(3.3)
where N is the sample size, K is the number of parameters, and L is the likelihood
of the model. The corrected version of the Akaike Criterion removes the deﬁciency
of AIC, deﬁned as AIC = −2LogL +2 K [Akaike, 1974], to choose an over-
parameterized model, when the number of parameters is high relative to sample52
size (more than 30%).
In our case, the simplest possible model is the stationary Poisson process. This as-
sumes that the inter-event times between events (IETs hereinafter) are independent
and exponentially distributed. We check these two properties by means of two non-
parametric tests, namely the Runs test and the one-sample Kolmogorov-Smirnov
test (KS1) [Gibbons and Chakraborti, 2003]. The Runs test veriﬁes the reliability
of the independence of the earthquakes occurrence [see Appendix 3A], while the
KS1 checks the hypothesis that IETs are exponentially distributed [see Appendix
2A]. The use of both is necessary because the goodness-of-ﬁt tests are insensitive to
possible memory in the data (the order of the sequence is not considered in KS1, as
well as for any goodness-of-ﬁt test). In other words, this means that it is possible to
ﬁnd a good ﬁt with a stationary Poisson process even if the process is nonstationary
and/or autocorrelated.
The concept of stationarity is particularly important here, and it deserves a careful
deﬁnition. In probabilitytheory a stochasticprocessXt iscalled stationaryif, for all
n, t1 <t 2 <...<t n, and h>0, the jointdistributionof [X(t1+h),...,X(tn+h)]
does not depend on h [e.g., Cox and Lewis, 1966; Daley and Vere-Jones, 2003].
This means that the statistical description of the process is invariant with respect
to shifts of the starting time; then the stochastic behavior of a stationary process is
the same, no matter when the process is observed. In particular, a point process is
stationary if it possesses stationary increments, i.e., the distribution of the number
of events that occur in any interval of time [t,t + h) depends on the length of time
interval h (and not on t), and possibly on external variables (for example magni-
tude of events). In order to further clarify the concept, it is useful to comment on
the difference between a nonstationary process and the so-called ”time-dependent”
processes used in seismology (ETAS, Brownian Passage Time, Weibull, etc...). All
the time-dependent processes so far proposed in seismology are stationary, because
the parameters of the models do not vary with time. The misleading use of the
term ”time-dependent” actually refers to the fact that the hazard rate λ(t) depends
on time t. Moreover we again stress that the stationary has not be mistaken with
the ”memory” of a process, indicative of dependence on the ”elapsed” times since
the last event (as for renewal models) or on information about all past events (as in
ETAS models).53
3.4.1 Testing the stationary Poisson model
Table 3.2 reports the results of statistical tests, described in Appendixes 2A and 3A,
applied to the stationary Poisson hypothesis. The results clearly indicate that such
a hypothesis is rejected at a signiﬁcance level α<0.01 for three regions. Despite
the fact that we carry out two tests for 15 regions, it is very unlikely (probability
∼ 0.003) that 3 out of 30 independent tests are rejected at a 0.01 signiﬁcance level
by chance.
Region # events α Runs test α KS1
R1 42 0.68 0.05
R2  21 0.69 > 0.2
R5 39 0.90 > 0.2
R6 17 0.04 0.15
R8 56 0.84 0.1
R11 15 0.14 > 0.2
R12 35 0.33 > 0.2
R14  96 0.71 0.01 ←
R16 29 0.51 > 0.2
R19  125 0.03 0.01 ←
R22  54 0.39 > 0.2
R24 12 0.05 > 0.2
R25  54 0.01 > 0.2 ←
R29 11 0.42 > 0.2
R30 19 0.88 0.1
Global Catalog 698 0.85 0.01 ←
Table 3.2: Runs Test and KS1 Test applied to IETS of the PS92 catalog to verify the Poisson model.
Tests are performed both on global catalog as on data relative to regions with more than 10 events.
Last two columns show the signiﬁcance level at which we reject the null hypothesis of Poisson
model. Arrows indicate regions for which almost one of two test is rejected at 0.01 signiﬁcance
level. Asterisks identify the regions obtained by regroupingsome original Flinn-Engdahl zones (see
text).
Moreover, the Poisson hypothesis is also rejected for the whole catalog; this is
particularly important, because it has been proved that the sum of n Poisson pro-54
cesses having different parameter λi gives another Poisson process with rate λtot =
n
i=1 λi [Cox and Lewis, 1966]. In other words, the signiﬁcant departure from the
Poisson hypothesis on the global catalog means that earthquakes in one or more
tectonic areas are not distributed as a Poisson process.
In Figure 3.3 we report the empirical cumulative distribution function of the IETs
for the global catalog.
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Figure 3.3: Empirical cumulative distribution of IETs Δti = ti − ti−1 for PS92 catalog (reds dots)
along with the exponential distrubution expected for a stationary Poisson model (continuous blue
line) on logarithmic scale.
As we can see from the ﬁgure, the main discrepancy from the theoretical Poisson
distribution is an excess of small IETs. This suggests the presence of a more clus-
tered distribution than Poisson. For this reason, we decide to test the reliability of a
more complicated model, the stationary ETAS model, that is suitable to describe a
cluster process.
3.4.2 Testing the stationary ETAS model
The main characteristics of the ETAS model [Ogata, 1988; 1998] are reported in
previous Chapter (Section 2.3). Here, we only emphasize that the choice to check
its reliability has two main rationales: to account for the clustering found in the
previous section, and to check if a distribution that ﬁts well the seismicity in a quite55
different time-space-magnitude window (i.e., aftershocks sequence) is also able to
reproduce satisfactorily the main features of the worldwide large earthquakes time
distribution. The latter is the cornerstone for universality [Bak et al., 2002].
To estimate the parameters of the stationary ETAS model (ν,k,c,p,α,d,q,γ; see
Section 2.3 for more details of these parameters) we use the iteration algorithm
developed by Zhuang et al. [2002], which simultaneously provides an estimation
of the distribution for location of background events u(x,y), by a kernel method.
At each step, we identify parameters that optimize the log-likelihood by using the
Davidon-Fletcher-Powell method [Fletcher and Powell, 1963]. This procedure pro-
vides also a good approximation of the inverse Hessian matrix, that is the variance-
covariance matrix of the estimated parameters.
ETAS 1 (q =1 .5)E T A S 2 ( q  =1 .5) Poisson (K =0 )
# par.=6 # par.=7 #par.=1
ν 6.7 ± 0.3 year−1 6.7 ± 0.3 year−1 7.8 ± 0.3 year−1
K (4 ± 1)10−3 yearp−1 (4 ± 1)10−3 yearp−1
p 1.1 ± 0.11 .1 ± 0.1
c (2 ± 1)10−4 year (2 ± 1)10−4 year
α 1.2 ± 0.21 .2 ± 0.2
d 26 ± 3 Km 40 ± 10 Km
q 1.5 1.9 ± 0.3
γ ∼ 0.0 ∼ 0.0
Log-likelihood -10957.2 -10956.9 -11248.3
AICc 21926.4 21927.9 22498.6
Table 3.3: Parameters of the ETAS model. Maximum Likelihood parameters, Loglikelihood and
AICc values, for Poisson Model and for two versions of stationary ETAS model (obtained imposing
q =1 .5, or estimating also q) for PS92 catalog.
The parameters q and p are of particular interest here; they govern the decay in
space and time, respectively, of the coupling between events. Since some studies
show that static stress changes decrease with epicentral distance as r−3, we test this
hypothesis by checking if q is signiﬁcantly different by 1.5 (see Section 2.3). In
this way we also check indirectly the trade-off between parameters q and d that may
cause different pairs of q and d values to provide almost the same likelihood[Kagan56
and Jackson, 2000]. The maximum likelihood parameters and relative errors for the
whole catalog, obtained both imposing q =1 .5 (ETAS Model 1) and optimizing
q (ETAS Model 2), are reported in Table 3.3. In both case γ is not signiﬁcantly
different by 0. We also list the maximum likelihood rate, obtained by modeling the
dataset as a stationary Poisson process. Notably, values of all parameters and log-
likelihoods of ETAS Models 1 and 2 are very close, and the parameter q of Model
2 is not signiﬁcantly different from 1.5. This indicates the stability of results. In
our calculations we set the maximum interaction distance between events, Rmax
(see Section 2.3), to 1000 km [see also Kagan and Jackson, 2000]. However, some
trials show that estimated values of parameters do not depend on the chosen value
of Rmax, if this is larger than 300 Km. Note that this value is comparable to what
was found by Huc and Main [2003], and it seems to limit to a few hundreds of
kilometers any signiﬁcant effects of co-seismic perturbation.
We compare performance of the Poisson and two ETAS models through the statistic
AICc. The lower AICc value shows that ETAS Model 1 is the best model and than
q is not signiﬁcantly different from 1.5. Moreover the AICc statistics indicate that
the ETAS model is a better representation of the data than a Poisson process and
hence that the clustered activity in our database is not negligible.
The parameter ν is the overall rate of occurrence for non induced events, i.e., the
background seismic rate (see Section 2.3). For stationary ETAS Model 1, ν is con-
stant and it is 6.7 ± 0.3 yr−1 (607 background events in a time interval of 92 years
covered by the catalog). Other estimated parameters predict that the coseismic trig-
gering effect becomes negligible after a few months the occurrence of an inducing
event and at 300 km of distance from its location.
We stress that the use of constant parameters of the ETAS model assures the station-
arity of the process. In fact, a cluster process such as the ETAS modelis stationaryif
the cluster centers process is stationary and the distribution of the cluster members
depends only on their positions relative to the cluster center [Daley and Vere-Jones,
2003].
The ability of the ETAS model to follow the dynamics of the time series is tested
through the analysis of residuals [see Ogata, 1988]. The occurrence times ti of
earthquakes are transformed into new values τi by the relation57
Region # events α Runs test α KS1
R1 42 0.85 0.08
R2  21 0.76 0.24
R5 39 0.91 0.32
R6 17 0.10 0.10
R8 56 0.88 0.51
R11 15 0.41 0.16
R12 35 0.37 0.39
R14  96 0.67 <0.01 ←
R16 29 0.47 0.24
R19  125 0.02 <0.01 ←
R22  54 0.39 0.16
R25  54 0.01 0.48 ←
R30 19 99.1 0.14
Global Catalog 698 0.75 0.10
Table 3.4: Test of the ETAS model (Residuals). Results of residuals analysis for stationary ETAS
model, performed on global catalog and on data relative to regions with more than 10 events. The
tests are the same used in Table 3.2. Arrows indicate regions for which almost one of two tests is
rejected at 0.01 signiﬁcance level. Asterisks identify regions obtained by regrouping some original
Flinn-Engdahl zones.
τi =
 ti
Tstart
dt

R
dxdyλ(t,x,y/Ht) (3.4)
where Tstart is the start time of observation history, R is the examined region and
λ(t,x,y/Ht) is the conditional intensity of the ETAS model (see Section 2.3). If
the model describes well the temporal evolution of seismicity, the transformed data
τi are expected to behave like a stationary Poisson process with unit rate [Ogata,
1988]. The goodness of ﬁt of the stationary ETAS model to each region is evaluated
by testing the null hypothesis that values Δτi = τi+1 − τi are exponentially dis-
tributed (with mean equal to 1). The tests used are the Runs and KS1 test as before.
In Table 3.4 we report the results for each zone considered. From the results we can
see that three areas, R14 , R19  and R25 , show signiﬁcant departure from the null
hypothesis, implyingthat the stationary ETAS model is not able to describe well the58
data in those regions.
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Figure 3.4: Sequence of values Δτi for regions R19  and R25  where we reject the stationary
ETAS model by Runs test of residuals. Blue and red dots mark values below and above the average,
respectively. The dashed black line represent the average (equal to 1).
The presence of signiﬁcant autocorrelation in some sequences (see results of the
Runs test in Table 3.2 and in Table 3.4) may suggest the presence of long-term
modulation of earthquake rates, at least in some zones. In Figure 3.4, we show the
sequence of Δτi in regions for which we reject the stationary ETAS model by the
Runs test on residuals (R19 , R25 ). These plots highlight persistences, i.e., almost
uninterrupted subsequences all above or below the mean rate, suggesting that the
discrepancies found could be due to nonstationarity.
Since the low number of events in each region does not allow very elaborate anal-59
yses, we only investigate if the average seismic rate varies with time. This type
of nonstationarity is known in literature as weak nonstationarity [Daley and Vere-
Jones, 2003]. Moreover, since the paucity of induced events (about 10% of all
events) in the database does not allow more investigation on time variability of
triggering capability into seismotectonic zones, we only explore the nonstationary
behavior of the background rate ν. In particular, we check if the departure from the
stationary ETAS model is due to failure of the stationary hypothesis for the Pois-
sonian background seismicity, by analyzing the time distribution of the declustered
catalog.
The declustering of datasets is performed by applying the Zhuang et al. [2002]
procedure, developed for ETAS modeling. This technique estimates the probability
πi that the i-th event belongs to background activity by the ratio between the back-
ground rate μ(xi,y i) and the total occurrence rate λ(ti,x i,y i/Hti), both computed
by the stationary ETAS model (see Section 2.3). Then we assign each event i to the
declustered catalog if πi is larger than 0.5.
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Figure3.5: Histogramofprobabilityπi ofbelongingtobackgroundseismicity foreventsofPacheco
and Sykes (1992) catalog. These values are computed by stationary ETAS model. Events with a
probability πi larger than 0.5 are assigned to declustered catalog.
By this algorithm we identify 618 background events, and 80 aftershocks. The
choice of probability threshold is not critical because 632 events (i.e., more than
90%) have a probability πi close to 0 or 1 (see Figure 3.5), and only 66 events
have πi in the range (0.1,0.9). Note that, although any declustering procedure pro-
duces non-unique identiﬁcations (because of the intrinsic nature of aftershocks),
this sharp bimodal distribution of π drastically reduces biases due to possible after-60
shock misidentiﬁcations. We also stress that the declustering of the PS92 catalog
is performed taking as ﬁxed all parameters of the ETAS space-time model. This
assumption implies that the physical mechanism of earthquake generation is spatio-
independent, therefore the details of the time and space distribution are unchanged.
Only the seismic background can differ in distinct tectonic regions.
3.4.3 Testing the nonstationary ETAS model (NETAS)
To test for nonstationarity we compare the stationary ETAS model with a new
model in which background rate changes with time (ν(t)). This model, called in the
following NETAS (Nonstationary ETAS) model, is formulated by modeling back-
ground seismicity as a piecewise stationary Poisson process. The choice to split
the sequence into stationary subsets is only a mathematical expedience to simplify
the problem. We anticipate that the identiﬁcation of nonstationarity with this model
implies signiﬁcant variations of the earthquake rate, but it cannot discriminate if
these variations truly occur through discrete jumps, or through slow ﬂuctuations. In
fact, the available dataset does not allow this distinction to be made. From a phys-
ical point of view, the use of NETAS could be necessary to account for long-term
interaction between earthquakes and/or for time variations in tectonic processes.
AICc AICc 
Region # groups st. Poisson nonst. Poisson s.l. Runs test KS1
background background αα
R5 5 133.0 131.2 0.1 0.82 0.03
R12 4 130.1 120.5 <0.01 0.41 0.04 ←
R19  9 177.6 161.4 <0.01 0.69 0.22 ←
R25  3 154.3 146.5 0.01 0.57 0.05 ←
Table 3.5: Results of the NETAS model for the areas where NETAS perform better than ETAS. The
number of groups are identiﬁed by means of a K-mean algorithm. In third and fourth columns we
report the penalized AICc values (AICc ) obtained by using a stationary and nonstationary (piece-
wise stationary) Poisson model for the background. In ﬁfth column, we report the signiﬁcance level
at which stationary model is rejected. Last two columns show results of residuals analysis.61
Change points of the background seismic rate ν(t) are identiﬁed by applying the
K-mean cluster analysis algorithm (Appendix 3B). This procedure is commonly
applied to group objects of similar kinds into respective categories. It uses two
rules to classify IETs into groups that represent different stationary Poisson models
(see Appendix 3B). Details and problems related to this method can be found in Ap-
pendix 3B. Here, we only stress that the use of the AICc  criterion makes negligible
the possibility of overﬁtting the data, i.e., of providing too many change points.
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Figure 3.6: Results of analysis for region R12. a) Cumulative number of background events (blue
line) with magnitudes(blackstem plot) and changepoints identiﬁedby K-mean algorithm(redline).
Comparison of normalized cumulative number of residuals (blue dots) for b) stationary Poisson, c)
ETAS and d) NETAS models.
By theK-mean procedurewe identifysigniﬁcantchangepointsin4 (R5, R12, R19 ,
R25 ) of 13 analyzed zones (the ones with more than 10 events). In Table 3.5 we
report the number of groups identiﬁed by the K-mean algorithm and AICc  values
(corrected version of the AICc statistic that takes into account the increase of the
degrees of freedom of the modeldue tothe presence of change points; see Appendix
3B) for stationary and nonstationary Poisson models of the background. For the
stationary background model the penalty term is zero, and then the AICc  value62
is equal to AICc value. To estimate the statistical signiﬁcance of the difference
between the AICc  values of the two models, we apply the K-mean algorithm to
1000 simulated stationary Poissonian catalogs with the same rate as the examined
region.
Then, we compare the real difference with the distribution of the differences ob-
tained from simulated data, to estimate the probability that the real difference can
be obtained by chance, if background seismicity is a stationary Poisson process.
Results are reported in the ﬁfth column of Table 3.5. We ﬁnd that the nonstation-
ary model is signiﬁcantly better (s.l.<0.01) for 3 (R12, R19 , R25 ) of the 4 zones
considered.
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Figure 3.7: As for Figure 3.6, but relative to region R19 .
The time/magnitude plot, the boundaries of the subsets identiﬁed by the K-mean
algorithm, and the normalized cumulative distributions of residuals for the Poisson,
ETAS, and NETAS models are shown in Figure 3.6 (region R12), Figure 3.7 (region
R19 )and Figure 3.8(regionR25 ). Asa ﬁrst remark, we notethatthe improvement
of the goodness-of-ﬁt by taking into account nonstationarity is substantial. Second,
there is no evidence in favor of a systematic relation between rate changes and
magnitudes of events. Finally, the change points do not occur simultaneouslyinside63
the three regions, as we could expect if their origin would be due to man-made
changes in global recording practice.
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Figure 3.8: As for Figure 3.6, but relative to region R25 .
Suitability of the NETAS model to ﬁt the data is judged by applying the Runs
and Kolmogorov-Smirnov tests on residuals (last two columns of Table 3.5). By
the Runs test we ﬁnd that the hypothesis of stationarity of the residuals is not re-
jected for all zones. The null (Poisson process) hypothesis is never rejected by the
Kolmogorov-Smirnov test at a signiﬁcance level of 0.01, even though some weak
discrepancies from this hypothesis (signiﬁcance level of about 0.05) appear for re-
gions R12 and R25 .
3.5 Discussion and Conclusions
The analysis reported above highlights two main characteristics of the time dis-
tribution of strong earthquakes: 1) the stationary ETAS model is better than the
Poisson model to describe the time distribution of worldwide large earthquakes; 2)
the background of the ETAS model is not always a stationary Poisson model, but it64
can present time variations of decades (or longer) with different trends.
As regards the ﬁrst point, the better suitability of the stationary ETAS model than
the Poisson model, on both regional and global scale, points out that short-term trig-
gering activity due to co-seismic effects [King et al., 1994; King and Cocco, 2000;
Stein et al., 1997; Toda et al., 1998] is a typical feature also of strong earthquakes
occurrence. Remarkably, the estimated parameters of the stationary ETAS model
are consistent with values computed for moderate-small events (as for aftershocks
sequences) in tectonic zones [e.g., Ogata, 1999]. Note that this result is far from
obvious, and it shows that the physical process governing short-term clustering is
independent of the time-space-magnitude window considered.
As regards the second point, further investigations on a regional scale show that a
stationary ETAS model does not represent all characteristics of strong earthquake
occurrence. In particular, for some regions we ﬁnd signiﬁcant evidence of decadal-
scale time variations. This evidence indicates an earthquake generating process that
is time-dependent and maybe not memoryless, because it presents time variationsof
the rate, on a different spatio-temporal scale respect to short-term triggering. Note
that this long-term nonstationarityis a novelty. Until now, the little evidence there is
in favor of nonstationarybehavior of seismic sequences is at regional scale (Chapter
2) [see also e.g., Selva and Marzocchi, 2005], and with shorter characteristic times
that were interpreted in terms of static stress changes [Marsan and Nalbant, 2005],
of a rapid evolution of magmatic or ﬂuids intrusions (Chapter 1) [see also Hainzl
and Ogata, 2005; Lombardi et al., 2006], or short-term changes in stress relaxation
[Ouillon and Sornette, 2005]. At the same time, it is worth noting that some very
recent paleoseismological studies report independent evidence of nonstationarity
on single seismogenic structures [Ritz et.al, 1995; Wallace, 1987; Friedrich et al.,
2003; Hubert-Ferrari et al, 2005].
In general, the two results found in this analysis corroborate the hypothesis of uni-
versality of physical laws for earthquakes generation. In fact, the ﬁnding that an
ETAS model with the background slowly varying with time can be considered a
reliable distribution for the seismicity in a wide time-space-magnitude window is
one of the cornerstone of the universality hypothesis [Bak et al., 2002]. Note that
the time evolution of the background is not usually recognized in other worldwide65
(NEIC, CMT) [Huc and Main, 2003; McKernon and Main, 2005] or regional [e.g.
Hainzl et al., 2006] catalogs simply because the time variations found here have
characteristic times that are comparable, if not longer, than the time length of such
catalogs.
The two main ﬁndings of this study are almost in accordance with results previ-
ously reported by Kagan and Jackson [1991] who found a long-term clustering at
global scale also for largest earthquakes. In both papers, the independence hypothe-
sis is rejected, but there are important differences in the interpretation and modeling
of the time variations found. The long-term clustering proposed by Kagan and
Jackson [1991] implies a time-dependent stationary process where the probability
of earthquake occurrence depends only on some characteristics of previous events
(memory of the past), for instance, the time of occurrence and location. Moreover,
each clustering model presupposes only an increase in seismicity, namely the oc-
currence of an event can only promote other events. On the contrary, we do not
impose any long-term relationship between earthquake rate variations and informa-
tionaboutpreviousevents(time, magnitudeorlocation). Our NETASmodeldeﬁnes
a long-term nonstationary behavior of seismicity, but dependence on past history is
described only by short-term clustering. Moreover our ﬁnding suggest the possi-
bility of a decrease in seismicity, not explained by stationary long-term clustering
models.
As regards the causes of nonstationarity,a ﬁrst possibilityis that variationsin occur-
rence rate found in some regions can be due to inhomogeneitiesin collecting data or
to modiﬁcation of the quality of seismic network and/or macroseismic information.
As a matter of fact, datasets that cover large space-time windows, such as PS92,
include both instrumental as macroseismic data, making very hard the recognition
of possible spurious effects. However, although we cannot ﬁrmly rule out this pos-
sibility, we think this explanation is unlikely, because the time variations found are
not(always) compatiblewithtypicaltrendsinducedby adecreasing under-reporting
due to improving the quality and the coverage of seismic network. For instance, we
should observe a signiﬁcant increase of seismicity at the time when a new denser
network is installed. In our case, instead, we observe temporal trends of earthquake
occurrence (see Figures 3.7 and 3.8) that highlight a signiﬁcant decrease of seismic
rate in recent decades, for two zones (R19 , R25 ). For region R12 the increase of66
the rate in recent decades can be due to an improvement of historical information,
although this likely does not justify the doubling of the rate (it increases from 0.4
to 0.9). At the same time, the loss of information is not the only cause of the lack
of events in the period 1920-1950, in which a signiﬁcant decrease of the rate prob-
ably occurs. Moreover, global man-made changes in recording earthquake practice
would have led to almost simultaneous change points in different regions, different
from what is reported here.
As regards the physical causes of nonstationarity, we identify two main potential
factors: i) the presence of tectonic rates that vary with time; ii) long-term stress
interactions at regional or global scale. Note that both factors act by varying loading
stress into a region; what makes them different is the physical source that causes
such variations.
Although the present state of the art does not allow us to rule out any one of them,
some evidence may indicate a prefered mechanism. In particular, the hypothesis
that the driving mechanism for nonstationarity in large earthquake occurrence is
time varying plate motion is maybe the less likely. As a matter of fact, the tectonic
motion appears surprisingly stable, with comparable velocities over time intervals
which span5 order of magnitude, i.e., from a few years up tomillionsof years [Sella
et al., 2002; DeMets et al., 1994]. We remark that this stability is far from obvious,
and it implies the presence of very low (non-seismic) ﬂuctuations of the tectonic
motion, and perhaps of the related mean regional tectonic rate. On this subject,
we note that the comparison between GPS and geological estimation of tectonic
motions is usually done far from seismogenetic areas [Sella et al., 2002], because
of the signiﬁcant inﬂuence of seismic cycle effects, i.e., such as the post-seismic
slip (∼ 1 year) and/or deep crust - mantle viscoelasticity effects (20-30 years).
The post-seismic effects induced by great earthquakes are the driving mechanism
behind the second possible factor reported above. The occurrence of any earth-
quake induces a perturbation in the stress ﬁeld at any point on the earth’s surface.
Generally speaking, there are three different types of perturbations: the dynami-
cal stress variations (DSV) due to the passage of the seismic waves, the co-seismic
stress variations (CSV) due to the elastic residual deformation of the lithosphere,
and the post-seismic stress variations (PSV) due to the visco-elastic readjustment67
of the lower-crust and/or asthenosphere and mantle. From an observational point of
view, these three perturbations are characterized by different attenuation of the ef-
fects as a function of distance from the epicenter, and different characteristic times.
The DSV lasts only a few minutes (at maximum), and its maximum amplitude at-
tenuates with distance slowly, compared to the CSV and PSV [e.g. Gomberg et al.,
1998]. The CSV is approximately instantaneous (being due to the elastic rebound)
and it does not vary with time; its maximum perturbation decreases drastically with
distance [see e.g. Stein et al., 1992; King et al., 1994; Stein et al., 1994]. The PSV
reaches its maximum effect after a few decades or centuries [e.g. Thatcher, 1983;
Pollitz, 1992; Pollitz et al., 1998; Piersanti et al., 1995; 1997; Piersanti, 1999; Ken-
ner and Segall, 2000], depending on the viscosityof the lower crust and mantle, and
it decays with distance less rapidly than the CSV. In other words, CSV are promi-
nent at small distances from the source (the classical aftershock sequences), while
delayed effects due to the asthenosphere and/or lower crust relaxation are relatively
more important at larger distances.
Until now, there is well established evidence only in favor of co-seismic effects
[Stein et al., 1997; Toda et al., 1998; Wyss and Wiemer, 2000] and of some clear
dynamic triggering [Gomberg, 1996; Marsan, 2003; Marsan and Nalbant, 2005;
Felzer and Brodsky, 2006; Main, 2006]. As regards PSV, many authors reported
retrospective analyses [Pollitz and Sacks, 1992; 1997; Ch´ ery et al., 2001b; Freed
and Lin, 2001; Casarotti and Piersanti, 2003; Selva and Marzocchi, 2005], and ev-
idence for long-term coupling between earthquakes and volcanic eruptions [Linde
and Sacks, 1998; Marzocchi, 2002; Marzocchi et al., 2002], but the real effective-
ness of such a couplingisstilla matter of debate. Here, we onlyremark thatthe time
variations found for some zones in this study are compatible with the characteris-
tic times of PSV [see, i.e., Kenner and Segall, 2000]. Moreover, we also remark
that this kind of nonstationary behavior, with long-term clustering and periods of
low seismicity (similar to ”seismic gap”), was explicitly predicted by a numerical
model that simulates the PSV effects in a realistic tectonic setting [Marzocchi et al.,
2003b].
One of the more clear examples of long-termclustering of large eventsfound here is
the increase of seismicity detected between 1930 and 1960 in region R25  (Central
Asia) (see Figure 3.8). This period of very high seismicity has been correlated with68
postseismicregionalstressevolutiondue toviscoelasticrelaxationof thelower crust
and upper mantle [Ch´ ery et al., 2001b; Pollitz et al., 2003]. This physical process
impliesa long-termmemory,notmodeledby a (stationaryor nonstationary)Poisson
model, which is likely responsible for the nonlinear trend of the cumulative number
of events, in the time period from 1930 to 1950 (see Figure 3.8).
To sum up, the present knowledge of the earthquake generating process does not
allow the process responsible for the nonstationarity that we have found to be un-
ambiguously identiﬁed. We speculate that the most likely candidate could be some
sort of long-term interaction due to viscous relaxation of the asthenosphere and/or
lower crust. However, different possible catalog deﬁciencies prevent us from ﬁrmly
ruling out man-made effects, for instance due to changes in earthquake recording
practice, as a possible explanation of the nonstationarity found.
From a practical perspective, the results reported here highlight that the stationary
Poisson hypothesisthat stands behind most of the seismichazard assessmentshould
be considered with care. In this case, the detection of the cause of nonstationarity
in the seismic activity becomes imperative to signiﬁcantly improve long-term fore-
casting and seismic hazard assessment.
3.6 Appendix 3A: The Runs test
The runs test can be used to test if a process is stationary and not autocorrelated
(null hypothesis). In any time sequence of real numbers, a run is an uninterrupted
subsequence of consecutive numbers with the same sign, immediately preceded
and followed by numbers with opposite sign. In particular we can consider the
randomness of runs about the mean of the sample (positive sign for each data larger
than the mean of the sample, negative run otherwise). If we have N data, of which
p are positive and n are negative (n + p = N), the probability PR of obtaining a
number of runs lesser or equal to observed number R, under the null hypothesis, is:
PR =
R 
i=3,5,...

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If p and n are both > 10, the distribution of R can be approximated by a normal
distribution with mean ¯ R and variance σ2
R equal to
¯ R =
2np
n + p
σ
2
R =
2np (2np − n − p)
(n + p)2(n + p − 1)
. (3.6)
In this case we can carry out a Z-test, which consists in testing a standard normal
distribution for the statistic
Z =
R − ¯ R
σR
(3.7)
[see Gibbons and Chakraborti, 2003].
3.7 Appendix3B:K-meansClusterAnalysisAlgorithm
The K-means iterative algorithm is one of the simplest procedures that solve the
clustering problem. It is a non-hierarchical clustering algorithm that permits com-
pact clusters to be extracted by using global knowledge about data structure. It has
many variants, but the ﬁrst one was published by MacQueen [1967]. This procedure
follows a simple way to classify a given Q-dimensional data set, through a certain
number of K clusters ﬁxed a priori. The main idea is to deﬁne initial K centroids,
one for each cluster, and to associate each point of a given data set to the nearest
centroid. At each step, new K centroids are re-calculated as barycenters of clusters
resulting from the previous step. The K-centroids change their location step by step
until no more signiﬁcant variationsare obtained. This algorithmaims at minimizing
the within-class variance
σ
2 =
1
N
K 
k=1

j∈Ck
 uj − μk 
2 (3.8)
where N isthenumberofdatavectorsuj thatweare grouping,andμk isthecentroid
of k-th cluster Ck. If dimensions of the uj vectors have very different ranges, it is
advisable to normalize the data, in order to prevent one feature from dominating the
clustering procedure.70
There are two main problems related to application of the K-means algorithm. The
ﬁrst one is that there are usually several stable partitions, depending on the ini-
tial conﬁguration of centroids. The second is to decide the number K of clusters:
increasing K reduces the within-class variance σ2, but also increases the risk of
overﬁtting. We resolve these problems by using a model-based criteria.
Let us assume a general dataset D = {uj} that comes from a mixture of K groups
of random variables with a probability density function fˆ θk, where ˆ θk is vector of
parameters estimated for cluster Ck. In this case, we can invoke the AICc model
selection. The log-likelihood of D, for a speciﬁed conﬁguration M with K clusters
is:
Log[L(D|M,σ
2)] = log

j
f(uj|M,σ
2)
	
=l o g
 
j
fˆ θkj(uj)
	
. (3.9)
where kj is the cluster to which uj is assigned. Since potential change points are
selected by data, we must consider a corrected version of the AICc, given by:
AICc
  = AICc + pen(N,K−1) =
= −2LogL(D|M,σ2)+2 pK N
N−pK−1 + pen(N,K−1). (3.10)
where p is the dimension of ˆ θk and pen(N,K−1) is the contribution of K−1
change points as adjusted parameters. This last term depends on the number of
events in the dataset. The AICc  statistic permits the detection of the most likely
value of K, above which clustering quality does not improve, and the identiﬁcation
of the conﬁguration of centroids which maximizes the likelihood.
In our case, we have a dataset composed by IETs, that is D = {Δtj}. If we assume
that they come from a mixture of K exponential distributions with rate λk (then
p =1 ), for a speciﬁed conﬁguration M with K clusters the likelihood of D is:
Log[L(D|M,σ
2)] =
K 
k=1


Nk log(λk) − λkTk

(3.11)
where Nk is the number of interevent times in the k-th cluster and Tk is sum of
their lengths. We estimate λk as the ratio between Nk and Tk (maximum likelihood
estimator).71
Each IET between two adjacent groups is assigned to the group with the lowest rate,
if the probability of no event in this interval time (by the Poisson model) is larger
than 5%. Otherwise it is considered as a further group, with rate equal to the value
which provides a probability of occurrence equal to 5%.
Among possible initialization strategies, we simply use a random subset of the data
as initial centers. Therefore we choose the ﬁnal partition that has the lowest AICc 
value. To compute the penalty term pen(N,K−1) we use an empirical procedure.
We simulate 10000 stationary poissonian catalogs with the same rate as the real
dataset (different for each zone). For each catalog we select the best nonstationary
model deﬁned by the K-mean procedure, imposing that the number of groups is K.
Then we compute the penalty term as the average (over all simulated catalogs) of
differences between the AICc values for stationary and nonstationary models. This
procedure is applied for all K =2 ,...,10.72Chapter 4
Long-term Memory and
Nonstationarity in strong earthquake
occurrence: comparison of two
hypotheses
4.1 Introduction
The modeling of spatio-temporal distribution of moderate-large earthquakes forms
the basis for time-dependent seismic hazard assessment and, more generally, for
forecasting calculations. The huge social impact of risk mitigation has promoted
formulation of different and also contradictory models [Kagan and Jackson, 1991;
Ellsworth et al., 1999; Nishenko and Buland, 1987; Michel and Jones, 1998; Mc-
Cann et al., 1979; Shimazaki and Nakata, 1980] directed towards the understanding
of main features of dangerous earthquakes occurrence. Then, as a matter of fact,
if short-term spatio-temporal clustering of events in sequences is now widely ac-
cepted, quite different statistical models, on time periods of decades or centuries,
are still commonly used in forecasting and hazard studies [Working Group, 2002].
For this reason, the stationary Poisson paradigm is still implicitly accepted in many
practical applications, such as in the formulation of probabilistic seismic hazard
assessment methodologies based on Cornell’s method [Cornell, 1968], and in eval-
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uating earthquake prediction/forecasting models [e.g., Kagan and Jackson, 1994;
Frankel, 1995; Varotsos et al., 1996; Gross and Rundle, 1998; Kossobokov et al.,
1999; Marzocchi et al., 2003a].
In this context the role of stochastic modeling and of statistical tools is of primary
importance. Detection of possible signiﬁcative rate changes and, more generally,
of signiﬁcative departures by hypothesis of time independence of large earthquake
distribution can help to improve our understanding on driving mechanisms of seis-
micity.
Two main reasons can be given for justifying departures by hypothesis of Poisso-
nian distribution: (1) the history of occurrence exhibits persistences (i.e. long-term
dependence) [Kagan and Jackson, 2000] and (2) the main properties of the seis-
mic rate of an area has endogenous variations with time (weakly nonstationarity)
[Chapter III; see also Lombardi and Marzocchi, 2007]. The ﬁrst point concerns the
problem of the memory of the process, i.e. the inﬂuence that the occurrence of an
event has on future seismic rate. In terms of stochastic modeling the dependence on
past history is represented by introducing the occurrence times before t in expres-
sion of the mean rate λ(t). To avoid any misunderstanding, we remark that for a
stochastic model the dependence on the past history (memory) is not indicated by
the ”time dependence” property. Speciﬁcally the rate λ(t) of a ”time-dependent”
process changes with time (i.e. it is a function of t), but is not necessarily function
of past occurrence times. For example, the occurrence rate of a nonstationary Pois-
son process depends on time t, but not on past occurrence history (see Table 1 of
Introduction). On the other side theETAS model [Ogata, 1988; 1998]is an example
of a process of which time evolution is strongly affected by past events: the occur-
rence times ti before t are explicitly introduced in the expression of λ(t), so that the
past history drives the probability of future occurrence for a certain time period. A
well known example of a temporal trend inﬂuenced by the memory of the past, well
recognized in seismology at short spatio-temporal scale, is the clustering, that im-
poses the occurrence of an event promote future seismicity. However we stress that
the memory in a process could be modeled in other way, for example by a decrease
of the rate after the occurrence of an event, as the seismic gap hypothesis [McCann
et al., 1979] or, in some cases, interaction faults models based on Coulomb stress
changes [Stein, 1999; Piersanti et al., 1995] predict for earthquakes.75
As regard the stationarity,we remark that thisis a critical issueof probabilisticmod-
eling, involving that the statistical descriptors of process under study (for example
the mean rate) are invariant for different temporal ranges [Daley and Vere-Jones,
2003]. This hypothesis is generally assumed in seismic forecasting and hazard as-
sessment, but it is rarely tested and adequately discussed. Actually it is crucial in
any statistical analysis: if we are interested in estimating parameters or testing any
hypothesis in cases where the set of variables is not entirely stationary, standard
techniques are often largely invalid and, therefore, inappropriate.
At short time scales the memory in earthquake occurrence is a well recognized fea-
ture, mainly justiﬁed with faults interaction and with stress variations produced by
each earthquake on area surrounding its location. In Chapters I and II the problem
of nonstationarity recognition in sequences has been token into account and inter-
preted intermsof underlyingdrivingphysicalprocesses [see alsoHainzlandOgata,
2005; Lombardi et al., 2006]. On longer spatio-temporal scale the debate on these
issues is much more open and the achievement of an agreement is complicated by
some problems: the too small number of data to test adequately any hypothesis, the
lack of an unambiguous deﬁnition of term ”large earthquake”, that is related to seis-
mic capability and tectonic structure of the region, the uncertainty of geologic and
geodetical data, from which most hazard models are derived. All these inefﬁcien-
cies affect also formulation of long-term models, that are more based on subjective
belief than on checks on data. To understand which is (if there is) among memoryof
past history and nonstationary behaviour the predominant feature of long-term (and
long-range) earthquake occurrence can help to improve present forecasting models
and hazard methodologies.
Extensive research was carried out to develop suitable statistical methods for esti-
mating and modeling both the intensity of long-range dependence and nonstation-
arity, especially in time series analysis [Box and Jenkins, 1976]. For many time
series, autoregressive moving-average (ARMA) models serve as a parsimonious
way to summarize the autocovariance structure of the data [Box and Jenkins, 1976;
Brockwell and Davis, 1987]. One limitation of such model is that autocovariances
die off relative quickly and then they ﬁt short-memory time series, for which an
event affects the level of the series for a relatively short time. Moreover they are76
implicitly assumed to be stationary. To ﬁll this gap, the ARMA modeling has been
ﬁrstly extended to integrated ARMA (ARIMA) processes [Box and Jenkins, 1976;
Brockwell and Davis, 1987], that take into account nonstationary behaviour, and
then to fractionally integrated ARMA (ARFIMA) models [Granger and Joyeux,
1980; Hosking, 1981], directed towards the inclusion of long-memory persistence,
too. These last models are more suitable for data that have a slowly decaying au-
tocorrelation function and then they have come to play an increasing role in large
number of applications, as longer time series have become available.
We stress that here, the ARFIMA models are considered more as an investigation
tool than as a modeling strategy to use for hazard and forecasting calculations. We
use them to recognize the presence of long-term memory or a nonstationary trend
in earthquake occurrence of a preﬁxed area. Results coming from this analysis can
be used for a more acquainted modeling of seismicity and to improve performance
of hazard assessment.
4.2 Data Sets
In this study, we deal with the distribution of moderate-large earthquakes, by sepa-
rately analyzing data collected into two worldwide and one regional catalogs. The
main rationale behind the choice of investigating more datasets is to compare be-
haviour of time histories recovering different domains. Moreover the analysis of
worldwide datasets can highlight variability of main features of earthquake occur-
rence due to different tectonic characteristics.
Theﬁrst datasetthatweconsideristhePachecoandSykes [1992](hereinafter PS92)
catalog. This contains epicentral coordinates, origin time, surface magnitude, Ms,
and seismic moment, M0, of 698 events occurred in the period 1900-1990, with
Ms ≥ 7.0 and depth d ≤ 70 km. The values of Ms can be considered homogeneous
in time, because the authors apply some corrections to original estimates in order to
compensate the lack of uniformity in recording [see Pacheco and Sykes, 1992, for
details]. In our study we use these corrected Ms values but, to avoid the problem
of saturation of surface magnitude scale, we prefer to consider the moment magni-
tude Mw for events with Ms > 8.0. These values are obtained by seismic moment77
using the relation of Hanks and Kanamori [1979]. Since all but two of events with
Ms > 8.0 have independently (i.e from literature) determined seismic moments,
saturation of surface-wave magnitudes should not affect Mw estimation. For events
with Ms ≤ 8.0 the Mw values are very close to corrected Ms values provided by
catalog.
The second global dataset is the Preliminary Determination of Epicenters (here-
inafter NEIC) catalog, collected by the National Earthquake Information Service
(NEIC/USGS) (www.neic.cr.usgs.gov/neis/epic/epic.html). The NEIC catalog is
the most complete instrumental data-set of the last thirty years. Kagan [2003], in
his analysis on global earthquake catalogs, identiﬁes about 50 Ms ≥ 6 aftershocks
present in the NEIC catalog but missing in the CMT (Centroid Moment Tensor)
dataset ([Dziewonski and Woodhouse, 1983]). About 30 earthquakes of these are
not temporally proximate to others CMT earthquakes. The magnitude scale con-
sidered is the maximum (Mmax) among different magnitude values reported. This
choice permits to reduce problems coming from saturation of magnitude and is in
agreement with NEIC valuation method used in compiling catalog (eighty columns
format). We select events occurred from 1 January 1974 to 31 December 2003,
with depth ≤ 70km and magnitude Mmax ≥ 6.0 (3197 events). For most events
(about 50%) Mmax is the surface magnitude (Ms), whereas moment (Mw) and body
(Mb) magnitude are considered for 30% and 13% of events, respectively. The mag-
nitude of remaining events belongs to minor (local Ml, duration Md, energy Me)
or to unknown scales. Clearly some of these magnitude classes have not been uni-
formly recorded in time. For example, Mw recording practically begin at about
1990, with development of organized network as Centroid Moment Tensor (CMT)
system. Moreover the events for which the magnitude scale is unknown mostly oc-
curred in the ﬁrst decade of time period examined here.
The third catalogthat we consider isthe Italian parametric seismiccatalogue (CPTI)
published by the Working Group CPTI [2004]. It reports earthquakes, collected in-
dependently in different national datasets, with intensityI0 ≥ V/VI, occurred from
the second century B.C. to 2002. This catalogue is obtained by applying a declus-
tering procedure to an original dataset, consisting in removing all events occurred78
in a 90-days and 30-kms spatio-temporal window respect to a shock with a larger
magnitude. In order to have a complete catalogue we consider the events with
Mw ≥ 5.5 since 1600 (203 events). This magnitude threshold represents the value
above which the earthquakes in the Italian territory are considered dangerous.
4.3 Methodology
4.3.1 Declustering procedure
Ourstudyisdirectedtowardstherecognitionof long-termandlong-rangeproperties
of earthquake occurrence. In order to remove the short-term triggering effect, we
apply a declustering procedure to PS92 and NEIC catalogs. As above mentioned,
the CPTI dataset is already declustered, then we decide to not carry out further ﬁl-
tering procedures. Speciﬁcally we consider the declustering stochastic algorithm,
usedin previousChapters, proposedbyZhuanget al. [2002] andbased ontheETAS
model [Ogata, 1988; 1998]. This modeling describes the total seismic rate as the
sum of two contributions: the background rate, that refers to activity which is not
triggered by precursory events and is forced by external physical processes, and the
rate of events internally triggered by stress variations of previous earthquakes, in
agreement with the modiﬁed Omori-law [Utsu, 1961]. The ”background” seismic-
ity is modeled by a stationary Poisson process, of which rate changes with seismo-
genetic capability of examined zone. In particular we consider an isotropic power
law function to model the triggering effect of each event on area surrounding its
epicenter. Therefore the total intensity function of model is given by
λ(t,x,y/Ht)=μ(x,y)+

ti<t
K
(t − ti + c)pe
α(Mi−Mmin) Cd,q
(r2
[(x,y),(xi,yi)] + d2)q (4.1)
where Ht = {ti,M i,(xi,y i),t i <t } is the observation history up time t, Mmin is
the minimum magnitude of catalog and Cd,q is normalization constant of triggering
spatial function. We set μ(x,y)=νu(x,y), where ν is a positive-valued parameter
and u(x,y) is the probability density function (PDF) of locations of background
events. The probabilityπi thatthe i-th event,occurred at location(xi,y i), belongsto79
background activity is estimated as the ratio between the background rate μ(xi,y i)
and the total occurrence rate λ(ti,x i,y i/Hti).
To estimate parameters of the stationary ETAS model (ν,k,c,p,α,d,q) we use the
iteration algorithm developed by Zhuang et al. [2002] and basing on the Maximum
Likelihood Method [Dalay and Vere-Jones, 2003]. This procedure also provides a
PDF for location of background events u(x,y), by means of a kernel method. Since
somephysicalinvestigationsshowthatstaticstresschangesdecrease withepicentral
distance as r−3 [Hill et al., 1993], we impose q =1 .5. This choice is also justiﬁed
by the recognized trade-off between parameters q and d, that is different pairs of q
and d values provide almost the same likelihood of the model [Kagan and Jackson,
2000].
Parameter PS92 NEIC
ν 6.7 ± 0.3 year−1 84 ± 2 year−1
K (4 ± 1)10−3yearp−1 (2.3 ± 0.3)10−3yearp−1
p 1.1 ± 0.1 1.22 ± 0.02
c (2 ± 1)10−4 year (1.2 ± 0.3)10−4 year
α 1.2 ± 0.2 1.6 ± 0.1
d 26 ± 3 km 12 ± 0.5 km
q ≡ 1.5 ≡ 1.5
Log-likelihood -10957.2 -37555.0
Table 4.1: Maximum Likelihood Parameters of the ETAS model for PS92 and NEIC catalogs
We apply the Zhuang et al. [2002] procedure to PS92 and NEIC catalogs. The
values of parameters, with relative errors, and the maximum likelihood value are
reported in Table 4.1. We assign to background seismicity events for which the
probability pi is larger than 0.5. We stress that the choice of this threshold does
not affect following results, because about 10% of all events have a probability pi
ranging between 0.1 and 0.9. By this procedure we select 618 and 2563 events for
PS92 and NEIC catalogs, respectively.80
4.3.2 Deﬁnition of the time series
The goal of this study is to provide a testable method to investigate the stationary
and long-term memory in occurrence of moderate-large earthquakes. In order to
consider the spatial variability of main features of seismogenetic process, due to
different tectonic domains, we deﬁne a discrete time series {Rk
j,k =1 ...N} for
each node (Xj,Yj) of a suitable spatial grid. The term Rk
j is the occurrence rate
in time period Ik =[ ( k − 1)τ,kτ) relative to node (Xj,Y j). The choice of inter-
val time τ is a balance that accounts for different opposite requirements: it must
be large enough to include data needed for calculations, but also small enough to
have a sufﬁcient number of data in the time series. To avoid any dependence by
subjective decisions, as for examples the deﬁnition of prior seismic zoning that dic-
tates the boundaries of seismic activity, we estimate the seismicity rate for each
node by smoothing the surrounding seismicity by suitable kernel functions. Much
more critical than the choice of kernel function type is the choice of an appropriate
bandwidth. This controls the degree of smoothness of data: a too low value of this
parameter can produce an overﬁtting with consequent preservation of very small
seismicity features; on the other side a too high bandwidth causes a strong redistri-
bution of data that can lead to blurring of local seismicity properties. Here we use
a Gaussian kernel estimate method, similar to procedure proposed by Zhuang et al.
[2002]. The bandwidth changes with both the spatial occurrence density and the
released energy in the region. For each node the mean occurrence rate Rk
j is given
by
R
k
j =

i=1...N;tj∈Ik
1
2πc2
i
exp

−
r2
[(Xj,Yj);(xi,yi)]
2c2
i

(4.2)
where r2
[(Xj,Yj);(xi,yi)] is the distance between the node (Xj,Y j) and the epicenter of
i-th event (xi,y i). The choice of the local bandwidth ci is driven by some aspects. It
has to be larger of the epicentral error of the event, to avoid a too detailed smoothing
respect to quality of data; moreover it must take into account the fault length Li,t o
consider the dimension of the source. This last is estimated by magnitude Mi using
the empirical relation81
Li =
√
101.21Mi−5.05 (4.3)
in agreement with [Bath and Duda, 1964]. A general simple empirical rule, that
provides a reliable value of ci for each event, in agreement with the above requests
and independently by quality of data collected in different catalogs, is ci =3 Li.B y
this relation the bandwidth ci, for an event with magnitude ranging from 5.5 to 8.5,
varies from few tens to about one thousand kilometers. This is in agreement with
assumptions of Kagan and Jackson [2000] which, in their analysis of moderate-
large seismicity (M ≥ 5.8) of last tens of years, impose an interaction distance
smaller than 1000 km. For larger events (M ≥ 8.5), ci has an order of magnitude
from one to few thousand of kilometers. By this choice we include the contribution
of remote strong events in computation of the seismic rate of a region. The values
of bandwidth for these events is in agreement with Marzocchi et al. [2003], which
to estimate the stress perturbation in a region include contribution of strong events
(M ≥ 7.0) occurred up to 5000 km of distance.
4.3.3 ARFIMA modeling
An essential part in the selection of a suitable model for a given set of observations
is to identify dependence structure trough time, deviations from stationarity, and
features which constitutes the source of the randomness. We investigate all these
topics for the time distribution of large earthquakes by the ARFIMA models [Box
and Jenkins, 1976; Brockwell and Davis, 1987]. The main characteristics of them
are reported in Appendix 4A. Here we only stress that, by using these models,
we are providing a simple description of what is in fact an extremely complicated
situation. The main rationale behind the choice to check their reliability is that they
provide a ﬂexible, estimable and interpretable class of models, able to recognize
the main features of the system under study. Information coming from this type of
analysis can be used in a more soﬁsticated modeling.
A problem related to the ARFIMA modeling is to deﬁne the order of the best model
and to avoid overﬁtting and parameter redundancy [Brockwell and Davis, 1987].
Therefore, some care is needed in estimating procedures, to achieve parsimony in
parameterization. Speciﬁcally, for time series of only a few hundred or less of ob-82
servations, the estimated autocorrelation function (ACF) from data generated by an
ARMA(p,q) model would be indistinguishable from that of a time series generated
by a process AR(p) (q ≡ 0). Only with time series of more observations enough
information would be available to obtain a good estimate of additional parameters
and then the need to account for a more elaborate model could arise. However we
stress that the estimators of parameters of ARFIMA models need not be seen as
purely ”parametric”, in the sense of depending crucially on a correct parametriza-
tion of the process. The autoregressive structure, which extracts statistical informa-
tionfrom thedata, is capable of ﬁttinga verygeneral classof processes. Then useful
estimates can also be obtained from mis-speciﬁed models. In this sense estimating
procedures may be thought of as ”semi-parametric”. The long-memory component
is captured via fractional parameter r, and the presence of nonstationarity via the
analysis of a variable number of ARMA terms. This last may be increased with
sample size, to detect increasingly subtle short-memory features as sample infor-
mation accumulates.
All methods proposed in the literature to determine the order of an ARMA(p,q)
process, such as those based on autocorrelations and partial autocorrelations, cannot
be used to determine the order of an ARFIMA(p,d,q) process. In fact when the
fractional parameter r is signiﬁcantly non null, the autocorrelations decay to zero
at a slower rate of convergence than the ARMA models; this makes impossible to
recognize the short-memory components (see Appendix 4A).
The estimation of parameters for a speciﬁed ARFIMA(p,d,q) model is carried out
in two levels, in agreement with the fast and accurate method proposed by Haslett
and Raftery [1989]: an outer univariate unimodal optimization in r over the in-
terval [0,.5], using Brent’s algorithm [Brent, 1973], and an inner nonlinear least-
squares optimization in the AR and MA parameters to minimize white noise vari-
ance of residuals. The justiﬁcation of this two-step procedure is that if Xt is an
ARFIMA(p,d=r+i,q) model, then the process Yt =( 1−B)rXt, obtained by ﬁltering
Xt through the fractional difference operator (1 − B)r, is an ARIMA(p,i,q) model.
The Haslett and Raftery [1989] methodology can be used in the non-stationarity
region as well; then it is useful in all applications where stationarity is not normally
known a priori to apply. Other estimators, in particular the Yule-Walker [Box and
Jenkins, 1976; Brockwell and Davis, 1987], are convenient for obtaining theoretical83
properties in the stationary region, only. The procedure proposed by Haslett and
Raftery [1989] is applied to our time series by using the MINPACK subroutines
written by Chris Fraley [More et al., 1980].
The best ARFIMA model is identiﬁed by calculating the corrected version of the
Akaike Information Criteria (AICc) [Hurvich and Tsai, 1989] for the ﬁltered (by r)
series Yt. The AICc statistic is deﬁned by
AICc(K)=−2LogL +2 ( K)
N
N − K − 1
(4.4)
where N is the sample size, K = p+q+1is the number of parameters, and L is the
likelihoodof the model, computed by recursiveoptimizationprocedure proposed by
Haslett and Raftery [1989] on the process Yt.
To select the optimal moving average autoregressive orders, we consider that, once
the model parameters have been estimated, there should be no structure in the resid-
uals  t. In particular, we are interested in ﬁnding whether the residuals are indepen-
dent and identical distributed (iid) random variables. Considering above comments
on parsimony in parameterization, we ﬁrstly consider p ≤ 5 and q ≤ 1. Higher
ARMA components are taken into account only if this procedure does not provide
a model with iid residuals for more than 5% of non null time series. The white
noise distribution for residuals is checked by the Ljung-Box (LB) version of the
Portmanteau test [Box and Jenkins, 1976; Ljung and Box, 1978], of which details
are described in Appendix 4B. A large value of statistic Q indicates that the sample
autocorrelations of residuals are too large to accept null hypothesis. This suggests
that there is signiﬁcant dependence among the residuals and then that we need to
look for a more complex time series model.
Once the best model is identiﬁed, we check on stationarity of the time series, that
is on the presence of unit roots in autoregressive polynomial (see Appendix 4A).
Among the procedures for testing unit roots hypothesis available in literature, we
consider the Augmented Dickey-Fuller Test (ADF) [Dickey and Fuller, 1979; Said
and Dickey, 1984] (see Appendix 4C). For both ADF and LB tests a signiﬁcance
level of 5% is assumed.84
4.4 Testing the ARFIMA algorithm
The estimation of the fractional differencing parameter r is fraught with difﬁcul-
ties. All known methods produce relatively large estimation errors, specially for
relatively small samples (N ∼ 100). Another problem arising with the ARFIMA
models is that nonstationary ARIMA processes and nearly nonstationary ARMA
processes (such as autoregressive processes having a root of the AR polynomial
close to unit circle) have almost indistinguishable sample autocorrelation proper-
ties from those of stationary long-memory ARFIMA processes. Then, in order to
substantiate interpretation of results of analysis of real data, we test the procedure
described in previous subsection on simulated time series. The main rationale be-
hind this check is to verify that the possible identiﬁcation of long-term persistence
is not the result of a misspeciﬁcationof a nonstationarytrend. Speciﬁcally we simu-
late four classes of synthetic datasets, obtained imposing a short/long-term memory
and a stationary/nonstationarybehaviour. The ﬁrst two groups include 1000 station-
ary time series with 100 observations, simulated by the short-term memory model
ARMA(1,0) and the long-term memory model ARFIMA(1,0.3,0). For both simula-
tionwe considerφ1 =0 .5. The other twotests are performed on as manytimeseries
simulated by two different nonstationary models: an ARIMA(1,1,0) short-term and
an ARFIMA(1,1+0.3,0) long-term memory model. For both these last simulations
φ1 is equal to 1., of course. We assume that residuals are a normal white noise
process. To test the goodness of the algorithm respect to the size of residuals, we
perform different tests, by changing σ  from 0.1 to 1000. In Table 4.2 we report
some information on empirical distribution of parameter r (the 2.5th, 50th and 97.5
percentiles) and the proportion of time series for which a nonstationary trend is
identiﬁed.
The ﬁrst result is that the large estimation error on r can produce a misleading inter-
pretation about the presence or not of long-term memory. Speciﬁcally the algorithm
strongly undervalues this parameter, especially in the stationary case. However this
inefﬁciency does not signiﬁcantly inﬂuence the recognition of nonstationary trend.
The algorithm is able to distinguish stationary and nonstationary time series with a
good conﬁdence level (∼ 90%). Moreover the not recognized nonstationary time
series have a value of statistic TLB very close (the difference is less than 0.1) to85
ARMA(1,0) ARFIMA(1,0.3,0) ARIMA(1,1,0) ARFIMA(1,1+0.3,0)
φ1=0.5; r=0.0 φ1=0.5; r=0.3 φ1=1.0; r=0.0 φ1=1.0; r=0.3
σ perc. r % NONST perc. r % NONST perc. r % NONST perc. r % NONST
0.1 (0.0, 0.0, 0.38) 0% (0.0, 0.0, 0.33) 8% (0.0, 0.04, 0.25) 91% (0.0, 0.16, 0.5) 90%
1.0 (0.0, 0.0, 0.38) 0% (0.0, 0.0, 0.34) 6% (0.0, 0.03, 0.24) 91% (0.0, 0.17, 0.5) 89%
10.0 (0.0, 0.0, 0.38) 0% (0.0, 0.0, 0.36) 7% (0.0, 0.03, 0.24) 91% (0.0, 0.18, 0.5) 89%
100.0 (0.0, 0.0, 0.39) 0% (0.0, 0.0, 0.36) 7% (0.0, 0.02, 0.25) 92% (0.0, 0.16, 0.5) 89%
1000.0 (0.0, 0.0, 0.39) 0% (0.0, 0.0, 0.37) 7% (0.0, 0.02, 0.25) 92% (0.0, 0.17, 0.49) 90%
Table 4.2: Test of the algorithm on 1000 syntetic catalogs for four different ARFIMA models.
The 2.5th, 50th and 97.5th percentiles of estimated values of r and the proportion of time series
recognized as nonstationary are reported.
critical value (-2.89). Then, in real data analysis, a check on TLB statistic can help
to corroborate interpretation of results. None inﬂuence of residuals variance σ  is
found.
4.5 Results
The procedure described and tested in previous sections is applied to our datasets.
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Figure 4.1: Map of the fractionally integrated parameter r of the best ARFIMA model for PS92
catalog. Gray circles indicate locations of events. The black squares mark locations of nodes for
which some details of analysis are discussed.86
To deﬁne time series for PS92 catalog, we set the grid side equal to 300km (5666
nodes) and τ =1yr. Therefore in each node of the grid we have a time series
of 90 observations. The maximum lag of estimated autocorrelations m, used in
calculations, is equal to 20. All non null time series are described by an ARFIMA
process, with p ≤ 5 and q ≤ 1.
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Figure 4.2: Histogram of the TLB values for PS92 time series with the autoregressiveorder p larger
than0. ThecriticalvalueforTLB statistic, abovewhichatimeseriescanbeconsiderednonstationary
at conﬁdence level of 95%, is -2.89 (sample size 90).
For all time series we accept the null hypothesis of uncorrelation of residuals by the
Portmanteau test at 95% conﬁdence level. The estimated values of fractional pa-
rameter r highlights signiﬁcative long term temporal dependence (see Figure 4.1).
Speciﬁcally we ﬁnd a clear evidence of long term memory of seismic rate in Mon-
golia, in Turkey region and in most parts of Paciﬁc Ring, especially in California,
in Chile, in Southern-Eastern Asia and in area surrounding New Zealand. In order
to investigate if any region shows a nonstationary behaviour, we apply the ADF test
(see Appendix 4C). By this we reject the nonstationary hypothesis at 95% conﬁ-
dence level in all zones. The values of statistic TLB, much below the critical value
(equal to -2.89 for a sample with 90 observations), remove any doubt on the truth
of this deduction (see Figure 4.2). The values of
p
i=1 ψi, that could be equal to or
larger than 1 for a nonstationary time series (see Appendix 4A), not exceed 0.5 and
further corroborate results of the ADF test.
The time series relative to NEIC catalog are identiﬁed by setting τ =0 .5yr and by87
using the same grid of PS catalog.
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Figure 4.3: Map of the fractionally integrated parameter r of the best ARFIMA model for NEIC
catalog. Gray circles indicate locations of events.
For each node the time series has 60 observations, then we consider the maximum
lag m for ACF calculations equal to 15. All NEIC time series are described by an
ARFIMA process, with p ≤ 5 and q ≤ 1, but the autoregressiveorder is low (p ≤ 2)
in most zones. The estimated values of r are generally rather low and show a very
lame evidence of long-term persistence in the Western coast of the Paciﬁc Ring and
in interior of the Asia (see Figure 4.3).
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Figure 4.4: Histogram of the TLB values for NEIC time series with the autoregressiveorderp larger
than0. ThecriticalvalueforTLB statistic, abovewhichatimeseriescanbeconsiderednonstationary
at conﬁdence level of 95%, is -2.91 (sample size 60).88
The ADF test does not identify a nonstationary trend in any zone (see Figure 4.4) at
95% conﬁdence level (the critical value for a sample with 60 observations is -2.91.)
The values of
p
i=1 ψi do not exceed 0.5.
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Figure 4.5: Map of the fractionally integrated parameter r of the best ARFIMA model for CPTI
catalog. Gray circles indicate locations of events. The squares mark locations of nodes for which
some details of analysis are discussed.
To explore the time distribution of historical moderate-large seismicity in Italy
(CPTI catalog) we set τ =5 yr and m =2 0 . The grid size is equal to 50kms
and for each node the time series has 81 observations. The estimated values of r
highlight two zones in which seismicity is affected by a long-term memory (see
Figure 4.5). These was interested by two of the most strong earthquakes of the
last century: the Mw6.9 Irpinia earthquake occurred in 1980 and the 1997 Mw6.0
Colﬁorito earthquake.
The ADF test does not highlight any nonstationarity (see Figure 4.6): the values of89
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Figure 4.6: Histogram of the TLB values for CPTI time series with the autoregressiveorder p larger
than0. ThecriticalvalueforTLB statistic, abovewhichatimeseriescanbeconsiderednonstationary
at conﬁdence level of 95%, is -2.9 (sample size 81).
statistic TLB are below the critical value -2.90 and the values of
p
i=1 ψi does not
exceed 0.4.
To further verify that above results do not come out form a misspeciﬁcation of a
nonstationaryARIMA model witha stationarylong-termmemory ARFIMA model,
we apply again the procedure to all time series by imposing r =0 . Some variations
are found in estimating autoregressive order, of course, but none nonstationary is
recognized in any time series.
4.6 Discussion and Final Remarks
The causes of departures by time independent hypothesis of large earthquake oc-
currence, recognized at global scale in Chapter III and in some studies [Kagan and
Jackson, 1991; Kagan and Jackson, 1994; Lombardi and Marzocchi, 2007], can be
explained by two potential factors. The ﬁrst is that the seismic capability of a re-
gion is almost memoryless but its basic properties can change with time, following
variations of tectonic rate. By a statistical point of view this is interpreted as a non-
stationarity time-dependent behaviour (in agreement with a nonstationary Poisson
process; see Table I of Introduction), that is as time variation of basic descriptors
(for example the mean rate) of the occurrence history. The process exhibits a time90
independent local (short-term) behaviour around a mean level that changes with
time (see Figure 4.7a).
a)
b)
Figure 4.7: Examples of a nonstationary (top) and a long-term memory (bottom) time series.
The second cause is the presence of long-term memory: the seismic rate shows a
long-term autocorrelated behaviour, by a longer time respect to typical length of
sequences. Then the recognized ﬂuctuations of mean rate are due to a modulation
by past history that is not fully explainable with short-term memory (see Figure
4.7b). The present state of the art does not allow us to rule out any one of these
possible causes and to identify the driving mechanism of large earthquake occur-
rence. The class of ARFIMA models presented here provides a general framework
for representing seismic time series that could display long-term persistence. Es-
timation of long-memory models by autoregressive approximation is feasible even
in quite small samples. Moreover it is consistent across a range of stationary and
nonstationary values of parameters, so that estimation does not require knowledge
of an appropriate transformation to apply.
In order to better explain methodology and results, we show in details analysis per-
formed for two PS92 time series. Speciﬁcally we consider nodes with coordinates
[35.76◦S, 151.132◦W] (Mongolia) and [3.98◦S, 94.81◦W] (Indonesia region), of
which locations are marked in Figure 4.1 (black squares). We remark that the prop-
erties of the time series relative to these nodes are very different. The seismicity of91
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Figure 4.8: Details of analysis for the PS92 time series relative to node [35.76 ◦S, 151.132◦W]
(Mongolia). a) Original time series b) ACF for original time series c) Filtered (by r) time series d)
ACF for ﬁltered time series.
Indonesia region has not long-term memory features (r =0 ), whereas the Mongo-
lia is characterized by a higher fractionally parameter r, showing more persistent
long-term interactions (see Figures 4.1). For node located in Mongolia (see Figure
4.8) we remark the inﬂuence of long-term memory on the ACF of the original time
series (Figure 4.8b), above all evident for the ever-positive values. Neither the ﬁl-
tered (by parameter r) time series (Figure 8c) nor the relative ACF (Figure 4.8d)
show evidence for a nonstationary behaviour.
Figure 4.9 shows the plots and the ACF both for original as for ﬁltered time series
relative to node located in Indonesia. The ACF for the original (Figure 9b) time
series does not highlight long-term memory nor nonstationarity. The behaviour of
time series could suggest a periodic trend, justiﬁed also by the higher value of the
ACF for lag 14. However any statistical signiﬁcance is found to conﬁrm this spec-
ulation.
The ARFIMA modeling of PS92 and NEIC catalogs highlights substantially the
same regions with a long-term memory trend. The agreement of results for two92
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Figure 4.9: Details of analysis for the PS92 time series relative to node [3.98◦S, 94.81◦W] (Indone-
sia region). a) Original time series b) ACF for original time series c) Filtered (by r) time series d)
ACF for ﬁltered time series.
so different datasets, a basically macroseismic catalog (PS92) and an instrumen-
tal (NEIC) catalog, relative to different seismicity level and different temporal do-
mains, strengthens our belief on signiﬁcance of our procedure. We stress that the
regions identiﬁed by our algorithm are not the areas with the higher number of
events. This is above all clear in Central America, a highly seismogenetic region,
where no evidence of a long-term memory is found. The long-term memory effect
for NEIC time series seems to be much more weak respect to PS92 dataset. This
result could be ascribed to lower magnitude of events and/or to shorter time period
recovered by NEIC dataset (30 years) respect to PS92 dataset. This could mean
that the long-term memory is a phenomenon above all related to strong seismicity,
with a characteristic time (of decades) comparable with the length of time period
recovered by NEIC catalog, that could be inadequate to fully highlights it.
The applications of ARFIMA procedure to global seismicity provides interesting
cues to a more conscious modeling of moderate-strong seismicity. The interpreta-
tion of our results is not without difﬁculties. To avoid a misunderstanding, we stress93
that, in terms of earthquake occurrence, the ”memory” of ARFIMA modeling does
not necessary imply a dependence of the rate by past occurrence time history, but
simply its modulation in time. The identiﬁcation of a signiﬁcative long-term persis-
tence in autocorrelations means that the rate at time t is correlated with seismicity
rate of following interval times t+i, also for large lags i, more than a short-memory
process. However the recognition of none nonstationarity, in time series recovering
very different temporal ranges (from few decades to centuries), denotes a substan-
tial stability of tectonic motion, at least on temporal scales considered in the present
study. This implies very low ﬂuctuations of tectonic loading that shows itself in
a steady mean regional seismic rate. This result is in agreement with the geodetic
analysis of Sella et al. [2002] that show a stable plate velocity on the time scale of
thousands of years. For the same reason it seems unlikely that the recognized long-
term autocorrelation is due to an ”internal” time modulation of tectonic motion.
More probably it could be an evidence of long-term interactions between events.
The recognized long-term memory would come out by inﬂuence that events have
on following seismicity.
In termsof earthquakes occurrence, thisresult couldbe interpretedas an evidenceof
postseismic stress variations due to viscoelastic readjustment of the lower-crust and
of the mantle. The recognition of long-term memory corroborates results obtained
in the past both by physical as by statistical studies. For instance the interior of
the Asia seismicity is one of the more clear examples of long-term (in time and
space) fault interaction [Ch´ ery et al., 2001b; Pollitz et al., 2003]. Speciﬁcally the
Mongolia region has experienced a cluster of some exceptionally large earthquakes
in about 60 years (from 1905 to 1967), that has been ascribed to postseismic stress
perturbations. Similar features have been recognized in California region [Selva
and Marzocchi, 2005; Freed and Lin, 2001] or in Chile [Casarotti and Piersanti,
2005].
Departures by assumptionof long-timeindependence inoccurrence of strongevents
havebeenrecognizedinpreviousChapter[seealsoLombardiandMarzocchi,2007].
By a suitable statistical tests on the declustered PS92 catalog, we have shown ev-
idence for a nonstationary behaviour of occurrence rate in some regions. To jus-
tify the different interpretations between that and the present studies (i.e. the strong
earthquake occurrence is a nonstationaryor a long-term memory process), we stress94
that in Chapter 3 the occurrence rate of a region was modeled by a nonstationary
Poisson process. This means that the independence by past history (lack of mem-
ory) was automatically assumed (see Table 1 in Introduction) and, consequently, the
variations of seismic rate were ascribed to a nonstationary behaviour. On the con-
trary, in the present study, we do not formulate any hypothesis on the main features
of the seismic occurrence, but we get these by a suitable analysis.
The ﬁnding about the historical seismicity of Italy opens up new prospects for seis-
mic hazard assessment of this region. The commonly recognized long memory fea-
tures is in contrast with the usual procedure adopted in seismic hazard calculations,
based on time-independence of large earthquake occurrence.
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Figure 4.10: Details of analysis for the CPTI time series relative to node [41.04 ◦N, 14.97◦W]
(Irpinia region). Time series history and locations of events occurred at distance lower than 2c i by
node are shown.
To better understand the meaning of our results, we show time histories relative to
two nodes (of which locations are marked in Figure 4.5): the ﬁrst, with coordinates
[41.04◦N, 14.97◦W], is located in Irpinia region (see Figure 4.10), that has been
interested by an earthquake with Mw=6.9 in 1980; the second, in Calabria region,95
has coordinates [38.85◦N, 16.25◦W] and is near the epicenter of one of the most
strong earthquakes occurred in Italy in last centuries (1905, Mw=7.1) (see Figure
4.11).
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Figure 4.11: Details of analysis for the CPTI time series relative to node [38.85 ◦N, 16.25◦W]
(Calabria region). Time series history and locations of events occurred at distance lower than 2c i by
node are shown.
By comparing time histories and time series Rk
j for two nodes, we can see that seis-
micity occurred in surrounding areas appear to have a clustering trend that could
justify the recognized long-term memory. Similar features have been already iden-
tiﬁed on the same catalog, by a nonparametric stochastic modeling, by Faenza et al.
[2003].
As ﬁnal consideration we remark that the ﬁnding reported here should be regarded
only as a ﬁrst attempt towards a new time-dependent modeling of large earthquake
occurrence. Here we have only deepen which are the main long-term features of
moderate-strong seismicity on different spatio-temporal domains, considering in-
formation coming from seismic catalogues. Our calculations seem rule out any
change in occurrence rate explainable by a nonstationary trend, at least on tempo-96
ral scales recovered by dataset used in our analysis. The evidence of a memory in
the earthquake occurrence, not explainable with short-term triggering, could be the
starting point for formulation of a new and more acquainted long-term modeling of
seismicity in a region.
4.7 Appendix 4A: ARFIMA MODELS
Let {Xt} be an observable time series and  t be a white noise process, i.e. a se-
quence of iid random variables { 1,  2,..., N}, with mean zero and variance σ2
 .
The autoregressive and moving-average process (ARMA) of order (p,q), [Box and
Jenkins, 1976; Brockwell and Davis, 1987], has the form
Xt − φ1Xt−1 − ... − φpXt−p = μ +  t + θ1 t−1 + ... + θq t−q. (4.5)
If the process is stationary, the parameter μ is the mean about which the process
varies. Otherwise μ could have no speciﬁc meaning except as a reference point
for the ”level” of the process. It will be assumed throughout (unless the mean is
believed a priori to be zero) that the data have been ”mean-corrected” by subtraction
of the sample mean, so that the overall constant μ is equal to zero. Let B denote
the backwards shift operator BXt = Xt−1; hence BmXt = Xt−m. The previous
formula can be written
Φ(B)Xt =Θ ( B) t (4.6)
where Φ(·) and Θ(·) represent the polynomials Φ(z)=1− φ1(z)... − φp(zp) and
Θ(z)=1− θ1(z)... − θq(zq).
To ensure stationarity, the roots of Φ(B)=0must lie outside the unit circle [Box
and Jenkins, 1976]. In the case of stationary model the autocorrelation function
(ACF) will quickly ”die out”, for moderate and large lags k. Thus the ARMA
models can be called short-memory models, because a shock affects the level of the
series for a relatively short time.
A natural way of obtaining nonstationary processes would be to relax above restric-
tion. If the roots lie inside the unit circle the process exhibits explosive nonsta-97
tionary and in particular do not vary about a ﬁxed mean. If i of the zeros of the
polynomial φ(B) are unity, i.e. 1 −
p
j=1φj =0 , and the remainder lie outside the
unit circle, the series is nonstationary but exhibit homogeneous behaviour of a kind.
Speciﬁcally the level about which ﬂuctuations occur may be dependent on time, but
the broad behaviour of the series, when differences in level are allowed for, may be
similar. Then we can express the model (4.6) in the form
Φ(B)Xt = ψ(B)(1 − B)
iXt =Θ ( B) t (4.7)
where ψ(B) is a stationary autoregressive operator.
Let ∇ be the backward difference operator ∇Xt = Xt − Xt−1 =( 1− B)Xt,w e
can write the model (4.7) as:
Φ(B)Xt = ψ(B)∇
iXt =Θ ( B) t (4.8)
The process deﬁned by (4.8) is called an autoregressive integrated moving average
(ARIMA) process, of order (p,i,q) and provides a powerful model for describing
stationary ARMA (i =0 ) and homogeneous nonstationary (i  =0 ) time series.
In practice i is usually 0,1, or at most 2. In short, if we use ARIMA processes
for modeling nonstationary time series, the nonstationarity leads to the presence
of unit roots in the autoregressive polynomial. In other words, the series Xt is
nonstationary, but its i-th difference can be represented by a stationary, invertible
ARMA(p-i,q) process.
The standard ARIMA model can be generalized by allowing the order of differ-
encing to take nonintegral values. Let d = r + i be any real number, where i is a
non-negative integer and 0 ≤ r ≤ 0.5. The fractional difference of the process Xt
is deﬁned by the binomial expansion
∇
r =( 1− B)
r =
∞ 
j=0
πjB
j (4.9)
where
π0 =1
πj =

0<k≤j
k−1−r
k , if j =1 ,2,...
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Then the process Xt follows a fractionally integrated autoregressive moving aver-
age (ARFIMA) process if ∇dXt is an ARMA(p,q) process [Granger and Joyeux,
1980; Hosking, 1981]. In other words, after rth ﬁltering, the process Yt =( 1−
B)rXt is an ARIMA(p,i,q) process. Alternatively the process obtained by i-th dif-
ferencing of Xt is a stationary ARFIMA(p,r,q) model. Speciﬁcally the two terms i
and r of fractionally parameter d are related to nonstationary behaviour and long-
term persistence of the time series, respectively. The ARMA and ARIMA mod-
els can be thought of as particular cases of ARFIMA models having d =0and
r =0 , respectively. When r  =0 , but all the roots of Ψ(B) lie outside the unit
circle (i =0 ), Xt is stationary but with much more slowly decreasing ACF than
for an ARMA process. Hosking [1981] showed that the correlation function ρk of
an such ARFIMA process is proportional to k2r−1 as k →∞ . Consequently, the
autocorrelations of the ARFIMA process decay hyperbolically to zero as k →∞ ,
in contrast to the faster exponential decay of a stationary ARMA process. This
means that there is a strong association between observations widely separated in
time. Then the ARFIMA processes are saidto have ”longmemory”, incontrast with
”short memory” stationary ARMA processes, whose ACF converges to 0 rapidly.
The higher the value of r, the higher the intensity of long memory displayed by
the model. In practice, to obtain a useful estimate of the autocorrelation structure,
the time series would have at least N=50 observations and the maximum lag of the
estimated autocorrelations would not be larger than N/4 [Box and Jenkins, 1976].
4.8 Appendix 4B: The Portmanteau Test
The Portmanteau test [Box and Jenkins, 1976] can be used for checking the ade-
quacy of an ARFIMA (p,d,q) model. In particular it permits to detect departure
by assumption that residuals come from an iid sequence. To ﬁll inefﬁciencies of
the original test, different versions and a new breed of statistics have been pro-
posed. We choice the Ljung-Box version [Ljung and Box, 1978; Brockwell and
Davis, 1987] because it performs better if the autoregressive order is understated.
Let {ρk, k=1,2,...K} be the ﬁrst K sample autocorrelations of the residuals  t from
any ARFIMA (p,d,q) model and let N be the number of values in time series. It is99
possible to show that, if the ﬁtted model is appropriate, the statistic
Q = N(N +2 )
K 
k=1
ρ2
k
N − K
(4.10)
is approximatelydistributed as χ2(K−p−q). We therefore reject the iid hypothesis
at level α if Q>χ 2
1−α(K − p − q), where χ2
1−α(K − p − q) is the 1 − α quantile
of the chi-squared distribution with K − p − q degrees of freedom.
4.9 Appendix4C:TheAugmentedDickey-FullerTest
A crucial point of time series analysis by ARIMA(p,i,q) models is to detect the
degree of differencing i. This means to test for the presence of one or more unit
roots in the autoregressive polynomial, in order to decide whether or not a time
series should be differenced to achieve the stationarity. A systematic approach on
this topic was proposed by [Dickey and Fuller, 1979].
Let us consider an AR(p) model (q=0) (see equation (4.5)). It can be rewritten as
the following regression model:
∇Xt = φ
 
1Xt−1 +
p−1 
i=1
φ
 
i+1∇Xt−i +  t (4.11)
where φ 
1 =
p
i=1 φi − 1 and φ 
j = −
p
i=j φi. Since the autoregressive polynomial
will have a unit root if
p
i=1 φi =1 , the presence of such a root is formally equiv-
alent to the null hypothesis φ 
1 =0 . The Augmented Dickey-Fuller Test is based
on estimation of the coefﬁcient φ 
1 and the corresponding statistic [Brockwell and
Davis, 1987]:
TLB =
φ 
1
SE(φ 
1)
(4.12)
where the estimated standard error SE(φ 
1) of φ 
1 is given by:100
SE(φ
 
1)=
 	
	
	
	
	 	
	
	


(n − p − 2)−1
n 
j=p+1
∇Xt − φ
 
1Xt−1 − φ
 
2∇Xt−1 − ... − φ
 
p∇Xt−p+1
n 
j=p+1
X
2
t−1
.
(4.13)
Dickey and Fuller derived the limit distributionof statistic (4.12) under the unit root
assumption φ 
1 =0 , from which a test of the null hypothesis H0 :1−
p
i=1 φi =0
can be constructed. The quantiles of the limit distribution of TLB have been com-
puted by Fuller [1976] (see Table 4.3).
Sample size Probability of a smaller value
N 0.01 0.05 0.1
25 -3.72 -2.99 -2.63
50 -3.57 -2.92 -2.60
100 -3.50 -2.89 -2.58
250 -3.46 -2.87 -2.57
500 -3.44 -2.87 -2.57
Table 4.3: Critical values of the ADF test.
Speciﬁcally the augmented Dickey-Fuller test reject the null hypothesis of a unit
root at level 0.05 if TLB < −2.89. Said and Dickey [1984] showed that the Dickey-
Fuller procedure, which was originallydeveloped for autoregressiverepresentations
of known order, remains valid asymptotically for a general ARIMA process in
which autoregressive and moving-average orders are unknown.Chapter 5
Towards a new long-term
time-dependent stochastic modeling
of earthquake occurrence
5.1 Introduction
Results presented in Chapters 3 and 4 suggest that a time-dependent model could
better describes, respect to stationary Poisson process, the long-term time distri-
bution of moderate-strong seismicity of a region. In particular the recognized de-
partures by the Poisson model seem to be due to the inﬂuence that events have
on following seismicity (long-term memory). This ﬁnding suggests that the time-
dependent rate λ(t) of a reliable point process modeling the long-term occurrence
of events, would must depend on past occurrence times ti, too (see Table 1 in Intro-
duction).
Traditionalprobabilisticseismic hazard and long-termforecasting modelsare rarely
time-dependent, except perhaps for description of aftershock sequences or single
source behaviour. However phenomena such as main shock clustering and stress
shadowsfollowinglargeearthquakesimplythattheyshouldbe. Suchtime-dependent
effects are becoming more widely recognized both by physical [Ch´ ery et al., 2001a,
2001b; Mikumo et al., 2002; Pollitz, 1992; Pollitz et al., 1998; Pollitz et al., 2003;
Rydelek and Sacks, 2003; Corral, 2004, 2005; Santoyo et al., 2005; Thatcher, 1983;
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Piersanti et al., 1995; 1997; Piersanti, 1999; Kenner and Segall, 2000] as by proba-
bilistic [Kagan and Jackson, 1994, 2000; Faenza et al., 2003; Rhoades and Evison,
2004] analyses. Moreover many historical catalogues include examples of pairs or
short sequences of large events, separated by distances of some hundreds of kilo-
meters or greater, which occur within time periods which are short by comparison
with the overall mean time between events [Kagan and Jackson, 1999]. Neverthe-
less, despite of massive literature on earthquake forecasting and hazard assessment,
there are very few procedures based on models from which conditional intensities
or probabilitiescan be calculated at long time-scale, and that, at the same time, have
been fairly tested on data.
Whereas the physical process adduced as the main cause of short-term earthquake
clustering is the static stress change [Stein, 1999; King and Cocco, 2001], on longer
timescales or at greater distances viscoelastic readjustments may be important in
triggering other main shocks, outside the traditional aftershock zone [Pollitz, 1992;
Piersanti et al., 1995]. Several methods, mainly based on stress transfer, have been
developed to estimate the change in probability of an earthquake elsewhere, caused
by occurrence of an event [Toda et al., 1998; Parson et al., 2000]. However in
complex faults networks the stress interactions over time can be very intricate and
the following probability estimates very uncertain.
Here we propose a new stochastic model, based on the ”self-exciting” modeling
[Daley and Vere-Jones, 2003]. Despite of its simplicity and lack of strong physical
based constraints, it ﬁts moderate-strong seismicity on long time scale better than
the stationaryPoissonmodel, openingnew perspectivestowardsthetime-dependent
hazard assessment.
5.2 The model
In the early 1970s, Hawkes [1971] introduced a family of point processes, called
”self-exciting” models, which became ﬁrst examples of models of general utility
for the description of seismic catalogues. The rate λ(t) of this class of models is
given by103
λ(t)=f(t)+

ti<t
g(t − ti) (5.1)
where f(t) and g(t), in seismological context, represent the background rate and
clustering density, respectively, and are usually given in parametric form. The pro-
cess has a branching process interpretation. Any single event can be thought of as
the ”parent” of a family of later events, its ”offspring”, which ultimately die out.
Early applications to seismic data are in [Hawkes and Adamopoulos, 1973; Kagan
Knopoff, 1987], but this model has been greatly improved and extended by Ogata
[1988; 1998] in formulation of the ETAS model.
Until now models of this kind have been used to describe short-term clustering of
earthquake occurrence. The common use of the Omori law, as parametric form of
the function g(t), restricts the forecasting capability of these model to short-term
triggering. On longer time scale the predictive power is based on the form of back-
ground rate, usually assumed constant, in agreement with a stationary Poisson pro-
cess. However this class of models are based on an intuitive motivation that could
be extended to larger spatio-temporal scale respect to that affected by short-term
triggering. The ”self exciting” processes involve two components: the locations of
clusters and the locations of elements within a cluster; if we drop assumption that
these last coincide with aftershocks, we could capture interactions between events,
mainly due to transfer of stress, involving larger space-time scales.
In anticipation of a global model able to capture basic features of overall seismicity,
we propose a model suitable for ”declustered” catalogs. The main reason behind
this choice is to test if the seismicity of a region, ﬁltered by short-term interactions,
shows statistically signiﬁcative subtler features that may suggests a time-dependent
trend. Moreover the analysis of declustered records is in agreement with seismic
hazard practice. We stress that declustering procedures is not so crucial for histori-
cal catalogs as for instrumental ones. Whereas the latter have a large proportion of
short-term triggered events, the former rarely contain more than few events into a
sequence.
To establish some constraints on time evolution of the damping factor, that con-
trols the long-term stress transfer, we compare performance of two functions. The104
ﬁrst is an inverse exponential distribution e−t/τ, where t is the elapsed time from
the occurrence of the earthquake that generates stress variations. This choice is a
simpliﬁcation of model proposed by [Piersanti et al., 1995; 1997] to describe tem-
poral evolution of postseismic stress variations. The relaxation time τ depends on
the viscosity of the mantle, for which very different values, ranging from 5x1017
Pa·s[ Pollitz et al., 1998] to 5x1020 Pa·s[ Piersanti, 1999] have been proposed. The
second function is a power function 1/(t + η)ρ, similar to Omori law.
To describe the spatial decay of stress variation, with distance r from epicenter of
perturbing event, we chose an inverse power law probability distribution function
cd,q/(r2 + d2)q. The dependence of hazard with the magnitude M of exciting event
is assumed of exponential type, i.e. proportional to eαM. In agreement with Kagan
and Jackson [1994], we explore anisotropy of triggering effect along the strike di-
rection, by multiplying the spatial distribution function by the orientation function
1+δcos2(φi(x,y), where φi(x,y)isthe anglesubtendedat (xi,y i)between the fault
strike and the location (x,y). This relation predicts that the maximum perturbation
is in the direction of the earthquake rupture.
Therefore the time-dependent conditional rate of earthquake occurrence for the ﬁrst
model (Model I) is given by
λ1(t,x,y/Ht)=νu(x,y)+

ti<t
e
α(Mi−Mmin)Ke
−
(t−ti)
τ cd,q
(r2 + d2)q (5.2)
and for the second model (Model II) by
λ2(t,x,y/Ht)=νu(x,y)+

ti<t
e
α(Mi−Mmin) K
(t − ti + η)ρ
cd,q
(r2 + d2)q. (5.3)
where r is the distance between location (x,y) and epicenter of i-th event (xi,y i)
and Mmin is the minimum magnitude of the catalog. In agreement with the branch-
ing modeling, our model ascribes the occurrence of strong events to the superpo-
sition of two effect: the tectonic loading, assumed stationary and with a constant
spatially variable rate, and the long-term stress transfer produced by earthquakes.
To estimate the parameters of our models we following the method outlined by
Zhuang et al. [2002] for the ETAS model. It is based on the Maximum-Likelihood105
Method and on the estimation of the total seismic mean rate (ˆ m(x,y)). Speciﬁcally
this is obtained by smoothing observed seismicity with a Gaussian kernel function
Kdj , having a variable bandwidth dj for each event j (see [Zhuang et al., 2002] for
details). The probability ρj that the j-th event belongs to ”background” activity is
given by
ρj = νu(xj,y j)/λ2(tj,x j,y j). (5.4)
Therefore the ”background” seismicity rate ˆ μ(x,y) and the clustering ratio ˆ c(x,y),
that is the ratio between the spatial triggering intensitydivided by the total intensity,
at location (x,y) can be given by
ˆ μ(x,y)=
1
T

j
ρjKdj(x − xj,y− yj)
ˆ c(x,y)= ˆ m(x,y) − ˆ μ(x,y)
ˆ m(x,y) (5.5)
where T is the length of the observation period.
5.3 Application to PS92 catalog
The ﬁrst application of time-dependent models proposed is carried out on world-
wide large earthquakes, occurred from 1900 to 1990, with Ms ≥ 7.0 and depth
d ≤ 70 km, collected by the Pacheco and Sykes [1992] catalog. The total number
of events is 698. To avoid the problem of saturation of the surface magnitude scale,
we consider the moment magnitude Mw for events with Ms > 8.0; this is obtained
by seismic moment, using the relation of Hanks and Kanamori [1979].
The focal parameters for 588 of events collected into PS92 catalog have been esti-
mated by [Selva and Marzocchi, 2004]; the fault plane is selected for 537 events.
We use these results to apply the time-dependent models proposed and speciﬁcally
to estimate the anisotropy of stress variation along the strike direction. For events
without any estimation of focal mechanism parameters, we consider an isotropic
stress transfer (δ=0). In order to ﬁlter the seismicity by short-term triggering effect,
we decluster the catalog using the method proposed by Zhuang et al. [2002] and106
based on ETAS modeling (see Chapter 3). The remaining events are 618.
Parameter Poisson Time-dependent isotropic Time-dependent anisotropic
model triggering model I (δ ≡ 0) triggering model I (δ  =0 )
ν 6.9 ± 0.3 year−1 3.8 ± 0.3 year−1 2.8 ± 0.2 year−1
K 0.016 ± 0.003 0.00011 ± 0.00002
τ 52 ± 15 year 33 ± 5 year
α ∼ 0.0 ∼ 0.0
d 63 ± 7K m 110 ± 10 Km
q ≡ 1.5 ≡ 1.5
δ ≡ 0.0 470 ± 60
Log-likelihood -10627.6 -10505.7 -10449.1
Table 5.1: Maximum Likelihood Parameters of the Poisson process and of our time-dependent,
isotropic and anisotropic, triggering model I for declustered PS92 catalog
By applying the Maximum Likelihood procedure we ﬁnd that Model II is not sig-
niﬁcantly better than Poisson Model. On the other side the Model I considerably
improves description of data respect to Poisson Model. Some runs of the algorithm
used makes clear a trade-off between parameters related to spatial distribution of
triggered events (d, q, δ): different combinations of these give about the same like-
lihood value. Then we choose to ﬁx the parameter q equal to 1.5.
To explore signiﬁcance of supposed anisotropic behavior of triggering effect, we
compare results obtained in two different runs, in which δ is ﬁxed to 0 (isotropic
triggering) or is included in the set of parameters to be estimated. The values of
parameters obtained and the relative errors are reported in Table 5.1. The supposed
anisotropy of stress transfer is supported by larger log-likelihood of anisotropic
model. In addition to the signiﬁcative role of the parameter δ, these results show
two other important features of global strong seismicity. The ﬁrst is that the time τ,
that drives time decay of triggering effect, is about equal to 30 years. Interpreting
this parameter as the relaxation time of the postseismic stress transfer, its estima-
tion can help to establish some constraints on the mean value of the astenosphere
viscosity. The second result to stress is the negligible dependence of the rate of107
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Figure 5.1: Time (top) and space (bottom) decay of the triggering effect described by time-
dependent model I for PS92 catalog
induced events by the magnitude of the triggering earthquake (α=0). This result
can be due to small range of magnitude recovered by the PS92 catalog and however
deserves more investigation. The time and space decay of triggering rate (see Fig-
ure 5.1) shows that the occurrence of an event can affect following seismicity, for
about one century and up to some hundreds of kilometers of distance. Moreover the108
anisotropy of triggering effect becomes almost negligible for distance larger than
about 200km.
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Figure 5.2: Map of backgroundseismicity rate ˆ μ(x,y) for PS92 catalog
The maps of background seismicity rate ˆ μ(x,y) and of the clustering ratio ˆ c(x,y)
show that the tectonic loading and the stress transfer are not correlated physical
processes (Figures 5.2 and 5.3). This means that in some regions the seismoge-
netic capability is lower that in others, but, once an event occurs, there is a high
probability to have other events in a suitable space-temporal window. Remarkably
the higher values of background rate are obtained for the Western coast of the Pa-
ciﬁc ring. Lower values are obtained for as active areas, as, for example, Central
America, Chile and New Zealand region.
Thezoneinwhichthetriggeringrateislarger thanthebackgroundrateistheinterior
of Asia. The seismicity of this area is adduced as one of the more clear examples
of long-term (in time and space) fault interaction [Ch´ ery et al., 2001b; Pollitz et al.,
2003]. In other signiﬁcative zones, as the Paciﬁc Ring or the Mediterranean Basin,
the contribution of triggering effect is about 40%.
Given an earthquake catalog, we can compute the probability that an event i had
promoted a following j-th event, occurred at distance r, by:
ρij =
eα(Mi−Mmin) K
(tj − ti + η)
ρ
cd,q
(r
2 + d
2)
q
λ2[(tj,x j,y j)/Ht]
. (5.6)109
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Figure 5.3: Map of the clustering ratio ˆ c(x,y) for PS92 catalog
Remarkably, by using this equation, we can quantify the probability of interaction
between events that are been adduced as single examples of coupling in different
previous studies. The increase of seismicity detected between 1905 and 1967 in the
interior of Asia is one of the more clear examples of clustering of large events. This
period of very high seismicity level has been correlated with postseismic regional
stress evolution due to viscoelastic relaxation of the lower crust and upper mantle
[Ch´ ery et al., 2001b; Pollitz et al.,2003]. Our ﬁndings are in agreement with these
results and identify signiﬁcative relations between events occurred in this area, in
which the highest value of clustering ratio is recognized. Moreover it is known
that the North Anatolian fault seismicity shows period of great activity followed by
long quiescent times and that an earthquake cluster, started in 1939, producing sev-
eral strong events until the 1999 Duzce event [Stein et al., 1997; Barka, 1999]. In
support of this thesis, we ﬁnd very high probability of triggering between events oc-
curred in this zone after 1939, up to 70%. Similar results point out the Aleutian arc
and the Kurile-Kamchetka trench as regions affected by strong interactions between
events, conﬁrming assertions of Pollitz et al., [1998].
5.4 Application to CPTI catalog
The second test, to verify reliability of long-term time dependent models proposed,
against the stationary Poisson model, is carried out on the Italian historical seis-110
micity. Speciﬁcally we consider events occurred in Italy since 1600 to 2002, with
magnitude Mw ≥ 5.5, collected by the Italian parametric seismic catalogue (CPTI)
[Working Group CPTI, 2004] (203 events). Since this catalog does not provide
information on focal mechanism of events, we consider an isotropic function for
triggering effect (δ ≡ 0).
The estimation of parameters for Model I has convergence problems and however
any combinationof them does not give a better likelihoodrespect to Poisson Model.
Parameter Poisson Model Time-dependent isotropic Model II (δ =0 )
ν 0.50 ± 0.04 0.27 ± 0.04 year−1
K 0.016 ± 0.004 yearp−1
p 0.51 ± 0.07
c ∼ 0.0 year
α 0.5 ± 0.3
d 10.0 ± 2.0 Km
q ≡ 1.5
Log-likelihood -3074.3 -3010.7
Table 5.2: Maximum Likelihood Parameters, relative to the Poisson and time-dependent model II,
for CPTI catalog.
On the other side, by applying the Maximum Likelihood Method, we ﬁnd that the
time-dependent Model II performs signiﬁcantly better than Poisson model. The
values of parameters and of the maximum log-likelihood are reported in Table 5.2
for both Poisson and time-dependendent model. The value of parameter q is not
signiﬁcantly different by 1.5 and some trials show also in this case a trade-off of
this parameter with d [Kagan and Jackson, 2000]. The value of c is found to be
not signiﬁcantly different by 0. We remark that in this context this parameter loses
meaning, generally assigned for short-term triggering, of representing incomplete-
ness of aftershocks detection soon after mainshock occurrence.
The estimated time-dependent model predicts that an event can perturb area sur-
rounding its locations, up to some tens of kilometers, for more than one century
(see Figure 5.4). The scaling of this perturbation with magnitude of inducing event,
deﬁned by parameter α, is rather poor. The time decay of triggering effect has111
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Figure 5.4: Time (left) and space (right) decay of the triggering effect described by time-dependent
model II for CPTI catalog
similar features with the temporal function estimated for the PS92 catalog (see Fig-
ure 5.1). Also if described by two different analytical functions, both distributions
predict a strong inﬂuence on following seismicity for some decades after the oc-
currence of an event, up to about one century. The difference of characteristic size
of the perturbed area, surrounding location of triggering event, is due to different
magnitude range (and then faults size) recovered by CPTI and PS92 catalogs.
The ability of the time-dependent model to follow the dynamics of the time series
is tested through the analysis of residuals [see Ogata, 1988].
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Figure 5.5: Cumulative number of residuals process (blue line). The red line indicates the average
of the Kolmogorov-Smirnovstatistic. The parameter α is the signiﬁcance level at which the Poisson
hypothesis can be rejected by the Kolmogorov-Smirnovtest.
The occurrence times ti of earthquakes are transformed into new values τi by the112
relation
τi =
 ti
Tstart
dt

R
dxdyλ2(t,x,y/Ht) (5.7)
where Tstart is the start time of observation history, R is the examined region
and λ2(t,x,y/Ht) is the conditional intensity of time-dependent model II given
by equation 5.3. If the model well describes the temporal evolution of seismicity,
the transformed data τi are expected tobehave likea stationaryPoisson process with
unit rate [Ogata, 1988]. The goodness of ﬁt of the time-dependent model is eval-
uated by testing the null hypothesis that values Δτi = τi+1 − τi are exponentially
distributed (with mean equal to 1). A deviation from this hypothesis implies the ex-
istence of basic features of examined seismicity not captured by the model. The test
used is the Kolmogorov-Smirnov test (see Appendix 2A). The cumulative number
of points τi, versus the transformed time τ, shows a good agreement with standard
Poisson model (see Figure 5.5). The Kolmogorov-Smirnov test gives a signiﬁcance
level α at which the null hypothesis can be rejected equal to 0.75, showing an high
goodness of ﬁt.
In Figure 5.6 we show an histogram for probability ρj of belonging to background
seismicity (equation 5.4).
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Figure 5.6: Histogram of probability ρj of belonging to background seismicity for CPTI catalog
Unlike the short-term triggering, for which a similar histogram appears strongly
picked around 0.0 and 1.0 values, in this case values are more uniformly distributed.
This result shows a balance between contribution of tectonic loading and triggering
effect for occurrence of events.113
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Figure 5.7: Map of backgroundseismicity rate ˆ μ(x,y) for CPTI catalog
The background seismicity rate ˆ μ(x,y), estimated by equation 5.5, linked to local
tectonic loading, has higher values in Central Appennines and Calabria region (see
Figure 5.7), that are among the most seismogenetic areas in Italy. Lower values are
found in Friuli and in part of Puglia and Campania regions.
As the map of clustering ratio ˆ c(x,y) shows (Figure 5.8), the contribution of trig-
gering effect is not strictly correlated to tectonic loading. This is above all clear
for Calabria region, in which an high value of background rate is estimated, but the
clustering ratio is lower than in other zones. We remark that the regions highlighted
in Figure 5.8 are in agreement with the areas, shown in Figure 4.5, in which we
have recognized a signiﬁcantly non-null value of fractionally integrated parameter
r of ARFIMA model (see Chapter 4). We remind that this parameter is related to
long-term memory of temporal trend of the occurrence rate. The agreement of re-
sultsobtainedby twodifferentmethods,bothfocusingonlong-termtime-dependent
memory recognition, further support the reliability of our ﬁnding.114
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Figure 5.8: Map of the clustering ratio ˆ c(x,y) for CPTI catalog
Using equation 5.6, we can compute the probability that an event has promoted
a following earthquake (see Figure 5.9). Among the events occurred in the last
century, we ﬁnd a strong relation (>50%) between the event occurred in Irpinia in
1980 (Mw=6.9) and the 1990 Potenza earthquake (Mw=5.8). Moreover we ﬁnd a
”small cluster” of three events, occurred in Calabria-Sicilia regions between 1907
and 1909, including the strong earthquake (Mw7.2) of 1908 (the other magnitudes
are Mw=5.9 and Mw5.5).
The Mw7.0 1915 Avezzano earthquake is promoted (40%) by the event occurred
in Marsica in 1904 (Mw5.7) and, in its turn, in minimum part (about 20%), con-
tributes to occurrence of Sora earthquake of 1922 (Mw5.6). Finally a relation (40%)
between the Senigallia earthquakes of 1924 and 1930 (Mw5.6 and Mw5.9) is found.115
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Figure 5.9: Some examples of interaction between events recorded by the CPTI catalog occurred in
the last century
5.5 Final remarks
Previous results show that the interactions between events is a driving phenomenon
of seismic activity, concerning a spatio-temporal scale well larger of that involved
by aftershocks occurrence. The most important consequence is that seismic regions
and, even more, single tectonic sources, cannot be considered as ”‘closed” systems,
but are able to interact signiﬁcantly with other remote regions. This result open
a new prospect in seismic hazard assessment and long-term forecasting, because
it would imply that a reliable long-term estimate of the probability of earthquake
occurrence has to take into account the stress transfer of past large events.
Our models are generic and purely empirical, with no geological or geophysical
basis. Independently measured variables as, for example, plate tectonic motions,
fault slip rates and other geological parameters, could improve these forecasts.
Our ﬁnding has both scientiﬁc and practical results. By a theoretical point of
view we characterize the statisticalrelationshipbetween successiveearthquakes in a116
quantitativeway to perform a hypothesistesting. It is widely believed that Coulomb
stress increments from past earthquakes control aftershock behaviour and long-term
occurrence of large earthquakes. Case studies can provide important examples to
support this hypothesis, but model veriﬁcation requires a thorough statistical treat-
ment. The forecastswillalsohaveimportantpractical beneﬁtsintermsofmitigation
strategies and hazard estimates.Overall Conclusions and Future
Prospects
The main goal of our work was to investigate two main properties of stochastic
processes, the stationary and the memory of the past history, for earthquake occur-
rence, at different spatio-temporal scale. Whereas at short-term temporal scale the
well recognized clustering features (in time and space) do not leave any doubt on
the inﬂuence that the occurrence of an event has on following seismicity (memory),
for longer time-period this is still a debated question. Moreover few studies deal in
depth with the problem of invariance of main features of seismogenetic process in
time (stationary).
The main ﬁndings of our study seems to show a strong nonstationary behaviour of
sequences and swarms. Speciﬁcally the analysis of volcanic swarms and of com-
plex sequences makes clear the relationship between the temporal variation of some
parameters of the ETAS model and the physical processes driving seismicity. In
particular the presence of signiﬁcative p-value variations could be a very important
signal for identifying the presence of magma motion. On the other side the time
variation of background rate is a sign of coherent changes of external physical pro-
cesses linked to seismogenetic capability of a region. These results indicate that
stochastic modeling of short-term seismicity may yield important insights in con-
straining the physics of the source process (i.e., magma/ﬂuids or tectonics) and in
characterizing its temporal evolution. From a practical point of view, the procedure
applied here seems to be a promising method for tracking in almost real time the
evolution of a magma/ﬂuids source and to unveil ﬂuid signals, even in the case of
poor hypocenter information and for patterns of seismicity largely containing short-
term triggered events.
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The other our main result on short-term behaviour of seismicity is that the ba-
sic features of physical process governing short-term clustering are independent
on the time-space-magnitude window considered. The application of stationary
ETAS modelingto strongworldwideseismicityprovidesparameters consistentwith
values computed for tectonic sequences, supporting the universality hypothesis of
physical laws for earthquakes generation.
The analysis of stationarity and dependence on the past history of moderate-strong
seismicity had as main goal to improve the knowledge on spatio-temporal distribu-
tion of large earthquakes. Actually unlike springing up of both statistical as phys-
ical studies about short and intermediate-term variations of seismic rate, the time
behaviour of large magnitude seismicity is more hardly investigated, especially at
global scale. So, whereas basic features of short-term clustering are known, main
characeristics of large seismicity are not still fully understand.
For a long time, and sometimes still today, it was accepted that in a region the
strong earthquakes occur independently one from others, in agreement with a Pois-
son distribution, with an uniform rate over time. This assumption understands some
fundamental features of earthquake occurrence, the independence of intereventtime
interval,thestationaryofseismicactivityandthelackofmemoryoftheprocess, and
identiﬁes sequences, as only signiﬁcant departures by ”normal activity”. This point
of view has been implicitly accepted in formulation of probabilistic seismic haz-
ard assessment methodologies based on the Cornell’s method. Our ﬁnding shows
evident departures by stationary Poisson hypothesis and raises serious doubts on
reliability of these assumptions. Different statistical analyses seem to rule out a
nonstationarity behaviour as the cause of identiﬁed dependence on time, identify-
ing as the most likely candidate a sort of long-term interaction, probably due to
viscous relaxation of the asthenosphere and/or lower crust. We cannot rule out pos-
sibility of a nonstationary behaviour of tectonic motion on longer time scale respect
to the one considered in our studies. Clearly the catalogs used here are inadeguate
to capture a similar feature.
From a practical perspective, the results reported here highlight that the station-
ary Poisson hypothesis, that stands behind most of the seismic hazard assessment,119
should be considered with care. Speciﬁcally the detection of the cause and a suit-
abilitymodelingof temporal dependence in the seismic activitybecomes imperative
to signiﬁcantly improve long-term forecasting and seismic hazard assessment. The
time-dependent models proposed here are only the ﬁrst step towards the achieve-
ment of this aim.120121
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