A version of the projection method for solving the scattering problem for acoustic and electromagnetic waves is proposed and shown to be more efficient numerically than the earlier ones. * Math subject classification: 35R30, 65K10, 78A40 † key words: T-matrix approach, scattering theory, stable numerical method
Introduction
Consider the scattering problem: where D is a bounded domain in R 2 with a piecewise-smooth boundary S, the scattered field v has the following asymptotics:
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and S 1 is the unit sphere in R 2 . The coefficient A is called the scattering amplitude, k = const > 0 is fixed, and u := u(x, α, k) is called the scattering solution. Let g(x, y) := i 4 H (1) 0 (k|x − y|). Take k = 1 in what follows without loss of generality. Then 2π . One has, using Green's formula:
u(x, α) = e iα·x − S g(x, s)u N (s , α)ds , x ∈ D , k = 1, (1.6) where u N is the normal derivative of u on S, N is the exterior unit normal to S. Taking x ∈ D to S and using (1.2), one gets
is the basic equation studied in this paper.
The T-matrix method is described in [1] , [2] and analyzed in [1] mathematically. The purpose of this paper is to give a version of this method for solving equation (1.7), and to analyze this version from the computational point of view. This is done in sections 2 and 3.
Let H = H (S) be the Sobolev spaces, = 0, 1, and The operator A = Q −1 K is compact in H 1 , and the operator Q is an isomorphism between H 0 and H 1 (see Lemmas 1.1 and 1.2 below). Moreover, Q is a selfadjoint compact positive operator, in H 0 : (Qu, u) > 0 if u = 0. In Remark 2.1 below we show a possible usage of (1.10). Let {ϕ j } j=1,2,... be a Riesz basis of H 0 , that is, every element u ∈ H 0 is uniquely representable as a convergent in H 0 series
Let us prove the following Lemma 1.1: We assume throughout this paper that k 2 = 1 is not a Dirichlet eigenvalue of the Laplacian in D.
In the literature [2] one usually means by the T-matrix approach (in acoustic and electromagnetic wave scattering theory) a projection method for solving equations of the type (1.7) with the following choices of the basis functions: ϕ m = e imθ H m (kr(θ)) or ϕ m = e imθ J m (kr(θ)).
These choices lead to the following difficulties discussed in [1] : as the number J of these functions grows: J → ∞, the condition number of matrix a ij in (2.2) (see below) grows exponentially and depends strongly on the geometry of S. In contrast, in our version of the method, the condition number of a ij remains bounded as J → ∞.
Proof. The kernel of the operator K, defined by (1.10), and its first derivatives are continuous functions of s and s running through bounded sets, including the diagonal s = s . By Lemma 1.1 the action of Q −1 is equivalent (up to the terms preserving smoothness) to taking the first order derivatives. Therefore the conclusion of Lemma 2.1 follows.
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Inverting Q numerically is a relatively easy problem since Q is positive definite. Using an orthonormal basis {ϕ j } of H 0 , one can write the projection method for (1.13), namely:
where A ij := (Aϕ j , ϕ i ), w i := (w, ϕ i ), and h i := (h (J) , ϕ i ).
The matrix in (1.14) is B ij = δ ij + A ij . If A 0 < 1, then system (1.4) can be solved by iterations numerically efficiently. This happens if ka << 1, where a = diam D, but it may happen when the above condition does not hold.
Solution of the basic equation
Let us look for an approximate solution to (1.7) of the form:
where ϕ j is a Riesz basis of H 0 , and 
If ∞ j=1 c j T ϕ j = 0, then, applying the continuous operator T −1 , one gets ∞ j=1 c j ϕ j = 0, so c j = 0 for all j since {ϕ j } 1≤j<∞ is a basis of H 0 . We have proved that {T ϕ j } 1≤j<∞ is a basis of H 1 .
Let us prove that if {ϕ j } 1≤j<∞ is a Riesz basis of H 0 then {T ϕ j } 1≤j<∞ is a Riesz basis of H 1 , that is, there exists an isomorphism B of H 1 onto H 1 such that BT ϕ j = e j ,
Let {e j } be an orthonormal basis of H 1 . Define a linear operator F : H 1 → H 1 by the formula:
in particular, F e j = T ϕ j . Let us prove that F is an isomorphism of H 1 onto H 1 . If this is proved, then B := F −1 , and Lemma 2.1 is proved.
Clearly F is linear, is defined on all of H 1 , and is continuous. Only the continuity of F needs a proof.
Let
where we have used the assumption that {ϕ j } 1≤j<∞ a Riesz basis of H 0 . Thus F is a linear continuous, defined on all of H 1 operator. Therefore F is bounded. Let us check that F is injective: if u ∈ H 1 , u = ∞ j=1 c j e j , and F u = 0 then ∞ j=1 c j T ϕ j = 0. Apply T −1 and get ∞ j=1 c j ϕ j = 0. Thus, c j = 0 ∀j, since {ϕ j } is a basis. The injectivity of F is proved.
To complete the proof one has to check that the range of F is the whole space H 1 . Let us do this. Take an arbitrary f ∈ H 1 and define h :
Therefore F is an isomorphism of H 1 onto H 1 , and {T ϕ j } is a Riesz basis of H 1 , as claimed. Lemma 2.1 is proved. 2
Let us summarize the proposed method for solving the basic equation (1.7):
Step 1. Choose a Riesz basis {ϕ j } 1≤j<∞ in H 0 = L 2 (S). We discuss this choice below.
Step 2. Calculate the matrix entries a ij and the numbers f i , 1 ≤ i, j ≤ J, where J is an a priori chosen integer.
Step 3. Solve linear system (2.2) numerically and get an approximate solution to equation (1.7) by formula (2.1) in which the coefficients c j solve system (2.2). One has
The matrix in (2.2) has condition number that remains bounded when J grows, as follows from Lemma 2.1.
Let us discuss the choice of the basis {ϕ j }. Assume that r = r(θ) is the equation of S in the two-dimensional case that is, S is star-shaped. The element of the arc length of S is ds = r 2 (θ) + r 2 (θ)dθ := a(θ)dθ. In conclusion let us describe a new idea for solving the exterior boundary value problem:
and v satisfies the radiation condition at infinity.
Define Φ j (x) to be the solution to (2.7) with f = ϕ j (s), where {ϕ j } j≥1 is a Riesz basis in H 0 . Multiply (2.7) by Φ j (x), integrate over D , then by parts, use the radiation condition, and get:
where N is the unit outer normal to S. Look for an approximate solution to (2.8) of the form: H (J) = J j=1 b j ϕ j , and get a linear algebraic system for the constant coefficients b j :
The matrix of this system is positive definite and well-conditioned, because {ϕ j } j≥1 is a Riesz basis of H 0 . Therefore the coefficients b j are uniquely and stably determined from this system, and the corresponding H (J) approximates H with the following error: ||H (J) − H|| 0 ≤ c( ∞ j=J+1 |q j | 2 ) 1 2 → 0, as J → ∞, where c > 0 is a constant. Thus, the above scheme yields a stable numerical method for solving exterior boundary value problem (2.7) and also the scattering problems which can be reduced to (2.7).
Usually in the literature (see [1] and [2] ) the system {ψ j } j≥0 is used in place of {ϕ j }, where {ψ j } are the outgoing wave functions (see [1] ). The system {ψ j } does not form a Riesz basis unless S is a sphere (see [1] ). This causes numerical instabilities of the usual version of the T-matrix scheme (see [1] and [2] ). In contrast, the above scheme should be numerically stable. The price one has to pay is the computation of the functions Φ jN .
