Proof If G has a component of cardinality at least y^v, then either there is a vertex v whose degree has cardinality less than ^v, in which case some component of G v has cardinality at least ^v, or else the degree of every vertex of G is of cardinality at least â nd then every component of every G v has cardinality at least \ξ u . The converse is obvious. LEMMA 
The component orders of G have a finite upper bound if and only if the component orders of every G v have a finite upper bound.
Proof By Lemma 2.2 we can assume that G has only components of finite order. The result is then clear. LEMMA 
For K finite, c(G; K) -co if and only ifc(G υ ; K) = oo for all ve V(G).
Proof The condition is obviously necessary. Conversely, suppose c(G; K) < oo. For any finite component C of G, clearly c(C v ; K) < oo. Therefore, if G has only finite components, c(G v ; K) < oo. If G has an infinite component L then, by Lemma 2.1, c(G v 
; K) -c(G; K) < oo for some ve V(G).
The next lemma shows that we can distinguish whether or not c(G; K) is positive when K is finite. LEMMA 
Let K be a finite connected graph. Then (a) if the component orders of G have no finite upper bound, c(G; K) > 0 if and only if c(G v ; K) > 0 for all but finitely many v; (b) if the component orders of G have a finite upper bound and every infinitely occurring component is a K-producer, c(G; K) > 0 if and only if c(G v ; K) > 1 for infinitely many v; (c) if the component orders of G have a finite upper bound and not every infinitely occurring component is a K-producer, c(G;
For such a v, the infinite components of G are the same as the infinite components of G v .
The finiteness conditions in the theorem suggest that one might hope to prove G = H if 1 < c(G) < oo. However, a counterexample due to J. Fisher, R. L. Graham, F. Harary, and J. A. B. Zonker [2] shows that this is not possible. Let T be a tree in which each vertex has degree y$ 0 , and let G and H be forests in which each component is isomorphic to T. If G has k such components and H has I sudh components, where 1 <£ A; < I <g y$ 0 > then G and iϊ satisfy the hypotheses of Ulam's Conjecture, but clearly G £ H.
3* Locally finite trees* Since G is not a cycle (it is infinite) G is a forest if and only if G v is a forest for all i e V(G). Theorem 1 shows that we can reconstruct many types of forest. However, since G and H are forests in the counterexample mentioned at the end of §2, we can not always reconstruct a forest; moreover, the counterexample shows that we can not even determine the number of components of G. Thus some restrictions are needed if we are to make further progress. In light of the counterexample, and since G is locally finite if and only if G υ is locally finite for all ve V(G), the property of being locally finite is a natural restriction to impose. In the remainder of this section G will always denote a locally finite graph. Consequently we have LEMMA 
c(G) = yt if and only if c(G v ) = # v for alive V(G).
Denote by d(v) the degree of vertex v in G and by δ(G) the minimum vertex degree in G. By Lemma 2.5 we can distinguish whether or not d(G) -0, and by Lemma 3.1 whether or not c(G) is finite. LEMMA 
Let G be a forest with c(G) finite. Then
Proof. Since G is a locally finite forest
This proves the final assertion. It also follows that min {c (G v 
By Lemma 3.2, we know c((?) and hence whether or not G is a tree. Hereafter, we further restrict G to be a locally finite tree. In this connection, we note that Harary, Schwenk, and Scott [4] have given counterexamples in which G and H are locally finite forests.
A tree is m-coherent if there are precisely m distinct one-way infinite paths emanating from each ve V(G). A vertex v is a base vertex of G if G v has at least three components of infinite order, at least one of which is 1-coherent. B is a branch of G if B is a 1-coherent component of G v for some base vertex v; v is a branch vertex if i; e F(i?) for some branch B. Proof. Let B be a branch of G associated with the base vertex v (that is, B is a 1-coherent component of (? v 
). Thus if ue V(B), we V(G) -V(B)
, and (%, w)eE{G) then w = <y. It follows that a branch is associated with a unique base vertex. Moreover, for u e V(B), G u has at most two components of infinite order. Thus branch vertices are not base vertices and it follows that branches of G are vertex disjoint, since otherwise some vertex on two branches would be both a base vertex and a branch vertex. Thus an m-coherent tree, m finite, has m branches and therefore at most m base vertices.
It can, in fact, be shown that, for m > 1, an m-coherent tree has at most m -2 base vertices, but this stronger result is not needed here.
The cores of the proofs of Theorems 2 and 3 (to follow) rely on ones ability to identify (from the G/s) a specific subgraph of the tree G. We shall in each case refer to this subgraph as the centre of G even though the definition of the centre will vary, depending on the case being considered.
Let G be an m-coherent tree, 2<m< oo. Then, for use in Lemma 3.4 and Theorem 2, we define the centre of G to be the subgraph of G induced by the set of all nonbranch vertices of G; consequently the centre of G is the subgraph of G that is the union of all paths between base vertices of G and all maximal trees rooted at vertices of these paths that contain no other vertices of these paths and no branch vertices. One easily sees that these maximal trees are finite. Proof By Lemma 3.3, G has at most m base vertices. Thus, there are a finite number of paths between base vertices and each path is of finite length. Therefore, by the above observation, the centre of G is finite. Proof. Lemma 3.5 ensures that we can determine the value of m for which G is m-coherent and hence whether or not G is m-coherent for some finite m > 2.
By Lemma 3.2 we can distinguish between three cases: (a) G has no endvertices; (b) G has a positive finite number of endvertices; or (c) G has infinitely many endvertices. (a) In this case the branches of G are paths and since, by Lemma 3.4, the centre of G is finite there is a ve V(G) such that G v has two components each with exactly one end vertex. G is obtained from G v by adding a vertex and joining it to these two endvertices.
(b) There is a u e V(G) such that G u has exactly two components, one of which is a one-way infinite path (implying that u is a branch vertex). Let d be the maximum distance of an end vertex in G u to a vertex of degree three or more in G u .
Then there isave V(G) such that G v has exactly two components, one of which is a one-way infinite path and the other containing an endvertex at a distance greater than d from any vertex of degree three or more. G is obtained from G v by adding a vertex and joining it to the two endvertices.
(c) If L is an m-coherent locally finite tree, 2 < m < °o, let L k denote the subgraph of L that is the union of the centre of L and all paths of length at most k emanating from base vertices of L. Clearly, for each endvertex v of G, (G v ) and x 1 < x 2 < x 3 < . This sequence defines an isomorphism of G onto H. THEOREM 
Let G and H be infinite graphs satisfying (1). If G is a 2-coherent locally finite tree, then G ~ H.
Proof. Lemmas 3.2 and 3.5 ensure that we can determine whether or not G is a 2-coherent locally finite tree. By Lemma 3.2, v is an endvertex in G if and only if G v is connected.
(a) G has finitely many endvertices. If G has no endvertex, G is a two-way infinite path and so G H . Otherwise, we now define the centre of G to be the subgraph of G that is the union of all paths between endvertices of G. Since G has only finitely many endvertices this centre is finite. The proof in this case is analogous to that used for case (b) of Theorem 2.
(b) G has infinitely many endvertices. Case (A). Since subcases (i), (ii) are similar we shall consider only (ii). If n -r -i, then i -r -n and so r + i -2r -n. Hence, combining the proper pairings of G u and G u as in (1) A pivot of G is a vertex t of the two-way infinite path of G such that B n ~ B 2t _ n for all but a finite number of values of n. Therefore, r is a pivot of G and there is no loss of generality in taking r -0. Thus we have Hence in this case G ~ H.
In all other cases we can define
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