This paper presents an approach to measuring of the e ect of crosstalk on the delay of a net using an algorithm whose worst-case complexity is quadratic in the number of nets. The algorithm is amenable to being incorporated into the inner loop of a timing optimizer and is illustrated on a channel router, where i t i s s e en to give improvements of about 20-30 in the average delay in a channel as compared to the worst case.
Introduction
Crosstalk is generally recognized as a major problem in IC design. This paper presents a novel approach t o solving the chicken-and-egg problems related to the e cient measurement of the e ect of crosstalk on the delay of a net using an algorithm whose worst-case complexity is quadratic in the number of nets, which i s t h e best that can be achieved. Published techniques for crosstalk analysis typically work with either a very detailed and accurate analysis of the phenomenon for example, 1,2 or a very high-level model that captures the spirit, if not the details, of the crosstalk phenomenon for example, 3 6 . The latter class of approaches has the advantage of speed over the former class, at the expense of accuracy, and has been therefore been used in the inner loop of optimizers. However, there is a need for greater accuracy without sacri cing the requirement of speed that is essential in the inner loop of an optimizer.
The goal of this work is to develop a technique that is intermediate to the two in accuracy and speed, and to show its application to optimal crosstalk-conscious channel routing. The delay calculation procedure uses the Elmore delay model in the examples shown here, but the assumptions used herein are general enough that the only requirement of the delay model is that it should show an increased delay for an increased capacitance. Therefore, a higher order AWE-like delay model 7 is equally applicable to this basic framework. The application of this approach to optimal channel routing is shown, and it may be applied to other optimization scenarios.
E ect of Crosstalk on Timing
This work models a wire as a succession of RC segments connected in series. We assume that the widths, w i , of the wires are kept constant through the analysis and optimization. The resistance, R i , and intrinsic capacitance, C i , of the i th segment are given by the formul R i = l i =w i and C i = l i w i , where w i and l i are, respectively, the width and length of the i th segment, and and are constants of proportionality for the resistance and intrinsic capacitance including the fringing capacitance, respectively. The coupling capacitance, C c , b e t ween two adjacent nets is given by C c = overlap i , where overlap i is the length along which the nets run next to each other.
The role of the coupling capacitances is greatly dependent on the relative switching times of the nets 8 :
If one net switches and the other remains inactive, then the equivalent coupling capacitance C c;eq = C c . If both nets switch at the same time in opposite directions i.e., 1 ! 0 and 0 ! 1, then C c;eq = 2 C c . If both nets switch at the same time in the same direction, then C c;eq = 0 .
The complexity of this relationship arises from the interrelationships between the timing behavior and the coupling capacitance. The value of the equivalent coupling capacitance is a ected by the switching time, which, in turn, is a ected by the value of the coupling capacitance.
To elaborate on this, consider two wires that are laid out adjacent to each other. If the input signals to driver of the two wires switch b e t ween times T min;1 ; T max;1 and T min;2 ; T max;2 , respectively, and if the delays required to propagate the signal along the wires are in the range d 1;min ; d 1;max and d 2;min ; d 2;max , respectively, then the intervals during which the lines switch are T min;1 +d 1;min ; T max;1 +d 1;max and T min;2 +d 2;min ; T max;2 +d 2;max , respectively. Therefore, the following relationship holds between the switching times and the equivalent coupling capacitance, C c;eq note that it is possible for some of the above i n tervals to be empty:
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An Algorithm for Correct Crosstalk Estimation
We de ne a spatial adjacency graph, G s , whose vertices correspond to the k nets in the channel. An edge is drawn between vertices i and j if the spans of nets N i and N j intersect. If two v ertices are connected by an edge, the corresponding nets will a ect each other by means of a coupling capacitance if they are placed adjacently.
All transitions are assumed to be sharp, and occur at a time given by the delay; we happen to use the Elmore delay model here, but the basic approach m a y be extended to any other model.
Outline of the Algorithm
For each driver of a net, a switching interval T min ; T max and a source resistance, R d , is speci ed. The goal of the algorithm is to incorporate the information in the G s graph and the adjacency information derived from the channel routing solution to arrive at a range T start ; T end for all of the wires in the channel.
We de ne the self-delay, d s , of a line as its RC delay calculated by considering only the intrinsic capacitance of the line. Note that the self-delay is calculated without incorporating the e ects of coupling capacitance; consideration of the coupling capacitance can only cause the delay to increase, and hence the self-delay i s a l o wer bound on the delay of the line. The task of this algorithm is to determine whether the correction due to coupling capacitance should assume a capacitance of C c or 2C c 0 or C c for the maximum minimum switching time. As a notational convenience, let delayC c be the delay on the line due to the coupling capacitance of C c for each neighbor of a given wire. The initial switching interval is set to the value of T start ; T end , where T start = T min +d s and T end = T max + d s + delayC c , both of which are clearly lower bounds on the earliest and latest switching times for the wire. The pseudocode for the algorithm is shown below: In practice, the changes in the forward and backward passes are only made for neighbors of nets that were altered in the previous iteration, except in the rst iteration of the outer loop, where all nets are processed.
The neighbors of a wire j above correspond to adjacent v ertices in the G s graph. The updates in each pass are performed using the scheme in Table 1 , with the di erence that the wire delays are calculated using the values of Several speedup heuristics have been developed, but are not described due to space limitations.
Theoretical Results and Complexity
Some theoretical results are stated below; the proofs are omitted due to space limitations.
Theorem 1: The iterative procedure in Algorithm Update Switching Times converges. Theorem 2: The computational complexity of the algorithm is Onm 2 + mn 2 , where n is the number of nets and m n is the maximum number of nets that are spatially adjacent t o a n y net. Therefore, assuming that m is bounded by a constant, the complexity of the procedure is On 2 .
Comment 1: In practice, this upper bound was never seen to be reached and is unlikely to be reached for problems where the wires are evenly distributed. However, it can be illustrated to occur in a pathological case where a set of n bus lines run next to each other. In such a case, each line is capable of a ecting every other line, and any algorithm must incorporate the On 2 i n teractions.
Comment 2 : The proof is valid for any delay model that satis es the requirement that as the load capacitance increases, the delay will increase. This is a requirement satis ed by most models in an IC environment.
Experimental Results
The algorithm to minimize the objective function by reordering, subject to horizontal and vertical constraints, was implemented in C and executed on a Sparc Ultra 1 170 workstation. In our implementation, we assumed that the rise times are equal to the fall times, but this is not essential, and the procedure can be extended easily to handle rise and fall transitions separately.
A summary of the results is shown in Table 2 for 0.25m technology parameters. The algorithm was used to reorder eight di erent examples, keeping the number of tracks the same as that in the original solution that was obtained from a Yoshimura and Kuh channel router 9 that optimizes the height of the channel. The eight examples are taken from 9 , with the last example being the routing of the Deutsch di cult example with doglegs.
The second column of Table 2 shows the number of nets for each example. The third column shows the improvement in the objective function at the end of the simulated annealing run, as compared to the objective function value in the original channel. It is seen that improvements of up to 28 over the initial con guration are achievable. The switching times of the drivers were chosen randomly, and it should be pointed out that the extent of the improvement depends on the switching times of the drivers, and there will be situations where signi cantly larger improvements may be possible. However, the intent of this table is to illustrate that the reordering process To obtain an idea of how m uch the optimal solution di ers from the worst solution, the simulated annealing algorithm was executed again, this time with the objective o f maximizing the objective function. At the end of this run, we have a reordered channel where the e ects of crosstalk correspond to the worst possible scenario. The di erence between this objective function value and the objective function value obtained earlier provides an idea of how m uch improvement is possible between the most optimal and the least optimal channel routing solution. Note that both of these solutions are valid solutions with the same number of tracks, and it is quite possible for a CAD tool that is not crosstalk-conscious to come up with the worst-case solution. It is seen that the di erence between the best case and the worst case can be as large as 38.
