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Abstract
An alternative method for temporal evaluation of fringe patterns is proposed. The method is based on the appli-
cation of a synchronous detection system for processing the temporal irradiance fluctuations generated when the
sensitivity of the optical set-up is changed. The technique requires an easy computing implementation and presents
good noise rejection characteristics. In particular, the proposed method does not require to store the whole set of fringe
images as it happens with Fourier techniques which allows for a faster data processing. Results of this method proved
on synthetic fringe images as well as in real experiments are presented.  2002 Published by Elsevier Science B.V.
1. Introduction
Optical techniques commonly require the ana-
lysis of fringe patterns to measure a wide quantity
of physical parameters such as surface profile,
displacement and refractive index. Several tech-
niques for analyzing fringe patterns have been de-
veloped [1]. In recent years [2–7], several techniques
has been developed for the temporal evaluation of
phase maps. These temporal techniques have im-
portant advantages compared with spatial ones
since the phase at each point is recovered inde-
pendently, allowing the evaluation of discontinu-
ous phase functions. An additional advantage
derived from the independent evaluation of the
phase at each image point is that errors generated
in noisy regions do not propagate over the full field.
The most important temporal techniques for
fringe pattern analysis are the methods developed
by Huntley and Saldner [2,3], and the temporal
Fourier techniques [4–6]. Huntley’s method is
based on the application of a phase-stepping al-
gorithm when the sensitivity of the optical ar-
rangement is changed over the time. In this way, it
is obtained, for each image point, a set of wrapped
phase values with different sensitivities. After per-
forming a 1-D unwrapping operation along the
time axis, we get the final unwrapped phase for
each image point. The phase unwrapping in this
method is implicit, therefore no further spatial
unwrapping must be applied. This method was
applied to surface profiling using a Michelson
interferometer by Saldner and Huntley [7]. As
in Huntley’s method, in the temporal Fourier
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techniques the sensitivity of the optical set-up is
changed along the time to get a temporal sinu-
soidal signal generated by the irradiance fluctua-
tions at each pixel. From these temporal signals,
the phase is obtained for each point by applying
the Fourier transform technique. The temporal
Fourier analysis applied to surface profiling was
reported by Takeda and Yamamoto [4], and Joe-
nathan et al. [5]. An application to deflectometry
for the measurement of power in ophthalmic lenses
with a limited number of images was proposed by
Quiroga and Gomez-Pedrero [6].
In this work we propose an alternative approach
for temporal fringe pattern analysis. This technique
is applied to the temporal irradiance fluctuations
generated by a linear variation of the sensitivity.
The method is based on the temporal synchronous
detection of the phase at each image point. Main
advantages of the technique are as follows: (1) It is
easy to implement and no complete storage of the
images is required because it is based on the con-
volution operation rather than Fourier transfor-
mation. (2) It presents good noise rejection
characteristics due to the application of a convo-
lution filter. (3) The presented technique is not so
sensitive to the conditions of symmetry of the
temporal signal as happens with the Fourier tech-
nique. (4) Finally, the proposed technique, does not
require a big quantity of images as the Huntley’s
method, which requires four times the number of
samples due to the phase-stepping algorithm.
This paper is organized as follows. A theoretical
description of the proposed technique is presented
in Section 2. The results of numerical experiments
carried out to analyze the performance of the
technique are presented in Section 3. Experimental
results of the application to surface profiling are
presented in Section 4. Finally, conclusions are
given in Section 5.
2. Synchronous detection for temporal phase-mea-
surement
2.1. Temporal phase-measurement
Considering that a fringe pattern image is rep-
resented by
gðx; yÞ ¼ aðx; yÞ þ bðx; yÞ cos Uðx; yÞ½ þ Xðx; yÞ;
ð1Þ
where aðx; yÞ and bðx; yÞ represent the background
illumination and the amplitude modulation, re-
spectively. The field Uðx; yÞ represents the phase to
be detected which is related with the physical
quantity to be measured, and Xðx; yÞ represents the
carrier term. Defining f ðx; yÞ as the physical
quantity to be measured and eðtÞ the sensitivity of
the optical system that depends on time, Eq. (1)
can be rewritten as
gðx; y; tÞ ¼ aðx; y; tÞ þ bðx; y; tÞ
 cos eðtÞ  f ðx; yÞ½ð þ kðx; yÞÞ; ð2Þ
where we suppose that
Uðx; y; tÞ ¼ eðtÞ  f ðx; yÞ and
Xðx; y; tÞ ¼ eðtÞ  kðx; yÞ: ð3Þ
Eq. (2) represents a set of fringe images for
different sensitivities, where t ¼ 1; 2; 3 . . . ;N .
If we impose that the sensitivity varies linearly,
that is, eðtÞ ¼ e0 þ l  ðt 	 1Þ, we can observe from
Eq. (2) that, for every image point, we shall have a
temporal cosine function with frequency propor-
tional to f ðx; yÞ þ kðx; yÞ. Fig. 1 shows a schematic
diagram of the generation of the irradiance fluc-
tuations over time at different image locations. Let
Hðx; y; tÞ ¼ eðtÞ  ½f ðx; yÞ þ kðx; yÞ
¼ aðx; yÞ þ bðx; yÞ  ðt 	 1Þ; ð4Þ
where
aðx; yÞ ¼ e0  ½f ðx; yÞ þ kðx; yÞ;
bðx; yÞ ¼ l  ½f ðx; yÞ þ kðx; yÞ: ð5Þ
Then
gðtÞ ¼ aðtÞ þ bðtÞ cos½HðtÞ
¼ aðtÞ þ bðtÞ cos½a þ b  ðt 	 1Þ;
t ¼ 1; 2; 3; . . . ;N : ð6Þ
Eq. (6) represents a function of x and y but the
spatial dependence has been removed for simplic-
ity. As it can be seen, to recover f ðx; yÞ we just
have to calculate the value of the temporal fre-
quency b at every image point.
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2.2. Synchronous detection technique
Phase detection is a task that is commonly re-
alized in electronic communication techniques. To
do so, the synchronous detection technique has
been widely used. The applications of this phase
detection scheme were extended to spatial phase
detection of interferometric fringe patterns with
spatial carrier [8–10]. The method consists in the
multiplication of the signal of interest by two pe-
riodic signals in quadrature (sine and cosine
waves) of the same frequency, and low-pass fil-
tering operations. A schematic diagram of this
technique is shown in Fig. 2. Applying the same
principle we can determine b from Eq. (6). For
simplicity, we will describe the method in complex
notation as follows. We rewrite Eq. (6) in expo-
nential form as
gðtÞ ¼ aðtÞ þ 1
2
bðtÞ expfi½a þ b  ðt 	 1Þg
þ 1
2
bðtÞ expf	i½a þ b  ðt 	 1Þg: ð7Þ
In this case the frequency of the periodic signal eq.
(7) is b. If we multiply this equation by
exp½ib0ðt 	 1Þ, where the frequency b0 has an ar-
bitrary value, we will obtain
geðtÞ ¼ aðtÞexp½ib0  ðt	 1Þ
þ 1
2
bðtÞexpfi½aþb  ðt	 1Þþb0  ðt	 1Þg
þ 1
2
bðtÞexpf	i½aþb  ðt	 1Þ	b0  ðt	 1Þg:
ð8Þ
Analyzing this equation we can observe that if
the value of b is sufficiently close to b0 we may
isolate the third term with a low-pass filtering
operation and, in consequence, determine the va-
lue of f ðx; yÞ. This condition can be accomplished
if we establish a proper sensitivity variation which
can be done controlling the experimental condi-
tions and having a priori information about f ðx; yÞ
and kðx; yÞ (see [6]). In these conditions, we can
chose b0 ¼ bmax ¼ l max½f ðx; yÞ þ kðx; yÞ. Sup-
posing that these conditions hold, we can apply a
low-pass filter to the signal represented by (8),
obtaining
g^eðtÞ ¼ geðtÞ  hðtÞ
 1
2
bðtÞ exp½	iða þ b  ðt 	 1Þ 	 b0  ðt 	 1ÞÞ;
ð9Þ
where hðtÞ represents the low-pass filter and * the
convolution operation. Finally, the set of values
HðtÞ can be computed as
Fig. 2. Schematic diagram of the synchronous detection tech-
nique.
Fig. 1. Sequence of fringe images varying the sensitivity along
time. Note that the frequency of the temporal cosine signal is
proportional to the phase function.
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HðtÞ ¼ tan	1
 
	 Imfg^eðtÞ exp½	ib0  ðt 	 1Þg
Refg^eðtÞ exp½	ib0  ðt 	 1Þg
!
:
ð10Þ
The recovered phase HðtÞ is wrapped in the
range ½	p; p so that 1-D unwrapping must be
carried out. Finally f ðx; yÞ is determined from the
parameter b that is computed from the linear re-
lationship HðtÞ ¼ a þ b  ðt 	 1Þ applying linear
least-squares fitting.
Applying temporal algorithms, the number of
samples plays an important role in the accuracy,
time processing and computer storage capacity.
From the frequency view point, accuracy is incre-
mented using a large number of samples, this is
because the frequency resolution in the Fourier
space is also incremented. To keep a reasonable
accuracy with the lowest possible number of
images, before applying this technique we have
pre-processed the temporal signal with linear
interpolation to 10 times the original sampling.
For the convolution operation in our experiments,
after testing different window filters, we found that
best results are obtained using a simple average
filter. It is important to appoint that apart from
the least-squares fitting procedure that may be
considered a filtering operation, the convolution
operation implicit in this technique is beneficial for
noise rejection.
3. Numerical experiments
In order to evaluate the performance of the
method presented here, we have compared it with
the Fourier method described in [6] making
experiments with numerical simulations. Noise
sensitivity analysis were realized making mea-
surements on simulated fringe patterns with carrier
and uniformly distributed phase-noise. We evalu-
ate the phase with temporal series of 50 images of
50 50 pixels and considering optimal conditions
of the linear sensitivity variation to apply the
Fourier method as in [6] in such a way that the
number of cycles of the temporal signal varied
from 6 to 12. The tested function in this case was
the peaks function that is included in the Matlab
environment. Fig. 3 shows the normalized RMS-
error by the two methods for different levels of
uniformly distributed phase-noise where the range
is plus/minus (+/)) the quantity indicated in the
horizontal axis.
We have also compared the accuracy of both
the techniques for different number of images. As
in noise sensitivity analysis, we used images of
50 50 pixels and the same tested function. Fig. 4
shows the normalized RMS-error of both methods
for different number of samples.
These numerical experiments show that the
synchronous detection technique presents a better
robustness to noise than the Fourier one due to the
filtering operation implicit in this technique. Also,
Fig. 3. Normalized RMS-error of the synchronous method
applied on images of 50 50 pixels and N ¼ 50. Uniformly
distributed phase-noise is introduced.
Fig. 4. Normalized RMS-error of the synchronous method
applied on images of 50 50 pixels. The number of samples N
ranges from 30 to 60.
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although the difference is small, the synchronous
technique presents less sensitivity to low number of
samples.
It is important to realize that, due to the finite
size of the signal, when the filter is applied in the
synchronous technique, in order to ignore phase
values with large error, we just consider the phase
values of the sequence T to N 	 T 	 1, where T
defines the size of the filter (2  T þ 1). In this case,
the size of the window filter was selected in ac-
cordance with the discrete version of the rectan-
gular function hðtÞ ¼ rectðt=b0Þ [10].
Finally, we have to point out one of the ad-
vantages presented by the synchronous technique
compared with the Fourier method. As it is stated
in [6], if we want to use the Fourier technique with
a small number of frames, it is necessary to per-
form a preprocessing operation to the temporal
signal consisting in, an interpolation and a crop-
ping of the interpolated signal in such a way that
the extension of the remaining signal corresponds
to an integer number of cycles. In the case of the
synchronous technique, it is only necessary to
perform an interpolation operation to process the
temporal irradiance signal, therefore, the compu-
tational cost is reduced and possible errors intro-
duced by the signal cropping operation are
avoided.
4. Application and experimental results
The temporal method proposed here has a large
number of applications. For instance, we applied it
to profilometry for the measurement of 3-D object
shapes that is a well-known technique [4]. Fig. 5
shows the standard set-up of this application. The
CCD camera captures the image of the fringes
projected onto the object to be measured. In this
application the phase of the fringe pattern is pro-
portional to the height distribution and the direc-
tion of the fringes is perpendicular to the plane of
the figure. The sensitivity variation is done
changing the fringe frequency by means of com-
puter generated fringes with a LCD projector.
As it is shown in [1], when sinusoidal fringes are
projected over the measured object, the irradiance
can be expressed as
gðx; yÞ ¼ aðx; yÞ þ bðx; yÞ
 cos 2p
p
½zðx; yÞ sin ho

þ x cos ho

; ð11Þ
where p is the fringe pitch, zðx; yÞ is the surface
height and ho is the projection angle formed by the
optical axis of the LCD projector and the CCD
camera. We must point out that Eq. (11) is true
only if the height distribution of the object is
negligible compared with distance from the pro-
jector to the object. According to Eq. (11), we can
identify the set-up sensitivity as eðtÞ ¼ 2p=pðtÞ. In
addition, we found that f ðx; yÞ ¼ zðx; yÞ sin ho is
the quantity to be measured and kðx; yÞ ¼ x cos ho
is the carrier term. In these conditions, we intro-
duce a linear sensitivity variation if the fringe pitch
p is changed with time in the following way:
1
pðtÞ ¼
1
p0
þ 1
p0

	 1
pN

 t
N
; ð12Þ
which leads to a linear sensitivity variation given
by
eðtÞ ¼ 2p
p0
þ 1
p0

	 1
pN

 2pt
N
: ð13Þ
In our experiment, the parameters p0 and pN have
been determined employing the optimization pro-
cedure described in [6]. We can see in Fig. 6(a), the
sinusoidal fringes projected onto the tested object,
in this case a computer mouse (the values of the
experimental parameters were p0 ¼ 16:6 mm,
Fig. 5. Standard set-up for profilometry for the measurement
of 3-D objects.
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pN	1 ¼ 58 mm and N ¼ 50 frames). In Fig. 6(b)
and (c), we present the results of the 3-D mea-
surement. Fig. 6(b) shows the topography of a
selected portion of the mouse surface while we
have plotted in Fig. 6(c) a longitudinal height
profile. From these plots, it is possible to set the
accuracy in the determination of the object to-
pography in about 2% of the maximum height of
the measured surface (see Figs. 7 and 8).
We can observe experimentally that the syn-
chronous method presents an important advan-
tage compared with the Fourier method: We do
not require to store the whole set of images be-
cause the phase HðtÞ can be computed while the
fringe images are being captured which does not
occur with the Fourier method.
5. Conclusions
We have proposed an alternative method for
the temporal analysis of fringe patterns, based on
the synchronous detection technique. The main
advantages that results when this technique is ap-
plied to the temporal demodulation are that: (1) It
is easy to implement and no complete storage of
the images is required because it is based on con-
volution operations. This permits a faster evalua-
tion of the phase with a lower computational cost
than Fourier techniques. (2) It presents good noise
rejection characteristics due to the application of a
convolution filter. (3) The presented technique is
not so sensitive to the conditions of symmetry of
the temporal signal as happens with the Fourier
technique.
We have performed a numerical comparison
between the SD and Fourier techniques. The re-
sults obtained show a better performance of the
SD technique when phase noise is present. We
have also applied the technique in a 3-D profil-
ometry experiment with good results.
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