Postural stability is often compromised in many pathological states and decreases with age. In clinical practice, an objective tool for balance control at home is fundamental. Recently, virtual tools, based on the use of depth cameras, have been presented. In this paper, a virtual system for balance control assessment is presented and used to implement a virtual task for balance tracking in real time at home. The usability of the tool is assessed through some experimental data collected by 6 healthy elderly people, that used the system and evaluated it through a questionnaire. Results are reported and discussed.
Introduction
Balance control is the ability to maintaining the body Center Of Mass (COM) within its limits of stability. This capability, fundamental for controlling body movement, decreases with age [1] and could be compromised by many pathologies [2] [3] [4] . Both for diagnostic purposes (a timely control of the postural stability reduction could prevent the risk of falls) and for assessing therapeutic progresses an objective and quantitative postural balance assessment at home is needed. Recently, the effectiveness of a new generation of virtual instruments, exercises and practices for rehabilitation have been studied and developed [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] .
The evolution of the postural sway can be defined statically, if measurements are made while the subject tries to remain still standing, or dynamically, if the measurements are made under the effects of tasks aiming at changing balance conditions (important to assess the maintenance of an unstable equilibrium) [15] . Obviously, systems allowing dynamic measurements are also usable for static studies.
Postural sway could be estimated starting from kinetic or kinematics parameters. The kinetic information include the excursion of the Center of Pressure (COP), applied to a support surface, and measured by means of clinical force platforms [16] or low-cost commercial instruments, like for example the Wii Balance [17] .
The kinematic data could be used to estimate the spatial position of the Center of Mass and, consequently, its vertical projection on the ground, the Center of Gravity (COG). It could be measured by using wearable inertial sensors [18] or optical motion analysis [19] . In particular, in [19] a low-cost tool for COM/COG assessment, based on a TOF camera has been described. During a virtual balance task, the COG excursions have been recorded and compared with the movements done by COP, acquired by means of a force platform. Results have shown that this tool was able to assess the sway of the human body also in dynamic conditions. The system had a lower dynamic range than a physical force platform, mainly due to the difference between COG and COP [20] . However, those differences were more evident in the Medio-Lateral (ML) direction of the subject movements than in the Antero-Posterior (AP) direction [19] .
This systematic error was produced because the Field Of View (FOV) of the camera was partial. Moreover, to ensure a real-time response, the model of the human body was approximated by a reduced set of spheres over the depth map. In [21, 22] , a refinement of the system has been proposed to overcome these limitations by using a mirror. In fact, the mirror allowed the focusing of occluded portions of the body and could be used both with a Structured Light (SL) Camera (e.g. Kinect 1) or with a TOF Camera (e.g. Kinect 2). The use of the mirror, instead of an additional depth sensing camera, had two advantages: it was cheap and it avoided multiple-camera synchronization and high-frequency acquisition. The present paper describes a balance tracking software to assess the balance control ability in elderly people at home; the application is integrated with the system [21, 22] and tested on a set of 6 healthy elderly people.
The paper is organized as follows: Sect. 2 describes the proposed system, briefly reports the depth map generation process for TOF or SL cameras, summarizes the balance assessment system, and describes the application for the dynamic and real time balance tracking. Section 3 shows and discusses some experimental results regarding the system usability, whereas in Sect. 4 some conclusions are presented.
System Design
The proposed system was designed to fit the requirements of three stakeholders: the beneficiary, the therapists, and the caregivers. Potential beneficiaries are, mainly, aged people but also people with balance deficits derived from neurological or musculoskeletal disorder (in the following we use also the term "user" to identify the "beneficiary", though a user of the system could also be a therapist or a caregiver). Regarding the beneficiaries, the system has to be easy to use, presuming that most of them probably are unskilled of computers. In fact, the system must be usable at home without external help. Moreover, the system should elaborate the current balance session and exhibit to the user the outcome of the session itself (in case of positive result, the system should show a positive message to the user whereas in case of negative result, the system should signal a warning). Finally, the system has to be safe, in the sense that it has to be easily set by qualified therapists, according to the users capacities and needs, but it must not be allowed to the users to modify the system setting, in order to avoid dangerous situations (the system could become the cause of falls!). According to the therapist stakeholder, besides the possibility of setting, the system has to store raw data of executed sessions, and to furnish simply usable tools for rapid data retrieving, analysis, and visualization. Referred to the caregivers, the main target is to be informed regarding the regular usage of the system (jumping a planned session could imply a warning situation) and of the results of the monitoring activity (a negative outcome of the current session would imply a warning message).
The system architecture is structured in order to be deployed on up to three different machines. As shown in Fig. 1 , four main components can be identified: (a) the depth camera and the mirror, essential for the COG assessment; (b) the installation machine used to calibrate the system, equipped with the software necessary to collect both the RGB and the depth map from the camera and the Matlab environment with the Camera Calibration Toolbox [23] ; (c) the server machine, equipped with the driver and the libraries for the communication with the depth map, that hosted both the COG computation module and the web application for the static and the dynamic posturography; (d) the client machine, where only a web browser has to be installed.
Integration of a Depth Camera with a Mirror
The depth sensing camera can be plugged, by means of an USB connection, both to the server or to the installation machine, depending on the state in which the system is (calibration state or balance tool execution state). As demonstrated in [19] , the camera is used in conjunction with a mirror in order to improve the COG assessment accuracy, by retrieving information about the hidden surface of the user body. TOF sensors are composed by an emitter and a sensor matrix that work at near infrared (NIR) light frequencies. As shown in Fig. 2a , by enlightening the scene with a light (by means of the emitter E), modulated in amplitude by a sine of frequency f mod , and measuring the phase shift (ϕ shif t ) between the emitted and the reflected signal (captured by the sensor S ), it is possible to compute the distance of an object O from the matrix plane and the depth map of the scene [24] . Then, being note the horizontal and the vertical fields of view of the camera, it is possible to compute the spatial coordinates of a point O = (x O , y O , z O ), referred to a three-dimensional Cartesian coordinates system, typically centered on the middle of the camera sensor. Figure 2b , shows that the placement of a mirror in the scene allows the indirect observation of an object, through its reflection: the light, reflected by the mirror, hits the object O and it is detected by the sensor S as if there is a virtual space behind the mirror plane that contains the reflection of the object, the sensor and the emitter E. The reflected virtual object VO is like the real object O, seen by a virtual sensor VS, after a horizontal image flip. If the equation of the plane containing the mirror surface with respect to the coordinate system is known, it is possible to estimate the position of the real object using the information from the reflected one [21, 22] . 
The Installation Machine
The installation machine function is to allow a technician to set up the COG acquisition system. It is designed to perform the calibration described in [22] , that is to find the equation of the plane the contains the mirror, with respect to the reference coordinates system. Indeed, reversing the above argument, it is possible to derive the equation of the mirror plane, starting from the position of a point and its reflection. In the proposed system, due to the TOF sensor low resolution, it is preferred to calculate the position of the depth sensor (the origin of the coordinates system) and its reflection. The chosen approach consists in two main phases: first, the position of RGB sensor with respect to the TOF sensor is found, by using a set of images of a special chessboard formed by alternating opaque and reflective squares visible from both sensors; second, a set of images of a chessboard, seen both directly and through its reflection, is used to calculate the reciprocal positions of the two RGB sensors (the real and the virtual one seen through the mirror). As shown in Fig. 3 , the same image is used to represent the views of the object from both the cameras, after a horizontal flip. These information allows to compute the reciprocal position of the two TOF sensors and the plane equation. In this phase, the coordinates of a pixel in the depth map, belonging to the ground, are calculated in order to store the height H of the camera from the floor. In the proposed version of the system, the calibration process is performed by using the Camera Calibration Toolbox [23] , and produces a binary output file containing the plane coefficients value and the camera distance from the floor H, manually transferred to the server machine. In future developments, this step will be implemented in proprietary software tool, that will simplify operations needed during the process, by means of a wizard, allowing the therapist or the caregiver to set up the system. For this reason the technician is not identified as stakeholder. Fig. 3 . The couple of images used for the calibration between the real and the virtual RGB cameras: one is obtained as the horizontal flip of the other. The result of the calibration test, indicating the mutual position of real camera with respect to the virtual one, is also shown (below).
The Server Machine
The server machine hosts the web application that executes two main modules, data processing tool and data presentation tool. The first manages the communication with the TOF camera and is equipped with the implementation of the COG assessment algorithm described in [22] . Two phases are required, for each frame, in order to obtain the COG: the 3D positioning and the COG evaluation.
The 3D positioning aims at computing, for each frame, the spatial coordinates of the body surface by using the pixels allowing both to the direct foreground and to the reflected one. First, each point of the foreground is determined in the 3D coordinates system (direct and reflected images are managed in the same way). Second, it is marked as "real", if belonging to the same half-space of the system origin, "virtual" elsewhere (this operation is simplified by reserving a region of scene to the mirror). Finally, the reflection with respect to the mirror plane is applied to each virtual pixel.
For the COG evaluation a weight-based approach is used in order to normalize the pixel contribution to the COG evaluation, proportionally to the body surface covered by it (a closer pixel would have a lower contribution with respect to a farther one). Since the surface covered by a pixel increases like the square of the distance, for each pixel i belonging to the foreground F, the considered weight is:
where d i is the original (before the reflection operated by the 3D positioning) pixel distance from the camera. After normalization, the COM coordinates are computed as follows:
while the COG coordinates, corresponding to the vertical projection of the COM on the ground, are calculated as:
The data processing module is developed in C++ and includes a websocket server able to manage, through a real time communication, a large numbers of messages exchanged from and to the client. It must synchronize the information processed by the COG algorithm and consumed (and presented) by the client itself. WebSockets protocol [25] has been selected for the proposed system because it provides a consistent latency reduction and avoids unnecessary network traffic, if compared to polling and long-polling solutions that are used to simulate a full-duplex connection by maintaining two connections. Thus the WebSockets represent a standard for bi-directional real time communication/applications [26] .
Data presentation module exploits the features of the installed Apache Server [27] and is used to deploy the graphic interface pages and to handle the http requests from the web-browser.
The above design, following the classic client-server architecture, allows to deploy the modules for data processing on the server machine, thus limiting the role of the client to simply host a web browser. This choice has been successfully used also in the interface design of a communication tool for impaired people [28] . Figure 4 shows the two possible execution scenarios of the system: the first (Fig. 4(a) ) is designed for static posturography, the second ( Fig. 4(b) ) is used to execute a combined static/dynamic posturography chain. In both scenarios the tool is used as a control instrument, in order to periodically check the balance control of the subject and notify the caregiver of daily executions and progresses and, above all, of potential dangerous balance states recorded by the system. The balance check is performed through the execution of up to two static posturography sessions. If both of them result in a warning, by exceeding the displacement limit either for AP or ML swaying, the system displays a reassuring message that is intended to calm down the subject and to make him sit down, without worry him: "Please wait until computation is complete. Take a seat and rest for a minute". At the end of the scenarios, a system call is executed, in order to report to the caregiver about the state of the subject. The effects of the call can be defined by modifying the type and the content of the file indexed in the setting (it could be, for example, a batch file or an executable). Thus, several strategies could be used to report, like sending an email, doing a http request or exploiting an SMS provider.
Static posturography is designed to assess the ability of the user to maintain fixed his COG. The user has to keep is arms along the body and his feet joined, staying as still as possible.
In this case the user interface contains just the representation of the user COG position (drawn as a circle) and its movement on the horizontal plane ( Fig. 5(a) ). Dynamic posturography aims at evaluating the ability of the user to follow a specific trajectory with his COG, starting from the same position assumed during the static posturography and just moving his ankles.
The target trajectories are represented by a gun sight moving with random oscillations around the center of the scene while the user COG is drawn as a circle (Fig. 5(b) ). Fig. 5 . Screenshots of the client application (in the web browser). Left panel (a) reports the static posturography window, containing the representation of the user COG position (red circle) and its trajectory on the horizontal plane (black stroke). Right panel (b) represents the dynamic posturography window: the target is represented by a gun sight moving, with a pre-determined trajectory (the last two seconds of the followed path is indicated by a green stroke), around the center of the scene and the user COG is drawn as a red circle with the last 2 s of its trajectory (black stroke). (Color figure online)
The whole system is designed to require the minimum possible amount of operations that the user has to perform to use the system and, at the same time, to avoid the possibility of wrong setting that an unskilled user could produce. A text file stored on the server machine defines the values of parameters used in the application: the scenario that has to be executed (COG control both maintaining a static position or tracking a moving target), the task duration (both for static and dynamic tasks), the delay between the execution of the application and the beginning of the task, the AP or the ML values of displacement that, if exceeded during the static posturography, has to be considered dangerous and, finally, the path of the file that has to be executed in case of a balance warning situation.
Data recorded during the executions are stored in the server machine in order to give to the therapist the possibility of analyzing and comparing them in future.
System Evaluation
The proposed system has been evaluated, in terms of user usability, by performing a set of test sessions.
The experimental settings was composed of a TOF camera [29] , located at 3.5 m from the expected subject location and 1.45 m from the floor, and a squared mirror (1.5 m sided), positioned with its center at 4.5 m from the camera and 2.35 m from the floor. The mirror was inclined by 50 • with respect to the vertical position. The machines acting as server, client and installation coincided to the same computer, an Intel i7 (2.3 GHz) with 4 GB of RAM and Windows 7 (64bit). The web browser that played the client role has been executed in full-screen option and projected from the ceil on the floor, just in front of the user position, in order to increase the feeling of augmented reality for the user. The executed scenario was composed by 90 s long static and dynamic tasks ( Fig. 4(b) and settings included a delay before each posturography test of 15 s and a 5 cm displacement warning value, both for AP and ML directions.
Experimental data has been collected by 6 healthy voluntary subjects, 3 women and 3 men, average age of 60.7 years (±3.2 years). The subjects had scarce or absent ability of using computers. Each participant has been summoned, the day before the test, for a brief, individual meeting, regarding the correct use of the system.
Experimental test required a list of operation that had to be performed by the subjects: (a) running the server application; (b) opening the browser and connecting to the application URL (this operation is facilitated by a shortcut icon on the desktop); (c) executing the combined sequence of task; (d) closing the browser and the server.
All the subjects have achieved to perform the dynamic task passing through the static check only once. After the session each participant has been requested to fill the SUS questionnaire [30] , in order to evaluate the usability of the system. The SUS questionnaire is composed by 10 item that have to be scored in the range from 1 to 5 (meaning from "strongly disagreement" to "strongly agreement"): five items are related with a positive usability meaning (e.g. "I felt very confident using the system"), while the remaining are negative statements (e.g. "I found the system unnecessarily complex"). The final score S, ranging from 0 to 100, is computed as follows:
Where P and N are the set of positive and negative items respectively, and V i is the value assigned to the statement i.
The system has been scored with 71.7 as average usability value, corresponding with quite positive overall opinion. Figure 6 summarizes the individual questionnaire results: 5 subjects have valuated the system usability with a score of 65 or above while one (Subject #5) has found the system very difficult to be used.
Since the subject had almost never experienced the use of a personal computer, most of the difficulties could be attributed to the interaction with the operating system more than with the proposed system. Indeed, both during the training session and the test session, the subject has been observed to have problem with basic operations like double-clicking on an icon or closing a window. The other subjects have considered easy or friendly the interaction with the proposed system and, though the questionnaire was strictly related to usability, some of them have pointed out that they have found funny the dynamic version of the system. Figure 7 reports, as an example, the COG movements recorded during the Subject #1 dynamic session. The figure also shows the trajectory of the moving target (in particular, in the first and the second graphs the user trajectories are shown with continuous lines, while the target movements are represented by dotted lines). As it is possible to see from the plots, the user COG follows trajectories that includes higher frequencies components with respect to those drawn by the target (due to trembling movements). The COG trajectory also presents an obvious temporal delay (the user had to adapt his actions to the target) and greater oscillations amplitudes, because the user response to the target changes of direction was not immediate, leading him to overtake it. Data reported are an example of the information that could be analyzed and elaborated by the therapist, by taking into account the COG movements and, in case of dynamic tasks, the position of the target. Fig. 7 . Representation of the COG movements (AP and ML components) recorded and visualized by the system during a dynamic session the Subject #1. In particular, the continuous lines represent the target trajectories and the dotted lines represent the COG trajectories of the analyzed subject. In the last row the figure show the trajectories represented on the plane.
Conclusion
An objective and quantitative postural balance assessment at home is needed both for diagnostic purposes and for assessing therapeutic progresses. In this paper a virtual system for postural stability control system is described and tested, regarding its usability for the beneficiary users, on 6 elderly healthy people. The users were instructed to use the system and were invited to perform the combined static/dynamic balance control session. Nobody has been excluded by the dynamic session of the task, meaning that all the subjects have passed the stage of static equilibrium. After the use of the system, the subjects have been asked to fill the SUS questionnaire. Though all the users were unskilled with computers, most of them (except one) have found the system very easy to use. Future work will be devoted in testing the functions of the system to be used by therapists and to test the proposed system directly on patients under the supervision of expert therapists.
