A note on the eigenvalue relationship for USAOR iterative method applied to p-cyclic matrices  by Li, Ruiming & Zhou, Dian
Available online at www.sciencedirect.com
Journal of Computational and Applied Mathematics 169 (2004) 213–225
www.elsevier.com/locate/cam
A note on the eigenvalue relationship for USAOR iterative
method applied to p-cyclic matrices
Ruiming Li∗, Dian Zhou
Department of Electrical Engineering, The University of Texas at Dallas, Richardson, TX 75083-0688, USA
Received 11 June 2003; received in revised form 17 October 2003
Abstract
A new relationship of eigenvalues between the Jacobi iterative matrix and the USAOR iterative matrix for
a general block p-cyclic case is derived. Many known results are its special cases.
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1. Introduction
To solve the linear equations
Ax = b; (1.1)
where A∈Cn×n is a nonsingular complex matrix, we consider the unsymmetric accelerated overre-
laxation (USAOR) iterative method.
Consider the block decomposition of A
A= D(I − L− U ); (1.2)
where D = diag(A), L and U are strictly lower and strictly upper triangular matrices respectively.
The corresponding block Jacobi iterative matrix B is
B= L+ U: (1.3)
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The USAOR iterative method [3,12] is deGned by
xn+1=2 = L1 ;!1x
n + !1(I − 1L)−1D−1b
and
xn+1 = U2 ;!2x
n+1=2 + !2(I − 2U )−1D−1b;
i.e.,
xn+1 =Gxn + (I − 2U )−1[(!1 + !2 − !1!2)I + !2(!1 − 1)L
+!1(!2 − 2)U ](I − 1L)−1D−1b; (1.4)
where
G = U2 ;!2L1 ;!1 ;
U2 ;!2 = (I − 2U )−1[(1− !2)I + (!2 − 2)U + !2L];
L1 ;!1 = (I − 1L)−1[(1− !1)I + (!1 − 1)L+ !1U ]: (1.5)
It is easy to see that many known iterative methods are its special cases
1 = 0; !1 = 1; 2 = !2 = 0; Jacobi;
1 = !1 = 1; 2 = !2 = 0; Gauss–Seidel;
1 = 0; !1 = !; 2 = !2 = 0; JOR;
1 = !1 = !; 2 = !2 = 0; SOR;
1 = 2 = !1 = !2 = !; SSOR;
1 = !1 = !; 2 = !2 = !ˆ; USSOR;
1 = ; !1 = !; 2 = !2 = 0; AOR [1];
1 = 2 = ; !1 = !2 = !; SAOR [2]:
When A is a p-cyclic matrix, in the form of
A=


A1;1 A1;2 0 · · · 0
0 A2;2 A2;3 · · · 0
...
...
. . . . . .
...
...
...
. . . Ap−1;p
Ap;1 0 · · · · · · Ap;p


; (1.6)
R. Li, D. Zhou / Journal of Computational and Applied Mathematics 169 (2004) 213–225 215
a relationship between the eigenvalue  of the USAOR iterative matrix and the eigenvalue  of the
Jacobi matrix was established as follows [4]:
[ep−1 + (c + f)p−2 + dp−3]p − q(2p−2 − p−1p−3)2p = 2; (1.7)
where q= cf − de = !1!2(!1 − 1)(!2 − 2); ; c; d; e; f, and i are deGned by (2.1)–(2.3).
Although we mentioned in [4] that an extension of (1.7) to derive an eigenvalue relationship
for more generalized p-cyclic matrices is possible by following the lines of the article by Li and
Varga [5], we note that this extension is not trivial. The reason is that the method in [5] cannot
be simply used here because the two matrices in the USAOR iterative matrix, as will be seen in
the latter section, are not permutable as in [5] for USSOR. This greatly increases the complexity of
the derivation. In this paper, we derive an eigenvalue relationship for arbitrary p¿ 2 when A is a
generalized p-cyclic matrix, which generalizes our former result (1.7). The importance of eigenvalue
relationship between the Jacobi iterative matrix and the iterative matrix for an iterative method is not
only in the theoretical aspect which helps us to understand the behavior of the iterative method, but
also in the practical aspect in that we can easily derive the domains of convergence and divergence
of the iterative method from its eigenvalue relationship.
2. Main results
First we give some notations
 is an eigenvalue of G
= − (1− !1)(1− !2) = 0;
a= !1(1− !2) + (1− !1)(!2 − 2);
b= !1(!2 − 2);
c = !1(1− 1)(!2 − 2);
d= !11(!2 − 2);
e = !1(1− 1)(1− !2) + !2(1− !1);
f = !1!2 + !11(1− !2);
g= (a+ 2)=;
h= b=;
g1 =
!2(1− 2)+ !1(1− !2)2

;
h1 =
!22+ !1!2(1− !2)

;
g2 = (1− !2)=;
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h2 = !2=;
gˆ=
1 + !2(1− !1) + (!1 − 1)(1− !2)

;
hˆ=
!2(!1 − 1)

;
gˆ1 =
!1(1− 1)+ !2(1− !1)2

;
hˆ1 =
!11+ !1!2(1− !1)

: (2.1)
s and t are the roots of the equation x2−gx−h=0, sˆ and tˆ are the roots of the equation x2−gˆx−hˆ=0,
i.e.,
s=
g+
√
g2 + 4h
2
; t =
g−
√
g2 + 4h
2
;
sˆ=
gˆ+
√
gˆ 2 + 4hˆ
2
; tˆ =
gˆ−
√
gˆ 2 + 4hˆ
2
; (2.2)
i =


si+1 − ti+1
s− t ; s = t;
(i + 1)s=2; s= t;
ˆi =


sˆi+1 − tˆ i+1
sˆ− tˆ ; sˆ = tˆ;
(i + 1)sˆ=2; sˆ= tˆ:
(2.3)
i = 0; 1; : : : ; p− 1; i = 0; ˆi = 0 if i¡ 0:
We Grst give the deGnition by Li and Varga [5].
Denition 1. The p×p block matrix B is a weakly cyclic matrix, generated by the cyclic permutation
! = (!1; !2; : : : ; !p), if there exists a permutation ! = (!1; !2; : : : ; !p) of integers {1; 2; : : : ; p} such
that
B!j;!j+1 ≡ 0 for 16 j6p and Bi;j ≡ 0 otherwise;
where !p+1 = !1.
It is not diJcult to see that if the block matrix B is a weakly cyclic matrix generated by
the cyclic permutation ! = (!1; !2; : : : ; !p), then there exists a permutation matrix P = (pi;j)p×p,
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where
pi;j =
{
1; j = !i;
0; j = !i
(2.4)
such that
PBPT =


0 B!1 ;!2
0 B!2 ;!3
. . . . . .
. . . B!p−1 ;!p
B!p;!1 0


: (2.5)
Let
Bˆ= (Bˆi; j)p×p = PBPT; Lˆ= PLPT; Uˆ = PUPT;
xˆ = Px; Dˆ−1b= PD−1b; Dˆ−1A= PD−1A; (2.6)
where Bˆi; j = B!i;!j .
Let $L and $U be its associated disjoined subsets of {1; 2; : : : ; p}, deGned as [5]
$L = {!j|!j ¿!j+1};
$U = {!j|!j ¡!j+1}: (2.7)
Without loss of generality, we assume that !1 = 1, and
$U = {!1; !2; : : : ; !j1−1; !j1+k1 ; !j1+k1+1; : : : ; !j2−1; : : : ; !jl+kl ; !jl+kl+1; : : : ; !p−1}: (2.8)
Thus
$L = {!j1 ; !j1+1; : : : ; !j1+k1−1; !j2 ; !j2+1; : : : ; !j2+k2−1; : : : ; !jl ; !jl+1; : : : ; !jl+kl−1; !p}; (2.9)
where ki (i = 1; 2; : : : ; l) is the maximum satisfying (2.9) and
k1 + k2 + · · ·+ kl = |$L| − 1
where |R| denotes the cardinality of an arbitrary set of R.
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Under these assumptions, we have
Lˆ=


0 O
. . . Bˆj1 ;j1+1
0
. . .
. . . Bˆj1+k1−1;j1+k1
0 O. . .
. . . Bˆjl;jl+1
0
. . .
. . . Bˆjl+kl−1;jl+kl
0 O
. . .
Bˆp;1 0


;
(2.10)
Uˆ =


0 Bˆ1;2
. . . . . .
0 Bˆj1−1;j1
. . . O. . .
0 Bˆjl−1+kl−1 ;jl−1+kl−1+1
. . . . . .
. . . Bˆjl−1;jl
0
. . .
. . . Bˆp−1;p
0


;
(2.11)
where O denotes that the elements in the Grst upper diagonal are zero. Note that Lˆ contains some
nonzero block elements in the Grst upper diagonal, while the corresponding block elements of Uˆ
are zero.
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We have
L1 ;!1 = P
TLˆ1 ;!1P;
U2 ;!2 = P
TUˆ 2 ;!2P;
G = PTGˆP; (2.12)
where
Lˆ1 ;!1 = (I − 1Lˆ)−1[(1− !1)I + (!1 − 1)Lˆ+ !1Uˆ ];
Uˆ 2 ;!2 = (I − 2Uˆ )−1[(1− !2)I + (!2 − 2)Uˆ + !2Lˆ];
Gˆ = Uˆ 2 ;!2 Lˆ1 ;!1 : (2.13)
Theorem. Assume the matrix A is the generalized p-cyclic matrix, let B of (1:3) be its as-
sociated weakly cyclic (of index p) block Jacobi matrix, generated by the cyclic permutation
! = (!1; !2; : : : ; !p). If  is an eigenvalue of B,  = 0, and  satis:es
(*1;1 + *2;2)
p
0 + (*1;2*2;1 − *1;1*2;2)2p0 = 1; (2.14)
where *1;1; *1;2; *2;1 and *2;2 are de:ned by (3:14), then  is an eigenvalue of USAOR iterative
matrix G. Conversely, if  is an eigenvalue of G for which  =  − (1 − !1)(1 − !2) = 0, then
there must exist an eigenvalue  of B satisfying (2:14).
Remark. (a) In the deGnition 1, if != (1; 2; : : : ; p), (2.14) will reduce to (1.7). Hence this work is
an extension of our previous result [4].
(b) If 1 =!1 =!; 2 =!2 = 0, then (2.14) reduces to the eigenvalue relationship for SOR [9,11].
(c) If 1=2=!1=!2=!, then (2.14) reduces to the more general form of eigenvalue relationship
for SSOR [10].
(d) If 1 = !1 = !; 2 = !2 = !ˆ, then (2.14) reduces to the eigenvalue relationship for USSOR
[5,7].
(e) If 1 = ; !1 =!; 2 =!2 = 0, then (2.14) reduces to the eigenvalue relationship for AOR [8].
(f) If 1 = 2 = ; !1 = !2 = !, then (2.14) reduces to the eigenvalue relationship for SAOR.
The relationship for SAOR is also new. Our result (2.14) uniformly represents all the eigenvalue
relationships for most of overrelaxation iterative methods rooted from [9] and [11]. Furthermore,
from these relationships, we can easily derive the domains of convergence and divergence of these
iterative methods which have practical importance.
3. Proof of the Theorem
Since the two matrices (I − 1Lˆ)−1 and [(1− !2)I + (!2 − 2)Uˆ + !2Lˆ] are not permutable, we
cannot use the method Li and Varga used to derive the relationship for USSOR in [5]. We derive
it as following.
Let
Gˆxˆ = xˆ; (3.1)
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which is equivalent to the following two equations:
[(1− !1)I + (!1 − 1)Lˆ+ !1Uˆ ]xˆ = (I − 1Lˆ)y; (3.2)
[(1− !2)I + (!2 − 2)Uˆ + !2Lˆ]y = (I − 2Uˆ )xˆ: (3.3)
Partitioning xˆ and y in accordance with the partitioning of Bˆ, we have
(1− !1)xˆ1 + !1Bˆ1;2xˆ2 = y1;
(1− !1)xˆ2 + !1Bˆ2;3xˆ3 = y2;
...
(1− !1)xˆj1−1 + !1Bˆj1−1;j1 xˆj1 = yj1−1;
(1− !1)xˆj1 + (!1 − 1)Bˆj1 ;j1+1xˆj1+1 = yj1 − 1Bˆj1 ;j1+1yj1+1;
(1− !1)xˆj1+1 + (!1 − 1)Bˆj1+1;j1+2xˆj1+2 = yj1+1 − 1Bˆj1+1;j1+2yj1+2;
...
(1− !1)xˆj1+k1−1 + (!1 − 1)Bˆj1+k1−1;j1+k1 xˆj1+k1 = yj1+k1−1 − 1Bˆj1+k1−1;j1+k1yj1+k1 ;
...
(1− !1)xˆji−1+ki−1 + !1Bˆji−1+ki−1 ;ji−1+ki−1+1xˆji−1+ki−1+1 = yji−1+ki−1 ;
(1− !1)xˆji−1+ki−1+1 + !1Bˆji−1+ki−1+1;ji−1+ki−1+2xˆji−1+ki−1+2 = yji−1+ki−1+1;
...
(1− !1)xˆji−1 + !1Bˆji−1;ji xˆji = yji−1;
(1− !1)xˆji + (!1 − 1)Bˆji ;ji+1xˆji+1 = yji − 1Bˆji ;ji+1yji+1;
(1− !1)xˆji+1 + (!1 − 1)Bˆji+1;ji+2xˆji+2 = yji+1 − 1Bˆji+1;ji+2yji+2;
...
(1− !1)xˆji+ki−1 + (!1 − 1)Bˆji+ki−1;ji+ki xˆji+ki = yji+ki−1 − 1Bˆji+ki−1;ji+kiyji+ki ;
...
(1− !1)xˆjl + (!1 − 1)Bˆjl;jl+1xˆjl+1 = yjl − 1Bˆjl;jl+1yjl+1;
(1− !1)xˆjl+1 + (!1 − 1)Bˆjl+1;jl+2xˆjl+2 = yjl+1 − 1Bˆjl+1;jl+2yjl+2;
...
(1− !1)xˆjl+kl−1 + (!1 − 1)Bˆjl+kl−1;jl+kl xˆjl+kl = yjl+kl−1 − 1Bˆjl+kl−1;jl+klyjl+kl ;
(1− !1)xˆjl+kl + !1Bˆjl+kl;jl+kl+1 = yjl+kl ;
(1− !1)xˆjl+kl+1 + !1Bˆjl+kl+1;jl+kl+2 = yjl+kl+1;
...
(1− !1)xˆp−1 + !1Bˆp−1;pxˆp = yp−1;
(1− !1)xˆp + (!1 − 1)Bˆp;1xˆ1 = yp − 1Bˆp;1y1 (3.4)
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and
(1− !2)y1 + (!2 − 2)Bˆ1;2y2 = xˆ1 − 2Bˆ1;2xˆ2;
(1− !2)y2 + (!2 − 2)Bˆ2;3y3 = xˆ2 − 2Bˆ2;3xˆ3;
...
(1− !2)yj1−1 + (!2 − 2)Bˆj1−1;j1yj1 = xˆj1−1 − 2Bˆj1−1;j1 xˆj1 ;
(1− !2)yj1 + !2Bˆj1 ;j1+1yj1+1 = xˆj1 ;
(1− !2)yj1+1 + !2Bˆj1+1;j1+2yj1+2 = xˆj1+1;
...
(1− !2)yj1+k1−1 + !2Bˆj1+k1−1;j1+k1yj1+k1 = xˆj1+k1−1;
...
(1− !2)yˆ ji−1+ki−1 + (!2 − 2)Bˆji−1+ki−1 ;ji−1+ki−1+1yji−1+ki−1+1
= xˆji−1+ki−1 − 2Bˆji−1+ki−1 ;ji−1+ki−1+1xˆji−1+ki−1+1;
...
(1− !2)yˆ ji−1 + (!2 − 2)Bˆji−1;jiyji = xˆji−1 − 2Bˆji−1;ji xˆji ;
(1− !2)yˆ ji + !2Bˆji ;ji+1yji+1 = xˆji ;
...
(1− !2)yˆ ji+ki−1 + !2Bˆji+ki−1;ji+kiyji+ki = xˆji+ki−1;
...
(1− !2)yjl+kl + (!2 − 2)Bˆjl+kl;jl+kl+1yj1+k1+1
=xˆjl+kl − 2Bˆjl+kl;jl+kl+1xˆjl+kl+1;
...
(1− !2)yp−1 + (!2 − 2)Bˆp−1;pyp = xˆp−1 − 2Bˆp−1;pxˆp;
(1− !2)yp + !2Bˆp;1y1 = xˆp: (3.5)
Substituting y1; y2; : : : ; yj1−1 of the Grst j1 − 1 equations of (3.4) into the Grst j1 − 2 equations of
(3.5) gives
xˆ1 = gBˆ1;2xˆ2 + hBˆ1;2Bˆ2;3xˆ3;
xˆ2 = gBˆ2;3xˆ3 + hBˆ2;3Bˆ3;4xˆ4
xˆj1−2 = gBˆj1−2;j1−1xˆj1−1 + hBˆj1−2;j1−1Bˆj1−1;j1 xˆj1 : (3.6)
Substituting the expression of xˆj1 of the j1th equation into (j1−1)th equation in (3.5) and keeping
the j1th equation, we have
xˆj1−1 = g1Bˆj1−1;j1yj1 + h1Bˆj1−1;j1Bˆj1 ;j1+1yj1+1;
xˆj1 = g2yj1 + h2Bˆj1 ;j1+1yj1+1: (3.7)
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From (3.6) we can derive the following equations by using the similar techniques to obtain (3.8)
and (3.9) in [4]
xˆ1 = j1−2Bˆ1;2Bˆ2;3 : : : Bˆj1−2;j1−1xˆj1−1 + hj1−3Bˆ1;2Bˆ2;3 : : : Bˆj1−1;j1 xˆj1 ;
xˆ2 = j1−3Bˆ2;3Bˆ3;4 : : : Bˆj1−2;j1−1xˆj1−1 + hj1−4Bˆ2;3Bˆ3;4 : : : Bˆj1−1;j1 xˆj1 : (3.8)
Substitute (3.7) into (3.8)
xˆ1 = (g1j1−2 + hg2j1−3)Bˆ1;2Bˆ2;3 : : : Bˆj1−1;j1yj1
+(h1j1−2 + hh2j1−3)Bˆ1;2Bˆ2;3 : : : Bˆj1 ;j1+1yj1+1;
xˆ2 = (g1j1−3 + hg2j1−4)Bˆ2;3Bˆ3;4 : : : Bˆj1−1;j1yj1
+(h1j1−3 + hh2j1−4)Bˆ2;3Bˆ3;4 : : : Bˆj1 ;j1+1yj1+1: (3.9)
Similarly, from the j1; j1+1; : : : ; j1+k1 equations of (3.5) and the j1; j1+1; : : : ; j1+k1−1 equations of
(3.4) we can Gnd the expressions of yj1 and yj1+1 represented by xj1+k1 and xj1+k1+1, then substitute
them into (3.9) to obtain the following equations:
xˆ1 = ,1;1Bˆ1;2Bˆ2;3 : : : Bˆj1+k1−1;j1+k1 xˆj1+k1 +  1;1Bˆ1;2Bˆ2;3 : : : Bˆj1+k1−1;j1+k1+1xˆj1+k1+1;
xˆ2 = ,2;1Bˆ2;3Bˆ3;4 : : : Bˆj1+k1−1;j1+k1 xˆj1+k1 +  2;1Bˆ1;2Bˆ2;3 : : : Bˆj1+k1−1;j1+k1+1xˆj1+k1+1; (3.10)
where
,1;1 = [gˆ1ˆk1−1 + (1− !1)hˆˆk1−2](g1j1−2 + hg2j1−3)
+[gˆ1ˆk1−2 + (1− !1)hˆˆk1−3](h1j1−2 + hh2j1−3);
,2;1 = [gˆ1ˆk1−1 + (1− !1)hˆˆk1−2](g1j1−3 + hg2j1−4)
+[gˆ1ˆk1−2 + (1− !1)hˆˆk1−3](h1j1−3 + hh2j1−4);
 1;1 = [hˆ1ˆk1−1 + !1hˆˆk1−2](g1j1−2 + hg2j1−3)
+[hˆ1ˆk1−2 + !1hˆˆk1−3](h1j1−2 + hh2j1−3);
 2;1 = [hˆ1ˆk1−1 + !1hˆˆk1−2](g1j1−3 + hg2j1−4)
+[hˆ1ˆk1−2 + !1hˆˆk1−3](h1j1−3 + hh2j1−4): (3.11)
Repeat above procedure to the rest of equations in (3.4) and (3.5), and use the similar techniques
in [4], Gnally we can obtain the following equations:
xˆ1 = *1;1Bˆ1;2Bˆ2;3 : : : Bˆp−1;pBˆp;1xˆ1 + *1;2Bˆ1;2 : : : Bˆp−1;pBˆp;1Bˆ1;2xˆ2; (3.12)
xˆ2 = *2;1Bˆ2;3Bˆ3;4 : : : Bˆp−1;pBˆp;1xˆ1 + *2;2Bˆ2;3 : : : Bˆp−1;pBˆp;1Bˆ1;2xˆ2; (3.13)
R. Li, D. Zhou / Journal of Computational and Applied Mathematics 169 (2004) 213–225 223
where
*1;1 =
(c + ge)a1; lˆp−jl−kl−1 + [eha1; l + (c + eg)b1; l]ˆp−jl−kl−2 + ehb1; lˆp−jl−kl−3

;
*1;2 =
(d+ fg)a1; lˆp−jl−kl−1 + [fha1; l + (d+ fg)b1; l]ˆp−jl−kl−2 + fhb1; lˆp−jl−kl−3

;
*2;1 =
(c + ge)a2; lˆp−jl−kl−1 + [eha2; l + (c + eg)b2; l]ˆp−jl−kl−2 + ehb2; lˆp−jl−kl−3

;
*2;2 =
(d+ fg)a2; lˆp−jl−kl−1 + [fha2; l + (d+ fg)b2; l]ˆp−jl−kl−2 + fhb2; lˆp−jl−kl−3

; (3.14)
a1; l; a2; l; b1; l and b2; l can be determined by the following recursive expressions,
ak;1 = ,k;1; b1 =  k;1 (3.15)
and
ak; i+1 = ak; i,1; i+1 + bk; i,2; i+1;
bk; i+1 = ak; i 1; i+1 + bk; i 2; i+1 for i = 1; : : : ; l− 1; and k = 1; 2 (3.16)
where
,1; i = [gˆ1ˆki−1 + (1− !1)hˆˆki−2](g1ji−ji−1−ki−1−1 + hg2ji−ji−1−ki−1−2)
+[gˆ1ˆki−2 + (1− !1)hˆˆki−3](h1ji−ji−1−ki−1−1 + hh2ji−ji−1−ki−1−2);
,2; i = [gˆ1ˆki−1 + (1− !1)hˆˆki−2](g1ji−ji−1−ki−1−2 + hg2ji−ji−1−ki−1−3)
+[gˆ1ˆki−2 + (1− !1)hˆˆki−3](h1ji−ji−1−ki−1−2 + hh2ji−ji−1−ki−1−3);
 1; i = [hˆ1ˆki−1 + !1hˆˆki−2](g1ji−ji−1−ki−1−1 + hg2ji−ji−1−ki−1−2)
+[hˆ1ˆki−2 + !1hˆˆki−3](h1ji−ji−1−ki−1−1 + hh2ji−ji−1−ki−1−2);
 2; i = [hˆ1ˆki−1 + !1hˆˆki−2](g1ji−ji−1−ki−1−2 + hg2ji−ji−1−ki−1−3)
+[hˆ1ˆki−2 + !1hˆˆki−3](h1ji−ji−1−ki−1−2 + hh2ji−ji−1−ki−1−3) for i = 2; : : : ; l: (3.17)
From (3.13), we have
*2;1Bˆ2;3Bˆ3;4 : : : Bˆp−1;pBˆp;1xˆ1 = xˆ2 − *2;2Bˆ2;3 : : : Bˆp−1;pBˆp;1Bˆ1;2xˆ2: (3.18)
Multiplying through (3.12) with *2;1Bˆ2;3Bˆ3;4 : : : Bˆp−1;pBˆp;1, then substituting (3.18) into (3.12), we
obtain,
Fxˆ2 = xˆ2; (3.19)
where
F = (*1;1 + *2;2)Bˆ2;3Bˆ3;4 : : : Bˆp−1;pBˆp;1Bˆ1;2 + (*1;2*2;1 − *1;1*2;2)
×(Bˆ2;3Bˆ3;4 : : : Bˆp−1;pBˆp;1Bˆ1;2)2: (3.20)
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From (3.4) and (3.5), we know that at least xˆ1 = 0 or xˆ2 = 0. Otherwise xˆ = 0. Without loss
of generality, we assume xˆ2 = 0. (3.19) tells us that 1 is an eigenvalue of matrix F with eigen-
vector xˆ2. If 0 is an eigenvalue of B, then 
p
0 is an eigenvalue of matrix B!2 ;!3B!3 ;!4 : : : B!p;!1B!1 ;!2 ,
i.e., p0 is an eigenvalue of matrix Bˆ2;3Bˆ3;4 : : : Bˆp−1;pBˆp;1Bˆ1;2 from (2.6). Hence (*1;1 + *2;2)
p
0 +
(*1;2*2;1− *1;1*2;2)2p0 is an eigenvalue of F by (3.20). If  is an eigenvalue of G with eigenvector
x, then  is also an eigenvalue of Gˆ with eigenvector Px by (2.12). Therefore there must exist an
eigenvalue  of B satisfying (2.14).
Conversely, if  is an eigenvalue of B, and if ˆ satisGes (2.14),  is a nonzero eigenvalue of
B iM B!2 ;!3B!3 ;!4 : : : B!p;!1B!1 ;!2z2 = 
pz2, i.e., Bˆ2;3Bˆ3;4 : : : Bˆp;1Bˆ1;2z2 = pz2, for some z2 = 0 with
ˆ = ˆ − (1 − !1)(1 − !2), where ˆ is an solution of (2.14). We deGne z1 and z2 satisfying (3.12)
and (3.13), then determine z3; z4; : : : ; zp by (3.4) and (3.5). Let Z = (zT1 ; z
T
2 ; : : : ; z
T
p)
T, then we have
GˆZ = ˆZ . Let Zˆ = PTZ , from (2.12),
GZˆ = ˆZˆ :
So that ˆ is an eigenvalue of G. We have proved the Theorem.
Remark. We note that a matrix relationship completely analogous to the eigenvalue one for the
USSOR and the Jacobi iteration matrices for a p-cyclic matrix holds [6]. So, there may exist a
similar relationship connecting the operators of the generalized USAOR and Jacobi methods.
4. Conclusion
We have derived the eigenvalue relationship for USAOR iterative method for a more general
class of p-cyclic matrices. This extents our previous result. Our result uniformly represents most of
the known eigenvalue relationships, which have theoretical and practical importance for the iterative
methods.
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