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Resumen
Un plasma de fusio´n confinado magne´ticamente esta´ sujeto a una serie de ines-
tabilidades, generadas como consecuencia de su estado fuera del equilibrio termo-
dina´mico, que producen turbulencia e inducen transporte radial neto hacia fuera
del dispositivo que lo mantiene, con el consiguiente deterioro del confinamiento.
Esta situacio´n tiene graves consecuencias a la hora de conseguir generar energ´ıa
ele´ctrica de manera rentable a trave´s de estos plasmas. Por ello, el estudio de mo-
delos teo´ricos de turbulencia en plasmas ayuda a entender la naturaleza de este
transporte y puede ayudar a indicar el camino que es necesario seguir para mini-
mizar estas pe´rdidas y alcanzar la meta final: la produccio´n rentable de energ´ıa de
fusio´n en la Tierra.
Tradicionalmente, las predicciones sobre la magnitud del transporte turbulento
en plasmas confinados magne´ticamente se hac´ıan desde la perspectiva de la teor´ıa
de campo medio. Segu´n esto, la dina´mica del transporte se describe mediante flujos
promedio y coeficientes de transporte locales como, por ejemplo, difusividades efec-
tivas. Bajo esta aproximacio´n de campo medio y transporte local, se aplica la regla
de la longitud de mezcla para los coeficientes de transporte turbulento , D ∼ γ/k2,
presuponiendo ta´citamente que existen ciertas escalas espaciales (k) y temporales
(γ) a partir de las cuales se puede caracterizar el proceso global de transporte.
Sin embargo, la aparicio´n de ideas como la Criticalidad Auto-Organizada (SOC1)
ha supuesto un cambio radical respecto a las teor´ıas de campo medio. El marco
de ideas SOC supone una dina´mica de transporte sin escalas espacio-temporales
caracter´ısticas. No existen eventos de transporte caracter´ısticos o privilegiados.
Su espectro es invariante bajo cambios de escala, abarcando cualquier posibilidad
dentro de los ma´rgenes l´ımite establecidos por el taman˜o del sistema y la duracio´n
total.
Existe abundante evidencia experimental que sugiere la necesidad de explorar
enfoques como el SOC u otros semejantes para lograr una comprensio´n ma´s pro-
funda del transporte turbulento en estos plasmas, que parece claramente tener un
cara´cter no difusivo. Como ejemplos de observaciones experimentales, podemos ci-
tar la observacio´n directa de estructuras tipo avalancha en el tokamak DIII-D (San
Diego, USA), la deteccio´n de efectos de memoria de largo alcance (en contraste,
1Del ingle´s, Self-Organized Criticality.
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la difusio´n cla´sica carece de memoria alguna) en datos experimentales de fluctua-
ciones medidas en el borde de varios tokamaks y stellarators (incluyendo el heliac
TJ-II del CIEMAT, Madrid, y el tokamak JET en Oxford, UK), y la observacio´n
de propiedades estad´ısticas en flujos turbulentos medidos con sondas que sugieren
la inexistencia de escalas caracter´ısticas (que se revelan en forma de estad´ısticas
de leyes de potencia, no Gaussianas). En el plano teo´rico, simulaciones nume´ricas
con diferentes modelos de turbulencia fluida han revelado tambie´n la existencia de
transporte no difusivo, avalanchas y efectos de memoria.
En este trabajo se presenta el estudio detallado de las propiedades de estabili-
dad y transporte de uno de estos modelos: el de un plasma confinado magne´tica-
mente en geometr´ıa cil´ındrica, en el que se excitan modos asociados a turbulencia
de baja frecuencia tipo onda de deriva (drift wave en ingle´s). En concreto, se trata
de los llamados Dissipative Trapped Electron Modes (DTEM). Los detalles sobre
este tipo de turbulencia se discutira´n ma´s adelante. Este modelo no ha sido es-
tudiado con anterioridad en este contexto, sin embargo, dos han sido los motivos
principales que nos han llevado a elegirlo: 1) el hecho de que se cree que las ondas
de deriva (de las que existen muchos tipos, no so´lo el aqu´ı tratado) pueden ser las
responsables de gran parte del transporte turbulento observado experimentalmente
en estos plasmas; 2) el que este modelo sea particularmente sencillo, ya que basta
considerar una ecuacio´n que controla la evolucio´n de las fluctuaciones de densidad
en el plasma ma´s una ecuacio´n que controla la evolucio´n del perfil de densidad
promedio, vital para poder observar avalanchas y dina´micas tipo SOC (de hecho,
el acoplo con esta ecuacio´n promedio es una parte novedosa de este trabajo, ya que
nunca antes se hab´ıan realizado simulaciones de este tipo con un modelo DTEM).
La simplicidad es crucial en este caso, puesto que se traduce en un co´digo ma´s
simple con el que es posible conseguir y realizar simulaciones nume´ricas lo sufi-
cientemente largas como para poder observar y estudiar la dina´mica tipo SOC
antes mencionada en un periodo de tiempo razonable.
Los objetivos del trabajo aqu´ı presentado son, por tanto, el estudio y la ca-
racterizacio´n de la dina´mica SOC del modelo DTEM en diferentes contextos. Ini-
cialmente mostraremos co´mo las propiedades SOC del modelo son similares a las
ya observadas en simulaciones que consideraban otros tipos de turbulencia (como
la turbulencia generada por modos de intercambio o ITG). Este hecho sirve para
reforzar au´n ma´s la idea, central en el marco de las teor´ıas tipo SOC, de que la
dina´mica a largos tiempos y distancias del sistema no esta´ determinada por los
detalles (por ejemplo, el tipo de turbulencia), sino por la presencia de los acoplos
adecuados entre los distintos actores dina´micos del sistema (en este caso, las fluc-
tuaciones y la evolucio´n del perfil promedio). Pasaremos despue´s a centrarnos en lo
que constituye el objetivo principal del trabajo: estudiar el efecto que tiene sobre
la dina´mica SOC la coexistencia de la turbulencia con un canal difusivo cla´sico
(como por ejemplo, la difusio´n neocla´sica asociada a colisiones en el plasma, cuya
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existencia es conocida experimentalmente). El origen y relevancia de esta cuestio´n
viene dada por la reciente conclusio´n de varios autores de que, cuando se incluye
dicho canal difusivo, las propiedades t´ıpicas de los sistemas SOC desaparecen. Esta
conclusio´n ha sido sugerida por simulaciones de turbulencia tipo onda de deriva,
pero generada por gradientes de temperatura io´nica. El tipo de turbulencia, como
ya se dijo, no juega un papel central en esta discusio´n, al menos a nivel cualitativo.
En este trabajo mostraremos que dicha conclusio´n es incorrecta al haber identifi-
cado como propiedades caracter´ısticas de un estado SOC algunas que no han de
estar necesariamente presentes. Por ejemplo, tradicionalmente se ha asociado SOC
con la presencia de espectros de potencia tipo 1/f en las fluctuaciones y con la
presencia de perfiles promedio subcr´ıticos (es decir, estables) a pesar de que dan
lugar a transporte neto. Mostraremos en esta memoria que estas propiedades no
son necesarias para el establecimiento de dina´micas tipo SOC y que, siempre que
el canal difusivo sea subdominante respecto al turbulento, el sistema sigue exhi-
biendo propiedades relacionadas con la autosimilaridad y correlaciones temporales
de los sistemas cr´ıticos tipo SOC.
De confirmarse la relevancia del transporte sin escalas (no local, no Markoviano)
inherente a las ideas SOC en el contexto de estos plasmas, se plantea entonces la
pregunta de cual es el modelo matema´tico capaz de capturar y describir esta si-
tuacio´n correctamente. Parece claro que debe ser algo diferente a las ecuaciones
diferenciales de tipo difusivo, ya que e´stas asumen la existencia de escalas carac-
ter´ısticas asociadas al proceso de transporte. Entre los formalismos matema´ticos
que son capaces de describir transporte sin escalas (tambie´n llamado transporte au-
tosimilar o transporte fraccionario), nosotros consideraremos dos: los Continuous
Time Random Walks (CTRW) y las ecuaciones diferenciales fraccionarias2. Los
primeros son generalizaciones del random walk o camino aleatorio (estudiado ya
por Einstein para entender el transporte difusivo) que evitan tener que asumir
la existencia de escalas privilegiadas. Las ecuaciones fraccionarias son ecuaciones
de transporte que se obtienen al tomar el l´ımite fluido (largas distancias, largos
tiempos) de los CTRWs. Estas ecuaciones contienen derivadas no enteras o frac-
cionarias. Veremos que este hecho pone a este tipo de ecuaciones en una situacio´n
claramente ventajosa frente a la ecuacio´n de difusio´n cla´sica, puesto que los ope-
radores diferenciales fraccionarios utilizan los valores de la funcio´n en todos los
puntos (son operadores integro-diferenciales) mientras que los operadores de dife-
renciacio´n de orden entero utilizan so´lo los valores locales de la funcio´n. As´ı, los
primeros son ido´neos a la hora de modelar el transporte en ma´quinas de fusio´n,
que como se sabe y se corroborara´ en este trabajo, es no local y no Markoviano.
La memoria esta´ estructurada de la siguiente manera: en el cap´ıtulo 1 se hace
una breve introduccio´n al problema de la fusio´n termonuclear controlada, pre-
senta´ndose los me´todos de confinamiento, las configuraciones principales, las con-
2Para designarlas se suele utilizar las siglas FDE (Fractional Differential Equations).
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diciones de equilibrio/estabilidad dentro del marco de la Magnetohidrodina´mica
(MHD), y el problema del transporte. En el cap´ıtulo 2 se explica el mecanismo f´ısi-
co que origina las ondas de deriva y se establece la ecuacio´n de fluido (ecuacio´n de
continuidad) para un caso particular de ondas de deriva: el modelo de turbulencia
DTEM. En el cap´ıtulo 3 se resuelve el problema lineal. Para ello se establecen las
cantidades de equilibrio y se realiza el desarrollo de Fourier de las autofunciones
lineales. Bajo la aproximacio´n local el problema se convierte en una ecuacio´n de
autovalores para las fluctuaciones, de cuya solucio´n obtenemos la relacio´n de dis-
persio´n, que nos dara´ la informacio´n completa de las ondas o modos de Fourier
linealmente estables o inestables. Tambie´n se resuelve el problema nume´ricamente,
constituyendo esto un primer test acerca del funcionamiento del co´digo utilizado,
por comparacio´n con los resultados anal´ıticos. El esquema nume´rico utilizado en
la resolucio´n de las ecuaciones se describe en el cap´ıtulo 4. La implementacio´n
nume´rica se basa en un co´digo ya existente, modificado para resolver las ecua-
ciones DTEM. Se analizara´n aspectos relacionados con la resolucio´n espacial y
temporal en el proceso de integracio´n y se discutira´ el empleo de distintas herra-
mientas nume´ricas necesarias para evitar inestabilidades en los resultados y llegar
a un compromiso entre exactitud y coste computacional.
Una vez comprobado el correcto funcionamiento del co´digo nume´rico, en el
cap´ıtulo 5 se analizan los cambios producidos en el transporte cuando se var´ıa
la intensidad relativa de los canales difusivo y turbulento. Se muestra que para
valores significativamente altos de la difusividad, el sistema sigue exhibiendo todas
las propiedades t´ıpicas de sistemas SOC.
En el cap´ıtulo 6 se postula un modelo de difusio´n fraccionaria. En su cons-
truccio´n, se estimara´ el valor de los ı´ndices correspondientes a los operadores de
diferenciacio´n y por consiguiente se caracterizara´ el tipo de dina´mica que rige el
transporte de part´ıculas en el plasma, tanto a nivel temporal como espacial. Para
ello, se estudiara´ la evolucio´n de part´ıculas test (tracers), cuyas series de velocida-
des Lagrangianas sera´n calculadas a partir del campo de velocidad Euleriano del
plasma. Veremos co´mo los modelos de difusio´n fraccionaria pueden ser aplicados a
la diagnosis y descripcio´n del transporte en aquellos reg´ımenes en los que no exis-
ten escalas caracter´ısticas (y tambie´n cuando existan, puesto que la ecuacio´n de
difusio´n esta´ndar y el random walk son casos particulares de estas construcciones).
Finalmente, se resumen los resultados de este trabajo y se extraen las principa-
les conclusiones. Tambie´n se exponen las posibles l´ıneas futuras de investigacio´n.
A lo largo de esta memoria se ha intentado utilizar siempre te´rminos en cas-
tellano. En los casos en que esto no ha sido posible, se ha empleado el te´rmino
anglosajo´n correspondiente.
Los valores nume´ricos de las magnitudes f´ısicas vienen expresados en general
en unidades del sistema internacional salvo la temperatura, que se expresara´ en
unidades de energ´ıa (1 eV = 1.16× 104 K).
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Cap´ıtulo 1
Introduccio´n
Actualmente, una de las consecuencias del aumento de la demanda energe´tica,
as´ı como de las limitaciones de los recursos energe´ticos, es la necesidad de buscar
otras fuentes de energ´ıa. Adema´s, el aumento de la mentalidad ecolo´gica sugiere
la produccio´n de energ´ıa de forma no contaminante, de manera que no se emitan
gases de efecto invernadero tales como el dio´xido de carbono, posibles responsables
del calentamiento global. As´ı, la produccio´n de energ´ıa suficiente sin dan˜o para el
equilibrio ecolo´gico sera´ en el futuro uno de los objetivos a conseguir por la huma-
nidad. Hoy d´ıa, las fuentes de energ´ıa ma´s explotadas son los combustibles fo´siles:
petro´leo, carbo´n y gas natural, sumando entre ellos ma´s del 80% del suministro
mundial. Debido a que son recursos no renovables y altamente contaminantes, no
son buenos candidatos para el abastecimiento masivo en un futuro. Por otra par-
te, las energ´ıas renovables son hoy por hoy poco eficientes y esta´n, por diversos
motivos, poco implantadas, lo que hace que no este´n en un buen lugar de cara al
abastecimiento futuro. Fuentes de energ´ıa renovable como la hidra´ulica, la eo´lica o
la solar son alternativas limpias, pero que no pueden formar la base para el abaste-
cimiento futuro a gran escala, debido a las grandes fluctuaciones en la produccio´n
sujetas al clima y a la situacio´n geogra´fica. El uso de la energ´ıa de fisio´n tiene la
ventaja de no producir CO2, pero tiene los inconvenientes asociados a la seguridad
de los reactores de fisio´n, como pueden ser los riesgos de fugas radiactivas y el tra-
tamiento de los residuos radiactivos de larga vida que se generan como producto
de las reacciones.
Un firme candidato para la produccio´n masiva de energ´ıa en un futuro es la
fusio´n nuclear. A diferencia de la fisio´n, un reactor de fusio´n no presenta el pro-
blema de los residuos radioactivos de larga vida y el combustible es pra´cticamente
inagotable, a diferencia del Uranio cuyas reservas se agotara´n durante los pro´xi-
mos 100 an˜os1. Aunque en los reactores de fusio´n tambie´n se producen materiales
radiactivos como consecuencia de la activacio´n neutro´nica, e´stos son de corta vida
1Tomando como referencia el funcionamiento y consumo de reactores convencionales.
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(. 100 an˜os). Adema´s, este tipo de energ´ıa no emite gases de efecto invernadero, a
diferencia de las energ´ıas basadas en combustibles fo´siles. Sin embargo, au´n no se
ha llegado a obtener energ´ıa de fusio´n de forma eficiente ya que para ello se deben
solucionar una serie de problemas tanto a nivel cient´ıfico como tecnolo´gico.
El proyecto ITER2 [1] tratara´ de demostrar la viabilidad cient´ıfica y tecnolo´gica
de la energ´ıa de fusio´n (con fines pac´ıficos). As´ı, el objetivo de su construccio´n
sera´ el de conseguir la informacio´n necesaria que lleve en un futuro a la construccio´n
de una planta de fusio´n nuclear comercial. Para ello, ITER deber´ıa producir ma´s
energ´ıa de la que consume, cosa que hasta la fecha no ha conseguido ningu´n reactor
de este tipo.
1.1. La fusio´n termonuclear
La fusio´n nuclear consiste en la unio´n de dos nu´cleos de elementos ligeros dando
lugar a otro ma´s pesado. Durante el proceso se libera una cantidad de energ´ıa3
dada por la ecuacio´n de Einstein, E = mc2, que relaciona la energ´ıa liberada con la
diferencia de masas entre el nu´cleo fundido y los reactivos. Un ejemplo de este tipo
de procesos lo tenemos en las estrellas. En ellas se producen reacciones de fusio´n
nuclear como consecuencia de las intensas fuerzas gravitatorias a las que esta´n
sometidos los nu´cleos que componen el plasma. Como resultado, se libera una
cantidad ingente de energ´ıa. Los estudios en fusio´n por confinamiento magne´tico
tratan de reproducir esas reacciones propias de las estrellas de manera controlada
para conseguir energ´ıa.
De las posibles reacciones de fusio´n, hay una que es ma´s eficiente desde el punto
de vista energe´tico ya que presenta mayor seccio´n eficaz, alcanzando adema´s su
ma´ximo a menor temperatura (Fig. 1.1). Tiene como reactivos los dos iso´topos del
hidro´geno, deuterio (D) y tritio (T) y como productos de reaccio´n se generan una
part´ıcula alfa (nu´cleo de Helio, 4He) y un neutro´n de alta energ´ıa [2]:
D + T −→ 4He (3.52 MeV) + n (14.06 MeV). (1.1)
La mayor parte de la energ´ıa se la lleva el neutro´n (∼ 80%), mientras que la
energ´ıa restante va a la part´ıcula alfa.
En nuestro planeta el deuterio es abundante, puesto que el 0.015% del agua es
agua pesada, D2O. Por el contrario, el tritio apenas existe en estado natural pues
es radiactivo con una vida media de aproximadamente 12 an˜os y por tanto debe
ser producido. Para ello se aprovechan los neutrones de las reacciones de fusio´n
que al combinarse con litio generan tritio,
6Li+ n −→ T + 4He+ 4.8MeV
7Li+ n −→ T + 4He+ n− 2.5MeV. (1.2)
2Del ingle´s, International Thermonuclear Experimental Reactor.
3Esta energ´ıa se manifiesta en forma de energ´ıa cine´tica de los productos de la reaccio´n.
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Figura 1.1: Seccio´n eficaz de distintas reacciones de fusio´n en funcio´n de la
energ´ıa cine´tica de los nu´cleos (1 barn ≡ 10−30 m2).
El litio natural (92.5% 6Li y 7.5% 7Li) es un elemento abundante en la corteza
terrestre.
La reaccio´n (1.1) no es la u´nica posible. De hecho, es de esperar que en una
segunda generacio´n de reactores se puedan alcanzar las condiciones necesarias para
que las reacciones deuterio-deuterio, ma´s dif´ıciles de conseguir ya que su seccio´n
eficaz es menor, puedan ser aprovechadas,
D +D −→
{
3He (0.82MeV ) + n (2.45MeV )
T (1.01MeV ) + p (3.03MeV )
D +3He −→ 4He (3.67MeV ) + p (14.67MeV ).
(1.3)
En este caso no ser´ıa necesario generar tritio ya que es uno de los productos de
las propias reacciones de fusio´n. Sin embargo, dadas las extremas condiciones de
densidad y temperatura necesarias para esta reacciones, una primera generacio´n
estar´ıa basada en la reaccio´n deuterio-tritio.
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En un reactor de fusio´n los neutrones se absorbera´n en una cobertura gene-
radora de tritio o manto fe´rtil que envolvera´ la parte central del reactor y que
contendra´ el litio que se transformara´ en tritio y helio. El espesor del manto de-
bera´ ser lo suficientemente grande para frenar los neutrones energe´ticos producidos
por las reacciones de fusio´n. De esta manera el manto aumentara´ su temperatura
y el calor generado podra´ ser aprovechado para producir electricidad.
1.2. Condiciones para la fusio´n
Los nu´cleos ato´micos tienden a repelerse debido a que esta´n cargados positivamen-
te, lo que hace que la fusio´n so´lo pueda darse bajo condiciones de temperatura y
densidad muy elevadas para as´ı poder compensar las fuerzas electrosta´ticas. Si la
temperatura es lo suficientemente elevada, la energ´ıa cine´tica de los nu´cleos sera´ tal
que podra´n superar la barrera de repulsio´n culombiana y podra´n fusionarse. Un
efecto ana´logo produce aumentar la densidad, ya que se obliga a los nu´cleos a estar
cada vez ma´s pro´ximos, lo que facilita el proceso de fusio´n.
Las temperaturas que se requieren para obtener una tasa significativa de fusio-
nes en la reaccio´n deuterio-tritio son del orden de decenas de kiloelectronvoltios4
(KeV), equivalentes a cientos de millones de grados Kelvin. A estas temperaturas
los a´tomos se disgregan en sus componentes, electrones y nu´cleos, forma´ndose un
plasma. El problema que se presenta es el confinamiento. Cualquier recipiente en
contacto con el plasma sufrira´ un grave deterioro y enfriara´ el plasma. La solu-
cio´n viene en forma de campos magne´ticos ya que las part´ıculas cargadas siguen
las l´ıneas de campo. As´ı, una configuracio´n de l´ıneas de campo cerradas podra´,
en principio, confinar un plasma sin que sea necesario un recipiente en contacto
directo con e´l.
1.2.1. Balance de energ´ıa y criterio de Lawson
Para que un reactor sea eficiente, debe obtenerse ma´s energ´ıa de las reacciones de
fusio´n que la empleada en calentar el combustible y hacer funcionar el sistema,
teniendo en cuenta las pe´rdidas que se producen debido a la radiacio´n (bremss-
trahlung) y al transporte de calor y part´ıculas. Por tanto, el plasma debera´ reunir
unas condiciones de densidad y temperatura tales que la tasa de energ´ıa generada
en las reacciones de fusio´n compense a la necesaria en mantener el sistema.
Para un plasma de densidad n y temperatura T , la densidad de energ´ıa te´rmica
es 3nT , que disminuye debido a la conduccio´n del calor y a la pe´rdida de part´ıculas.
Se puede definir el tiempo caracter´ıstico del proceso de pe´rdida de energ´ıa, τ , como
4En el campo de la fusio´n, la temperatura suele expresarse en te´rminos de energ´ıa, de forma
que 1 eV= 1.16× 104 K.
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el cociente entre la densidad de energ´ıa te´rmica y la densidad de potencia perdida
por conduccio´n de calor y part´ıculas, Pcp,
τ =
3nT
Pcp
. (1.4)
Este tiempo as´ı definido es una medida del tiempo de confinamiento de la energ´ıa,
ya que puede considerarse que el plasma so´lo esta´ confinado durante el tiempo τ .
Si adema´s tenemos en cuenta las pe´rdidas por radiacio´n, Pr, tenemos que la tasa
total de pe´rdidas sera´ Pcp + Pr.
Lawson [3] establecio´ la condicio´n que establece la energ´ıa que un plasma de
fusio´n debe producir para compensar la energ´ıa ele´ctrica que se invierte en man-
tenerlo (condicio´n de breakeven),
Pcp + Pr = η (PF + Pcp + Pr) . (1.5)
PF es la densidad de potencia generada en las reacciones de fusio´n. El miembro de
la izquierda representa las pe´rdidas, que son compensadas por la energ´ıa ele´ctrica
total que se puede extraer, representada en el miembro de la derecha, teniendo
en cuenta la eficiencia en el proceso de conversio´n de energ´ıa te´rmica en energ´ıa
ele´ctrica, η ∼ 1/3. La relacio´n (1.5) se puede reescribir como,
nτ ≥ f(T ), (1.6)
donde f(T ) es una funcio´n de la temperatura que para la reaccio´n D−T tiene un
mı´nimo en torno a T = 20 keV cuyo valor, para η = 1/3, es de ∼ 4× 1019 m−3s.
La condicio´n de breakeven no es suficiente ya que un reactor debe funcionar en
re´gimen de ignicio´n. En este re´gimen, ya no sera´ necesario calentamiento adicional
puesto que las part´ıculas α sera´n las encargadas de mantener la temperatura. La
condicio´n de ignicio´n se expresa,
Pcp + Pr = Pα, (1.7)
que es equivalente a la condicio´n de Lawson para η = 0.136 [4]. Para la reaccio´n
deuterio-tritio, la condicio´n de ignicio´n en te´rminos del producto nτ a la tempera-
tura o´ptima (10− 20 keV ) es,
nτ ≥ 2× 1020m−3s. (1.8)
El factor 5 de diferencia es debido a que en cada reaccio´n de fusio´n, so´lo un 20%
de la energ´ıa se la lleva la part´ıcula α, encargada de calentar el plasma. El 80%
restante se la lleva el neutro´n.
En resumen, para que un reactor sea eficiente, debera´ contener un plasma
de densidad y temperatura lo suficientemente altas, confinado por un tiempo lo
suficientemente largo.
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1.3. Me´todos de confinamiento del plasma
Para satisfacer los requerimientos del criterio de Lawson se puede escoger entre
tiempos de confinamiento pequen˜os y densidades grandes, o tiempos de confina-
miento grandes y densidades moderadas. En el primer caso se obtienen plasmas
muy calientes confinados por su propia masa. Es el llamado confinamiento inercial.
En el segundo caso, para mantener al plasma confinado durante tiempos mucho
ma´s largos se emplean campos magne´ticos, pues e´stos actu´an sobre las part´ıculas
cargadas que forman el plasma. Es el llamado confinamiento magne´tico.
En el primero de ellos el plasma se expande libremente, por lo que los tiempos
de confinamiento son muy pequen˜os, 10−12−10−8 s. As´ı, para cumplir el criterio de
Lawson sera´ necesario llegar a densidades del orden de 1032−1028 m−3. Para ello, se
irradia una pequen˜a pastilla compuesta de deuterio y tritio con haces la´ser de muy
alta potencia o con haces de part´ıculas de muy alta energ´ıa. Esto hace que la capa
externa de la pastilla se evapore y se expanda ra´pidamente, comprimiendo el resto
del combustible (accio´n y reaccio´n). Al ser comprimida y calentada, cada pastilla
se transforma en una pequen˜a bomba termonuclear. Este tipo de confinamiento
presenta el problema de la iluminacio´n homoge´nea de las pastillas para que la onda
de choque se propague correctamente hacia el centro y produzca el consiguiente
aumento de la densidad. Adema´s, debido al intere´s militar de los la´seres de alta
potencia, el acceso a la informacio´n existente en esta l´ınea de trabajo se encuentra
muy restringido.
El confinamiento magne´tico consiste en introducir el plasma en una vasija en
la que se generan campos magne´ticos intensos que impiden su expansio´n libre. En
este caso las densidades t´ıpicas son del orden de 1020 m−3, por lo que para verificar
el criterio de Lawson se tienen que conseguir tiempos de confinamiento del orden
del segundo. El problema en este caso es que los plasmas termonucleares no esta´n
en equilibrio te´rmico, por lo que son inestables. Las inestabilidades internas dan
lugar al llamado transporte ano´malo, que origina grandes pe´rdidas de energ´ıa y
part´ıculas y por consiguiente limita el tiempo de confinamiento.
1.4. Configuraciones magne´ticas
Nos centraremos en el confinamiento magne´tico del plasma, es decir, se utilizara´n
configuraciones de campo magne´tico cerradas para poder confinar las part´ıculas
del plasma en una regio´n acotada del espacio. Debido a que el campo magne´tico
es solenoidal (∇ · B = 0), las l´ıneas de campo van a infinito o se cierran sobre
s´ı mismas. En el segundo de los casos, las ecuaciones de Maxwell y otros requisi-
tos de estabilidad exigen que las configuraciones no puedan ser arbitrarias. Una
primera aproximacio´n para el confinamiento del plasma es utilizar una configura-
cio´n puramente toroidal. En este caso se producen derivas diferenciales por efecto
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del campo magne´tico inhomoge´neo5 que generan transporte de part´ıculas hacia el
exterior debido a la aparicio´n de campos ele´ctricos [4]. Para evitar esto se an˜ade
una componente poloidal a la configuracio´n magne´tica, cortocircuitando en par-
te los campos ele´ctricos y minimizando las pe´rdidas. Bajo ciertas condiciones de
simetr´ıa, la suma de las dos componentes (toroidal y poloidal) genera superficies
magne´ticas, que son superficies toroidales formadas al seguir una l´ınea de campo
durante muchos giros. Como no pueden cortarse, la configuracio´n tridimensional
sera´ topolo´gicamente equivalente a un conjunto de toroides anidados en torno a
una superficie central, que ya no sera´ una superficie sino una curva denominada
eje magne´tico.
1.4.1. Superficies magne´ticas
Para entender la topolog´ıa de las superficies magne´ticas es u´til visualizar las sec-
ciones de Poincare´, que se construyen intersectando un plano sobre la distribucio´n
espacial del campo magne´tico. Supongamos que estamos en el caso sencillo de una
configuracio´n magne´tica toroidal con simetr´ıa axial alrededor del eje mayor. Si el
campo magne´tico confinante se genera mediante bobinas de seccio´n circular, cual-
quier seccio´n de Poincare´ sera´ un punto debido a la ausencia de componente poloi-
dal. Introduciendo un campo poloidal, las l´ıneas se retuercen formando trayectorias
helicoidales. En este caso se dan dos posibilidades. La primera de ellas es que las
l´ıneas de campo recubran ergo´dicamente una superficie de topolog´ıa toroidal (su-
perficie magne´tica), en cuyo caso el diagrama de Poincare´ consistira´ en una curva
cerrada (circunferencia). Pero tambie´n es posible que una l´ınea de campo se cierre
sobre s´ı misma despue´s de un nu´mero determinado de giros, en cuyo caso la l´ınea
no recubrira´ ergo´dicamente la superficie toroidal. A tal superficie se le denomina
superficie racional y se caracteriza porque el diagrama de Poincare´ esta´ formado
por una serie de puntos, tantos como giros toroidales efectu´a la l´ınea hasta que
se cierra sobre s´ı misma. A medida que nos acercamos al centro geome´trico del
toroide, el volumen que encierran las superficies magne´ticas se va haciendo me-
nor hasta que se anula, correspondiendo esto u´ltimo al eje magne´tico. Se define
la transformada rotacional, ι, como el a´ngulo girado segu´n la direccio´n poloidal al
completar un giro toroidal a lo largo de una l´ınea magne´tica. Este para´metro da
una medida del arrollamiento de las l´ıneas. Otro para´metro relacionado es ι-= ι/2pi,
que representa los giros poloidales de la l´ınea magne´tica cuando se completa un
ciclo toroidal. Cuando se cumpla ι-= m/n siendo m y n enteros, estaremos ante
una superficie racional puesto que la l´ınea magne´tica se cerrara´ sobre s´ı misma
al completar m giros poloidales y n toroidales. Por el contrario, si ι- no se puede
escribir como el cociente entre dos nu´meros enteros, la superficie sera´ irracional.
5Las ecuaciones de Maxwell imponen que para una geometr´ıa toroidal el campo debe decaer
en proporcio´n inversa de la distancia al eje magne´tico, Bt ∼ 1/R.
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1.4.2. Breve historial de las configuraciones magne´ticas
El comienzo de la investigacio´n ba´sica en el campo de la fusio´n termonuclear se
situ´a despue´s de la segunda guerra mundial, en los Estados Unidos, la antigua
Unio´n Sovie´tica y el Reino Unido, de forma secreta. A principios de la de´cada de
los 50, de forma simulta´nea, se comenzaron a estudiar tres conceptos distintos en
laboratorios diferentes. En Princeton se desarrollo´ el stellarator [5], de la mano de
Spitzer. En Los A´lamos y en el Reino Unido se investigaron los Z y θ-pinch [6] y
en Livermore los espejos magne´ticos [7]. Los sovie´ticos Tamm y Sakharov idean
el tokamak6 [8] y al final de esa de´cada los proyectos dejan de ser secretos y
se empieza a tener un intercambio de ideas muy constructivo, lo que permite
valorar las cualidades y defectos de cada configuracio´n, inicia´ndose la colaboracio´n
internacional. As´ı, los experimentos de confinamiento magne´tico posteriores se
desarrollaron a partir de aquellos iniciales, sobre todo en la l´ınea tokamak, debido
a que mostraron resultados superiores a los obtenidos en los otros dispositivos
estudiados.
Lo que diferencia ba´sicamente a los diferentes tipos de candidatos a reactor de
fusio´n es la forma de generar las superficies magne´ticas, concretamente, el cam-
po poloidal, siendo en la actualidad las dos l´ıneas de investigacio´n principales el
tokamak y el stellarator.
1.4.3. Tokamak
Un me´todo para generar el campo magne´tico poloidal es mediante una corriente
toroidal que fluye en el interior del propio plasma. Esto se consigue por efecto trans-
formador, haciendo actuar al plasma como secundario (ver Fig. 1.2). La corriente
toroidal, adema´s, se utiliza para calentar el plasma resistivamente (calentamiento
o´hmico). Por tratarse de un dispositivo axisime´trico, su geometr´ıa es ba´sicamente
bidimensional: la configuracio´n magne´tica var´ıa en el plano perpendicular al eje
magne´tico. El hecho de que la corriente se genere por efecto transformador tiene
la desventaja de que el sistema no puede mantener la corriente toroidal indefinida-
mente por me´todos puramente inductivos. El funcionamiento es pulsado. Adema´s,
las grandes corrientes que circulan (del orden de Mega-amperios) son fuentes de
inestabilidad, pudie´ndose generar disrupciones [9] en las que el confinamiento desa-
parece su´bitamente y el calor y las part´ıculas del plasma escapan hacia la pared,
deteriorando los materiales de la misma.
El dispositivo de mayor taman˜o y que mejores resultados ha aportado hasta
ahora es el tokamak JET7 [10], en Inglaterra. Ha conseguido obtener plasmas de
grado termonuclear y ha alcanzado condiciones pro´ximas al breakeven.
6Acro´nimo en ruso de ca´mara toroidal en bobinas magne´ticas.
7Del ingle´s, Joint European Torus.
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Figura 1.2: Esquema del disen˜o de un tokamak.
Con el proyecto ITER, un tokamak que esta´ previsto comience a funcionar en
Cadarache (Francia) a partir de 2016, se pretende demostrar la viabilidad cient´ıfica
y tecnolo´gica de la energ´ıa de fusio´n termonuclear con objetivos pac´ıficos. Para ve-
rificar estos objetivos ITER debe demostrar una alta amplificacio´n de potencia Q
(razo´n de la potencia de fusio´n a la potencia de calentamiento auxiliar) en plasmas
de deuterio-tritio con una duracio´n suficientemente larga (pra´cticamente en estado
estacionario) demostrando tecnolog´ıas esenciales de un reactor en un sistema inte-
grado y llevando a cabo pruebas sistema´ticas de los componentes necesarios para
soportar las altas cargas de calor de un reactor de fusio´n y de los componentes
nucleares adecuados. De forma ma´s especifica, los objetivos de ITER sera´n:
1. Obtener plasmas inductivos con amplificacio´n de potencia Q > 10.
2. Demostrar operacio´n en estado estacionario con Q > 5. En principio, no se
excluye alcanzar la ignicio´n (Q =∞).
3. Integrar las tecnolog´ıas esenciales para un reactor de fusio´n, como pueden
ser bobinas superconductoras, mantenimiento remoto, etc.
4. Realizar tests de los componentes de un futuro reactor, as´ı como de los
componentes ba´sicos relativos al manto y la produccio´n de tritio en el mismo.
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1.4.4. Stellarator
Cuando el campo magne´tico poloidal es generado con la ayuda de bobinas y no
mediante corrientes en el plasma, el dispositivo se denomina stellarator, que cons-
tituyo´ el primer intento de confinamiento de un plasma en dispositivos toroidales.
Al no ser necesarias las corrientes inducidas en el plasma, puede funcionar en
modo continuo, siendo esta su principal ventaja frente a los tokamaks. Se evitan
as´ı las inestabilidades inherentes a la existencia de corrientes, principalmente las
disrupciones. Otra caracter´ıstica es su versatilidad, pues es posible variar exter-
namente las corrientes en las bobinas, cambiando as´ı fa´cilmente la configuracio´n
magne´tica. Por contra, precisan de sistemas auxiliares de calentamiento al carecer
del calentamiento o´hmico de que disponen los tokamaks. Otro inconveniente es la
complejidad geome´trica inherente a su tridimensionalidad, que conlleva una gran
dificultad a la hora de disen˜ar componentes como las bobinas. La topolog´ıa de los
campos magne´ticos es tan complicada que es muy dif´ıcil crear superficies magne´ti-
cas con buenas propiedades de equilibrio y estabilidad en estos dispositivos. Esta
es, quiza´, la razo´n principal por la que los resultados iniciales no fueron tan es-
peranzadores como en el tokamak, decanta´ndose la comunidad cient´ıfica desde un
principio en favor de este u´ltimo. Experimentalmente, los tokamak esta´n una gene-
racio´n por delante de los stellarators, aunque en los u´ltimos an˜os han recibido un
fuerte impulso, debido en gran medida al aumento en la capacidad de ca´lculo de
superordenadores que posibilitan complejos ca´lculos de configuraciones magne´ti-
cas. Ejemplos de stellarator son el LHD [11] en Japo´n, el Wendelstein 7-X [12]
(Fig. 1.3), en Alemania y el TJ-II [13] en Espan˜a.
Figura 1.3: Distribucio´n de las bobinas modulares del stellarator Wendelstein
7-X y aspecto de la superficie de flujo ma´s externa.
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1.5. Condiciones de equilibrio y estabilidad
Dada la complejidad que conlleva el estudio de las propiedades f´ısicas de un plasma,
es necesario buscar simplificaciones. El modelo ma´s general para la descripcio´n
de la interaccio´n plasma-campo es la teor´ıa cine´tica, que describe la evolucio´n
microsco´pica de la funcio´n de distribucio´n fα(r,v, t) de cada especie del plasma
en presencia de campos electromagne´ticos. En general, la funcio´n de distribucio´n
dependera´ de la coordenada espacial, de la velocidad y del tiempo. El sub´ındice
α representa cada una de las especies. La ecuacio´n que rige dicha evolucio´n es la
ecuacio´n de Boltzmann,
∂fα
∂t
+ v · ∇fα + qα
mα
(E+ v ×B) · ∇vfα =
(
∂fα
∂t
)
col
. (1.9)
Segu´n la descripcio´n de Boltzmann, existen dos tipos de fuerzas actuando sobre las
part´ıculas. Por un lado esta´n las fuerzas de Lorentz de largo alcance, qα(E+v×B),
en donde los campos E y B se calculan a partir de las corrientes y densidades de
carga promedio y por otro lado esta´n las fuerzas debidas a interacciones de corto
alcance o colisiones, representadas por el miembro de la derecha en (1.9).
Tomando los diferentes momentos sobre la velocidad v en la ecuacio´n de Boltz-
mann se obtienen las ecuaciones de evolucio´n de las diferentes magnitudes ma-
crosco´picas que definen el plasma: densidad, velocidad, presio´n, etc. Se genera
as´ı una jerarqu´ıa infinita de ecuaciones ya que cada una introduce una nueva
inco´gnita. Es necesario truncar para poder cerrar la jerarqu´ıa y quedarnos con un
nu´mero finito de ecuaciones.
1.5.1. Magnetohidrodina´mica
La magnetohidrodina´mica (MHD) es un modelo en el que se trunca la jerarqu´ıa al
segundo orden. Trata la dina´mica macrosco´pica de un fluido ele´ctricamente neu-
tro compuesto por part´ıculas cargadas que responden a la presencia de campos
electromagne´ticos. Abarca por tanto las ramas de la dina´mica de fluidos y el elec-
tromagnetismo. Dentro de la MHD existen ba´sicamente dos modelos distintos. La
MHD ideal y la resistiva. En el primero de los casos se supone que cada una de las
especies del plasma puede ser tratada como un fluido perfecto, de forma que los
efectos de resistividad, viscosidad y conductividad te´rmica son despreciables. Las
ecuaciones de la MHD se deducen a partir de la ecuacio´n de Boltzmann (1.9) y de
las ecuaciones de Maxwell,
∇× E = −∂B
∂t
, ∇×B = µ0J+ 1c2 ∂E∂t ,
∇ · E = σ
ε0
, ∇ ·B = 0. (1.10)
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Para derivar las ecuaciones de la MHD se han de tomar los sucesivos momentos
(masa, momento y energ´ıa) de la ecuacio´n de Boltzmann,∫
Qi
[
dfα
dt
−
(
∂fα
∂t
)
col
]
dv = 0, i = 1− 3,
Q1 = 1, Q2 = mαv, Q3 =
1
2
mαv
2, (1.11)
obtenie´ndose las ecuaciones de fluido para cada especie,
dnα
dt
+ nα∇ · vα = 0,
nαmα
dvα
dt
− qαnα (E+ vα ×B) +∇ · Pα = Rα,
3
2
nα
dTα
dt
+ Pα : ∇vα +∇ · hα = Qα,
∇× E = −∂B
∂t
, (1.12)
∇×B = µ0e (nivi − neve) + 1
c2
∂E
∂t
,
∇ · E = e
ε0
(ni − ne) ,
∇ ·B = 0,
donde se ha supuesto que la carga de los iones es la del electro´n cambiada de signo,
qi = −qe = e. Las cantidades nα y vα son la densidad macrosco´pica y la velocidad
fluida de cada especie respectivamente,
nα(r, t) ≡
∫
fαdv,
vα(r, t) ≡ 1
nα
∫
vfαdv. (1.13)
Pα es el tensor de presiones, Rα representa la transferencia media de momento
entre part´ıculas distintas debido a la friccio´n de las colisiones, hα es el flujo de
calor debido al movimiento aleatorio y Qα el calor generado debido a colisiones
entre part´ıculas distintas.
La serie de Ecs. (1.12) es exacta, aunque no muy u´til ya que los momentos de
orden superior permanecen presentes en las cantidades Pα, Rα, hα y Qα.
Para poder llegar a las ecuaciones finales de la MHD se han de hacer una
serie de aproximaciones que eliminen la informacio´n relativa a feno´menos de alta
frecuencia y corta longitud de onda. Estas aproximaciones se cumplen cuando lo
que se considera es el comportamiento macrosco´pico del plasma.
La primera de las aproximaciones es la consideracio´n de las ecuaciones de Max-
well para feno´menos de baja frecuencia, lo que se consigue haciendo ε0 −→ 0. As´ı,
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la corriente de desplazamiento, ε0∂E/∂t y la carga ε0∇·E pueden ser despreciadas.
La primera de las suposiciones implica que las ondas electromagne´ticas de intere´s
tengan velocidades de fase mucho menores que la de la luz y que las velocidades
te´rmicas sean no relativistas. La segunda de las suposiciones restringe el estu-
dio a feno´menos con frecuencias caracter´ısticas mucho menores que la frecuencia
electro´nica del plasma y longitudes caracter´ısticas mucho mayores que la longitud
de Debye.
La suposicio´n ε0∇ · E −→ 0 implica ne = ni ≡ n, es decir, cuasineutralidad.
Esto no implica que E o ∇ ·E = 0, simplemente lo que tiene que cumplirse es que
el campo ele´ctrico sea tal que se preserve la neutralidad de carga.
La segunda aproximacio´n consiste en suponer que la inercia electro´nica es des-
preciable, es decir, me −→ 0. Esto implica que la respuesta electro´nica es infinita-
mente ra´pida en escalas temporales t´ıpicas de la MHD.
Puesto que me −→ 0 y que ni = ne ≡ n, se define la densidad de masa,
ρ = min. De igual forma, el momento del fluido recae sobre los iones, por lo que
la velocidad fluida quedara´ v = vi. La densidad de corriente sera´ proporcional a
la diferencia de velocidades entre los fluidos electro´nico e io´nico J = en(vi − ve).
Finalmente, quedan por definir la presio´n y temperatura totales, p = nT = pi+ pe
y T = Ti + Te.
Con todo esto, las ecuaciones de la MHD quedan,
∂ρ
∂t
+∇ · ρv = 0,
ρ
(
∂
∂t
+ v · ∇
)
v = −∇p+ µ0J×B,(
∂
∂t
+ v · ∇
)
p+ Γp∇ · v = 0, (1.14)
E+ v ×B = ηJ,
∇×B = µ0J,
siendo Γ ≡ cp/cv la razo´n entre los calores espec´ıficos y η la resistividad. Esta
serie de ecuaciones se corresponde con la ecuacio´n de continuidad, el balance de
momentos, la ecuacio´n de estado para la presio´n, la ley de Ohm y la ley de Ampe`re
respectivamente. Por tanto, el modelo MHD conserva masa, momento y energ´ıa.
La diferencia entre la MHD ideal y la resistiva esta´ en la consideracio´n que se
haga sobre la resistividad del plasma. Bajo la aproximacio´n de un plasma perfec-
tamente conductor, η −→ 0, estaremos en el caso ideal, mientras que si η 6= 0
estaremos en el caso resistivo.
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1.5.2. Efecto de la resistividad
Si sustituimos la ley de Ohm [cuarta ecuacio´n de la serie (1.14)] en la ley de Faraday
[primera ecuacio´n de la serie (1.10)] obtenemos, en el caso ideal,
∂B
∂t
= ∇× (v ×B) . (1.15)
El flujo magne´tico a trave´s de una superficies arbitraria sera´ Φ =
∫
B · dS. La
propiedad ma´s notable de la MHD ideal es que el flujo magne´tico a trave´s de
cualquier elemento de superficie movie´ndose con el plasma es constante [14],
dΦ
dt
= 0. (1.16)
El flujo se conserva, tanto local como globalmente. Si la superficie elegida es la
de un tubo muy fino, se llega a la conclusio´n de que las l´ıneas de campo tienen
que estar congeladas con el plasma, es decir, no se pueden mover respecto de e´l
puesto que ello implicar´ıa una variacio´n del flujo magne´tico. Desde el punto de
vista fluido, esta restriccio´n lleva a la conclusio´n de que la topolog´ıa magne´tica no
puede cambiar si los procesos f´ısicos esta´n regidos por la MHD ideal.
La inclusio´n de la resistividad hace que el problema cambie radicalmente pues-
to que ahora las l´ıneas de campo dejan de estar adheridas al plasma. Esto genera
procesos en los que se modifica la topolog´ıa del campo magne´tico como la reco-
nexio´n o la difusio´n de las l´ıneas de campo, dando lugar a una nueva variedad de
posibles feno´menos en el plasma.
1.5.3. Equilibrio
Para buscar el equilibrio magnetosta´tico, impondremos que las ecuaciones de la
MHD se cumplan bajo las condiciones v = 0 y ∂/∂t = 0, por tanto,
∇p = µ0J×B,
∇×B = µ0J, (1.17)
∇ ·B = 0.
La primera de las ecuaciones representa el balance entre la fuerza de expansio´n da-
da por el gradiente de presio´n que tiende a restablecer el equilibrio termodina´mico
del plasma y la fuerza de Lorentz que tiende a mantenerlo siguiendo las l´ıneas de
campo. La segunda de las ecuaciones es la ley de Ampe`re, que relaciona el cam-
po magne´tico con la corriente y la tercera garantiza que el campo magne´tico sea
solenoidal.
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1.5.4. Estabilidad
Una vez determinado el equilibrio del plasma, es preciso estudiar su evolucio´n fren-
te a una perturbacio´n arbitraria. El primer paso sera´ buscar modos linealmente
inestables que crezcan exponencialmente. Existen ba´sicamente dos me´todos para
realizar esta tarea. El primero de ellos consiste en introducir pequen˜as perturba-
ciones a todas las cantidades, linealizar en las amplitudes de las perturbaciones,
representar la evolucio´n temporal en te´rminos de una exponencial e−iωt y resolver
las ecuaciones diferenciales en derivadas parciales para el autovalor ω. Presenta
la desventaja de tener que resolver complicadas ecuaciones en derivadas parciales,
pero tiene la ventaja de dar con las autofunciones exactas. As´ı, con las ecuaciones
linealizadas se puede obtener una relacio´n de dispersio´n que nos permita estimar
los modos inestables.
En el caso de la MHD ideal, existe otro me´todo para encontrar modos ines-
tables. Como se acaba de ver en la seccio´n 1.5.2, en un plasma perfectamente
conductor el flujo magne´tico esta´ congelado con el plasma, por lo que pertur-
baciones electromagne´ticas y fluidas esta´n relacionadas. En concreto, pueden ser
descritas por el desplazamiento ξ de los elementos de fluido, como consecuencia de
la perturbacio´n al equilibrio. Evaluando la evolucio´n de un determinado funcional
(relacionado con la energ´ıa del sistema) frente a los desplazamientos ξ compatibles,
se determina la estabilidad o inestabilidad del equilibrio.
1.6. Transporte en plasmas de fusio´n
Uno de los principales problemas que se presentan a la hora de confinar un plasma
de fusio´n es el transporte de calor y part´ıculas. Analizar cua´les son los mecanis-
mos que deterioran el confinamiento y caracterizarlos en funcio´n de los diferentes
para´metros de funcionamiento es el objetivo del estudio del transporte. En nuestro
caso, como acabamos de ver, supondremos que existe un equilibrio magnetohidro-
dina´mico del plasma a partir del cual estudiaremos las propiedades de estabilidad.
Un plasma confinado no puede estar en equilibrio termodina´mico a pesar de
que lo este´ desde el punto de vista magnetohidrodina´mico. Para que se de´ el equi-
librio termodina´mico las part´ıculas deben difundirse y relajar completamente los
gradientes. En el equilibrio MHD las part´ıculas permanecen confinadas durante
escalas temporales ideales o resistivas, pero en escalas colisionales escapan al con-
finamiento y es necesario conocer los ritmos a los que esto sucede.
1.6.1. Transporte cla´sico y neocla´sico
Histo´ricamente, el estudio del transporte en un plasma se inicio´ desde el punto
de vista de las colisiones cla´sicas. En este caso, se considera que el proceso de
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transporte, tanto de part´ıculas como de energ´ıa, es difusivo y se genera debido a
la existencia de gradientes de densidad y temperatura. Los flujos de part´ıculas y
calor, Γ y q, son proporcionales a los gradientes,
Γ =−D∇n,
q =−κ∇T, (1.18)
resultado conocido como Ley de Fick, siendo D el coeficientes de difusio´n y κ
la conductividad te´rmica, relacionada con el coeficiente de difusio´n de calor χ
mediante κ = nχ.
Una determinacio´n rigurosa de los coeficientes de transporte requiere un tra-
tamiento cine´tico en el que se tenga en cuenta la distribucio´n de las velocidades
de las part´ıculas, pero una estimacio´n ma´s simple se puede obtener suponiendo
que las part´ıculas efectu´an desplazamientos de magnitud ∆r en un tiempo carac-
ter´ıstico ∆t, al cabo del cual el movimiento queda decorrelacionado. Despue´s de
un lapso ∆t vuelve a efectuar otro desplazamiento ∆r (positivo o negativo con
igual probabilidad) y as´ı sucesivamente. Este proceso se denomina random walk y
el coeficiente de difusio´n se estima mediante la expresio´n,
D ∼ (∆r)
2
∆t
. (1.19)
En un plasma totalmente ionizado la interaccio´n ba´sica entre part´ıculas es debida
a colisiones culombianas. As´ı, el desplazamiento promedio en cada colisio´n sera´ del
orden del radio de la o´rbita de Larmor ∆r ∼ ρL, mientras que el tiempo carac-
ter´ıstico se estima mediante el inverso de la frecuencia de colisio´n entre part´ıculas,
∆t ∼ ν−1.
Para part´ıculas confinadas magne´ticamente se puede distinguir entre la difu-
sio´n paralela y la perpendicular a las l´ıneas de campo. El intere´s se centra en la
perpendicular puesto que es la que genera pe´rdidas en el confinamiento.
Si consideramos las l´ıneas de campo magne´tico rectas, estamos en el caso de
la difusio´n cla´sica. Si por el contrario tenemos en cuenta la geometr´ıa real de los
dispositivos de fusio´n, en los que las trayectorias de las part´ıculas son mucho ma´s
complicadas, la difusio´n colisional recibe el nombre de difusio´n neocla´sica [15,16].
En este caso, el desplazamiento t´ıpico en cada colisio´n, ∆r, sera´ la distancia media
a la que esta´n las part´ıculas respecto de la superficie magne´tica, en el caso de que
sean pasantes8, o la anchura t´ıpica de la o´rbita banana en el caso de part´ıculas
atrapadas. En cualquiera de estos casos, el coeficiente de difusio´n aumenta sustan-
cialmente respecto al caso cla´sico.
8Debido a la inhomogeneidad del campo magne´tico en los dispositivos de confinamiento,
determinadas part´ıculas rebotan al ver el espejo magne´tico segu´n la direccio´n paralela. Esas
part´ıculas se denominan atrapadas. Las que no rebotan se llaman pasantes.
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1.6.2. Transporte ano´malo
Los procesos por los que el equilibrio MHD se relaja hacia el equilibrio termo-
dina´mico deber´ıan ser suficientemente lentos como para poder controlar de ma-
nera aceptable el transporte de part´ıculas y energ´ıa. Existen muchos feno´menos
por los que la energ´ıa libre de un plasma, acumulada al estar fuera del equilibrio
termodina´mico, puede ser liberada. Adema´s de los procesos difusivos ya vistos en
la seccio´n anterior, el plasma tiene otras formas de relajarse. Debido a la pre-
sencia de gradientes, se pueden excitar modos de intercambio [17, 18], ondas de
deriva [19], modos ballooning [20], etc. Cuando la geometr´ıa de la configuracio´n
introduce anisotrop´ıas, se genera una poblacio´n de part´ıculas atrapadas (por efecto
de espejo magne´tico) que puede desencadenar diversas inestabilidades. La confi-
guracio´n magne´tica tambie´n puede generar diferentes inestabilidades, como kink
modes [21,22] o tearing modes [23] (en estos dos casos, la energ´ıa libre se almacena
en la corriente del plasma).
El transporte observado experimentalmente en dispositivos de fusio´n es mucho
mayor que el predicho por la teor´ıa cla´sica o neocla´sica [24]. Esa es la razo´n por
la que se denomina ano´malo. La difusividad de part´ıculas y la conduccio´n de
calor, especialmente de los electrones, son mucho mayores que las predicciones
neocla´sicas.
Cualquier proceso de los anteriores son susceptibles de generar transporte
ano´malo. Dicho transporte esta´ asociado a fluctuaciones (turbulencia) de las dife-
rentes cantidades que caracterizan el plasma, genera´ndose transporte radial neto.
El transporte de part´ıculas se describe mediante una ecuacio´n de continuidad
promediada de la forma,
∂ 〈n〉
∂t
= − ∂
∂r
Γ, (1.20)
donde el promedio se realiza sobre una superficie magne´tica. Por otro lado, se vio
que la ecuacio´n de continuidad para una especie ven´ıa dada por,
∂n
∂t
= −∇ · (nv) . (1.21)
Promediando (1.21) sobre una superficie magne´tica y comparando con (1.20) se
obtiene,
Γ = 〈δnδvr〉 , (1.22)
siendo r la coordenada perpendicular a la superficie magne´tica. As´ı, para predecir
el transporte debido a las fluctuaciones en la densidad y en la velocidad, es preciso
conocer sus amplitudes y correlaciones, pero esto no es nada fa´cil debido a los
procesos altamente no lineales que tienen lugar en el estado turbulento.
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1.7. Inestabilidades en el nu´cleo de los dispositi-
vos
Dentro de las ondas de deriva, los principales candidatos para explicar el transporte
ano´malo en la zona central de los dispositivos de fusio´n son la turbulencia ITG (Ion
Temperature Gradient) [25, 26], ETG (Electron Temperature Gradient) [27, 28] y
DTEM (Dissipative Trapped Electron Modes) [29,30]. Las dos primeras describen
un tipo de turbulencia que es generada y mantenida por los gradientes de tempera-
tura io´nica y electro´nica respectivamente. Son microinestabilidades electrosta´ticas
tipo onda de deriva. La turbulencia ITG/ETG se estudia desde un punto de vista
fluido, con ecuaciones para la densidad, velocidad paralela y temperatura.
1.7.1. Inestabilidades DTEM
En la aproximacio´n DTEM se supone que la respuesta electro´nica a fluctuaciones
en la densidad o el potencial electrosta´tico no es completamente adiaba´tica, debido
a la presencia de electrones atrapados. Los iones se estudian desde un punto de
vista fluido (ecuacio´n de continuidad) y para los electrones se utiliza la relacio´n de
Boltzmann a la que se an˜ade un te´rmino que tiene en cuenta la parte no adiaba´tica.
Por otra parte, se supone que el amortiguamiento es colisional y no tipo Landau,
lo cual nos permite combinar la evolucio´n temporal de la densidad fluctuante en
una u´nica ecuacio´n no lineal.
Cap´ıtulo 2
Ondas de deriva.
Modelo y ecuacio´n DTEM
El presente cap´ıtulo describe, en primer lugar, el mecanismo f´ısico de las ondas de
deriva, enfocando el ana´lisis en los procesos referentes a las derivas, tanto electro´ni-
cas como io´nicas, en presencia de campos ele´ctricos y magne´ticos. Dichas derivas
debidamente combinadas generan transporte radial turbulento, determinando por
tanto el tiempo de confinamiento τ , que como ya se vio en el cap´ıtulo anterior es
un para´metro cr´ıtico, junto a la densidad y temperatura, a la hora de conseguir la
ignicio´n.
A fin de obtener un modelo mı´nimo que contenga la f´ısica ba´sica de las ondas
de deriva, desarrollaremos un modelo de fluido para los iones y supondremos que
el comportamiento electro´nico es cuasi-adiaba´tico. Ma´s adelante se vera´ co´mo esta
carencia de adiabaticidad electro´nica sera´ vital, influenciando de manera notoria
la dina´mica del sistema y por lo tanto el transporte asociado.
Se resaltara´n las aproximaciones realizadas durante el desarrollo del modelo,
as´ı como las consecuencias que se derivan y las limitaciones de aplicabilidad que
conllevan.
En la seccio´n 2.1 se describe el proceso f´ısico que gobierna la dina´mica de las on-
das de deriva particularizado a geometr´ıa cil´ındrica. En la seccio´n 2.2 se desarrolla
el modelo DTEM y la ecuacio´n que gobierna la evolucio´n de las fluctuaciones.
2.1. Introduccio´n a las ondas de deriva
Los trabajos de investigacio´n en el campo del confinamiento del plasma muestran
que el transporte radial de e´ste queda determinado en gran parte por fluctuaciones
de baja frecuencia en forma de ondas de deriva. Por lo tanto, el entendimiento
de la dina´mica de este tipo de perturbaciones sera´ vital para conseguir confinar
eficientemente un plasma de fusio´n.
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El transporte en plasmas esta´ dominado por el campo ele´ctrico colectivo de
largo alcance asociado a interacciones culombianas entre los iones que lo com-
ponen. Para un plasma de densidad n y temperatura T el campo culombiano
asociado a cada ion decae exponencialmente ma´s alla´ de la longitud de apantalla-
miento de Debye1, λD = (T/4pine
2)
1/2
. As´ı, cuando las fluctuaciones del campo
Figura 2.1: Esferas de Debye generadas por la presencia de dominios de carga.
La longitud de Debye λD estima el rango espacial ma´ximo en el que pueden
existir tales dominios. A partir de dicha longitud el plasma puede ser considerado
neutro.
ele´ctrico tengan escalas espaciales mucho mayores que el apantallamiento de Debye
sera´n consideradas interacciones de campo ele´ctrico colectivas. Cuando las esca-
las asociadas a tales fluctuaciones sean del orden de la longitud de Debye sera´n
consideradas interacciones binarias colisionales. En principio, se podr´ıa pensar que
la existencia de los campos colectivos citados esta´ en contradiccio´n con la propia
definicio´n de longitud de Debye en la que se excluye la posibilidad de existencia
de cualquier campo ele´ctrico a escalas mayores que dicha longitud. En realidad,
en la definicio´n de longitud de Debye se supone que los campos no son oscilantes,
mientras que en nuestro caso s´ı lo son, por lo que pueden existir siempre y cuando
sus frecuencias cumplan ω À ωdeb, siendo ωdeb la frecuencia de apantallamiento
Debye. Para plasmas con un nu´mero suficientemente grande de part´ıculas en la
esfera de Debye ND = (4pi/3)nλ
3
D À 1, los campos ele´ctricos colectivos dominan
la dina´mica del plasma. En el caso de plasmas magnetizados existen muchos tipos
de modos colectivos, pero los que dominan el transporte son los de frecuencia ma´s
baja (ω ¿ eB/mi ≡ Ωi). Los gradientes de densidad y temperatura en plasmas
magnetizados originan corrientes diamagne´ticas electro´nicas e io´nicas, Jα, cuyos
valores en el equilibrio vienen prescritos por la ecuacio´n de balance de fuerzas de
la Magnetohidrodina´mica, J × B = ∇p. Dichas corrientes generan derivas dia-
magne´ticas, VD = (1/qnB) (∂p/∂r) = J/qn, que a su vez generan oscilaciones
1Una de las propiedades fundamentales de un plasma es su habilidad para apantallar cualquier
potencial que le sea aplicado. A tal propiedad se le conoce como apantallamiento de Debye.
Cualquier dominio de carga (ver Fig. 2.1) atrae iones de signo contrario de manera que casi
instanta´neamente una nube de part´ıculas rodea el dominio de carga inicial. Fuera de la nube el
potencial ele´ctrico es nulo.
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colectivas llamadas ondas de deriva.
Una onda de deriva es una perturbacio´n que se propaga en un plasma y que in-
volucra la interaccio´n de las derivas perpendiculares2 (E × B, de polarizacio´n y
diamagne´tica) con la dina´mica paralela. La dina´mica paralela electro´nica, que se
puede considerar aproximadamente adiaba´tica, acopla fuertemente las perturbacio-
nes en la densidad y en el potencial electrosta´tico. Esto hace que ambas cantidades
este´n en fase: donde quiera que exista una perturbacio´n de densidad, los electrones
adiaba´ticos se encargara´n de generar la correspondiente fluctuacio´n del potencial
electrosta´tico. Las ondas de deriva son linealmente inestables para casi cualquier
configuracio´n, y por lo tanto casi siempre estara´n presentes en un plasma. Surgen
debido a fluctuaciones de la densidad o el potencial electrosta´tico y toman como
fuente de energ´ıa libre los gradientes en los perfiles de densidad y temperatura,
constituyendo una de las fuentes de inestabilidad ma´s activas en cualquier plasma
de fusio´n. All´ı donde existan gradientes, existira´ la posibilidad de que se generen
ondas de deriva. Es por ello que a este tipo de inestabilidades se les denomine
inestabilidades universales.
Comenzaremos el estudio de las ondas de deriva dando una visio´n sencilla, paso
a paso, introduciendo los ingredientes uno a uno para finalmente adquirir una visio´n
general y completa de su dina´mica. En primer lugar describiremos brevemente los
movimientos que realizan las part´ıculas en un plasma como elementos individuales
y a partir de ah´ı analizaremos el mecanismo ba´sico por el que se generan las ondas
de deriva.
2.1.1. Movimientos de part´ıculas cargadas en un plasma
El hecho de que las densidades de un plasma caigan en un rango intermedio hace
dif´ıcil su ana´lisis. A veces se comportan como fluidos y otras veces como una
coleccio´n de part´ıculas individuales. En el primero de los casos bastara´ la ecuacio´n
de la dina´mica de fluidos para su estudio, mientras que en el segundo tendremos
que utilizar la ecuacio´n de movimiento para cada part´ıcula individual.
O´rbitas de Larmor alrededor de las l´ıneas de campo
Cualquier part´ıcula cargada en presencia de un campo magne´tico gira alrededor de
las l´ıneas de campo a la frecuencia ciclotro´nica, ωc ≡ |q|B/m, describiendo o´rbitas
cuyo radio viene dado por rL ≡ mV⊥/|q|B, siendo rL el radio de Larmor, q y m
la carga y la masa de la part´ıcula y B y V⊥ las magnitudes del campo magne´tico
y de la velocidad perpendicular. Si a este movimiento transversal le an˜adimos
una componente arbitraria en la direccio´n paralela tenemos que globalmente las
2Los te´rminos perpendicular y paralelo son relativos a la direccio´n del campo magne´tico
confinante B.
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part´ıculas describen o´rbitas helicoidales a lo largo de las l´ıneas de campo, siendo
e´stas los centros de gu´ıa, que permanecen fijos.
Supongamos que adema´s del campo magne´tico B, tambie´n existe un campo
ele´ctrico E en el plasma. En este caso el movimiento global vendra´ dado por la
superposicio´n de dos componentes: el giro de Larmor usual ma´s una deriva del
centro de gu´ıa. De las derivas de los centros de gu´ıa que veremos a continuacio´n,
dos de ellas se pueden deducir a partir de la ecuacio´n de movimiento individual en
presencia de campos ele´ctricos y magne´ticos (VE×B y Vp). La otra, en cambio, se
obtiene a partir de la ecuacio´n de fluido (VD).
Deriva E×B
Si partimos de la ecuacio´n de movimiento de la part´ıcula en presencia de los campos
E y B,
m
dv
dt
= q (E+ v ×B) , (2.1)
y omitimos el te´rmino mdv
dt
que determina el ya mencionado giro de Larmor alre-
dedor de las l´ıneas de campo llegamos a,
q (E+ v ×B) = 0. (2.2)
Tomando el producto vectorial con B y despejando obtenemos la velocidad de
deriva del centro de gu´ıa en presencia de un campo ele´ctrico,
VE×B =
E×B
B2
. (2.3)
Es importante resaltar que dicha deriva es independiente de la carga, masa y
velocidad perpendicular de la part´ıcula alrededor del centro de gu´ıa.
Deriva de polarizacio´n
Si el campo ele´ctrico es variable en el tiempo, aparece una nueva deriva,
Vp = ± 1
ωcB
dE
dt
, (2.4)
donde el signo positivo corresponde a la deriva io´nica y el negativo a la electro´nica.
Como es inversamente proporcional a la frecuencia ciclotro´nica, so´lo sera´ impor-
tante para los iones ya que ωci ¿ ωce. Adema´s, su magnitud esta´ relacionada con
la de la deriva E×B, |Vp| = ωωc EB = ωωc |VE×B|, siendo ω la frecuencia de la onda.
As´ı, cuando los campos oscilantes sean de baja frecuencia (como es el caso de las
ondas de deriva) su magnitud sera´ mucho ma´s pequen˜a que la de la deriva E×B.
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Dado queVp tiene signo opuesto para ambas especies, se generara´ una corriente
de polarizacio´n dada por,
Jp = ne (Vpi − Vpe) = ρ
B2
dE
dt
, (2.5)
siendo ρ la densidad de masa.
Deriva diamagne´tica
Considerando el plasma como un fluido, es de esperar que e´ste presente derivas
perpendiculares al campo B ya que los centros de gu´ıa de las part´ıculas que lo
componen sufr´ıan tales derivas en sus movimientos individuales. Sin embargo, en
la ecuacio´n de fluido aparece un te´rmino, ∇p, que no existe en las ecuaciones de
part´ıcula individual. As´ı, los elementos de fluido sufren una nueva deriva que para
las part´ıculas, consideradas de forma individual, no existe. Se trata de la deriva
diamagne´tica y tiene la siguiente expresio´n,
VD = −∇p×B
qnB2
, (2.6)
donde al igual que para la deriva de polarizacio´n, tambie´n se genera una corriente,
en este caso diamagne´tica, asociada la deriva,
JD = ne (VDi − VDe) = (KTi +KTe) B×∇n
B2
. (2.7)
Dina´mica electro´nica en direccio´n paralela a B
Las part´ıculas que componen el plasma fluyen segu´n la direccio´n del campo magne´ti-
co regidos por el balance entre las fuerzas electrosta´ticas y los gradientes de presio´n
de acuerdo a la expresio´n,
mn
[
∂V||
∂t
+ (v ·∇)V||
]
= qnE|| −∇||p. (2.8)
Suponiendo que (v ·∇)V|| ¿ ∂V||/∂t, que la presio´n se puede escribir como p = nT
y que la conductividad paralela es infinita llegamos a,
∂V||
∂t
=
q
m
E|| − T
mn
∇||n. (2.9)
Aplicando la ecuacio´n anterior a los electrones, suponiendom −→ 0 y especificando
q = −e y E = −∇φ,
qE|| = e∇||φ = Te
n
∇||n. (2.10)
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Finalmente integrando,
eφ = Te lnn+ C, (2.11)
o
n
n0
= exp
(
eφ
Te
)
, (2.12)
que es la relacio´n de Boltzmann para los electrones.
Debido a su ligereza, los electrones tienen una movilidad extremadamente al-
ta y fa´cilmente pueden ser acelerados, alcanzando grandes energ´ıas si sobre ellos
actu´a alguna fuerza. Sin embargo, en un plasma los electrones no son libres de mo-
verse colectivamente de un lugar hacia otro puesto que ello originar´ıa un aumento
brusco del potencial debido a los iones que quedan. La Ec. (2.12) refleja el estrecho
equilibrio que ha de existir entre las fuerzas termodina´micas y electrosta´ticas para
preservar la cuasineutralidad del plasma suponiendo a los electrones infinitamente
mo´viles.
2.1.2. Geometr´ıa
Supondremos que nuestro plasma esta´ contenido en un cilindro tal y como se
muestra en la Fig. 2.2(a). La analog´ıa con un toroide [Fig. 2.2(b)] es clara. Las
diferencias estriban en los efectos de curvatura, que no entran en juego en geometr´ıa
cil´ındrica y tambie´n en el hecho de que en un toroide cualquier magnitud tiene
que ser perio´dica bajo giros completos segu´n la direccio´n toroidal. Esto u´ltimo se
resuelve imponiendo que las magnitudes tratadas sean perio´dicas en las tapas del
cilindro. Dicho cilindro tiene un radio a y una longitud L. El radio del cilindro se
identifica con el radio menor del toro. La relacio´n entre la longitud del cilindro y el
radio mayor del toro, R0, sera´ R0 = L/2pi. Dentro del cilindro la posicio´n se define
relativa a tres vectores unitarios, (rˆ, θˆ, zˆ), siendo r la coordenada radial; r ∈ [0, a],
θ la coordenada angular o poloidal; θ ∈ [0, 2pi] y z la coordenada asociada a ζ, la
coordenada toroidal; z ∈ [0, L], o lo que es lo mismo ζ ∈ [0, 2pi] (ζ = 2piz/L).
2.1.3. Mecanismo de las Ondas de Deriva
En la Fig. 2.3(a) se muestra el aspecto de una onda de deriva en geometr´ıa cil´ındri-
ca. Si se aumenta el taman˜o de la seccio´n encerrada por el recta´ngulo y se endereza
para adaptarla a la geometr´ıa cartesiana el aspecto ser´ıa el de la Fig. 2.3(b). La
fuente de energ´ıa libre es, como se dijo anteriormente, cualquier gradiente en la
densidad o en la temperatura. Las coordenadas cartesianas x, y y z son las asocia-
das a las componentes r, θ y z de un cilindro. La componente z es la direccio´n del
campo magne´tico confinante B0. El gradiente de densidad tiene direccio´n −x. Las
superficies de densidad constante esta´n segu´n la direccio´n y que es perpendicular
a la de ∇n.
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Figura 2.2: Analog´ıa entre las geometr´ıas cil´ındrica (a) y toroidal (b).
Dina´mica paralela a B
Por simplicidad haremos el estudio de la dina´mica de las ondas de deriva atendien-
do a las direcciones paralela y perpendicular al campo magne´tico, de las diferentes
magnitudes involucradas.
Comencemos con un plasma en reposo, homoge´neo y magnetizado. Suponga-
mos que se forma un cu´mulo de part´ıculas extra en un lugar determinado, tal y
como se muestra en la Fig. 2.4. Inicialmente el sistema es exactamente neutro:
φ˜ = 0. En el momento en que los electrones vean una zona en la que existe un
gradiente de presio´n tendera´n a escapar en la direccio´n paralela a B, dejando la
zona instanta´neamente con exceso de iones ya que la movilidad de los electrones
es un factor (mi/me)
1/2 mayor. Considerando u´nicamente la dina´mica paralela, el
potencial electrosta´tico aumentar´ıa hasta llegar al punto en el que la componente
paralela de la fuerza sobre los electrones es cancelada por la propia fluctuacio´n en
el potencial, de manera que los electrones volver´ıan a su situacio´n inicial y el sis-
tema evolucionar´ıa a la frecuencia del plasma electro´nica. Los electrones estar´ıan
oscilando en torno a la perturbacio´n inicial, amortiguados por colisiones con los
iones, y los iones fluir´ıan a la velocidad so´nica io´nica, arrastrados por los electrones.
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Figura 2.3: (a) Esquema de una onda de deriva en un cilindro. Se trata de una
perturbacio´n de densidad (l´ınea ondulada segu´n la direccio´n poloidal y l´ıneas
discontinuas segu´n la direccio´n toroidal). El recta´ngulo esta´ ampliado en (b),
donde se muestra el mecanismo f´ısico de una onda de deriva. Figura tomada
de [31].
Efecto de la deriva de polarizacio´n
Como ya se vio en la seccio´n 2.1.1, la deriva de polarizacio´n surge como conse-
cuencia de la variacio´n temporal del potencial electrosta´tico, que en este caso se
debe a los diferentes ritmos a los que iones y electrones abandonan la fluctuacio´n
inicial de la densidad, excita´ndose por consiguiente una fluctuacio´n en el potencial
electrosta´tico variable en el tiempo. Esta variacio´n del potencial electrosta´tico se
produce en escalas temporales mucho ma´s lentas que la escala temporal asociada
a la frecuencia ciclotro´nica io´nica, ω ¿ ωci.
A medida que el potencial aumenta en la zona en que los electrones parten en
direccio´n paralela, los iones sufren la deriva de polarizacio´n, que trata de mante-
ner el plasma neutro. Si la colisionalidad entre iones y electrones es pequen˜a en
la direccio´n paralela, algunos de los electrones que inicialmente escapan llegara´n
a otras zonas segu´n la direccio´n de B generando nuevas fluctuaciones en el poten-
cial (en este caso negativas), hacia donde acudira´n los iones de zonas adyacentes
debido a la correspondiente deriva de polarizacio´n, para nuevamente preservar la
cuasineutralidad del plasma.
Si la dina´mica paralela electro´nica es colisional, las fluctuaciones en la densidad
y el potencial se relajara´n mutuamente y el proceso termina disipa´ndose. Si no, se
tiene una onda io´nica acu´stica en direccio´n paralela a B.
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Figura 2.4: Respuesta inicial en direccio´n paralela.
Efecto de un gradiente de densidad radial
El efecto de an˜adir un gradiente en la densidad de equilibrio es lo que le da al
feno´meno anterior el cara´cter propagante, convirtie´ndose as´ı en una onda de deri-
va. En la Fig. 2.5 se muestra el proceso por el cual aparecen nuevas fluctuaciones
en la densidad debido a la combinacio´n de la deriva E ×B generada por el cam-
po electrosta´tico fluctuante (en rojo) con el gradiente en la densidad, ∇n en la
direccio´n −x.
x
y
∇n0
n˜ > 0
n˜ < 0
B
Figura 2.5: Efecto de la deriva E×B en una zona con gradiente de densidad.
La deriva E × B mueve las part´ıculas en direccio´n horaria en torno a la fluc-
tuacio´n inicial en el potencial (ma´ximo). Debido a que la parte de fluido que viaja
hacia la derecha lo hace “a favor del gradiente”, en contraposicio´n a la parte de
fluido que lo hace hacia la izquierda “en contra del gradiente”, se genera una nueva
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fluctuacio´n en la densidad que esta´ adelantada segu´n la direccio´n y respecto a la
fluctuacio´n del potencial.
Analicemos que´ sucede en la zona superior de la fluctuacio´n en el potencial
segu´n la Fig. 2.5 (direccio´n y). La combinacio´n de las acciones ejercidas por la
deriva E × B y el gradiente en la densidad de equilibrio generan una fluctuacio´n
en la densidad adelantada a la del potencial. De esta nueva perturbacio´n en la
densidad salen electrones en direccio´n paralela a B debido a las correspondientes
fuerzas termodina´micas. Debido a esto, se genera una nueva fluctuacio´n en el
potencial, que es variable en el tiempo. A medida que el potencial aumenta los
iones sufren la correspondiente deriva de polarizacio´n (en direccio´n perpendicular
hacia fuera) para preservar la cuasineutralidad.
Por otra parte, en la zona inferior de la fluctuacio´n inicial en el potencial se
genera una nueva fluctuacio´n en la densidad, pero en este caso negativa. Debi-
do a esto hacia esa zona acudira´n electrones en direccio´n paralela que generara´n
una nueva fluctuacio´n en el potencial de signo negativo y variable en el tiempo,
que hara´ que los iones de zonas adyacentes sientan la correspondiente deriva de
polarizacio´n y acudan hacia all´ı para nuevamente preservar la cuasineutralidad.
Lo que ha sucedido globalmente es un leve desplazamiento del sistema en la
direccio´n y. Este proceso se repite de forma que el efecto neto es una propagacio´n
de la estructura en dicha direccio´n.
Efecto de un campo magne´tico inhomoge´neo
Hasta aqu´ı impl´ıcitamente se ha supuesto que el campo magne´tico es homoge´neo,
pero en realidad esto no es as´ı. En un dispositivo como un tokamak las superfi-
cies magne´ticas esta´n dispuestas en forma de toroides anidados y es imposible tal
configuracio´n con un campo sin gradientes. El campo ha de tener gradientes en la
direccio´n radial para que se satisfagan las ecuaciones de Maxwell.
Consideremos ahora la deriva diamagne´tica. En los apartados anteriores no se
tuvo en cuenta porque en campos homoge´neos la contribucio´n de cada especie a
la corriente diamagne´tica no depende de la posicio´n alrededor de la fluctuacio´n y
por lo tanto no se generan dominios de carga al ser siempre la divergencia de la
corriente nula. En la Fig. 2.6 se muestra un esquema del proceso. Debido a los
gradientes de presio´n asociados a la fluctuacio´n inicial en la densidad, las part´ıcu-
las del plasma sufren la correspondiente deriva diamagne´tica, VD = −∇p×BqnB2 . Las
flechas indican la direccio´n y sentido de esta deriva para electrones e iones. Es per-
pendicular a B y a la fuerza que la provoca, en este caso el gradiente en la presio´n
fluctuante y var´ıa en magnitud inversamente proporcional al campo magne´tico.
Tiene direccio´n opuesta para iones y para electrones. Debido al gradiente de B
segu´n la coordenada x, las corrientes diamagne´ticas tendra´n mayor intensidad en
las zonas de campo de´bil, es decir, en la zona derecha de 2.6(a) y en la zona iz-
quierda de 2.6(b). Esto hace que se formen nuevas fluctuaciones de potencial de
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Figura 2.6: Efecto de la deriva diamagne´tica en zonas con gradiente de campo
magne´tico paralelo (a) y antiparalelo (b) al gradiente del perfil de densidad.
manera que en 2.6(a) la nueva fluctuacio´n esta´ retrasada 90◦ respecto a la fluctua-
cio´n en la densidad, mientras que en 2.6(b) esta´ adelantada 90◦. En el primer caso
el efecto global es una transferencia de densidad del gradiente a la fluctuacio´n, o
lo que es lo mismo, la fluctuacio´n esta´ siendo alimentada por el perfil de densidad.
En el segundo caso sucede lo contrario, la fluctuacio´n cede densidad al perfil y por
lo tanto se esta´ amortiguando. En dispositivos de confinamiento toroidal, ∇B y
∇n son paralelos en la zona exterior y son antiparalelos en la zona interior, por
lo que fluctuaciones tipo onda de deriva sera´n importantes en la zona exterior y
sera´n amortiguadas en la zona interior. Un efecto parecido a la deriva diamagne´tica
tienen las derivas de curvatura y de campo magne´tico inhomoge´neo, ya que tien-
den a desestabilizar ma´s en la zona externa de los dispositivos (zona de curvatura
desfavorable) que en la zona interna (zona de curvatura favorable).
Escalas temporales
Para entender la dina´mica de las ondas de deriva se establece el siguiente “ordering”
en las escalas temporales asociadas a los diferentes sucesos:
τ‖e− ¿ τE×B ' τpropagacio´n ¿ τonda so´nica io´nica. (2.13)
La escala temporal asociada a la onda so´nica io´nica ha de ser muy lenta en com-
paracio´n a la escala temporal de la propagacio´n de la onda de deriva o de la deriva
E×B. Esto asegura la existencia de gradientes paralelos y por lo tanto garantiza
el acoplo entre densidad y potencial fluctuantes. A su vez, la propagacio´n tiene que
ser lenta respecto a la dina´mica paralela electro´nica. Los electrones son adiaba´ticos
y su dina´mica mucha ma´s ra´pida que la de la propagacio´n o la de la deriva E×B.
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Electrones no adiaba´ticos
Hasta ahora se ha descrito el mecanismo de generacio´n y propagacio´n de las ondas
de deriva considerando a los electrones adiaba´ticos, de manera que las fluctuaciones
en la densidad y el potencial esta´n fuertemente acopladas y no existe desfase.
¿Que´ sucede cuando esto no es as´ı? Supongamos que ahora tenemos una serie
de electrones atrapados y que por lo tanto fluctuaciones en densidad y potencial
esta´n ligeramente desfasadas, como se muestra en la Fig. 2.7. Este pequen˜o desfase
Figura 2.7: Esquema de una onda de deriva. Los contornos de φ = const en el
plano perpendicular a B son las l´ıneas de flujo de la deriva E×B alrededor del
ma´ximo de potencial. El pequen˜o desfase δ entre la fluctuacio´n de densidad y
la correspondiente al potencial hace que la primera adelante a la segunda segu´n
la direccio´n de propagacio´n (y).
genera transporte neto, Γ+ − Γ− > 0, ya que el flujo vE×B mueve ma´s part´ıculas
de la zona superior hacia la derecha que de la zona inferior a la izquierda. Si
los electrones fuesen completamente adiaba´ticos los ma´ximos y mı´nimos de las
fluctuaciones de densidad y potencial ser´ıan coincidentes y tendr´ıamos Γ+ = Γ−.
2.2. Modelo DTEM
En esta seccio´n se desarrolla el modelo que usaremos para estudiar el transporte
asociado a un tipo particular de ondas de deriva: el modelo de turbulencia DTEM.
La estructura lineal queda determinada por la deriva de polarizacio´n io´nica,
que aporta la inestabilidad lineal o drive y por el amortiguamiento acu´stico, que
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para este modelo es colisional. El mecanismo de interaccio´n no lineal se basa en la
deriva E×B.
2.2.1. Suposiciones y aproximaciones
La ecuacio´n resultante para el modelo se obtiene bajo tres suposiciones fundamen-
tales:
1. La fuente de inestabilidad va a ser la colonia de electrones atrapados en el
espejo magne´tico conformado por el gradiente de campo en la direccio´n del
radio mayor del toro. Estos electrones generan un desfase adicional entre
el potencial y la densidad fluctuantes que sera´ el responsable del transporte
asociado a este tipo de turbulencia. Este desfase se estima mediante hipo´tesis
cine´ticas y se introduce en la ecuacio´n para la densidad fluctuante como un
te´rmino del tipo iδ [32] que representa el mecanismo desencadenante3 de la
inestabilidad.
2. El te´rmino de amortiguamiento paralelo se supondra´ colisional y no de tipo
Landau. Esto permite combinar la evolucio´n global para la densidad fluc-
tuante en una u´nica ecuacio´n no lineal. El amortiguamiento de Landau es un
mecanismo de interaccio´n onda-part´ıcula mediante el cual las ondas cogen o
ceden energ´ıa a las part´ıculas con velocidades similares a la velocidad de fase
vf (part´ıculas en resonancia con la onda). Dado que hay ma´s part´ıculas con
velocidad v . vf (part´ıculas que cogen energ´ıa de la onda) que con velocidad
v & vf (part´ıculas que ceden energ´ıa a la onda), la onda se amortigua [33].
3. Se considerara´n modos de longitud de onda larga, k⊥ρs ¿ 1. En este l´ımite
so´lo retendremos el te´rmino no lineal E × B, mucho mayor que el te´rmino
no lineal que surge de la deriva de polarizacio´n.
De esta manera se obtiene una u´nica ecuacio´n que gobierna la dina´mica de on-
das de deriva en el dominio de modos de longitud de onda larga. En contraposicio´n,
el modelo de Hasegawa-Mima [34] da cuenta de la dina´mica de las fluctuaciones
en el extremo espectral opuesto (k⊥ρs À 1).
Durante el desarrollo de la ecuacio´n DTEM se hara´n una serie de aproximacio-
nes:
1. Dado que el modelo so´lo resuelve un campo (densidad), se considera u´nica-
mente la evolucio´n del perfil de densidad y se mantiene congelado el perfil
de temperatura. Por lo tanto, a pesar de que el drive para las fluctuaciones
depende del perfil de temperatura, so´lo podra´ ser alterado por modificaciones
en el perfil de densidad, ya que el primero de ellos permanece constante.
3En lo sucesivo, al mecanismo desencadenante o desestabilizante lo denominaremos con el
te´rmino ingle´s drive.
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2. La geometr´ıa es cil´ındrico-toroidal. El campo magne´tico de equilibrio es ba´si-
camente axial (toroidal) con una pequen˜a componente poloidal necesaria
para poder generar las superficies de flujo, que se distribuyen radialmente
conformando una serie de toroides anidados.
3. Las magnitudes de equilibrio presentan gradientes segu´n la direccio´n radial
y se considerara´n constantes segu´n las direcciones toroidal y poloidal.
4. Como el factor beta4 tiene un valor muy bajo, β ¿ 1, las perturbaciones que
sobre el campo magne´tico de equilibrio puedan ejercer densidad y potencial
fluctuantes se considerara´n despreciables. As´ı, ∂B/∂t = 0 y la ley de Faraday
se puede escribir como E = −∇φ. Es lo que se denomina aproximacio´n
electrosta´tica, siendo φ el potencial electrosta´tico.
5. La condicio´n de cuasineutralidad impuesta en la deduccio´n de la ecuacio´n
para las fluctuaciones es va´lida bajo la aproximacio´n k ¿ λ−1D , siendo λD la
longitud de Debye. Un plasma se puede considerar cuasineutro para distan-
cias mayores que la longitud de Debye.
6. La densidad de part´ıculas se escribe como la suma de dos cantidades que
se corresponden con el equilibrio y la perturbacio´n al equilibrio, ne = ni =
n0 + n˜.
7. El ordering ba´sico para la escala temporal sera´ ω ¿ Ωi. Las escalas tempora-
les asociadas a cualquier mecanismo f´ısico son mucho mayores que la escala
temporal asociada al movimiento de giro de los iones alrededor de las l´ıneas
de campo magne´tico.
8. De la suposicio´n anterior se desprende que la deriva E × B es dominante
sobre la de polarizacio´n Vpol =
1
Ωi
B
B
× d
dt
(VE×B).
9. El ordering ba´sico para la escala espacial sera´ ρs ¿ Ln, siendo ρs la escala
t´ıpica de las perturbaciones y Ln la escala t´ıpica del equilibrio.
10. Las inestabilidades tipo onda de deriva var´ıan principalmente en el plano
toroidal, kz = n/R0 ¿ ky = m/a ∼ kx.
2.2.2. Campo magne´tico
El campo magne´tico externo necesario para confinar el plasma tiene componentes
segu´n las direcciones z y θ, B = B0zˆ + Bθ(r)θˆ, con B0 constante y Bθ(r) =
Bθ(r0) +B0
r−r0
Ls
.
4Este para´metro es la razo´n entre la presio´n termodina´mica y la presio´n magne´tica del plasma,
β ≡ neTeB2/2µ0 .
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La dependencia en r de la componente poloidal del campo hace que el enrollado
de las l´ıneas magne´ticas var´ıe en funcio´n de la posicio´n radial. Esto es lo que se
llama shear 5 magne´tico. Una cantidad que relaciona las componentes toroidal y
poloidal del campo magne´tico es el factor de seguridad, q(r) = ε(r)Bz(r)/Bθ(r) =
[r/R0][Bz(r)/Bθ(r)], utilizado para definir la longitud caracter´ıstica del shear, Ls =
q2
ε
(dq/dr)−1, siendo ε la inversa de la razo´n de aspecto que relaciona las dimensiones
de los radios menor y mayor respectivamente. El factor de seguridad nos dice el
nu´mero de ciclos segu´n la direccio´n toroidal que se completan en un ciclo poloidal
de una l´ınea de campo, por lo que su relacio´n con la transformada rotacional, ι, ya
mencionada en el cap´ıtulo anterior es, q = 2pi/ι. Cuando esta cantidad se pueda
escribir como el cociente de dos nu´meros enteros [q(r) = m/n], tendremos que la
l´ınea de campo se cierra sobre s´ı misma tras haber ejecutado m giros poloidales
y n giros toroidales, constituyendo as´ı una superficie racional. Valores t´ıpicos de
esta cantidad son del orden de la unidad, ya que para la mayor´ıa de los tokamaks
se cumple que ε(r) = r/R0 ≈ Bθ(r)/Bz(r)¿ 1.
2.2.3. Equilibrio
Las cantidades que describen el equilibrio junto al campo magne´tico confinante
son los perfiles de densidad y temperatura, caracterizados por sus respectivas lon-
gitudes caracter´ısticas Ln = n0 |dn0/dr|−1 y LT = T0 |dT0/dr|−1 respectivamente.
Tambie´n puede existir un campo ele´ctrico radial de equilibrio E0r, que induzca un
flujo poloidal de equilibrio V0θ(r) ∼ E0r(r)/B0. Cuando dicho flujo poloidal no es
uniforme se dice que existe un shear flow 6. De aqu´ı en adelante las magnitudes de
equilibrio llevara´n sub´ındice 0 mientras que las perturbaciones se identificara´n con
una tilde o con un gorro si esta´n normalizadas al equilibrio.
2.2.4. Te´rmino “iδ”
Para desarrollar el modelo enfocaremos el ana´lisis en el re´gimen gobernado por
modos DTEM [35]. En este re´gimen la respuesta electro´nica a las fluctuaciones en la
densidad o en el potencial electrosta´tico no es completamente adiaba´tica, de forma
que existe un ligero desfase entre ambas. Dicho desfase se puede derivar mediante
hipo´tesis cine´ticas [36]. Hay que recordar que es imprescindible que exista desfase
entre ambas cantidades fluctuantes puesto que de lo contrario so´lo tendr´ıamos una
onda propaga´ndose en la direccio´n de deriva diamagne´tica (direccio´n poloidal) y
no se generar´ıa transporte.
Supondremos que la funcio´n de distribucio´n electro´nica puede escribirse como
suma de una Maxwelliana ma´s una perturbacio´n, f = f0 + f˜ . Llamaremos g˜ a la
5Usaremos el te´rmino ingle´s shear para designar la cizalla.
6En analog´ıa con el shear magne´tico, el shear flow representa un flujo poloidal variable en
magnitud segu´n la posicio´n radial.
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parte no adiaba´tica de f˜ . Sustituyendo en la ecuacio´n de Vlasov y promediando
sobre la girofase, se llega a la ecuacio´n girocine´tica que rige la dina´mica electro´nica
[37,38],
−i(ω − ωE − ωDe + iνeff)g˜k
= i
|e|
T0
√
εf0{ω − ωE − ω∗e[1 + ηe(E − 1/2)]}φ˜k, (2.14)
siendo ω la frecuencia de la onda, ωE ≡ kθV0(r) la frecuencia debida al despla-
zamiento Doppler en caso de que exista velocidad poloidal de equilibrio, ωDe la
frecuencia de deriva de curvatura electro´nica, νeff la frecuencia de colisio´n efec-
tiva para los electrones atrapados (νeff = νe/ε), g˜k la componente no-adiaba´tica
de la funcio´n de distribucio´n perturbada con nu´mero de onda k,
√
ε la fraccio´n
de electrones atrapados, f0 la funcio´n de distribucio´n de equilibrio, ω∗e = kθV∗n
la frecuencia de deriva diamagne´tica, con V∗n = csρs/Ln la velocidad de deriva
diamagne´tica, cs = (T0/mi)
1/2 la velocidad so´nica io´nica, ρs = cs/Ωi el radio de
giro io´nico, E la energ´ıa electro´nica y ηe = Ln/LT la relacio´n entre las longitudes
caracter´ısticas de los perfiles de densidad y temperatura de equilibrio respectiva-
mente. Bajo la aproximacio´n νeff À ω − ωE y νeff À ωDe (electrones atrapados
altamente colisionales o modos fuertemente DTEM), e integrando la Ec. (2.14) en
el espacio de velocidades, obtenemos la respuesta no-adiaba´tica para la densidad
fluctuante,
δnNAk = i
|e|
T0
√
ε
[ω − ωE − ω∗e (1 + αηe)]
νeff
φ˜k, (2.15)
donde α = 3/2. La frecuencia asociada al modo k, ωk, se relaciona con la frecuencia
de desplazamiento Doppler en la superficie racional del modo k, ωEk, ωk ≈ ωEk +
ω∗e/(1 + k2θρ
2
2), por lo que la Ec. (2.15) se convierte en,
δnNAk = i
|e|
T0
√
ε
[−k2θρ2sω∗e/(1 + k2θρ22)− ω∗eαηe]
νeff
φ˜k. (2.16)
Suponiendo que ηe ≥ 1 (longitud t´ıpica del perfil de densidad mayor que la del
perfil de temperatura) y que kθρs < 1 (modos de longitud de onda poloidal mayor
que el radio de giro io´nico), el primer te´rmino en el numerador de (2.16) es pequen˜o
comparado con el segundo por lo que la respuesta no-adiaba´tica electro´nica sera´,
δnNA = −α√εV∗T
νeff
kθ
(
|e|φ˜
T0
)
, (2.17)
donde V∗T = csρs/LT es la velocidad de deriva te´rmica electro´nica.
La Ec. (2.17) da cuenta del desfase adicional entre las fluctuaciones en la den-
sidad y el potencial. No todos los electrones sera´n completamente adiaba´ticos
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ya que la presencia de los electrones atrapados lo impide. Este hecho se mani-
fiesta en la relacio´n de Boltzmann con la inclusio´n de un te´rmino perturbativo
n˜e/n0 = (eφ˜/T0) (1 + iδ), quedando la ecuacio´n de Boltzmann modificada,
n˜e
n0
≈ n˜i
n0
=
eφ˜
T0
(1 + iδ) =
eφ˜
T0
(
1− iα√εV∗T
νeff
kθ
)
, (2.18)
donde se ha impuesto la condicio´n de cuasineutralidad.
Finalmente, podemos escribir el potencial electrosta´tico perturbado en funcio´n
de la densidad io´nica fluctuante, tratando perturbativamente la contribucio´n de
los electrones no-adiaba´ticos e invirtiendo (2.18),
eφ˜
T0
=
n˜i
n0
(
1 + α
√
ε
V∗T
νeff
1
r
∂
∂θ
)
=
n˜i
n0
(
1 + iα
√
ε
V∗T
νeff
kθ
)
=
n˜i
n0
(
1 + i
kθDθ
V∗n
)
, (2.19)
con Dθ = (
√
ε(ρscs)
2α) / (LTLnνeff).
2.2.5. Inversio´n expl´ıcita de la ecuacio´n de Boltzmann mo-
dificada
La inversio´n realizada en el paso de (2.18) a (2.19) es aproximada y podra´ con-
siderarse aceptable cuando se verifique kθDθ/V∗n ¿ 1. Esta condicio´n se cumple
cuando los modos tienen nu´meros de onda bajo (kθ < k
crit
θ ). Dado que se necesita
un espectro de modos lo suficientemente amplio como para incluir aquellos que
sean estables y actu´en de sumidero de energ´ıa, kθ > k
crit
θ , la inversio´n aproximada
no es va´lida y se precisa de una inversio´n expl´ıcita que sea va´lida para cualquier
nu´mero de onda. Tal inversio´n genera una ecuacio´n equivalente a (2.19), cambian-
do el coeficiente para el drive, Dθ, por otro efectivo, Deff , que ahora depende de
kθ,
Deff =
Dθ
1 +
(
kθDθ
V∗n
)2 . (2.20)
El te´rmino extra en el denominador de la expresio´n (2.20) hace que el drive sea
pequen˜o para modos con nu´mero de onda poloidal grande y permitira´ tener un
nu´mero finito de modos inestables verificando kθρs < 1.
2.2.6. Ecuacio´n de continuidad io´nica y ecuacio´n DTEM
Los iones se tratara´n como un fluido, por lo que la dina´mica de la densidad io´nica
fluctuante quedara´ gobernada por la ecuacio´n de continuidad ∂ni/∂t+∇ · (niV) = 0.
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Tanto densidad como velocidad de fluido io´nicas pueden expresarse como suma de
un te´rmino de equilibrio ma´s uno fluctuante, ni = n0+ n˜i y V = V0+ V˜ respecti-
vamente. La velocidad fluctuante a su vez consta de dos contribuciones: la deriva
E × B y la deriva de polarizacio´n, V˜ = V˜E×B + V˜pol. Surgen de la ecuacio´n de
balance de momento io´nico tomando o´rdenes 0 y 1 en ω/Ωi respectivamente. Las
expresiones para ambas, en funcio´n del potencial electrosta´tico perturbado y de la
densidad io´nica perturbada son,
V˜E×B = − 1
B
∇⊥φ˜× zˆ = −csρs
n0
[
∇⊥n˜i + Deff
V∗n
∇⊥
(
1
r
∂n˜i
∂θ
)]
× zˆ (2.21)
V˜pol = − 1
ΩiB
d
dt
∇⊥φ˜ = −ρ
2
s
n0
d
dt
[
∇⊥n˜i + Deff
V∗n
∇⊥
(
1
r
∂n˜i
∂θ
)]
. (2.22)
Escribiendo la densidad io´nica y la velocidad como suma de cantidades de equilibrio
ma´s perturbaciones, la ecuacio´n de continuidad para la densidad fluctuante queda,
∂n0
∂t
+
∂n˜i
∂t
+V0 ·∇n0 +V0 ·∇n˜i + V˜ ·∇n0 + V˜ ·∇n˜i
+n0∇ ·V0 + n˜i∇ ·V0 + n0∇ · V˜ + n˜i∇ · V˜ = 0. (2.23)
Los te´rminos primero, tercero y se´ptimo son de orden cero en las fluctuaciones y
constituyen la ecuacio´n de continuidad para la densidad de equilibrio. Los te´rmi-
nos segundo y cuarto constituyen la derivada convectiva para las fluctuaciones,
dn˜i/dt ≡ ∂n˜i/∂t+V0 ·∇n˜i. El de´cimo te´rmino es despreciable frente al noveno y
el octavo te´rmino es nulo debido a que el flujo poloidal de equilibrio tiene diver-
gencia nula. As´ı, la ecuacio´n de continuidad para las fluctuaciones queda,
∂n˜i
∂t
+V0 ·∇n˜i + V˜ ·∇n0 + V˜ ·∇n˜i + n0∇ · V˜ = 0. (2.24)
Supondremos que el balance del momento io´nico en direccio´n paralela esta´ domi-
nado por colisiones, es decir, sera´ tratado como un proceso difusivo cuyo flujo de
part´ıculas segu´n la direccio´n de B sera´,
Γ = n0V˜|| = −D||∇n˜i = −c
2
s
νi
∇n˜i. (2.25)
La Ec. (2.24) queda en forma desarrollada,
dnˆ
dt
− ρ2s
d∇2⊥nˆ
dt
+ V∗n
1
r
∂nˆ
∂θ
+Deff
1
r2
∂2nˆ
∂θ2
− c
2
s
νi
∇2||nˆ
−LnDeff
[
∇⊥
(
1
r
∂nˆ
∂θ
)
× zˆ
]
·∇⊥nˆ
+csρs [∇⊥nˆ× zˆ] ·∇⊥
(
ρ2s∇2⊥nˆ
)
= 0, (2.26)
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donde la densidad io´nica fluctuante se ha normalizado a su valor de equilibrio,
nˆ = n˜i/n0. Los gradientes paralelos
(∇||) son relativos al campo magne´tico B y
los gradientes perpendiculares (∇⊥) al eje zˆ. Las escalas ba´sicas para los tiempos
y las longitudes son la frecuencia ciclotro´nica io´nica Ωi = |e|B0/mi y el radio
menor a respectivamente. Una vez que tiempos y longitudes se normalizan a estas
escalas el resto del problema se determina especificando unos pocos para´metros
adimensionales.
Se puede identificar el papel de cada te´rmino en (2.26). La derivada convectiva
de los dos primeros te´rminos representa la evolucio´n temporal de las fluctuaciones.
El segundo de ellos procede de n0∇ ·V˜pol de la Ec. (2.24), por lo tanto proviene de
la deriva de polarizacio´n io´nica. El tercer te´rmino, la deriva diamagne´tica, procede
de V˜ ·∇n0, siendo V∗n la velocidad de deriva diamagne´tica, como ya se dijo an-
tes. El siguiente es el te´rmino desestabilizante para las ondas de deriva y proviene
del desfase adicional entre potencial y densidad fluctuantes debido a la respues-
ta no-adiaba´tica de los electrones atrapados, siendo Deff una difusividad poloidal
negativa. Identificando este factor con (2.19) obtenemos su relacio´n con el desfa-
se, δ ' kθDeff/V∗n. El quinto te´rmino proporciona amortiguamiento en direccio´n
paralela al campo magne´tico para los iones con velocidad so´nica cs y frecuencia
de colisio´n νi. A diferencia del resto de te´rminos, que se derivan de la ecuacio´n de
continuidad junto con la relacio´n de Boltzmann, este u´ltimo se introduce “ad hoc”
para modelar el amortiguamiento paralelo. El penu´ltimo te´rmino es el te´rmino no-
lineal debido a la conveccio´n por la deriva E×B. Proviene del te´rmino V˜E×B ·∇n˜i
de la ecuacio´n de continuidad y es consecuencia de la respuesta no-adiaba´tica de
los electrones atrapados. El u´ltimo te´rmino es la no-linealidad debida a la deriva
de polarizacio´n. Proviene de n0∇ · V˜ cpol, siendo V˜ cpol la componente convectiva de
dicha deriva. Al comparar ambas no-linealidades, se observa que la primera de
ellas domina a longitudes grandes debido a que tiene una derivada espacial menos.
Haciendo los orderings correspondientes para cada te´rmino obtenemos,
LnDeff
[
∇⊥
(
1
r
∂n˜
∂θ
)
× zˆ
]
·∇⊥n˜ ∼ LnDeffk2⊥kθ, (2.27)
csρs [∇⊥n˜× zˆ] ·∇⊥
(
ρ2s∇2⊥n˜
) ∼ csρ3sk4⊥. (2.28)
Bajo la aproximacio´n k⊥ ' kθ llegamos a,
|E×B|
polarizacio´n
∼ LnDeff
csρ3skθ
. (2.29)
Ma´s adelante se vera´ que este cociente es mucho mayor que la unidad, por lo que
so´lo se retendra´ la no-linealidad E × B. La no-linealidad debida a la deriva de
polarizacio´n so´lo afecta a longitudes de onda mucho ma´s pequen˜as que las que
se manejan en este modelo, o equivalentemente, a modos caracterizados por un
nu´mero de onda muy grande.
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2.2.7. Energ´ıa fluctuante
Para una mejor comprensio´n de las propiedades de este modelo consideremos la
energ´ıa fluctuante,
E =
1
2
∫
dV
(|n˜|2 + ρ2s|∇⊥n˜|2) . (2.30)
El primero de los sumandos da cuenta de la energ´ıa interna y el segundo de la
energ´ıa cine´tica. Su evolucio´n temporal se obtiene multiplicando (2.26) por n˜i e
integrando a todo el espacio,
dE
dt
=
∫
dV Deff
1
r2
(
∂n˜
∂θ
)2
− c
2
s
νi
∫
dV
(∇||n˜)2 . (2.31)
La fuente de energ´ıa es el te´rmino desestabilizante o drive de las ondas de deriva
mientras que el sumidero es el te´rmino de amortiguamiento colisional paralelo. As´ı,
en ausencia de drive y de amortiguamiento la energ´ıa se conserva. Esta es la u´nica
cantidad conservada por este modelo, debido a la presencia del te´rmino no-lineal
E × B. Los sistemas turbulentos con un u´nico invariante transfieren energ´ıa de
longitudes de onda grandes (|k| ¿ 1) a longitudes de onda pequen˜as (|k| À 1).
Es lo que se llama cascada directa de energ´ıa. La energ´ıa depositada en los modos
linealmente estables es disipada.
2.2.8. Evolucio´n del perfil promedio
Hasta ahora, todo lo que hemos visto era referido a la evolucio´n de las fluctua-
ciones de la densidad, sin tener en cuenta el perfil promedio 〈n〉. A continuacio´n
consideraremos la evolucio´n de este u´ltimo. La ecuacio´n de evolucio´n se obtiene
promediando a los dos a´ngulos la expresio´n (2.26), obtenie´ndose,
∂
∂t
(〈n〉 − ρ2s∇2r 〈n〉) = 〈LnDeff [∇⊥(1r ∂nˆ∂θ
)
× zˆ
]
·∇⊥nˆ
〉
. (2.32)
Donde los pare´ntesis angulares denotan promedio angular. A esta ecuacio´n, que
acopla promedio con fluctuaciones, se le puede an˜adir un te´rmino difusivo, cuyo
coeficiente de difusio´n sea un para´metro, con el fin de estudiar la interaccio´n entre
transporte turbulento y difusivo. En ese caso sera´ necesario incluir adema´s una
fuente que compense las pe´rdidas por difusio´n (aparte de las que se produzcan por
transporte turbulento). La ecuacio´n completa para la evolucio´n del perfil promedio
queda,
∂
∂t
(〈n〉 − ρ2s∇2r 〈n〉) = S(r, t) +∇r [Dext(r)∇r(〈n〉 − n0)]
+
〈
LnDeff
[
∇⊥
(
1
r
∂nˆ
∂θ
)
× zˆ
]
·∇⊥nˆ
〉
. (2.33)
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El te´rmino fuente se expresa formalmente como suma de dos componentes, S(r, t) =
S0(r) + S˜(r, t). S0 es constante en el tiempo y puede ser asociada, por ejemplo, a
calentamiento con neutros. Su dependencia radial vendr´ıa dada, en ese caso, por
el perfil de deposicio´n del haz. En cambio, S˜(r, t) representa la parte fluctuante de
la fuente, de ah´ı su dependencia en r y t. Supondremos que la variacio´n temporal
de la parte fluctuante es lenta en relacio´n a las escalas temporales asociadas a las
fluctuaciones, de ah´ı su independencia respecto a las variables angulares. De este
u´ltimo supuesto se deriva la existencia de dos escalas temporales bien diferenciadas,
una asociada a las fluctuaciones y otra a las cantidades promedio.
Por otra parte, la solucio´n estacionaria de equilibrio, n0, viene dada por el
balance entre las fuentes (S0) y las pe´rdidas por difusio´n,
∂n0
∂t
= S0(r) +∇r [Dext(r)∇rn0] . (2.34)
Combinando (2.33) y (2.34) obtenemos finalmente la ecuacio´n de evolucio´n para
la densidad promedio,
∂
∂t
(〈n〉 − n0 − ρ2s∇2r 〈n〉) = S˜(r, t) +∇r [Dext(r)∇r(〈n〉 − n0)]
+
〈
LnDeff
[
∇⊥
(
1
r
∂nˆ
∂θ
)
× zˆ
]
·∇⊥nˆ
〉
. (2.35)
El te´rmino entre pare´ntesis angulares representa el acoplo entre perfil y fluctuacio-
nes, es decir, refleja la influencia de e´stas sobre aquel y por consiguiente sobre el
transporte. Adema´s, la energ´ıa libre almacenada en el perfil en forma de gradientes
influye en la evolucio´n de las fluctuaciones (2.26) a trave´s de los te´rminos corres-
pondientes al drive, a la deriva diamagne´tica y a los acoplos no lineales. Por lo
tanto este modelo es muy u´til para estudiar la influencia mutua entre fluctuaciones
y perfil.

Cap´ıtulo 3
Ana´lisis lineal
En este cap´ıtulo se hara´ un estudio pormenorizado de las propiedades de esta-
bilidad lineal de nuestro modelo DTEM [Ec. (2.26)]. Debido a la presencia del
te´rmino no lineal, hacer un estudio anal´ıtico completo de la ecuacio´n diferencial
en derivadas parciales es imposible, pero s´ı que es posible extraer informacio´n de
sus propiedades lineales de manera anal´ıtica. Adema´s, dichos resultados se con-
trastara´n con los nume´ricos y as´ı podremos verificar el correcto funcionamiento
del co´digo que despue´s se utilizara´ para resolver el problema no lineal.
Es importante conocer las propiedades de estabilidad lineal del plasma a la hora
de establecer los reg´ımenes bajo los que podr´ıan darse feno´menos de transporte.
Si los perfiles de densidad y temperatura son estables frente a modos DTEM no se
desarrollara´ este tipo de turbulencia y se evitara´ la pe´rdida de confinamiento que
conlleva.
El comportamiento lineal es por lo tanto de gran utilidad a la hora de entender
los resultados no lineales.
3.1. Cantidades de equilibrio
La geometr´ıa cil´ındrico-toroidal de nuestro problema obliga a introducir perfiles ra-
diales para todas y cada una de las magnitudes f´ısicas involucradas en el problema.
Por lo tanto, en primer lugar haremos un repaso de los perfiles de las cantidades
de equilibrio del plasma sobre el que se va a resolver las ecuaciones de nuestro
modelo. Supondremos que el plasma esta´ confinado en un tokamak cuya razo´n de
aspecto vale 4, por lo tanto ε = 0.25. El valor del campo magne´tico axial sera´ de
1 Tesla y la expresio´n para el factor de seguridad la elegimos parabo´lica,
q(r) = A+Br2. (3.1)
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Siendo A = 1.3, B = 0.5 y r la variable radial normalizada al radio menor (r ∈
[0, 1]). El perfil de densidad de equilibrio normalizado (al valor en r = 0) vale,
n0(r) = 1− r2, (3.2)
siendo n0(r = 0) = 10
19 m−3. Supondremos que los perfiles de temperatura
electro´nica e io´nica son iguales,
T e0 (r) = T
i
0(r) =
(
1− r2)2 , (3.3)
con T0(r = 0) = 100 eV. En la Fig. 3.1 se muestran los perfiles normalizados. Los
valores elegidos para n0 y T0 son tales que el para´metro η = Ln/LT es constante
a lo largo de todo r y su valor es η = 2. A partir de estas cantidades funda-
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
1.3
1.4
1.5
1.6
1.7
1.8
 densidad
 temperatura
 
n
0
, T
0
r
 factor de seguridad
 q
Figura 3.1: Perfiles de equilibrio normalizados de densidad y temperatura, as´ı co-
mo del factor de seguridad en funcio´n del radio normalizado.
mentales surgen otras derivadas y que son importantes a la hora de describir el
comportamiento del plasma. Como magnitudes con dimensio´n de longitud (L) ca-
ben resaltar, aparte de los radios mayor y menor (R0 y a), el radio de giro io´nico
ρs = cs/Ωi y las longitudes caracter´ısticas de densidad Ln, temperatura LT y shear
magne´tico LS. En la Fig. 3.2 se pueden ver los perfiles de los tres u´ltimos. Con di-
mensio´n de velocidad (LT−1) se definen la velocidad so´nica io´nica cs = (T0/mi)1/2
y la velocidad de deriva diamagne´tica V∗n =
csρs
Ln
[Fig. 3.3(a)] y con dimensio´n de
inversa del tiempo (T−1), aparte de la frecuencia ciclotro´nica io´nica Ωi, se definen
la frecuencia de colisio´n io´nica νi, la frecuencia de colisio´n efectiva de los electro-
nes atrapados νeff = νe/ε y la frecuencia de deriva diamagne´tica ω∗e = 1rV∗n [Fig.
3.3(b)]. Tambie´n cabe resaltar la distribucio´n radial del coeficiente del te´rmino
fuente, Deff y del te´rmino disipativo c
2
s/νi, ambos fundamentales en los procesos
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Figura 3.2: Perfiles de equilibrio de las longitudes caracter´ısticas de densidad,
temperatura y shear magne´tico en funcio´n del radio normalizado.
de desestabilizacio´n y estabilizacio´n respectivamente. Ma´s adelante, cuando se re-
suelva el problema no lineal, veremos su importancia. En la Fig. 3.4 se muestra la
disposicio´n radial de ambos.
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Figura 3.3: Perfiles de equilibrio de las velocidades so´nica io´nica y de deriva
diamagne´tica (a) y de las frecuencias de deriva diamagne´tica, de colisio´n io´nica
y de colisio´n efectiva de los electrones atrapados (b).
El ana´lisis lineal se realiza en funcio´n de los modos de Fourier de la densidad
debido a la geometr´ıa del problema. De esto se hablara´ a continuacio´n, en la
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seccio´n 3.2. As´ı, las helicidades1 localizadas en las inmediaciones del ma´ximo de
la funcio´n Deff sera´n las ma´s fa´cilmente desestabilizadas al tener ma´s energ´ıa libre
disponible, en cambio las que se situ´en en las colas pra´cticamente no tendra´n drive.
Lo contrario sucede cuando nos fijamos en el coeficiente del te´rmino disipativo. En
este caso, las zonas en las que la funcio´n adquiera valores altos sera´n zonas con
mayor estabilidad y viceversa. Globalmente, cuando el efecto del te´rmino fuente
predomine sobre el efecto del te´rmino disipativo se generara´ inestabilidad y los
modos crecera´n. En caso contrario los modos permanecera´n estabilizados.
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Figura 3.4: Perfiles de los coeficientes del te´rmino fuente Deff(r) y disipativo
c2s/νi para los modos DTEM.
3.2. Desarrollo de las autofunciones lineales
En esta seccio´n se presenta el estudio de las propiedades lineales de las ondas de
deriva. El procedimiento es ana´logo al utilizado por Carreras et al. [35]. Para ello se
toma la versio´n linealizada del modelo [Ec. (2.26)]. Esta ecuacio´n puede ser escrita
en el espacio de Fourier debido a la geometr´ıa del problema, que tiene periodicidad
en las coordenadas angulares. Como las perturbaciones de la densidad son pequen˜as
respecto al valor de equilibrio, la densidad total fluctuante podra´ ser descrita como
el sumatorio de una serie de ondas lineales. Este sumatorio representa los distintos
modos de Fourier para las fluctuaciones,
n˜ (r, θ, ζ; t) =
∑
m,n
n˜m,n(r)e
i(mθ+nζ)eiωt, (3.4)
1La helicidad de un modo es el cociente m/n, con m y n enteros y sin divisores comunes.
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donde se esta´ suponiendo que la parte temporal de la solucio´n se puede escribir co-
mo una exponencial compleja. Los nu´meros enteros m y n representan los nu´meros
de onda poloidal y toroidal en geometr´ıa cil´ındrico-toroidal. Los operadores dife-
renciales que actu´an sobre las fluctuaciones quedan,
∇θ = im
r
, ∇ζ = i n
R0
, ∇|| = i
(
n− m
q
)
. (3.5)
Modos con (m,n) 6= (0, 0) tienen promedio nulo sobre cada superficie magne´ti-
ca por lo tanto el modo (m,n) = (0, 0) equivale al promedio angular a toda la
superficie magne´tica de la densidad fluctuante, es decir, constituye la modifica-
cio´n promediada a la superficie magne´tica de la densidad inicial o de equilibrio.
Haciendo el promedio angular a la densidad obtenemos,
< n >=< n0 + n˜ >=< n0 > + < n˜ >= n0 + n˜(0,0). (3.6)
Los modos cuyo cociente entre el nu´mero de onda poloidal y toroidal m/n coincida
con el valor de q(r) tendra´n un valor de k|| nulo [Ec. (3.5)], es decir, el te´rmino
estabilizante sera´ nulo para ellos en las cercan´ıas de las superficies racionales.
Debido a esto, cada modo se situ´a en determinadas posiciones radiales: aquellas
en las que el valor del factor de seguridad coincide con el cociente m/n, que es un
nu´mero racional [39]. Por eso a tales lugares se les denomina superficies racionales
y los modos inestables se encuentran localizados en las inmediaciones de e´stas.
3.3. Aproximacio´n local
Dado que las autofunciones esta´n situadas en las proximidades de las superficies
racionales, es de esperar que los diferentes modos se localicen en un entorno cercano
a e´stas y que lejos de ellas su valor sea nulo. Debido a esto, se puede transformar
la geometr´ıa cil´ındrica a geometr´ıa tipo slab2, tal y como se muestra en la Fig.
3.5. Anal´ıticamente es equivalente a evaluar las cantidades en el punto en el que
se localiza la superficie racional, sin tener en cuenta el efecto de los perfiles en
zonas adyacentes. Esta aproximacio´n sera´ tanto mejor cuanto menor sea el cociente
∆m,n/Li, siendo ∆m,n la anchura del modo y Li la longitud t´ıpica en la que var´ıa
el perfil de equilibrio de la magnitud i.
La utilizacio´n de la aproximacio´n local se hace necesaria si se quiere estimar
anal´ıticamente la solucio´n para las ondas lineales y as´ı poder extraer informacio´n
acerca de su comportamiento frente a las diferentes magnitudes ya vistas en la
seccio´n 3.1. Adema´s, como ya se dijo en la introduccio´n de este cap´ıtulo, nos ser-
vira´ para poder verificar el correcto funcionamiento del co´digo que posteriormente
se utilizara´ para resolver el problema no lineal.
2En ingle´s, tabla. Segu´n esta geometr´ıa, las coordenadas cil´ındricas radial, poloidal y toroidal
se convierten en las cartesianas x, y y z respectivamente.
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Figura 3.5: Geometr´ıa slab (izquierda), y su relacio´n con la geometr´ıa toroidal
en torno a la posicio´n radial r = rs (derecha).
El desarrollo de las ondas lineales en el espacio de Fourier en geometr´ıa cil´ındrico-
toroidal, [Ec. (3.4)], queda transformado bajo la aproximacio´n local en,
n˜ (x, y, z; t) =
∑
k
n˜k(x)e
i(kyy+kzz)eiωt, (3.7)
donde para cada componente n˜k(x), se define x como la distancia a la superficie
racional asociada al modo k = (ky, kz).
3.3.1. Solucio´n para el problema de autovalores
Sustituyendo la expresio´n (3.7) para la densidad en la Ec. (2.26) en geometr´ıa slab
y omitiendo los te´rminos no lineales, que son de segundo orden en las fluctuaciones,
obtenemos la ecuacio´n linealizada para las ondas en el espacio de Fourier bajo la
aproximacio´n local. En la derivacio´n de dicha ecuacio´n, haremos distincio´n entre
los casos que no tengan una velocidad poloidal de equilibrio con cizalla (shear flow)
y los que s´ı.
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(A) Flujo poloidal de equilibrio con shear = 0
En este caso la ecuacio´n linealizada bajo la aproximacio´n local queda,
∂2n˜k
∂x2
− 1
ρ2s
(
1 + k2yρ
2
s −
ω∗e
ω
)
n˜k − i
(
x2
∆4k
− Dyk
2
y
ωρ2s
)
n˜k = 0, (3.8)
donde el para´metro ∆k =
(
ωνiρ
2
sL
2
s
k2yc
2
s
)1/4
define la anchura ba´sica del modo k.
La Ec. (3.8) es una ecuacio´n de autovalores resoluble anal´ıticamente, que se
puede identificar con la ecuacio´n de Hermite, cuya solucio´n viene dada en funcio´n
de los polinomios que llevan el mismo nombre,
n˜k(x) = n¯Hl (
√
αkx) exp
(−αkx2/2) , (3.9)
siendo Hl(x) el polinomio de Hermite de orden l, n¯ una constante y α
2
k = i/W
4
k .
Relacio´n de dispersio´n
Sustituyendo la solucio´n para las autofunciones en (3.8) se obtiene la siguiente
relacio´n de dispersio´n,
ω = λ1
[
1 + iλ2 − (2l + 1) 1 + i√
2
λ3
]
, (3.10)
con
λ1 =
ω∗e
1 + k2yρ
2
s
, λ2 =
k2yDy
ω∗e , λ3 =
√
ωc2sk
2
yρ
2
s
νiL2sω
2∗e
.
Segu´n esto, se obtendra´n diferentes frecuencias en funcio´n del nu´mero de onda
radial l. Para valores de l grandes, los modos radiales tienden hacia una estabilidad
marginal, como se desprende en el l´ımite de (3.10) para l −→∞,
l´ım
l→∞
ω = −i
(
ω∗e + ik2yDy
)2
(2l + 1)2
νiL
2
s
c2sk
2
yρ
2
s
. (3.11)
La frecuencia de cada modo consta de una parte real y otra imaginaria (ω = ωr + iγ).
La parte real representa la frecuencia de oscilacio´n de la onda, mientras que la parte
imaginaria representa la tasa lineal de crecimiento. Al tratarse de un nu´mero com-
plejo, la Ec. (3.10) se puede reescribir como dos ecuaciones algebraicas acopladas,
una para la parte real y otra para la imaginaria,
ωr = A [1 +B (C −D)]
γ = A [E −B (C +D)] , (3.12)
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siendo
A =
ω∗e
1 + k2yρ
2
s
,
B = (2l + 1)
ρ2s√
2ω∗eW 2k
(
ω2r + γ
2
) 1
4 ,
C =
√
1− ωr√
ω2r+γ
2
2
,
D =
√
1 + ωr√
ω2r+γ
2
2
,
E =
k2yDy
ω∗e
.
(B) Flujo poloidal de equilibrio con shear 6= 0
Consideremos a continuacio´n la existencia de una velocidad poloidal, que bajo la
aproximacio´n local puede escribirse de la siguiente manera,
〈Vy(x)〉 = 〈Vy(0)〉+ x
〈
V
′
y (0)
〉
. (3.13)
〈Vy(0)〉 es el valor del flujo poloidal en la superficie racional y
〈
V
′
y (0)
〉
es la derivada
radial de dicha velocidad en la superficie racional. El primer te´rmino introduce un
desplazamiento Doppler en la frecuencia, ωE = ky 〈Vy(0)〉, mientras que el shear
flow que introduce el segundo te´rmino cambia la forma del potencial efectivo en la
ecuacio´n de autovalores, de forma que la Ec. (3.8) queda modificada,
∂2n˜k
∂x2
− 1
ρ2s
(
1 + k2yρ
2
s −
ω∗e
ω¯
)
n˜k − i
(
x2
∆4k
− Dyk
2
y
ω¯ρ2s
)
n˜k
+
ky
〈
V
′
y (0)
〉
x
ω¯ρ2s
n˜k = 0. (3.14)
Ahora ω¯ se refiere a la frecuencia corregida por el efecto Doppler del te´rmino
constante del flujo poloidal, ω¯ ≡ ω − ωE.
El efecto del shear flow es la introduccio´n del u´ltimo te´rmino en la Ec. (3.14),
que modifica el potencial efectivo rompiendo la simetr´ıa espacial. Ahora, la anchura
de las autofunciones lineales vale ∆k =
(
ω¯νiρ
2
sL
2
s/k
2
yc
2
s
)1/4
.
Para medir el efecto del shear flow se define el para´metro S que representa una
frecuencia normalizada de shear,
S =
ωs
ω¯
=
ky < V
′
y (0) >k ∆k
ω¯
, (3.15)
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siendo ωs la frecuencia asociada al shear flow.
Introduciendo S en la Ec. (3.14) y reagrupando obtenemos,
∂2n˜k
∂x2
− 1
ρ2s
(
1 + k2yρ
2
s −
ω∗e
ω¯
− iDyk
2
y
ω¯
+ i
∆2kS
2
4ρ2s
)
n˜k
−i 1
∆4k
(x+ iξk)
2 n˜k = 0. (3.16)
El para´metro ξk =
∆3kS
2ρ2s
representa el desplazamiento de la autofuncio´n respecto
de la posicio´n de la superficie racional. Es proporcional a la tasa de shearing y es
un te´rmino estabilizante en (3.16). Para el caso l = 0, la autofuncio´n solucio´n es,
n˜k(x) = n¯exp
(
1 + iξ2k√
2W 2k
)
exp
[
−(x− ξk)
2
2
√
2W 2k
]
×exp
[
−i(x+ ξk)
2
2
√
2W 2k
]
. (3.17)
El segundo factor exponencial es la envolvente gaussiana y el tercer factor expo-
nencial es un te´rmino oscilatorio que da cuenta de la propagacio´n radial de la
onda. El para´metro Wk es la anchura de la autofuncio´n, ∆k, cuando ω¯ = ω∗e.
Ana´logamente, Ωs es la frecuencia asociada al shear flow cuando ω¯ = ω∗e, es de-
cir, Ωs ≡ ωs/ω∗e. El desplazamiento de las autofunciones se redefine tambie´n en
funcio´n de Ωs, ξk =
∆3kΩs
2ρ2s
.
Relacio´n de dispersio´n
Ana´logamente a lo que se hac´ıa en el apartado (A), encontramos la correspondiente
relacio´n de dispersio´n,
ω¯ = ω − ωE = λ1
[
1 + i (λ2 − λ3)− (2l + 1) 1 + i√
2
λ4
]
, (3.18)
con
λ1 =
ω∗e
1 + k2yρ
2
s
,
λ2 =
k2yDy
ω∗e
,
λ3 =
W 2kΩ
2
s
4ρ2s
,
λ4 =
√
ω¯c2sk
2
yρ
2
s
νiL2sω
2∗e
.
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Y nuevamente se puede reescribir (3.18) como dos ecuaciones acopladas,
ωr = A [1 +B (C −D)]
γ = A [E − F −B (C +D)] , (3.19)
siendo en este caso
A =
ω∗e
1 + k2yρ
2
s
,
B = (2l + 1)
ρ2s√
2ω∗eW 2k
(
ω2r + γ
2
) 1
4 ,
C =
√
1− ωr√
ω2r+γ
2
2
,
D =
√
1 + ωr√
ω2r+γ
2
2
,
E =
k2yDy
ω∗e
,
F =
ξ2kρ
2
s
W 4k
.
3.4. Resultados lineales
En esta seccio´n se expondra´n los resultados anal´ıticos del modelo lineal segu´n la
aproximacio´n local y los resultados nume´ricos segu´n el modelo lineal completo.
Hay que recordar que en el primer caso se utilizara´ geometr´ıa tipo slab (las canti-
dades no var´ıan segu´n la coordenada radial) y en el segundo se utilizara´ geometr´ıa
cil´ındrica (se tienen en cuenta los perfiles).
3.4.1. Resultados anal´ıticos bajo la aproximacio´n local
Autofunciones solucio´n del problema de autovalores
En el apartado 3.3.1 obtuvimos las soluciones para la ecuacio´n de autovalores y
la relacio´n de dispersio´n respectivamente. En ambos casos aparec´ıa el nu´mero de
onda radial debido a la dependencia que las autofunciones tienen con los poli-
nomios de Hermite, que modulan el te´rmino exponencial. En la figura 3.6(a) se
representa la parte real de las autofunciones solucio´n [Ec. (3.9)] del problema de
autovalores para diferentes nu´meros de onda radial l. Para nu´meros de onda radial
impar todas tienen un nodo en el origen debido a la ra´ız que dichos polinomios
presentan en x = 0. Adema´s, a medida que aumenta el nu´mero de onda radial
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Figura 3.6: (a) Autofunciones solucio´n (parte real) del problema de autovalores
para el modo (m,n) = (3, 2) en funcio´n del nu´mero de onda radial. (b) Autofun-
ciones solucio´n (parte real) del problema de autovalores para diferentes modos
(m,n), con nu´mero de onda radial l = 0.
aumenta su anchura. En la seccio´n 3.3.1 se defin´ıa la anchura de las autofuncio-
nes como ∆k =
(
ωνiρ
2
sL
2
s/k
2
yc
2
s
)1/4
. En la Fig. 3.6(b) se muestra la parte real de
las autofunciones solucio´n [Ec. (3.9)] del problema de autovalores para diferentes
nu´meros de onda k y nu´mero de onda radial l = 0. La disposicio´n radial de todas
ellas es similar, pero a medida que aumenta ky la anchura disminuye.
Frecuencia compleja: Tasas de crecimiento y frecuencia real
El hecho de que exista una relacio´n de dispersio´n indica que la frecuencia compleja
depende del nu´mero de onda k, es decir, las ondas lineales son dispersivas. A
continuacio´n analizaremos la dependencia de las tasas de crecimiento (γ) y las
frecuencias reales (ωr) de los distintos modos del espectro con los nu´meros de
onda.
Los sistemas de ecuaciones algebraicas dados por (3.12) y (3.19) se pueden
resolver con el me´todo de Newton. Utilizaremos la aplicacio´n matema´tica MathCad
que resuelve sistemas de ecuaciones mediante el me´todo Levenberg-Marquard, una
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derivacio´n del de Newton.
Nos centraremos en la superficie racional q(r) = 3/2, situada en torno al punto
radial r = 0.63 a. En la Fig. 3.7 se muestran los resultados anal´ıticos con las tasas
de crecimiento lineal y las frecuencias de rotacio´n de cada modo k para l = 0. Exis-
te un nu´mero de modos inestables, del (m,n) = (6, 4) hasta el (m,n) = (48, 32),
para los que la configuracio´n de equilibrio es linealmente supercr´ıtica. A partir
de este u´ltimo los dema´s son estables. Este equilibrio es linealmente inestable: si
se perturba el perfil de densidad los modos linealmente inestables comenzara´n a
crecer. Existe un ma´ximo de inestabilidad respecto al nu´mero de onda ky (m en
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Figura 3.7: Tasas de crecimiento anal´ıticas (puntos azules) y frecuencias de ro-
tacio´n anal´ıticas (tria´ngulos rojos) en funcio´n del nu´mero de onda poloidal m.
cil´ındricas). Esto esta´ en concordancia con el hecho de que el coeficiente efectivo
del te´rmino fuente,
Deff =
Dθ
1 +
(
kθDθ
V∗n
)2 , (3.20)
presenta un ma´ximo tambie´n, a partir del cual el drive decrece, hacie´ndose muy
pequen˜o para valores muy altos del nu´mero de onda.
Las frecuencias dependen tambie´n del nu´mero de onda radial l. En la Fig. 3.8
se muestran los resultados para el modo linealmente ma´s inestable. El modo ra-
dial dominante es el l = 0, tanto para las tasas de crecimiento (a), como para la
frecuencia de rotacio´n (b). En ambos casos, a medida que aumenta el nu´mero de
onda radial la tendencia es asinto´tica hacia cero. Esto sucede para modos estables
e inestables. Como cada modo angular (m,n) tiende a adquirir el nu´mero de onda
radial que maximice su tasa de crecimiento, tenemos que los modos linealmente
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Figura 3.8: Tasas de crecimiento (a) y frecuencias de rotacio´n (b) en funcio´n del
nu´mero de onda radial l, para el modo angular (m,n) = (27, 18).
estables desarrollara´n nu´meros de onda radiales l cada vez mayores. Este compor-
tamiento asinto´tico en el espectro de l, sobre todo en el caso de los modos estables,
tendra´ importantes consecuencias en la fase no lineal, cuando se necesiten tiempos
de simulacio´n lo suficientemente grandes como para poder explorar la dina´mica
del sistema.
3.4.2. Resultados nume´ricos.
En este apartado se exponen los resultados nume´ricos de la parte lineal del pro-
blema. Con el fin de chequear el co´digo de avance de las ecuaciones DTEM, com-
pararemos las soluciones nume´ricas con las predichas por la teor´ıa anal´ıtica vistas
en la seccio´n anterior.
En primer lugar, vamos a comparar las autofunciones solucio´n. En la Fig. 3.9(a)
se muestran los resultados anal´ıticos y nume´ricos. Cabe resaltar la buena concor-
dancia, tanto para la parte real como para la imaginaria, en las soluciones de la
autofuncio´n normalizada correspondiente al modo (m,n) = (15, 10). De igual ma-
nera se pueden cotejar los resultados nume´ricos correspondientes a las frecuencias
complejas. En la Fig. 3.9(b) se muestran los resultados y nuevamente se observa
gran acuerdo entre las soluciones. Hay que notar que para los modos linealmente
estables no tiene sentido hablar de solucio´n nume´rica para l = 0 puesto que, co-
mo se dijo antes, el modo angular tiende a situarse en el modo radial l que haga
ma´ximo su ritmo de crecimiento y esto sucede para l −→∞ en estos casos. Como
el nu´mero de onda radial representa el nu´mero de nodos, en la pra´ctica resulta
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imposible resolverlo de forma nume´rica.
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Figura 3.9: (a) Comparativa entre las soluciones anal´ıtica y nume´rica para las
partes real e imaginaria de la autofuncio´n solucio´n del problema de autovalores
para el modo angular (m,n) = (15, 10). (b) Comparativa entre las soluciones
anal´ıtica y nume´rica para las tasas de crecimiento y frecuencias de rotacio´n en
funcio´n del nu´mero de onda poloidal.
En la Fig. 3.10 se muestran tasas de crecimiento y frecuencias de rotacio´n para
las tres helicidades principales. Las mayores tasas de crecimiento se corresponden
con modos pertenecientes a la helicidad m/n = 10/7, en consonancia con el hecho
de que su localizacio´n radial (r ' 0.51 a) esta´ en las inmediaciones de la zona en
la que el coeficiente del te´rmino fuente es ma´ximo (ver Fig. 3.4). El valor t´ıpico
de la frecuencia compleja de las ondas lineales (ω) es aproximadamente un factor
103 − 104 menor que la frecuencia ciclotro´nica io´nica (ω ∼ 10−4 − 10−3Ωi).
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Figura 3.10: Tasas de crecimiento y frecuencias de rotacio´n en funcio´n del nu´me-
ro de onda poloidal para las tres helicidades principales.
Efectos lineales del shear flow
En la seccio´n 3.3.1 se hablo´ del efecto que un flujo con cizalla ten´ıa sobre la solu-
cio´n de las autofunciones lineales. Como se vio, el hecho de introducir un te´rmino
impar en x en la ecuacio´n linealizada para las ondas en el espacio de Fourier
modificaba el potencial efectivo rompiendo su simetr´ıa espacial. Adema´s, las au-
tofunciones lineales quedaban desplazadas respecto a la posicio´n de la superficie
racional k ·B = 0, aumentando el amortiguamiento colisional io´nico. El resultado
es una estabilizacio´n de las ondas lineales debido al te´rmino extra que aparece en
la relacio´n de dispersio´n [Ec. (3.18)].
En la Fig. 3.11 se muestran las tasas lineales de crecimiento (a) y las frecuencias
de rotacio´n (b) en dos casos con diferentes velocidades poloidales de equilibrio. En
el caso en que dicha velocidad no es nula se observa una reduccio´n en las tasas
de crecimiento lineal, mantenie´ndose ide´nticas las frecuencias de rotacio´n ya que
el te´rmino extra en la relacio´n de dispersio´n so´lo afecta a la parte imaginaria de
la frecuencia compleja. La estabilizacio´n lineal de las ondas tiene su origen en
el desplazamiento ξk de las autofunciones respecto a la posicio´n de la superficie
racional [ver Fig. 3.12(a)]. Este desplazamiento hace que las ondas paralelas sean
ma´s amortiguadas al estar desplazadas de la racional, donde k · B = 0. En la
Fig. 3.12(b) se aprecia la rotura de la simetr´ıa en la solucio´n imaginaria debido al
te´rmino extra en el potencial efectivo.
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Figura 3.11: (a) Tasas de crecimiento y (b) frecuencias de rotacio´n en funcio´n
del nu´mero de onda poloidal sin flujo poloidal de equilibrio (ΩS = 0) y con flujo
poloidal de equilibrio (ΩS = 0.2).
-0.02 0.00 0.02
0.1
0.3
0.5
0.7
0.9
1.1
-0.02 0.00 0.02
0.0
0.5
1.0k
(b)(a)
 
s
=0
 
s
=0.2
 
 
M
ód
ul
o 
de
 (m
,n
)=
15
,1
0
r/a
 
s
=0
 
s
=0.2
 
 
P
ar
te
 im
ag
in
ar
ia
 d
e 
(m
,n
)=
(1
5,
10
)
r/a
Figura 3.12: (a) Mo´dulos de la autofuncio´n lineal solucio´n del problema de auto-
valores sin flujo poloidal de equilibrio (ΩS = 0) y con flujo poloidal de equilibrio
(ΩS = 0.2). (b) Idem. para la parte imaginaria de la solucio´n
Cap´ıtulo 4
Esquema nume´rico
La necesidad de tratar nume´ricamente el problema no lineal que presenta nuestro
modelo de ondas de deriva obliga a buscar un esquema nume´rico que sea a la
vez estable, preciso y simple. Las dos primeras propiedades son ineludibles para
cualquier trabajo de este tipo, ya que se pretende obtener una solucio´n convergente
y lo ma´s aproximada posible a la real. La simplicidad del me´todo es importante
para reducir en todo lo posible el coste computacional. Esto u´ltimo es de vital
importancia en nuestro caso, ya que para el estudio que se realice posteriormente
de las propiedades estad´ısticas del sistema sera´n necesarios tiempos de simulacio´n
muy grandes.
Las simulaciones fueron realizadas en una de las plataformas de supercompu-
tacio´n del CIEMAT1, el superordenador JEN50 (SGI Origin 3800) [40].
La implementacio´n nume´rica del modelo de ecuacio´n para ondas de deriva
estudiado en este trabajo se realizo´ modificando las ecuaciones del co´digo KITE [41]
que provee un entorno adecuado para avanzar nume´ricamente ecuaciones fluidas
en geometr´ıa cil´ındrica.
4.1. Integracio´n espacial
La resolucio´n nume´rica de la ecuacio´n diferencial en derivadas parciales requie-
re la definicio´n de un dominio computacional discreto. Recordemos que nuestra
geometr´ıa es cil´ındrica con periodicidad en las tapas (cil´ındrico-toroidal). Debido
a esta propiedad, podemos desarrollar las fluctuaciones de la densidad en series
discretas de Fourier. La expresio´n resultante es equivalente a la parte espacial de
la Ec. (3.4), vista en el cap´ıtulo anterior,
n˜ (r, θ, ζ) =
∑
m,n>0
[n˜m,n(r)cos(mθ + nζ) + n˜−m,−n(r)sen(mθ + nζ)] , (4.1)
1Centro de Investigaciones Energe´ticas, Medio Ambientales y Tecnolo´gicas.
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donde el desarrollo de las series se ha hecho bajo la formulacio´n seno-coseno en
lugar de la exponencial compleja. Tenemos as´ı un me´todo que trata espectralmente
a las variables angulares y mantiene en el espacio real a la variable radial. Una
descripcio´n detallada de los me´todos espectrales puede encontrarse en la referencia
[42].
4.1.1. Integracio´n angular. Me´todo espectral
Debido al tratamiento espectral que se dara´ a las variables angulares, se hace
necesario truncar en algu´n punto la serie infinita de Fourier para poder realizar
la implementacio´n nume´rica. Esto se hace eligiendo un ma´ximo para los nu´meros
de onda en las direcciones poloidal (mma´x) y toroidal (nma´x) respectivamente y
omitiendo todos los dema´s que sean mayores,m > mma´x y n > nma´x. Si los nu´meros
de onda de los modos omitidos son lo suficientemente grandes, nos aseguraremos de
que los errores de discretizacio´n angular describira´n variaciones lo suficientemente
pequen˜as como para que puedan ser despreciadas. Adema´s, dichas variaciones se
distribuyen globalmente sobre las variables angulares, contrariamente a lo que
sucede en el espacio real (diferencias finitas), cuyos errores de discretizacio´n son
mucho ma´s locales. En (3.5) se muestran los operadores diferenciales asociados a
las fluctuaciones.
Las operaciones se realizan exclusivamente en el espacio de Fourier y los resulta-
dos se almacenan espectralmente en las autofunciones radiales n˜m,n(x) y n˜−m,−n(x),
que siempre esta´n acopladas. La evaluacio´n del te´rmino no lineal, que da cuenta
de la interaccio´n entre modos, se realiza por medio de la suma de convolucio´n [43].
Esta operacio´n se realiza en la representacio´n exponencial compleja de las auto-
funciones, por lo que en cada paso temporal primero se realiza la transformacio´n
de la notacio´n seno-coseno a exponencial compleja, luego se hace la convolucio´n y
finalmente se transforman nuevamente los coeficientes a la notacio´n seno-coseno.
Cada modo se convoluciona con todos los dema´s, obtenie´ndose as´ı la contribucio´n
que sobre e´l ejerce el resto. La resolucio´n del te´rmino no lineal es la operacio´n
nume´rica en la que ma´s tiempo computacional se emplea y escala como el nu´mero
de modos al cuadrado, por lo tanto la eleccio´n del nu´mero de modos se ha de
hacer en base a un compromiso entre la correcta resolucio´n angular y un gasto
computacional asumible.
4.1.2. Integracio´n radial. Diferencias finitas
Las componentes de Fourier dependen de la variable r, por lo que deben ser re-
presentadas en una malla radial. Las derivadas radiales se realizan utilizando di-
ferencias finitas a tres puntos, permitiendo as´ı un espaciado no uniforme para
poder concentrar un mayor nu´mero de nodos en torno a las superficies racionales
que es donde existen grandes gradientes. En las extremos de la malla, lejos de las
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racionales, no se generan grandes gradientes y el mallado podra´ ser mucho ma´s
diseminado, tal y como se observa en la Fig. 4.1. En las zonas en las que la sepa-
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Figura 4.1: En la parte superior se muestra el intervalo de separacio´n entre
puntos del mallado en funcio´n del radio. En la parte inferior se muestra una
seccio´n toroidal donde esta´ resaltada la zona de la isla.
racio´n entre nodos sea constante, las fo´rmulas de diferenciacio´n a tres puntos se
reducen a la diferenciacio´n centrada usual. Las derivadas radiales quedan,
∇rf˜ = c−1 f˜j−1 −
(
c−1 + c
+
1
)
f˜j + c
+
1 f˜j+1,
∇2r f˜ = c−2 f˜j−1 −
(
c−2 + c
+
2
)
f˜j + c
+
2 f˜j+1, (4.2)
siendo f˜j el valor nume´rico de la variable en rj y c
+
1 , c
−
1 , c
+
2 y c
−
2 los pesos propios
de cada uno de los puntos involucrados [44].
4.1.3. Condiciones de contorno
Debido a que las variables angulares sera´n tratadas en el espacio de Fourier, impl´ıci-
tamente se esta´ imponiendo periodicidad de las soluciones tanto en la variable
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poloidal como en la toroidal bajo giros de 2pi radianes,
n˜ (r, θ, ζ; t) = n˜ (r, θ + 2pi, ζ; t) ,
n˜ (r, θ, ζ; t) = n˜ (r, θ, ζ + 2pi; t) .
(4.3)
Respecto a la variable radial, debido a que so´lo se generara´ turbulencia en zonas
cercanas a las superficies racionales, exigiremos que las autofunciones se anulen
lejos de ellas, en particular, en los extremos de la malla radial. Adema´s, como el
problema tiene simetr´ıa axial, las autofunciones han de ser suaves en el centro,
n˜ (0, θ, ζ; t) = 0, m 6= 0,
n˜ (a, θ, ζ; t) = 0,
∇rn˜ (0, θ, ζ; t) = 0, m = 0.
(4.4)
4.2. Integracio´n temporal
La eleccio´n de un esquema de integracio´n temporal eficiente es crucial a la hora
de resolver la evolucio´n de todos los modos incluidos en el ca´lculo. Para un valor
del paso temporal ∆t = 50/Ωi, necesitaremos del orden de 10
5 iteraciones. Este
nu´mero tan grande es debido, por un lado, a que la dina´mica local tiene escalas
temporales mucho ma´s pequen˜as que las asociadas al transporte y por otro lado,
cuando ma´s adelante estudiemos las propiedades estad´ısticas del sistema, necesi-
taremos un gran nu´mero de datos para tener estad´ıstica suficiente de la dina´mica
global del sistema. Por todo esto, es importante utilizar un algoritmo ra´pido, pero
a la vez estable nume´ricamente y preciso.
4.2.1. Tratamiento impl´ıcito y expl´ıcito
Los me´todos de integracio´n pueden dividirse en impl´ıcitos, expl´ıcitos y semi-
impl´ıcitos. Los primeros son incondicionalmente estables para cualquier paso tem-
poral (aplicados a te´rminos difusivos o viscosos) mientras que los segundos tie-
nen dominios de estabilidad mucho ma´s restringidos. El factor de amplificacio´n,
ξ = f˜ t+∆t/f˜ t, que da cuenta de la estabilidad del esquema, es siempre menor que
la unidad para el tratamiento impl´ıcito. El tratamiento expl´ıcito en cambio hace
que se deba restringir la eleccio´n del discretizado, tanto espacial como temporal,
para que el me´todo sea estable.
Como veremos en el siguiente apartado, la parte lineal del esquema sera´ tratada
de forma impl´ıcita, mientras que el te´rmino no lineal debera´ tratarse de manera
expl´ıcita ya que un tratamiento impl´ıcito de este tipo de te´rminos conlleva un gasto
computacional excesivo.
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4.2.2. Algoritmo de integracio´n
La ecuacio´n del modelo se puede expresar formalmente para cada modo de la
siguiente manera,
∂
∂t
(Lm,nYm,n) = Rm,nYm,n +Nm,n(Y ). (4.5)
Ym,n es un vector columna cuyos elementos son los valores de n˜m,n en los dife-
rentes puntos de la malla radial; Lm,n y Rm,n son operadores matriciales lineales
que actu´an en la parte izquierda y derecha de la ecuacio´n respectivamente, con
estructura tridiagonal resultante de la diferenciacio´n radial a tres puntos [45].
Se puede resolver el problema suponiendo que los operadores Lm,n y Rm,n son
aproximadamente constantes en el tiempo2. En este caso se calculan al principio de
la simulacio´n y ya no es necesario actualizarlos. En cambio, si queremos estudiar
efectos de memoria sobre el perfil, es necesario actualizarlos.
El te´rmino no lineal esta´ representado por el vector Nm,n(Y ) cuyos elementos
son la convolucio´n sobre el modo (m,n) de todos los dema´s en cada uno de los
puntos radiales.
Para resolver los te´rminos lineales se empleara´ un esquema tipo Crank-Nicholson,
Lm,n
Y t+∆tm,n − Y tm,n
∆t
= Rm,n
Y t+∆tm,n + Y
t
m,n
2
. (4.6)
Este me´todo realiza el promedio de la parte derecha de la igualdad entre sus valores
al comienzo y al final del paso temporal. Al ser un esquema de orden 2 en el tiempo,
las soluciones que aporta tienen precisio´n de orden (∆t)2. Reescribiendo (4.6) de
forma que en el miembro de la izquierda se encuentre lo que dependa de t+∆t y
en el miembro de la derecha lo que dependa de t se obtiene,(
Lm,n − ∆t
2
Rm,n
)
Y t+∆tm,n =
(
Lm,n +
∆t
2
Rm,n
)
Y tm,n. (4.7)
El miembro de la derecha en (4.7) se puede poner en funcio´n de lo que vale el
miembro de la izquierda en el paso anterior, simplificando el ca´lculo y haciendo
ma´s eficiente el algoritmo,(
Lm,n +
∆t
2
Rm,n
)
Y tm,n = 2Lm,nY tm,n −
(
Lm,n − ∆t
2
Rm,n
)
Y tm,n. (4.8)
El te´rmino no lineal se trata de manera expl´ıcita tal y como se indico´ anteriormente.
Adema´s, como se pretende obtener soluciones que sean precisas al orden 2 en ∆t,
2Esta aproximacio´n so´lo sera´ va´lida cuando el perfil de densidad sea constante o cambie muy
poco o en escalas adiaba´ticas.
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se resuelve en dos semipasos para mantener el orden de consistencia. El esquema
de integracio´n queda por lo tanto de la siguiente manera,
[1]
(
Lm,n − ∆t
2
Rm,n
)
Y pm,n =
(
Lm,n +
∆t
2
Rm,n
)
Y tm,n +∆tNm,n(Y
t)
[2]
(
Lm,n − ∆t
2
Rm,n
)
Y t+∆tm,n =
=
(
Lm,n +
∆t
2
Rm,n
)
Y tm,n +
∆t
2
[
Nm,n(Y
t) + (Nm,n(Y
p)
]
. (4.9)
En el primer semipaso se obtiene una primera estimacio´n de la solucio´n avanzada,
Y pm,n, y en el segundo semipaso se obtiene la solucio´n avanzada promediando el
te´rmino no lineal a los valores que toma evalua´ndolo en Y t y en Y p.
Debido al tratamiento impl´ıcito que se hace de los te´rminos lineales, todo ca´lcu-
lo lineal sera´ nume´ricamente estable para cualquier ∆t. La u´nica restriccio´n que se
tendra´ en ese caso sera´ la necesidad de resolver una determinada escala temporal
de la dina´mica del problema. El problema no lineal, en cambio, so´lo es estable
para determinados valores del paso temporal. En este caso se tiene que hacer una
estimacio´n del valor o´ptimo de este para´metro, de manera que sea lo suficiente-
mente pequen˜o como para que el algoritmo sea nume´ricamente estable, pero por
otro lado que sea lo suficientemente grande como para que los tiempos de evolucio´n
temporal requeridos no sean computacionalmente inalcanzables.
4.2.3. Condiciones iniciales
En la seccio´n 4.1.3 se mostraban las condiciones de frontera que este problema
exige. Ahora estudiaremos los condiciones iniciales necesarias tambie´n para poder
iniciar el ca´lculo nume´rico.
Como condicio´n inicial se perturbara´ ligeramente cada autofuncio´n. La pertur-
bacio´n se toma gaussiana, con amplitud y anchuras aleatorias y lo suficientemente
pequen˜as como para que la dina´mica posterior no se vea afectada por esos valores
y estara´ centrada en la posicio´n en la que se encuentra la superficie racional aso-
ciada a dicho modo, ya que lejos de esa posicio´n, como se vio en la parte lineal,
las autofunciones son nulas. Por lo tanto,
n˜t=0m,n(r) = n¯m,ne
− 1
2

r−rs
Wm,n
2
, (4.10)
siendo n¯m,n y Wm,n la amplitud y anchura iniciales de cada modo (m,n) y rs la
posicio´n de la superficie racional.
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4.3. Difusividad nume´rica e hiperviscosidad
A continuacio´n se describira´ brevemente el empleo de dos herramientas nume´ricas
que se incluira´n con el fin de hacer ma´s estable el me´todo de ca´lculo. La difusi-
vidad nume´rica afecta a la resolucio´n radial de las autofunciones, mientras que la
hiperviscosidad afecta a la resolucio´n espectral, en concreto a modos con nu´mero
de onda grande.
4.3.1. Difusividad nume´rica
La difusividad nume´rica se utiliza para evitar inestabilidades nume´ricas debidas a
la falta de resolucio´n radial, que generan acoplos entre los puntos del mallado [46].
De esta manera, se evita tener que incluir un excesivo nu´mero de puntos en la grid
y as´ı no ralentizar en exceso el ca´lculo. Consiste en introducir en la ecuacio´n para
las fluctuaciones un te´rmino del tipo D˜r∇2rn˜, por lo tanto, D˜r es una difusividad
que suaviza las autofunciones. La inclusio´n de un te´rmino de este tipo tiene su
base f´ısica debido a la colisionalidad de las part´ıculas que conforman el plasma, no
obstante, la eleccio´n de este para´metro ha de hacerse con mucha precaucio´n ya que
un valor excesivo de la difusividad restar´ıa credibilidad a los resultados y lo u´nico
que se pretende es conseguir que los autofunciones radiales se resuelvan con una
grid sin demasiados nodos pero a la vez sin perder exactitud en los resultados. En
la Fig. 4.2 se muestra la autofuncio´n (m,n) = (33, 22) en dos simulaciones con una
u´nica helicidad (so´lo se incluyen modos que cumplen m/n = 3/2). La solucio´n en
azul se corresponde al caso sin difusio´n, mientras que para la solucio´n en rojo se ha
introducido una difusio´n radial de valor D˜r = 10
−9 a2Ωi. Como se puede apreciar,
la figura roja es ma´s rugosa, tiene menor resolucio´n radial que la de c´ırculos y esto
se ha conseguido con un valor para la difusividad radial relativamente pequen˜o,
que no modificara´ significativamente los resultados globales de las simulaciones.
Esto se comprueba analizando la evolucio´n de la energ´ıa, que en ambos casos es
similar.
4.3.2. Hiperviscosidad
La hiperviscosidad es otra herramienta necesaria para evitar los efectos de la dis-
torsio´n del espectro del nu´mero de onda radial de las autofunciones asociadas a
modos estables, como se vio en la seccio´n 3.3.1. Esta distorsio´n consiste en la
tendencia de los modos estables a ir tomando valores del nu´mero de onda radial
cada vez ma´s grandes, por lo que los requerimientos acerca de la resolucio´n radial
son tambie´n cada vez mayores. Ante esto existen dos opciones: o bien se elige un
paso radial lo suficientemente pequen˜o como para poder resolver dichas autofun-
ciones hasta los tiempos requeridos, con el consiguiente coste computacional, o se
introduce un sumidero artificial que so´lo afecte a modos estables (los que sufren la
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Figura 4.2: Estructura radial de la componente de Fourier (m,n) = (33, 22) du-
rante la fase no lineal en dos simulaciones con una u´nica helicidad. La figura
con tria´ngulos se corresponde al caso sin difusio´n radial mientras que la figura
con c´ırculos tiene difusio´n radial.
distorsio´n) con una hiperviscosidad. El hecho de introducirla no hace que desapa-
rezca el problema, pero s´ı lo retrasa considerablemente y tiene la ventaja de que
pra´cticamente no ralentiza el ca´lculo. Su expresio´n matema´tica es µ⊥∇4⊥n˜ y en el
espacio de Fourier µ⊥k4⊥n˜. Dicho te´rmino escala como la cuarta potencia del nu´me-
ro de onda, luego afectara´ en mayor medida a modos con nu´mero de onda grande,
que en principio son los modos linealmente estables. En la Fig. 4.3 se muestran los
espectros de energ´ıa para dos casos diferentes. En uno de ellos (puntos rojos) no se
incluye hiperviscosidad (µ⊥ = 0), mientras que en el otro (puntos abiertos azules)
se incluye un te´rmino de este tipo (µ⊥ = 10−11 a4Ωi). Las autofunciones con m
grande no esta´n bien definidas radialmente debido a la distorsio´n en el espectro
del nu´mero de onda radial. La inclusio´n de un te´rmino tipo µ⊥∇4⊥n˜ hace que la
pe´rdida de resolucio´n no sea tan grande para los modos con |k| À 1. Adema´s,
puede verse co´mo los modos inestables pra´cticamente no se ven afectados.
As´ı, el criterio para elegir un valor adecuado de µ⊥ se basa en que tenga una
influencia apreciable so´lo en los modos con nu´mero de onda grande (modos esta-
bles). En este caso nos aseguraremos de que los resultados no pierden rigor. Al
igual que con la difusividad nume´rica, analizando la evolucio´n de la energ´ıa turbu-
lenta en ambos casos se comprueba que la dina´mica no queda alterada de forma
significativa.
4.4. Estabilidad y precisio´n nume´rica 65
0 9 18 27 36 45 54 63 72 81 90
10-29
10-25
10-21
10-17
10-13
 =0
 =10-11 a4 i
 
 
Em,n
m
Figura 4.3: Espectros de energ´ıa para la helicidad (m,n)=(3,2) durante la fase
cuasilineal en dos simulaciones. Los c´ırculos se corresponden a un caso sin hiper-
viscosidad mientras que para los cuadrados se ha introducido hiperviscosidad.
4.4. Estabilidad y precisio´n nume´rica
Haremos uso de la energ´ıa fluctuante como diagno´stico principal en la evaluacio´n
de la estabilidad y precisio´n de los resultados nume´ricos. Adema´s, nos servira´ a la
hora de hacer una correcta eleccio´n de los para´metros nume´ricos y as´ı optimizar
el funcionamiento del algoritmo.
En el apartado 2.2.7 se obtuvo una expresio´n para la energ´ıa de las fluctuaciones
y se vio que deb´ıa ser una cantidad conservada. A diferencia de la parte lineal, en la
que se comparaban resultados anal´ıticos y nume´ricos, ahora so´lo podemos hacer el
estudio nume´rico debido a la presencia del te´rmino no lineal. As´ı, la u´nica forma de
establecer acotaciones para los para´metros nume´ricos sera´ por comparacio´n entre
diferentes realizaciones.
Utilizaremos la energ´ıa, definida por la Ec. (2.30), como diagno´stico para buscar
los para´metros ido´neos con los que se realizara´n los ca´lculos.
Hay tres para´metros ba´sicos (adema´s de los citados, difusividad nume´rica e hi-
perviscosidad) que influyen decisivamente en la estabilidad y precisio´n del me´todo
de ca´lculo: el paso temporal, el paso radial y el nu´mero de modos involucrados en
el ca´lculo. Para analizar tales influencias, se puede chequear el comportamiento de
la energ´ıa total de las fluctuaciones frente a variaciones de los para´metros mencio-
nados fijando dos de ellos y haciendo un barrido sobre el tercero. De esta manera
se puede estimar el valor al que se puede fijar sin que el ca´lculo se vuelva inestable
y que a la vez sea preciso, sin depender de su magnitud nume´rica particular. Se
hara´ el estudio con la helicidad de ma´s bajo orden (m,n) = (3, 2).
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En la Fig. 4.4(a) se representa la evolucio´n de la energ´ıa de las fluctuaciones
para diferentes valores del paso temporal. En dichas realizaciones se han elegido
40 modos, de manera que el mayor nu´mero de onda corresponde al modo (m,n) =
(60, 40). La separacio´n entre puntos de la malla radial ha sido de 5.88 × 10−4 a.
Se comprueba que para ∆t = 100/Ωi el me´todo de ca´lculo es inestable. Adema´s
lo es justamente al comenzar la fase no lineal, que es cuando se requiere ma´s
resolucio´n temporal para poder resolver los acoplos entre los distintos modos. Para
∆t = 75/Ωi el me´todo tambie´n es inestable, aunque ma´s tarde en la evolucio´n. Para
los otros tres valores el me´todo de ca´lculo es estable, siendo el nivel de fluctuaciones
en todos los casos parecido. Por lo tanto, el valor l´ımite que podremos utilizar en
las simulaciones sera´ ∆t ∼ 50/Ωi. De aqu´ı en adelante tomaremos ∆t = 50/Ωi
para el paso temporal.
Hay que resen˜ar que estos valores son mucho ma´s restrictivos que los correspon-
dientes al problema lineal. En aquel caso la escala temporal asociada a la evolucio´n
dina´mica se pod´ıa deducir a partir de la frecuencia de oscilacio´n de la onda o de
su tasa de crecimiento, de forma que ∆t ∼ 1/ (ω2r + γ2)1/2 ∼ 1000/Ωi. En los casos
en los que exista un flujo de equilibrio, V0, las restricciones sera´n mayores debido a
la necesidad de tener que resolver la frecuencia de desplazamiento Doppler, kθV0.
En ca´lculos no-lineales, los feno´menos con dina´micas ma´s ra´pidas no pueden ser
descritos por escalas temporales lineales del orden de ω−1∗e . Ahora las escalas tem-
porales esta´n asociadas a la conveccio´n de los eddies ma´s pequen˜os que como se
comprueba, son aproximadamente 50 veces mayores.
Un segundo test consiste en analizar la estabilidad y precisio´n frente a va-
riaciones del paso radial. Elegimos ∆t = 50/Ωi y nuevamente se introducen 40
modos en todas las realizaciones. En la Fig. 4.4(b) se representa la energ´ıa. Para
∆r = 1.18× 10−3 a el esquema es inestable, pero para todos los dema´s valores la
energ´ıa toma valores ana´logos. En adelante, se tomara´ ∆r = 5.88× 10−4 a como
valor esta´ndar del paso radial.
El u´ltimo test consiste en evaluar la evolucio´n de la energ´ıa variando el nu´mero
de modos de Fourier. Como era de esperar, cuando el nu´mero de modos involucrado
es muy pequen˜o, el me´todo se hace inestable debido a la falta de resolucio´n en las
variables angulares, que son tratadas espectralmente. De la misma manera que al
disminuir el nu´mero de puntos en la malla radial se pierde resolucio´n radial, al
disminuir el nu´mero de modos disminuye la resolucio´n angular. En la Fig. 4.4(c) se
muestran los resultados. En el caso l´ımite en el que so´lo hay 20 modos, adema´s de
tener poca resolucio´n angular, no existen modos linealmente estables, por lo que el
algoritmo diverge. De 30 modos en adelante el me´todo es estable ya que empiezan
a existir modos disipativos y se obtienen resultados similares. En adelante, y para
casos con mu´ltiple helicidad, se tomara´n tantos modos como sean necesarios para
que el nu´mero de onda toroidal de cada helicidad no sobrepase el valor ma´ximo
nma´x = 42, que es el equivalente a introducir 43 modos para la helicidad 3/2.
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Figura 4.4: (a) Energ´ıa fluctuante para diferentes valores del paso temporal. (b)
Energ´ıa fluctuante para diferentes valores del paso radial. (c) Energ´ıa fluctuante
para diferente nu´mero de armo´nicos de Fourier.

Cap´ıtulo 5
Interaccio´n entre los canales de
transporte turbulento y difusivo
Como ya se vio en el cap´ıtulo 1, el objetivo final hacia el que van encaminados
los estudios en las disciplinas de la f´ısica del plasma y ma´s en general de la fusio´n
nuclear, es el de obtener energ´ıa de manera eficiente: la energ´ıa liberada en las
reacciones de fusio´n debe ser mayor que la que se necesita para iniciar el proceso y
mantenerlo posteriormente. Por lo tanto, es necesario comprender las causas que
provocan el deterioro en el confinamiento de las part´ıculas y la energ´ıa.
Ba´sicamente, existen dos mecanismos que generan transporte de part´ıculas y
de calor en un plasma: la difusio´n y la turbulencia. Ambos actu´an cuando un
sistema esta´ fuera del equilibrio termodina´mico y un plasma de fusio´n lo esta´.
En e´l, las diferentes cantidades termodina´micas (temperatura, densidad, presio´n,
etc) presentan fuertes gradientes y e´stos son los que activan ambos canales de
transporte.
El canal difusivo genera el llamado transporte cla´sico y se calcula teniendo en
cuenta las colisiones culombianas que sufren los iones que componen el plasma.
As´ı, la citada contribucio´n nos dara´ un mı´nimo en la estimacio´n del transporte.
Si adema´s tenemos en cuenta la geometr´ıa toroidal de los dispositivos de confina-
miento magne´tico y los efectos que se derivan de ella, entonces el canal difusivo
dara´ cuenta del llamado transporte neocla´sico, donde ahora la longitud carac-
ter´ıstica del proceso sera´ la asociada a la anchura t´ıpica de las trayectorias banana
que lo generan.
El canal de transporte turbulento actu´a cuando el sistema entra en un re´gimen
que es capaz de excitar modos normales en determinados lugares: concretamente,
en un plasma esto sucede en las inmediaciones de las superficies racionales. Dichos
modos se excitan alimentados por la energ´ıa libre que acumula el plasma en forma
de gradientes, ya sean de densidad, temperatura, presio´n, corriente, etc. As´ı, existe
una extensa variedad de posibles inestabilidades que se pueden dar en un plasma
de fusio´n.
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Existe evidencia de que cuando los perfiles esta´n cerca de los valores que los
hacen cr´ıticos frente a determinadas inestabilidades, el transporte presenta carac-
ter´ısticas fuertemente no-difusivas que presentan similitudes con lo que se observa
en los puntos cr´ıticos, sobre todo efectos de memoria y correlaciones divergentes.
Esto hace que las propiedades de transporte sean muy diferentes, lo que puede im-
pactar las predicciones de confinamiento de part´ıculas y energ´ıa en estos plasmas.
Sin embargo, recientemente se ha avanzado la idea de que debido a la coexistencia
del canal turbulento con el canal colisional neocla´sico, la naturaleza no difusiva y
no Markoviana asociada a la cercan´ıa a umbrales cr´ıticos de inestabilidad queda
modificada. En concreto, la naturaleza del transporte volver´ıa a ser de tipo difusi-
vo. En este cap´ıtulo se estudia si la presencia de una difusio´n subdominante, que
siempre esta´ presente en cualquier plasma, cambia esta situacio´n o no [47].
As´ı, se estudiara´n los cambios en el transporte generado por modos DTEM
en funcio´n de la intensidad relativa de los canales difusivo (de baja intensidad) y
turbulento (dominante). Para ello, se hara´n diferentes realizaciones en las que se
variara´n sus pesos relativos y se establecera´n los efectos producidos en las propie-
dades estad´ısticas de la actividad turbulenta, que definiremos ma´s adelante.
5.1. Turbulencia GD y FD
Como acabamos de decir en la introduccio´n de este cap´ıtulo, las fuentes de ines-
tabilidad en sistemas turbulentos son los gradientes. Concretamente, este tipo de
turbulencia (DTEM) aparece cuando los gradientes de densidad y/o temperatura
de equilibrio1, exceden un cierto valor cr´ıtico. Analizando el coeficiente del te´rmino
fuente,
Dθ =
1.5
√
ε (csρs)
2
LTLnνeff
, (5.1)
se concluye que la fuente de energ´ıa libre o drive es proporcional al factor
1
LTLn
=
1
T0
∣∣∣∣dT0dr
∣∣∣∣ 1n0
∣∣∣∣dn0dr
∣∣∣∣ . (5.2)
En el momento en que existan modos inestables se generara´ turbulencia y apare-
cera´n vo´rtices dispuestos en las inmediaciones de las superficies racionales. Dichos
vo´rtices tratara´n de relajar los perfiles (gradientes) generando flujos de part´ıculas
hacia superficies vecinas. Si no existe ninguna fuente de part´ıculas que mantenga
los gradientes por encima de los valores cr´ıticos, los vo´rtices (turbulencia) desapa-
recera´n. En caso contrario, se llegara´ a un estado estacionario en el que toda la
potencia que se introduce en el sistema por la fuente sera´ disipada localmente o
1En realidad es una combinacio´n de ambos.
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transportada radialmente por los vo´rtices, mecanismo conocido como transporte
turbulento.
Existe una clasificacio´n en cuanto a la implementacio´n nume´rica que se puede
realizar de los sistemas turbulentos. El criterio se basa en la forma en que la
fuente externa es introducida en el sistema. Segu´n esto, tenemos los sistemas GD
(Gradient Driven), los MGD (Modified Gradient Driven) y los FD (Flux Driven).
Originalmente, la aproximacio´n utilizada en estudios de turbulencia fue la GD.
Se caracteriza porque la fuente es constante. Para ello, se obliga al sistema a ser
supercr´ıtico manteniendo fijos los perfiles, ignora´ndose el efecto de la turbulencia
sobre ellos. La mayor parte de los estudios de transporte turbulento se han hecho en
base a esta aproximacio´n, ya que permite obtener expresiones para los coeficientes
de transporte en funcio´n de los gradientes de forma sencilla: basta mantener fijos
los perfiles de equilibrio. Adema´s, dado que el mecanismo de saturacio´n es la in-
teraccio´n no lineal, se asegura que el re´gimen estacionario se debe u´nicamente a la
cascada de energ´ıa hac´ıa modos disipativos. Bajo esta aproximacio´n, impl´ıcitamen-
te se hace una separacio´n entre las escalas temporales asociadas a las fluctuaciones
y a los perfiles. Manteniendo fijos los perfiles se asume que las escalas temporales
t´ıpicas del transporte son mucho mayores que las de las fluctuaciones.
La aproximacio´n MGD, es una versio´n modificada de la GD y menos restrictiva.
Se construye fijando el valor de los perfiles u´nicamente en los extremos, pudiendo
evolucionar libremente en el interior. As´ı, aunque en promedio siguen siendo cons-
tantes, son libres de evolucionar en torno a ese promedio. En este caso la fuente
ya no es constante puesto que depende del valor local que toman los gradientes
en cada punto. Con este tratamiento, aparecen feno´menos de transporte colectivo
tales como avalanchas, que no pod´ıan existir, por definicio´n, en el caso GD. En
turbulencia MGD es necesaria la inclusio´n de una fuente externa que compense
las pe´rdidas, ya que debido a la relajacio´n local de los perfiles, globalmente se
transporta materia y energ´ıa hac´ıa el exterior. La fuente viene dada por un flujo
externo de part´ıculas y/o calor que se introduce perturbando los perfiles (en ge-
neral, de forma aleatoria tanto espacial como temporalmente). De esta manera se
compensan los efectos de aplanamiento que hacen que la turbulencia desaparezca.
El mecanismo ba´sico de saturacio´n en este caso es la relajacio´n del perfil, que com-
plementa a la cascada de energ´ıa. En los estudios que se hagan de aqu´ı en adelante
utilizaremos la aproximacio´n MGD.
Finalmente, la aproximacio´n FD es la ma´s realista, ya que deja evolucionar
libremente los perfiles (que es lo que realmente sucede en los procesos turbulentos
en plasmas de fusio´n), manteniendo fijo el gradiente en los extremos. En geometr´ıa
cil´ındrica esto u´ltimo implica mantener a cero el gradiente en el eje dada la simetr´ıa
axial del problema. Como en el caso MGD, es necesaria la inclusio´n de una fuente
externa, con ma´s motivo en este caso, puesto que el perfil en el interior se va
aplanando, cosa que no sucede bajo la aproximacio´n MGD.
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Bajo las aproximaciones MGD y FD no se supone, a priori, separacio´n alguna
entre las escalas temporales asociadas a fluctuaciones y perfiles, puesto que evo-
lucionan acoplados. Esto no quiere decir que los tiempos t´ıpicos de fluctuaciones
y transporte tengan que dejar de ser muy diferentes con estas implementaciones.
Se esperan dina´micas temporales muy diferentes, pero no se imponen desde un
principio.
5.2. Mecanismo de desestabilizacio´n turbulento
Al evolucionar el perfil de densidad promedio junto con las fluctuaciones [Ecs.
(2.26) y (2.35)], se genera un ciclo dina´mico que comienza cuando determinados
modos son desestabilizados debido al rebasamiento local del umbral de estabilidad
lineal. Para modos DTEM, la condicio´n es LnLT < LnLT
c (que el producto de las
longitudes asociadas a los perfiles de densidad y temperatura sea menor que el
cr´ıtico). Si se cumple esta condicio´n, los modos inestables crecen linealmente hasta
acumular la suficiente energ´ıa como para generar turbulencia e interaccionar entre
ellos constituyendo la fase no-lineal o saturada. As´ı, los que sean ma´s inestables ira´n
cediendo parte de su energ´ıa a los estables hasta alcanzar un equilibrio dina´mico en
el que la energ´ıa que aporta la fuente a los primeros se ira´ disipando en los segundos,
todo ello ayudado por el flujo de energ´ıa (cascada de energ´ıa) que genera la fase
no-lineal.
Existe adema´s otro mecanismo que hace que el exceso de energ´ıa se acomode en
el sistema: la interaccio´n de los modos inestables con el perfil (modo m,n = 0, 0).
E´ste se relaja por intercambio de energ´ıa con los primeros haciendo menores los
gradientes (Fig. 5.1), hasta que se hace subcr´ıtico. As´ı, los modos se estabilizan
y la turbulencia desaparece al no existir drive. En el momento en que exista otro
lugar en el que el perfil se haga cr´ıtico, el ciclo se repetira´ de nuevo.
5.2.1. Superficies racionales y transporte por avalanchas
Ya se menciono´ que en los plasmas de fusio´n se genera turbulencia en las zonas en
las que se encuentran dispuestas las superficies racionales debido a que en ellas el
efecto del te´rmino disipativo en la ecuacio´n para las fluctuaciones se anula (k|| = 0).
En la Fig. 5.2 se muestra la distribucio´n radial de las superficies racionales,
as´ı como los diferentes modos involucrados en los ca´lculos con helicidad mu´lti-
ple. En total se han incluido 190 componentes de Fourier (191 si consideramos
el m,n = 0, 0). El nu´mero de modos es pequen˜o en comparacio´n con los que se
necesitan para resolver correctamente el mismo problema manteniendo fijo el perfil
de densidad. Esto es debido a que en nuestro caso el principal mecanismo de disi-
pacio´n de la energ´ıa es la relajacio´n del perfil de densidad y no la cascada directa
de energ´ıa. ¿Co´mo se puede describir el proceso de transporte turbulento de una
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Figura 5.1: Esquema del proceso de aplanamiento del perfil de densidad debido
a la excitacio´n de modos inestables.
forma intuitiva? Acabamos de ver que se genera turbulencia cuando los gradientes
exceden un determinado umbral. Supongamos que en una zona dicho umbral se
supera. Entonces aparecen modos inestables que crecen linealmente hasta llegar
a la fase no lineal donde interaccionan con los dema´s y con el perfil. Este u´ltimo
reacciona disminuyendo localmente su pendiente para estabilizar a los modos ines-
tables. Debido al aplanamiento local, las zonas adyacentes aumentan la pendiente
(ver Fig. 5.1), genera´ndose nuevamente inestabilidad de forma que el ciclo vuelve
a repetirse, pero ahora en zonas desplazadas respecto de la inestabilidad inicial.
Este proceso tiene las caracter´ısticas de una avalancha segu´n la direccio´n radial y
se propaga en ambas direcciones. No existe limitacio´n alguna en la magnitud de
cada una de ellas, salvo la impuesta por el taman˜o del sistema (en este caso por
el taman˜o de la porcio´n radial en que esta´n dispuestas las superficies racionales).
5.3. Criticalidad Auto-Organizada
El concepto de Criticalidad Auto-Organizada (SOC) [48] surge como una posible
explicacio´n del porque´ de la existencia de multitud de feno´menos que presentan
autosimilaridad en la naturaleza.
Un sistema exhibe Criticalidad Auto-Organizada cuando es mantenido fue-
ra del equilibrio por una fuente externa y adquiere un estado estacionario que
presenta propiedades de autosimilaridad ana´logas a las de un punto cr´ıtico. Una
caracter´ıstica de estos sistemas es que llegan al punto cr´ıtico sin la necesidad de
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Figura 5.2: (a) Distribucio´n radial de las superficies racionales y (b) diagrama
m − n. En ambos casos se resaltan las tres helicidades principales incluidas en
el ca´lculo.
sintonizar ningu´n para´metro de control, a diferencia de lo que ocurre en los puntos
cr´ıticos propios de las transiciones de fase en sistemas termodina´micos.
5.3.1. Autosimilaridad
De forma intuitiva, un sistema es autosimilar si magnificando una parte se recupera
el sistema completo.
Desde el punto de vista espacial, los objetos con tales caracter´ısticas se deno-
minan fractales [49] y se caracterizan por tener dimensio´n topolo´gica menor que
su dimensio´n fractal. Existen mu´ltiples ejemplos en los que la naturaleza presenta
estructuras espaciales fractales: paisajes montan˜osos, l´ıneas de costa, formas de
r´ıos, patrones de fracturas, frentes de propagacio´n de fuego, etc.
Desde el punto de vista temporal, los sistemas que generan sen˜ales autosimila-
res carecen de escalas temporales caracter´ısticas. Tambie´n es usual su presencia en
la naturaleza: luminosidad de las estrellas, crecidas del Nilo, tiempos de espera de
terremotos, etc. La manera de evidenciar este hecho es buscando leyes de potencia
en sus espectros de potencia. Las leyes de potencia permanecen invariantes bajo
cambios de escala por lo que en tales sistemas no pueden existir escalas naturales,
todas las escalas participan en la dina´mica. En los espectros de estas sen˜ales siem-
pre se encuentra una regio´n con un decaimiento que escala como 1/fα, donde α
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puede tomar valores en el intervalo [0, 1].
5.3.2. Criticalidad Auto-Organizada y transporte por ava-
lanchas
En la seccio´n 5.2.1 se describe de manera cualitativa el mecanismo por el que
se puede generar transporte tipo avalancha en un sistema turbulento cercano a
sus umbrales locales de inestabilidad, como es el caso de un plasma confinado
magne´ticamente. Dicho esquema se entiende de manera natural dentro del marco
de la Criticalidad Auto-Organizada, puesto que estamos ante un sistema que no
tiene escalas de transporte caracter´ısticas, exhibiendo por tanto autosimilaridad
espacial (dentro de los l´ımites ma´ximo y mı´nimo impuestos por los taman˜os del
sistema y de los eddies respectivamente) y temporal (tambie´n dentro de los l´ımites
ma´ximo y mı´nimo representados ahora por el tiempo de vida total del proceso y por
el tiempo asociado a la vida media de los eddies). Las propiedades de confinamiento
de un sistema SOC son muy distintas a las de un sistema puramente difusivo.
5.4. Procesos de transporte a favor de la hipo´te-
sis SOC
Hay una serie de feno´menos que se encuentran experimentalmente en las ma´quinas
de fusio´n y que a priori podr´ıan ser clasificados como “extran˜os” desde el punto de
vista difusivo [50–53]. Sin embargo, tienen las caracter´ısticas de los sistemas SOC
descritos anteriormente:
1. Consistencia de perfiles: En muchos experimentos se encuentra que los
perfiles (de presio´n, temperatura o densidad) son bastante insensibles a la
potencia inyectada (en modo L2) y a la posicio´n en la que se inyecta. Esto
evidencia la existencia de umbrales cr´ıticos de inestabilidad que al ser supe-
rados desencadenan avalanchas y por tanto transporte. Se encuentra tambie´n
que en promedio los perfiles son estables, a pesar del transporte observado,
lo que sugiere que los perfiles permanecen en un estado cercano al cr´ıtico. La
analog´ıa con los sistemas SOC es clara puesto que en esos casos el sistema
trata de relajar los perfiles mediante avalanchas de cualquier taman˜o.
2. Escalado del tiempo de confinamiento con el radio del dispositivo
en modo L: Se observa que en modo L el tiempo de confinamiento de la
energ´ıa escala con el radio de la ma´quina (escalado tipo Bohm). Sin embar-
go, la longitud de correlacio´n de las fluctuaciones es del orden de unos pocos
2Del ingle´s, Low confinement mode.
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radios de Larmor. Esto implica la no existencia de escalas caracter´ısticas,
t´ıpico de feno´menos SOC. Adema´s, sugiere algu´n tipo de relacio´n o interac-
cio´n entre las escalas espaciales asociadas a las fluctuaciones y al transporte
respectivamente en modo L.
3. Efecto del shear flow: Los flujos poloidales de equilibrio con shear (shear
flow) decorrelacionan las avalanchas y mejoran el confinamiento, cambiando
el escalado del tiempo de confinamiento de la energ´ıa en modos de confina-
miento mejorado (escalado gyro-Bohm3).
4. Feno´menos con velocidad de propagacio´n muy alta: En transiciones
L-H4, que requiere la modificacio´n ra´pida del coeficiente de transporte en
una zona extensa. Tambie´n la propagacio´n hacia el interior de pulsos fr´ıos.
Se observa en estos casos propagacio´n bal´ıstica, no difusiva.
5. Decaimiento 1/fα del espectro de la turbulencia: El espectro de la
turbulencia tiene una dependencia con la frecuencia bastante insensible a
cambios en para´metros globales y para ma´quinas muy distintas. Siempre se
encuentra una zona de decaimiento que escala como 1/fα a bajas frecuencias.
Debido a estos hechos experimentales, el paradigma SOC se postula como una
posible v´ıa para el entendimiento de los feno´menos de transporte en plasmas de
fusio´n [50, 51,54].
5.5. Un sistema SOC sencillo: El monto´n de are-
na
Para un mejor entendimiento de los principios que rigen la dina´mica de sistemas
que exhiben Criticalidad Auto-Organizada se suele recurrir al monto´n de arena5
[55,56], dada la clara analog´ıa entre el proceso de transporte de arena en el sandpile
y el de plasma en los dispositivos de fusio´n, como se puede ver en la tabla 5.1.
La implementacio´n del sandpile en forma de auto´mata celular es sencilla ya
que as´ı lo es el algoritmo que lo rige. En esencia, el algoritmo lleva el recuento de
los valores asociados a cada punto (ce´lula) de un mallado y lo evoluciona en cada
paso incrementa´ndolo, disminuye´ndolo o deja´ndolo igual en base a una funcio´n de
transicio´n que toma como argumento el valor de la ce´lula en cuestio´n y el de sus
vecinos, regresando el valor que tendra´ en el siguiente paso.
3A diferencia del escalado Bohm, en el gyro-Bohm el tiempo de confinamiento escala con la
longitud de decorrelacio´n de las fluctuaciones.
4Transiciones del modo L (Low confinement mode) al modo H (High confinement mode).
5De aqu´ı en adelante utilizaremos el te´rmino ingle´s sandpile para referirnos al monto´n de
arena.
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Sandpile Plasma
Dominio del sandpile Extensio´n radial del dispositivo
Celda Estructura coherente (eddy)
Arena Part´ıculas, energ´ıa
Lluvia de arena Fuentes
Pendiente cr´ıtica Umbral local de inestabilidad
Reduccio´n local de arena Relajacio´n local de la turbulencia
Avalancha Suceso extendido de transporte radial
Tabla 5.1: Analog´ıa entre el sandpile y un plasma confinado magne´ticamente.
Inicialmente todas las ce´lulas esta´n vac´ıas y se va an˜adiendo arena de forma
aleatoria a cada una de ellas con una cierta probabilidad. Cuando la pendiente en-
tre celdas contiguas exceda un cierto umbral se produce el volcado de arena para
relajar el perfil. Si las celdas receptoras de esa arena sobrante se vuelvan nueva-
mente inestables, el proceso se repite, da´ndole el cara´cter propagante e inicia´ndose
una avalancha.
Todo esto sucede una vez que se ha llegado a un estado estacionario de no
equilibrio en el que la pendiente adquiere su valor cr´ıtico. Para llegar a tal estado
es necesario que exista un sumidero por el que se evacua una cantidad de arena
(a trave´s del borde del sistema) igual, en promedio, a la que es introducida por la
fuente. En este estado el sistema exhibe las propiedades de los sistemas SOC.
Para evaluar dichas propiedades se utilizan diferentes diagno´sticos como el
recuento de las ce´lulas que son inestables en cada paso temporal (actividad de
transporte por avalanchas). Tambie´n se pueden calcular las PDFs6 de los taman˜os
o duraciones de las avalanchas. En todos los casos se observan leyes de potencia
implicando que el sistema se ha Auto-Organizado hacia un estado cr´ıtico, en el
que no existen escalas espaciales o temporales caracter´ısticas.
El hecho de que se den leyes de potencia (proporcionalidades tipo 1/fα) tiene
su interpretacio´n cuantitativa. Por ejemplo, en el caso α = 1, si pudie´ramos contar
durante un periodo de tiempo el nu´mero de avalanchas y clasificarlas por su taman˜o
(o duracio´n) encontrar´ıamos que, en promedio, se dar´ıa 1 avalancha de taman˜o 105,
10 de taman˜o 104, 102 de taman˜o 103, 103 de taman˜o 102, etc. Lo mismo sucede
para las duraciones. Adema´s, dicha autosimilaridad debiera exhibirse para todos
los taman˜os y todos los tiempos, pero como ya se menciono´, esto so´lo sucede dentro
de los l´ımites impuestos por el taman˜o total del sistema y su tiempo de vida.
En este modelo particular hemos visto que las leyes f´ısicas particulares que
dictan la interaccio´n entre componentes individuales no tienen relevancia sobre
las propiedades del sistema una vez que se ha Auto-Organizado hacia el estado
Cr´ıtico. Ma´s au´n, para cualquiera de los sistemas que presentan esta dina´mica se
6Del ingle´s, Probability Distribution Function.
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comprueba que las leyes espec´ıficas que los definen no interfieren en manera alguna
en la generacio´n de leyes de potencia. El marco de ideas SOC intenta explicar el
porque´ de las relaciones con leyes de potencia observadas en multitud de sistemas
tan dispares.
El papel que juega en la dina´mica del transporte la interaccio´n entre avalan-
chas y difusio´n normal ya ha sido explorado en el sandpile [57, 58]. Se observa
que la dina´mica SOC persiste en presencia de difusio´n, siempre y cuando el canal
turbulento (generador de las avalanchas) sea dominante frente al difusivo. En caso
contrario el transporte se vuelve completamente difusivo y se pierden las propie-
dades de autosimilaridad (las avalanchas dejan de existir). Estudios similares en
simulaciones de turbulencia FD de intercambio e ITG [59, 60] en los que se intro-
duc´ıa una difusividad neocla´sica, obten´ıan perfiles de temperatura supercr´ıticos en
promedio, lo que aparentemente esta´ en contradiccio´n con los resultados obtenidos
por auto´matas celulares. En realidad, el hecho de que los perfiles sean en promedio
supercr´ıticos no tiene por que´ ser indicio de una dina´mica alejada del comporta-
miento SOC. Los estudios preliminares con auto´matas celulares se hac´ıan en el
l´ımite S˜ −→ 0+ (l´ımite de forzado nulo), ya que se supon´ıa que ese ingrediente
deb´ıa ser ba´sico a la hora de encontrar comportamiento SOC al asegurar la subcri-
ticidad de los perfiles promedio. Sin embargo, resultados posteriores de estudios de
la dina´mica del sandpile en los que el ritmo de forzado iba aumentando, aleja´ndo-
se por tanto del requisito anterior [61], mostraron que las correlaciones dina´micas
observadas en el l´ımite de forzado nulo aun persist´ıan.
En este trabajo se confirmara´, con el modelo de turbulencia DTEM, que a
pesar de la existencia de perfiles supercr´ıticos en promedio (lo que se consigue
con altos ritmos de forzado o difusividades finitas), el sistema sigue mostrando
las correlaciones dina´micas, persistencia y memoria caracter´ısticas de los sistemas
SOC.
5.6. Ecuaciones del modelo DTEM completo
A continuacio´n, discutimos brevemente las dos ecuaciones de nuestro modelo a la
luz del marco de la Criticalidad Auto-Organizada. En primer lugar, hablaremos
brevemente de la ecuacio´n para las fluctuaciones de densidad. Esta ecuacio´n es
la encargada de relajar localmente el perfil de densidad cuando se superan los
umbrales de inestabilidad. Juega el papel ana´logo al de las reglas de volcado de
arena en el proceso de relajacio´n del sandpile cuando se excede la pendiente cr´ıtica.
La segunda ecuacio´n, que da cuenta de la evolucio´n del perfil de densidad, guarda
analog´ıa con la evolucio´n del perfil de arena en el sandpile.
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5.6.1. Ecuacio´n para las fluctuaciones
La ecuacio´n final del modelo para las fluctuaciones es ana´loga a la que se vio en
la seccio´n 2.2.6 [Ec. (2.26)],
dn˜
dt
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con la incorporacio´n de los dos te´rminos de la segunda l´ınea (difusio´n e hipervis-
cosidad) que dara´n estabilidad al esquema.
En esa seccio´n se vio que la razo´n entre las dos no linealidades del modelo ven´ıa
dada por,
E×B
polarizacio´n
∼ LnDθ
csρ3skθ
. (5.4)
Ahora que ya sabemos lo que vale cada te´rmino, obtenemos para el cociente un
valor de 5 × 103/m. Dado que el ma´ximo de los nu´meros de onda poloidal es
m = 55, en el peor de los casos la razo´n sigue siendo mucho mayor que la unidad
y la no linealidad por deriva de polarizacio´n puede ser descartada en los ca´lculos.
5.6.2. Ecuacio´n para el perfil
La ecuacio´n de evolucio´n de la densidad promedio fue hallada en el cap´ıtulo 2,
∂
∂t
(〈n〉 − n0 − ρ2s∇2r 〈n〉) = S˜(r, t) +∇r [Dext(r)∇r(〈n〉 − n0)]
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× zˆ
]
·∇⊥nˆ
〉
. (5.5)
En esta ecuacio´n, la interaccio´n entre las fluctuaciones y el perfil se efectu´a a trave´s
del u´ltimo te´rmino. Por otro lado, cualquier cambio en el perfil se transmite sobre
las fluctuaciones a trave´s de la longitud t´ıpica del perfil, Ln(r) en la Ec. (5.3). La
interaccio´n entre los canales de transporte difusivo y turbulento se efectu´a a trave´s
de los te´rminos penu´ltimo y u´ltimo.
5.7. Canal de transporte difusivo
Para verificar la robustez del concepto SOC en presencia de difusio´n, nuestro mo-
delo de transporte incluye un te´rmino difusivo que va incluido en la ecuacio´n de
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evolucio´n del perfil [Ec. (5.5)]. As´ı, se puede estudiar la dependencia de las pro-
piedades estad´ısticas del transporte frente a variaciones de la intensidad relativa
entre los canales difusivo y turbulento.
Como acabamos de ver en la Ec. (5.5), el coeficiente del te´rmino difusivo es
Dext(r), que tambie´n aparece en la ecuacio´n del equilibrio, Ec. (5.6). Su valor
nume´rico ha de elegirse cuidadosamente ya que fuera de las superficies raciona-
les el transporte es puramente difusivo. Por tanto, en tales zonas sera´ este canal
el responsable de mantener el perfil de densidad de forma que no se produzcan
acumulaciones ni pe´rdidas.
Para comenzar cualquier simulacio´n partimos de un perfil de equilibrio (n0)
que es inestable frente a modos DTEM. La parte no fluctuante del te´rmino fuente
(S0) sera´ ide´nticamente cancelada por la difusio´n radial, de manera que,
∂n0
∂t
= S0(r) +∇r [Dext(r)∇rn0] = S0(r)−∇rΓdiff . (5.6)
En el estado estacionario se tiene que cumplir,
0 = S0(r)−∇rΓdiff =⇒ S0(r) = ∇rΓdiff , (5.7)
donde el flujo de part´ıculas difusivo viene dado por la Ley de Fick,
Γdiff = −Dext(r)∇rn0. (5.8)
Este balance entre fuente y difusio´n mantiene el perfil de equilibrio.
Considerando ambos canales, el flujo de part´ıculas total sera´ la suma de dos
componentes, Γtot = Γdiff +Γtur, donde ahora el flujo turbulento viene dado por la
interaccio´n no-lineal de los modos DTEM.
La eleccio´n del coeficiente de difusio´n Dext(r) ha de hacerse con cuidado ya
que fuera del intervalo en el que se situ´an las superficies racionales el transporte es
puramente difusivo y debe equilibrar la parte de la fuente externa fluctuante S˜, caso
de que e´sta exista. En este caso, aunque en la zona interior no exista difusividad,
en la zona exterior debera´ haberla para que no se produzca acumulacio´n en la zona
de transicio´n.
Por tanto, el valor nume´rico de la difusividad sobre el perfil variara´ en funcio´n
de la zona radial sobre la que actu´e de acuerdo a la siguiente expresio´n,
Dext(r) =

Din r ∈ [0, rin]
D0 r ∈ [rin, rex]
Dex r ∈ [rex, 1]
(5.9)
Es importante una correcta eleccio´n de los valores de Din y Dex si se quieren
obtener unas condiciones de frontera adecuadas en las simulaciones. En particular,
un valor correcto para Din podr´ıa ser cero si en esa zona del plasma no hay fuente
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externa, pero en ese caso en la zona de transicio´n rin se producir´ıa un hueco que
ir´ıa creciendo a medida que el sistema evoluciona, debido a la ausencia de flujo
en dicho punto. Por otro lado, si el valor de Din es no nulo, introducimos un flujo
difusivo que afectara´ a las propiedades del transporte en la zona r ∈ [rin, rex].
D0 es el valor nume´rico que toma el canal difusivo en la zona central (zona de
las superficies racionales) y que por lo tanto interaccionara´ con el canal turbulento.
Finalmente, tendremos que elegir un valor adecuado para Dex. En este caso
el canal difusivo tiene que ser capaz de remover todas las part´ıculas que llegan
de rex de forma que no se produzcan acumulaciones ni huecos en esa posicio´n. Si
no se consigue esto, los cambios en la dina´mica global del transporte no tendr´ıan
mucho que ver con la interaccio´n difusivo-turbulenta dentro de [rin, rex]. La Ec.
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Figura 5.3: La l´ınea roja representa la distribucio´n radial del coeficiente de
difusio´n definido a trozos. En azul se muestra el mismo coeficiente definido con
ayuda de tangentes hiperbo´licas. (Los valores nume´ricos en la gra´fica no esta´n
a escala con los utilizados en las simulaciones).
(5.9) representa una funcio´n con poco sentido f´ısico debido a lo abrupto de sus
cambios en las zonas de transicio´n al estar definida a trozos. Una eleccio´n ma´s
acertada es,
Dext(r) = D0 +
(Din −D0)
2
[
1− tanh
(
r − rin
ω
)]
+
(Dex −D0)
2
[
1 + tanh
(
r − rex
ω
)]
, (5.10)
siendo ω la anchura de las zonas de transicio´n. Esta u´ltima definicio´n para Dext es
la que se ha utilizado en los ca´lculos. En la Fig. 5.3 se muestran ambas funciones.
Valores nume´ricos t´ıpicos utilizados en las simulaciones fueron Din = 10
−7 a2Ωi,
D0 ∈ [0, 10−7] a2Ωi y Dex = 3× 10−7 a2Ωi.
82 5. Interaccio´n entre los canales de transporte turbulento y difusivo
5.8. Determinacio´n nume´rica del umbral de ines-
tabilidad
El umbral de inestabilidad turbulento no lineal se puede calcular de forma sencilla
teniendo en cuenta que el perfil de temperatura no evoluciona7. En ese caso, la
inestabilidad frente a modos DTEM puede representarse en funcio´n de un u´nico
para´metro, Lcnnl . Su valor difiere del obtenido mediante un ana´lisis lineal, L
c
nl
, ya
que en este caso cada modo se considera de forma individual, sin interaccionar con
el resto, teniendo que disipar so´lo e´l toda la energ´ıa acumulada. En el caso no lineal,
parte de la energ´ıa se redistribuye hacia otros modos aumentando la eficiencia del
proceso. As´ı, el valor del umbral de inestabilidad no lineal sera´ menos restrictivo
que el lineal, Lcnl(r) > L
c
nnl
(r). El umbral no lineal es el relevante cuando se trata
de estudiar efectos de memoria que se almacenan en el perfil de densidad. Esta
cuestio´n es de gran importancia puesto que tradicionalmente se ha asociado el
estado SOC con perfiles promedios linealmente subcr´ıticos, cosa que no tiene por
que´ suceder cuando estamos en la fase no lineal. En la Fig. 5.4 se muestra una
clasificacio´n esquema´tica de los perfiles en cuanto a su estabilidad.
Figura 5.4: Esquema de los diferentes reg´ımenes en los que puede permanecer
el perfil de densidad en funcio´n de su inestabilidad global.
Para calcular nume´ricamente el umbral de inestabilidad turbulento Lcnnl , pon-
dremos a cero el canal difusivo, Dext(r) = 0. As´ı nos aseguramos de que el u´nico
mecanismo de transporte posible es el turbulento. Adema´s, de acuerdo con lo que
7En un plasma real s´ı evoluciona, pero el modelo que estudiamos lo mantiene congelado.
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se discutio´ en la seccio´n 5.7, para que exista una solucio´n estacionaria de equilibrio
sin difusio´n no puede haber fuente alguna S0(r) = 0. De lo contrario, en la zona
de transicio´n se producir´ıa acumulacio´n de densidad. Elegimos como perfil inicial
uno de tipo parabo´lico, n0(r) = 1 − r2 y le an˜adimos pequen˜as perturbaciones
a los diferentes modos de Fourier que actuara´n de semilla para desencadenar las
inestabilidades. Estas perturbaciones iniciales tienen que ser lo suficientemente pe-
quen˜as como para asegurar un nivel de saturacio´n independiente de ellas y una
estabilizacio´n debida a la redistribucio´n de la densidad en el intervalo r ∈ [rin, rex].
Despue´s el sistema evolucionara´ habiendo adquirido un perfil de densidad estable
a lo largo de toda su distribucio´n radial [Ln(r) > L
c
nnl
(r) ∀ r]. Esto se comprueba
analizando la evolucio´n de la distribucio´n radial del nivel de fluctuaciones (Fig.
5.5).
Figura 5.5: Mapa de color en el plano (t-r) del nivel de fluctuaciones de la
densidad sin difusividad (Dext = 0).
Llegada la fase no lineal, el sistema satura y el transporte inducido aplana el
perfil, reducie´ndose a continuacio´n las fluctuaciones a lo largo de toda la distribu-
cio´n radial de la densidad. Esto sucede a partir de Ωit ∼ 0.2 × 106.
Si hacemos un ana´lisis de la estabilidad lineal del perfil resultante se puede
comprobar que las tasas de crecimiento son negativas para todos los modos. As´ı,
se llega a una configuracio´n cuyo perfil relajado [Fig. 5.6(a)] es estable y en con-
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secuencia el nivel de fluctuaciones decrece indefinidamente [Fig. 5.6(b)]. Una vez
obtenido el perfil relajado sin fuente y sin difusio´n, calcular nume´ricamente el um-
bral de inestabilidad turbulento Lcnnl = n/ |dn/dr| es inmediato. En la Fig. 5.7 se
muestra dicho perfil con una l´ınea azul. Se corresponde con el perfil de densidad
relajado de la Fig. 5.6(a). Como ya se explico´ anteriormente, los valores obtenidos
son menores que los correspondientes al ana´lisis lineal (l´ınea discontinua). Final-
mente, el perfil de Ln inicial (l´ınea roja en la Fig. 5.7) es el que presenta valores
ma´s pequen˜os ya que se corresponde al perfil de densidad inicial que es altamente
inestable frente a modos DTEM (notar que cuando nos movamos por zonas que
este´n debajo de Ln tendremos inestabilidad y viceversa).
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Figura 5.6: (a) Perfiles de densidad inicial y relajado conDext = 0 y (b) evolucio´n
temporal del nivel de fluctuaciones de la densidad sin difusividad.
As´ı, el co´digo disen˜ado que evoluciona fluctuaciones y perfil muestra, en au-
sencia de difusio´n, el ciclo dina´mico descrito anteriormente, que es la base del
paradigma SOC. Como resultado, el transporte manifiesta en este caso las carac-
ter´ısticas SOC ya vistas en otros co´digos basados en diferentes mecanismos de
desestabilizacio´n local tales como modos por gradiente de presio´n, modos de inter-
cambio y modos ITG. Por lo tanto, este modelo es otro ejemplo de la universalidad
del paradigma SOC, cuyas propiedades globales son independientes de los detalles
concernientes a la f´ısica local del sistema. En la siguiente seccio´n confirmaremos
este hecho de forma expl´ıcita y cuantitativa.
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Figura 5.7: Perfiles radiales de Ln. Puntos: ca´lculo anal´ıtico para cada modo
individual (lineal). L´ınea negra discontinua: Spline del ca´lculo anal´ıtico, tomando
como valor cr´ıtico para cada superficie racional el ma´ximo. L´ınea roja: Perfil de
Ln obtenido a partir de la densidad inicial de equilibrio. L´ınea azul: Perfil de
Ln obtenido a partir del perfil de densidad relajado en estado estacionario sin
fuente (Lcnnl).
5.9. Dina´mica del transporte con difusio´n.
CASO I: S˜(r, t) = 0
En la seccio´n anterior estudiamos el comportamiento de la densidad fluctuante
sin difusio´n. Ahora introduciremos una difusio´n constante sobre el perfil Dext =
D0 > 0. Esto implica que la fuente S0 debe ser no nula para alcanzar un estado
estacionario. En coordenadas cil´ındricas, para que la fuente cancele ide´nticamente
a la difusio´n se tiene que cumplir S0 = 4D0, de manera que en ausencia del te´rmino
no lineal en la Ec. (2.35) el perfil estacionario resultante sea de nuevo el parabo´lico
del que part´ıamos.
Cuando se realizan las simulaciones con difusividad no nula sobre el perfil, las
fluctuaciones no decaen indefinidamente llegada la fase no lineal, sino que satu-
ran a un nivel constante (en promedio) despue´s de un periodo transitorio que es
inversamente proporcional a D0. En la Fig. 5.8 se muestra nuevamente la evolu-
cio´n de la distribucio´n radial del nivel de fluctuaciones para diferentes valores de
la difusividad sobre el perfil. A medida que e´sta aumenta, el nivel de saturacio´n
tambie´n lo hace. Esto es debido a que el estado estacionario requiere la existencia
de un flujo radial que este´ equilibrado con la fuente externa integrada [Ec. (5.7)].
Este flujo ha de distribuirse entre los canales de transporte turbulento y difusivo.
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Figura 5.8: Mapa de colores en el plano (t-r) del nivel de fluctuaciones de la
densidad para seis valores distintos de la difusividad externa sobre el perfil. Los
valores nume´ricos son: (a) D0 = 0, (b) D0 = 10−9 a2Ωi, (c) D0 = 3× 10−9 a2Ωi,
(d) D0 = 10−8 a2Ωi, (e) D0 = 3× 10−8 a2Ωi y (f) D0 = 10−7 a2Ωi.
Como vimos en la seccio´n anterior, el flujo turbulento generado por las fluctua-
ciones trata de aplanar los gradientes locales de manera que el valor local de Ln
este´ por encima del cr´ıtico. Por otro lado, en el momento que no exista trans-
porte turbulento el canal difusivo tiene que activarse para as´ı equilibrar la fuente
externa. Esto requiere aumentar el flujo difusivo aumentado el gradiente, ya que
Γd = −D0∇rn0 y el coeficiente de difusio´n es fijo. As´ı, Ln disminuye hasta quedar
nuevamente por debajo del valor cr´ıtico, generando inestabilidad y activando el
canal turbulento otra vez. En estado estacionario este proceso se repite una y otra
vez, dando lugar a un nivel de fluctuaciones finito. A medida que aumenta D0,
una mayor proporcio´n del transporte total se lleva a cabo a trave´s del canal difu-
sivo. Esto requiere un perfil estacionario ma´s parecido al inicial [Fig. 5.9(a)]. En
cambio, a medida que nos acercamos al l´ımite D0 −→ 0, el perfil se ira´ pareciendo
ma´s al que obtuvimos en la seccio´n anterior cuando el canal difusivo no exist´ıa.
Decir que el perfil estacionario se parece ma´s o menos al inicial es equivalente a
decir que el perfil es ma´s o menos inestable frente a modos DTEM. As´ı, cuando el
valor de D0 sea alto tendremos un perfil “poco modificado” o lo que es lo mismo,
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Figura 5.9: (a) Perfiles de densidad inicial (l´ınea roja) y relajado para diferentes
valores de D0. (b) Evolucio´n temporal del nivel de fluctuaciones para los valores
de D0 vistos en (a).
el nivel de fluctuaciones sera´ alto. En cambio, cuando la difusividad sea baja el
perfil estara´ “ma´s relajado” y el nivel de fluctuaciones sera´ ma´s bajo. En la Fig.
5.9(b) se muestra el nivel de fluctuaciones global en el estado estacionario para
diferentes valores de D0. El nivel de fluctuaciones escala aproximadamente como
〈n˜2〉 ∼ D3/40 (Fig. 5.10). Hay que notar que, dado que se eligio´ S0 = 4D0 para
mantener el perfil estacionario y que el escalado del flujo turbulento es sublineal
con D0, el transporte a trave´s del canal difusivo ha de aumentar con D0, como
cabr´ıa esperar.
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Figura 5.10: Nivel de saturacio´n para las fluctuaciones en funcio´n de D0.
Finalmente, el hecho de incorporar una difusividad finita sobre el perfil influye
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en el tiempo que e´ste pueda estar en una situacio´n subcr´ıtica [Ln(r) > L
c
n(r)]
o supercr´ıtica [Ln(r) < L
c
n(r)]. Si D0 es grande, el tiempo que el perfil tarda
en hacerse supercr´ıtico debido a la difusio´n es menor que el que la turbulencia
DTEM requiere para hacerlo subcr´ıtico. As´ı, el perfil promedio sera´ supercr´ıtico.
Sin embargo, si D0 toma valores pequen˜os, el tiempo que tarda el perfil en hacerse
supercr´ıtico sera´ mayor que el que emplea la turbulencia en estabilizarlo, de forma
que ahora el perfil promedio sera´ ma´s cercano al cr´ıtico.
5.9.1. Efecto de borde en la interaccio´n entre los canales
turbulento y difusivo.
En la seccio´n 5.7 se discut´ıa la necesidad de introducir una fuente para compensar
las pe´rdidas por difusio´n y as´ı poder llegar a un perfil estacionario. En realidad, con
una fuente como aquella no se puede llegar a un perfil estacionario considerando
adema´s el canal de transporte turbulento. Si la difusio´n queda equilibrada por la
fuente pero adema´s existe transporte turbulento tenemos un de´ficit por el que no
sera´ posible llegar a un perfil estacionario. La densidad que el canal turbulento va
depositando en las inmediaciones de rex se va transportando por el canal difusivo
hasta r = 1, mientras que el hueco que genera en las inmediaciones de rin se
transporta, tambie´n difusivamente, hasta r = 0. Globalmente, tenemos que el
perfil se ira´ “cayendo” o aplanando en su interior (aproximacio´n o turbulencia
FD). Esto no ocurre cuando D0 = 0 (Fig. 5.11). En este caso la densidad (o el
hueco), simplemente se acumula en rex (rin) hasta que los valores locales de Ln(r)
en la zona r ∈ [rin, rex] se hagan mayores que el cr´ıtico y as´ı desaparezcan las
fluctuaciones. Sin embargo, los perfiles de la Fig. 5.9(a) no se aplanan a pesar de
que en la mayor´ıa de los casos D0 6= 0. Esto sucede porque esta´n congelados en
las zonas r < rin y r > rex (hay que recordar que estamos bajo la aproximacio´n
de turbulencia MGD y no FD). Esto es equivalente a introducir una fuente sobre
el perfil que equilibre las pe´rdidas generadas por la interaccio´n entre los canales
turbulento y difusivo en el borde.
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La mejor v´ıa para conseguir que el sistema manifieste las propiedades caracter´ısti-
cas de los sistemas SOC es an˜adirle una fuente fluctuante (de esto se hablo´ en
la seccio´n 5.3). As´ı, el siguiente paso sera´ dotar de una parte fluctuante S˜(r, t) a
la fuente que ya ten´ıamos. Esto se consigue perturbando el perfil de densidad de
forma aleatoria, tanto espacial como temporalmente, de la misma forma que se
perturba un sandpile para llegar al estado SOC: en cada paso temporal se an˜ade
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Figura 5.11: Perfiles de densidad. L´ınea roja: perfil inicial. L´ınea verde: perfil
relajado con D0 = 0. L´ınea azul: perfil relajado con alta difusividad. El perfil
se mantiene congelado en los intervalos r < rin y r > rex. L´ınea magenta: perfil
relajado con alta difusividad. El perfil es libre.
una perturbacio´n sobre el perfil con una probabilidad P , que tiene valores t´ıpicos
entre 10−2 y 10−3, o lo que es lo mismo, el sistema se perturba cada 102 − 103
pasos. La localizacio´n radial es aleatoria en el intervalo r ∈ [rin, rex] y la forma
de las perturbaciones es Gaussiana, con anchuras t´ıpicas 5 × 10−3 veces el radio
menor y amplitudes t´ıpicas 0.02 veces el valor local de la densidad.
La eleccio´n de Dext sera´ en este caso diferente a la que hicimos en la seccio´n
anterior donde era constante a lo largo de todo el radio. Como necesitamos man-
tener el perfil parabo´lico inicial, se ha de cumplir S0 = 4D0, lo que implica que
el flujo difusivo de part´ıculas entrando en el intervalo [rin, rex] procedente de la
zona central es 2D0rin, que cambia con el valor de D0. Por otro lado, si queremos
estudiar la interaccio´n entre la difusio´n y la turbulencia en [rin, rex], precisaremos
un flujo independiente del valor de D0 entrando en el citado intervalo. Para ello,
utilizaremos la expresio´n (5.10) definida antes para fijar Dext en lugar de una di-
fusividad constante. Mantendremos Din constante en todas las simulaciones y lo
suficientemente pequen˜a como para remover los huecos generados en rin debido al
transporte turbulento sin que ello influencie en gran medida el nivel de turbulencia
en s´ı. Dex se mantiene tambie´n constante pero a un valor mayor. As´ı aseguramos
el transporte hacia el exterior de las part´ıculas acumuladas en rex.
Procedemos a continuacio´n a variar D0, el valor de la difusividad en [rin, rex].
Si D0 = 0, el sistema exhibe el t´ıpico comportamiento SOC. A medida que se
van an˜adiendo perturbaciones sobre el perfil van surgiendo inestabilidades locales
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que generan transporte para aplanar el perfil en las distintas superficies racionales.
Cuando se cumpla la condicio´n de estabilidad, Ln > L
c
n, el canal de transporte
turbulento dejara´ de actuar. Pero este proceso de aplanamiento local implica un
aumento de los gradientes en zonas adyacentes o lo que es lo mismo, una reduccio´n
de Ln, que genera nuevas inestabilidades. Este proceso, globalmente, genera trans-
porte en forma de avalanchas, como se puede apreciar en la Fig. 5.12(a), donde se
muestran los contornos de la densidad incremental promedio, 〈n(r, t)〉 − 〈n(r)〉ee,
en funcio´n del radio y del tiempo para D0 = 0 [〈n(r)〉ee es el perfil de densidad en
estado estacionario obtenido tras relajar el perfil inicial n0].
Figura 5.12: Mapa de colores en el plano (t-r) de (a) la densidad acumulada
promedio con D0 = 0, (b) la densidad acumulada promedio con D0 = 10−7 a2Ωi,
(c) la ra´ız cuadra´tica media de la densidad fluctuante con D0 = 0 y (d) la ra´ız
cuadra´tica media de la densidad fluctuante con D0 = 10−7 a2Ωi, en presencia
de la fuente externa fluctuante S˜.
Se aprecia el cara´cter de avalancha en los eventos de transporte siguiendo las
trazas que comienzan en los lugares en los que se perturba el perfil. A continua-
cio´n las perturbaciones se propagan, tanto hacia el interior como hacia el exterior.
En la Fig. 5.12(b) la situacio´n cambia. En este caso, estamos en el valor l´ımite
que toma D0 para que la dina´mica del sistema sea puramente difusiva, como ve-
remos ma´s adelante. Analizando las trazas despue´s de cada perturbacio´n se llega
a la conclusio´n de que los eventos de transporte tienen todos la misma escala,
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a diferencia de lo que se ve en el caso no difusivo, donde aparecen avalanchas
de diferentes taman˜os. La difusio´n ra´pidamente “suaviza” las perturbaciones que
introduce S˜, de manera que el transporte ya no se debe u´nicamente al ciclo turbu-
lento. Ahora tenemos una interaccio´n entre los canales difusivo y turbulento donde
el primero erosiona las pequen˜as inhomogeneidades generadas por el segundo, de
manera que globalmente el proceso de transporte se vuelve pra´cticamente difusivo.
En la seccio´n anterior vimos que en el primero de los casos (D0 = 0) el nivel de
fluctuaciones decrec´ıa indefinidamente y la explicacio´n era sencilla: al no existir
fuente ni difusio´n, el perfil se relajaba y la inestabilidad desaparec´ıa. Ahora, en
cambio, tenemos una fuente fluctuante adicional S˜, que genera inestabilidad. En
las Figs. 5.12(c)−(d) tenemos el nivel de fluctuaciones en funcio´n del radio y del
tiempo para D0 = 0 y D0 = 10
−7 a2Ωi respectivamente. En (c) se observa un
nivel de fluctuaciones ma´s disperso mientras que en el segundo es ma´s homoge´neo.
Adema´s, para D0 = 0 se pueden ver las trazas debidas a la evolucio´n en forma
de avalancha de las fluctuaciones generadas por S˜, de igual manera que suced´ıa
con la densidad incremental promedio. En cambio, para D0 = 10
−7 a2Ωi, el nivel
de fluctuaciones es, en cada posicio´n radial, aproximadamente independiente del
tiempo ya que el perfil tiene muy poca dina´mica debido a la alta difusividad que
lo obliga a mantenerse siempre cercano a la solucio´n estacionaria difusiva, que es
parabo´lica.
Para difusividades comprendidas entre las dos anteriores, los feno´menos de
transporte se caracterizara´n por la presencia de avalanchas, influenciadas por la
difusio´n colisional. Cuando esta difusio´n sea muy pequen˜a, se dara´n avalanchas
parecidas a las de la Fig. 5.12(a). En cambio, para valores de D0 cercanos al l´ımite
10−7 a2Ωi, la difusio´n ira´ tomando mayor importancia y los sucesos de transporte
sera´n ma´s parecidos a lo que se muestra en la Fig. 5.12(b), donde la dina´mica de
transporte es puramente difusiva. Por lo tanto, siempre que D0 < 10
−7 a2Ωi, el
transporte se caracterizara´ por la presencia de avalanchas y la dina´mica sera´ tipo
SOC. Cuando D0 ≥ 10−7 a2Ωi, la dina´mica sera´ puramente difusiva.
Hemos visto de forma cualitativa el cambio en la dina´mica del sistema cuan-
do se var´ıan las intensidades relativas entre los dos canales de transporte. Para
cuantificarlo, construiremos una medida global de la actividad turbulenta en el
intervalo [rin, rex] que denominaremos “actividad turbulenta” y designaremos por
g(t). Se construye evaluando en cada paso temporal el nu´mero de nodos que son
inestables frente a modos DTEM dentro de [rin, rex], esto es, los lugares ri para
los que se cumple el criterio de inestabilidad Ln(ri) < L
c
n(ri). As´ı, cuando el perfil
sea estable en todos los puntos tendremos g(t) = 0. Para el caso ma´s turbulento
posible, en cambio, el perfil sera´ inestable en todos los puntos dentro de [rin, rex] y
por tanto g(t) = N0, siendo N0 el nu´mero de puntos en el intervalo.
Como ejemplo, las Figs. 5.13(a)−(b) muestran los registros de g(t) para los
dos casos anteriores. Lo primero que resalta es el diferente nu´mero de puntos que,
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Figura 5.13: Series temporales de la “actividad turbulenta” g(t). (a) D0 = 0,
(b) D0 = 10−7 a2Ωi.
en promedio, son inestables. As´ı, para D0 = 0 el promedio temporal de g(t) es
de 300, mientras que para alta difusio´n ese valor asciende a 407. Adema´s, la serie
correspondiente a D0 = 0 presenta oscilaciones con escalas temporales mayores,
mientras que para D0 = 10
−7 a2Ωi, el comportamiento parece ma´s homoge´neo.
Esto esta´ en acuerdo con el hecho de que en el primero de los casos los feno´menos
de transporte son debidos a avalanchas mientras que en el segundo de ellos la alta
difusio´n no lo permite.
En la Fig. 5.14(a) se muestran los promedios de g(t) en funcio´n de la difusividad
sobre el perfil. Existe una transicio´n gradual del re´gimen puramente turbulento al
re´gimen puramente difusivo. A medida que aumenta el valor de D0, el nu´mero
de nodos que se vuelven inestables en la malla radial tambie´n lo hace de forma
gradual. Esto es as´ı porque el perfil se va haciendo ma´s inestable. En ausencia de
difusio´n el perfil puede estar relajado durante grandes lapsos de tiempo despue´s de
cualquier perturbacio´n, mientras que cuando la difusividad es alta se vera´ forzado
hacia el estado supercr´ıtico ma´s ra´pidamente. As´ı, en el primero de los casos, en
promedio, habra´ ma´s puntos estables ya que el sistema permanece ma´s tiempo
relajado.
Existen dos as´ıntotas para el promedio temporal, g = 1
N
∑N
i=1 g(ti), respecto a
los valores l´ımite que D0 puede tomar,
g ≈
{
300, D0 −→ 0
407, D0 ≥ 10−7 a2Ωi. (5.11)
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Figura 5.14: (a) Promedio de g(t) en funcio´n de D0. Tambie´n se muestran
los l´ımites asinto´ticos inferior (D0 = 0, l´ınea discontinua azul) y superior
(D0 = 10−7 a2Ωi, l´ınea discontinua roja). (b) Desviacio´n esta´ndar de g(t) en
funcio´n de D0. La l´ınea discontinua representa el l´ımite asinto´tico para D0 = 0.
(c) Desviacio´n esta´ndar relativa.
El l´ımite superior queda todav´ıa lejos del ma´ximo valor que g(t) puede tomar
(N0 = 541).
La desviacio´n esta´ndar, σ =
√
1
N
∑N
i=1 [g(ti)− g]2, determina la dispersio´n de
los registros g(t) [Fig. 5.14(b)]. F´ısicamente, una dispersio´n pequen˜a indica una
pequen˜a variabilidad del perfil y viceversa. Se aprecia un cambio en la tendencia
para D0 ≈ 1.5 × 10−8 a2Ωi. Tambie´n tenemos comportamientos asinto´ticos. Para
D0 = 0 el valor asinto´tico de σ es 17, lo que supone un 5.7% respecto de la media
[Fig. 5.14(c)], mientras que para altas difusividades la tendencia asinto´tica es hacia
cero lo que indica que la sen˜al se va haciendo ma´s constante o menos variable y
por lo tanto el perfil tambie´n.
Es dif´ıcil establecer conclusiones acerca de los cambios en la dina´mica mediante
una simple inspeccio´n visual de las sen˜ales temporales. Para cuantificar mejor el
cambio en la dina´mica, utilizaremos a continuacio´n tres herramientas estad´ısticas:
la funcio´n de autocorrelacio´n, el espectro de potencia y el ana´lisis R/S de las
sen˜ales g(t) para diferentes valores de la difusividad.
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5.10.1. Funcio´n de autocorrelacio´n
La primera herramienta que exploraremos sera´ la funcio´n de autocorrelacio´n de la
actividad turbulenta, cuyas gra´ficas pueden verse en la Fig. 5.15. El eje de abscisas
da cuenta del paso temporal, cuyo valor es en todos los casos Ωi∆t = 50. A partir
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Figura 5.15: Funcio´n de autocorrelacio´n para diferentes valores de D0.
de las funciones de autocorrelacio´n se pueden hacer dos observaciones. En primer
lugar, la anchura t´ıpica de la funcio´n de autocorrelacio´n, ∆gd, decrece con D0. Como
ejemplo, las anchuras en 0.3 para los casos l´ımite D0 = 0 y D0 = 10
−7 a2Ωi son
∆gd ∼ 500∆t y ∆gd ∼ 50∆t respectivamente. El factor 10 de diferencia es un reflejo
de lo que ya se vio en la Fig. 5.12(b). La duracio´n de los eventos de transporte
generados por el canal turbulento se reduce a medida que la difusio´n aumenta.
As´ı, suponiendo un plasma de deuterio confinado en un dispositivo de radio menor
a = 0.25 m y B0 = 1 T, tenemos Ωi ∼ 7.7×106 Hz, por lo tanto ∆t ∼ 6.5×10−6 s.
Y para los tiempos de decorrelacio´n, ∆gd ∼ 3 ms para D0 = 0 y ∆gd ∼ 300 µs para
D0 = 10
−7 a2Ωi (que se corresponde con D0 ∼ 0.05 m2/s). La segunda y no menos
importante observacio´n es que cuando se llega al valor l´ımite D0 ∼ 10−7 a2Ωi, las
colas pra´cticamente desaparecen de las funciones de autocorrelacio´n, indicando que
en estos reg´ımenes el perfil ya deja de presentar correlaciones a escalas temporales
grandes. El hecho de que la funcio´n de autocorrelacio´n no corte al eje temporal
en tiempos pequen˜os suele ser indicativo de que el decaimiento es tipo ley de
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potencia y no exponencial. En cambio, cuando el corte se produce en unos pocos
pasos temporales, como sucede cuando D0 = 10
−7 a2Ωi, se puede concluir que el
decaimiento es exponencial y que se esta´ llegando al valor l´ımite de D0 para el
cual el perfil deja de tener correlaciones sobre escalas temporales grandes. Para
establecer este cara´cter de forma ma´s cuantitativa recurriremos al ana´lisis R/S de
las sen˜ales g(t).
5.10.2. Ana´lisis R/S
El ana´lisis R/S es otro me´todo empleado para buscar correlaciones de sen˜ales en
escalas temporales grandes. Fue propuesto por Mandelbrot y Wallis [62], basa´ndose
en el trabajo previo de Hurst [63]. Se realiza siguiendo una serie de pasos. En primer
lugar, se substrae la media de la sen˜al, gˆ(t) = g(t)−g. A continuacio´n, supongamos
que gˆ(t) es la funcio´n generadora de los incrementos en un random walk en un
instante dado. La distancia recorrida por el caminante sera´, en un tiempo τ :G(τ) =∫
τ
gˆ(t)dt. Definimos el rango del movimiento como la diferencia entre el ma´ximo
y el mı´nimo de G entre el tiempo inicial y τ . Finalmente, reescalamos el rango
mediante la desviacio´n esta´ndar de la sen˜al, obteniendo as´ı la cantidad R/S que
es el rango reescalado.
Si la sen˜al gˆ(t) es autosimilar en el tiempo durante un intervalo determinado,
el estimador R/S debe crecer como una potencia de τ , R/S ∝ τH , en ese intervalo.
H se conoce como para´metro de Hurst. Si la sen˜al es persistente sobre el intervalo
(es decir, esta´ correlacionada y hay una alta probabilidad de que el movimiento
aleatorio persista en la misma direccio´n), entonces 0.5 < H < 1. En cambio, si
es antipersistente (y por lo tanto esta´ correlacionada pero ahora hay una alta
probabilidad de que el movimiento aleatorio cambie de direccio´n) tendremos 0 <
H < 0.5. Cuando H = 0.5 diremos que la sen˜al es aleatoria (y por tanto el
movimiento sera´ equiprobable en ambas direcciones). Finalmente, H = 1 significa
una correlacio´n perfecta (este es el valor que toma el para´metro de Hurst en torno
al pico central de la funcio´n de autocorrelacio´n).
Por lo tanto, no so´lo utilizaremos el ana´lisis de Hurst para detectar feno´menos
de autosimilaridad y memoria, sino tambie´n para obtener los rangos temporales
sobre los que se mantienen activos. As´ı, se han realizado los ana´lisis R/S de las
mismas sen˜ales temporales que se utilizaban en la seccio´n anterior. En todos los
casos se observan ba´sicamente dos zonas [Fig. 5.16(a)]. Una primera, para retardos
pequen˜os, caracterizada por tener H = 1, que se corresponde con las inmediaciones
del pico de la funcio´n de autocorrelacio´n. La segunda zona, para retardos mayores,
se corresponde con la zona de la funcio´n de autocorrelacio´n que decae como una
ley de potencia y que por tanto sera´ una recta en el diagrama R/S en escala
log-log al representar una dina´mica autosimilar. Echando una mirada atra´s (Fig.
5.15) podemos comprobar que esta segunda zona se situ´a en la franja temporal
comprendida en el intervalo τ ∈ [103, 104].
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Figura 5.16: (a) Ana´lisis R/S de las sen˜ales g(t) para diferentes valores de D0.
Tambie´n se sen˜ala la regio´n autosimilar. (b) Estimaciones del para´metro de
Hurst mediante el ajuste lineal de los rangos reescalados en el intervalo autosi-
milar en funcio´n de D0. La l´ınea roja discontinua representa H = 0.5.
En la Fig. 5.16(a) se han ajustado todos los rangos rescalados en el intervalo
autosimilar, τ ∈ [103, 104], a una recta. La pendiente de la recta del ajuste sera´ por
lo tanto nuestra estimacio´n del para´metro de Hurst en la zona de autosimilaridad.
Hay que notar que cuando nos movemos en las zonas correspondientes a retardos
mayores que 104 la estad´ıstica se reduce considerablemente. Por consiguiente, el
error estad´ıstico en el ca´lculo del rango reescalado aumenta. Muestra de ello es
la forma fluctuante de las sen˜ales R/S para τ > 104. Aun as´ı, las correlaciones
persisten por tiempos comparables a la duracio´n de las simulaciones nume´ricas,
que son aproximadamente 200 veces el tiempo de decorrelacio´n de la turbulencia
para el caso D0 = 0. Estos tiempos de simulacio´n ya son suficientes para captar la
dina´mica.
El resultado correspondiente a los ajustes lineales de las sen˜ales reescaladas se
muestra en la Fig. 5.16(b). Cuando la difusividad es nula, las correlaciones y la
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persistencia del sistema se hacen patentes tras calcular el exponente de Hurst de la
sen˜al g(t). En ese caso se obtiene el ma´s alto de los valores, H ∼ 0.9. Para valores
crecientes de D0, el para´metro de Hurst decrece, hasta llegar a D0 = 10
−7 a2Ωi,
en donde H ∼ 0.57. Por lo tanto, cuando la difusividad toma valores cercanos
o superiores a D0 = 10
−7 a2Ωi, se llega a la frontera en la que el canal difusivo
comienza a adquirir importancia relativa frente al turbulento, pasando el sistema
a tener una dina´mica sin correlaciones y sin memoria.
Hay que notar que estos resultados esta´n sujetos a un error considerable (10−
15%) debido a que el ana´lisis de Hurst es en s´ı una herramienta poco precisa si se
tiene en cuenta que se realizan ajustes de funciones en escala log-log.
5.10.3. Espectro de potencia
Finalmente, procedemos a analizar los espectros de potencia de las sen˜ales g(t).
En la Fig. 5.17(a) se muestran sus gra´ficas para diferentes casos. Se observan zonas
con decaimiento algebraico, P (f) ∼ f−θ, t´ıpicas de sistemas cuya dina´mica tiene
distintas propiedades de autosimilaridad sobre diferentes escalas [55,61]. Nos cen-
traremos en las propiedades referentes a la memoria/persistencia del sistema. En
primer lugar, se encuentra que la zona autosimilar comienza a frecuencias fb ' τ−1H ,
siendo τH el retardo para el que comienza la zona autosimilar en el ana´lisis R/S.
Concretamente, las de´cadas comprendidas entre las frecuencias [10−4, 10−2] ∆t−1
engloban la de´cada en la que hac´ıamos los ajustes lineales en la seccio´n anterior.
Para frecuencias mayores que 10−2 ∆t−1, la informacio´n del espectro de potencia
tiene que ver con la dina´mica de procesos individuales. Para frecuencias menores
que fb, aparecen las regiones 1/f
θ, siendo 0 < θ < 1 en el caso de feno´menos
persistentes (θ < 0 en caso contrario). Para D0 = 0 se encuentra una regio´n en la
que θ ' 1. Originalmente, se pensaba que e´sta deb´ıa ser una de las caracter´ısti-
cas necesarias para que un sistema poseyera dina´mica tipo SOC [48, 55, 61]. Para
valores finitos y crecientes de D0, la regio´n autosimilar sigue existiendo, pero el
exponente θ se reduce. A medida que el valor de D0 se va aproximando al va-
lor cr´ıtico D0 = D
crit
0 = 10
−7 a2Ωi, la dina´mica va pasando gradualmente de ser
SOC a ser puramente difusiva. As´ı, en el espectro de potencia la zona autosimilar
se va estrechando hasta desaparecer, ya que las avalanchas tambie´n desaparecen.
Adema´s, el exponente de decaimiento θ pasa de valer +1 en el caso no difusivo
hasta 0 en el l´ımite puramente difusivo.
En la Fig. 5.17(b) se muestran dos espectros de potencia superpuestos, co-
rrespondientes a difusividades baja y alta respectivamente. Cuando D0 −→ 0, los
sucesos de baja frecuencia tienen mayor peso relativo respecto a los casos en los
que la difusividad es alta, debido a que es ma´s probable que se den grandes ava-
lanchas extendidas a lo largo de la direccio´n radial. En cambio, para frecuencias
intermedias sucede lo contrario. Adema´s, en el primero de los casos la pendiente en
la zona autosimilar tiene un valor de θ ' −1, mientras que para alta difusividad
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Figura 5.17: (a) Espectros de potencia de la actividad turbulenta g(t) para dife-
rentes valores de D0. (b) Espectros de potencia superpuestos para difusividades
baja y alta respectivamente.
la zona autosimilar desaparece, siendo nula la pendiente a bajas frecuencias.
5.10.4. Tiempo de confinamiento y difusividad efectiva
Para estimar el tiempo de confinamiento, supondremos que el proceso de transporte
es puramente difusivo. As´ı, podremos estimar un coeficiente de difusio´n efectivo o
turbulento, Dtur, a partir del perfil de densidad promedio y de la fuente de energ´ıa
externa,
Dtur(r) =
〈
Γ(r)
∇rn(r)
〉
=
〈∫ r
0
S˜dr
∇rn(r)
〉
. (5.12)
Los pare´ntesis angulares representan el promedio temporal. En la Fig. 5.18 se
muestran las difusividades efectivas promediadas temporalmente para D0 = 0 y
D0 = 10
−7 a2Ωi. En ambos casosDtur aumenta con el radio y los promedios radiales
son parecidos, Dtur = 1.09 × 10−6 a2Ωi para D0 = 0 y Dtur = 1.03 × 10−6 a2Ωi
para D0 = 10
−7 a2Ωi. La l´ınea horizontal discontinua representa el valor nume´rico
del canal difusivo en el caso ma´s extremo, D0 = D
crit
0 = 10
−7 a2Ωi. Visualmente,
es la confirmacio´n de que el canal de transporte turbulento es dominante frente
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Figura 5.18: Dependencia radial de la difusividad efectiva, Dtur, sin difusividad
y con alta difusividad.
al difusivo puesto que es el que ma´s transporte acarrea. Sin embargo, cuando la
difusividad sobre el perfil adquiere el valor Dcrit0 , el sistema adquiere una dina´mica
puramente difusiva. Nume´ricamente, tenemos que los promedios de la difusividad
efectiva son un orden de magnitud mayores queDcrit0 . Los tiempos de confinamiento
asociados en ambos casos son τc ∼ 7.2×104 Ω−1i ∼ 1500 ∆t. ¿Co´mo es posible que
en dos casos tan dispares obtengamos tiempos de confinamiento tan parecidos?.
La respuesta es que los valores de Dtur calculados de acuerdo a la Ec. (5.12) esta´n
sesgados en los casos D0 6= 0. Para entenderlo, hay que recordar que durante
la evolucio´n, el perfil se mantiene congelado en el intervalo r < rin y r > rex
(seccio´n 5.9.1) y como ya se vio, esto es equivalente a introducir una fuente sobre
el perfil para evitar las pe´rdidas que hac´ıan que el perfil se fuera aplanando en
la zona interior. Por otro lado, segu´n nuestro ca´lculo para estimar Dtur, la u´nica
fuente que contribuye es S˜ mientras que en realidad deber´ıamos utilizar una fuente
efectiva, Stur = S˜ + Sc, suma de la que ya tenemos ma´s la contribucio´n que surge
de mantener el perfil congelado. Otra forma de verlo es que si no mantuvie´ramos
el perfil congelado en el citado intervalo, el denominador en la Ec. (5.12) se har´ıa
ma´s pequen˜o y por tanto la difusividad efectiva aumentar´ıa. El resultado final
es que en los casos con D0 6= 0, los valores obtenidos en el ca´lculo de Dtur y
por consiguiente en los tiempos de confinamiento esta´n sesgados a la baja en las
difusividades efectivas y al alza en los tiempos de confinamiento. Hay que notar
que para D0 = 0 todo sucede dentro del intervalo r ∈ [rin, rex]. Fuera, el perfil no
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evoluciona, es decir, Sc = 0 y por tanto no hay sesgo en el ca´lculo. En el cap´ıtulo
siguiente se estimara´n nuevamente los tiempos de confinamiento utilizando un
me´todo diferente y veremos co´mo adquieren dependencia con D0.
5.10.5. Interpretacio´n
A continuacio´n trataremos de unificar todos los resultados vistos en las tres seccio-
nes anteriores para formar una visio´n global y coherente. La principal conclusio´n
que se puede extraer es que la existencia de una difusio´n finita sobre el perfil no
elimina las caracter´ısticas t´ıpicas de los sistemas SOC que nuestro modelo presenta
cuando D0 = 0. Hemos comprobado que feno´menos tales como avalanchas, memo-
ria y autosimilaridad pueden ser detectados para difusividades finitas, siempre y
cuando D0 < D
crit
0 (Fig. 5.12). La estructura de las avalanchas cambia con la difu-
sio´n, implicando en este caso sucesos ma´s frecuentes pero de menores dimensiones
[Fig. 5.17(b)]. Para el caso l´ımite D0 = D
crit
0 , el comportamiento comienza a ser
puramente difusivo. La autosimilaridad se pierde y las avalanchas pra´cticamente
desaparecen.
Los efectos de memoria persisten en el sistema incluso para valores altos de la
difusividad, si bien a medida que D0 aumenta, tales feno´menos disminuyen debido
al efecto “erosionador” de la difusio´n, “borrando” parte de la memoria que se
acumulaba sobre el perfil por medio de pequen˜as inhomogeneidades cuando no
exist´ıa difusividad.
Los efectos de autosimilaridad tambie´n se manifiestan analizando los espectros
de potencia. As´ı, encontramos que para bajas difusividades existe una amplia zona
temporal (aproximadamente dos de´cadas) caracterizada por tener un decaimiento
algebraico, con exponente α ' 1, lo que se ha asociado tradicionalmente a dina´mi-
cas tipo SOC, pero lo ma´s notable es que para difusividades finitas esa regio´n
persiste, con exponente α menor que la unidad [Fig. 5.17(a)]. Esto no quiere decir
que para difusividades finitas la dina´mica del sistema deje de ser SOC (cuando
0 < D0 < D
crit
0 siempre se obtiene H > 0.5 en el ana´lisis R/S) ya que, como se ha
demostrado en otros sistemas como el sandpile [61], la no existencia de una regio´n
con decaimiento algebraico 1/f no implica carencia de dina´mica tipo SOC. Basta
con que existan leyes de potencia con exponentes α comprendidos en el intervalo
0 < α < 1.
Es importante resaltar el dominio relativo del canal turbulento frente al di-
fusivo en todos los casos, incluso cuando D0 ≥ 10−7 a2Ωi. A partir de ese valor,
la dina´mica deja de ser SOC y pasa a ser puramente difusiva, pero el canal de
transporte dominante sigue siendo el turbulento.
Finalmente se hara´n una serie de consideraciones en lo concerniente a los l´ımites
de validez de los resultados y a la relevancia o aplicabilidad de e´stos bajo las
condiciones de un plasma real que pueda estar contenido en un dispositivo de fusio´n
como un tokamak. Se puede decir que a pesar de que el modelo es extremadamente
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simple, los valores utilizados para las difusividades no quedan tan lejos de los que
se encuentran experimentalmente. El valor ma´ximo utilizado en nuestros ca´lculos
para la difusividad, D0 = 10
−7 a2Ωi, equivale, para un plasma de B0 = 1 T y
a = 0.25 m a D0 ∼ 0.05 m2/s. Es decir, Dtur ∼ 0.5 m2/s, que es un valor no muy
lejano a los que se encuentran en medidas experimentales. Adema´s, Dtur es mucho
mayor que la difusividad banana neocla´sica de part´ıculas, que para un plasma
de Te = 100 eV y ne = 10
19 m−3 tiene un valor Dneo ∼ 10−3 m2/s (donde se ha
utilizado q ∼ 1.5 y ε ∼ 0.25).

Cap´ıtulo 6
Difusio´n fraccionaria: un modelo
de transporte para plasmas de
fusio´n
En el cap´ıtulo anterior discutimos el paradigma de la Criticalidad Auto-Organizada
y su posible papel en el entendimiento del transporte turbulento radial en plas-
mas de fusio´n, as´ı como su grado de robustez en presencia de un canal difusivo
subdominante. Dicho modelo [50,51,54] fue introducido como respuesta a una se-
rie de resultados experimentales que esta´n en contradiccio´n con una descripcio´n
puramente difusiva. Tales resultados inclu´ıan el escalado de los tiempos de confi-
namiento con el taman˜o de las ma´quinas en modo L, feno´menos con alta velocidad
de propagacio´n, propagacio´n no local o la existencia de correlaciones en escalas
temporales grandes del nivel de fluctuaciones.
De ser cierto el hecho de que el transporte radial en estos plasmas carece de
escalas espacio-temporales caracter´ısticas, no ser´ıa posible su descripcio´n en el
marco difusivo tradicional basado en la ley de Fick. As´ı, el paradigma difusivo falla
a la hora de contrastar los resultados experimentales con las predicciones teo´ricas
ya que por definicio´n describe procesos locales, Gaussianos y sin correlaciones a
largos tiempos. De acuerdo a la ley de Fick, los flujos, que contienen la informacio´n
dina´mica de los procesos de transporte, dependen del valor local de las cantidades,
esto es, de los gradientes de los campos. Por otro lado la hipo´tesis Markoviana, que
supone que los efectos de memoria son despreciables en el proceso de transporte,
implican localidad temporal (en el ape´ndice A se describen brevemente los procesos
Gaussianos y de Markov). A nivel microsco´pico, los procesos difusivos asumen la
existencia de un proceso estoca´stico gaussiano decorrelacionado, como puede ser
un random walk. Para evitar esta serie de restricciones que imponen los procesos
difusivos es necesario desarrollar modelos que vayan ma´s alla´ y as´ı poder dar una
descripcio´n ma´s adecuada del transporte.
Existen muchos mecanismos que pueden generar difusio´n ano´mala en un plas-
103
104 6. Difusio´n fraccionaria: un modelo de transporte para plasmas de fusio´n
ma. La existencia de estructuras coherentes, procesos tipo avalancha, streamers1,
etc, pueden cambiar de forma significante el cara´cter del transporte.
En este cap´ıtulo se describe la aplicacio´n de dos formalismos matema´ticos ca-
paces de modelar los mecanismos de transporte carentes de escalas caracter´ısticas
ya vistos en el cap´ıtulo anterior, con el objetivo de caracterizar las propiedades tipo
SOC del transporte generado por turbulencia DTEM y su modificacio´n en presen-
cia de difusio´n colisional. Se trata, en concreto, de los Continuous Time Random
Walk (CTRW) y las ecuaciones de transporte fraccionario. Para construir tales
modelos se necesita determinar una serie de exponentes, que generalmente sera´n
fraccionarios debido al cara´cter no local y no Markoviano del transporte. Adema´s,
la medicio´n de estos exponentes sirve como diagno´stico de las propiedades no di-
fusivas presentes en el mismo.
El cap´ıtulo se organiza como sigue: en primer lugar se hara´ una pequen˜a in-
troduccio´n de los CTRWs y de las ecuaciones de transporte fraccionarias. A con-
tinuacio´n se describira´ co´mo es posible determinar, a partir de las simulaciones,
los exponentes necesarios para completar los modelos. Para ello se analizara´n las
trayectorias descritas por part´ıculas test (tracers) bajo la influencia del campo de
velocidades turbulento. Finalmente, discutiremos la relacio´n de estos resultados
con los descritos en el cap´ıtulo anterior.
6.1. Difusio´n ano´mala
Desde los primeros desarrollos teo´ricos, los modelos difusivos han jugado un papel
muy importante en la descripcio´n del transporte del plasma. Estos modelos tienen
la forma gene´rica,
∂n
∂t
=
∂
∂x
[
D
∂n
∂x
]
+ S(x, t), (6.1)
donde S es una fuente, n es la densidad y por simplicidad se plantea la ecuacio´n en
una dimensio´n (x podr´ıa representar la coordenada radial por ejemplo). Bajo esta
aproximacio´n, el problema se limita a modelar la difusividad D, que en general
dependera´ de x y t. En el caso de modelos no lineales, D tambie´n dependera´ de
n. Tradicionalmente, los coeficientes de transporte eran estimados teo´ricamente
mediante esquemas de renormalizacio´n [64, 65], o simulaciones nume´ricas [66, 67].
Despue´s se integraban en ecuaciones de difusio´n para la densidad, momento o
energ´ıa (segu´n el caso) y se contrastaban con los valores obtenidos experimental-
mente [68,69]. Sin embargo, la validez del paradigma difusivo requiere la existencia
de escalas espacio-temporales bien definidas [70,71], lo que parece estar en contra-
diccio´n con los resultados experimentales [72–79].
1Los streamers son estructuras localizadas poloidalmente y elongadas segu´n la direccio´n radial.
Debido a esto, causan un grave deterioro en el confinamiento ya que pueden conectar intervalos
radiales de taman˜os pro´ximos al radio menor del dispositivo.
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6.1.1. El Continuous Time Random Walk
El modelo de difusio´n esta´ndar (6.1) esta´ relacionado con el modelo random walk
browniano [80]. Esta conexio´n da una visio´n sencilla del significado f´ısico de la
ecuacio´n de difusio´n. Un random walk describe la dina´mica de part´ıculas que
experimentan desplazamientos aleatorios en intervalos regulares de tiempo. Los
desplazamientos son variables aleatorias tomadas de una funcio´n densidad de pro-
babilidad. Hay dos suposiciones ba´sicas en un random walk: los saltos esta´n deco-
rrelacionados y la densidad de probabilidad de los desplazamientos tiene varianza
finita. F´ısicamente, esto u´ltimo significa que existe una escala espacial bien de-
finida, por lo que la probabilidad de dar grandes saltos es muy pequen˜a. Como
los pasos se realizan a intervalos regulares de tiempo, tambie´n existe una escala
temporal caracter´ıstica. La ecuacio´n de transporte apropiada en estos casos es la
ecuacio´n de difusio´n, pues se trata de un proceso sin memoria y sin correlaciones
espaciales.
El Continuous Time Random Walk, propuesto por Montroll y Weiss [81], es
una generalizacio´n del random walk esta´ndar. En su forma ma´s simple (separa-
ble), describe el movimiento de un nu´mero arbitrario de part´ıculas, cada una de las
cuales espera en su posicio´n r′ durante un lapso de tiempo2 ∆t hasta que realiza
un salto o paso de magnitud ∆r, movie´ndose a r = r′ + ∆r. Despue´s de llegar a
la nueva posicio´n, esperara´ durante otro lapso de tiempo, repitie´ndose el proce-
so indefinidamente. Las cantidades ∆t y ∆r se toman de funciones densidad de
probabilidad, ψ(∆t) y p(∆r), que contienen toda la informacio´n dina´mica del sis-
tema. La clave para describir correctamente dicha dina´mica sera´ por tanto el hacer
una correcta eleccio´n de ambas PDFs. Una vez conocidas las PDFs, la evolucio´n
temporal de la densidad de part´ıculas n(r, t) se describe mediante una ecuacio´n
maestra generalizada3,
∂n(r, t)
∂t
=
∫ t
0
dt′φ(t− t′)
[∫
dr′p(r− r′)n(r′, t′)− n(r, t′)
]
, (6.2)
que establece la conservacio´n de la cantidad total de part´ıculas [82]. El primer
te´rmino entre corchetes representa la cantidad de part´ıculas que se mueven de r′
a r. El segundo te´rmino representa la cantidad de part´ıculas que dejan la posicio´n
r. La suma de ambas contribuciones da el ritmo local de cambio de la cantidad
de part´ıculas (en este caso de la densidad). La funcio´n φ es la llamada funcio´n de
memoria y su transformada de Laplace esta´ relacionada con la PDF de los tiempos
de espera: φ(s) = sψ(s)/(1− ψ(s)).
Si los saltos se producen de manera decorrelacionada, es decir, si el proceso no
tiene memoria, la funcio´n generadora de los tiempos de espera debera´ obedecer a
2A estos lapsos temporales se les denomina waiting times. En castellano, tiempos de espera.
3En ingle´s, Generalized Master Equation (GME).
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un proceso de Poisson, ψ(∆t) = τ−10 exp(−∆t/τ0), siendo τ0 el tiempo de espera
medio. En ese caso, la funcio´n de memoria queda φ(t) = τ−10 δ(t) y la ecuacio´n
maestra generalizada se convierte en una GME Markoviana,
∂n(r, t)
∂t
=
1
τ0
[∫
dr′p(r− r′)n(r′, t′)− n(r, t′)
]
, (6.3)
donde ahora la historia pasada no interviene al haber desaparecido la integral
temporal.
Supongamos ahora que, adema´s de tener una PDF exponencial para los tiem-
pos de espera (distribucio´n de Poisson), la PDF correspondiente a los saltos es
Gaussiana, p(∆r) = (2piσ)−1/2 exp(−|∆r|2/2σ2). En ese caso, a partir de la GME
correspondiente (6.3), haciendo un desarrollo en serie de Taylor alrededor de r y
manteniendo los te´rminos de orden ma´s bajo se recupera la ecuacio´n de difusio´n
cla´sica,
∂n(r, t)
∂t
= D∇2n(r, t), D = σ2/τ0, (6.4)
donde la difusividadD se expresa como el cociente entre el desplazamiento cuadra´ti-
co medio, σ2 y el tiempo de espera medio, τ0. σ es por tanto el taman˜o medio de
los saltos que realizan las part´ıculas.
El poder del formalismo CTRW recae en el hecho de que las PDFs no tienen por
que´ ser exponenciales o Gaussianas como en el caso particular anterior, pudie´ndose
modelar procesos cuya dina´mica sea no local y con memoria.
Desde el punto de vista de la difusio´n cla´sica, el escalado del desplazamiento
cuadra´tico medio de las part´ıculas debe obedecer,〈|∆r|2〉 ∼ t, (6.5)
donde los pare´ntesis angulares representan el promedio sobre todas las part´ıculas.
Sin embargo, en muchos sistemas se encuentra que el escalado va como t2ν , siendo
ν el exponente de transporte o ı´ndice de autosimilaridad, con ν 6= 1/2 [83, 87].
Cuando ν < 1/2 se dice que el proceso es subdifusivo, mientras que si 1/2 < ν < 1
el proceso sera´ superdifusivo. El exponente ν es uno de los exponentes ba´sicos a
determinar en nuestro modelo.
Como ya se vio en el cap´ıtulo anterior, un ejemplo t´ıpico de sistema dina´mico
cuyo comportamiento no verifica la expresio´n (6.5) es el sandpile [50,57], cuyas ca-
racter´ısticas de transporte son no locales, con efectos de memoria, y superdifusivas.
La relevancia de este tipo de dina´micas en el caso de plasmas confinados magne´ti-
camente se ha confirmado mediante simulaciones de turbulencia FD [47,54,59,84]
y mediante resultados experimentales en diferentes tokamaks [52, 76, 78, 79, 85].
Por todo esto, es necesario ir ma´s alla´ del paradigma difusivo y encontrar nuevos
modelos que incluyan efectos no locales y con memoria, como es el caso de los
CTRWs.
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6.1.2. L´ımite fluido del CTRW: Ecuaciones Diferenciales
Fraccionarias
En el l´ımite fluido, los detalles del CTRW que son irrelevantes en escalas temporales
o espaciales suficientemente grandes no son tenidos en cuenta. Equivalentemente,
la ecuacio´n que se obtiene en el l´ımite fluido reflejara´ las propiedades caracter´ısticas
del transporte del CTRW en el l´ımite de grandes distancias y largos tiempos. For-
malmente, esto se hace en el l´ımite de un sistema infinito. As´ı, el l´ımite de grandes
distancias es equivalente a tomar k −→ 0 en el espacio de Fourier. Ana´logamen-
te, el l´ımite de largos tiempos se lleva a cabo haciendo, en el espacio de Laplace,
s −→ 0. La transformada de Fourier-Laplace de la ecuacio´n maestra generalizada
(6.3) queda,
sn(k, s)− n(k, 0) = φ(s) (p(k)− 1)n(k, s), (6.6)
donde se ha aplicado el teorema de la convolucio´n y la definicio´n de transformada
de Laplace de la derivada. Resolviendo (6.6) se obtiene la transformada de Fourier-
Laplace de la densidad,
n(k, s) =
n(k, 0)
s− φ(s) (p(k)− 1) =
n0(k) (1− ψ(s))
s (1− ψ(s)p(k)) , (6.7)
donde la funcio´n de memoria ψ se ha escrito en te´rminos de la transformada de
Laplace de la PDF de los tiempos de espera. n0(k) es la transformada de Fourier de
la densidad inicial. A la expresio´n (6.7) se le llama ecuacio´n de Montroll-Weiss [81].
Podemos tomar el l´ımite fluido haciendo k −→ 0 y s −→ 0 en la ecuacio´n de
Montroll-Weiss [o en la Ec. (6.6)]. Para ello, asumiremos que las funciones p y ψ son
de la familia de Le´vy (ver Ape´ndice B). Recurrimos a este tipo de funciones puesto
que la familia de distribuciones de Le´vy estables satisfacen una versio´n general del
teorema central del l´ımite que no requiere decaimiento exponencial para valores
altos del argumento [90,91].
En el l´ımite k −→ 0 se tiene,
p(k) = Pα,0,σ(k) ' 1− σα|k|α. (6.8)
Ana´logamente, la transformada de Laplace de las PDFs de Le´vy extremales posi-
tivas [Ec. (B.6)] se escribe, en el l´ımite s −→ 0,
ψ(s) = Pβ,1,τ0 ' 1− A−1β τβ0 sβ, (6.9)
donde queda incluida la exponencial si β = 1 y,
Aβ =
{
cos
(
piβ
2
)
, β < 1
1, β = 1
. (6.10)
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Sustituyendo las expresiones obtenidas para p y ψ [Ecs. (6.8) y (6.9)] en (6.6), se
obtiene el l´ımite fluido para la ecuacio´n de Montroll-Weiss,
n(k, s) ' n0(k)
[
s+D[α,β]s
1−β|k|α]−1 , (6.11)
donde se ha definido el coeficiente D[α,β] = Aβσ
α/τβ. La Ec. (6.11) se puede rees-
cribir de la siguiente manera,
sn(k, s)− n0(k) = −D[α,β]s1−β|k|αn(s, k). (6.12)
Utilicemos a continuacio´n las propiedades de los operadores fraccionarios respecto a
la transformada de Fourier (ver Ape´ndice C). Mediante la expresio´n (C.5) podemos
calcular la transformada inversa de Fourier de (6.12), dando como resultado la
siguiente ecuacio´n diferencial fraccionaria en el espacio real,
sn(s, x)− n0(x) = D[α,β]s1−β ∂
αn
∂|x|α . (6.13)
So´lo queda realizar la transformada inversa de Laplace de (6.13). Para ello, multi-
plicaremos ambos miembros por sβ−1 y utilizaremos las propiedades del operador
diferencial fraccionario de Caputo (C.7) respecto a la transformada de Laplace
(C.8) para obtener la siguiente ecuacio´n diferencial fraccionaria4 en el espacio y en
el tiempo,
∂βc n
∂tβc
= D[α,β]
∂αn
∂|x|α . (6.14)
Se llega a la conclusio´n de que utilizar una FDE como la dada por (6.14) con
exponentes α, β y una difusividad fraccionaria efectiva D[α,β] es equivalente, en el
l´ımite fluido, a utilizar un CTRW con p = Pα,0,σ(∆x) y ψ = Pβ,1,τ0(∆t) [83,86–88].
La ventaja que presentan las FDEs es que muchas de sus propiedades son conocidas
anal´ıticamente, como por ejemplo sus propagadores [83]. El propagador G(r, t) (r
es la coordenada espacial y t el tiempo) no es ma´s que la evolucio´n temporal
de una condicio´n inicial dada por una funcio´n δ(r − r′). Es decir, proporciona la
distribucio´n de probabilidad de encontrar a una part´ıcula, inicialmente en r′, en
el punto r en el instante t. Este hecho es de gran importancia en aplicaciones
nume´ricas, puesto que es posible calcular el propagador directamente durante la
simulacio´n.
El modelo (6.14) se basa en el uso de operadores diferenciales fraccionarios,
que son generalizaciones de las derivadas naturales. Las derivadas fraccionarias son
operadores integro-diferenciales, muy u´tiles para modelar efectos de no-localidad
en el transporte. A diferencia de la ecuacio´n puramente difusiva (6.1), los ı´ndices
α y β ya no tienen por que´ valer 2 y 1 respectivamente. De hecho, en diferentes
4Para designarlas se suele utilizar las siglas FDE (Fractional Differential Equation).
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simulaciones se encuentra que β < 1, α < 2 y 2β > α como valores t´ıpicos en
los reg´ımenes de intere´s de un plasma de fusio´n. Este comportamiento se observa
para escalas espaciales y temporales que van desde unas pocas veces las mı´nimas
posibles impuestas por la resolucio´n de la simulacio´n hasta las ma´ximas dadas por
el taman˜o del sistema y la duracio´n total.
En la Fig. 6.1 se muestran los diferentes reg´ımenes de transporte en funcio´n
de los valores nume´ricos de los ı´ndices α y β. La ecuacio´n difusiva esta´ represen-
Figura 6.1: Espacio parame´trico α− β para la Ec. (6.14).
tada por el punto rojo, α = 2, β = 1. La l´ınea azul, α = 2, representa procesos
gaussianos. En esos casos, si β < 1, tendremos subdifusio´n, mientras que si β > 1
tendremos superdifusio´n. De la misma manera, la l´ınea verde, β = 1, representa
procesos Markovianos. En tales casos, si α = 2 se recupera la ecuacio´n de difusio´n,
mientras que si α < 2 tendremos superdifusio´n. La l´ınea roja representa procesos
que verifican ν = β/α = 1/2, caracterizados porque los desplazamientos promedio
escalan con el tiempo de la misma forma que los procesos puramente difusivos,
a pesar de que los ı´ndices α y β puedan tomar cualquier valor, siempre que se
verifique la condicio´n anterior. La l´ınea negra, α = β =⇒ ν = 1, representa los
procesos caracterizados por tener propagacio´n bal´ıstica. La zona azul representa
procesos subdifusivos y las zonas amarilla y oro los superdifusivos, siendo la l´ınea
verde, dentro de estos u´ltimos, la frontera entre los que presentan β < 1 o β > 1.
Las FDEs con α 6= 2 y β 6= 1 son no gaussianas y no markovianas. Una
caracter´ıstica muy interesante es que el promedio de los diferentes momentos de
los desplazamientos verifica,
〈|∆r|n〉 ∼ tnν(n), (6.15)
siendo ν el exponente de transporte, ν = β/α. Esta ecuacio´n es similar a la que se
obtiene para el caso difusivo [Ec. (6.5)]. La diferencia esta´ en que ahora el escalado
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con el tiempo tiene una dependencia en ν que para el caso difusivo no aparece
puesto que all´ı ν = 1/2.
6.2. Obtencio´n de las trayectorias
Tanto los CTRWs como las FDEs describen el movimiento de part´ıculas en base
a dos exponentes: α (espacial) y β (temporal), que dan lugar al exponente de
transporte ν = β/α. Puesto que ambos exponentes se refieren al movimiento de
part´ıculas, su determinacio´n requiere el seguimiento de las trayectorias efectuadas
por las part´ıculas individuales arrastradas por la turbulencia. Se las conoce como
part´ıculas test o tracers.
Supondremos que segu´n la direccio´n perpendicular al campo magne´tico confi-
nante B, los tracers se movera´n bajo la influencia del flujo turbulento, VE×B =
E×B/B2, ma´s la deriva diamagne´tica, V∗n = csρs/Ln, que hace rotar al plasma
segu´n la direccio´n poloidal. No consideraremos la fuerza de Lorentz y simplemen-
te seguiremos la trayectoria del centro de gu´ıa de las part´ıculas. En cuanto a la
componente paralela de la velocidad, V||, supondremos que las part´ıculas son libres
debido a la simetr´ıa de equilibrio que tienen los dispositivos como el tokamak y
por lo tanto se mantendra´ constante.
Las trayectorias son solucio´n de la ecuacio´n del movimiento,
dr
dt
= V(r, t) = V⊥ + V||b, (6.16)
donde V⊥ = VE×B + V∗n. Dado que nuestro modelo es electrosta´tico, toda la
informacio´n sobre la evolucio´n turbulenta esta´ contenida en el potencial φ˜,
VE×B = −∇φ˜× b/B. (6.17)
A partir de (6.17) se obtienen las componentes radial y poloidal de la velocidad,
Vr = −∇θφ× b/B
Vθ = ∇rφ× b/B. (6.18)
El co´digo utilizado en la resolucio´n de la turbulencia obtiene la solucio´n para
la densidad fluctuante normalizada, nˆ = n˜/n0, que esta´ relacionada con el nivel de
fluctuaciones electrosta´tico, φ˜, a trave´s de la ecuacio´n de Boltzmann modificada
ya vista en el cap´ıtulo 2. Su expresio´n en forma adimensional es,
φˆ = (1 + iδ) nˆ, (6.19)
donde φˆ = eφ˜/T0, δ = α
√
εV∗Tkθ/νeff y nˆ = n˜/n0.
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6.2.1. Inicializacio´n del ca´lculo
Las posiciones de las part´ıculas son inicializadas de forma aleatoria dentro del
intervalo en el que existe campo turbulento (superficies racionales). As´ı, la dis-
tribucio´n de las posiciones iniciales segu´n las tres coordenadas es aleatoria en los
intervalos: r0 ∈ [0.50, 0.73], θ0 ∈ [0, 2pi] y z0 ∈ [0, L] (ζ0 ∈ [0, 2pi]). Fuera de ellos
las trayectorias ya no obedecen a la ecuacio´n del movimiento dada por (6.16). En
cuanto a las velocidades iniciales, son mu´ltiples las posibles elecciones, pero en
general elegiremos: V⊥0 = 0 y V||0 = V||.
6.3. Escalas espacio-temporales
Centraremos el estudio en el re´gimen de la mesoescala. Los feno´menos que podemos
incluir es este intervalo tienen escalas temporales comprendidas entre las mı´nimas
dadas por el tiempo de decorrelacio´n de la turbulencia hasta las ma´ximas impuestas
por el tiempo de confinamiento de las part´ıculas. Espacialmente, la mesoescala
abarca taman˜os que van desde los mı´nimos impuestos por la coherencia o longitud
de decorrelacio´n espacial de la turbulencia, hasta los ma´ximos dados por el taman˜o
del sistema. En la Fig. 6.2 se muestra esquema´ticamente el rango que abarca el
citado re´gimen.
Figura 6.2: Mesoescala.
Es conveniente que la magnitud de la mesoescala sea lo ma´s grande posible,
sobre todo en estudios como el que se realiza en este trabajo en los que la autosimi-
laridad juega un papel importante. Cuando esto sucede, las funciones distribucio´n
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de la probabilidad de diferentes cantidades (por ejemplo de las velocidades La-
grangianas de las part´ıculas), decaen algebraicamente en las colas y para poder
analizar ese decaimiento es necesario tener suficiente estad´ıstica, ya sea en longitu-
des o en tiempos. Cuando llegamos a los l´ımites de la mesoescala la autosimilaridad
desaparece puesto que el modelo de turbulencia utilizado so´lo tiene validez en ese
rango y las funciones de distribucio´n sufren distorsiones. Como veremos en las si-
guientes secciones, en nuestro caso la mesoescala cubre apenas una de´cada en su
componente espacial, mientras que en la componente temporal existe un factor de
entre 50 y 400, segu´n la difusividad. Ser´ıa deseable al menos dos de´cadas en la
componente espacial, pero con los para´metros utilizados en este trabajo eso no es
posible.
6.3.1. Escalas espaciales
Una vez llegado el estado estacionario, los eddies se distribuyen espacialmente que-
dando anclados a las superficies racionales [Fig. 6.3(a)]. En las Figs. 6.3(b)−(c) se
muestran en detalle dos secciones perpendiculares al eje del cilindro, en el plano
Z = L/2. A medida que la difusividad aumenta sobre el perfil, el nivel de fluctua-
ciones tambie´n lo hace. Por otro lado, las estructuras tienen mayores dimensiones
y el transporte asociado a ellas sera´ consecuentemente mayor. En ambos casos
la turbulencia es homoge´nea y aniso´tropa, tal como predice la ecuacio´n para las
fluctuaciones.
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Figura 6.3: (a) Proyeccio´n segu´n las tres direcciones del cilindro (planos X = 0,
Y = 0 y Z = 0) de los contornos de densidad fluctuante. (b)−(c) Proyeccio´n
sobre el plano Z = 0 de los contornos de densidad fluctuante con D0 = 0 y
D0 = 10−7 a2Ωi respectivamente.
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Longitud de decorrelacio´n radial
Para cuantificar el taman˜o t´ıpico de las estructuras se define la funcio´n de corre-
lacio´n radial,
C(r − r′) = 〈n˜(r, θ, ζ)n˜(r′, θ, ζ)〉 . (6.20)
Se obtiene a trave´s de las distribuciones radiales del nivel de fluctuaciones en
diferentes posiciones angulares. Los pare´ntesis angulares representan el promedio
estad´ıstico sobre las realizaciones de n˜(r, θ, ζ). En la Fig. 6.4(a) se muestran dichas
distribuciones para el caso D0 = 0. La coherencia o longitud de decorrelacio´n radial
de la turbulencia, ρd, tiene un valor de ∼ 0.01 − 0.02 a [Fig. 6.4(b)] y aumenta
ligeramente con D0. En el caso altamente difusivo (D0 = 10
−7 a2Ωi) se encuentra
que ρd ∼ 0.03− 0.05 a.
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Figura 6.4: (a) Distribuciones radiales del nivel de fluctuaciones de densidad
(caso D0 = 0) en el plano ζ = 0 para las posiciones poloidales θ = 0, θ = pi/2,
θ = pi y θ = 3pi/2 respectivamente. (b) Funciones de autocorrelacio´n radial para
las cuatro sen˜ales en (a).
6.3.2. Escalas temporales
Las escalas temporales relevantes en el ca´lculo vienen dadas en la tabla 6.1.
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Escala temporal (∆t) D0 = 0 D0 = 10
−7
Tiempo de decorrelacio´n Lagrangiano 5 10
Tiempo de decorrelacio´n Euleriano 50 100
Tiempo de confinamiento 2200 500
Tiempo de simulacio´n 104 104
Tabla 6.1: Escalas temporales ba´sicas.
Tiempo de decorrelacio´n Euleriano
La funcio´n de correlacio´n Euleriana,
CE(r− r′, t− t′) = 〈V(r, t)V(r′, t′)〉 , (6.21)
se define por medio de las series temporales de las velocidades Eulerianas, V(r, t),
cuyas sen˜ales se obtienen tomando los valores del campo de velocidades en di-
ferentes puntos r y tiempos t. Los pare´ntesis angulares representan el promedio
estad´ıstico sobre las realizaciones de V(r, t).
A partir de 6.21 se define la funcio´n de correlacio´n Euleriana a distancia nula,
CE(t− t′) = 〈V(r, t)V(r, t′)〉 . (6.22)
Hay que notar que CE(t − t′) se puede calcular para cualquier componente de la
velocidad, en particular para las componentes radial y poloidal.
En la Fig. 6.5 se muestran las velocidades Eulerianas. Las zonas ampliadas
muestran que la resolucio´n temporal de las sen˜ales es apropiada. Se han generado
64 series en diferentes posiciones dentro del plasma elegidas al azar. El promedio
de las sen˜ales Eulerianas es siempre nulo para cualquier valor de D0 y los valores
cuadra´ticos medios t´ıpicos vienen dados en la tabla 6.2.
D0 = 0 D0 = 10
−7
〈V 2r 〉1/2 /aΩi 2.5× 10−5 3.7× 10−5
〈V 2θ 〉1/2 /aΩi 1.8× 10−4 2.0× 10−4
Tabla 6.2: Valores t´ıpicos promedio de la velocidad Euleriana.
En la Fig. 6.7(a) se muestran las funciones de autocorrelacio´n Eulerianas de
las series de velocidades radial y poloidal. Para alta difusividad las colas decaen
ma´s ra´pidamente. Los tiempos de decorrelacio´n Eulerianos se situ´an en el intervalo
[50− 100] ∆t. Hay que notar que el ca´lculo se hace sin tener en cuenta la rotacio´n
diamagne´tica del plasma en direccio´n poloidal, por lo que esta cantidad no es
indicativa de la vida media de las estructuras turbulentas. Para ello, el ca´lculo
de las series debe hacerse en posiciones fijas relativas al flujo medio, es decir, en
posiciones que rotan con el fluido.
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Figura 6.5: Velocidades Eulerianas. En (a) y (b) se muestran las componentes
radial y poloidal en una misma posicio´n con D0 = 0. En (c) y (d) se muestran
las componentes radial y poloidal en una misma posicio´n con D0 = 10−7 a2Ωi.
Tiempo de decorrelacio´n Lagrangiano
La funcio´n de correlacio´n Lagrangiana,
CL(t− t′) = 〈V[r(t), t]V[r′, t′]〉 , (6.23)
se define por medio de la serie temporal de las velocidades Lagrangianas V[r(t), t].
Los pare´ntesis angulares representan el promedio estad´ıstico sobre las part´ıculas
consideradas, con posicio´n inicial r′ en el instante t′. La funcio´n r(t) representa la
trayectoria de las part´ıculas (Ec. 6.16), que se obtiene integrando la ecuacio´n,
dr
dt
= V[r(t), t], (6.24)
desde t′ hasta t, con la condicio´n inicial r(t′) = r′.
En la Fig. 6.6 se muestran las series Lagrangianas. Las zonas ampliadas mues-
tran peor resolucio´n temporal que para las sen˜ales Eulerianas. Se han generado
64 series asignando las posiciones iniciales de forma aleatoria. El promedio de las
sen˜ales Lagrangianas es siempre nulo para cualquier valor de D0 y los valores
cuadra´ticos medios t´ıpicos vienen dados en la tabla 6.3.
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Figura 6.6: Velocidades Lagrangianas. En (a) y (b) se muestran las componentes
radial y poloidal con D0 = 0. En (c) y (d) se muestran las componentes radial
y poloidal con D0 = 10−7 a2Ωi.
D0 = 0 D0 = 10
−7
〈V 2r 〉1/2 /aΩi 2.0× 10−5 3.8× 10−5
〈V 2θ 〉1/2 /aΩi 1.4× 10−4 2.0× 10−4
Tabla 6.3: Valores t´ıpicos promedio de la velocidad Lagrangiana.
En la Fig. 6.7(b) se muestran las funciones de autocorrelacio´n Lagrangianas
de las series de las velocidades radial y poloidal para dos valores de la difusividad
D0. Debido a que ahora las sen˜ales se toman siguiendo la o´rbita de los tracers y
no en puntos fijos, los tiempos de decorrelacio´n Lagrangianos son menores que los
Eulerianos, situa´ndose en el intervalo [5 − 10] ∆t, es decir, aproximadamente un
orden de magnitud menores que los Eulerianos.
Tiempo de confinamiento
La evolucio´n temporal de los tracers nos dara´ otra estimacio´n del tiempo de con-
finamiento, adema´s de la ya vista en el cap´ıtulo anterior. Para ello se construye la
serie temporal Nin(t), que lleva el recuento de la cantidad de tracers que perma-
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Figura 6.7: Funciones de autocorrelacio´n promedio para las series de velocida-
des (a) Eulerianas y (b) Lagrangianas. En ambos casos esta´n representadas las
componentes radial y poloidal para D0 = 0 y D0 = 10−7 a2Ωi.
necen dentro del intervalo r ∈ [0.48, 0.75] en el instante t. Comenzamos el ca´lculo
con 105 tracers. En la Fig. 6.8 se muestran las series para diferentes valores de D0.
El decaimiento es aproximadamente exponencial5,
Nin(t) = N0e
− t
τc , (6.25)
y a medida que aumenta la difusividad el tiempo de confinamiento decrece. Las
l´ıneas discontinuas representan las rectas del ajuste lineal de las funciones Nin en
los casos extremos. As´ı, para D0 = 0, tenemos que el tiempo de confinamiento vale
τc ' (ln 10 · 0.0002)−1 ' 2200 ∆t. Sin embargo, para las mayores difusividades, el
tiempo de confinamiento disminuye hasta el valor τc ' (ln 10·0.00084)−1 ' 500 ∆t.
Existe acuerdo cualitativo entre estos resultados y los obtenidos en el cap´ıtulo
anterior. El tiempo de confinamiento obtenido a partir de la difusividad efectiva,
τDc ' 1500 ∆t es comparable al que ahora obtenemos para D0 = 0. Adema´s, con
los tracers somos capaces de estimar el cambio en los tiempos de confinamiento a
medida que var´ıa el para´metro D0.
El tiempo de confinamiento es inversamente proporcional a la temperatura,
siendo los valores obtenidos en este apartado los correspondientes a un plasma de
Te = 100 eV .
5Definido de esta manera, τc representa el tiempo transcurrido hasta que la fraccio´n de part´ıcu-
las que no escapan sea un factor 1/e de las que hab´ıa inicialmente.
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integracio´n en funcio´n del tiempo, Nin(t), para diferentes valores de D0. (b)
Idem, en escala semi-logar´ıtmica.
6.4. Determinacio´n nume´rica de los exponentes
fraccionarios
La informacio´n obtenida de los tracers se puede interpretar utilizando el concepto
de cine´tica fraccionaria ya visto en la seccio´n 6.1.2. Las fluctuaciones del plasma (en
nuestro caso de densidad) influencian el transporte de las part´ıculas, de forma que
en ocasiones circulan alrededor de las estructuras coherentes, pudiendo estar atra-
padas durante tiempos muy largos, y en otras saltan de unas estructuras a otras6,
pudiendo ser estos saltos de cualquier magnitud, dentro de la restriccio´n impuesta
por el taman˜o del sistema. La combinacio´n de ambos efectos, atrapamiento en los
eddies y saltos entre ellos, genera un transporte caracterizado por la no-localidad
espacial y temporal. As´ı, en el modelo esta´n presentes las caracter´ısticas ba´sicas
de la difusio´n ano´mala.
Hemos visto que los exponentes α y β son esenciales en la clasificacio´n dina´mica
del transporte, as´ı como en la construccio´n de un modelo de transporte efectivo. De
igual manera, el exponente de transporte ν = β/α juega un papel muy importante.
El exponente ma´s sencillo de determinar es el exponente de transporte ν, que
describe el escalado temporal promedio de los diferentes momentos de los desplaza-
mientos radiales de los tracers. En sistemas no autosimilares, o con diferentes zonas
6Cuando una part´ıcula salta de una estructura a otra se dice que ha efectuado un vuelo o
flight en ingle´s.
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de autosimilaridad, el exponente ν depende del momento n. Eso puede ser debido
a la falta de estad´ıstica y/o a limitaciones inherentes al propio me´todo de ca´lculo.
En otros casos, se puede tratar de un sistema multi-fractal. Para determinar α y
β es necesario utilizar me´todos un poco ma´s elaborados.
Existen varias maneras de determinar estos exponentes, basadas en los dos
formalismos explicados anteriormente. Por ejemplo, considerando el CTRW, el
exponente α esta´ relacionado con el decaimiento de la cola de la distribucio´n de
probabilidad de los saltos efectuados por las part´ıculas transportadas [que decae
como −(1 + α)]. As´ı, encontrando una buena definicio´n de lo que constituye un
salto radial y un tiempo de atrapamiento (tiempo de espera) para los tracers
arrastrados por la turbulencia, de la estad´ıstica de ambos se podra´n deducir α
y β, mientras que el exponente de transporte se calcula a partir de los primeros
mediante ν = β/α.
Tambie´n se puede sacar provecho del conocimiento anal´ıtico de los propaga-
dores de las ecuaciones fraccionarias, como se menciono´ al comienzo del cap´ıtulo.
El propagador G(r, t) proporciona la distribucio´n de probabilidad de encontrar
a tiempo t a cualquier part´ıcula a una distancia r de su posicio´n inicial. Estos
propagadores son muy fa´ciles de construir nume´ricamente: no hay ma´s que seguir
las trayectorias de las part´ıculas test arrastradas por la simulacio´n y construir la
distribucio´n de probabilidad de sus desplazamientos respecto de su posicio´n inicial
en funcio´n del tiempo. Usando el hecho de que el propagador anal´ıtico de una
ecuacio´n fraccionaria con exponente espacial α ha de decaer con una cola de ex-
ponente −(1 +α), se puede determinar α. La anchura del propagador crece con el
tiempo, dependiendo del exponente de transporte ν. Una vez determinados ambos,
se obtiene el exponente temporal β = αν.
Una tercera posibilidad, no discutida aqu´ı en detalle pero presentada en la
referencia [89], se refiere a la estad´ıstica de las velocidades Lagrangianas de los
tracers. Como el exponente de transporte ν coincide con el exponente de Hurst
H de la serie de velocidades Lagrangiana, puede determinarse mediante el ana´lisis
R/S de la velocidad de los tracers a lo largo de sus trayectorias. Asimismo, la
distribucio´n de probabilidad de las velocidades Lagrangianas decae como −(1+α).
Nuevamente, β = αν.
Merece la pena discutir cual ser´ıa el resultado obtenido con estas te´cnicas si el
transporte fuese difusivo. Dicho caso corresponde a los valores de los exponentes
α = 2, β = 1 y ν = 1/2. En el caso del CTRW se encontrar´ıa, como ya se vio,
que la distribucio´n de probabilidad de las saltos es Gaussiana y la de los tiempos
de espera exponencial. En el caso de las ecuaciones fraccionarias, se encontrar´ıan
propagadores Gaussianos, cuyas anchuras crecen con la ra´ız cuadrada del tiempo.
En el caso del ana´lisis de la estad´ıstica de las velocidades Lagrangianas, se encon-
trar´ıa que esta´n distribuidas de acuerdo a una Gaussiana y que su exponente de
Hurst es ν = 1/2.
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A continuacio´n aplicaremos todas estas te´cnicas a la simulacio´n nume´rica de
nuestro sistema DTEM con dina´mica SOC. Usaremos para ello los dos casos l´ımites
examinados en el cap´ıtulo anterior: el caso con difusividad nula y el caso con un
canal difusivo subdominante con difusividad D0 = 10
−7 a2Ωi.
6.4.1. Escalado de los desplazamientos radiales promedio
en funcio´n del tiempo
Comenzamos, por tanto, determinando el coeficiente de autosimilaridad en el
transporte, ν. Para ello se calculan los diferentes momentos de los desplazamientos
radiales de los tracers respecto a su posicio´n inicial en funcio´n del tiempo. Con ese
objetivo, se evalu´a la Ec. (6.15) para diferentes valores de n, mayores y menores
que la unidad. Si la funcio´n distribucio´n de la probabilidad (PDF) de las posiciones
radiales de las part´ıculas en diferentes tiempos no es autosimilar, el exponente ν
puede ser funcio´n de n. La consideracio´n de los diferentes momentos de la PDF
nos permitira´ extraer la informacio´n que buscamos acerca de las propiedades de
autosimilaridad.
El mayor inconveniente que nos encontramos al estudiar la dina´mica de los
tracers es el taman˜o finito del sistema. Este problema se acentu´a debido a la exis-
tencia de part´ıculas no atrapadas en los vo´rtices, que pueden realizar saltos radiales
de magnitudes comparables al taman˜o del sistema. Tales part´ıculas llegara´n a los
l´ımites en lapsos temporales muy cortos. Para evitar tales pe´rdidas, las part´ıculas
que van saliendo por la frontera son reincorporadas a la caja computacional en
posiciones aleatorias, de forma que se mantienen siguiendo sus o´rbitas como si su
posicio´n radial careciese de l´ımites. En este sentido, el nu´mero de tracers que se
sigue permanece constante. Esta te´cnica permite seguir un determinado nu´mero de
part´ıculas por el tiempo que se desee, aunque genera distorsiones en los resultados
que deben ser tenidas en cuenta.
Se han utilizado 2000 tracers con inicializaciones aleatorias tal como se ex-
plico´ en la seccio´n 6.2.1 y se siguen durante 104 pasos, que equivale a 4 tiempos
de confinamiento para el caso D0 = 0. Para un intervalo temporal que abarca
aproximadamente dos de´cadas (t > 100), los distintos momentos de las posiciones
de las part´ıculas pueden ajustarse mediante una ley de potencias. Como ejemplo,
en la Fig. 6.9 se muestran los momentos n = 1 y n = 2, obtenie´ndose en los ajus-
tes ν = 0.77 y ν = 0.705 respectivamente. Esto es una clara indicacio´n de que el
transporte es superdifusivo. La PDF de las posiciones de los tracers en diferentes
tiempos, P (r, t), presenta diferente escalado en funcio´n del valor de r, es decir,
no es posible realizar un u´nico escalado del tipo P (r, t) = t−νF (r/tν) para todas
las posibles posiciones con el mismo valor de ν. Esta rotura de la autosimilaridad
a diferentes escalas es debida a las part´ıculas que van saliendo del sistema como
consecuencia de su taman˜o finito y afecta a la regio´n de altas r′s. Por lo tanto,
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Figura 6.9: Primer y segundo momentos de los desplazamientos radiales prome-
dio de los tracers en funcio´n del tiempo.
para estimar correctamente el valor de ν, se han calculado los diferentes momen-
tos de la funcio´n de distribucio´n de las posiciones radiales [Ec. (6.15)]. En la Fig.
6.10(a) se muestran los valores que toma el producto nν en funcio´n de n. En el
caso no difusivo (puntos azules) se observan dos regiones asinto´ticas, para valores
de n bajos (se muestra ampliado) y altos. En cada caso, la informacio´n obtenida
se corresponde al comportamiento dina´mico para r . a y r & a respectivamente.
Existen dos regiones asinto´ticas con distinto escalado lineal (caso D0 = 0).
Cuando n ≤ 2, el ajuste da la informacio´n referente a las zonas de la PDF con r
pequen˜o, mientras que para valores mayores que 2, la informacio´n se refiere a la
zona de la funcio´n de distribucio´n con valores de r grandes. Concretamente, para
n = 2 se obtiene ν = 0.69 mientras que con el ajuste lineal de los puntos en la zona
n ≤ 2 se obtiene globalmente ν = 0.7, valores ambos muy parecidos. En cambio,
cuando n > 2 la pendiente cambia. Por ejemplo, para n = 20 se obtiene ν = 0.55
y del ajuste lineal de los puntos en la zona n > 2 se obtiene exactamente el mismo
valor. Se deduce que para valores altos de n, ν(n) tiende asinto´ticamente a 1/2.
El comportamiento con alta difusividad es diferente. En este caso el escalado
lineal es constante, independientemente del valor de n [ver l´ınea roja discontinua
en la Fig. 6.10(a)]. El valor de la pendiente es ν = 0.55, consistente con lo que se
obtuvo mediante el ana´lisis de Hurst de la funcio´n g(t) en el cap´ıtulo anterior.
Para una part´ıcula que no haya escapado fuera de los l´ımites del sistema, la
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escala radial t´ıpica de sus vuelos sera´ del orden de su propia posicio´n. Por lo tanto,
dicha part´ıcula no sabe todav´ıa que existe un l´ımite para el taman˜o de dichos
vuelos. Cuando se sumen los vuelos de todas las part´ıculas, la distribucio´n de la
suma sera´ pro´xima a una distribucio´n de Le´vy. Sin embargo, cuando una part´ıcula
ha salido muchas veces fuera de los l´ımites y se ha reintegrado en otras tantas
ocasiones, su posicio´n radial efectiva7 cumplira´ reff À a. Tal part´ıcula conoce que
la escala t´ıpica de sus vuelos es menor que reff y la distribucio´n de sus posiciones
sera´ de Le´vy pero truncada en una longitud finita. Cuando se realiza la suma sobre
los vuelos, la distribucio´n de las posiciones promedio ya no es tipo Le´vy. Debido
7La posicio´n radial efectiva, reff , es la posicio´n que tendr´ıa la part´ıcula si el sistema no fuese
finito. En nuestro caso, al ser finito, cada vez que supera los l´ımites hay que reponerla dentro de
la caja computacional y por consiguiente se reinicializa su posicio´n real.
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al truncamiento, la varianza de los vuelos es finita y la funcio´n de distribucio´n
suma es gaussiana. As´ı, los momentos nÀ 2 que muestrean estas posiciones fuera
de los l´ımites (reff > a) deber´ıan escalar con un ı´ndice ν ≈ 0.5 [Fig. 6.10(b)]. El
re´gimen relevante para nosotros es el que verifica n . 2, que es el asociado a los
eventos de transporte que, en promedio, esta´n dentro de los l´ımites. Debido al
taman˜o finito del sistema, no podemos inspeccionar el l´ımite asinto´tico t −→ ∞.
Consideraremos escalas temporales que sean del orden del tiempo de confinamiento
de las part´ıculas.
6.4.2. Velocidades Lagrangianas
Pasamos ahora a determinar los exponentes α y ν usando la estad´ıstica de las
velocidades Lagrangianas a lo largo de las trayectorias seguidas por los tracers,
como describimos anteriormente. La cola de las PDFs ha de decaer como −(1+α)
y el exponente de Hurst de la serie nos proporciona el exponente de transporte ν.
En la Fig. 6.11 se muestran en puntos las PDFs de cuatro series de velocidades
Lagrangianas (escala semilogar´ıtmica), cada una de ellas promediada a 64 tracers,
para cuatro valores diferentes de la difusividad. Adema´s, tambie´n se muestra para
cada una de ellas el ajuste a una Le´vy (l´ınea discontinua). Se observa la transicio´n,
a medida que aumenta D0, del comportamiento no local (α < 2, existen correlacio-
nes espaciales) al Gaussiano (α −→ 2, sistema espacialmente decorrelacionado).
Podemos afirmar que en el caso D0 = 10
−7 a2Ωi, el sistema se encuentra en la
frontera en que la dina´mica pierde el cara´cter SOC y comienza a ser puramente
difusiva.
En la Fig. 6.12 se muestra la dependencia del exponente de Hurst frente al
tiempo. Al igual que con la actividad turbulenta g(t), se observa superdifusio´n
para el caso D0 = 0. Para D0 = 10
−7 a2Ωi en cambio, el exponente de Hurst
encontrado (ν ∼ 0.5) revela difusio´n.
La zona autosimilar apenas abarca una de´cada (ver l´ıneas verticales delimi-
tadoras), de τ ' 10 µs hasta τ ' 100 µs. El ajuste debe hacerse para valores
del retardo τ menores o del orden del tiempo de confinamiento, cuyo valor es
τc ∼ 100 µs. Se aprecia la existencia de una zona de autosimilaridad con ν > 0.5
cuando D0 < 10
−7 a2Ωi, mientras que para retardos mayores que el tiempo de
confinamiento el valor de ν tiende a 1/2 debido a la distorsio´n producida por las
part´ıculas que se salen de la caja computacional. Para D0 = 10
−7 a2Ωi la zona
autosimilar abarca menos de una de´cada puesto que el tiempo de confinamiento
en ese caso es de unos 60 µs. El exponente de Hurst encontrado es consistente con
todos los resultados anteriores. Para retardos τ > 60 µs nuevamente se cumple
ν −→ 1/2 debido a las part´ıculas que abandonan la caja computacional.
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6.4.3. Evolucio´n del propagador
Nos centramos ahora en el estudio de la evolucio´n de la PDF de los desplazamientos
radiales de los tracers o propagadores. En la Fig. 6.13 se muestran los resultados
para los mismos casos que en las secciones anteriores. Comparando las gra´ficas
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Figura 6.13: Evolucio´n de la PDF de los desplazamientos radiales de los tracers
respecto a su posicio´n inicial. (a) D0 = 0 en escala decimal. (b) PDFs rescaladas
en escala log-log para D0 = 0 (so´lo se representan las cinco u´ltimas y el ajuste a
una Le´vy). (c) D0 = 10−7 a2Ωi en escala decimal. (d) PDFs rescaladas en escala
log-log para D0 = 10−7 a2Ωi (so´lo se representan las cinco primeras y el ajuste
a una Gaussiana).
6.13(a)-(c), se aprecia co´mo para alta difusividad los tracers se expanden mucho
ma´s ra´pido, en consistencia con el hecho de que el tiempo de confinamiento decrece
con D0. Fije´monos ahora en la gra´fica 6.13(b). Antes de sacar conclusiones, hay
que decir que so´lo se representan las PDFs rescaladas en los tiempos t ≥ 600 ∆t.
No se han representado las correspondientes a tiempos menores puesto que en esos
casos los tracers todav´ıa no han adquirido las posiciones asociadas u´nicamente
a la dina´mica inducida por el flujo E × B. Es decir, para tiempos t < 600 ∆t
las part´ıculas test todav´ıa tienen memoria de las condiciones iniciales. El punto
temporal en que eso sucede coincide con el que en el ana´lisis R/S de la velocidades
Lagrangianas comienza la zona autosimilar con exponente ν ∼ 0.74. Adema´s, se
aprecia una zona, no muy ancha debido a las restricciones impuestas por el taman˜o
finito, en la que todas las PDFs rescaladas decaen en forma de leyes de potencia,
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con exponente de decaimiento ∼ 2.1, correspondie´ndose nuevamente a una Le´vy
de ı´ndices α ' 1.1 y β ' 0.8 [l´ınea roja gruesa en Fig. 6.13(b)].
En la gra´fica 6.13(d) se representan las PDFs rescaladas con D0 = 10
−7 a2Ωi
en el intervalo temporal t ≤ 500 ∆t. En este caso, como la dina´mica es ma´s
ra´pida, no hay restricciones para tiempos pequen˜os puesto que ra´pidamente los
tracers se distribuyen espacialmente en base a lo que les impone el flujo turbulento,
“olvidando” sus posiciones iniciales. Sin embargo, ahora la restriccio´n la tenemos
a tiempos grandes puesto que a partir de t ∼ 500 ∆t gran parte de ellos han
abandonado la caja computacional. En este caso no se aprecia ninguna zona en la
que el escalado sea lineal (en escala log-log), sino que ma´s bien se puede hablar
de comportamiento exponencial (l´ınea azul gruesa), tal y como se observaba en el
ana´lisis de las velocidades Lagrangianas.
6.4.4. Distribucio´n de los vuelos
Un tercer me´todo para estimar el ı´ndice α es el estudio de la funcio´n distribucio´n de
probabilidad (PDF) de los vuelos de los tracers a lo largo de sus trayectorias. Los
vuelos se pueden definir de diferentes maneras, pero nosotros elegiremos una bas-
tante sencilla: supondremos que una part´ıcula realiza un vuelo cuando la compo-
nente radial de su velocidad cambia de signo. A pesar de la aparente arbitrariedad
en la definicio´n, es intuitivo darse cuenta de que cuando una part´ıcula esta´ avan-
zando de una estructura a otra, la probabilidad de que cualquier componente de
la velocidad cambie de signo es bastante baja puesto que la trayectoria sera´ ba´si-
camente recta. Si el cambio de signo se realiza durante un lapso temporal muy
pequen˜o (equivalentemente, durante un intervalo radial muy pequen˜o), sera´ debi-
do a que esta´ orbitando en las inmediaciones de un vo´rtice. En esas circunstancias
el vuelo no deber´ıa considerarse como tal puesto que la part´ıcula permanece en
el mismo eddy y simplemente se estara´ moviendo alrededor de e´l, quedando los
desplazamientos radiales limitados a la extensio´n radial de la estructura coheren-
te. En cambio, si la part´ıcula mantiene el signo de su velocidad radial durante un
tiempo suficientemente grande, se considerara´ que ha cambiado de estructura y
por lo tanto se habra´ producido un vuelo. Si la dina´mica fuese gaussiana, la proba-
bilidad de dar grandes saltos ser´ıa muy pequen˜a puesto que existir´ıa una longitud
caracter´ıstica de vuelo. Sin embargo, si se encuentran leyes de potencia en la PDF
de los vuelos, querra´ decir que no existe tal longitud privilegiada y cualquier salto
de cualquier magnitud, dentro de los l´ımites impuestos por el taman˜o del sistema,
sera´ posible.
En la Fig. 6.14 se muestran las PDFs de los vuelos realizados por los tracers para
valores crecientes de D0 (puntos). Junto a las PDFs de los vuelos se representan las
distribuciones de Le´vy (l´ıneas discontinuas) que mejor ajustan a los puntos, tenien-
do en cuenta que la zona de ajuste comprende el intervalo ∆r/a ∈ [−0.15,+0.15].
La razo´n por la que no se toma todo el rango de posibles saltos (los que cumplen
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|∆r/a| > 0.15) es que las PDFs en esas zonas esta´n submuestreadas debido a que
muchas de las part´ıculas que debieran ejecutar grandes saltos se salen de la caja
computacional antes de poder finalizarlos.
Nuevamente, al igual que con la estad´ıstica de las velocidades Lagrangianas, se
observa un cambio gradual en la dina´mica a medida que aumenta D0, pasando de
ser SOC a difusiva.
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Figura 6.14: PDFs de los vuelos para diferentes valores de la difusividad sobre
el perfil de densidad.
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6.4.5. Interpretacio´n
El ana´lisis del transporte radial de part´ıculas generado por inestabilidades tipo
onda de deriva (modos DTEM) nos permite sacar las siguientes conclusiones.
En primer lugar, el estudio de los diferentes momentos de los desplazamientos
radiales de los tracers ha servido para determinar el exponente de transporte ν.
Para el caso D0 = 0 y momentos n ≤ 2 se obtiene ν ' 0.7. En cambio, cuando
se toman los momentos n ≥ 2 se obtiene ν ' 0.55. En este u´ltimo caso, los
tracers “ven” el taman˜o limitado del sistema y su dina´mica se vuelve Gaussiana,
obtenie´ndose en el l´ımite n À 2 valores del exponente de transporte cercanos a
1/2. Por tanto, cuando el movimiento de los tracers envuelve escalas espaciales ma´s
pequen˜as o del orden del taman˜o del sistema (que se corresponde con el ajuste del
exponente ν con momentos n ≤ 2) la dina´mica es tipo SOC y el transporte es
por avalanchas y superdifusivo. Cuando el valor de la difusividad es tal que ya
pra´cticamente no permite la existencia de avalanchas (D0 = 10
−7 a2Ωi), el valor
que se obtiene para el exponente de transporte es siempre muy aproximado a 1/2.
Cuando el exponente ν se obtiene mediante los momentos de orden n ≥ 2 la razo´n
por la que esto ocurre es la misma que para el caso no difusivo, pero la diferencia
es que ahora para n ≤ 2 tambie´n se obtienen valores de ν cercanos a 1/2, si no
iguales dentro del margen de error.
En segundo lugar, la existencia de correlaciones y colas algebraicas en las fun-
ciones distribucio´n de probabilidad de diferentes cantidades, tales como velocida-
des Lagrangianas, propagadores y vuelos de los tracers, indica nuevamente que
el transporte radial de part´ıculas del plasma en la mesoescala es, en general, no
local. So´lo cuando la difusividad sobre el perfil adquiere valores lo suficientemente
grandes (D0 ≥ 10−7 a2Ωi), el transporte se vuelve puramente difusivo y desapa-
rece la dina´mica SOC. Utilizando el concepto de Continuous Time Random Walk
(CTRW) y las ecuaciones diferenciales fraccionarias, es posible clasificar la dina´mi-
ca de las part´ıculas test mediante la estimacio´n de dos para´metros esenciales. Uno
es α, que caracteriza el decaimiento algebraico de la distribucio´n de Le´vy de los
saltos espaciales de las part´ıculas. El otro es β, que caracteriza el decaimiento al-
gebraico de la distribucio´n de Le´vy de los tiempos de espera entre saltos de las
part´ıculas. En ambos casos se supone que las part´ıculas describen, a nivel mi-
crosco´pico, un movimiento tipo CTRW. En el l´ımite fluido el CTRW se convierte
en una ecuacio´n diferencial fraccionaria que describe la evolucio´n, en la mesoescala,
de la densidad promedio. El valor nume´rico obtenido para el exponente asociado a
la derivacio´n espacial, α, es menor que 2 para valores de la difusividad por debajo
del umbral D0 = 10
−7 a2Ωi. Para valores mayores el comportamiento comienza a
ser puramente difusivo.
Mediante el ana´lisis de las series de velocidades Lagrangianas (seccio´n 6.4.2)
se han obtenido los ı´ndices α y ν. El primero mediante las PDFs y el segundo por
medio del ana´lisis R/S. Cuando no existe difusividad sobre el perfil se tiene que
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α ' 1 y ν ∼ 0.74, estando esto u´ltimo de acuerdo, dentro del margen de error, con
los valores que para el exponente de Hurst se obtuvieron en el cap´ıtulo anterior
analizando las series g(t). Por otro lado, se observa co´mo cuando llegamos al l´ımite
D0 = 10
−7 a2Ωi, el comportamiento de la PDF se vuelve Gaussiano (o casi, puesto
que tambie´n se puede ajustar a una Le´vy con α ∼ 1.73, siendo en cualquier caso
el valor de α muy cercano a 2. El exponente de Hurst obtenido es ahora ν ∼ 0.56.
Los resultados obtenidos mediante los tres me´todos (estad´ıstica y correlacio´n de
las series de velocidades Lagrangianas, evolucio´n de los propagadores y estad´ıstica
de los vuelos de los tracers) son consistentes y esta´n de acuerdo con la estimacio´n
del exponente de transporte (ν) que se hizo en el cap´ıtulo anterior mediante el
ana´lisis de la actividad turbulenta, g(t): la transicio´n de la dina´mica SOC a la
puramente difusiva a medida que aumenta D0 es gradual, no su´bita (ver tabla
6.4).
D0a
−2Ω−1i 0 3× 10−9 1.5× 10−8 10−7
ν 0.74 0.64 0.62 0.56
α 0.98 1.39 1.52 1.73
β 0.73 0.89 0.94 0.97
Tabla 6.4: Valores nume´ricos de los exponentes fraccionarios y de transporte en
funcio´n de D0.
Cuando no existe difusio´n colisional sobre el perfil, el canal turbulento es el u´ni-
co que actu´a y la dina´mica del transporte es tipo SOC: superdifusiva, no Gaussiana
y no Markoviana. Esto se manifiesta en las PDFs de las velocidades Lagrangianas,
propagadores y vuelos de los tracers. En cambio, para valores de D0 en torno al
l´ımite (Dcrit0 = 10
−7 a2Ωi) y superiores, las PDFs se vuelven Gaussianas y por
tanto el re´gimen dina´mico pasa a ser difusivo, perdie´ndose los efectos de memo-
ria y no localidad espacial. Esto esta´ de acuerdo con lo establecido en el cap´ıtulo
anterior: el hecho de introducir un canal de transporte difusivo colisional hace
que las propiedades SOC del sistema puramente turbulento vayan desapareciendo
paulatinamente a medida que aumenta el valor de D0. La difusio´n sobre el perfil
va borrando parte de la memoria y el transporte va siendo ma´s local. Mientras el
canal turbulento sea dominante frente al difusivo (Dtur À Dcrit0 ), siempre existira´n
correlaciones y memoria. Cuando esa condicio´n deje de cumplirse (Dtur ∼ Dcrit0 ),
la dina´mica se hara´ puramente difusiva.
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6.5. Conclusiones
En esta memoria se han analizado las propiedades de estabilidad y transporte
de un plasma en geometr´ıa cil´ındrica frente a un tipo de ondas de deriva. Se
trata de modos cuyo nu´mero de onda (k⊥) verifica k⊥ρs ¿ 1, siendo ρs el radio de
Larmor io´nico. Estos modos pueden ser desestabilizados por la colonia de electrones
atrapados (modos DTEM), genera´ndose turbulencia y transporte. Los resultados
se han obtenido a partir de la resolucio´n nume´rica de la ecuacio´n de evolucio´n de
las fluctuaciones y del perfil de densidad.
En el cap´ıtulo 3 se ha realizado el ana´lisis lineal del modelo, obtenie´ndose
anal´ıtica y nume´ricamente las tasas de crecimiento y las autofunciones asociadas a
los distintos modos de Fourier. Las frecuencias de rotacio´n de los diferentes modos
siguen una tendencia creciente con el nu´mero de onda poloidal m, mientras que las
tasas de crecimiento presentan un ma´ximo a partir del cual decrecen hasta hacerse
estables. La presencia de un flujo poloidal de equilibrio con cizalla (shear flow)
disminuye las tasas de crecimiento lineal, manteniendo inalteradas las frecuencias
de rotacio´n. La reduccio´n en las tasas de crecimiento se debe al desplazamiento de
las autofunciones lineales respecto a la posicio´n de la superficie racional k ·B = 0,
aumentando el amortiguamiento colisional io´nico. Valores t´ıpicos de tasas de cre-
cimiento y frecuencias de rotacio´n son 10−4 Ωi y 10−3 Ωi, que para un plasma de 1
Tesla y deuterio equivale a 103 y 104 s−1 respectivamente. La anchura radial t´ıpica
de los modos es de ∼ 0.01 a, que para un dispositivo de radio menor a = 0.25 m
equivale a 2.5 mm. Segu´n las direcciones poloidal y toroidal, los modos lineales
var´ıan lentamente.
En el cap´ıtulo 4 se describe el algoritmo nume´rico utilizado en la resolucio´n de la
ecuacio´n de evolucio´n y su implementacio´n. Se discute la inclusio´n de dos te´rminos
extra que hacen ma´s estable el me´todo de ca´lculo. Por un lado la difusividad
nume´rica D˜r∇2rn˜, que afecta a la resolucio´n radial de las autofunciones, ha sido
imprescindible para evitar acoplos entre los diferentes nodos del mallado radial. El
valor nume´rico utilizado ha sido D˜r = 10
−9 a2Ωi, mucho menor que cualquiera de
las difusividades colisionales aplicadas al perfil de densidad. Se ha comprobado que
los resultados nume´ricos no cambian. Por otro lado, la hiperviscosidad µ⊥∇4⊥n˜, que
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afecta a la resolucio´n espectral, era necesaria para evitar los efectos de la distorsio´n
del espectro del nu´mero de onda radial de las autofunciones asociadas a modos
estables. El valor nume´rico del coeficiente de este te´rmino ha sido µ⊥ = 10−11 a4Ωi.
Casi no tiene efecto sobre los modos inestables, actuando u´nicamente sobre los
estables. Esto ha permitido realizar simulaciones suficientemente largas como para
poder capturar la dina´mica global del transporte.
En el cap´ıtulo 5 se examina la interaccio´n entre los canales de transporte turbu-
lento y difusivo. Desde el punto de vista cualitativo, en ausencia de fuente externa
el nivel de fluctuaciones en la fase no lineal decae exponencialmente cuando no hay
difusio´n. Sin embargo, para valores finitos de D0 adquiere un valor estacionario,
siendo su escalado con la difusividad 〈n2〉 ∼ D3/40 . Al an˜adir la fuente externa
para estudiar las propiedades de transporte en estado estacionario, comienzan a
aparecer avalanchas. Si no existe difusividad colisional sobre el perfil, el compor-
tamiento dina´mico del sistema presenta las caracter´ısticas asociadas a los sistemas
SOC: correlaciones y memoria. Adema´s , el transporte es superdifusivo. Para valo-
res crecientes de la difusividad 0 < D0 < D
crit
0 , el proceso de transporte viene dado
por la interaccio´n entre los canales turbulento y difusivo. Se observa un transicio´n
gradual entre el comportamiento tipo SOC y el comportamiento puramente difusi-
vo. La difusio´n progresivamente va suavizando las inhomogeneidades sobre el perfil
debidas a la turbulencia, borrando la memoria que en ellas se almacena. Cuando
la difusividad sobre el perfil adquiere el valor cr´ıtico, D0 = D
crit
0 = 10
−7 a2Ωi, la
dina´mica es puramente difusiva, a pesar de que ese valor es un orden de magnitud
inferior a la difusividad turbulenta promedio Dtur. Esto sugiere que la existencia de
pequen˜as difusividades sobre el perfil, mucho menores que la difusividad efectiva,
puede modificar en gran medida la dina´mica global de transporte y por tanto el
confinamiento de calor y part´ıculas.
En el cap´ıtulo 6 se introduce el concepto de Continuous Time Random Walk
(CTRW) y las ecuaciones de transporte fraccionario como modelos alternativos,
ante la imposibilidad de cualquier modelo puramente difusivo de dar explicacio´n
a toda una serie de resultados experimentales en ma´quinas de fusio´n y de resul-
tados nume´ricos que sugieren un transporte de part´ıculas y energ´ıa no local y no
Markoviano. Estos modelos quedan caracterizados mediante dos exponentes. Para
el CTRW, el exponente α representa el comportamiento asinto´tico de la PDF de
los saltos de las part´ıculas, suponiendo que se ajusta a una distribucio´n de Le´vy.
En ese caso, el decaimiento de la PDF a desplazamientos grandes es algebraico,
con exponente −(1 + α). El exponente β representa el comportamiento asinto´tico
de la PDF de los tiempos de espera de las part´ıculas, suponiendo que se ajusta
a una distribucio´n de Le´vy. El decaimiento de la PDF a tiempos grandes es tipo
algebraico, con exponente −(1 + β). En el caso de las ecuaciones de transporte
fraccionario, α representa el ı´ndice de derivacio´n espacial y β el ı´ndice de deriva-
cio´n temporal. El exponente α contiene la informacio´n de la dina´mica espacial ya
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que mide la separacio´n del sistema respecto al comportamiento Gaussiano. As´ı,
α = 2 implica procesos puramente Gaussianos. Por el contrario, 0 < α < 2 implica
procesos no Gaussianos y por lo tanto no locales. El exponente β contiene la infor-
macio´n de la dina´mica temporal ya que mide la separacio´n del sistema respecto del
comportamiento Markoviano, de forma que β = 1 implica procesos Markovianos
y β < 1 refleja comportamientos no Markovianos. Los valores obtenidos con dife-
rentes diagno´sticos son coincidentes. Cuando no existe difusividad sobre el perfil,
el sistema es altamente no local y no Markoviano, obtenie´ndose α ∼ 1 y β ∼ 0.74.
El transporte en ese caso viene regido por una dina´mica tipo SOC y es superdi-
fusivo. En cambio, para valores de la difusividad colisional mayores que el cr´ıtico,
D0 ≥ Dcrit0 = 10−7 a2Ωi, el sistema es local y Markoviano, con α = 2 y β = 1. Se
pierden las propiedades SOC y la dina´mica se vuelve puramente difusiva, a pesar
de seguir siendo el canal turbulento el principal responsable del transporte. Esto
se debe a que la difusio´n colisional sobre el perfil lo hace supercr´ıtico.
6.6. Cuestiones abiertas
El modelo de turbulencia utilizado en esta memoria se deriva de la reduccio´n
de otro ma´s general que permite la evolucio´n independiente de las fluctuaciones
en densidad y potencial. En aquel caso no se impone la relacio´n de Boltzmann
modificada, [n˜/n0 = (1 + iδ) eφ˜/T0], so´lo va´lida en el l´ımite cuasi-adiaba´tico. Una
evolucio´n del presente trabajo ser´ıa hacer el estudio con el modelo de dos ecuaciones
acopladas para densidad y potencial fluctuantes, a las que habr´ıa que an˜adir las
ecuaciones de evolucio´n de los perfiles.
Con la eleccio´n de las condiciones del plasma hecha en el cap´ıtulo 3, el interva-
lo radial en el que se disponen las superficies racionales cubre un intervalo radial
de aproximadamente 0.23 a. Dado que la longitud de decorrelacio´n radial de la
turbulencia es de ∼ 0.01 − 0.05 a, tenemos una separacio´n de escalas radial de
aproximadamente una de´cada. Equivalentemente, la mesoescala cubre aproxima-
damente una de´cada segu´n la direccio´n radial. Este intervalo es pequen˜o y hace
dif´ıcil sacar conclusiones a trave´s del ana´lisis de las PDFs, como hemos visto en
el u´ltimo cap´ıtulo, puesto que so´lo se dispone de una de´cada de comportamiento
autosimilar/persistente. Ser´ıa adecuado contrastar los resultados obtenidos en este
trabajo en otro espacio parame´trico en el que la mesoescala comprenda al menos
dos de´cadas en la dimensio´n espacial.
Los resultados no tienen en cuenta los efectos de curvatura del campo magne´tico
puesto que la geometr´ıa utilizada es cil´ındrica. En este caso, la estructura de la
turbulencia no depende globalmente de la coordenada poloidal θ, a diferencia de
los modos ballooning por ejemplo, para los que t´ıpicamente se observa actividad
preferentemente en la zona externa, que es la zona de curvatura desfavorable de
los dispositivos. Incorporar los efectos de curvatura estudiando el problema en
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geometr´ıa toroidal se convierte as´ı en otra posible v´ıa de investigacio´n.
En este trabajo se ha estudiado el efecto que un flujo con cizalla tiene sobre las
autofunciones lineales, as´ı como sobre las tasas de crecimiento. Una posible l´ınea
futura ser´ıa analizar el efecto que pueda tener sobre la actividad turbulenta g(t) y
sobre la dina´mica de las part´ıculas test.
Ape´ndice A
Procesos Gaussianos y procesos
de Markov
A.1. Procesos Gaussianos
Sean Y1, Y2, Y3, . . . , YN , N variables aleatorias con valor medio no nulo. Un proceso
es Gaussiano N -dimensional si su funcio´n densidad de probabilidad para todo N
tiene la siguiente forma N -dimensional,
PN(y1; . . . ; yN) =
1
(2pi)N/2
√|A| exp
(
− 1
2|A|
N∑
i,j=1
Aij(yi −mi)(yj −mj)
)
, (A.1)
donde mi = 〈Yi〉, |A| es el determinante de la matriz
‖A‖ =
∥∥∥∥∥∥∥∥∥
d11 d22 . . . d1N
d21 d22 . . . d21
...
...
...
...
dN1 dN2 . . . dNN
∥∥∥∥∥∥∥∥∥ , (A.2)
y Aij es el cofactor del segundo momento dij = 〈(Yi − 〈Yi〉) (Yj − 〈Yj〉)〉 en la matriz
‖A‖. El cofactor Aij de cada elemento dij se define como el determinante de orden
N − 1 formado al omitir la fila i y la columna j de ‖A‖, multiplicado por (−1)i+j.
As´ı, la densidad de probabilidad Gaussiana N -dimensional queda completamente
descrita por su promedio (que se puede tomar nulo mediante el correspondiente
cambio de variables) y sus segundos momentos dij.
Considerando el caso N = 1,
P1(y1) =
1√
2pi|A| exp
(
− A11
2|A|y
2
1
)
, (A.3)
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tenemos que ‖A‖ = ‖d11‖ y |A| = d11, mientras que A11 = 1, implicando que
P1(y1) =
1√
2pid11
exp
(
− y
2
1
2d11
)
. (A.4)
A.2. Procesos de Markov
Un proceso es de Markov cuando para su descripcio´n no se requiere memoria. En
otras palabras, el conocimiento del estado actual de un sistema que describe un
proceso de Markov determina la distribucio´n de los estados futuros. Por tanto, la
informacio´n acerca del pasado es irrelevante aun cuando se disponga de ella.
Discutiremos brevemente este tipo de procesos en te´rminos de densidades de
probabilidad. Sea Yx(t) un proceso estoca´stico, por ejemplo, un conjunto de fun-
ciones de t etiquetadas por el para´metro x, con funcio´n de distribucio´n D(x).
Usaremos mayu´scula (Y ) para la variable y minu´scula (y) para los valores que
pueda tomar.
Sea P1(y1, t1)dy1 la probabilidad de que Y (t1) adquiera cualquier valor en el
intervalo [y1, y1 + dy1]. Entonces se tiene que,
P1(y1, t1) =
∫ +∞
−∞
δ [Yx(t1)− y1]D(x)d(x), (A.5)
donde esta´ incluida la funcio´n δ de Dirac. Ana´logamente, sea P2(y1, t1; y2, t2)dy1dy2
la probabilidad conjunta de que Y (t1) adquiera cualquier valor en el intervalo
[y1, y1 + dy1] y simulta´neamente Y (t2) adquiera cualquier valor en el intervalo
[y2, y2 + dy2]. As´ı, se puede definir la siguiente jerarqu´ıa de probabilidades con-
juntas P1, P2, P3, . . . que constituye una posible via para describir el proceso de
estoca´stico. Adema´s, se pueden definir las densidades de probabilidad condiciona-
das en funcio´n de las densidades de probabilidad conjunta,
Pn|n−1(yn, tn|y1, t1; . . . ; yn, tn|yn−1, tn−1) = Pn(y1, t1; . . . ; yn, tn)
Pn−1(y1, t1; . . . ; yn−1, tn−1)
, (A.6)
donde se ha utilizado la regla de Bayes [P (x|y) = P (x, y)/P (y)] y se asume que la
variable t verifica tn ≥ tn−1 ≥ . . . ≥ t2 ≥ t1. Omitiremos en lo que sigue los ı´ndices
de las probabilidades condicionadas.
La propiedad de Markov se puede expresar en te´rminos de las probabilidades
condicionadas,
P (yn, tn|y1, t1; . . . ; yn, tn|yn−1, tn−1) = P (yn, tn|yn−1, tn−1). (A.7)
As´ı, el estado yn−1, tn−1 determina la densidad de probabilidad de los estados
yn, tn, independientemente de los dema´s ym, tm con m < n − 1. Una densidad de
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probabilidad conjunta arbitraria para un proceso de Markov se puede expresar de
la siguiente manera,
Pn(y1, t1; . . . ; yn, tn) = P (yn, tn|yn−1, tn−1) . . . P (y2, t2|y1, t1)P1(y1, t1). (A.8)
Para los procesos de Markov, toda la informacio´n queda contenida en la funcio´n
densidad de probabilidad P2, ya que P1 se deriva de ella con la densidad de pro-
babilidad condicionada P2/P1 a trave´s de la regla de Bayes. En particular,
P (y2, t2; y3, t3|y1, t1) = P (y3, t3|y2, t2; y1, t1)P (y2, t2|y1, t1). (A.9)
Que para procesos de Markov se convierte en,
P (y2, t2; y3, t3|y1, t1) = P (y3, t3|y2, t2)P (y2, t2|y1, t1). (A.10)
En te´rminos de las probabilidades condicionadas,
P1(y2, t2) =
∫ +∞
−∞
P2(y1, t1; y2, t2)dy1
=
∫ +∞
−∞
P (y2, t2|y1, t1)P1(y1, t1)dy1, (A.11)
y tambie´n
P (y3, t3|y1, t1) =
∫ +∞
−∞
P (y2, t2; y3, t3|y1, t1)dy2
=
∫ +∞
−∞
P (y3, t3|y2, t2; y1, t1)P (y2, t2|y1, t1)dy2. (A.12)
Bajo la suposicio´n de proceso de Markov se tiene,
P (y3, t3|y1, t1) =
∫ +∞
−∞
P (y3, t3|y2, t2)P (y2, t2|y1, t1)dy2, (A.13)
que es la ecuacio´n de Smoluchowski o de Chapman-Kolmogorov. En ella, se es-
tablece que la probabilidad de ir de y1 a y3 via y2 es igual al producto de la
probabilidad de ir de y1 a y2 por la probabilidad de ir a continuacio´n de y2 a y3.
Las transiciones sucesivas son, por lo tanto, estad´ısticamente independientes. Es
esencial que t1 < t2 < t3. No se puede asumir que una densidad de probabilidad
conjunta arbitraria pueda describir un proceso de Markov. Para que eso suceda,
adema´s tiene que satisfacer la Ec. (A.13).

Ape´ndice B
Distribuciones de Le´vy
La familia de PDFs Le´vy-Gnedenko comprende todas las distribuciones l´ımite
posibles que son estrictamente estables respecto a la suma de N variables aleatorias
independientes e ide´nticamente distribuidas [90, 91]. La familia se define a partir
de tres para´metros. Denotaremos a sus miembros mediante Pα,β,σ(y). E´stos pueden
ser definidos a partir de su transformada de Fourier (0 < α ≤ 2, |β| ≤ 1) [91],
Pα,β,σ(k) = exp
{
−σα|k|α
[
1− iβsgn(k) tan
(piα
2
)]}
. (B.1)
Los para´metros α, β, σ definen las propiedades de cada distribucio´n. En primer
lugar, β da una medida de la asimetr´ıa, puesto que,
Pα,β,σ(y) = Pα,−β,σ(−y). (B.2)
El para´metro β puede variar en el intervalo −1 ≤ β ≤ 1 para α 6= 1, 2. Si α = 1, 2
entonces tiene que cumplirse β = 0, pues nos limitaremos a distribuciones estricta-
mente estables. En segundo lugar, α da cuenta del comportamiento asinto´tico de la
distribucio´n para valores grandes de y. As´ı, para 0 < α < 2 todas las distribuciones
de Le´vy muestran grandes colas. Si α 6= 1 se tiene,
Pα,β,σ(y) ∼
{
Cα
(
1−β
2
)
σα|y|−(1+α), y −→ −∞
Cα
(
1+β
2
)
σα|y|−(1+α), y −→ +∞ , (B.3)
con,
Cα =
(α− 1)α
Γ(2− α) cos (piα/2) , (B.4)
siendo Γ(x) la funcio´n Gamma de Euler. En el caso especial α = 1, la PDF decae
como P1,0,σ(y) ∼ (σ/pi) |y|−2 y cuando α = 2 se recupera la distribucio´n Gaussiana.
Finalmente, σ es un para´metro de escala ya que,
Pα,β,σ(ay) = Pα,sgn(a)β,|a|σ(y). (B.5)
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B.1. Distribuciones de Le´vy extremales
Una distribucio´n de Le´vy se dice extremal si el valor de su skewness es ma´ximo:
β = ±1 para α 6= 1, 2. Hay que notar que, de acuerdo a (B.3), el decaimiento tipo
ley de potencia solamente se dara´ en una de las colas en el caso de distribuciones
extremales (β = ±1), mientras que la otra decaera´ exponencialmente. En el caso
1 < α < 2, β = +1 implica que la cola exponencial esta´ a la izquierda, y −→ −∞,
mientras que β = −1 implica que esta´ a la derecha, y −→ +∞. Para 0 < α < 1 las
distribuciones extremales so´lo se definen para y > 0 si β = 1 y para y < 0 si β = −1
(distribuciones one sided) [92]. En ese caso, la cola exponencial se encuentra en el
l´ımite y −→ 0+ para β = +1 y en y −→ 0− para β = −1. Su transformada de
Laplace viene dada por,
Pα,1,σ(s) = exp
(
− σ
α
cos (piα/2)
sα
)
. (B.6)
B.2. Momentos de las distribuciones de Le´vy
Otra propiedad importante de las distribuciones de Le´vy es que todos los momentos
de orden mayor que α tienen valor infinito,
〈|x|p〉 =
{ ∞, p ≥ α
[cα,β(p)]
p σp, p < α
, (B.7)
donde el valor del coeficiente no es relevante para nuestra discusio´n (su valor se
puede encontrar en la referencia [91]). As´ı, so´lo la distribucio´n gaussiana (α = 2)
tiene varianza finita. Adema´s, las distribuciones con α ≤ 1 tienen primer momento
infinito.
B.3. Expresiones expl´ıcitas de las distribuciones
de Le´vy
U´nicamente existen tres distribuciones de Le´vy para las que existe expresio´n anal´ıti-
ca [91]: la distribucio´n de Cauchy,
P1,0,σ(y) =
σ
pi (y2 + σ2)
, (B.8)
la distribucio´n de Gauss,
P2,0,σ(y) =
1
2σ
√
pi
e−y
2/4σ2 , (B.9)
y la distribucio´n de Le´vy,
P1/2,1,σ(y) =
( σ
2pi
)1/2 1
y3/2
e−σ/2y. (B.10)
Ape´ndice C
Operadores diferenciales
fraccionarios
Los operadores diferenciales fraccionarios de Riemann-Liouville se definen expl´ıci-
tamente mediante los siguientes operadores integrales [93,94],
aD
α
xf(x) ≡
1
Γ(p− α)
dp
dxp
[∫ x
a
f(x′)dx′
(x− x′)α−p+1
]
,
bDαxf(x) ≡
−1
Γ(p− α)
dp
d(−x)p
[∫ b
x
f(x′)dx′
(x′ − x)α−p+1
]
. (C.1)
En estas expresiones, Γ(x) es la funcio´n Gamma de Euler y p es la unidad ma´s
la parte entera de α. a y b son los llamados puntos de inicio y fin del operador
respectivamente. Cuando a o b se extiendan hasta infinito se usa la notacio´n,
dαf
dxα
≡ −∞Dαxf(x),
dαf
d(−x)α ≡
+∞Dαxf(x). (C.2)
Estos operadores son interesantes porque satisfacen, bajo la transformacio´n de
Fourier [93,94],
F
[
dαf
dxα
]
≡ (−ik)αf(k),
F
[
dαf
d(−x)α
]
≡ (ik)αf(k). (C.3)
Otro operador fraccionario u´til es el llamado operador diferencial fraccionario
de Riesz [93,94]. Se define mediante la simetrizacio´n,
dα
d|x|α ≡ −
1
2 cos (piα/2)
[
dα
dxα
+
dα
d(−x)α
]
. (C.4)
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El operador de Riesz verifica, bajo la transformacio´n de Fourier,
F
[
dαf
d|x|α
]
= −|k|αf(k), (C.5)
que se obtiene a partir de las Ecs. (C.3), aplicando la identidad compleja,
(−ik)α + (ik)α = 2|k|α cos
(piα
2
)
. (C.6)
Finalmente, el operador diferencial fraccionario de Caputo se define como sigue
[95],
dγcf
dcxγ
(x) ≡ 1
Γ(γ − p)
∫ x
0
dpf
dxp
(x′)
dx′
(x− x′)γ−p+1 , (C.7)
siendo p la unidad ma´s la parte entera de γ. La derivada fraccionaria de Caputo
se asocia generalmente a derivadas temporales. La necesidad de tener que definir
una derivada fraccionaria nueva cuando se deriva respecto al tiempo (en lugar de
utilizar el operador de Riemann-Liouville con punto de inicio en t = 0) tiene que
ver con el hecho de que la transformada de Laplace de la derivada de Caputo
verifica [93,94],
L
[
dγcf
dctγ
(t)
]
= sγf(s)−
p−1∑
k=0
sγ−k−1
dkf
dtk
(0), (C.8)
que depende solamente de los valores iniciales de f(t) y sus derivadas enteras. En
cambio, la transformada de Laplace de 0D
γ
t f(t) depende de f(t) y de los valores
iniciales de las derivadas fraccionarias de orden menor que γ, lo que no tiene un
significado f´ısico claro en el caso de aplicaciones reales [93, 94]. La relacio´n entre
las derivadas de Riemann-Liouville y de Caputo viene dada por [93],
0D
α
t f(t) =
dγcf
dctγ
+
t−γf(0)
Γ(1− γ) . (C.9)
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