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Abstract
The approximation of the value function associated to a stabilization problem formulated
as optimal control problem for the Navier-Stokes equations in dimension three by means of
solutions to generalized Lyapunov equations is proposed and analyzed. The specificity, that
the value function is not differentiable on the state space must be overcome. For this purpose
a new class of generalized Lyapunov equations is introduced. Existence of unique solutions
to these equations is demonstrated. They provide the basis for feedback operators, which
approximate the value function, the optimal states and controls, up to arbitrary order.
Keywords: 3-D Navier-Stokes equations, generalized Lyapunov equations, optimal control, value
function, Taylor expansion, feedback control, stabilization.
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1 Introduction
This work is concerned with feedback stabilization of the 3-D Navier-Stokes equations around a
possibly unstable stationary solution. The approximation is achieved by Taylor series-like expan-
sions of the value function associated to an infinite-horizon optimal control problem. A related goal
was achieved in [13] for the two-dimensional case. But the approach from [13] cannot be generalized
to the 3-D case since it builds on the differentiability of the value function on the state space. This
is not possible in dimension 3 and thus an independent approach and analysis is required.
Indeed the difficulty that arises is related to the lack of a convenient energy equality for the
Navier-Stokes equations in dimension 3. Such an equality is available in dimension 2 and it is
the basis for proving the uniqueness of weak variational solutions of the Navier-Stokes equations
with initial data in L2(Ω), where L2(Ω) denotes square integrable vector-valued functions over Ω.
In dimension 3 we must resort to strong variational solutions with initial data in H1(Ω). As a
consequence we can expect that the value function associated to optimal control problems of the
Navier-Stokes equations in dimension 3 is well-defined and enjoys certain smoothness properties
in H1(Ω) but not over L2(Ω). Having in mind that Taylor expansions to nonlinear operators on a
spaceX involve multilinear forms on product spaces consisting of copies of X , it becomes clear that
X = H1(Ω) is not a convenient space to work with, especially if ultimately, numerical realizations
are desired. For this purpose X = L2(Ω) is significantly more convenient. Here we aim for an
approximation of the value function with operators constructed in an L2(Ω)-setting, in spite of the
fact that the value function is differentiable on H1(Ω) only. These operators will be constructed as
the solutions to generalized Lyapunov equations.
We next introduce the specific problem of interest. Let Ω ⊂ R3 denote a bounded domain with
C1,1 boundary Γ, and let B˜ denote a control to state operator. We aim at designing a control u
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such that the solution (z, q) to the time-dependent Navier-Stokes equations
∂z
∂t
= ν∆z − (z · ∇)z −∇q +ϕ+ B˜u in Ω× (0, T ),
div z = 0 in Ω× (0, T ),
z = ψ on Γ× (0, T ),
z(0) = z¯+ y0
(1)
satisfies lim
t→∞
z(t) = z¯ for perturbations y0 with div y0 = 0, which are assumed to be suitably small.
Here z¯ is the velocity component of the solution (z¯, q¯) to the stationary Navier-Stokes equations
−ν∆z¯+ (z¯ · ∇)z¯+∇q¯ = ϕ in Ω,
div z¯ = 0 in Ω,
z¯ = ψ on Γ,
(2)
for given vector-valued functions ϕ and ψ. All regularity assumptions will be specified below.
With the intention of formulating this problem as an infinite-horizon control problem, we define
(y, p) := (z, q) − (z¯, q¯) and, instead of (1), we focus on the following generalized Navier-Stokes
equations
∂y
∂t
= ν∆y − (y · ∇)z¯ − (z¯ · ∇)y − (y · ∇)y −∇p+ B˜u in Ω× (0, T ),
div y = 0 in Ω× (0, T ),
y = 0 on Γ× (0, T ).
y(0) = y0
(3)
Our goal consists in proving that lim
t→∞
(y(t), p(t)) = (0, 0). To achieve this, we focus on the following
problem:
inf
y∈W∞(D(Aλ),Y )
u∈L2(0,∞;U)
1
2
∫ ∞
0
‖y‖2Y dt+
α
2
∫ ∞
0
‖u(t)‖2U dt, subject to: (3), (P˜ )
where the spaces D(Aλ), Y and U are classical function spaces related to the Navier-Stokes equa-
tions that will be introduced below.
Let us mention some references that address problems similar to the one considered here.
Regarding feedback control of the (three-dimensional) Navier-Stokes equations, we point to, e.g.,
[3, 4, 6, 7, 8, 18, 26] where different feedback methodologies based on spectral decomposition or
Riccati equations have been analyzed. For (local) exact null controllability results of the (linearized)
Navier-Stokes equations, see, e.g., [16, 19]. The idea of approximating the optimal feedback law by
utilizing a Taylor series expansion of the minimal value function has its origin in finite-dimensional
considerations proposed in [2, 21] which, later on, have been picked up in, e.g., [1, 22]. For a survey
summarizing the approach (and related variants), we refer to [9]. One of the first references dealing
with polynomial feedback laws of infinite-dimensional control systems can be found in [28]. For
the special class of bilinear control systems, Taylor series expansions have recently been analyzed
in detail in [12, 14]. The literature on open loop control of the Navier Stokes equation is quite
rich. Topics such as necessary and sufficient optimality conditions, numerical approximation of
the optimality systems are well investigated, in general. If one focuses on the work dedicated to
time dependent optimal control in three space dimensions the literature is scars, however. Here we
mention [24, 29], for finite horizon optimal control problems subject to the Navier-Stokes equations.
The contents of the paper is structured as follows. Section 2 contains the problem statement
and function space preliminaries. Differentiability properties of the value function are discussed in
Section 3. The subsequent section is devoted to the introduction and analysis of the generalized
Lyapunov equations. This leads to the polynomial feedback laws which are described in Section 5.
Section 6 contains the error estimates for the value function, the optimal states, and controls. We
finish with short conclusions.
2
Notation. For Hilbert spaces V ⊂ Y with dense and compact embedding, we consider the
Gelfand triple V ⊂ Y ⊂ V ′ where V ′ denotes the topological dual of V with respect to the pivot
space Y . For vector-valued functions f ∈ (L2(Ω))3, we use the notation f ∈ L2(Ω). Elements
f ∈ L2(Ω) will be denoted in boldface and distinguished from scalar-valued functions g ∈ L2(Ω).
Similarly, we use H2(Ω) for the space (H2(Ω))3. For a closed, densely defined linear operator
(A,D(A)) in Y , its adjoint (again considered as an operator Y ) will be denoted with (A∗,D(A∗)).
Considering A as a bounded linear operator A ∈ L(D(A), Y ) its dual A′ ∈ L(Y, [D(A)]′) is uniquely
defined. Let us recall that it is the unique extension of the operatorA∗ ∈ L(D(A∗), Y ) to an element
of L(Y, [D(A)]′). In fact, we have
〈A∗p, y〉Y = 〈p,Ay〉Y for all p ∈ D(A∗), and y ∈ D(A),
and
〈Ay, p〉Y = 〈y,A′p〉D(A),[D(A)]′ for all p ∈ Y, and y ∈ D(A).
Since D(A∗) is dense in Y , this implies that A′ is the unique extension of A∗ to an operator in
L(Y, [D(A)]′). For an infinitesimal generator A of an exponentially stable semigroup eAt on Y , we
consider the space W (0, T ;D(A), Y ) which we endow with the norm
‖y‖W (0,T ;D(A),Y ) :=
(
‖Ay‖2L2(0,T ;Y ) + ‖
d
dt
y‖2L2(0,T ;Y )
) 1
2
, y ∈ W (0, T ;D(A), Y ). (4)
Generally, given T ∈ R and two Hilbert spaces X ⊂ Y , by W (0, T ;X,Y ) we denote the space
W (0, T ;X,Y ) =
{
y ∈ L2(0, T ;X) | d
dt
∈ L2(0, T ;Y )
}
.
For T =∞, the spaceW (0, T ;X,Y ) will be denoted byW∞(X,Y ). For δ ≥ 0, we denote by BY (δ)
the closed ball in Y with radius δ and center 0.
For k ≥ 1, we make use of the following norm:
‖(v1, . . . , vk)‖V k = max
i=1,...,k
‖vi‖V , (5)
on the product space V k := V × · · · × V . Given a Hilbert space Z, we say that T : V k → Z is a
bounded multilinear mapping (or bounded multilinear form for Z = R) if for all i ∈ {1, . . . , k} and
for all (v1, . . . , vi−1, vi+1, . . . , vk) ∈ V k−1, the mapping v ∈ V 7→ T (v1, . . . , vi−1, v, vi+1, . . . , vk) ∈ Z
is linear and
‖T ‖ := sup
v∈B
V k
(1)
‖T (v)‖Z <∞. (6)
The set of bounded multilinear mappings on V k will be denoted by M(V k, Z). For all T ∈
M(V k, Z) and for all (v1, . . . , vk) ∈ V k, we have
‖T (v1, . . . , vk)‖Z ≤ ‖T ‖
k∏
i=1
‖vi‖V .
Bounded multilinear mappings T ∈ M(V k, Z) are said to be symmetric if for all v1, . . . , vk ∈ V k
and for all permutations σ of {1, . . . , k},
T (vσ(1), . . . , vσ(k)) = T (v1, . . . , vk).
Finally, given two multilinear mappings T1 ∈M(V k, Z) and T2 ∈ M(V ℓ, Z), we denote by T1⊗T2 ∈
M(V k+ℓ, Z) the bounded multilinear form defined by
T1 ⊗ T2(v1, . . . , vk+ℓ) = 〈T1(v1, . . . , vk), T2(vk+1, . . . , vk+ℓ)〉Z .
Throughout the manuscript, we useM as a generic constant that might change its value between
consecutive lines.
3
2 Analytical preliminaries
2.1 Function spaces
Let us briefly summarize the classical functional analytic framework that allows us to consider
(3) as an abstract differential equation on the space of solenoidal vector fields. Based on this
formulation, we subsequently define our stabilization problem of interest. For more details on the
following well-known decomposition, let us refer to, e.g., [5, 6, 17, 25, 27] for details. We introduce
the spaces
Y :=
{
y ∈ L2(Ω) | div y = 0,y · ~n = 0 on Γ} ,
V :=
{
y ∈ H10(Ω) | div y = 0
}
,
endowed with the canonical inner products and norms. Note that Y is a closed subspace of L2(Ω)
which is associated to the orthogonal decomposition
L
2(Ω) = Y ⊕ Y ⊥, (7)
where
Y ⊥ =
{
z = ∇p | p ∈ H1(Ω)} . (8)
In this context, we recall the Leray projector P : L2(Ω) → Y which orthogonally projects L2(Ω)
onto Y . Consider the nonlinear operator F : H2(Ω) ∩ V → Y defined by
F (y) = P ((y · ∇)y). (9)
Let us further define the bilinear mapping N(y, z) := P ((y · ∇)z) for which we recall the following
properties:
Proposition 1. Let Ω be bounded domain of class C1,1 in R3. Then there exists a constant M
such that
(i) ‖N(y, z)‖Y ≤M‖y‖H2(Ω)‖z‖V , for all y ∈ H2(Ω) ∩ V, z ∈ V ,
(ii) ‖N(y, z)‖Y ≤M‖y‖V ‖z‖H2(Ω), for all y ∈ V, z ∈ H2(Ω) ∩ V ,
(iii) ‖N(y, z)‖V ≤M‖y‖H2(Ω)‖z‖H2(Ω), for all y, z ∈ H2(Ω) ∩ V .
Proof. The first two properties follow from the standard Sobolev embedding results H2(Ω) →֒
C(Ω¯), H1(Ω) →֒ L4(Ω), and H2(Ω) →֒ W 1,4(Ω). For the third one, in addition we use that
P ∈ L(H1(Ω)), [11, Proposition 4.3.7]. Here the C1,1 property of the domain is used.
We shall also consider N as a bilinear mapping from V × V to V ′, which is defined by
N : V × V → V ′, 〈N(y, z),w〉V ′,V := 〈(y · ∇)z,w〉V ′,V . (10)
We have the following properties, which can again be verified by standard Sobolev embedding
results, and the fact that 〈(y · ∇)z,w〉V ′,V = 〈(y · ∇)w, z〉V ′,V , for all (y, z,w) ∈ V 3.
Proposition 2. Let Ω be a bounded Lipschitz domain in R3. Then there exists a constant M such
that
(i) ‖N(y, z)‖V ′ ≤M‖y‖V ‖z‖V , for all y, z ∈ V ,
(ii) ‖N(y, z)‖V ′ ≤M‖y‖H2(Ω)‖z‖Y , for all y ∈ H2(Ω) ∩ V, z ∈ Y ,
(iii) ‖N(y, z)‖V ′ ≤M‖y‖Y ‖z‖H2(Ω), for all y ∈ Y, z ∈ H2(Ω) ∩ V .
Analogous properties can be obtained for the nonlinear operator F .
The Oseen-Operator is defined by
A0 : (H
2(Ω) ∩ V )× (H2(Ω) ∩ V )→ Y, A0(y, z) := N(y, z) +N(z,y). (11)
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Given a stationary solution z¯ ∈ V , we associate with it the Stokes-Oseen operator A that is defined
as follows
D(A) = H2(Ω) ∩ V, Ay = P (ν∆y − (y · ∇)z¯− (z¯ · ∇)y). (12)
Considered as operator in L2(Ω) the adjoint A∗, again as operator in L2(Ω), can be characterized
by
D(A∗) = H2(Ω) ∩ V, A∗p = P (ν∆p− (∇z¯)Tp+ (z¯ · ∇)p). (13)
As mentioned before, considering A as an element of L(D(A), Y ) its dual A′ ∈ L(Y, [D(A)]′) is the
unique extension of the operator A∗ ∈ L(D(A), Y ) to an element in L(Y, [D(A)]′).
For the control operator B˜ we assume that B˜ ∈ L(U,L2(Ω)). Let us set B := PB˜ ∈ L(U, Y ).
We are now prepared to project the controlled state equation (3) onto the space of solenoidal vector
fields Y . We arrive at the abstract control system
d
dt
y(t) = Ay − F (y) +Bu, y(0) = y0, (14)
where the pressure p is eliminated. Before we state the optimal control problem, we collect some
generalizations of the estimates in Proposition 1 to the time-varying case.
Corollary 3. Let y, z ∈ L2(0,∞;D(A)),v ∈ L∞(0,∞;V ). Then
‖N(y, z)‖L1(0,∞;V ) ≤M‖y‖L2(0,∞;H2(Ω))‖z‖L2(0,∞;H2(Ω)), (15)
‖N(y, z)‖L1(0,∞;V ′) ≤M‖y‖L2(0,∞;H2(Ω))‖z‖L2(0,∞;Y ), (16)
‖N(y, z)‖L1(0,∞;V ′) ≤M‖y‖L2(0,∞;Y )‖z‖L2(0,∞;H2(Ω)), (17)
‖N(y,v)‖L2(0,∞;Y ) ≤M‖y‖L2(0,∞;H2(Ω))‖v‖L∞(0,∞;V ), (18)
‖N(v, z)‖L2(0,∞;Y ) ≤M‖v‖L∞(0,∞;V )‖z‖L2(0,∞;H2(Ω)). (19)
Corollary 4. For all y, z ∈ L2(0,∞;D(A))∩L∞(0,∞;V ) with max(‖y‖L∞(0,∞;V ), ‖z‖L∞(0,∞;V )) ≤
δ, there exists a constant C > 0 such that
‖F (y) − F (z)‖L2(0,∞;Y ) ≤ δC‖y − z‖L2(0,∞;H2(Ω)). (20)
Proof. Note that
‖F (y)− F (z)‖L2(0,∞;Y ) = ‖P (N(y,y) −N(z, z))‖L2(0,∞;Y )
≤ C(‖N(y − z,y)‖L2(0,∞;Y ) + ‖N(z,y − z)‖L2(0,∞;Y ))
which, together with (18) and (19), shows the assertion.
2.2 Existence of feasible solutions
Throughout the article we assume that the following assumptions hold true.
Assumption A1. The stationary solution satisfies z¯ ∈ V .
Assumption A2. The linearized system (A,B) is exponentially stabilizable, i.e., there exists K ∈
L(Y, U) such that the semigroup e(A−BK)t is exponentially stable on Y .
Regarding Assumption A2, we refer to, e.g., [5] where finite-dimensional feedback operators
are constructed on the basis of spectral decomposition as well as Riccati theory. Alternatively,
exponential stabilizability of the linearized system also follows from exact controllability results
available in [16].
We immediately obtain the following important consequences that will be used several times
throughout the manuscript.
Consequence C1. There exist two constants λ ≥ 0 and θ > 0 such that
〈(λI −A)︸ ︷︷ ︸
:=−Aλ
v,v〉Y ≥ θ‖v‖2V for all v ∈ V (21)
As is well-known, see e.g., [10, Theorem II.1.2.12] estimate (21) implies that Aλ and, thus, A
generate analytic semigroups eAλt and eAt, on Y , respectively.
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Below we will frequently make use of the spaces W (0, T ;D(Aλ), Y ) and W∞(D(Aλ), Y ), re-
spectively, endowed with the norm defined in (4). This notation will also be employed for systems
associated to operators A that do not necessarily generate themselves an exponentially stable
semigroup on Y .
Consequence C2. For all (y0, f) ∈ V× ∈ L2(0,∞;Y ) and T > 0 the system
y˙ = Ay + f , y(0) = y0, (22)
has a unique solution y ∈ W (0, T ;D(Aλ), Y ). In addition, this solution satisfies
‖y‖W (0,T ;D(Aλ),Y ) ≤ c(T )(‖y0‖V + ‖f‖L2(0,∞;Y ))
with a continuous function c. In the case that y ∈ L2(0,∞;Y ), we can replace (22) by the equivalent
formulation
y˙ = (A− λI)︸ ︷︷ ︸
Aλ
y + λy + f︸ ︷︷ ︸
fλ
, y(0) = y0,
with fλ ∈ L2(0,∞;Y ). Since Aλ satisfies (21), from, e.g., [10, Part II, Chapter 1, Section 2] it
follows that it generates an analytic, exponentially stable semigroup on Y and thus by, e.g., [10,
Theorem II.1.3.1] there exists Mλ such that y ∈W∞(D(Aλ), Y ) with
‖y‖W∞(D(Aλ),Y ) ≤Mλ(‖y0‖V + ‖fλ‖L2(0,∞;Y )). (23)
Here, we use that [D(Aλ), Y ] 1
2
= V, see [10, Theorem II.2.1.3].
Consequence C3. For all y0 ∈ V and f ∈ L2(0,∞;Y ), the system
y˙ = (A−BK)y + f , y(0) = y0,
has a unique solution in W∞(D(Aλ), Y ), see [10, Theorem II.1.3.1]. In particular, it holds that
‖y‖W∞(D(Aλ),Y ) ≤MK(‖y0‖V + ‖f‖L2(0,∞;Y )). (24)
In the next lemma, by As we denote an abstract generator of an exponentially stable, analytic
semigroup on Y . The proof of the assertion is based on a classical fixed-point argument which has
been used in similar contexts in, e.g., [13, 25] and is given in the Appendix A.
Lemma 5. Let As generate an exponentially stable, analytic semigroup e
Ast on Y , let C denote
the constant specified in Corollary 4 and let F be as in (9). Then there exists a constant Ms such
that for all (y0, f) ∈ V × L2(0,∞;Y ) with
γ := ‖y0‖V + ‖f‖L2(0,∞;Y ) ≤
1
4CM2s
the system
y˙ = Asy − F (y) + f , y(0) = y0, (25)
has a unique solution y ∈ W∞(D(As), Y ). Moreover, we have the following estimate on y:
‖y‖W∞(D(As),Y ) ≤ 2Msγ.
Corollary 6. There exists a constant MK > 0 such that for all (y0, f) ∈ V× ∈ L2(0,∞;Y ) which
satisfy
γ := ‖y0‖V + ‖f‖L2(0,∞;Y ) ≤
1
4CM2K
there exists u ∈ L2(0,∞;U) such that there exists a unique solution y ∈W∞(D(Aλ), Y ) to
y˙ = Ay +Bu− F (y) + f , y(0) = y0. (26)
Additionally, it holds that
‖y‖W∞(D(Aλ),Y ) ≤ 2MKγ and ‖u‖L2(0,∞;U) ≤ 2‖K‖L(Y )MKγ.
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Proof. Since assumption A2 implies the existence of K such that e(A−BK)t is an exponentially
stable analytic semigroup on Y , the result is a consequence of Lemma 5 applied to the system
y˙ = (A−BK)y − F (y) + f , y(0) = y0.
The estimate on the control follows from the feedback representation u = −Ky.
For the next statement, we can w.l.o.g. assume that Mλ defined in Consequence C2 satisfies
Mλ ≥ 12C .
Corollary 7. Let (y0, f) ∈ V ×L2(0,∞;Y ) and u ∈ L2(0,∞;U) be such that there exists a solution
y ∈ L2(0,∞;Y ) to
y˙ = Ay − F (y) +Bu+ f , y(0) = y0.
If (y0, f , u,y) are such that
γ := ‖y0‖V + ‖f + λy +Bu‖L2(0,∞;Y ) ≤
1
4CM2λ
.
then y ∈W∞(D(Aλ), Y ) and, moreover,
‖y‖W∞(D(Aλ),Y ) ≤ 2Mλγ.
Proof. By assumption it holds that y ∈ L2(0,∞;Y ). As a consequence, we can focus on the
equivalent system
y˙ = Aλy − F (y) + f˜ ,
where f˜ = f + λy +Bu. Application of Lemma 5 then shows the assertion.
With the previous considerations, we can state problem (P˜ ) as the following abstract infinite-
horizon optimal control problem:
inf
y∈W∞(D(Aλ),Y )
u∈L2(0,∞;U)
J(y, u), subject to: e(y, u) = (0,y0) (P )
where J : W∞(D(Aλ), Y )×L2(0,∞;U)→ R and e : W∞(D(Aλ), Y )×L2(0,∞;U)→ L2(0,∞;Y )×
V are defined by
J(y, u) =
1
2
∫ ∞
0
‖y‖2Y dt+
α
2
∫ ∞
0
‖u(t)‖2U dt (27)
e(y, u) =
(
y˙ − (Ay − F (y) +Bu),y(0)). (28)
3 Differentiability of the value function on V
In this section, we show the differentiability on V of the associated value function, defined by
V(y0) = inf
y∈W∞(D(Aλ),Y )
u∈L2(0,∞;U)
J(y, u), subject to: e(y, u) = (0,y0).
Our arguments are based on an analysis of the dependence of solutions to (P ) with respect to the
initial condition y0.
3.1 Existence of a solution and optimality conditions
This section is devoted to existence of solutions to (P ) with small initial data and associated
first-order necessary optimality conditions.
Lemma 8. There exists δ1 > 0 such that for all y0 ∈ BV (δ1) problem (P ) possesses a solution
(y¯, u¯). Moreover, there exists a constant M > 0 independent of y0 such that
max(‖u¯‖L2(0,∞;U), ‖y¯‖W∞(D(Aλ),Y )) ≤M‖y0‖V . (29)
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Proof. For now, let us define δ1 =
1
4CM2
K
with C as in Corollary 4 and MK as in Corollary 6. By
Corollary 6 (with f = 0) there exists a control u ∈ L2(0,∞;U) with associated state y satisfying
max(‖u‖L2(0,∞;U), ‖y‖W∞(D(Aλ),Y )) ≤M‖y0‖V ,
where M = 2MK max(1, ‖K‖L(Y )). Let us now take a minimizing sequence (yn, un)n∈N which we
can assume to satisfy J(yn, un) ≤M2‖y0‖2V (1 + α). Consequently, for all n ∈ N we obtain
‖yn‖L2(0,∞;Y ) ≤M‖y0‖V
√
2(1 + α) and ‖un‖L2(0,∞;U) ≤M‖y0‖V
√
2(1 + α)√
α
. (30)
After possible reduction of δ1, we can assume that
‖y0‖V + ‖λyn +Bun‖L2(0,∞;Y ) ≤
[
1 +M
√
2(1 + α)
(
λ+
‖B‖L(U,Y )√
α
)]
δ1 ≤ 1
4CM2λ
,
where Mλ is as in Consequence C2 and Corollary 7. Hence, the sequence (yn)n∈N is bounded in
W∞(D(Aλ), Y ) with sup
n∈N
‖yn‖ ≤ 2Mλ‖y0‖V . Extracting if necessary a subsequence, there exists
(y¯, u¯) ∈ W∞(D(Aλ), Y )×L2(0,∞;U) such that (yn, un)⇀ (y¯, u¯) ∈ W∞(D(Aλ, Y )×L2(0,∞;U),
and (y¯, u¯) satisfies (29).
We are going to prove that (y¯, u¯) is feasible and optimal. Note that for each T > 0 and an
arbitrary z ∈ H1(0, T ;Y ), we have for all n ∈ N that∫ T
0
〈
d
dt
yn(t), z(t)
〉
Y
dt =
∫ T
0
〈Ayn(t)− F (yn(t)) +Bun(t), z(t)〉Y dt. (31)
From the convergence ddtyn ⇀
d
dt y¯ in L
2(0, T ;Y ), we can pass to to the limit in the l.h.s. of the
above equality. Similarly, using that Ayn ⇀ Ay¯ ∈ L2(0, T ;Y ) it follows that∫ T
0
〈Ayn(t), z(t)〉Y dt −→
n→∞
∫ T
0
〈Ay¯(t), z(t)〉Y dt.
With the same argument, we find that∫ T
0
〈Bun(t), z(t)〉Y dt −→
n→∞
∫ T
0
〈Bu¯(t), z(t)〉Y dt.
From the definition of F and Proposition 1(i)-(ii), it follows that∣∣∣∣∣
∫ T
0
〈F (yn(t))− F (y¯(t)), z(t)〉Y dt
∣∣∣∣∣
≤
∫ T
0
|〈N(yn(t)− y¯(t),yn), z(t)〉Y | dt+
∫ T
0
|〈N(y¯(t),yn(t)− y¯(t)), z(t)〉V ′,V | dt
≤
∫ T
0
‖N(yn(t)− y¯(t),yn(t))‖Y ‖ z(t)‖Y dt+
∫ T
0
‖N(y¯(t),yn(t)− y¯(t))‖Y ‖ z(t)‖Y dt
≤M
∫ T
0
‖yn(t)− y¯(t)‖V ‖yn(t)‖H2(Ω) ‖z(t)‖Y dt+M
∫ T
0
‖y¯(t)‖H2(Ω) ‖yn(t)− y¯(t)‖V ‖z(t)‖Y dt
≤M (‖yn‖L2(0,T ;D(Aλ)) ‖yn − y¯‖L2(0,T ;V ) ‖z‖L∞(0,T ;Y ) + ‖y¯‖L2(0,T ;D(Aλ)) ‖yn − y¯‖L2(0,T ;V ) ‖z‖L∞(0,T ;Y )) .
Since D(Aλ) is compactly embedded in V , by the Aubin-Lions lemma it follows that ‖yn −
y¯‖L2(0,T ;V ) −→
n→∞
0. Passing to the limit in (31) yields∫ T
0
〈
d
dt
y¯(t), z(t)
〉
Y
dt =
∫ T
0
〈Ay¯(t)− F (y¯(t)) +Bu¯(t), z(t)〉Y dt.
Since H1(0, T ;Y ) is dense in L2(0, T ;Y ), it holds that e(y¯, u¯) = (0,y0). From weak lower semi-
continuity of norms we finally obtain
J(y¯, u¯) ≤ lim inf
n→∞
J(yn, un).
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This shows that (y¯, u¯) is optimal.
Note that the bound (29) can be shown to hold for arbitrary optimal solutions since they
necessarily have to satisfy (30) from which we can argue as above.
Remark 9. For the previous proof, Corollary 7 was essential. It is not available in dimension 3
with y0 ∈ Y and y ∈ W∞(V, V ′). For this reason, we cannot expect differentiability of V on Y .
Lemma 10. Let G ∈ L(W∞(D(Aλ), Y ), L2(0,∞;Y )) be such that ‖G‖ < 1MK , where ‖G‖ denotes
the operator norm of G. Then, for all f ∈ L2(0,∞;Y ) and y0 ∈ V , there exists a unique solution
to the following system:
y˙ = (A−BK)y(t) + (Gy)(t) + f(t), y(0) = y0.
Moreover,
‖y‖W∞(D(Aλ),Y ) ≤
MK
1−MK‖G‖(‖f‖L
2(0,∞;Y ) + ‖y0‖V ).
Proof. The assertion is a variant of [12, Lemma 2.5] and follows by the arguments provided in the
latter reference.
Proposition 11. There exists δ2 ∈ (0, δ1] such that for all y0 ∈ BV (δ2), and for all solutions
(y¯, u¯) of (P ), there exists a unique costate p ∈ W∞(Y, [D(Aλ)]′) satisfying
−p˙−A′p− P ((y¯ · ∇)p− (∇y¯)Tp) = y¯ (in L2(0,∞; [D(Aλ)]′)), (32)
αu¯ +B∗p = 0. (33)
Moreover, there exists a constant M > 0, independent of (y¯, u¯), such that
‖p‖W∞(Y,[D(Aλ)]′) ≤M
(‖y¯‖L2(0,∞;Y ) + α‖u¯‖L2(0,∞;U)) . (34)
Remark 12. Equation (32) is satisfied in the sense that
〈p, z˙〉L2(0,∞;Y ) − 〈p, Az − P ((y¯ · ∇)z+ (z · ∇)y¯)〉L2(0,∞;Y ) = 〈y¯, z〉L2(0,∞;Y ), (35)
for all z ∈W 0∞(D(Aλ), Y ), where
W 0∞(D(Aλ), Y ) = {z ∈W∞(D(Aλ), Y ) | z(0) = 0} . (36)
Proof. For now, let us assume that δ2 = δ1. Then problem (P ) has a solution (y¯, u¯) by Lemma
8. We are going to derive optimality conditions by proving that the linearization of e is surjective.
Since F (y) = PN(y,y) and by Corollary 3, we conclude that N and F are Fre´chet differentiable.
Hence, e is Fre´chet differentiable with
De(y, u) : W∞(D(Aλ), Y )× L2(0,∞;U)→ L2(0,∞;Y )× V
De(y, u)(z, v) = (z˙− (Az− P (N(y, z) +N(z,y)) +Bv), z(0)).
We are going to show that De(y¯, u¯) is surjective for δ2 small enough. For an arbitrary pair
(r, s) ∈ L2(0,∞;Y )× V , we consider
z˙− (Az− P (N(y¯, z) +N(z, y¯)) +Bv) = r, z(0) = s.
From Corollary 3 and Lemma 8, it follows that
‖P (N(y¯, z) +N(z, y¯))‖L2(0,∞;Y ) ≤M‖y¯‖W∞(D(Aλ),Y )‖z‖W∞(D(Aλ),Y ) ≤Mδ2‖z‖W∞(D(Aλ),Y ).
By possibly reducing δ2, we can w.l.o.g. assume that the operatorG ∈ L(W∞(D(Aλ), Y ), L2(0,∞;Y ))
defined by
(Gz)(t) := DF (y(t))(z(t)) = P (N(y¯(t), z(t)) +N(z(t), y¯(t)))
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satisfies ‖G‖ < 1MK . Lemma 10 implies the existence of a unique solution z ∈ W∞(D(Aλ), Y ) to
the system
z˙− ((A−BK)z+ P (N(y¯, z) +N(z, y¯))) = r, z(0) = s.
The surjectivity of De(y¯, u¯) follows by setting v = −Kz ∈ L2(0,∞;U). Moreover, we additionally
have that
‖z‖W∞(D(A),Y ) ≤M
(‖r‖L2(0,∞;Y ) + ‖s‖V ) (37)
where the constant M is independent of (r, s) and y0. The surjectivity of De(y¯, u¯) implies the
existence of a unique pair (p, µ) ∈ L2(0,∞;Y ) × V ′ such that for all (z, v) ∈ W∞(D(Aλ), Y ) ×
L2(0,∞;U)
DJ(y¯, u¯)(z, v) − 〈(p, µ), De(y¯, u¯)(z, v)〉L2(0,∞;Y )×V ′,L2(0,∞;Y )×V = 0. (38)
In the following, we use (38) to derive the costate equation (32) and relation (33). Note that J is
differentiable with
DJ(y¯, u¯)(z, v) = 〈y¯, z〉L2(0,∞;Y ) + α〈u¯, v〉L2(0,∞;U) =
〈(
y¯
αu¯
)
,
(
z
v
)〉
L2(0,∞;Y )×L2(0,∞;U)
. (39)
Moreover, for all (z, v) ∈ W∞(D(Aλ), Y )× L2(0,∞;U)
〈(p, µ), De(y¯, u¯)(z, v))〉L2(0,∞;Y )×V ′,L2(0,∞;Y )×V
= 〈p, z˙〉L2(0,∞;Y ) − 〈p, Az〉L2(0,∞;Y ) + 〈p, Gz〉L2(0,∞;Y ) − 〈p, Bv〉L2(0,∞;U) + 〈µ, z(0)〉V ′,V .
(40)
Taking z = 0 and letting v vary in L2(0,∞;U), from (38), (39) and (40), we obtain
αu¯ +B∗p = 0 in L2(0,∞;U),
and, hence, relation (33).
Taking v = 0, we conclude that for all z ∈ W 0∞(D(Aλ), Y ), we have
〈p, z˙〉L2(0,∞;Y ) = 〈p, Az−Gz〉L2(0,∞;Y ) + 〈y¯, z〉L2(0,∞;Y ). (41)
With Proposition 1(i) and (ii) we obtain for all z ∈W 0∞(D(Aλ), Y )
〈p, z˙〉L2(0,∞;Y ) ≤ |〈p, Az〉L2(0,∞;Y )|+ |〈p, Gz〉L2(0,∞;Y )|+ |〈y¯, z〉L2(0,∞;Y )|
≤M (‖p‖L2(0,∞;Y ) + ‖y¯‖L2(0,∞;Y )) ‖z‖L2(0,∞;H2(Ω)) + |〈p, P (N(y¯, z) +N(z, y¯))〉L2(0,∞;Y )|
≤M (‖p‖L2(0,∞;Y ) + ‖y¯‖L2(0,∞;Y )) ‖z‖L2(0,∞;H2(Ω)) + ∫ ∞
0
|〈p(t), N(y¯(t), z(t)) +N(z(t), y¯(t))〉Y | dt
≤M (‖p‖L2(0,∞;Y ) + ‖y¯‖L2(0,∞;Y )) ‖z‖L2(0,∞;H2(Ω)) +M ∫ ∞
0
‖p(t)‖Y ‖y¯(t)‖V ‖z(t)‖H2(Ω) dt
≤M (‖p‖L2(0,∞;Y ) + ‖y¯‖L2(0,∞;Y ) + ‖p‖L2(0,∞;Y )‖y¯‖L∞(0,∞;V )) ‖z‖L2(0,∞;H2(Ω))
≤M (‖p‖L2(0,∞;Y ) + ‖y0‖V ) ‖z‖L2(0,∞;H2(Ω)).
SinceW 0∞(D(Aλ), Y ) is dense in L2(0,∞;H2(Ω)) for the L2(0,∞;H2(Ω))-norm, we can extend p˙ to
a bounded linear form on L2(0,∞;H2(Ω)), i.e., p˙ can be extended to an element of L2(0,∞; [D(Aλ)]′),
moreover the following bound holds true:
‖p˙‖L2(0,∞;[D(Aλ)]′) ≤M
(‖p‖L2(0,∞;H2(Ω)) + ‖y0‖V ) . (42)
It follows that p ∈ W∞(Y, [D(Aλ)]′) and that the costate equation (32) is satisfied.
Let us bound p ∈ L2(0,∞;Y ). For this purpose, consider r ∈ L2(0,∞;Y ) and assume that
(z, v) satisfy De(y¯, u¯)(z, v) = (r, 0) and the bound (37) (with s = 0). From (38), the expression
(39) of DJ(y¯, u¯), estimate (37), and estimate (29) on (y¯, u¯), we derive:
〈p, r〉L2(0,∞;Y ) = 〈(p, µ), (r, 0)〉L2(0,∞;Y )×V ′,L2(0,∞;Y )×V
= 〈De(y¯, u¯)′(p, µ), (z, v)〉W∞(D(Aλ),Y )′×L2(0,∞;U),W∞(D(Aλ),Y )×L2(0,∞;U)
= DJ(y¯, u¯)(z, v)
≤M (‖y¯‖L2(0,∞;Y ) + ‖u¯‖L2(0,∞;U)) (‖z‖L2(0,∞;Y ) + ‖v‖L2(0,∞;U))
≤M‖y0‖V ‖‖r‖L2(0,∞;Y ).
Since r was arbitrary and M is independent of r, we obtain that ‖p‖L2(0,∞;Y ) ≤ M‖y0‖V . Com-
bining this estimate with (42), we finally obtain (34).
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3.2 Sensitivity analysis with respect to y0
We define the space
X := V × L2(0,∞;Y )× L2(0,∞; [D(Aλ)]′)× L2(0,∞;U), (43)
endowed with the l∞ product norm. Consider now the mapping Φ, defined from W∞(D(Aλ), Y )×
L2(0,∞;U)×W∞(Y, [D(Aλ)]′) to X by
Φ(y, u,p) =

y(0)
y˙ −Ay + F (y)− Bu
−p˙−A′p− P ((y · ∇)p− (∇y)Tp)− y
αu+B∗p
 . (44)
The well-posedness of Φ follows from the considerations on e(y, u) and the costate equation
(32) that have been given in the proof of Proposition 11.
Lemma 13. There exist δ3 > 0, δ
′
3 > 0, and three C
∞-mappings
y0 ∈ BV (δ3) 7→
(Y(y0),U(y0),P(y0)) ∈W∞(D(Aλ), Y )× L2(0,∞;U)×W∞(Y, [D(Aλ)]′)
such that for all y0 ∈ BV (δ3), the triplet
(Y(y0),U(y0),P(y0)) is the unique solution to
Φ(y, u,p) = (y0, 0, 0, 0), max
(‖y‖W∞(D(Aλ),Y ), ‖u‖L2(0,∞;U), ‖p‖W∞(Y,[D(Aλ)]′)) ≤ δ′3 (45)
in W∞(D(Aλ), Y )×L2(0,∞;U)×W∞(Y, [D(Aλ)]′). Moreover, there exists a constant M > 0 such
that for all y0 ∈ BV (δ3),
max
(‖Y(y0)‖W∞(D(Aλ),Y ), ‖U(y0)‖L2(0,∞;U), ‖P(y0)‖W∞(Y,[D(Aλ)]′)) ≤M‖y0‖V . (46)
Proof. Let us show the statement by means of the inverse function theorem. For this purpose, note
that Φ only contains polynomial terms and thus is infinitely differentiable. It further holds that
Φ(0, 0, 0) = (0, 0, 0, 0). Let us prove that DΦ(0, 0, 0) is an isomorphism and take (w1,w2,w3, w4) ∈
X and (y, u,p) ∈W∞(D(Aλ), Y )× L2(0,∞;U)×W∞(Y, [D(Aλ)]′). We have
DΦ(0, 0, 0)(y, u,p) = (w1,w2,w3, w4)⇐⇒

y(0) = w1
y˙ −Ay −Bu = w2
−p˙−A′p− y = w3
αu+B∗p = w4.
(47)
By Proposition 31, the linear system on the left-hand has a unique solution (y, u,p), moreover
‖(y, u,p)‖W∞(D(Aλ),Y )×L2(0,∞;U)×W∞(Y,[D(Aλ)]′) ≤ M‖(w1,w2,w3, w4)‖X .
Hence, DΦ(0, 0, 0) is an isomorphism and, with the inverse function theorem, we have δ3 > 0,
δ′3 > 0, and C
∞-mappings Y, U , and P satisfying (45).
With regard to estimate (46), let us (possibly) reduce δ3 such that the norms of the derivatives
of the three mappings are bounded on BV (δ3) by some constant M > 0. As a consequence, the
three mappings are in particular Lipschitz continuous with modulus M and estimate (46) follows
from the fact that
(Y(0),U(0), (P(0)) = (0, 0, 0).
Proposition 14. There exists δ4 ∈ (0,min(δ2, δ3)] such that for all y0 ∈ BV (δ4), the pair
(Y(y0),U(y0)) is the unique solution to (P ) with initial condition y0. Moreover, P(y0) is the
unique associated costate.
Proof. For now, assume that δ4 = min(δ2, δ3) and consider y0 ∈ BV (δ4). Then, there exists a
solution (y¯, u¯) to (P ) with associated costate p¯ due to Lemma 8 and Proposition 11. This solution
has to satisfy
max(‖y¯‖W∞(D(Aλ),Y ), ‖u¯‖L2(0,∞;U), ‖p¯‖W∞(Y,[D(Aλ)]′)) ≤M‖y0‖V .
A (possible) reduction of δ4 ensures that
max(‖y¯‖W∞(D(Aλ),Y ), ‖u¯‖L2(0,∞;U), ‖p¯‖W∞(Y,[D(Aλ)]′)) ≤ δ′3.
Since Φ(y¯, u¯, p¯) = (y0, 0, 0, 0), Lemma 13 implies that (y¯, u¯, p¯) = (Y(y0),U(y0),P(y0)) which
proves the assertion.
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Corollary 15. The value function V is infinitely differentiable on BV (δ4).
Proof. Note that by definition we have V(y0) = J(Y(y0),U(y0)). Since J is infinitely differentiable,
differentiability of V is a consequence of the composition of infinitely differentiable mappings.
Lemma 16. There exists δ5 ∈ (0, δ4] such that for all y0 ∈ BV (δ5), ‖Y(y0)‖L∞(0,∞;V ) ≤ δ4 and
p(t) = DV(y(t)), ∀t ≥ 0 (in V ′) (48)
where y = Y(y0) and p = P(y0). Additionally, it holds that DV(y(·)) ∈ L2(0,∞;Y ).
The proof is given in Appendix A.
Using the optimality condition (33), we obtain the optimal control in feedback form.
Corollary 17. For all y0 ∈ BV (δ5),
u(t) = − 1
α
B∗DV(y(t)), for a.e. t > 0,
where y = Y(y0) and u = U(y0).
In the two-dimensional case, see [14, Proposition 16], an approximation of the value function
was obtained by investigating the equations which can be derived by successive differentiation
of the Hamilton-Jacobi-Bellman equation for the optimal solution with respect to V . The HJB
equation associated to (P ) is given by
DV(y)(Ay − F (y)) + 1
2
‖y‖2Y −
1
2α
‖B∗DV(y)‖2U = 0 for y ∈ D(A). (49)
In the 2-D case this equation is rigorous, in the 3-D case, however, it is only formal. In fact, the
term B∗DV(y) is not well-defined for B ∈ L(U, Y ) since V is not differentiable on Y .
4 Multilinear Lyapunov operator equations
The purpose of this section is to analyze a sequence of certain multilinear operator equations.
In the two-dimensional case, in [13] it is shown that these equations can be derived by successive
differentiations of the HJB equation. Moreover, their solutions are multilinear forms that represent
the derivatives of the value function in zero. In [13], this enabled us to derive a polynomial feedback
law via a Taylor series expansion of the value function. In contrast to the 2-D case, at this point
we cannot follow the arguments provided in [13]. In particular, so far we only know that V is
differentiable on BV (δ4) but not necessarily on BY (δ4). As will be shown below, it is nevertheless
possible to derive a unique sequence of multilinear forms that result in a polynomial feedback law
which locally approximates the optimal control.
Let us begin with the algebraic operator Riccati equation
〈z2, A∗Πz1〉Y + 〈ΠAz1, z2〉Y + 〈z2, z1〉Y − 1
α
〈B∗Πz1, B∗Πz2〉U = 0, ∀z1, z2 ∈ D(A). (50)
A general treatment of (50) for abstract linear control problems has been given in, e.g., [15, 20]. We
emphasize that the stabilizability assumption A2 and (21), which implies exponential detectability
of (A, id), ensure the existence of a unique nonnegative stabilizing solution Π ∈ L(Y ) to (50). In
the following, we use the notation
Aπ := A− 1
α
BB∗Π
for the closed-loop operator associated with the linearized stabilization problem. Since Aπ generates
an analytic exponentially stable semigroup eAπt on Y , for trajectories of the form y˜(·) = eAπ·y,y ∈
V it follows that y˜ ∈ W∞(D(Aπ), Y ). Similarly, for y ∈ V ′, [10, Corollary II.3.2.1], we have that
y˜(·) = eA·y ∈W∞(Y, [D(A∗λ)]′). Note, that [10, Corollary II.3.2.1] is stated for T <∞. But we can
follow its proof and apply [10, Theorem II.1.3.1(i)] instead of [10, Theorem II.1.3.1(ii)] to arrive at
the conclusion for T =∞.
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From Corollary 15 we already know that V is infinitely differentiable on BV (δ4). We shall relate
its k-th derivative DkV(0) in zero to a multilinear form Tk ∈ M(V k,R). Below, we study such
multilinear forms and show that they additionally satisfy
Tk ∈ Sk(V, V ′) :=
k⋂
ℓ=1
M(V ℓ−1 × V ′ × V k−ℓ,R), (51)
i.e., the form Tk can be extended from V to V ′ as bounded multilinear form separately in each
coordinate. For Tk ∈ Sk(V, V ′), we introduce
|Tk| =
k∑
ℓ=1
sup
‖vℓ‖V ′≤1
‖vi‖V ≤1,i6=ℓ
|Tk(v1, . . . ,vℓ−1,vℓ,vℓ+1, . . . ,vk)|.
Let us illustrate the definition of Sk(V, V
′) in the case that k = 2. For T2 ∈ M(V × V,R), we can
define an associated operator Π˜ via
Π˜ : V → V ′, Π˜ : v 7→ Π˜v := T2(v, ·) for all v ∈ V.
Indeed, we have Π˜ ∈ L(V, V ′) since
‖Π˜v‖V ′ = sup
‖v˜‖V ≤1
|〈v˜, Π˜v〉V,V ′ | = sup
‖v˜‖V ≤1
|T2(v, v˜)| ≤M‖v‖V .
The following considerations further clarify the additional regularity which can be gained if T2 ∈
S2(V, V
′), rather than M(V × V,R) only. For T2 ∈ S2(V, V ′) and hence T2 ∈ M(V × V ′,R) we
have that v1 → T2(v1, ·) can be represented by an operator Π1 ∈ L(V ) such that
T2(v1,v2) = 〈v2,Π1v1〉V ′,V for all v1 ∈ V,v2 ∈ V ′. (52)
Similarly, since T2 ∈M(V ′ × V,R) we have that v1 → T2(v1, ·) can be represented by an operator
Π2 ∈ L(V ′) such that
T2(v1,v2) = 〈v2,Π2v1〉V,V ′ for all v1 ∈ V ′,v2 ∈ V.
For (v1,v2) ∈ V × V we have from (52) that T2(v1,v2) = 〈v2,Π1v1〉V ′,V = 〈v2,Π2v1〉V,V ′ , and
thus for each v1 ∈ V
〈v2, (Π1 −Π2)v1〉V,V ′ = 0 for all v2 ∈ V.
Thus (Π1 − Π2)|V = 0, and since V is dense in V ′, and Π2 ∈ L(V ′), the operator Π2 is the
unique continuous extension of Π1 from V to V
′. We denote both Π1 and Π2 by Π. Since
Π ∈ L(V )∩L(V ′) interpolation implies that Π ∈ L(Y ). For (v1,v2) ∈ Y ×V we have T2(v1,v2) =
〈v2,Πv1〉V,V ′ = 〈v2,Πv1〉Y . By continuity in the first coordinate of the inner product in Y
therefore T2(v1,v2) = 〈v2,Πv1〉Y for all (v1,v2) ∈ Y × Y . As a consequence, if T2 ∈ S2(V, V ′),
then T2 ∈ M(Y 2,R).
We turn to our first results on the existence of solutions of generalized Lyapunov equations.
Theorem 18. Let k ≥ 3 and F ∈ Sk−1(V, V ′). Then, there exists a unique T ∈ Sk(V, V ′) such
that for all (z1, . . . , zk) ∈ D(A)k,
k∑
i=1
T (z1, . . . , zi−1, Aπzi, zi+1, . . . , zk) = G(z1, . . . , zk), (53)
where:
G(z1, . . . , zk) =
k−1∑
j=1
k−j∑
i=1
F(A0(zj , zj+i), z1, . . . , zj−1, zj+1, . . . , zj+i−1, zj+i+1, . . . , zk).
Moreover, if G is symmetric, then T , considered as an element of M(V k,R), is also symmetric.
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Proof. The main idea of the proof relies on an explicit integral representation of the solution to
multilinear operator equations. For the Lyapunov operator equation, this can be found in, e.g.,
[15, Chapter 4], for multilinear equations arising in bilinear control problems, we refer to [14].
For arbitrary ℓ ∈ {1, . . . , k} assume that zℓ ∈ V ′ and zj ∈ V for j 6= ℓ. Let us define
(z˜1, . . . , z˜k) := (e
Aπtz1, . . . , e
Aπtzk)
as well as
T (z1, . . . , zk) = −
∫ ∞
0
G(z˜1, . . . , z˜k) dt. (54)
As mentioned before, since z˜j is the unique solution of y˙ = Aπy with y(0) = zj we have z˜j ∈
W∞(D(Aλ), Y ) if j 6= ℓ and z˜ℓ ∈W∞(Y, [D(A∗λ)]′). In particular, it holds that
‖z˜j‖W∞(D(Aλ),Y ) ≤M‖zj‖V , ‖z˜ℓ‖W∞(Y,[D(A∗λ)]′) ≤M‖zℓ‖V ′ .
Well-posedness of T . Let us show that T as defined in (54) satisfies T ∈ Sk(V, V ′). For this, we
first consider terms of the form∫ ∞
0
|F(A0(z˜j , z˜j+i), z˜1, . . . , z˜j−1, z˜j+1, . . . , z˜j+i−1, z˜j+i+1, . . . , z˜k)|dt
for which j 6= ℓ and j + i 6= ℓ. In this case, we obtain∫ ∞
0
|F(A0(z˜j , z˜j+i), z˜1, . . . , z˜j−1, z˜j+1, . . . , z˜j+i−1, z˜j+i+1, . . . , z˜k)| dt
≤M
∫ ∞
0
‖A0(z˜j , z˜j+i)‖V ‖z˜ℓ‖V ′
 ∏
m/∈{j,j+i,ℓ}
‖z˜m‖V
 dt
≤M‖z˜ℓ‖L∞(0,∞;V ′)
 ∏
m/∈{j,j+i,ℓ}
‖z˜m‖L∞(0,∞;V )
∫ ∞
0
‖A0(z˜j , z˜j+i)‖V dt
≤M‖zℓ‖V ′
 ∏
m/∈{j,j+i,ℓ}
‖zm‖V
∫ ∞
0
‖A0(z˜j , z˜j+i)‖V dt.
Utilizing (15) yields∫ ∞
0
‖A0(z˜j , z˜j+i)‖V dt ≤M‖z˜j‖L2(0,∞;H2(Ω))‖z˜j+i‖L2(0,∞;H2(Ω)) ≤M‖zj‖V ‖zj+i‖V ,
which shows∫ ∞
0
|F(A0(z˜j , z˜j+i), z˜1, . . . , z˜j−1, z˜j+1, . . . , z˜j+i−1, z˜j+i+1, . . . , z˜k)| dt ≤M‖zℓ‖V ′
∏
m 6=ℓ
‖zm‖V .
(55)
For the terms with j + i = ℓ, we utilize (16) to obtain∫ ∞
0
|F(A0(z˜j , z˜ℓ), z˜1, . . . , z˜j−1, z˜j+1, . . . , z˜ℓ−1, z˜ℓ+1, . . . , z˜k)| dt
≤M
 ∏
m/∈{j,ℓ}
‖z˜m‖L∞(0,∞;V )
∫ ∞
0
‖A0(z˜j , z˜ℓ)‖V ′ dt
≤M
 ∏
m/∈{j,ℓ}
‖zm‖V
 ‖z˜j‖L2(0,∞;H2(Ω))‖z˜ℓ‖L2(0,∞;Y ) ≤M‖zℓ‖V ′ ∏
m 6=ℓ
‖zm‖V .
(56)
Analogue estimates based on (17) yield∫ ∞
0
|F(A0(z˜ℓ, z˜ℓ+i), z˜1, . . . , z˜ℓ−1, z˜ℓ+1, . . . , z˜ℓ+i−1, z˜ℓ+i+1, . . . , z˜k)| dt ≤M‖zℓ‖V ′
∏
m 6=ℓ
‖zm‖V .
(57)
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From (55), (56), (57) together with (54) we obtain
|T (z1, . . . , zℓ, . . . , zk)| ≤Mk(k − 1)
2
‖zℓ‖V ′
∏
m 6=ℓ
‖zm‖V .
Since ℓ was arbitrary this shows that T ∈ Sk(V, V ′).
T is a solution. Let us now show that T solves (53). For (z1, . . . , zk) ∈ D(A2)k we define
fij : t ∈ [0,∞) 7→ F(A0(z˜j , z˜j+i), z˜1, . . . , z˜j−1, z˜j+1, . . . , z˜j+i−1, z˜j+i+1, . . . , z˜k)
where j ∈ {1, . . . , k − 1} and i ∈ {1, . . . , k − j} are arbitrary and z˜m(t) := eAπtzm. By the
previous considerations, we know that fij ∈ L1(0,∞). Note that we have the decomposition
fij(t) = F̂ ◦ f̂ij(t), where
F̂(v1, . . . ,vk) := F(A0(A−1π vj , A−1π vj+i),v1, . . . ,vj−1,vj+1, . . . ,vj+i−1,vj+i+1, . . . ,vk),
f̂ij(t) := e
Aπt(z1, . . . , zj−1, Aπzj , zj+1, . . . , zj+i−1, Aπzj+i, zj+i+1, . . . , zk).
Observe that since F ∈ Sk−1(V, V ′), we have for (v1, . . . ,vk) ∈ V k
|F̂(v1, . . . ,vk)| ≤M‖A0(A−1π vj , A−1π vj+i)‖V ′
∏
m/∈{j,i+j}
‖vm‖V
≤M‖A−1π vj‖Y ‖A−1π vj+i‖H2(Ω)
∏
m/∈{j,j+i}
‖vm‖V ≤M‖vj‖Y ‖vj+i‖Y
∏
m/∈{j,i+j}
‖vm‖V .
Hence, F̂ ∈ M(V k,R). Moreover, since (z, . . . , zk) ∈ D(A2)k we have AπeAπ·Aπzj ∈ L1(0,∞;V ),
see [23, Theorem II 6.13(c)], and thus f̂ij ∈ W 1,1(0,∞;V k). From [14, Lemma 9], it follows that
fij ∈W 1,1(0,∞) and f ′ij(t) = DF̂(f̂ij(t))f̂ ′ij(t).
Let us now define the function
g(t) :=
k−1∑
j=1
k−j∑
i=1
fij(t) = G(z˜1, . . . , z˜k).
We obviously have g ∈ W 1,1(0,∞) and g(T )− g(0) = ∫ T0 g′(t)dt. Moreover, there exists a sequence{tk} with tk →∞ and |g(tk)| → 0 for k →∞. Thus
g(t) = g(tk) +
∫ t
tk
g′(s) ds⇒ |g(t)| ≤ |g(tk)|+
∫ ∞
tk
|g′(s)| ds.
Since g′ ∈ L1(0,∞), it follows that ∫∞tk |g′(s)| ds→ 0 for tk →∞. This implies g(t)→ 0 for t→∞.
It can be verified that
g′(t) =
k∑
i=1
G(z˜1, . . . , z˜i−1, Aπz˜i, z˜i+1, . . . , z˜k).
Asymptotically, this leads to
G(z1, . . . , zk) = g(0) = −
∫ ∞
0
g′(t)dt = −
∫ ∞
0
k∑
i=1
G(z˜1, . . . , z˜i−1, Aπ z˜i, z˜i+1, . . . , z˜k)
=
k∑
i=1
T (z1, . . . , zi−1, Aπzi, zi+1, . . . , zk)
which shows that T given in (54) solves (53) for zi ∈ D(A2). By density of D(A2) in D(A), the
equation remains valid for zi ∈ D(A) by continuity.
Uniqueness of T . The uniqueness can be shown with the same arguments provided in [14] and
is therefore skipped at this point.
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Remark 19. In the estimates of the previous proof it was used in (56) and (57) that only one
coordinate belongs to V ′ and the others are in V .
With regard to a result similar to (53) but for a different right hand side in (53), consider
F ∈ Si+1(V, V ′). For z1, . . . , zi ∈ V , the definition of Si+1(V, V ′) yields that F(·, z1, . . . , zi) ∈
L(V ′,R). We particularly have that F(·, z1, . . . , zi) ∈ L(Y,R). Identifying the last term with its
Riesz representative in Y , we can define B∗F(·, z1, . . . , zi) ∈ U . With the same technique used in
the proof Theorem 18, we obtain the following result.
Theorem 20. Let k ≥ 3, i ∈ {2, . . . , k−2},F1 ∈ Si+1(V, V ′) and F2 ∈ Sk−i+1(V, V ′). Then, there
exists a unique T ∈ Sk(V, V ′) such that for all (z1, . . . , zk) ∈ D(A)k,
k∑
i=1
T (z1, . . . , zi−1, Aπzi, zi+1, . . . , zk) = G(z1, . . . , zk), (58)
where:
G(z1, . . . , zk) = 〈B∗F1(·, z1, . . . , zi), B∗F2(·, zi+1, . . . , zk)〉U .
For what follows, let us briefly recall a symmetrization technique introduced in [14]. Let i and
j ∈ N, consider
Si,j =
{
σ ∈ Si+j |σ(1) < · · · < σ(i) and σ(i + 1) < · · · < σ(i + j)
}
,
where Si+j is the set of permutations of {1, . . . , i+ j}. A permutation σ ∈ Si,j is uniquely defined
by the subset {σ(1), . . . , σ(i)}, therefore, the cardinality of Si,j is equal to the number of subsets
of cardinality i of {1, . . . , i + j} and, hence, |Si,j | =
(
i+ j
i
)
. For a multilinear form T of order
i+ j, we set
Symi,j(T )(z1, . . . , zi+j) =
(
i+ j
i
)−1 [ ∑
σ∈Si,j
T (zσ(1), . . . , zσ(i+j))
]
. (59)
Theorem 21. There exists a unique sequence of symmetric multilinear forms (Tk)k≥2, with Tk ∈
Sk(V, V ′) and a unique sequence of multilinear forms (Rk)k≥3, with Rk ∈M(D(A)k,R) such that
for all (z1, z2) ∈ V 2,
T2(z1, z2) := 〈z1,Πz2〉Y (60)
and such that for all k ≥ 3, for all (z1, ..., zk) ∈ D(A)k ,
k∑
i=1
Tk(z1, ..., zi−1, Aπzi, zi+1, ..., zk) = Rk(z1, ..., zk), (61)
where
Rk(z1, . . . , zk) = 1
2α
k−2∑
i=2
(
k
i
)
Symi,k−i
(Ci ⊗ Ck−i)(z1, . . . , zk)
+
k−1∑
j=1
k−j∑
i=1
Tk−1(A0(zj , zj+i), z1, . . . , zj−1, zj+1, . . . , zj+i−1, zj+i+1, . . . , zk)
(62)
with Ci(z1, . . . , zi) = B∗Ti+1(·, z1, . . . , zi), and
∑r
i=2 = 0 for r < 2.
Proof. The statement follows by induction over k. We begin with k = 2. By definition and
well-known results for linear quadratic control problems, see, e.g., [15, 20], we obtain that T2 ∈
M(Y × Y,R). Moreover, the operator Π is the unique stabilizing solution to the algebraic Riccati
equation. Hence, T2 is unique. Let us show that T2 ∈ S2(V, V ′). For this purpose, note that the
Riccati equation (50) can be rewritten as a Lyapunov equation for the closed-loop system:
〈z2, A∗πz1〉Y + 〈Aπz1, z2〉Y + 〈z2, z1〉Y +
1
α
〈B∗Πz1, B∗Πz2〉U = 0, ∀z1, z2 ∈ D(A).
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Similar as in the proof of Theorem 18, we have the explicit integral representation
T2(z1, z2) = −
∫ ∞
0
〈z˜2, z˜1〉Y + 1
α
〈B∗Πz˜1, B∗Πz˜2〉U dt,
where z˜i(t) = e
Aπtzi, i = 1, 2. This implies the estimate
|T2(z1, z2)| ≤M
∫ ∞
0
‖z˜1‖Y ‖z˜2‖Y dt ≤M‖z˜1‖L2(0,∞;Y )‖z˜2‖L2(0,∞;Y ) ≤M‖z1‖V ′‖z2‖V ′ .
We thus have T2 ∈ M(V ′ × V ′,R) which in particular implies T2 ∈ S2(V, V ′).
For k ≥ 3, the equations (61) are linear and existence and uniqueness of Tk ∈ Sk(V, V ′) and
R ∈ M(D(A)k, k) follow from Theorem 18 and Theorem 20. Symmetry follows from the explicit
integral representation of Tk as well as from the symmetry of Rk which is a consequence of the
relation
k−1∑
j=1
k−j∑
i=1
Tk−1(A0(zj , zj+i), z1, . . . , zj−1, zj+1, . . . , zj+i−1, zj+i+1, . . . , zk)
=
k−1∑
j=1
k−j∑
i=1
〈Tk−1(·, z1, . . . , zj−1, zj+1, . . . , zj+i−1, zj+i+1, . . . , zk), A0(zj , zj+i)〉Y
=
k(k − 1)
2
Symk−2,2 (Tk−1 ⊗A0) (z1, . . . , zk).
Remark 22. We point out that it is essential to allow that Tk ∈ S(V, V ′) rather than M(V k,R).
In fact, since B∗ ∈ L(Y, U) the first summands on the right hand side of (62) would otherwise not
be well-defined, though it would suffice to demand Tk ∈ S(V, Y ). Similarly the second summands
would not be well-defined, since they contain the terms A0(zi, zj+i).
Remark 23. For the analysis of the polynomial feedback law below it will be convenient to note
that for the special case zi = y ∈ D(A) for i = 1, . . . , k with k ≥ 3, we obtain
kTk(Ay,y, . . . ,y) = 1
2α
k−1∑
i=1
(
k
i
)
〈B∗Ti+1(·,y, . . . ,y), B∗Tk−i+1(·,y, . . . ,y)〉U
+ k(k − 1)Tk−1(F (y),y, . . . ,y).
5 Polynomial feedback control
Let us next analyze the polynomial feedback law ud : V → U obtained by
ud(yd) = − 1
α
d∑
k=2
1
(k − 1)!B
∗Tk(·,yd, . . . ,yd), (63)
with Tk given in (60) and (61). We then obtain the following closed-loop system
y˙d = Ayd − F (yd) +Bud(yd), yd(0) = y0. (64)
The subsequent proofs rely on local Lipschitz continuity estimates for the nonlinear part of the
feedback law. It will therefore be convenient to introduce
Gk(y) := − 1
α(k − 1)!BB
∗Tk(·,y, . . . ,y), (65)
for each k ≥ 3 such that we have
y˙d = Aπyd − F (yd)− 1
α
d∑
k=3
1
(k − 1)!BB
∗Tk(·,yd, . . . ,yd)
= Aπyd − F (yd) +
d∑
k=3
Gk(yd).
(66)
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As mentioned before, for Tk ∈ Sk(V, V ′) and for fixed y ∈ V , the term Tk(·,y, . . . ,y) ∈ L(Y,R).
With gk(y, . . . ,y) ∈ Y let us denote its Riesz representative. Hence, we obtain
‖gk(y, . . . ,y)‖Y = sup
z∈BY (1)
|Tk(z,y, . . . ,y)| ≤M‖y‖k−1V .
One can easily show the following local Lipschitz estimate for Gk which extends the 2-D result
given in [13].
Lemma 24. For all k ≥ 3, there exists a constant C(k) > 0 such that for all y and z ∈ V ,
‖Gk(y) −Gk(z)‖Y ≤ C(k)‖y − z‖V max(‖y‖V , ‖z‖V )k−2.
Moreover, for all δ ∈ [0, 1], for all y˜ and z˜ ∈ W∞(D(Aλ), Y ) such that ‖y˜‖W∞(D(Aλ),Y ) ≤ δ and
‖z˜‖W∞(D(Aλ), Y ) ≤ δ,
‖Gk(y˜)−Gk(z˜)‖L2(0,∞;Y ) ≤ C(k)δ‖y˜ − z˜‖W∞(D(Aλ),Y ).
As a consequence, we obtain the local well-posedness of the closed-loop system.
Theorem 25. Let C and C(k) denote the constants from Corollary 4 and Lemma 24. There exists
a constant Mcls > 0 such that for all y0 ∈ V with
‖y0‖V ≤ 1
4(C +
∑d
k=3 C(k)M
2
cls)
the closed-loop system (64) has a unique solution yd ∈W∞(D(Aλ), Y ), which satisfies
‖yd‖W∞(D(Aλ),Y ) ≤ 2Mcls‖y0‖V . (67)
Proof. Similar to the proof of Lemma 5, we obtain the existence of a solution y ∈ W∞(D(Aλ), Y ),
satisfying (67). Let us therefore focus on uniqueness and denote by y and z two solutions to (64)
in W∞(D(Aλ), Y ). We set e = y− z. Again, as in the proof of Lemma 5, there exists M > 0 such
that
1
2
d
dt
‖e(t)‖2Y ≤M
(
1+ ‖y(t)‖2
H2(Ω)+ ‖z(t)‖2H2(Ω)+
d∑
k=3
C(k)2max(‖y(t)‖V , ‖z(t)‖V )2(k−2)
)
‖e(t)‖2Y ,
for all t ≥ 0. Since y and z ∈ W∞(D(Aλ), Y ) and e(0) = 0, we obtain with Gronwall’s inequality
that e = 0.
6 Error estimates
In this section, we analyze the feedback law (63) and compare it to the optimal value V(y0). We
follow a strategy used in [14] which is based on a polynomial function Vd of the form
Vd : V → R, Vd(y) :=
d∑
k=2
1
k!
Tk(y, . . . ,y). (68)
The motivation for the specific definition of Vd is that in the 2-D case, the sequence of multilinear
forms Tk coincides with derivatives DkV(0) of the value function considered as continuous multi-
linear forms on Y k. Hence, in that case the expression for Vd represents a Taylor series expansion
of V around 0 in the Y topology. In the 3-D case we utilize the structure of the 2-D case to propose
approximating feedback controls based on the generalized Lyapunov equations from Theorem 21.
Using that V is differentiable on V , we can eventually derive error estimates analogous to those
obtained in [13].
We begin by showing that Vd as defined in (69) satisfies a perturbed HJB equation. For this
purpose, consider the following polynomial term for y ∈ V :
rd(y) :=
1
2α
2d−2∑
k=d+1
d−1∑
ℓ=k−d+1
1
ℓ!(k − ℓ)! 〈B
∗Tℓ+1(·,y, . . . ,y), B∗Tk−ℓ+1(·,y, . . . ,y)〉U .
+
1
(d− 1)!Td(F (y),y, . . . ,y).
(69)
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Before stating the announced result, note that Vd is Fre´chet differentiable on V with
DVd(y) =
d∑
k=2
1
(k − 1)!Tk(·,y, . . . ,y). (70)
Moreover, by Theorem 21, we know that DVd can be uniquely extended to an element in L(Y,R).
As an element in L(Y,R) it satisfies the announced perturbed HJB equation.
Proposition 26. For all d ≥ 2 and all y ∈ D(A), we have
DVd(y)(Ay − F (y)) + 1
2
‖y‖2Y −
1
2α
〈B∗DVd(y), B∗DVd(y)〉U + rd(y) = 0. (71)
Moreover, for all d ≥ 2, there exists a constant C > 0 such that for all y ∈ V ,
|rd(y)| ≤ C
2d∑
i=d+1
‖y‖iV . (72)
Proof. Let us prove (71). We fix y ∈ D(A). Since T2 is characterized by Π which satisfies the
algebraic Riccati equation 50, we obtain for d = 2
−DVd(y)(Ay − F (y)) − 1
2
‖y‖2Y +
1
2α
〈B∗DVd(y), B∗DVd(y)〉U
= −T2(Ay − F (y),y) − 1
2
‖y‖2Y +
1
2α
〈B∗T2(·,y), B∗T2(·,y)〉U
= −T2(Ay,y) − 1
2
‖y‖2Y +
1
2α
〈B∗T2(·,y), B∗T2(·,y)〉U︸ ︷︷ ︸
=0
+T2(F (y),y) = r2(y).
Now let d ≥ 3. Our proof is based on Theorem 21. From Remark 23, we know that the expres-
sions of the multilinear forms can be simplified when the mappings are evaluated at (y, . . . ,y) ∈ Y i
and (y, . . . ,y) ∈ Y k, respectively. In particular, we have
kTk(Ay,y, . . . ,y) = 1
2α
k−1∑
i=1
(
k
i
)
〈B∗Ti+1(·,y, . . . ,y), B∗Tk−i+1(·,y, . . . ,y)〉U
+ k(k − 1)Tk−1(F (y),y, . . . ,y)
(73)
We are now ready to prove (71). By (70) we have
DVd(y)(Ay − F (y)) =
d∑
k=2
1
(k − 1)!Tk
(
Ay,y, . . . ,y
)− d+1∑
k=3
1
(k − 2)!Tk−1
(
F (y),y, . . . ,y
)
, (74)
and in a similar manner
B∗DVd(y) =
d∑
i=2
1
(i− 1)!B
∗Ti(·,y, . . . ,y) =
d−1∑
i=1
1
i!
B∗Ti+1(·,y, . . . ,y).
As a consequence, we obtain
〈B∗DVd(y), B∗DVd(y)〉U =
〈
d−1∑
i=1
1
i!
B∗Ti+1(·,y, . . . ,y),
d−1∑
j=1
1
j!
B∗Tj+1(·,y, . . . ,y)
〉
U
= 〈B∗T2(·,y), B∗T2(·,y)〉U +
d∑
k=3
k−1∑
ℓ=1
1
ℓ!(k − ℓ)! 〈B
∗Tℓ+1(·,y, . . . ,y), B∗Tk−ℓ+1(·,y, . . . ,y)〉U
+
2d−2∑
k=d+1
d−1∑
ℓ=k−d+1
1
ℓ!(k − ℓ)! 〈B
∗Tℓ+1(·,y, . . . ,y), B∗Tk−ℓ+1(·,y, . . . ,y)〉U .
(75)
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From (74) and (75), we conclude that
−DVd(y)(Ay − F (y)) − 1
2
‖y‖2Y +
1
2α
〈B∗DVd(y), B∗DVd(y)〉U
= −1
2
[
2T2(Aπy,y) + ‖y‖2Y −
1
α
〈B∗T2(·,y), B∗T2(·,y)〉U
]
−
d∑
k=3
1
k!
[
kTk(Ay,y, . . . ,y)− k(k − 1)Tk−1(F (y),y, . . . ,y)
− 1
2α
k−1∑
ℓ=1
(
k
ℓ
)
〈B∗Tℓ+1(·,y, . . . ,y), B∗Tk−ℓ+1(·,y, . . . ,y)〉U
]
+
2d−2∑
k=d+1
d−1∑
ℓ=k−d+1
1
ℓ!(k − ℓ)! 〈B
∗Tℓ+1(·,y, . . . ,y), B∗Tk−ℓ+1(·,y, . . . ,y)〉U
+
1
(d− 1)!Td(F (y),y, . . . ,y).
The terms in brackets in the above expression are equal to zero by (50) and (73). This proves (71).
For the estimate (72), we use Tk ∈ Sk(V, V ′) and the definition (69) to obtain
|rd(y)| ≤M
2d−2∑
k=d+1
d−1∑
ℓ=k−d+1
1
ℓ!(k − ℓ)!‖Tℓ+1(·,y, . . . ,y)‖Y ‖Tk−ℓ+1(·,y, . . . ,y)‖Y
+M |Td(F (y),y, . . . ,y)|
≤M
(
2d−2∑
k=d+1
d−1∑
ℓ=k−d+1
‖y‖kV + ‖F (y)‖V ′‖y‖d−1V
)
.
The assertion now follows with Proposition 2.
Lemma 27. Let d ≥ 2. Then, there exists δ > 0 and a constant M > 0 such that for all y0 ∈
BV (δ0), ∫ ∞
0
rd(y¯(t)) dt ≤ C‖y0‖d+1V and
∫ ∞
0
rd(yd(t)) dt ≤ C‖y0‖d+1V ,
where y¯ is the optimal trajectory for problem (P ) with initial value y0.
Proof. By Proposition 14 and Theorem 25, for δ > 0 sufficiently small there exists a constant C1
such that for all y0 ∈ BV (δ),
max
(‖yd‖W∞(D(Aλ),Y ), ‖y¯‖W∞(D(Aλ),Y )) ≤ C1‖y0‖V .
Since we can assume that ‖y0‖V ≤ 1, the statement is a consequence of Proposition 26.
Let us now consider a perturbation Jd of the cost function J of the form
Jd(y, u) :=
1
2
∫ ∞
0
‖y‖2Y dt+
α
2
∫ ∞
0
‖u‖2U dt+
∫ ∞
0
rd(y) dt.
Next, we show that the polynomial feedback law ud(yd) = − 1αB∗DVd(yd) with the correspond-
ing trajectory yd performs better than (y¯, u¯) with regard to the perturbed cost function Jd.
Lemma 28. Let d ≥ 2. Then there exists δ > 0 such that for all initial values y0 ∈ BV (δ0)
Vd(y0) = Jd(yd, ud) ≤ Jd(y¯, u¯)
where (y¯, u¯) is the optimal solution for problem (P ) with initial value y0.
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Proof. By Lemma 27, it follows that Jd(y¯, u¯) and Jd(yd, ud) are finite. We have that y¯ ∈
H1(0,∞;Y ) and, hence, for all T > 0, it holds that y¯ ∈ W 1,1(0, T ;Y ). We can apply a chain
rule established in [14] to each of the bounded multilinear forms which appear in Vd(y¯(·)). Omit-
ting the time variable in what follows, we obtain
d
dt
Vd(y¯) = DVd(y¯)
(
Ay¯ − F (y¯) +Bu¯).
By Proposition 26,
d
dt
Vd(y¯) = −rd(y¯)− 1
2
‖y¯‖2Y +
1
2α
〈B∗DVd(y¯), B∗DVd(y¯)〉U +DVd(y¯)(Bu¯)
= −ℓd(y¯, u¯) + 1
2α
〈B∗DVd(y¯), B∗DVd(y¯)〉U +DVd(y¯)(Bu¯) + α
2
‖u¯‖2U ,
where ℓd(y, u) :=
1
2‖y‖2Y + α2 ‖u‖2U + rd(y). Hence, it follows that
d
dt
Vd(y¯) = −ℓd(y¯, u¯) + α
2
∥∥∥∥u¯+ 1αB∗DVd(y¯)
∥∥∥∥2
U
. (76)
We deduce that
Vd(y¯(T ))− Vd(y0) ≥ −
∫ T
0
ℓd(y¯, u¯) dt. (77)
With a similar derivation for u = ud, we infer that
Vd(yd(T ))− Vd(y0) = −
∫ T
0
ℓd(yd, ud) dt, (78)
since for this control, the squared expression vanishes. We have limT→∞ y¯(T ) = 0 and limT→∞ yd(T ) =
0 in V. Since Tk ∈ Sk(V, V ′), this implies that
Vd(y¯(T ))
T→∞−→ 0 and Vd(yd(T )) −→
T→∞
0.
Finally, passing to the limit in (77) and (78), we obtain
Jd(y¯, u¯) =
∫ ∞
0
ℓd(y¯, u¯) ≥ Vd(y0) =
∫ ∞
0
ℓd(yd, ud) = Jd(yd, ud).
The lemma is proved.
We now prove that Vd is a Taylor expansion of V and analyze the quality of the feedback law
ud in the neighborhood of 0.
Theorem 29. There exists δ > 0 and a constant M > 0 such that for all y0 ∈ BV (δ)
V(y0) ≤ J(yd, ud) ≤ V(y0) + 2M‖y0‖d+1V , (79)
|V(y0)− Vd(y0)| ≤M‖y0‖d+1V . (80)
Proof. The following inequalities follow directly from Lemma 27 and Lemma 28:
|Vd(y0)− J(yd, ud)| ≤M‖y0‖d+1V , Vd(y0) ≤ Jd(y¯, u¯),
|V(y0)− Jd(y¯, u¯)| ≤M‖y0‖d+1V , V(y0) ≤ J(yd, ud),
where u¯ is the unique solution to (P ) with initial value y0. Therefore,
J(yd, ud)− 2M‖y0‖d+1V ≤ Vd(y0)−M‖y0‖d+1V ≤ Jd(y¯, u¯)−M‖y0‖d+1V
≤ V(y0) ≤ J(yd, ud) ≤ Vd(y0) +M‖y0‖d+1V ,
which proves inequalities (79) and (80).
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Theorem 30. Let d ≥ 2. There exist δ6 > 0 and M > 0 such that for all y0 ∈ BV (δ6), it holds
that
‖y¯ − yd‖W∞(D(Aλ),Y ) ≤M‖y0‖dV ,
‖u¯− ud‖L2(0,∞;U), ≤M‖y0‖dV ,
where (y¯, u¯) = (Y(y0),U(y0)), yd is the solution of the closed-loop system (64) with initial condition
y0, and ud is the associated control.
The proof follows in part the arguments provided in [14] for the 2-D case. But it also requires
some changes and thus it is given in the Appendix.
7 Conclusions
An asymptotic expansion for the value function to an optimal control problem associated to the
Navier-Stokes equation in dimension three was developed. The terms of the expansion are mul-
tilinear forms arising as the solutions to generalized Lyapunov equations. To achieve the desired
approximation properties it is essential to consider the domains of these multilinear forms as an
appropriate combination of H1(Ω) and L2(Ω) spaces. In future work the impact of the generalized
Lyapunov equations for the numerical realization of feedback mechanisms is of interest. This will
require an independent effort, however.
A Proofs
Proof of Lemma 5. From [10, Theorem II.1.3.1] it follows that for all (y0,g) ∈ V × L2(0,∞;Y )
the system
z˙ = Asz+ g, z(0) = y0
has a unique solution z ∈ W∞(D(As), Y ). Additionally, there exists a constant Ms such that
‖z‖W∞(D(As),Y ) ≤Ms(‖y0‖V + ‖g‖L2(0,∞;Y )). (81)
Let us without loss of generality assume that Ms ≥ 12C . Similar to [13, Lemma 5], we are going to
apply a fixed-point argument to the system (25). For this purpose, let us define
M = {y ∈ W∞(D(As), Y ) | ‖y‖W∞(D(As),Y ) ≤ 2Msγ}
as well as the mapping Z : M ∋ y 7→ z = Z(y) ∈ W∞(D(As), Y ), where z is the unique solution of
z˙ = Asz− F (y) + f , z(0) = y0.
If there exists a fixed point of Z, then it is a unique solution of (25) in M. With C and Ms given,
we shall use Corollary 4 with δ = 2Msγ ≤ 12CMs ≤ 1 and (81) to obtain
‖z‖W∞(D(As),Y ) ≤Ms(‖F (y)‖L2(0,∞;Y ) + ‖f‖L2(0,∞;Y ) + ‖y0‖V )
≤Ms
(
1
2Ms
‖y‖W∞(D(As),Y ) + γ
)
≤ 2Msγ.
This implies Z(M) ⊆M. For y1,y2 ∈M consider z = Z(y1)−Z(y2) solving
z˙ = Asz− F (y1) + F (y2), z(0) = 0.
Again by (81) and Corollary 4, it follows that
‖Z(y1)−Z(y2)‖W∞(D(As),Y ) = ‖z‖W∞(D(As),Y ) ≤Ms(‖F (y1)− F (y2)‖L2(0,∞;Y ))
≤MsδC‖y1 − y2‖W∞(D(As),Y ) ≤
1
2
‖y1 − y2‖W∞(D(As),Y ).
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Hence, Z is a contraction in M and there exists a unique y ∈ M with Z(y) = y. Regarding
uniqueness in W∞(D(As), Y ), consider two solutions y, z ∈ W∞(D(As), Y ). The difference e :=
y − z then satisfies
e˙ = Ase− F (y) + F (z), e(0) = 0.
Multiplication with e and subsequent integration yields
1
2
d
dt
‖e‖2Y = 〈Ase, e〉Y − 〈F (y) − F (z), e〉V ′,V .
Note that As satisfies an expression analogous to (21). We thus have
1
2
d
dt
‖e‖2Y ≤ α‖e‖2Y − β‖e‖2V + ‖F (y)− F (z)‖V ′‖e‖V ,
with α ≥ 0 and β > 0. From Proposition 1 and Young’s inequality we conclude that
1
2
d
dt
‖e‖2Y ≤ α‖e‖2Y − β‖e‖2V +M
(‖e‖Y ‖y‖H2(Ω) + ‖e‖Y ‖z‖H2(Ω)) ‖e‖V
≤ α‖e‖2Y − β‖e‖2V +
M
ι
‖e‖2V +
Mι
2
‖e‖2Y
(
‖y‖2
H2(Ω) + ‖z‖2H2(Ω)
)
.
Choosing ι large enough, this yields
1
2
d
dt
‖e‖2Y ≤
(
α+
Mι
2
(‖y‖2
H2(Ω) + ‖z‖2H2(Ω))
)
‖e‖2Y .
Since y, z ∈ W∞(D(As), Y ) and e(0) = 0 we can apply Gronwall’s inequality and obtain that
e(t) = 0 for all t ≥ 0. This shows uniqueness of solutions in W∞(D(As), Y ).
Proof of Lemma 16. By continuity of the mapping Y, there exists δ5 ∈ (0, δ4] such that for all
y0 ∈ BV (δ5), ‖Y(y0)‖L∞(0,∞;V ) ≤ δ4.
We now claim the following: for all y0 ∈ BV (δ5), we have p(0) = DV(y0), where p = P(y0).
To verify this claim, let y0 and y˜0 ∈ BV (δ5), and set (y, u,p) = (Y(y0),U(y0),P(y0)) and (y˜, u˜) =
(Y(y˜0),U(y˜0)). We have
V(y˜0)− V(y0) =
(1
2
‖y˜‖2 + α
2
‖u˜‖2
)
−
(1
2
‖y‖2 + α
2
‖u‖2
)
− 〈p, ˙˜y − (Ay˜ − F (y˜) +Bu˜)〉
L2(0,∞;Y )
+
〈
p, y˙ − (Ay − F (y) +Bu)〉
L2(0,∞;Y )
. (82)
Indeed, u and u˜ are optimal and the last two terms vanish. The following four relations can be
easily verified:
1
2
‖y˜‖2 − 1
2
‖y‖2 = 〈y, y˜ − y〉L2(0,∞;Y ) +
1
2
‖y˜ − y‖2,
α
2
‖u˜‖2 − α
2
‖u‖2 = α〈u, u˜− u〉L2(0,∞;U) +
α
2
‖u˜− u‖2,
F (y˜)− F (y) = F (y˜ − y) +N(y˜ − y,y) +N(y, y˜ − y),
= ((y˜ − y) · ∇)(y˜ − y) + ((y˜ − y) · ∇)y + (y · ∇)(y˜ − y)
−〈p, ˙˜y − y˙〉L2(0,∞;Y ) = 〈p(0), y˜0 − y(0)〉V ′,V + 〈p˙, y˜ − y〉L2(0,∞;[D(Aλ)]′),L2(0,∞;D(Aλ)).
(83)
Combining (82) and (83) yields
V(y˜0)− V(y0) = 〈p(0), y˜(0)− y(0)〉V ′,V + 1
2
‖y˜ − y‖2Y +
α
2
‖u˜− u‖2U
− 〈p, F (y˜ − y)〉
L2(0,∞;Y )
+
〈
αu +B∗p︸ ︷︷ ︸
=0
, u˜− u〉
L2(0,∞;U)
+
〈
p˙+A′p+ y + P ((y · ∇)p− (∇y)Tp)︸ ︷︷ ︸
=0
, y˜ − y〉
L2(0,∞;[D(Aλ)]′,L2(0,∞;D(Aλ)))
.
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For y˜0 = y0 + h, we have ‖y˜ − y‖W∞(D(Aλ),Y ) ≤M‖h‖V and ‖u˜− u‖L2(0,∞;U) ≤M‖h‖V , by the
Lipschitz-continuity of the mappings Y and U . It follows that the three quadratic terms in the
above relation are of order ‖h‖2V and thus that
|V(y˜0)− V(y0)− 〈p(0), y˜0 − y0〉V ′,V |
=
∣∣∣1
2
‖y˜ − y‖2Y +
α
2
‖u˜− u‖2U −
〈
p, F (y˜ − y)〉
L2(0,∞;Y )
∣∣∣ ≤M‖h‖2V .
This proves that DV(y0) = p(0), as announced.
Let y0 ∈ BV (δ5), set (y, u,p) = (Y(y0),U(y0),P(y0)) and choose t ≥ 0. To verify (48), we
define
y˜ : s ≥ 0 7→ y(t + s), u˜ : s ≥ 0 7→ u(t+ s), p˜ : s ≥ 0 7→ p(t+ s).
By the dynamic programming principle, u˜ is the solution to problem (P ) with initial condition
y˜(0) = y(t). The associated trajectory and costate are y˜ and p˜. Since ‖y(t)‖V ≤ δ4, we can use
the above arguments to obtain that DV(y˜(0)) = p˜(0) and finally that DV(y(t)) = p(t) in V ′.
Since p ∈ L2(0,∞;Y ), this equality also holds in L2(0,∞;Y ).
Proof of Theorem 30. The main idea is to express the dynamics of the error e(t) := y¯(t)−yd(t) in
feedback form by utilizing classical results on remainder terms for Taylor approximations. Let us
detail the most important steps. First, for δ6 sufficiently small, from Corollary 15 we know that V
is smooth and, hence, can be approximated by a Taylor series around 0. From Theorem 29 it also
follows that
|V(y) −
d∑
k=2
1
k!
Tk(y, . . . ,y)| = o(‖y‖dV ), ∀y ∈ BV (δ6).
Since the Tk are multilinear forms on V k, the uniqueness of Taylor expansions implies that indeed
DkV(0) = Tk. Consequently, with [30, Theorem 4A], we also obtain a Taylor series expansion of
DV of the form
DV(y) =
d∑
k=2
1
(k − 1)!Tk(·,y, . . . ,y) +Rd(y), ∀y ∈ BV (δ6)
where the remainder term Rd is given by
Rd(y) =
∫ 1
0
(1− τ)d−1
(d− 1)! D
d+1V(τy)(·,y, . . . ,y) dτ.
In particular, along the optimal trajectory y¯(·) = Y(y0)(·) it holds that
p(t) = P(y0)(t) = DV(y¯(t)) =
d∑
k=2
1
(k − 1)!D
kV(0)(·, y¯(t), . . . , y¯(t)) +Rd(y¯(t)). (84)
By Proposition 11 we know that p ∈ L2(0,∞;Y ). Similarly, since y¯ ∈ W∞(D(A), Y ) from Theorem
20 it follows that
d∑
k=2
1
(k − 1)!D
kV(0)(·, y¯(·), . . . , y¯(·)) ∈ L2(0,∞;Y ).
Using (84) we then obtain Rd(y¯(·)) ∈ L2(0,∞;Y ). Consider now the error dynamics which satisfy
e˙ = Aπe− F (y¯) + F (yd) +
d∑
k=3
(Gk(y¯)−Gk(yd))− 1
α
BB∗Rd(y¯),
with Gk as in (65). Defining a forcing term f via
f := −F (y¯) + F (yd) +
d∑
k=3
(Gk(y¯)−Gk(yd))− 1
α
BB∗Rd(y¯)
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yields a system of the form e˙ = Aπe+ f , e(0) = 0. Moreover, for δ6 sufficiently small, we have the
following estimate
‖f‖L2(0,∞;Y ) ≤M(δ˜‖e‖W∞(D(A),Y ) + ‖y0‖dV ),
where the constant M is independent of y0 and δ˜ can be made arbitrarily small by reducing the
value of δ6. This shows the first estimate. The estimate for the controls u¯ and ud then follow
exactly as in the proof of [14, Theorem 22].
B Linear optimality systems
Here, we analyze a class of linear optimality systems that arise in the proof of Lemma 13. With
the space X defined as in (43), for a given (y0, f ,g, h) ∈ X , we consider:
min
y∈W∞(D(Aλ),Y )
u∈L2(0,∞;U)
J [g, h](y, u) subject to: e[f ,y0](y, u) = 0, (LQ)
where J [g, h] : W∞(D(Aλ), Y ) × L2(0,∞;U) → R and e[f ,y0] : W∞(D(Aλ), Y ) × L2(0,∞;U) →
L2(0,∞;Y )× Y are defined by
J [g, h](y, u) :=
1
2
∫ ∞
0
‖y‖2Y dt+ 〈g,y〉L2(0,∞;[D(Aλ)]′),L2(0,∞;D(Aλ)) +
α
2
∫ ∞
0
‖u‖2U dt+ 〈h, u〉L2(0,∞;U),
e[f ,y0](y, u) := (y˙ − (Ay +Bu + f),y(0)− y0) ∈ L2(0,∞;Y )× V.
Proposition 31. For all (y0, f ,g, h) ∈ X, there exists a unique triplet (y, u,p) ∈ W∞(D(Aλ), Y )×
L2(0,∞;U)×W∞(Y, [D(Aλ)]′) such that
y˙ − (Ay +Bu) = f in L2(0,∞;Y )
y(0) = y0 in V
−p˙−A′p− y = g in L2(0,∞; [D(Aλ)]′)
αu +B∗p = −h in L2(0,∞;U).
(85)
Moreover there exists a constant M > 0, independent of (f ,g, h,y0), such that
‖(y, u,p)‖W∞(D(Aλ),Y )×L2(0,∞;U)×W∞(Y,[D(Aλ)]′) ≤M‖(y0, f ,g, h)‖X . (86)
Proof. For finite horizon problems the proof would be standard. For the infinite horizon case the
result cannot readily be obtained from the literature, and thus we decided to provide a proof here.
We prove the assertion with the help of the following two auxiliary statements.
Claim 1. There exists a constant M > 0 such that for all (f ,g, h,y0) ∈ X , the linear-quadratic
problem (LQ) has a unique solution (y, u) satisfying the following bounds:
‖y‖W∞(D(Aλ),Y ) ≤M‖(y0, f ,g, h)‖X and ‖u‖L2(0,∞;U) ≤M‖(y0, f ,g, h)‖X . (87)
Proof of Claim 1. Due to Consequence C3, problem (LQ) is feasible. Let us now consider a
minimizing sequence (yn, un)n∈N. We can assume that for all n ∈ N,
J [g, h](yn, un) ≤M‖(y0, f ,g, h)‖2X . (88)
Let us show that the sequence (yn, un) is bounded in W∞(D(Aλ), Y ) × L2(0,∞;U). By Young’s
inequality, for all ε > 0 it holds that
J [g, h](yn, un) ≥ 1
2
‖yn‖2L2(0,∞;Y ) − ‖g‖L2(0,∞;[D(Aλ)]′)‖yn‖L2(0,∞;D(Aλ))
+
α
2
‖un‖2L2(0,∞;U) − ‖h‖L2(0,∞;U)‖un‖L2(0,∞;U)
≥ 1
2
‖yn‖2L2(0,∞;Y ) −
1
2ε
‖g‖2L2(0,∞;[D(Aλ)]′) −
ε
2
‖yn‖2L2(0,∞;D(Aλ))
+
α
2
(
‖un‖2L2(0,∞;U) −
‖h‖L2(0,∞;U)
α
)2
−
‖h‖2L2(0,∞;U)
2α
.
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Combining this estimate with (88), we obtain that
max(‖yn‖L2(0,∞;Y ), ‖un‖L2(0,∞;U))
≤M
(
‖(y0, f ,g, h)‖X +
√
ε‖yn‖L2(0,∞;D(Aλ)) +
1√
ε
‖g‖L2(0,∞;[D(Aλ)]′)
)
.
(89)
Consequence C2 now implies that
‖yn‖W∞(D(Aλ),Y ) ≤M
(‖y0‖V + ‖f‖L2(0,∞;Y ) + ‖yn‖L2(0,∞;Y ))
≤M
(
‖(y0, f ,g, h)‖X +
√
ε‖yn‖L2(0,∞;D(Aλ)) +
1√
ε
‖g‖L2(0,∞;[D(Aλ)]′)
)
,
for some constant M independent of (y0, f ,g, h) and ε. Choosing ε sufficiently small, this yields
‖yn‖W∞(D(Aλ),Y ) ≤M‖(y0, f ,g, h)‖X .
Utilizing (89) we further arrive at
‖un‖L2(0,∞;U) ≤M‖(y0, f ,g, h)‖X .
It follows that the sequence (yn, un) is bounded in W∞(D(Aλ), Y ) × L2(0,∞;U) and has a weak
limit point (y, u) satisfying (87). One can prove the optimality of (y, u) with the same techniques
as those used for the proof of [14, Proposition 2]. The uniqueness of the solution directly follows
from the linearity of the state equation and the strict convexity in u of the cost functional.
Claim 2. For all (y0, f ,g, h) ∈ X , there exists a unique costate p ∈W∞(Y, [D(Aλ)]′) satisfying
the following relations:
−p˙−A′p− y = g (90)
αu+B∗p = − h. (91)
Here (y, u) denotes the unique solution to (LQ). Moreover, there exists a constant M > 0 inde-
pendent of (y0, f ,g, h) such that ‖p‖W∞(Y,[D(Aλ)]′) ≤M‖(y0, f ,g, h)‖X .
Proof of Claim 2. The mapping e[f ,y0] is continuous and affine, and thus its Fre´chet derivative
is given by
De : W∞(D(Aλ), Y )× L2(0,∞;U)→ L2(0,∞;Y )× V
De(z, v) = (z˙− (Az+Bv), z(0)).
Let us argue that De is surjective: Let (r, s) ∈ L2(0,∞;Y )× V and consider
z˙− (Az +Bv) = r, z(0) = s.
By Consequence C3 there exists w ∈W∞(D(Aλ), Y ) such that
w˙ = (A−BK)w+ r, w(0) = s.
Setting v = −Kw ∈ L2(0,∞;U) we have solved De(z, v) = (r, s). The remaining arguments are
similar to those provided in the proof of Proposition 11 and are thus omitted here.
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