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MAXIMAL FUNCTIONS ASSOCIATED TO FLAT PLANE
CURVES WITH MITIGATING FACTORS
RAMESH MANNA
Abstract. We study the boundedness problem for maximal operatorsMσ
associated to flat plane curves with Mitigating factors, defined by
Mσf(x) := sup
1≤t≤2
∣∣∣∣
∫ 1
0
f(x− tΓ(s)) (κ(s))σ ds
∣∣∣∣ ,
where κ(s) denotes the curvature of the curve Γ(s) = (s, g(s) + 1), g(s) ∈
C5[0, 1] in R2. Let △ be the closed triangle with vertices P = (25 ,
1
5 ), Q =
(12 ,
1
2 ), R = (0, 0).
In this paper, we prove that for ( 1
p
, 1
q
) ∈
[
( 1
p
, 1
q
) : ( 1
p
, 1
q
) ∈ △ \ {P,Q}
]
∩[
( 1
p
, 1
q
) : q > max{σ−1, 2}
]
, there is a constant B such that ‖Mf‖Lq(R2) ≤
B ‖f‖Lp(R2).
1. Introduction
Let C denote a smooth, compactly supported curve in the plane that does
not pass through the origin, and denoting by tC the curve dilated by a factor
t > 0, we consider the averaging operator defined for functions f ∈ S , the
Schwartz class of functions, by
Mtf(x) :=
∫
C
f(x− ty) dσ(y),
where dσ denotes the normalized Lebesgue measure over the curves C. Con-
sider now the maximal operator given by
Mf(x) := sup
t>0
|Mtf(x)|.
It is not obvious that such averaging operators are well defined for f in Lp−
spaces, since the curve C has measure zero in R2. Nevertheless, a priori Lp−Lq
estimates are possible when C has suitable curvature properties. Therefore,
a natural question, we ask is for what range of the exponents p and q is the
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following a priori inequality satisfied:
‖Mf‖Lq(R2) ≤ B ‖f‖Lp(R2), f ∈ S .(1.1)
There is a vast literature on maximal and averaging operators over families
of lower dimensional curves in the plane (see [16, 15]). The study of such a
maximal operator over dilations of a fixed curves C ⊂ R2 has its beginnings
in the circular maximal theorem of Bourgain (see, [2]). Bourgain showed
that when C = S1, the unit circle, the corresponding maximal operator is
bounded on Lp(R2) for p > 2. His proof of the circular maximal theorem relies
more directly on the geometry involved. The relevant geometry information
concerns intersections of pairs of thin annuli, (for more details, see [2]). Other
proof is due to Mockenhaupt, Seeger and Sogge (see, [10]) and proof of this
result is based on their local smoothing estimates (see also, [11]). These local
smoothing estimates, as well as Bourgain’s original techniques actually implies
that if one modifies the definition so that the supremum is taken over 1 < t < 2,
then the resulting circular maximal operator is bounded from Lp(R2) to Lq(R2)
for some q > p. Here, the maximal operator M is defined by
Mf(x) := sup
1≤t≤2
∣∣∣∣
∫
C
f(x− ty) dσ(y)
∣∣∣∣ .(1.2)
Let△ be the closed triangle with vertices P = (2
5
, 1
5
), Q = (1
2
, 1
2
), R = (0, 0).
In 1997, Schlag (see, [12]) showed that if C is unit circle, then the maximal
operator M satisfies the inequality (1.1) if (1
p
, 1
q
) lies in the interior of △. His
result was obtained using the ”combinatorial method” of Kolasa and Wolff cf.
[6]. A different proof of this result was later obtained by Schlag and Sogge
cf. [13], which was based on a simple application of Sobolev’s theorem and
the appropriate local smoothing estimates. Schlag also showed that except
possibly for endpoints, this result is sharp (see, [12], [13]). Later, in 2002,
Sanghyuk Lee (see, [7]) consider the remaining endpoint estimates for the
circular maximal operator.
Therefore, the main question, we ask is, whether the same priori maximal
inequality (1.1) holds even if we consider a situation when the curvature is
allowed to vanish of finite order on a finite set of isolated points. In this
connections, Iosevich (see, [5]) had already shown that: If C is of finite-type
curve, whose curvature vanishes to order at mostm−2 at a single point. Then,
the inequality
‖Mf‖Lp(R2) ≤ Bp ‖f‖Lp(R2),
holds for p > m, also this result is sharp i.e., M is unbounded if p = m. If we
study finite-type curves in the plane given by Γ(s) = (s, g(s) + 1), s ∈ [0, 1],
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for some suitably smooth g, where 0 = g(0) = g′(0) = · · · = g(m−1)(0) 6=
g(m)(0) > 0, then we can reinterpret his results as follows. Define
Mf(x) := sup
t>0
∣∣∣∣∣
∫ 21−k
2−k
f(x− tΓ(s)) ds
∣∣∣∣∣ ,
for Schwartz class of functions f. Iosevich proved that
‖Mf‖Lp→Lp ≤ cp 2
−k(1−m/p),
for p > 2. If we note that κ(s), the curvature of the curve Γ(s) is approximately
2−k(m−2) whenever s ∈ [2−k, 21−k], then we have the operator
Mσf(x) := sup
t>0
∣∣∣∣
∫ 1
0
f(x− tΓ(s)) (κ(s))σ ds
∣∣∣∣ ,
is bounded on Lp for some p > 2, if σ is sufficiently large, since
‖Mσf‖Lp→Lp ≤ C
∑
k≥0
2−k(m−2)σ ‖Mkf‖Lp→Lp
≤ C
∑
k≥0
2−k((m−2)σ+1−m/p)(1.3)
which is finite so long as σ > (m/p − 1)(m− 2)−1. If we want to choose σ
independent of m > 2, the type of the curve, such that Mσ is bounded on L
p
for some fixed p > 2, then clearly we can take σ = 1/p. In this connection,
Marletta [9] proved thatMσ is bounded on L
p for p > max{σ−1, 2}, for a class
of infinitely flat, convex curves in the plane. Counterexamples in [9] showed
that this is the best possible result, in the sense that there exist flat curves for
which Mσ is unbounded for 2 < p ≤ σ
−1.
Remark 1.1. As has been observed by J. G. Bak, such estimates for maximal
functions with mitigating factors give rise to Orlicz space estimates for the
corresponding maximal functions with no mitigating factor, with the help of
Bak’s interpolation lemma. See, for example [1] for the higher dimensional
equivalents.
In this paper, we consider the maximal operator Mσ, given by
Mσf(x) := sup
1≤t≤2
∣∣∣∣
∫ 1
0
f(x− tΓ(s)) (κ(s))σ ds
∣∣∣∣ .(1.4)
Here, we shall extend the result of Marletta [9] to Lp − Lq estimates for the
corresponding maximal operator 1.4 associated to families of smooth, com-
pactly supported curves in the plane. The proof of our main result, Theorem
2.1 will strongly make use of the results in [9] by Marletta.
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We first decompose the operator Mσ into a family of operators {Mk}k≥0.
We can actually obtain the Lp → Lq estimate from the corresponding Lp−Lq
estimate for each of the operators Mk, k ≥ 0, by summing a geometric series.
We make a decomposition of the s- space in intervals where the curvature κ(s)
of Γ(s) is relatively constant, see section 4. This is markedly different from the
decomposition used in Fourier analysis (e.r. averages over flat curves in the
plane), where dealing with dyadic decomposition in the space variable yields
required estimates for the maximal operator over finite type curves [5].
Our estimate for Mkf relies on stationary phase method and the local
smoothing estimates of S. Lee [7]. The Lp- boundedness of the operators
Mkf, k ≥ 0 are known by the work of Iosevich. Here, we will extend this
estimate to Lp → Lq and also in the case where we consider the maximal
operator over infinitely flat curves.
A key fact which leads to the proof is that the norm of the operator Mk
will remain same even the curve Γ(s) is replaced by L(Γ(s)), where L is the
invertible linear map on R2, see Lemma 3.5.
Next, we formulate the main result of this paper in (§, 2).
2. main result and Preliminaries
In this section, we shall state our main result of this paper.
Theorem 2.1. Let Γ(s) = (s, g(s) + 1), s ∈ [0, 1], be a curve in R2 such that
g ∈ C5[0, 1], g(0) = g′(0) = 0, g(r)(s) is single-signed and monotonic for
r = 1, 2, 3, 4, 5, and both log g
′′
(s) and log g
′′′
(s) are concave. Let,
Mσf(x) = sup
1≤t≤2
∣∣∣∣
∫ 1
0
f(x− tΓ(s)) (κ(s))σ ds
∣∣∣∣ ,
where κ(s) denotes the curvature of the curve Γ(s).
Then, for (1
p
, 1
q
) ∈
[
(1
p
, 1
q
) : (1
p
, 1
q
) ∈ △ \ {P,Q}
]
∩
[
(1
p
, 1
q
) : q > max{σ−1, 2}
]
,
there is a constant B such that the following inequality
‖Mσf‖Lq(R2) ≤ B ‖f‖Lp(R2), f ∈ S (R
2)(2.1)
holds.
Remark 2.2. As |Γ′(s)| is bounded between two constants c and C independent
of everything, we have
0 ≤ c g
′′
(s) ≤ κ(s) ≤ C g′′(s),
and so we may replace κ(s) by g
′′
(s) in the maximal function. Notice also that
as g
′′
(s) is bounded, it suffices to consider only 0 < c ≤ g
′′
(s) ≤ 1. The strange
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conditions concerning log g
′′
(s) and log g
′′′
(s) are more than we require here,
see section 4.
We now detail the dyadic decomposition of the dual space that is needed.
2.1. The dyadic decomposition. The proof of our main result, as
well as many other arguments that involve explicitly (or implicitly) the Fourier
transform, makes use of the division of the dual (frequency) space into dyadic
shells. Dyadic decomposition, whose ideas originated in the work of Littlewood
and Paley, and others, will now be described in the form most suitable for us
(see, [15]).
Let β be a non negative radial function in C∞c (R
2) supported in {1
2
≤ |ξ| ≤
2} such that
∞∑
j=−∞
β(2−jξ) = 1 for ξ 6= 0.
For example, we shall take,
φ(ξ) =
{
1, if |ξ| ≤ 1
2
0, if |ξ| ≥ 1.
and
β(ξ) = Φ(
ξ
2
)− Φ(ξ).
Then, one can easily see that
∑
j
β(2−jξ) = 1, ξ 6= 0 (see [3]).
We shall use C as a constant independent of j, in several times without
mention it.
3. Scaling
Lemma 3.1 is crucial in the proof of our theorem. The idea of the proof of
the lemma 3.1 is based on Iosevich’s approach in [5].
Lemma 3.1. Let Ω˜(s) = (s + α, ω(s) + β), s ∈ [0, 1], be a curve in R2 such
that ω ∈ C5[0, 1], ω(0) = ω′(0) = 0, ω′(s) ≤ 1/2 and 0 < c ≤ g
′′
≤ C < ∞,
where β and α are constants satisfying |β| ≥ max{|α|, 2}. Let,
M˜tf(x) =
∫ 1
0
f(x− tΩ˜(s)) ds,
and
M˜f(x) = sup
1≤t≤2
|M˜tf(x)|,
be the averaging operator and the maximal function corresponding to Ω˜, re-
spectively.
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Then, for (1
p
, 1
q
) ∈
[
(1
p
, 1
q
) : (1
p
, 1
q
) ∈ △ \ {P,Q}
]
∩
[
(1
p
, 1
q
) : q > 2
]
, the fol-
lowing inequality
‖M˜f‖Lq(R2) ≤ B |β|
1/q ‖f‖Lp(R2), f ∈ S (R
2)(3.1)
holds, where the constant B depends only on the c, C and the C5 norm of
ω(s).
Remark 3.2. In view of Iosevich’s theorem (see, [5]), the maximal operator
M is also of course bounded when the exponents lie on the half open line
connecting (1
2
, 1
2
) and (0, 0).
Proof. Our proof will consist of three main steps. First we shall decompose
each operator M˜t away from the flat point. Then we shall use the method
of stationary phase to express each dyadic operator in terms of the Fourier
transform of the surface measure on each dyadic piece. We shall then use a
scaling argument and a technical lemma to reduce the problem to the local
smoothing estimates (see, S. Lee, [7, 14]) for the corresponding Fourier integral
operator.
We now turn to the details. Now, choose a bump function φ ∈ C∞c (R)
supported in [−2, 2]. Consider the linear operator
M˜tf(x) =
∫
R
f(x− tΩ˜(s))φ(s) ds,
Then, the inequality (3.1) is equivalent to the following estimate for M˜ :
‖M˜f‖Lq(R2) ≤ B (|σ|+ 1)
1
q ‖f‖Lp(R2), f ∈ S (R
2),(3.2)
for every σ = (α, β) ∈ R2, where B is an admissible constant.
By means of the Fourier inversion formula, we can write
M˜tf(x) =
1
(2π)2
∫
R2
ei(x−tσ).ξ H(tξ) fˆ(ξ) dξ,
where
H(ξ1, ξ2) :=
∫
R
e−i(ξ1s+ξ2ω(s)) φ(s) ds.
Using the method of stationary phase to H(ξ), we obtain
H(ξ) = eiq(ξ)
χ( ξ1
ξ2
)A(ξ)
(1 + |ξ|)
1
2
+B(ξ),
where χ is a smooth function supported on a small neighborhood of the origin.
Moreover, q(ξ) is a smooth function of ξ which is homogeneous of degree 1 in
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ξ and also the Hessian D2ξq(ξ) has rank 1. Moreover, A is a symbol of order
zero such that A(ξ) = 0, if |ξ| ≤ C, and
|ξαDαξA(ξ)| ≤ Cα, α ∈ N
2, |α| ≤ 3,(3.3)
where the Cα are admissible constants. Finally, B is a remainder term
satisfying
|DαξB(ξ)| ≤ Cα,N (1 + |ξ|)
−N , |α| ≤ 3, 0 ≤ N ≤ 3,(3.4)
again with admissible constants Cα,N . If we put
M˜0t f(x) =
1
(2π)2
∫
R2
ei(x−tσ).ξ B(tξ) fˆ(ξ) dξ,
then by (3.4) M˜0t f(x) = f ⋆ k
σ
t (x), where k
σ
t (x) = t
−2k(x
t
) and where kσ is the
translate
kσ(x) := k(x− σ)(3.5)
of k by the vector σ of a fixed function k satisfying an estimate of the form
|k(x)| ≤ C(1 + |x|)−3.(3.6)
Let M˜0f(x) := sup1≤t≤2 |M˜
0
t f(x)| denote the corresponding maximal oper-
ator. Then, (3.5) and the inequality (3.6) show that ‖M˜0‖L∞→L∞ ≤ C, with
a constant C which does not depend on σ. Moreover, scaling by the factor
(|σ|+ 1)−1 in direction of the vector σ, we see that
|M˜0t f(x)| . (|σ|+ 1)M,
where M is the Hardy-Littlewood maximal operator. Hence, (4.3) holds for
M˜0 in place of M˜, for every 1 ≤ p ≤ q.
The maximal operator M˜1, corresponding to the family of averaging opera-
tors
M˜1t f(x) =
1
(2π)2
∫
R2
ei[ξ.x−t(σ.ξ+q(ξ))]
χ( ξ1
ξ2
)A(ξ)
(1 + |ξ|)
1
2
fˆ(ξ) dξ,
remains to be studied.
Hence it is enough to show that
‖ sup
1≤t≤2
|M˜1t f(x)|‖Lq(R2) ≤ B (|σ|+ 1)
1
q ‖f‖Lp(R2).(3.7)
Using this Fourier integral representation, we shall break up the operators
dyadically. For this purpose, let us fix β ∈ C∞c (R \ 0) satisfying
∞∑
−∞
β(2−js) =
1, s 6= 0, as in (§, 2).
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We then define the dyadic operator Aj,t by
Aj,tf(x, t) =
1
(2π)2
∫
R2
ei[ξ.x−t(σ.ξ+q(ξ))]
χ( ξ1
ξ2
)A(tξ)
(1 + t|ξ|)
1
2
β(2−j|tξ|) fˆ(ξ) dξ.
Since we may assume that A vanishes on a sufficiently large neighborhood
of the origin, we have Aj,tf = 0, if j ≤ 0, so that
M˜
1
t f(x) =
∞∑
j=1
Aj,tf(x).
Therefore, the inequality (4.3), would follow from showing that when (1
p
, 1
q
) ∈[
(1
p
, 1
q
) : (1
p
, 1
q
) ∈ △ \ {P,Q}
]
∩
[
(1
p
, 1
q
) : q > 2
]
, there is a constant B such that
‖ sup
1≤t≤2
∞∑
j=1
|Aj,tf(x)|‖Lq(R2) ≤ B (|σ|+ 1)
1
q ‖f‖Lp(R2).(3.8)
Now, choose a bump function ψ ∈ C∞c (R) supported in [
1
2
, 4] such that
ψ(t) = 1 if 1 ≤ t ≤ 2.
In order to estimate (3.8), we use the following well- known estimate (see
e.g., [5], Lemma 1.3),
sup
t∈R
|ψ(t)Aj,tf(x)|
q(3.9)
≤ q
(∫ ∞
−∞
|ψ(t)Aj,tf(x)|
q dt
) q−1
q
(∫ ∞
−∞
∣∣∣∣ ∂∂t (ψ(t)Aj,tf(x))
∣∣∣∣
q
dt
) 1
q
which follows by using the fundamental theorem of calculus and Ho¨lders
inequality.
By Ho¨lder’s inequality, this implies
‖ sup
1≤t≤2
Aj,tf(x)‖
q
Lq(R2)(3.10)
≤ C q
(∫ 4
1
2
∫
R2
|Aj,tf(x)|
q dx dt
) q−1
q
(∫ 4
1
2
∫
R2
∣∣∣∣ ∂∂t (Aj,tf(x))
∣∣∣∣
q
dx dt
) 1
q
+C
∫ 4
1
2
∫
R2
|Aj,tf(x)|
q dx dt.
Now,
∂
∂t
(Aj,tf(x)) =
1
(2π)2
∫
R2
ei[ξ.x−t(σ.ξ+q(ξ))] χ(
ξ1
ξ2
) h(t, j, ξ) fˆ(ξ) dξ,
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where,
h(t, j, ξ) = −i
[σ.ξ + q(ξ)]A(tξ)
(1 + t|ξ|)
1
2
β(2−j|tξ|) +
∂
∂t
(
A(tξ)
(1 + t|ξ|)
1
2
)
β(2−j|tξ|)
+
A(tξ)
(1 + t|ξ|)
1
2
(2−j|ξ|) β ′(2−j|tξ|).
Now, if t ∼ 1, since A vanishes near the origin, we see that the amplitude of
Aj,t can be written as 2
−j/2 aj,t(ξ), where aj,t is a symbol of order 0 localized
where |ξ| ∼ 2j . Similarly, the amplitude of ∂
∂t
Aj,t can be written as 2
j/2(|σ|+
1) bj,t, where bj,t is a symbol of order 0 localized where |ξ| ∼ 2
j .
Since, q(ξ) ≈ |ξ| ≈ 2j , on the support of β, we can calculate the orders of
the symbols to see that ‖ sup1≤t≤2Aj,tf(x)‖Lq(R2) in (3.10) is dominated by
C 2−j(
1
2
− 1
q
) (|σ|+ 1)1/q ‖Fjf‖Lq(R3),
where
Fjf = ψ(t)
∫
ei<x,ξ> e−itq(ξ) β(2−j|ξ|) a(t, ξ) fˆ(ξ) dξ,
and where a(t, ξ) is a symbol of order 0 in ξ. A similar argument can also be
seen in [4].
Now, we need a local smoothing estimates for the operators of the form
Pjf(x, t) =
∫
ei<x,ξ> eitq(ξ) a(t, ξ) β(2−j|ξ|) fˆ(ξ) dξ,(3.11)
where a(t, ξ) is a symbol of order 0 in ξ and the Hessian matrix of q has
rank 1 everywhere.
We will get the smoothing estimates by using some sharp Carleson-Sjo¨lin
type estimates for the 2−dimensional wave equation. For this, let us define,
Ftf(x) =
∫
R2
ei[x.ξ+t|ξ|] fˆ(ξ) dξ.
We wish to use the following Lp − Lq local smoothing estimates (see, [7]),
which we shall only use for N = 2j.
Theorem 3.3. If supp fˆ ⊂ {ξ ∈ R2 : |ξ| ∼ N}, then for 1
p
+ 3
q
= 1, 14
3
< q ≤ ∞,
we have
(∫
R2
∫ 2
1
|Ftf(x)|
q dt dx
) 1
q
≤ C N
3
2
− 6
q ‖f‖Lp(R2).(3.12)
Note that Sogge and Schlag (see, Theorem 1.1, [13]) proved the smoothing
estimate (3.12) for q ≥ 5 and up to an endpoint, bounds in (3.12) are of the
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best possible nature. In the same paper, they also consider the Fourier integral
operator of the form
F φf(x, t) =
∫
eiφ(x,t,ξ)a(t, x, ξ) fˆ(ξ) dξ,
where, a ∈ C∞([1, 2] × R2 × R2) vanishes for x outside of a fixed compact
set and satisfies
|Dγ1t,xD
γ2
ξ a(t, x, ξ)| ≤ Cγ(1 + |ξ|)
−|γ2|.
Also, the phase functions are real, in C∞([1, 2]×R2×R2 \0) and homogeneous
of degree one in ξ.
Also, the above phase function φ satisfies the conditions
det
∂2φ
∂x∂ξ
6= 0(3.13)
on supp of a.
∂φ
∂t
= q(t, x, φ
′
x), Corank q
”
ξξ = 1,(3.14)
on supp of a.
Under these hypothesis, they have proved the following local smoothing
estimate for q ≥ 5 and supp fˆ ⊂ {ξ ∈ R2 : |ξ| ∼ N}, with 1
p
+ 3
q
= 1,
(∫
R2
∫ 2
1
|F φf(x, t)|q dt dx
) 1
q
≤ C N
3
2
− 6
q ‖f‖Lp(R2).(3.15)
Now, for our operator Pjf(x, t), we would like the get the following local
smoothing estimate for 1
p
+ 3
q
= 1, 14
3
< q ≤ ∞,
(∫
R2
∫ 2
1
|Pjf(x)|
q dt dx
) 1
q
≤ C 2j(
3
2
− 6
q
) ‖f‖Lp(R2).(3.16)
If we use the Sogge and Schlag’s local smoothing estimate (3.15), we get the
smoothing estimate (3.16) for q ≥ 5.
To prove the smoothing estimate (3.16) for q > 14/3, we first observe that
the proof of the Theorem (3.3) for Fourier integral operator with phase function
x · ξ + t|ξ|, they have used the bilinear cone restriction estimate of Wolff [19],
and Tao [17] together with a decomposition technique which was used in ([18],
section 4).
Since q is real smooth function away from the origin and homogeneous of
degree one, there are positive constant d and D so that
d|ξ| ≤ q(ξ) ≤ D|ξ|.(3.17)
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Also, in 2006, S. Lee (see Theorem 1.2, [8]) proved the bilinear cone restric-
tion estimate for the cone F = (ξ, τ) ∈ R3 : q(ξ) = τ, 1 ≤ τ ≤ 2, where q is a
smooth, homogeneous function of degree one in ξ and the Hessian of q has rank
one. Now, appealing to the bilinear cone restriction estimate of S. Lee and by
(3.17), we get the local smoothing estimate (3.16) (as can be seen by simple
modification of the proof of proposition 1.2 in [7]) for 1
p
+ 3
q
= 1, 14
3
< q ≤ ∞.
Now, we comeback to prove the estimate (3.7). Let,
Mjf(x) = sup
1≤t≤2
|Aj,tf(x)|.
Now, using the local smoothing estimates (3.16), from (3.10), it is easy to see
that for 1
p
+ 3
q
= 1, and 14
3
< q ≤ ∞,
‖Mjf‖q ≤ C 2
j(1− 5
q
) (|σ|+ 1)1/q ‖f‖Lp(R2).(3.18)
By Plancherel’s theorem and from the estimate (3.9), it is easy to see that
for j ≥ 1,
‖Mjf‖2 ≤ C (|σ|+ 1)
1/2 ‖f‖L2(R2).(3.19)
A complex interpolation between (3.18) and (3.19) shows that if (1
p
, 1
q
) is
contained in the closed triangle with vertices (1, 0), ( 5
14
, 3
14
), (1
2
, 1
2
) but is not
on the closed line segment [( 5
14
, 3
14
), (1
2
, 1
2
)], then
‖Mjf‖q ≤ C (|σ|+ 1)
1/q 2j
( 3p−
1
q−1)
2 ‖f‖Lp(R2).(3.20)
To sum up the last estimates, we use the following interpolation lemma. An
explicit statement and proof of the lemma can be found in [7], (Lemma 2.6).
Now, we denote by Lp,r the Lorentz spaces.
Lemma 3.4. (An interpolation lemma)
Let ǫ1, ǫ2 > 0. Suppose that {Tj} is a sequence of linear (or sublinear) opera-
tors such that for some 1 ≤ p1, p2 <∞, and 1 ≤ q1, q2 <∞,
‖Tjf‖q1 ≤M12
ǫ1j ‖f‖p1, ‖Tjf‖q2 ≤M22
−ǫ2j ‖f‖p2.
Then T =
∑
Tj is bounded from L
p,1 to Lq,∞ with
‖Tf‖Lq,∞ ≤ CM
θ
1 M
1−θ
2 ‖f‖Lp,1,
where θ = ǫ2
(ǫ1+ǫ2)
, 1
q
= θ
q1
+ (1−θ)
q2
, 1
p
= θ
p1
+ (1−θ)
p2
.
Using (3.20) and Lemma 3.4, we have for (1
p
, 1
q
) ∈ [P,Q),
‖M˜1f‖Lq,∞ ≤ C (|σ|+ 1)
1/q ‖f‖Lp,1.(3.21)
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Since M is a local operator, an interpolation (real interpolation) between
these estimates and the trivial L∞ − L∞ estimate, we get, for (1
p
, 1
q
) ∈ △ \
{P,Q},
‖M˜1f‖Lq ≤ C (|σ|+ 1)
1/q ‖f‖Lp.(3.22)
For (1
p
, 1
q
) ∈
[
(1
p
, 1
q
) : (1
p
, 1
q
) ∈ △ \ {P,Q}
]
∩
[
(1
p
, 1
q
) : q > 2
]
, we thus get,
‖M˜1f‖Lq(R2) ≤ B (|σ|+ 1)
1/q ‖f‖Lp(R2).
Hence, we finish our proof of the lemma. 
We shall need one more lemma in our proof of Theorem 2.1.
Lemma 3.5. Let L be an invertible linear map from R2 to itself with det(JL) =
1, JL = Jacobian matrix of L, and let Γ(s) and ˜Γ(s) be two curves in the
plane, related by ˜Γ(s) = L(Γ(s)). Then the following two maximal functions
have identical Lp − Lq operator norms:
Mf(x) =
∣∣∣∣ sup
1≤t≤2
∫
f(x− tΓ(s)) ds
∣∣∣∣
M˜f(x) =
∣∣∣∣ sup
1≤t≤2
∫
f(x− t ˜Γ(s)) ds
∣∣∣∣
Proof. We see that,
M˜f(x) =
∣∣∣∣ sup
1≤t≤2
∫
f(x− t ˜Γ(s)) ds
∣∣∣∣
=
∣∣∣∣ sup
1≤t≤2
∫
f
(
L(L−1x− tΓ(s))
)
ds
∣∣∣∣ =
∣∣∣∣ sup
1≤t≤2
∫
fL(L
−1x− tΓ(s)) ds
∣∣∣∣
= M(fL)(L
−1x), fL(x) = f(Lx),
Thus, using change of variable formula with det(JL) = 1, we get
‖M˜f(x)‖qLq = ‖MfL(L
−1x)‖qLq = ‖MfL(x)‖
q
Lq
≤ ‖M‖qLp→Lq‖fL(x)‖
q
Lp = ‖M‖
q
Lp→Lq‖f(x)‖
q
Lp.
Hence, we get conclusion of the Lemma. 
4. Decomposition and proof of Theorem 2.1
In this section, we will prove our main Theorem 2.1. The main idea of the
proves of the Theorem 2.1 is to decompose the maximal operator Mf into a
family of maximal operatorsMkf. In this paper, we use the well-known decom-
position, the decomposition into parts where the curvature is approximately
2−k. In this connection, Iosevich [5] was able to decompose his operator into
parts where s ∼ 2−k, because he was interested only in finite type curves. Such
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a decomposition is not appropriate when one considers infinitely flat curves.
Clearly these two methods are equivalent for finite type curves, and indeed, for
such curves we shall obtain essentially the same estimates as Iosevich. Thus,
for non-negative f , we have
Mσf(x) ≤ C
∑
k≥0
2−kσMkf(x)
where
Mkf(x) = sup
1≤t≤2
∣∣∣∣
∫
Ik
f(x− tΓ(s)) ds
∣∣∣∣ ,
with Ik = [sk+1, sk] is the interval where 2
−k−1 ≤ g
′′
(s) ≤ 2−k. By scaling and
a change of variable, we see that Mk will have the same L
q −→ Lq operator
norms as the operator M˜k , given by
M˜kf(x) = |Ik| sup
1≤t≤2
∣∣∣∣
∫ 1
0
f
(
x− t
(
s+ sk+1|Ik|
−1, ρ−1k g(s|Ik|+ sk+1) + ρ
−1
k
))
ds
∣∣∣∣
for any fixed ρk > 0. Suppose there exist constants ηk, βk, αk such that(
s+ sk+1|Ik|
−1, ρ−1k g(s|Ik|+ sk+1) + ρ
−1
k
)
= (s+ αk, ω(s) + βk + ηk(s+ αk))(4.1)
for some curve ω of the type dealt with in Lemma 3.1, and with C5 norms
bounded independent of k. In principal, ω ought to have a k subscript, but the
idea is that since its C5 norm can be bounded independent of k, it is effectively
a constant curve (almost) independent of k.
By Lemma 3.5 (with Lv = (v1, v2 − ηkv1)), we would then have that M˜k
has operator norms controlled by |Ik| times those of the maximal function
corresponding to the curve
(s+ αk, ω(s) + βk)
which by Lemma 3.1 has operator norms bounded by a constant times
B|Ik||βk|
1/q,
for (1
p
, 1
q
) ∈
[
(1
p
, 1
q
) : (1
p
, 1
q
) ∈ △ \ {P,Q}
]
∩
[
(1
p
, 1
q
) : q > 2
]
, with B indepen-
dent of k, if |βk| ≥ max{|αk|, 2}.
The question is, how can we arrange that (4.1) be true ? For completeness,
we shall briefly give the answer to this question. An explicit proof can also be
found in [9].
A Taylor expansion of g(s) about s = sk+1 suggests writing
g(s|Ik|+ sk+1) = g(sk+1) + s|Ik|g
′(sk+1) + ω˜(s)
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where ω˜(0) = ω˜′(0) = 0 and ω˜ and its derivatives inherit their monotonicity
from g.
Notice that for s ∈ [0, 1], ω˜
′′
(s) ∼ 2−k|Ik|
2. Hence it is natural to choose
ω(s) = 2k|Ik|
−2{g(s|Ik|+ sk+1)− g(sk+1)− s|Ik|g
′(sk+1)}(4.2)
so that 1/2 ≤ ω
′′
(s) ≤ 1. Notice that ω inherits the monotonicity properties
of ω˜.
Now, we see that
ρ−1k g(s|Ik|+ sk+1) + ρ
−1
k = ρ
−1
k {2
−k|Ik|
2ω(s) + g(sk+1) + 1 + s|Ik|g
′(sk+1)}
and so choosing ρk = 2
−k|Ik|
2, we see that (4.1) will hold so long as
αk = sk+1|Ik|
−1, ηk = 2
k|Ik|
−1 g′(sk+1)
and
βk = 2
k|Ik|
−2{g(sk+1) + 1− sk+1g
′(sk+1)}.
Now, we will show that βk, αk satisfies the conditions of Lemma 3.1, i.e.,
|βk| ≥ max{|αk, 2|}. Recall that, Ik = [sk+1, sk] is the interval where 2
−k−1 ≥
g
′′
≥ 2−k. Hence, by mean value theorem, for all but finitely many k, we have
sk+1 g
′(sk+1) ≤ 1/2.
So that, we have |βk| ≥ 2
k−1 |Ik|
−2, for all but finitely many k. Thus, for all
but finitely many k, we have |βk| ≥ max{|αk, 2|}, since
2k−1|Ik|
−2 ≥ 2⇔ |Ik|
2 ≤ 2k−2
and
2k−1|Ik|
−2 ≥
sk+1
|Ik|
⇔ |Ik| ≤
2k−1
sk+1
,
both hold for all but finitely many k.
We notice that, |βk| ≤ 2
k|Ik|
−2. Assuming we can show that ω(r)(s) ≤ C,
for r = 1, 2, 3, 4, 5 and C independent of k, then we have that Mk has L
p−Lq
operator norms bounded by
B|βk|
1/q |Ik| ≤ B2
k/q|Ik|
1−2/q
so long as (1
p
, 1
q
) ∈
[
(1
p
, 1
q
) : (1
p
, 1
q
) ∈ △ \ {P,Q}
]
∩
[
(1
p
, 1
q
) : q > 2
]
(by Lemma
3.1). This would then complete the proof of Theorem 2.1, as
‖Mσ‖Lp−Lq ≤ B
∑
k≥0
2−kσ‖Mk‖Lp−Lq
≤ B
∑
k≥0
2−k(σ−1/q)|Ik|
1−2/q <∞
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if σ > 1/q. We return now to those derivative estimates for ω. We shall
show that ω has C5 norms independent of k. The point here is that although
ω depends on k, we shall show that it has C5 norm independent of k and
satisfies all the conditions of Lemma 3.1.
From (4.2), we notice that because the second derivative of ω is small, and
because ω(0) = ω′(0) = 0, we have that ω′(s) ≤ s and ω(s) ≤ s2/2.
We have
ω(r)(s) = 2k|Ik|
r−2 g(r)(s|Ik|+ sk+1)
for r = 3, 4, 5. Given the monotonicity of g(r), and given that 2−k = g
′′
(sk), we
clearly require only that
|Ik|
r−2 g
(r)(sk)
g(′′)(sk)
≤ C,(4.3)
where C independent of k. This is where we shall use those conditions on log g
′′
and log g
′′′
. The proof of (4.3) can be found in [9]. We briefly give the outline
of the proof for the case r = 3. For the cases r = 4 and r = 5 will follow from
our assumption that log g′′ and log g
′′′
are concave respectively. To proof (4.3)
for the case r = 3, it is enough to show that
|Ik| ∼
g
′′
(sk)
g′′′(sk)
.
Now the mean value theorem gives us the following:
|Ik| = (g
′′
)−1(2−k)− (g
′′
)−1(2−k−1) = 2−k−1
1
g′′′(z)
for some z ∈ (sk+1, sk), and we get
c
g
′′
(sk)
g′′′(sk)
≤ |Ik| ≤ C
g
′′
(sk1)
g′′′(sk+1)
.(4.4)
As our assumptions imply that g
′′
(s)
g′′′ (s)
is monotonic increasing, and as sk+1 <
sk, the right-hand side of (4.4) is bounded by a constant times the left-hand
side giving the stated result, that is |Ik| ∼
g
′′
(sk)
g′′′ (sk)
. This completes the proof for
the case r = 3 and hence the proof of Theorem 2.1.
5. The case σ = 1/q and sharpness of results
In this section, we will see that a power σ < 1/q of the curvature will
not guarantee Lp − Lq, (q > p) boundedness for our maximal function. For
example, consider Γ(s) = (s, sm + 1) and the test function
f(x) = η(x) |x2|
−1/q
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for some q > p, where η ∈ C∞c is a smooth bump function such that η(x) = 1
if |x| ≤ 1, and η(x) = 0 if |x| ≥ 2. Notice that f ∈ Lr for all r < q, and hence
f is in Lp.
Consider only points x that lie within distance 1/2 of the origin, so that
|x− x2Γ(s)| ≤ 1 for all s ∈ [0, 1]. Then we have for 1 ≤ x2 ≤ 2,
Mσf(x) ≥ C
∫ 1
0
f(x− x2Γ(s))s
(m−2)σ ds
≥ C
∫ 1
0
|x2|
−1/qs(m−2)σ−m/q ds(5.1)
which diverges unless (m − 2)σ − m/q > −1. So, if we wish to choose σ
independent of m ≥ 2, we clearly need σ ≥ 1/q.
It is more interesting to ask what happens when we consider σ = 1/q < 1/2.
In this case we know by our earlier work that
‖Mσf‖Lp ≤ B ‖f‖Lp
∑
k≥0
|Ik|
1−2/q,
so if |Ik| decays sufficiently fast, then we will have that M is L
p−Lq bounded.
For example, we have the following corollary.
Corollary 5.1. Suppose Γ and g are as in Theorem 2.1, and suppose in addition
that there exists an ǫ > 0 such that
| log g
′′
(s)|1+ǫ
(
g
′′
(s)
g′′′(s)
)
is bounded.
Then we have |Ik| ≤ Bk
−1−ǫ, and for (1
p
, 1
q
) ∈
[
(1
p
, 1
q
) : (1
p
, 1
q
) ∈ △ \ {P,Q}
]
∩[
(1
p
, 1
q
) : q = σ−1 > 2(ǫ−1 + 1)
]
, the maximal function of Theorem 2.1 is bounded
on Lp − Lq.
Proof. The proof of Corollary 5.1 is a matter of simple calculus, working with
the function γ : R+ −→ [0, 1], defined implicitly by
log g
′′
(γ(x)) = −(x−1/ǫ) log 2.
This is chosen so that
γ(k−ǫ) = sk,
where sk is as before, defined by g
′′
(sk) = 2
−k. We have that |Ik| = γ(k
−ǫ)−
γ((k + 1)−ǫ), which is (k−ǫ − (k + 1)−ǫ) γ′(z), for some z ∈ (k, k + 1). We ask
that γ′ be uniformly bounded, this being the hypothesis of Corollary 5.1, and
hence |Ik| ≤ Ck
−ǫ−1, from which the desired result follows easily. 
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Remark 5.2. Notice that, the Corollary 5.1 applies to the family of flat curves
g(s) = exp(−s−N), for N ≥ 1, with ǫ = 1/N.
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