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§1. Introduction
In the pioneering paper [FF], Feigin and Fuchs have constructed intertwining
operators between ”Fock-type” modules over the Virasoro algebra via contour in-
tegrals of certain operator-valued one dimensional local systems over top homology
classes of a configuration space. Similar constructions exist for affine Lie algebras.
Key ingredients in such a construction are the so called ”screening operators”. The
main observation of the present paper is that the screening operators contain more
information. Specifically, at the chain level, the screening operators provide a cer-
tain canonical cocycle of the Virasoro (resp. affine) Lie algebra with coefficients
in the de Rham complex of an operator-valued local system on the configuration
space. This way we obtain canonical morphisms from higher homology spaces of
the above local systems to appropriate higher Ext -groups between the Fock space
representations.
The screening operators that we are interested in this paper are linear maps
S : M1 → M2[[z, z−1]] , where M1 and M2 are certain modules over the Lie
algebra g in question, e.g., an affine Lie algebra. We think of such an operator as
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a ”function” of the formal variable z , and write it as S(z) . The key property of
screening operators is that they satisfy an equation of the type
[x, S(w)] =
∂S(x,w)
∂w
, ∀x ∈ g , (0.1)
where S(x,w) : M1 → M2[[z, z−1]] is some other operator, a companion of S(w) .
The equation above clearly says that the pair S(w), S(•, w) is a cocycle in the
total complex associated with a double-complex with Koszul differential, d′ , and
de Rham differential, d′′ . This observation is a starting point of our analysis, and
the rest of our results is just an elaboration of that observation. We would like
to emphasize that screenings still present a mystery in the sense that we do not
know any kind of general mechanism that would give rise to operators S satisfying
(0.1). In all known cases the screening operators are constructed by hand, using
an explicit description of the modules M1 and M2 in terms of ”creation” and
”annihilation” operators. Such an explicit description is known as a bosonisation
procedure, and the bulk of the paper is devoted to writing out the bosonisation
procedure for the modules we need, since the corresponding formulas are spread
over the (mostly physics) literature (see [FeFr1], [FeFr2] for mathematical results).
Our construction is motivated by, and in a special case reduces to the construc-
tion of [BMP1], [BMP2]. In fact, as the results of loc. cit and [FS] suggest, an
explanation of our construction should lie in some equivalence of (derived) cate-
gories of representations of quantum groups, and the corresponding affine algebras,
sending (contragradient) Verma modules to Wakimoto modules.
On the other hand, we believe that the cocycles that we study can be most ade-
quately interpreted as de Rham cohomology classes of the chiral algebras considered
by Beilinson-Drinfeld [BD].
Recently A. Sebbar, [S], was able to obtain a ”q -deformation” of most of the
constructions of this paper, where the de Rham cohomology is deformed to Aomoto-
Jackson q -de Rham cohomology. It is interesting to note that, as was expected, the
operators from Lemma 3.3 are deformed to Kashiwara operators (see [Ka] or [L],
n.1.213).
The main results of this paper have been obtained back in 1991, and written
up in February 1996. We are deeply indepted to Ed Frenkel for the numerous
enlightning discussions on bosonisation during 1990-1991. We thank Jim Stasheff
for useful remarks.
Chapter 1. Toy examples.
§2. The toy example
In this work, everything will be over the base field C .
2.1. Let g be the Lie algebra sl(2) , with the standard generators E , F , H . For
λ ∈ C , let M(λ) denote the Verma module over g generated by the vacuum vector
vλ subject to the relations Evλ = 0, Hvλ = λvλ . We shall use the formulas
EF avλ = a(λ− a+ 1)F a−1vλ, HF avλ = (λ− 2a)F avλ .
(In the sequel, in our formulas we shall use the agreement F bvλ = 0 for b < 0 .)
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Let us pick λ, λ′ ∈ C . For an integer n > 0 , we consider the C -linear operator
Vn : M(λ
′ − 1)→M(λ− 1), Vn(F avλ′−1) = F a+nvλ−1 .
These operators satisfy the following commutation relations.
[E,Vn](F
avλ′−1) = (−n2 + (λ− 2a)n+ a(λ− λ′))F a+n−1vλ−1,(a)
[H,Vn](F
avλ′−1) = (λ− λ′ − 2n)F avλ−1,(b)
[F, Vn] = 0 .(c)
2.2. Consider the operator-valued formal power series
V (z) =
∑
n>0
Vnz
−n−1dz : M(λ′ − 1) −→M(λ− 1)[[z−1]] dz
z
(here z is a formal variable). Let us try to find a number α ∈ C and an operator
V (E; z) =
∑
n>0
Vn(E)z
−n : M(λ′ − 1) −→M(λ− 1)[[z−1]]
such that
(a) [E,V (z)] = (d+ αdz/z)V (E; z) .
The equation (a) is equivalent to the system of equations
(b) [E,Vn] = (−n+ α)Vn(E) (n > 0) .
So, we have
(−n+ α)Vn(E)(F avλ′−1) = (−n2 + (λ− 2a)n+ a(λ− λ′))F a+n−1vλ−1,
therefore Vn(E)(F
avλ′−1) = (n + β(a))f
a+n−1vλ−1 for some function β(a) such
that
(−n+ α)(n+ β(a)) = −n2 + (λ− 2a)n+ a(λ− λ′),
that is, β(a)− α = −λ + 2a , i.e., β(a) = 2a + α − λ , and β(a)α = a(λ− λ′) for
all a .
Suppose that λ 6= λ′ . Then we must have β(a) = 2a , α = λ , hence from the
second equation we obtain λ′ = −λ .
2.3. From now on we suppose that λ′ = −λ . Thus, we have
(a) [E,Vn] = (−n+ λ)Vn(E) where Vn(E)(F av−λ−1) = (n+2a)F a+n−1vλ−1 .
From 2.1 (b) we obtain
(b) [H,Vn] = (−n+ λ)Vn(H),
where Vn(H) = 2Vn . Finally,
(c) [F, Vn] = 0 .
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Therefore, we come to the following conclusion.
2.4. The operator
V (z) =
∑
n>0
Vnz
−n−1dz : M(−λ− 1) −→M(λ− 1)[[z−1]] dz
z
defined by Vn(F
av−λ−1) = F
a+nvλ−1 , satisfies the following relation
(a) [X,V (z)] = (d+ λdz/z)V (X; z) (X ∈ g),
where the operators
V (X; z) =
∑
n>0
Vn(X)z
−n : M(−λ− 1) −→M(λ− 1)[[z]],
linearly depending on X ∈ g , are defined by
Vn(E)(F
av−λ−1) = (n+ 2a)F
a+n−1vλ−1, Vn(H) = 2Vn, Vn(F ) = 0 .
2.5. We have
[H,Vn(E)](F
av−λ−1) = −2(n+ 2a)(n− λ− 1)F a+n−1vλ−1,
[F, Vn(E)] = −Vn(H),
[E,Vn(H)](F
av−λ−1) = −2(n+ 2a)(n− λ)F a+n−1vλ−1,
[F, Vn(H)] = 0 .
It follows that for any X,Y ∈ g and n > 0 , we have
(a) Vn([X,Y ]) = [X,Vn(Y )]− [Y, Vn(X)] .
2.6. Let us consider the complex (of length 1)
(a) Ω· : 0 −→ Ω0 dλ−→ Ω1 −→ 0,
where Ω0 = C[[z−1]] , Ω1 = C[[z−1]] dz/z , dλ = d+ λdz/z .
We will always write Hom for HomC unless specified otherwise. For any two
integers i, j > 0 set
Cij(g;M(−λ− 1), M(λ− 1)) = Hom(Λig⊗M(−λ− 1), M(λ− 1)⊗ Ωj)
= Hom(Λig,Hom(M(−λ− 1),M(λ− 1)⊗ Ωj)) .
The bigraded space C··(g;M(−λ − 1),M(λ − 1)) has the natural structure of a
bicomplex. The first differential
d′ : Cij(g;M(−λ− 1),M(λ− 1))→ Ci+1,j(g;M(−λ− 1),M(λ− 1))
is induced by the standard Koszul differential in the cochain complex of the Lie
algebra g with coefficients in the module Hom(M(−λ− 1),M(λ− 1)) .
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The second differential
d′′ : Cij(g;M(−λ− 1),M(λ− 1))→ Ci,j+1(g;M(−λ− 1),M(λ− 1))
is induced by the differential in the complex Ω· .
Let C·(g;M(−λ− 1),M(λ− 1)) denote the associated total complex.
The operator V (z) is an element of the space C01(g;M(−λ − 1),M(λ − 1)) .
Let us denote this element by V 01(z) . The operators V (X; z) (X ∈ g ) define an
element V 10(z) of the space C10(g;M(−λ− 1),M(λ− 1)) .
Property 2.4 (a) means that d′(V 01(z)) = d′′(V 10(z)) . Property 2.5 (a) means
that d′′(V 10(z)) = 0 . Therefore, the element (V 01(z), V 10(z)) is a 1 -cocycle of the
total complex C·(g;M(−λ− 1),M(λ− 1)) .
2.7. Suppose that λ is a nonnegative integer. In this case, the complex Ω· has
two one-dimensional cohomology spaces. The space H0(Ω·) is generated by the
function z−λ ; and the space H1(Ω·) generated by the class of the form z−λ dz/z .
(If λ 6∈ N , the complex Ω· is acyclic.)
Consider the dual spaces Hi = H
i(Ω·)∗ . The space H1 is generated by the
functional Ω1 → C which assigns to a form ω the residue resz=0(ωzλ) . The space
H0 is generated by the (restriction of) the functional Ω
0 → C which assigns to a
function f(z) the residue resz=0(f(z)z
λ dz/z) .
The previous discussion implies the following.
(a) The operator resz=0(V
01(z)zλ) ∈ Hom(M(−λ−1),M(λ−1)) is an intertwiner.
It is the unique g -homomorphism M(−λ − 1) → M(λ − 1) sending v−λ−1 to
F λvλ−1 .
(b) The operator resz=0(V
10(z)zλ dz/z) ∈ Hom(g,Hom(M(−λ − 1),M(λ − 1)))
is a 1 -cocycle of the Lie algebra g with coefficients in the g -module Hom(M(−λ−
1), M(λ− 1)) .
Therefore, this operator defines certain element of the space Ext1
g
(M(−λ −
1), M(λ− 1)) .
§3. Generalization of the toy example
3.1. Let A = (aij)
r
i,j=1 be a symmetrizable generalized Cartan matrix, and let g
be the corresponding Kac-Moody Lie algebra defined by the Chevalley generators
Ei, Fi,Hi (i = 1, . . . , r) and relations (see [K], 0.3)
[Hi,Hj ] = 0 ; [Hi, Ej ] = aijEi, [Hi, Fi] = −aijFi ; [Ei, Fj ] = δijHi ;
ad(Ei)
−aij+1(Ej) = ad(Fi)
−aij+1(Fj) = 0 .
Let h ⊂ g be the Cartan subalgebra spanned by the elements H1, . . . ,Hr . For
i = 1, . . . , r , let αi ∈ h∗ be the corresponding simple root; let ri : h∗ −→ h∗ be
the corresponding simple reflection,
riλ = λ− 〈Hi, λ〉αi.
Let ρ ∈ h∗ be the element defined by 〈Hi, ρ〉 = 1 (i = 1, . . . , r) . Let n− ⊂ g be
the Lie subalgebra generated by the elements F1, . . . , Fr.
For λ ∈ h∗ , let M(λ) denote the Verma module over g , with one generator vλ
and relations Eivλ = 0; Hivλ = 〈Hi, λ− ρ〉vλ .
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3.3. Lemma-definition. There exists a unique linear operator ∂i : Un− −→
Un− such that ∂i(Fj) = δij · 1 (j = 1, . . . , r) and for any x, y ∈ Un , ∂i(xy) =
∂i(x)y + x∂i(y) .
Proof. The uniqueness is clear. Let us prove the existence. Let A be the free
associative C -algebra with generators θj , j = 1, . . . , r . It is clear that there exists
a unique linear operator ∂i : A −→ A such that ∂i(θj) = δij · 1 , and such that, for
any x, y ∈ A , one has ∂i(xy) = ∂i(x)y + x∂i(y) .
For an integer a ≥ 1 and j 6= k in {1, . . . , r} , define the following element in
the algebra A
C(j, k; a) = ad(θj)
a(θk) =
a∑
p=0
(−1)p
(
a
p
)
θa−pj θkθ
p
j .
We claim that
(a) for any a , j , k , C(j, k; a) ∈ Ker(∂i) .
Indeed, the claim is clear for (j, k) such that i 6= j and i 6= k . We have
∂i(C(j, i; a)) =
a∑
p=0
(−1)p
(
a
p
)
θai = (1− 1)aθaj = 0 .
Let us prove that ∂i(C(i, k; a)) = 0 by induction on a . For a = 1 this is obvious.
We have
∂i(C(i, k; a)) = ∂i(θiC(i, k; a− 1)− C(i, k; a− 1)θi)
(by induction)
= ∂i(θi)C(i, k; a− 1)− C(i, k; a− 1)∂i(θi)
= C(i, k; a− 1)− C(i, k; a− 1) = 0 .
The claim is proved.
It follows from (a) that the operator ∂i : A→ A induces an operator ∂i : Un− →
Un−, since Un− is the quotient of A by the two-sided ideal generated by the
elements C(j, k;−ajk + 1) . The lemma is proven. 
3.2 Remark. The operators ∂i are classical limits of the Kashiwara operators,
see [Ka], on the quantized universal enveloping algebra Uq(n−) . In fact most of
the constructions of this and the subsequent sections have been recently extended
to the quantized setup in [S].
3.3. Pick an element λ ∈ h∗ and i ∈ {1, . . . , r} . Set λ′ = riλ . For each integer
n ≥ 0 , we introduce linear operators Vi;n , and Vi;n(Ej) : M(λ′) −→M(λ) defined
for x ∈ Un− by
Vi;n : xvλ′ 7→ xFni vλ , Vi;n(Ej) : xvλ′ 7→ aji∂j(x)Fni vλ + δijnxFn−1i vλ.
We further form the following elements of Hom(M(riλ),M(λ)[[z
−1]]dz
z
) :
Vi(z) =
∞∑
n=0
Vi;nz
−n−1dz , Vi(Ej ; z) =
∞∑
n=0
Vi;n(Ej)z
−n .
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3.5. Proposition. For any i, j and n > 0 , we have [Ej , Vi;n] = (−n+〈Hi, λ〉)·
Vi;n(Ej), equivalently, there is a power series identity
[Ej , Vi(z)] = (d+ 〈Hi, λ〉dz
z
)Vi(Ej ; z).
Proof. For any i and x ∈ Un− we can write by definition
Vi(z) : x · vλ′ 7→ xez·Fi · vλ.
Let Ej be a simple Chevalley generator. We will frequently use the following
formulas:
[Ej , x] = ∂j(x) ·Hj + x1 , x1 ∈ Un− . (a)
e−z·Fi ·Hj · ez·Fi = Hj + αi(Hj) · z · Fi (b)
Eje
z·Fi − ez·FiEj = P (z) ∈ z ·Un−[z], and P = 0 if i 6= j (c)
Thus, P is a polynomial in z without constant term with values in Un− .
Using formulas (a)-(b) above, we find:
[Ej , xe
z·Fi ] = [Ej , x] · ez·Fi + x · [Ej , ez·Fi ] = (∂j(x) ·Hj + x1) · ez·Fi + x · P (z) .
Hence,
(*) Ej
(
Vi(z)(xvλ′)
)
= Ej(xe
z·Fivλ) = (∂j(x) ·Hj + x1) · ez·Fivλx · P (z)vλ
= ∂j(x) · ez·Fi(Hj + zαi(Hj)Fi)vλ + x1ez·Fivλ + x · P (z)vλ .
On the other hand, from (a) we get
Ejxvλ′ = [Ej , x] · vλ′ = ∂j(x) ·Hj · vλ′ + x1vλ′ .
Hence,
(**) Vi(z)(Ejxvλ′) = ∂j(x) ·Hjez·Fivλ + x1ez·Fivλ by(b)
= ∂j(x) · ez·Fi(Hj + αi(Hj) · z · Fi) + x1ez·Fivλ.
From (∗) and (∗∗) we obtain
[Ej , Vi(z)](xvλ′) = 〈λ′ − λ,Hj〉∂j(x) · ez·Fivλ + 〈α,Hj〉z · Fiez·Fivλ + x · P (z)vλ .
It is easy to deduce from the last formula and formula (c) above, that if i 6= j
the RHS of takes the form
(d+ 〈Hi, λ〉dz
z
)Vi(Ej ; z)
The case i = j is treated similarly. 
3.6. For each n > 0 we define the operators Vi;n(Hj) : M(λ
′) −→ M(λ) by
Vi;n(Hj) = ajiVi;n . One checks easily that
(b) [Hj , Vi;n] = (−n+ 〈Hi, λ〉)Vi;n(Hj) .
Finally, it is evident that
(c) [Fj , Vi;n] = 0 for all j .
Set Vi;n(Fj) = 0 .
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3.7. Lemma-definition. For each n > 0 , there exists a unique element
Vi;n( · ) ∈ Hom(g,Hom(M(λ′), M(λ)))
such that Vi;n(Ej) , Vi;n(Hj) , Vi;n(Fj) are the elements defined above and the
following cocycle condition holds:
(a) For any X,Y ∈ g , Vi;n([X,Y ]) = [X,Vi;n(Y )]− [Y, Vi;n(X)] . 
The previous considerations may be reformulated in terms of the generating
functions
Vi(X; z) =
∞∑
n=0
Vi;n(X)z
−n ∈ Hom(M(riλ),M(λ)[[z−1]]), X ∈ g.
as the follows.
3.9. Theorem. For any X,Y ∈ g , we have
[X,Vi(z)] = (d+ 〈Hi, λ〉 dz/z)Vi(X; z),
Vi([X,Y ]; z) = [X,Vi(Y ; z)]− [Y, Vi(X; z)] . 
3.10. Suppose an element w of the Weyl group of g together with its reduced
decomposition w = ria · . . . · ri1 , and an element λ ∈ h∗ is given. For p = 1, . . . , a ,
set λp = rip−1 · . . . · ri1λ .
Define a complex
Ω• : 0 −→ Ω0 −→ . . . −→ Ωa −→ 0
as follows. Set A = C[[z−11 , . . . , z
−1
a ]] . By definition, Ω
p is the free A -module with
the basis {(dzj1/zj1) ∧ . . . ∧ (dzjp/zjp), 1 ≤ j1 < . . . < jp ≤ a} . The differential is
defined by
dη = dDR(η) + (
a∑
p=1
〈Hip , λp〉
zp
dzp) ∧ η
where dDR is the de Rham differential.
3.11. For each p = 1, . . . , a , consider the operators ωp = Vip(zp) : M(λp+1) =
M(ripλp)→M(λp)z−1p [[z−1p ]] and τp(X) = Vip(X; zp) : M(λp+1)→M(λp)[[z−1p ]],
X ∈ g, defined above.
For each m , 0 ≤ m ≤ a , us define the operators
V m,a−m ∈ Hom(Λmg,Hom(M(wλ),M(λ)⊗ Ωa−m))
as follows. We set
V m,a−m(X1 ∧ · · · ∧Xm)
=
∑
16p1<···<pm6a
(−1)sgn(p1,...,pm)
×
( ∑
σ∈Σm
(−1)sgn(σ)ω1 · · · τp1(Xσ(1)) · · · τpm(Xσ(m)) · · ·ωa
)
× dz1 ∧ · · · ∧ d̂zp1 ∧ · · · ∧ d̂zpm ∧ · · · ∧ dza .
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Here for each sequence 1 ≤ p1 < . . . < pm ≤ a , the corresponding summands are
obtained by replacing the operators ωpj in the product ω1 · . . . ·ωa , by τpj (Xσ(j)) .
Σm denotes the group of all bijections σ : {1, . . . ,m} ∼−→{1, . . . ,m} . The power
sgn(p1, . . . , pm) is defined by induction on m as follows. We set
sgn(∅) = 0; sgn(p1, . . . , pm) = sgn(p1, . . . , pm−1) + pm +m.
For example,
V 0a = Vi1(z1) · . . . · Via(za)dz1 ∧ . . . ∧ dza.
Consider the double complex C•(g; Hom(M(wλ),M(λ) ⊗ Ω•)) . Here the first
differential is the Koszul differential in the complex of cochains of the Lie alge-
bra g with coefficients in the complex of g -modules Hom(M(wλ),M(λ) ⊗ Ω•) .
The action of g is induced by the standard action (by the commutator) of g on
Hom(M(wλ),M(λ)) . The second differential is induced by the differential in Ω• .
By definition, we have
V m,a−m ∈ Cm(g; Hom(M(wλ),M(λ)⊗ Ωa−m)).
3.12. Theorem. The element V = (V 0a, . . . , V a0) is an a -cocycle in the total
complex associated with the double complex C·(g; Hom(M(wλ),M(λ)⊗ Ω·)) . 
3.13. Corollary. The cocycle V induces linear maps
fm : H
m(Ω·)∗ → Exta−m
g
(M(wλ),M(λ)), m = 0, . . . , a .
3.14. Example. Assume that all numbers 〈Hp, λp〉, p = 1, . . . , a, are nonnega-
tive integers. The highest homology space Ha(Ω•) is one-dimensional, generated
by the (image of) the functional r ∈ Ωa∗ defined by
r(η) = resza=0 . . . resz1=0(z
〈Hi1 ,λ1〉
1 . . . z
〈Hia ,λa〉
a η).
The image f0(r) ∈ Homg(M(wλ),M(λ)) is the unique (up to proportionality)
intertwiner sending vwλ to F
〈Hia ,λa〉+1
ia
· . . . · F 〈Hi1 ,λ1〉+1i1 vλ .
Chapter 2. Virasoro algebra.
§4. Cartan cocycle
4.1. Let g be a Lie algebra. Consider the differential graded Lie algebra g· =
g−1 ⊕ g0 defined as follows. We set g−1 = g0 = g ; the differential d : g−1 → g0
is the identity map; the bracket Λ2g0 → g0 coincides with the bracket in g ; the
bracket g−1 ⊗ g0 → g0 coincides with the bracket in g .
For x ∈ g , we denote by the same letter x the corresponding element of g0 , and
by ix the corresponding element of g
−1 .
As a dg Lie algebra, the algebra g· is generated by the Lie algebra g (in degree
0) and by the elements ix ∈ g−1 (x ∈ g ) subject to the relations (a)–(c) below.
d(ix) = x (x ∈ g),(a)
[x, iy ] = i[x,y] (x, y ∈ g),(b)
[ix, iy ] = 0 (x, y ∈ g) .(c)
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4.2. Let M · be a complex of vector spaces. A g· -module structure on M · is the
same thing as a collection of data (a), (b) below satisfying properties (c)–(e) below.
(a) Morphisms of complexes x : M · → M · , (x ∈ g ) that define an action of the
Lie algebra g .
(b) Morphisms of graded spaces ix : M
· →M ·[−1] , (x ∈ g ).
(c) (Cartan formula) [d, ix] = x (x ∈ g ).
Here (and below) the commutators are understood in the graded sense, i.e., [d, ix] =
d ◦ ix + ix ◦ d .
(d) [x, iy ] = i[x,y] (x, y ∈ g ).
(e) [ix, iy ] = 0 (x, y ∈ g ).
4.3. Let us consider the enveloping algebra Ug· . It is a dg associative algebra.
We have the canonical embedding
Λ·(g−1) →֒ Ug·.
We shall use the notation ix1...xa for the elements ix1 · · · ixa ∈ (Ug·)−a ,x1, . . . , xa ∈
g , where (Ug·)k stands for grade degree k component of Ug· .
4.4. Lemma. For any x1, . . . , xa ∈ g , we have
dix1...xa =
a∑
p=1
(−1)p−1xpix1...xˆp...xa +
∑
16p<q6a
(−1)p+qi[xp,xq]x1...xˆp...xˆq ...xa
=
a∑
p=1
(−1)p−1ix1...xˆp...xaxp +
∑
16p<q6a
(−1)p+q+1i[xp,xq ]x1...xˆp...xˆq ...xa .
Proof. Induction on a . For a = 1 it is the Cartan formula. Suppose that a > 1 .
We have
dix1...xa = d(ix1 · ix2...xa) = dix1 · ix2...xa − ix1 · dix2...xa
(by induction)
= xi1 · ix2...xa − ix1 ·
( a∑
p=2
(−1)pxpix2...xˆp...xa
+
∑
26p<q6a
(−1)p+qi[xp,xq]x2...xˆp...xˆq ...xa
)
(we use ix1xp = xpix1 + i[x1,xp] and the anticommutation of the various elements
ix )
= xi1 · ix2...xa +
a∑
p=2
(−1)p−1xpix1...xˆp...xa +
a∑
p=2
(−1)1+pi[x1,xp]x2...xˆp...xa
+
∑
26p<q6a
(−1)p+qi[xp,xq ]x1...xˆp...xˆq ...xa
=
a∑
p=1
(−1)p−1xpix1...xˆp...xa +
∑
16p<q6a
(−1)p+qi[xp,xq ]x1...xˆp...xˆq...xa .
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This proves the first equality. The second equality is proved in the same manner,
or may be deduced from the first one. 
4.5. Let M be a g -module. Recall that the complex C·(g;M) of cochains of g
with coefficients in M is defined by Ca(g;M) = Hom(Λag,M) ; the differential
d : Ca−1(g;M)→ Ca(g;M) acts as
dφ(x1 ∧ · · · ∧ xa) =
a∑
p=1
(−1)p−1xpφ(x1 ∧ · · · ∧ xˆp ∧ · · · ∧ xa)
+
∑
16p<q6a
(−1)p+qφ(x1 ∧ · · · ∧ xˆp ∧ · · · ∧ xˆq ∧ · · · ∧ xa) .
The differential in C·(g;M) is called the Koszul differential.
4.6. Remark. Consider Ug· as a g -module by means of the left multiplication,
where g is identified with g0 . Consider the complex of cochains of g with coeffi-
cients in Ug· , C·(g,Ug·) . It is a double complex in which the first differential is
the Koszul differential, and the second one is induced by the differential in Ug· .
Let C· be the associated total complex.
For each a > 0 , we define an element ca,−a ∈ Ca(g,Ug−a) by
ca,−a(x1 ∧ · · · ∧ xa) = ix1...xa , c00 = 1 .
One can reformulate the previous lemma as the following statement.
(a) The element c =
∑
a>0 c
a,−a is a 0 -cocycle in C· .
4.7. Suppose we are given the collection of data (a)–(d) below.
(a) A Lie algebra g ;
(b) a g -module M ;
(c) a dg g· -module Ω· ;
(d) an element ω ∈M ⊗ Ωn , for some n > 0 .
Assume that the element ω satisfies the properties (i), (ii) below.
(i) dω = 0.
Here d = IdM ⊗dΩ· : M ⊗ Ωn →M ⊗ Ωn+1 .
(ii) ω ∈ (M ⊗ Ωn)g .
Here the superscript ( · )g denotes the subspace of g -invariants. We consider M ⊗
Ωn as a g -module equal to the tensor product of the two g -modules M and Ωn ,
the last one being the g -module obtained via the identification g = g0 .
Consider the double complex C·(g;M ⊗ Ω·) defined by
Ca(g;M ⊗ Ωb) = Hom(Λag,M ⊗ Ωb) .
The first differential is the Koszul differential in the standard cochain complex of
g with coefficients in M ⊗ Ω· . Here the action of g on M ⊗ Ω· is defined through
the first factor (i.e., as x · (m⊗ α) = xm ⊗ α ). The second differential is induced
by the differential in Ω· . Let C·(g;M,Ω·) denote the associated total complex.
For 0 6 a 6 n , we define the elements wa ∈ Ca(g;M ⊗ Ωn−a) by
ω0 = 0, ωa(x1 ∧ · · · ∧ xa) = ix1...xaω .
Here the action of Ug· is defined through the second factor. Consider the element
ω̂ =
∑n
a=0 ω
a ∈ Cn(g;M,Ω·) .
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4.8. Lemma. The element ω̂ is an n -cocycle in C·(g;M,Ω·) .
We shall call ω̂ the Cartan cocycle associated with ω .
Proof. Let d′ (resp., d′′ ) denote the first (resp., second) differential in C·(g;M ⊗
Ω·) . We have d′′(ω0) = 0 by property 4.7(i). We have
d′wa−1(x1 ∧ · · · ∧ xa)
=
a∑
p=1
(−1)p−1xp · ωa−1(x1 ∧ · · · ∧ xˆp ∧ · · · ∧ xa)
+
∑
16p<q6a
(−1)p+qωa−1([xp, xq] ∧ x1 ∧ · · · ∧ xˆp ∧ · · · ∧ xˆq ∧ · · · ∧ xa) .
Here ω 7→ x(1) ·ω , (resp., ω 7→ x(2) ·ω ), denotes the action of g on M⊗Ωn through
the first (resp., second) factor.)
Using the identity
xp · (ix1...xˆp...xaω) = ix1...xˆp...xa(x(1)p ω)
= (by 4.7(ii)) = −ix1...xˆp...xa(x(2)p ω) = −(ix1...xˆp...xaxp)ω .
by Lemma 4.4 = (dix1...xa)ω = (by (i)) = d(ix1...xaω) = (d
′′ωa)(x1 ∧ · · · ∧xa). 
4.9. Consider the dual complex (Ω·)∗ . Note that the cocycle ω̂ defines a mor-
phism of complexes
ω̂ : (Ωn−·)∗ → C·(g;M) .
Let us denote Hi(Ω) := H
−i(Ω∗) . The morphism ω̂ induces the following maps
H−i(ω) : Hi(Ω
·)→ Hn−i(g;M) (0 6 i 6 n) .
4.10. The construction of this Section should be compared with [Br].
§5. Bosonization for the Virasoro algebra
Our account of the bosonization for the Virasoro algebra essentially follows the
paper [F].
5.1. Heisenberg algebra
The Heisenberg algebra is the Lie algebra H defined by the generators bn (n ∈ Z )
and 1 , and relations
(a) [bn, bm] = 2nδn+m,01 , [1, bn] = 0 (n,m ∈ Z ).
The elements 1 and b0 lie in the center of H . The elements bn , n > 0 , are
called annihilation operators.
We shall denote by H+ (resp., H− , H0 ) the Lie subalgebra of H generated by
the elements bn , n > 0 (resp., by bn , n < 0 , by b0 and 1 ).
5.2. Given two generators bn , bm , define their normal ordered product :bnbm: ∈
UH as follows. If n > 0 and m 6 0 , we set :bnbm: = bmbn ; otherwise set
:bnbm: := bnbm . We define
{bnbm} = bnbm − :bnbm:
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(not to be confused with the Lie bracket!).
Similarly, the normal ordering of an arbitrary monomial :bn1 · · · bna: is defined:
one should pull all the annihilation operators to the right, not changing their order.
(The last requirement does not matter very much since all the annihilation operators
commute.)
We have by definition
bnbm = :bnbm: + {bnbm} .
The following identity generalizes this equality.
5.3. Wick theorem. Let c1, . . . , ca , c
′
1, . . . , c
′
b be arbitrary elements of the set
{bn, n ∈ Z} . We have
:c1 · · · ca: · :c′1 · · · c′b: = :c1 · · · c′b: +
∑
p,q
{cpc′q} :c1 · · · cˆp · · · cˆ′q · · · c′b:
+
∑
p,p′,q,q′
{cpc′q}{cp′c′q′} :c1 · · · cˆp · · · cˆp′ · · · cˆ′q · · · cˆ′q′ · · · c′b: + · · · . 
5.4. We introduce a “free bosonic field”, the formal expression:
φ(z) = −b0 log(z) +
∑
n6=0
bn
n
z−n ,
where z is a formal variable. Let φ′(z) be the formal derivative of φ(z) , that is
the generating function
φ′(z) = −
∑
n∈Z
bnz
−n−1.
Here z is a formal variable.
Commutation relations 5.1 (a) are equivalent to the identity
(a) {φ′(z)φ′(w)} = 2
(z − w)2 .
Let us deduce (a) from 5.1 (a). We have by definition
{φ′(z)φ′(w)} = φ′(z)φ′(w)− :φ′(z)φ′(w): =
∑
n,m
(bnbm − :bnbm:)z−n−1w−m−1
=
∑
n>0
2nz−n−1wn−1 = 2
∂
∂w
(∑
n>0
z−n−1wn
)
= 2z−1
∂
∂w
(
1
(1− w/z) )
= 2
∂
∂w
(
1
z − w
)
=
2
(z − w)2 .
5.5. Given a complex number α ∈ C , define the Fock representation Fα of the
Heisenberg algebra H as an H -module with one generator vα and the relations
bnvα = 0 (n > 0), b0vα = 2αvα, 1vα = vα .
14 VICTOR GINZBURG AND VADIM SCHECHTMAN
The mapping x 7→ x · vα gives an isomorphism of H− -modules UH− ∼−→ Fα .
Define the shift operator
Tβ : Fα → Fα+β
as the unique H− -linear operator sending vα to vα+β .
Define the category O to be the full subcategory of the category of H -modules
whose objects are representations M having the properties
(a) 1 acts as the identity on M ;
(b) M is b0 -diagonalizable. All b0 -weight spaces are finite-dimensional;
(c) M is H+ -locally finite. This means that for any x ∈ M , the space UH+ · x
is finite-dimensional.
All Fock representations belong to the category O .
5.6. Recall that the Witt algebra L is the Lie algebra of algebraic vector fields on
C∗ = C− {0} . It can be defined by the generators en = −zn+1 d/dz (n ∈ Z ) and
the relations
[en, em] = (n−m)en+m (n,m ∈ Z) .
The Virasoro algebra L̂ is the Lie algebra defined by the generators Ln (n ∈ Z )
and c , and relations
[Ln, Lm] = (n−m)Ln+m + n
3 − n
12
δn+m,0 · c, [c, Ln] = 0 (n,m ∈ Z) .
We have the morphism of Lie algebras L̂ → L sending Ln to en , and c to 0 .
This morphism identifies L with L̂/C · c . It identifies L̂ with a universal central
extension of L .
Let L̂+ (resp., L̂− , L̂0 ) denote the Lie subalgebras of L̂ generated by the
elements Ln , n > 0 (resp., by Ln , n < 0 , by L0 , c ).
The generating function
T (z) =
∑
n∈Z
Lnz
−n−2
is called the stress-energy tensor.
5.7. Let α0 ∈ C . Consider the expressions
(a) Ln =
1
4
∑
p+q=n
:bpbq: − α0(n+ 1)bn (n ∈ Z) .
Although they are infinite sums, these expressions are well defined as operators on
modules from the category O . We can rewrite them as follows.
(b)
Ln =
1
4
∑
p∈Z
bn−pbp − α0(n+ 1)bn if n 6= 0,
L0 =
1
2
∑
p>1
b−pbp +
1
4
b20 − α0b0 .
In terms of generating functions, (a) reads
(c) T (z) =
1
4
:φ′(z)2: − α0φ′′(z) .
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5.8. Theorem. The expressions 5.7 (a) define the action of the Virasoro algebra
on modules from the category O , with the central charge 1− 24α20 .
5.9. Lemma. The operators Ln , 5.7 (a), satisfy the following commutation re-
lations:
(a) [bn, Lm] = nbn+m + 2n(n− 1)α0δn,−m .
Proof. This can be checked easily using the definitions. Let us give an alternative
proof, using some simple chiral calculus. We claim that (a) is equivalent to
(b) φ′(z)T (w) = − 4α0
(z − w)3 +
φ′(w)
(z − w)2 + · · · .
Here (and below) dots denote the expression regular at z = w . Let us prove that
(b) implies (a). According to Cauchy formula of the chiral calculus, we have
[bn, T (w)] = − res
z=w
(znφ′(z)T (w))
for any n . By the binomial formula,
res
z=w
zn
(z − w)a =
(
n
a− 1
)
wn−a+1.
Therefore, (b) implies
(c) [bn, T (w)] = 2n(n− 1)α0wn−2 − nφ′(w)wn−1
which is equivalent to (a).
Let us prove (b). We have, by Wick’s theorem,
φ′(z) :φ′(w)2: = 2{φ′(z)φ′(w)}φ′(w) + · · · = 4φ
′(w)
(z − w)2 + · · · ,
φ′(z)φ′′(w) =
∂
∂w
(φ′(z)φ′(w)) =
4
(z − w)3 + · · · .
This implies (b) and proves the lemma. 
5.10. Proof of Theorem 5.8. The Virasoro commutation relations can be ver-
ified directly, using the previous lemma and 5.7 (b), by a tedious computation.
Let us give a proof using the chiral calculus. We must prove the following.
(a) T (z)T (w) =
1− 24α20
2(z − w)4 +
2T (w)
(z − w)2 +
T ′(w)
z − w + · · · .
Let us derive the Virasoro commutation relations from (a). By the Cauchy
formula of the chiral calculus, we have
[Ln, T (w)] = res
z=w
(zn+1T (z)T (w)) .
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As in the proof of the previous lemma, (a) implies that
(b) [Ln, T (w)] = T
′(w)wn+1 + 2(n+ 1)T (w)wn + (1− 24α20)
n3 − n
12
wn−2
which is equivalent to the Virasoro commutation relations with the central charge
1− 24α20 .
Let us prove (a). We have, by Wick’s theorem,
:φ′(z)2: :φ′(w)2: = 2{φ′(z)φ′(w)}2 + 4{φ′(z)φ′(w)} :φ′(z)φ′(w):
=
8
(z − w)4 +
8
(z − w)2 :φ
′(w)2: +
8
z − w :φ
′(w)φ′′(w): + · · · ,
φ′′(z) :φ′(w)2: = 2{φ′′(z)φ′(w)}φ′(w) + · · ·
= 2∂z({φ′(z)φ′(w)})φ′(w) = − 8
(z − w)3 φ
′(w) + · · · ,
:φ′(z)2:φ′′(w) = 2{φ′(z)φ′′(w)}φ′(z) = 2 ∂
∂w
({φ′(z)φ′(w)})φ′(z)
=
8
(z − w)3
(
φ′(w) + (z − w)φ′′(w) + (z − w)
2
2
φ′′′(w) + · · ·
)
=
8
(z − w)3 φ
′(w) +
8
(z − w)2 φ
′′(w) +
4
z − w φ
′′′(w) + · · · ,
φ′′(z)φ′′(w) = {φ′′(z)φ′′(w)}+ · · · = ∂z ∂
∂w
({φ′(z)φ′(w)}) + · · ·
= − 12
(z − w)4 + · · · .
Therefore we obtain, after adding,
T (z)T (w) =
(
1
4
:φ′(z)2: − α0φ′′(z)
)(
1
4
:φ′(w)2: − α0φ′′(w)
)
=
1− 24α20
2(z − w)4 +
(1/2):φ′(w)2: − 2α0φ′′(w)
(z − w)2
+
(1/2):φ′(w)φ′′(w): − α0φ′′′(w)
z − w + · · ·
=
1− 24α20
2(z − w)4 +
2T (w)
(z − w)2 +
T ′(w)
z − w + · · · .
This proves (a) and the theorem. 
5.11. We define the representation Fα;α0 of the Virasoro algebra as the H -module
Fα , regarded as an L̂ -module by means of the formulas in the previous theorem.
The representations Fα,α0 will be called Feigin–Fuchs modules.
§6. Bosonic vertex operators
6.1. We need first to recall some formulas for ”bosonization”, see [FF, TK].
Let α, β ∈ C . Define the operators
Vn(β) : Fα → Fα+β (n ∈ Z)
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by means of the generating function
V (β; z) =
∑
n∈Z
Vn(β)z
−n .
We set by definition
V (β; z) = Tβ :exp
(
− β
∑
n6=0
bn
n
z−n
)
:
= Tβ exp
(
− β
∑
n<0
bn
n
z−n
)
exp
(
− β
∑
n>0
bn
n
z−n
)
.
This expression is an operator acting as follows
V (β; z) : Fα → Fα+β((z−1)) .
These operators are called the bosonic vertex operators. We also define the operators
V−(β; z) = exp
(
− β
∑
n<0
bn
n
z−n
)
: Fα → Fα[[z]],
V+(β; z) = exp
(
− β
∑
n>0
bn
n
z−n
)
: Fα → Fα[z−1] .
Thus, V (β; z) = TβV−(β; z)V+(β; z) .
6.2. Lemma. We have
[bn, V−(β; z)] =
{
2βznV−(β; z) if n > 0,
0 otherwise,
[bn, V+(β; z)] =
{
2βznV+(β; z) if n < 0,
0 otherwise.
We leave the easy proof to the reader.
6.3. Theorem. For every n ∈ Z , we have [bn, V (β; z)] = 2βznV (β; z) .
Proof. Follows at once from the previous lemma. 
6.4. Let us give an alternative proof, which uses the chiral calculus. Let us intro-
duce the expression
V˜ (β; z) = z2βαV (β; z) .
At this point zβα is a formal symbol. It will play its role in the sequel, when we
start differentiating. More precisely, V˜ (β; z) is the operator V (β; z) considered as
a section of a certain De Rham complex with a nontrivial connection.
Our formula is equivalent to [bn, V˜ (β; z)] = 2βV˜ (β; z) . We must prove that
(a) φ′(z) V˜ (β;w) = − 2β
z − w V˜ (β;w) + · · · .
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Recall the “free bosonic field”
φ(z) = q − b0 log(z) +
∑
n6=0
bn
n
z−n .
where now we added a z -independent term, an operator q that satisfies the fol-
lowing commutation relations
[q, bn] = 2δn,01 .
It follows that
[b0, e
−βq ] = 2βe−βq.
We identify the operator e−βq with Tβ . Thus,
V˜ (β; z) = :exp(−βφ(z)):,
where the only nontrivial normal ordering with the operator q is defined as :b0q: =
qb0 .
We have
(b) φ(z)φ(w) = 2 log(z − w) + :φ(z)φ(w): .
It follows that
φ′(z)φ(w) =
2
z − w + · · · ,
hence, from the Wick theorem
φ′(z) :φ(w)n: =
2n
z − w :φ(w)
n−1: + · · ·
(n > 0), so if f(φ) is any power series in φ ,
φ′(z) :f(φ(w)): =
2
z − w :f
′(φ(w)): + · · · .
In particular, we have
φ′(z) :exp(−βφ(w)): = − 2β
z − w :exp(−βφ(w)): + · · · ,
which proves (a) and the theorem. 
6.5. We regard the operators Vn(β) as operators acting on Feigin–Fuchs modules
Vn(β) : Fα;α0 → Fα+β;α0 .
The generating function V (β; z) will be understood in the same sense.
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6.6. Theorem. For any n ∈ Z , we have
[Ln, V (β; z)] =
(
zn+1
d
dz
+ ((β2 − 2α0β)(n+ 1) + 2αβ)zn
)
V (β; z) .
In other words,
[Ln, V˜ (β; z)] =
(
zn+1
d
dz
+ (β2 − 2α0β)(n+ 1)zn
)
V˜ (β; z) .
Proof. We must prove that
(a) T (z) V˜ (β;w) =
β2 − 2α0β
(z − w)2 V˜ (β;w) +
1
z − w V˜
′(β;w) + · · · .
Let us prove (a). We have, by the Wick theorem,
:φ′(z)2: :φ(w)n: =
4n(n− 1)
(z − w)2 :φ(w)
n−2: +
4n
z − w :φ
′(w)φ(w)n−1: + · · ·
for any n > 0 , hence
:φ′(z)2:V˜ (β;w) =
4β2
(z − w)2 V˜ (β;w) +
4
z − w V˜
′(β;w) + · · · .
It follows from 6.4 (a) that
φ′′(z) V˜ (β;w) =
2β
(z − w)2 V˜ (β;w) + · · · .
Summing, we get (a). This proves the theorem. 
6.7. Lemma. We have
V+(β1; z1)V−(β2; z2) = (1− z−11 z2)2β1β2V−(β2; z2)V+(β1; z1)
(equality in Hom(Fα, Fα[[z
−1
1 , z2]])).
Here we understand (1− z−11 z2)2β1β2 as the formal power series
exp
(
− 2β1β2
∑
n>0
z−n1
zn2
n
)
.
Remark. The operator V−(β2; z2)V+(β1; z1) belongs to the space Hom(Fα, Fα[z
−1
1 ,
z2]) .
Proof. By Lemma 6.2, we have
V+(β1; z1)b−n = (b−n − 2β1z−n1 )V+(β1; z1)
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for n > 0 , hence
V+(β1; z1) exp
(
β2
b−n
n
zn2
)
= exp
(
β2
b−n − 2β1z−n1
n
zn2
)
V +(β1; z1)
= exp
(
− 2β1β2 1
n
z−n1 z
n
2
)
exp
(
β2
b−n
n
zn2
)
V+(β1; z1)
Therefore,
V+(β1; z1)V−(β2; z2) = exp
(
− 2β1β2
∑
n>0
1
n
z−n1 z
n
2
)
V−(β2; z2)V+(β1; z1)
= exp(2β1β2 log(1− z−11 z2))V−(β2; z2)V+(β1; z1)
= (1− z−11 z2)2β1β2V−(β2; z2)V+(β1; z1) . 
6.8. Choose complex numbers α, β1, . . . , βp . Consider the generating function for
all compositions of the form
Fα
Vnp (βp)−−−−−→ Fα+βp −→ · · ·
Vn1 (β1)−−−−−→ Fα+βp+···+β1 ;
We have an equation
∑
(n1,...,np)∈Zp
Vn1(β1) · · · Vnp(βp)z−n11 · · · z−npp = V (β1; z1) · · · V (βp; zp)
as a formal power series. The previous lemma shows that
(a) V (β1; z1) · · · V (βp; zp) =
∏
16i<j6p
(1− z−1i zj)2βiβj :V (β1; z1) · · ·V (βp; zp): .
6.9. Let us look more closely at the operator :V (β1; z1) · · ·V (βp; zp): .
We have
:V (β1; z1) · · ·V (βp; zp): = Tβ1+···+βp exp
(
−
∑
n<0
β1z
−n
1 + · · · + βpz−np
n
bn
)
× exp
(
−
∑
n>0
β1z
−n
1 + · · · + βpz−np
n
bn
)
.
It follows that
(a) the operator :V (β1; z1) · · ·V (βp; zp): belongs to the space Hom(Fα, Fα+∑ βi [z1,
z−11 , . . . , zp, z
−1
p ]) .
In particular, this operator is a holomorphic operator-valued function on the space
Cp −⋃pi=1{zi = 0} .
Also, the above formula shows that
(b) for any bijection σ : {1, . . . , p} ∼−→ {1, . . . , p} , we have
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:V (β1; z1) · · · V (βp; zp): = :V (βσ(1); zσ(1)) · · ·V (βσ(p)zσ(p)): .
6.10. Formula 6.8 (a) shows that the formal power series V (β1; z1) · · · V (βp; zp)
defines the germ of a holomorphic multivalued function in the domain |z1| > · · · >
|zp| > 0 , where (1− z−1i zj)2βiβj is understood as exp(−2βiβj
∑
n>0 z
−n
i z
n
j /n) .
6.11. Let us introduce the tilded operators. We set
V˜ (βi; zi) = :exp(−βiφ(zi)): = Tβizβib0i :exp
(
− βi
∑
n6=0
bn
n
z−ni
)
: .
Since zβib0i Tβj = z
2βiβjTβj z
βib0
i , we have
V˜ (β1; z1) · · · V˜ (βp; zp) = T∑ βi∏
i
zβib0i
∏
i<j
z
2βjβj
i V (β1; z1) · · · V (βp; zp)
=
∏
i
z2βiαi
∏
i<j
(zi − zj)2βiβj :V (β1; z1) · · ·V (βp; zp): .
Recall that the operator :V (β1; z1) · · · V (βp; zp): belongs to the space
Hom(Fα, Fα+
∑
βi
[z1, z
−1
1 , . . . , zp, z
−1
p ]) .
This defines the product V˜ (β1; z1) · · · V˜ (βp; zp) as the germ of the multivalued
holomorphic function in the domain
{(z1, . . . , zp) ∈ Cp | zi /∈ R60 for all i; |z1| > · · · > |zp|} .
Here zγ is understood as exp(γ log(z)) , where log(z) is the branch of the logarithm
that takes real values for z ∈ R>0 .
Let us regard the previous compositions as operators acting on the Feigin–Fuchs
modules
V˜ (β1; z1) · · · V˜p(βp; zp) : Fα;α0 → Fα+∑ βi;α0 .
6.12. Theorem. For any n ∈ Z ,
[Ln, V˜ (β1; z1) · · · V˜ (βp; zp)]
=
( p∑
i=1
zn+1i ∂zi + (β
2
i − 2α0βi)(n+ 1)zni
)
V˜ (β1; z1) · · · V˜ (βp; zp) .
In other words,
[Ln, :V (β1, z1) · · · V (βp; zp):]
=
( p∑
i=1
(zn+1i ∂zi + ((β
2
i − 2α0βi)(n+ 1) + 2βiα)zni )
+
∑
16i<j6p
2βiβj
zn+1i − zn+1j
zi − zj
)
:V (β1; z1) · · ·V (βp; zp): .
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Proof. By the Cauchy formula,
[Ln, V˜ (β1; z1) · · · V˜ (βp; zp)] =
p∑
i=1
res
z=zi
(zn+1T (z) V˜ (β1; z1) · · · V˜p(βp; zp)) .
Note that
V˜ (β1; z1) · · · V˜ (βp; zp) =
∏
i<j
(zi − zj)2βiβj :V˜ (β1; z1) · · · V˜ (βp; zp): .
We claim that
T (z) :V˜ (β1; z1) · · · V˜ (βp; zp):
=
( p∑
i=1
β2i − 2α0βi
(z − zi)2 +
∑
i<j
2βiβj
(z − zi)(z − zj)
)
:V˜ (β1; z1) · · · V˜ (βp; zp):
+
p∑
i=1
1
z − zi :V˜ (β1; z1) · · · V˜
′(βi; zi) · · · V˜ (βp; zp): + · · · .
(a)
Let us prove (a). To shorten the formulas, assume that p = 2; the general case
is completely similar. By Wick’s theorem, we have
:φ′(z)2: :φ(z1)
n1φ(z2)
n2:
=
4n1(n1 − 1)
(z − z1)2 :φ(z1)
n1−2φ(z2)
n2: +
4n2(n2 − 1)
(z − z2)2 :φ(z1)
n1φ(z2)
n2−2:
+
8n1n2
(z − z1)(z − z2) :φ(z1)
n1−1φ(z2)
n2−1: +
4n1
z − z1 :φ
′(z1)φ(z1)
n1−1φ(z2)
n2:
+
4n2
z − z2 :φ(z1)
n1φ′(z2)φ(z2)
n2−1: + · · ·
for any n1, n2 > 0 , hence
:φ′(z)2: :V˜ (β1; z1)V˜ (β2; z2): = 4
(
β1
z − z1 +
β2
z − z2
)2
:V˜ (β1; z1) V˜ (β2; z2):
+ 4
(
∂z1
z − z1 +
∂z2
z − z2
)
:V˜ (β1; z1) V˜ (β2; z2): + · · · .
Similarly, the application of the Wick theorem gives
φ′(z) :V˜ (β1; z1) V˜ (β2; z2): =
(
− 2β1
z − z1 −
2β2
z − z2
)
:V˜ (β1; z1) V˜ (β2; z2): + · · · ,
whence
φ′′(z) :V˜ (β1; z1) V˜ (β2; z2): =
(
2β1
(z − z1)2 +
2β2
(z − z2)2
)
:V˜ (β1; z1) V˜ (β2; z2): + · · · .
Summing, we get formula (a).
The theorem follows from formula (a) by the above mentioned Cauchy residue
formula. One should take into account that(
res
z=zi
+ res
z=zj
) zn+1
(z − zi)(z − zj) =
zn+1i − zn+1j
zi − zj
and
(zn+1i ∂zi + z
n+1
j ∂zj )(zi − zj)2βiβj = 2βiβj
zn+1i − zn+1j
zi − zj (zi − zj)
2βiβj .
This completes the proof. 
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§7. Screening charges
7.1. We fix the parameters α,α0 ∈ C as in the previous section. Let β+ , β− be
the complex numbers defined by
β± = α0 ±
√
α0 + 1 .
Thus, β± are the two roots of the equation β
2 − 2α0β = 1.
The vertex operators V (β+; z) , V (β−; z) are called the screening charges. By
theorem 6.6, for any n ∈ Z ,
(a) [Ln, V (β±; z)] =
(
d
dz
+
2αβ±
z
)
(zn+1V (β±; z)) .
In other words,
(b) T (z) V˜ (β±; z) =
V˜ (β±;w)
(z − w)2 +
V˜ ′(β±;w)
z − w + · · · =
∂
∂w
(
V˜ (β±;w)
z − w
)
+ · · · .
7.2. Let us introduce the operators
T (Ln; z) = z
n+1T (z), V±(en; z) = z
nV˜ (β±; z) (Ln ∈ L̂, en ∈ L) .
It follows from (b) above that these operators satisfy the following cocycle property
(a) T (Ln; z)V±(em;w) − T (Lm; z)V±(en;w) = V±([en, em];w)
z − w + · · · .
7.3. More generally, suppose that β1, . . . , βp is a sequence of complex numbers,
each βi being equal to β− or β+ . Let us call such a sequence a screening sequence.
Let us consider the operator :V (β1; z1) · · · V (βp; zp): . Note that by the sym-
metry property 6.9 (b), we may actually assume that β1 = · · · = βp′ = β− and
βp′+1 = · · · = βp = β+ .
It follows from Theorem 6.12, that
[Ln, :V (β1; z1) · · · V (βp; zp):]
=
p∑
i=1
(
∂zi +
2αβi
zi
+
∑
j 6=i
2βiβj
zi − zj
)
(zn+1i :V (β1; z1) · · · V (βp; zp):)
for any screening sequence β1, . . . , βp , and for all n ∈ Z .
In the sequel we fix the screening sequence β1 = · · · = βp = β+ . However, all
the constructions below are valid, with the obvious modifications, for an arbitrary
screening sequence.
7.4. Consider the ring
Ap = C[[z1, . . . , zp]]
[ p∏
i=1
z−1i ,
∏
16i<j6p
(zi − zj)−1
]
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(thus Ap is the ring of functions on the formal variety Xp , the pth power of the
formal punctured disk without diagonals).
For 1 6 a 6 p , let Ωa denote the space of algebraic differential a -forms on Xp .
Thus, Ω0 = Ap , and the elements of Ω
a have the form∑
f(z1, . . . , zp) dzi1 ∧ · · · ∧ dzia (f(z1, . . . , zp) ∈ Ap) .
Consider the complex
Ω· : 0 −→ Ω0 d−→ Ω1 d−→ · · · d−→ Ωp −→ 0,
where the differential is defined by
dη = dDR(η) +
( p∑
i=1
2αβ+
dzi
zi
+
∑
16i<j6p
2β2+
dzi − dzj
zi − zj
)
∧ η
(η ∈ Ωa ), dDR being the usual de Rham differential.
Each vector field τ = µ(z)∂z ∈ L , µ(z) ∈ C[z, z−1] , defines a series of morphisms
iτ : Ω
a → Ωa−1 , by
iτ (f(z1, . . . , zp) dzi1 ∧ · · · ∧ dzia)
=
a∑
b=1
(−1)b−1µ(zib)f(z1, . . . , zp) dzi1 ∧ · · · ∧ dˆzib ∧ · · · ∧ dzia .
Let us define the morphisms of the Lie derivative Lieτ : Ω
a → Ωa by
Lieτ (η) = diτ (η) + iτ (dη) .
The morphisms iτ ,Lieτ define the action of the dg Lie algebra L· associated with
the Witt algebra L (cf. 4.2), on the complex Ω· (cf. 4.2).
7.5. Consider the complex Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ω·) .
Let us note that the action of the Virasoro algebra L̂ on the modules Fα;α0 ,
Fα+pβ+;α induces the action of L̂ on the space Hom(Fα;α0 , Fα+pβ+;α0) by the usual
commutator formula, which factors through L , since the Feigin–Fuchs modules
have the same central charge. This in turn induces the action of L on the complex
Hom(Fα;α0 , Fα+pβ+;α0 ⊗Ω·) , which we shall call the first action. We have also the
second action of L on Hom(Fα;α0 , Fα+pβ+;α0 ⊗Ω·) which is induced by the action
of L on Ω· through the Lie derivative. The first and the second actions commute.
We also have the operators
iτ : Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ω·)→ Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ω·)[−1] (τ ∈ L)
induced by the operators of the same name on Ω· . These operators, together
with the second action, define the action of the dg Lie algebra L· on the complex
Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ω·) .
Let us define the element V 0p = V 0p(z1, . . . , zp) ∈ Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ωp)
by
V 0p(z1, . . . , zp) = :V (β+; z1) · · ·V (β+; zp): dz1 ∧ · · · ∧ dzp .
The formula in 7.3 may be reformulated as the following theorem.
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7.6. Theorem. The element V 0p lies in the subspace of L -invariants
Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ωp)L.
Here the action of the Lie algebra L on the space Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ωp) is
the sum of the first and the second actions. 
7.7. Now we apply the construction of §4. Consider the double complex
C·(L; Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ω·)) .
Here the first differential is the Koszul differential of the cochain complex of the
Lie algebra L with coefficients in the module Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ω·) , with
the first L -action. The second differential is induced by the differential in Ω· .
Define the elements
V a,p−a ∈ Ca(L; Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ωp−a)) (0 6 a 6 p)
by
V a,p−a(τ1 ∧ · · · ∧ τa) = iτ1 · · · iτa(V 0p) .
7.8. Theorem. The element V = (V 0p, . . . , V p0) is a p -cocycle in the total com-
plex associated with the double complex C·(L; Hom(Fα;α0 , Fα+pβ+;α0 ⊗ Ω·)) .
The proof is the same as that of Lemma 4.8.
7.9. Corollary. The cocycle V induces the maps
fi : H
i(Ω·)∗ → Extp−i
L̂
(Fα;α0 , Fα+pβ+;α0), i = 0, . . . , p . 
The map
fp : H
p(L)∗ → Hom
L̂
(Fα;α0 , Fα+pβ+;α0)
is the Feigin–Fuchs intertwiner, [FF, Chapter 4].
Chapter 3. ŝl(2) -case
The main construction of this and the next chapters was inspired by [BMP1,
BMP2].
§8. Wakimoto realization
8.1. Let g be a Lie algebra and B( · , · ) an invariant bilinear form on g . The
corresponding affine Lie algebra gˆ is defined by the generators Xn (X ∈ g , n ∈ Z)
and 1 , and the relations
(a) [Xn,Xm] = [X,Y ]m+n + nB(X,Y )δm+n,0 · 1 (X,Y ∈ g, m, n ∈ Z) .
The element 1 will act as the identity on all our representations.
Let us introduce the generating functions (currents) X(z) =
∑
n∈ZXnz
−n−1
(X ∈ g ). Formula (a) is equivalent to
(b) X(z)Y (w) =
B(X,Y )
(z − w)2 +
[X,Y ](w)
z − w + · · · .
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Here as usual the dots stands for the part regular at z = w . One deduces (a) from
(b) at once, using the chiral Cauchy formula
[Xn, Y (w)] = res
z=w
(znX(z)Y (w)) .
8.2. In this chapter we assume that g = sl(2) with the standard generators E ,
F , H . For X,Y ∈ g , we set (X,Y ) = tr(XY ) . Thus, (E,F ) = (F,E) = 1 ,
(H,H) = 2 . We fix a complex number k , and set B(X,Y ) = k(X,Y ) .
The bosonization formulas for the algebra ĝ presented below were discovered by
M. Wakimoto, [W].
8.3. Let a denote the Lie algebra defined by the generators bn , an , a
∗
n (n ∈ Z ),
1 and the relations
(a) [bn, bm] = 2nδn+m,0 · 1 ;
(b) [an, a
∗
m] = δn+m,0 · 1 , [an, am] = [a∗n, a∗m] = 0 ;
(c) [bn, am] = [bn, a
∗
m] = 0 , 1 commutes with everything.
Let a+ denote the Lie subalgebra of a generated by the elements bn , a
∗
n (n > 0),
an (n > 0). These generators are called annihilation operators. One introduces the
normal ordering of a monomial in Ua in the usual way: all annihilation operators
should be pulled to the right.
All a -modules M that we consider be a+ -locally finite, i.e., will have the prop-
erty that for every x ∈ M , the space (Ua+)x is finite-dimensional. The operator
1 will act as the identity.
For computational purposes, we shall also use one more operator q , with the
only nontrivial commutation relation
[q, b0] = 1 .
8.4. For λ ∈ C , let Fλ denote the a -module defined by one generator vλ and
relations a+vλ = 0, b0vλ = 2λvλ , 1vλ = vλ .
8.5. Let us introduce the generating functions
φ(z) = q − b0 log(z) +
∑
n6=0
bn
n
z−n, p(z) = φ′(z) = −
∑
n
bnz
−n−1,
β(z) =
∑
n
anz
−n−1, γ(z) =
∑
n
a∗nz
−n .
We have
φ(z)φ(w) = 2 log(z − w) + · · · , p(z)φ(w) = 2
z − w + · · · ,
p(z)p(w) =
2
(z − w)2 + · · · , γ(z)β(w) =
1
z − w + · · · ,
all other products being trivial (do not have a singular part).
8.6. Let us define the currents
E(z) = β(z),(a)
H(z) = 2 :γ(z)β(z): + νp(z),(b)
F (z) = − :γ(z)2β(z): − ν :γ(z)p(z): − kγ′(z),(c)
where ν2 = k + 2.
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8.7. Theorem. The previous formulas define the bosonization for gˆ , i.e., the
Fourier components of the currents E(z) , H(z) , F (z) satisfy the commutation
relations of gˆ .
Proof. We must check the relations (a)–(f) below.
(a) H(z)H(w) =
2k
(z − w)2 + · · · .
Indeed, we have (using Wick’s theorem)
H(z)H(w) = (2 :γ(z)β(z): + νp(z))(2 :γ(w)β(w): + νp(w))
= 4 :γ(z)β(z): :γ(w)β(w): + ν2p(z)p(w) + · · ·
(the terms of the first order cancel out)
= 4{γ(z)β(w)}{β(z)γ(w)}+ ν2p(z)p(w) + · · ·
=
−4 + 2ν2
(z − w)2 + · · · =
2k
(z − w)2 + · · · .
(b) H(z)E(w) =
2E(w)
z − w + · · · .
Indeed,
H(z)E(w) = (2 :γ(z)β(z):+νp(z))β(w) = 2{γ(z)β(w)}β(w)+ · · · = 2β(w)
z − w + · · · .
(c) H(z)F (w) = − 2F (w)
(z − w) + · · · .
Indeed,
H(z)F (w) = −(2 :γ(z)β(z): + νp(z))( :γ(w)2β(w): + ν :γ(w)p(w): + kγ′(w)) .
Let us compute all the nontrivial products. We have
:γ(z)β(z): :γ(w)2β(w): = − 2
(z − w)2 γ(w) −
1
z − w :β(w)γ(w)
2: + · · · ,
:γ(z)β(z): :γ(w)p(w): = − 1
z − w :γ(w)p(w): + · · · ,
:γ(z)β(z):γ′(z) = − 1
(z − w)2 γ(z) + · · ·
= − 1
(z − w)2 γ(w) −
1
z − w γ
′(w) + · · · ,
p(z) :γ(w)p(w): =
2
(z − w)2 γ(w) + · · · .
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Summing, we get (c).
(d) E(z)E(w) = 0 + · · · .
This is obvious.
(e) E(z)F (w) =
k
(z − w)2 +
H(w)
z − w + · · · .
Indeed,
E(z)F (w) = −β(z)( :γ(w)2β(w): + ν :γ(w)p(w): + kγ′(w))
=
2
z − w :γ(w)β(w): +
ν
z − w p(w) +
k
(z − w)2 + · · ·
=
k
(z − w)2 +
H(w)
z − w + · · · .
(f) F (z)F (w) = 0 + · · · .
Indeed,
F (z)F (w) = ( :γ(z)2β(z): + ν. :γ(z)p(z): + kγ′(z))
× ( :γ(w)2β(w): + ν :γ(w)p(w): + kγ′(w)) .
Let us compute the nontrivial products.
:γ(z)2β(z): :γ(w)2β(w): = − 4
(z − w)2 :γ(z)γ(w): +
2
z − w :γ(z)β(z)γ(w)
2:
− 2
z − w :γ(z)
2γ(w)β(w): + · · ·
= − 4
(z − w)2 :γ(w)
2: − 4
z − w :γ(w)γ
′(w): + · · · ,
:γ(z)p(z): :γ(w)p(w): =
2
(z − w)2 :γ(z)γ(w): + · · ·
=
2
(z − w)2 :γ(w)
2: +
2
z − w :γ(w)γ
′(w): + · · · ,
:γ(z)2β(z): :γ(w)p(w): = − 1
z − w :γ(w)
2p(w): + · · · ,
:γ(z)p(z): :γ(w)2β(w): =
1
z − w :p(w)γ(w)
2: + · · · ,
:γ(z)2β(z):γ′(w) = − 1
(z − w)2 :γ(z)
2: + · · ·
= − 1
(z − w)2 :γ(w)
2: − 2
z − w :γ
′(w)γ(w): + · · · ,
γ′(z) :γ(w)2β(w): = − 1
(z − w)2 :γ(w)
2: + · · · .
After summing, we get a zero singular part. This proves (f) and completes the
proof of the theorem. 
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§9. Screening current
9.1. We keep the assumptions of the previous section, in particular g = sl(2) . We
will assume throughout that ν 6= 0 (the level is noncritical). The results of this
section are due essentially to Feigin-Frenkel [FeFr1], [FeFr2]
For χ ∈ C , we shall denote by Wχ;ν the gˆ -module F−χ/2ν , the gˆ -module struc-
ture being defined by formulas 8.6 (a)–(c). Such gˆ -modules are called Wakimoto
modules.
9.2. For α ∈ C , define the operator
V (α; z) = :exp(−αφ(z)): = Tαzαb0 exp
(
− α
∑
n<0
bn
n
z−n
)
exp
(
− α
∑
n>0
bn
n
z−n
)
acting from Fλ to Fλ+α ⊗ z2αλC((z−1)) .
9.3. Lemma. We have
F (z)(−β(w)V (α;w)) = − 2αν + k
(z − w)2 V (α;w) +
2− 2αν
z − w :γ(w)β(w) :V (α;w):
+
ν
z − w :p(w)V (α;w): + · · · .
Proof. The right hand side is equal to
( :γ(z)2β(z): + ν :γ(z)p(z): + kγ′(z))(β(w)V (α;w)) .
Let us compute all the products using the Wick theorem. We have
:γ(z)2β(z):β(w)V (α;w) =
2
z − w :γ(w)β(w):V (α;w) + · · · ;
recalling that by 6.4 (a)
p(z)V (α;w) = − 2α
z − w V (α;w) + · · · ,
we have
:γ(z)p(z):β(w)V (α;w) = − 2α
(z − w)2 V (α;w) +
1
z − w :p(w)V (α;w):
− 2α
z − w :γ(w)β(w):V (α;w) + · · · .
Finally,
γ′(z)β(w)V (α;w) = − 1
(z − w)2 V (α;w) + · · · .
By summing all up, we get the statement of the lemma. 
9.4. Let us introduce the operators called screening currents by
S(z) = −β(z)V (ν−1; z) : Wχ;ν →Wχ−2;ν ⊗ z−χ/ν2C((z−1)) (χ ∈ C) .
Set
S(F ; z) = −ν2V (ν−1; z) .
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9.5. Theorem. We have
F (z)S(w) =
∂
∂w
(
S(F ;w)
z − w
)
+ · · · , E(z)S(w) = 0+ · · · , H(z)S(w) = 0+ · · · .
Proof. The first formula follows from the previous lemma after the substitution
α = ν−1 , taking into account that
∂
∂w
V (α;w) = −α :p(w)V (α;w): .
The second formula is obvious. Let us prove the third formula. We have
H(z)S(w) = −(2 :γ(z)β(z): + νp(z))β(w)V (ν−1;w) .
Now,
γ(z)β(z)β(w)V (ν−1;w) =
1
z − w β(w)V (ν
−1;w) + · · · ,
p(z)β(w)V (ν−1;w) = − 2ν
−1
z − w β(w)V (ν
−1;w) + · · · .
By adding the two terms, we get the third formula. 
9.6. Corollary. For every n ∈ Z ,
[Fn, S(w)] =
∂
∂w
(wnS(F ;w)), [En, S(w)] = [Hn, S(w)] = 0 . 
9.7. We define the operators S(X; z) (X ∈ g ) as follows. First, S(X; z) linearly
depends on X ∈ g . Second, S(F ; z) is as above, and we put S(E; z) = S(H; z) = 0 .
Now, we define the operators S(x; z) (x ∈ gˆ ) as follows. First, they depend
linearly on x ∈ gˆ . Second, we set
(a) S(Xn; z) = z
nS(X; z) (X ∈ g, n ∈ Z), S(1; z) = 0 .
In this notation, we can rewrite the previous theorem and corollary as follows.
9.8. Theorem. (a) For all X ∈ g ,
X(z)S(w) =
∂
∂w
(
S(X;w)
z − w
)
+ · · · .
(b) For all x ∈ gˆ ,
[x, S(w)] =
∂
∂w
S(x;w). 
9.9. Lemma. We have
E(z)S(F ;w) = 0 + · · · ,
H(z)S(F ;w) = −2 S(F ;w)
z − w + · · · , F (z)S(F ;w) =
γ(w)S(F ;w)
z − w + · · · .
This is proved by a simple direct computation.
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9.10. Theorem. (a) For any X,Y ∈ g , we have
X(z)S(Y ;w) − Y (z)S(X;w) = S([X,Y ];w)
z − w + . . . .
(b) For any x, y ∈ gˆ , we have
[x, S(y;w)] − [y, S(x;w)] = S([x, y];w) .
Proof. (a) follows from the previous lemma. Alternatively, it follows from 9.8 (a)
and the facts (c), (d) below, using the associativity of the operator products.
(b) follows from (a) and the fact that
(c) in the products X(z)S(Y ;w) at most first order poles are present.
(This claim is a weaker version of the previous lemma.)
Alternatively, (b) follows from 9.8 (b), if we notice that
(d) for generic χ the operator ∂∂w is an isomorphism.
This proves the theorem. 
9.11. Set A = C((z−1)) . Consider the twisted de Rham complex
Ω· : 0 −→ Ω0 −→ Ω1 −→ 0,
where Ω0 = A , Ω1 = Adz , the differential being equal to
dDR − χ
ν2
· dz
z
.
As before, we form the double complex
C·(gˆ; Hom(Wχ;ν ,Wχ−2;ν ⊗ Ω·)) .
Let us define a one-cochain V = (V 01, V 10) in the associated total complex as
follows. We set
V 01 = S(z)zχ/ν
2
dz, V 10(x) = S(x; z)zχ/ν
2
(x ∈ gˆ) .
The next theorem is the reformulation of Theorems 9.8 (b) and 9.10 (b).
9.12. Theorem. The cochain V is a 1 -cocycle. 
9.13. For an integer p > 1 , consider the normally ordered product
:S(z1) · · ·S(zp): .
To simplify the notations, we regard it as an element of
Hom(Wχ;ν ,Wχ−2p;ν ⊗Ap)
(we ignore the powers of zi ). The same concerns the operators S(x; zi) . Recall
that
Ap = C[[z1, . . . , zp]]
[∏
z−1i ,
∏
i 6=j
(zi − zj)−1
]
= Ω0(Xp)
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(cf. 7.4).
Consider the twisted de Rham complex
Ω· : 0 −→ Ω0 −→ · · · −→ Ωp −→ 0,
where Ωi = Ωi(Xp) . The differential is
dDR −
∑
i
χ
ν2
· dzi
zi
+
∑
i<j
2
ν2
· dzi − dzj
zi − zj .
9.14. For each a = 0, . . . , p , we define the operators
V a,p−a ∈ Hom(Λagˆ; Hom(Wχ;ν ,Wχ−2p;ν ⊗ Ωp−a))
as follows. By definition,
V a,p−a(x1 ∧ · · · ∧ xa)
=
∑
16i1<···<ia6p
(−1)sgn(i1,...,ia)
×
( ∑
σ∈Σm
(−1)sgn(σ) :S(z1) · · ·S(xσ(1); zi1) · · ·S(xσ(a); zia ) · . . . · S(zp):
)
× dz1 ∧ · · · ∧ dˆzi1 ∧ · · · ∧ dˆzia ∧ · · · ∧ dzp .
Here the sign sgn(i1, . . . , ia) is defined by induction on a as follows.
sgn( ) = 0, sgn(i1, . . . , ia) = sgn(i1, . . . , ia−1) + ia + a .
For example,
V 0p = :S(z1) · · ·S(zp): dz1 ∧ · · · ∧ dzp,
V p0(x1 ∧ · · · ∧ xp) =
∑
σ∈Σp
(−1)sgn(σ) :S(xσ(1); z1) · · ·S(xσ(p); zp): .
9.15. Consider the double Koszul complex C·(gˆ; Hom(Wχ;ν,Wχ−2p;ν ⊗ Ω·)) .
We have a p -cochain V = (V 0p, . . . , V p0) in the associated total complex.
9.16. Theorem. The cochain V is a p -cocycle. 
Chapter 4. Affine Lie algebras (general case)
§10. Bosonization
The basic mathematical results on bosonization for arbitrary affine Lie algebras
are due to B. Feigin and E. Frenkel, see [FeFr1], [FeFr2], [Fr], and also [FFR] and
references therein. For an original physical approach see [BMP2].
10.1. Let g be the finite-dimensional complex Lie algebra1 corresponding to
a Cartan matrix A = (aij)
r
i,j=1 and with the Chevalley generators Ei , Hi , Fi
1We suspect that most of what appears below is true for the Kac–Moody algebra corresponding
to an arbitrary symmetrizable generalized Cartan matrix.
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(i = 1, . . . , r ). Let h ⊂ g be the Cartan subalgebra generated by H1, . . . ,Hr . Let
α1, . . . , αr ∈ h∗ be the simple roots; let ( · , · ) be the symmetric nondegenerate
bilinear form on h∗ such that aij = 2(αi, αj)/(αi, αi) . This bilinear form defines
an isomorphism h∗
∼−→ h ; using this isomorphism, we carry over the bilinear form
to h ; this last bilinear form will also be denoted by ( · , · ) . Finally, ∆+ will denote
the set of positive roots.
Let g be the dual Coxeter number of the root system of g . We fix a complex
parameter ν 6= 0 and set k = ν2 − g .
10.2. Let a be the Lie algebra defined by the generators bin (i = 1, . . . , r , n ∈ Z ),
aαn , a
α∗
n (α ∈ ∆+ , n ∈ Z ), 1 and the relations
(a) [bin, b
j
m] = (Hi,Hj)nδijδn+m,0 · 1 ;
(b) [aαn, a
β∗
m ] = δαβδn+m,0 · 1 ;
(c) all other commutators between the generators vanish.
Let a+ denote the Lie subalgebra of a generated by the elements b
i
n , a
α
n (n >
0 , α ∈ ∆+ ), aα∗n (n > 0 , α ∈ ∆+ ). These generators are called annihilation
operators. One introduces the normal ordering of a monomial in Ua in the usual
way: all annihilation operators should be pulled to the right.
All the a -modules M that we shall consider will be a+ -locally finite, i.e., have
the property that for every x ∈ M , the space Ua+x is finite-dimensional. The
operator 1 will act as the identity.
For computational purposes, we shall also use the operators qi (i = 1, . . . , r ),
with the only nontrivial commutation relations
[qi, bj0] = (Hi,Hj) · 1 .
10.3. For λ ∈ h∗ , let Fλ denote the a -module defined by one generator vλ and
the relations a+vλ = 0, b
i
0vλ = 〈Hi, λ〉λvλ , 1vλ = vλ .
10.4. Let us introduce the generating functions
φi(z) = qi − bi0 log(z) +
∑
n6=0
bin
n
z−n,
pi(z) = φi′(z) = −
∑
n
binz
−n−1 (i = 1, . . . , r),
βα(z) =
∑
n
aαnz
−n−1, γα(z) =
∑
n
aα∗n z
−n (α ∈ ∆+) .
We have
φi(z)φj(w) = (Hi,Hj) log(z − w) + · · · , γα(z)βα′(w) = δαα
′
z − w + · · · ,
all other products being trivial.
To shorten the notation, we shall write βi(z) , γi(z) instead of βαi(z) , γαi(z) .
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10.5. The bosonization formulas for the affine Lie algebra gˆ with central charge
k have the following form.
Ei(z) = :Ei(γα(z), βα′(z)):,(a)
Hi(z) =
∑
α∈∆+
〈Hi, α〉 :γα(z)βα(z): + νpi(z),(b)
Fi(z) = :Fi(γα(z), βα
′
(z)): − ν (αi, αi)
2
:γi(z)pi(z): − ci(ν) dγ
i(z)
dz
.(c)
Here Ei(γα, βα′) , Fi(γα, βα′) are certain polynomials, linear in the β ’s. They
depend on the Poincare´–Birkhoff–Witt isomorphism for the enveloping algebra
Un− , which identifies this algebra with the symmetric algebra on root vectors Fα
(α ∈ ∆+ ). For their definition, see [BMP2],[FeFr1], [FeFr2]. The coefficients ci(ν)
are certain numbers.
§11. Screening currents
11.1. For χ ∈ h∗ , we define the Wakimoto module Wχ;ν as the gˆ -module F−χ/ν ,
the gˆ -module structure being defined by the bosonization formulas 10.5 (a)–(c).
11.2. For µ =
∑
i µiαi ∈ h∗ , define the bosonic vertex operator
V (µ; z) = :exp
(
−
∑
i
µi
(αi, αi)
2
φi(z)
)
: .
This operator acts from Fλ to Fλ+µ ⊗ z(λ,µ)C((z−1)) .
11.3. We have the product formula (cf. 6.11)
V (µ1; z1)V (µ2; z2) = (z1 − z2)(µ1,µ2) :V (µ1; z1)V (µ2; z2): .
11.4. By definition, the screening currents are defined by
Si(z) = Si(γα(z), βα′(z))V (ν−1αi; z) : Wχ;ν →Wχ−αi;ν ⊗ z−(χ,αi)/ν
2
C((z−1)) .
Here Si(γα, βα′) are certain polynomials depending on a PBW decomposition for
Un− , see [BMP2].
We set
Si(Fj; z) = −δijν2V (ν−1αi; z) .
11.5. The following operator expansion formulas which were proved in [BMP1],
[FeFr1] and [FeFr2] for all classical simple Lie algebras, essentially on a case by case
basis, will play a key role below
Fi(z)Sj(w) =
∂
∂w
(
Sj(Fi;w)
z − w
)
+ · · · ,
Ei(z)Sj(w) = 0 + · · · , Hi(z)Sj(w) = 0 + · · · .
11.6. Let g be the free Lie algebra with generators Ei, Fi and Hi, i = 1, . . . , r.
To each i = 1, . . . , r and X ∈ g we associate an operator Si(X; z) as follows. On
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generators we put Si(Ej ; z) = Si(Hj ; z) = 0 , and let Si(Fj ; z) be as above. Then
define the Si(X; z) inductively by the formula
[X,Si(Y ;w)]− [Y, Si(X;w)] = Si([X,Y ];w) , ∀X,Y ∈ g
and by C -linearity. We further extend this definition to the loop Lie algebra g((z))
by setting
(a) Si(Xn; z) = z
nS(X; z) , i = 1, . . . , r , X ∈ g, n ∈ Z .
11.7. Let g ։ g be the canonical projection from the free Lie algebra to the
semisimple Lie algebra. Write π : g((z)) → gˆ for the induced map of on loops. It
is straightforward to deduce by induction from formulas of n.11.5, that
For all x ∈ g((z)) , i = 1, . . . , r , we have
(11.7.1) [π(x), Si(w)] =
∂
∂w
Si(x;w) .
11.8. Theorem. The assignment x 7→ Si(x;w) descends, for any i = 1, . . . , r , to
a well-defined map gˆ → Hom(Wχ;ν , Wχ−αi;ν⊗z−(χ,αi)/ν2C((z−1))) . The following
equations hold for any x, y ∈ gˆ, i = 1, . . . , r
[x, Si(y;w)]− [y, Si(x;w)] = Si([x, y];w) , [x, Si(w)] = ∂
∂w
Si(x;w) .
Proof. The only statement that is not immediate from construction is that the map
x 7→ Si(x;w) descends from g((z)) to gˆ . To prove this, let x, x′ ∈ g((z)) be such
that π(x) = π(x′) ∈ gˆ . Then equation (11.7.1) yields
∂
∂w
Si(x;w) =
∂
∂w
Si(x
′;w) .
But for generic χ the operator ∂
∂w
is an isomorphism on the de Rham complex of
our local system. Hence, for generic χ , we can conclude that Si(x;w) = Si(x
′;w) .
Now, for arbitrary χ , the equation Si(x;w) = Si(x
′;w) follows by continuity. 
11.9. Conjecture. For any X,Y ∈ g , i = 1, . . . , r , one has
X(z)Si(Y ;w) − Y (z)Si(X;w) = Si([X,Y ];w)
z − w + · · · .
11.10. Let us fix a sequence i1, . . . , ip , where 1 6 ij 6 r for all j .
Consider the twisted de Rham complex
Ω· : 0 −→ Ω0 −→ · · · −→ Ωp −→ 0,
where Ωi = Ωi(Xp) are the same spaces as in 9.13. The differential is by definition
equal to
dDR −
p∑
j=1
(χ,αij )
ν2
· dzj
zj
+
∑
16j′<j′′6p
(αij′ , αij′′ )
ν2
· dzj′ − dzj′′
zj′ − zj′′ .
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11.11. Set α =
∑p
j=1 αij . For each a = 0, . . . , p , we define the operators
V a,p−a ∈ Hom(Λagˆ; Hom(Wχ;ν,Wχ−α;ν ⊗ Ωp−a))
as follows. By definition,
V a,p−a(x1 ∧ · · · ∧ xa)
=
∑
16j1<···<ja6p
(−1)sgn(j1,...,ja)
×
( ∑
σ∈Σm
(−1)sgn(σ) :Si1(z1) · · ·Sij1 (xσ(1); zj1 ) · · ·Sija (xσ(a); zja) · · ·Sip(zp):
)
× dz1 ∧ · · · ∧ dˆzj1 ∧ · · · ∧ dˆzja ∧ · · · ∧ dzp
(cf. 9.14). The sign sgn(j1, . . . , ja) is defined in 9.14.
For example,
V 0p = :Si1(z1) · · ·Sip(zp): dz1 ∧ · · · ∧ dzp,
V p0(x1 ∧ · · · ∧ xp) =
∑
σ∈Σp
(−1)sgn(σ) :Si1(xσ(1); z1) · · ·Sip(xσ(p); zp): .
11.12. Consider the double Koszul complex
C·(gˆ; Hom(Wχ;ν ,Wχ−α;ν ⊗ Ω·)) .
We have a p -cochain V = (V 0p, . . . , V p0) in the associated total complex.
11.13. Theorem. The cochain V is a p -cocycle. 
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