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1Fast spatial inference in the homogeneous Ising
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Alejandro Murua and Ranjan Maitra
The Ising model is important in statistical modeling and inference in many applications, however its
normalizing constant, mean number of active vertices and mean spin interaction are intractable. We provide
accurate approximations that make it possible to numerically calculate these quantities in the homogeneous
case. Simulation studies indicate good performance when compared to Markov Chain Monte Carlo methods
and at a tiny fraction of the time. The methodology is also used to perform Bayesian inference in a
functional Magnetic Resonance Imaging activation detection experiment.
Index Terms
finger-tapping, fMRI, hypergeometric distribution, path sampling, Swendsen-Wang algorithm, Stirling’s ap-
proximation, Wang-Landau algorithm
I. INTRODUCTION
A. The Ising model
Let X = {X1, . . . , Xn} be n binary random variables with a conditional dependence structure specified
via the neighborhood N = {(i, j) : i ∼ j, 1 ≤ i < j ≤ n}, where the notation i ∼ j means that variables
Xi and Xj are neighbors. The celebrated Ising model of statistical physics specifies the joint probability
mass function (p.m.f.) of X as
fX(x;α, β) = pr(X = x) ∝ exp
[∑
i
αixi +
∑
i∼j
βij
{
xixj + (1− xi)(1− xj)
}]
, (I.1)
where it is assumed that xi ∈ {0, 1}, x = (x1, . . . , xn), α = (α1, . . . , αn) and β = (βij; 1 ≤ i < j ≤ n).
The parameter αi ≥ 0 modulates the chance that Xi = 1 while the parameter βij specifies the strength
of the interaction between Xi and Xj or equivalently, between the two neighboring sites i and j. The
p.m.f. (I.1) has summation constant (also called partition function or phase transition structure) denoted
by Z(α, β).
Model (I.1) was proposed by [1] to his student Ernst Ising as a way to characterize magnetic phase
transitions or singularities in the partition function over a lattice graph. [2] published the model that bears
his name and showed that in one dimension, that is, for a linear lattice graph, the phase transition structure
is trivial with no singularities in the partition function. The distribution has applicability in disciplines
beyond physics – indeed, one of its earliest uses in the statistical literature was as a prior model for a binary
scene in image analysis [3]. Other applications include state-time disease surveillance [4], [5] and mapping
[6]–[8]; modeling of protein hydrophobicity [9], genetic codon bias thermodynamics [10], DNA elasticity
[11] or ion channel interaction [12] in statistical genetics; modeling of electrophysiological phenomena
of the retina [13] and cortical recordings in neuroscience [14]–[16]; and modeling of biological evolution
[17]. The Ising model has also been used to model voting patterns of senators in the US Congress [18] or
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behaviors on social networks [19], [20]. While many of these applications use a regular lattice structure,
some (e.g. [18]–[20]) use more general non-lattice structures.
Parameter estimation in the Ising model is often challenging, especially in multi-dimensional lattices, and
more generally for non-lattice conditional dependence graphs. This difficulty flows from the computational
impracticality of obtaining exact closed-form expressions for the partition function in the presence of the
interaction parameters βijs. Indeed, the computation of the partition function for such graphs with an
external field has been shown to be NP-complete [21]. Even though the partition function is just a finite
sum of exponential functions and can consequently be analytically expressed so that there is no phase
transition for the finite graph Ising model, its computation is still intractable. Nevertheless, estimation
of the parameters is needed in many applications, such as in performing posterior Bayesian inference in
the functional Magnetic Resonance Imaging (fMRI) application of Section IV. In some cases, authors
have eschewed parameter estimation in favor of approaches that are not always wholly satisfactory but
obviate the need for an estimate of the partition function. For example, [7] would ideally have liked to
have estimated the interaction parameter for assessing Medicare service area boundaries for competing
hospice systems in Duluth, Minnesota, but they instead fixed the value for their study. Some authors have
used empirical techniques such as pseudolikelihood (e.g., [3], [19], [20]), or written (I.1) in terms of an
exponential family model and then used moment-matching or maximum entropy methods [14]–[16], [22].
Yet others [9]–[12], [23] have used a simple model structure, typically restricting to first order interactions,
in order to employ a recursive algorithm to estimate the partition function [24] which is possible only
with an Ising model with only nearest-neighbor (NN) structure (equivalently, first-order interactions). [25]
used (I.1) in one dimension and with first-order neighborhood to signal if a probe (gene) is enriched or not,
and specifically mentioned that they did not model more complex interactions because of the intractability
of the partition function. Thus, there is need for a general method for estimating the partition function in
several applications.
B. Background and previous work
Many diverse methods have been suggested to estimate the normalizing constant of intractable prob-
ability mass functions and densities. Some authors (e.g. [26]–[28]) have provided exact formulae for
the partition function of the Ising model in a two-dimensional planar graph that also mostly assume that
αi = 0 for all i in (I.1). Moreover, these calculations grow with the size of a graph and are not particularly
applicable in the context of Bayesian inference when the partition function needs repeated evaluation. The
popular method of path sampling [29]–[31] writes the normalizing constant as a function of an integral
of an expectation. This expectation is then estimated by Monte Carlo or Markov Chain Monte Carlo
(MCMC) sampling. For the case of the Ising model with αi ≡ α and isotropic dependence structure, that
is βij ≡ β for all i, j ∈ N , we have
Z(α, β) =
∑
{xi}
exp
{
α
∑
i
xi − β
∑
i∼j
(1− δij)
}
, (I.2)
where δij = 1 if xi = xj and 0 otherwise. Let k be the degree or average number of neighbors of the
graph. Then, writing α
∑
i=1 xi − β
∑
i∼j(1 − δij) = (α − kβ)
∑n
i=1 xi + β
∑
i,j ηijxixj, with ηij = 1 if
i ∼ j and 0 otherwise, we have ∂/∂β{logZ(α, β)} = Z−1(α, β)∂/∂β[Z(α, β)] = E(α,β)
(∑
i,j ηijxixj)−
kE(α,β)
(∑
i=1 xi
)
. For fixed α, log{Z(α, β)/Z(α, β0)} =
∫ β
β0
E(α,β′)
∑
i∼j δij − m(β − β0), with m the
number of edges in the graph. For β0 = 0, Z(α, 0) =
∑
{xi} exp(α
∑
i=1 xi) =
∑n
`=0
(
n
`
)
exp (α`) =
[1 + exp (α)]n . Therefore, by taking β0 = 0, we get logZ(α, β) =
∫ β
β0
E(α,β′)
(∑
i∼j δij
)
+ n log(1 +
exp (α))−m(β−β0) with the integral term estimated via MCMC. Path sampling is usually implemented
as a preprocessing step by evaluating Z(α, β) on a grid of parameter values.
A second approach estimates Z(α, β) together with the posterior distribution of the other parameters via
a stochastic approach such as the Wang-Landau [32] or other flat-histogram [33], [34] algorithm. These
algorithms replace Z(α, β) by a stochastic estimate Zj(α, β) at each iteration and are usually applied
to a finite grid of values of the parameters {(αr, βr)}r, but extensions [35] to the continuous analogue
have also been developed. The sequence of estimates {Zj(αr, βr)}j is such that Zj(αr, βr) converges, up
to a constant, to Z(αr, βr), for all r, when the number of iterations j → +∞. Although originating in
statistical physics [32], [36], the idea has lately also appeared in the statistical literature [35], [37], [38].
Other approaches also exist: for instance, [39] suggest using sequential Monte Carlo samplers to estimate
the ratio of normalizing constants and using this estimate to perform Metropolis-Hastings sampling.
One major drawback of each of these stochastic and MCMC algorithms is that they need long sampling
periods for both the burn-in and post-burn-in sampling phases. In small-scale problems, this may not be a
major issue. However, in many cases, as in the showcase fMRI application of this paper, one may need to
estimate the normalizing constant for several values of the parameters to the point of being computationally
demanding. In this paper, we therefore investigate an approach to numerically approximate Z(α, β). Our
approximations are derived in Section II and obviate the need for preprocessing to evaluate the constant on
a grid before fitting a model such as is done in path sampling, or to run Wang-Landau for long iterations
to ensure its convergence to the estimated value. We evaluate the performance of these approximations in
Section III where our comparisons are against estimates obtained using MCMC and path sampling (for
the normalizing constant). Section IV illustrates the utility and performance of these approximations in
the context of using Bayesian methods for detecting activation in a fMRI motor task experiment. The
paper concludes with some discussion.
II. APPROXIMATIONS IN LARGE ISOTROPIC ISING MODELS
A. The normalizing constant
Our starting point is (I.1) under the assumption of isotropy (i.e., βij ≡ β for all i, j ∈ N ). Using
the same notation as (I.2), we can rewrite p(x) = Z(α, β)−1 exp{α∑ni=1 xi − β∑i∼j(xi − xj)2}. Let
Gn,m = (V,E) be the graph underlying the data, where m denotes the number of edges of the graph. The
set of vertices is V = {x1, . . . , xn} and the set of edges is E = {(xi, xj) : i ∼ j}. Let ηij = 1 if i ∼ j and
0 otherwise. Since each xi is either 0 or 1,
∑
i∼j(xi − xj)2 =
∑
i∼j xi + xj − 2xixj = 12
∑n
i,j=1 xiηij +
1
2
∑n
i,j=1 xjηij−
∑n
i,j=1 xixjηij =
∑n
i=1 xi
∑n
j=1 ηij−
∑
i,j xixjηij =
∑n
i=1 kixi−2
∑
i∼j xixj , where ki is
the degree of vertex i, that is, the number of edges associated with the observation at the ith vertex, for
i = 1, . . . , n. In this paper, we suppose that Gn,m is regular, that is, ki = k for all vertices. Consequently,
the exponent in (I.2) can be rewritten as: α
∑n
i=1 xi − β
∑
i∼j(1 − δij) = α′
∑n
i=1 xi + β
∑
i,j ηijxixj,
where α′ = α− kβ. Further, for any fixed configuration of X , there exists an ` ≥ 0 so that ∑ni=1 xi = `.
Let M(`) be the set of sequences whose activation add up to `. We may recast (I.2) as
Z(α, β) == 1 + exp (α′n+ βkn) + n exp(α′)
+
n−1∑
`=2
exp(α′`)
∑
X∈M(`)
exp
(
β
∑
i,j
ηijxixj
)
.
(II.1)
Our computations assume a graph Gn,m with a total of m = nk/2 edges. For fixed `, only ` observations,
say X˜` = {xi1 , xi2 , . . . , xi`}, contribute to
∑
i,j ηijxixj , so that
∑
i,j ηijxixj =
∑`
h=1
∑
j ηih,jxj . The set
X˜` can be thought of as a subgraph of the original graph, namely G` = (X˜`, E˜`) where the set of edges
is a subset of all possible `2 = `(`− 1)/2 edges between vertices in X˜` that are present in Gn,m. In graph
theory, the subgraphs G` are referred to as vertex-induced subgraphs. The vertex xj contributes to the
sum
∑`
h=1
∑
j ηih,jxj only if xj is a vertex of G`. This sum corresponds to twice the number of edges in
G`. Computing the last sum in (II.1) corresponds to counting the number of subgraphs G` with a given
number of edges. Our approximation of the partition function is based on the following
Proposition II.1. Let Y (s, `) be the number of vertex-induced subgraphs G` containing exactly s edges.
The partition function can be written as
Z(α, β) = 1 + exp (α′n+ βkn) + n exp(α′) +
n−1∑
`=2
(
n
`
)
exp(α′`)Mp(·|`)(2β),
where Mp(·|`)(2β) is the moment generating function (m.g.f.) associated with the distribution p(s|`) =
Y (s, `)/
(
n
`
)
, s ∈ {0, 1, . . . , `k/2}, evaluated at t = 2β.
Proof. Write the last sum in (II.1) as∑
X∈M(`)
exp
(
β
∑
i,j
ηijxixj
)
=
`2∑
s=0
Y (s, `) exp
(
2βs
)
=
(
n
`
) `2∑
s=0
exp
(
2βs
) Y (s, `)(
n
`
) .
The proportions Y (s, `)/
(
n
`
)
define a distribution on s given M(`). Because we suppose that the graph
Gn,m is regular, the support of p(s|`) is over {0, 1, . . . , `k/2}.
Since s, the number of edges present in a given vertex-induced subgraph, is the sum of several sums,
we may approximate the distribution of s given M(`) for large ` by means of a Normal distribution,
and replace Mp(·|`)(·) by the m.g.f. of a Normal distribution. We make this approach more formal below.
For a given graph Gn,m, and s, p(s|`) corresponds to the proportion of vertex-induced subgraphs with `
vertices and exactly s edges between the vertices. This is equivalent to computing the chance of obtaining
a subgraph of ` vertices with exactly s edges, but this computation is straightforward. We may consider a
related proportion, pe(s|`2), of graphs with `2 “latent” edges, that contain exactly s edges of the original
graph. It is easy to see that this proportion is given by the Hypergeometric distribution
pe(s|`2) =
(
`2
s
)(
n2−`2
m−s
)(
n2
m
) = (ms )(n2−m`2−s )(n2
`2
) , for s = s′, s′ + 1, . . . ,min(`2,m),
where n2 =
(
n
2
)
is the maximum number of edges for a graph with n vertices and s′ = max(0,m−n2+`2).
But these proportions are taken over a larger collection of graphs than {G`} so their distribution might
differ significantly from the one we want to compute. Below, we see that although pe(s|`2) has the right
mean, its variance is much larger than that of p(s|`).
Our approach consists of looking at the degree distribution of the subgraphs. Let r`,h =
∑n
j=1 ηih,jxj ,
for h = 1, . . . , `. These quantities are the observed degrees of the vertices xi1 , . . . , xi` . Let r` =
∑`
h=1 r`,h.
Although we are just concerned with the distribution of the number of edges or sum of degrees, it is
helpful to note that the quantities r`,h and r` are realizations from these distributions. That is, we may
look at r`,h and r` as random variables. In particular, we are interested in finding their first two moments.
The distribution of the number of vertex-induced subgraphs whose degrees add up to r has the form
pd(r`|`) =
∑
r`,1+r`,2+···r`,`=r`
p(r`,1, r`,2, . . . , r`,`).
Note that the support of this distribution lies over the even numbers r` = 2s. The joint probability mass
function p(r`,1, r`,2, . . . , r`,`) is also not straightforward to compute. However, the marginals are easily
obtained for a regular graph with k edges for each vertex. In this case, the proportion of edges for a given
vertex xih in a subgraph of ` vertices has the hypergeometric distribution
pd,m(r`,h|`) =
(
k
r`,h
)(
n−1−k
`−1−r`,h
)(
n−1
`−1
) , r`,h = r′, r′ + 1, . . . ,min{`− 1, k},
where r′ = max(0, k − n + `). Therefore, the expectation of twice the number of edges is given by
µ` = E(r`) = `E(r`,h) = `(` − 1)k/(n − 1) = 2`2θ, where θ = m/n2 = k/(n − 1) is the proportion of
edges with respect to a complete graph. The variance depends on the dependency between the r`,hs. We
have the following
Proposition II.2. Let yn,2 = (`− 2)/(n− 2), σ2` = 2`2θ(1− θ)(1− yn,2), and ρ` = (`− 1)(n− 2k)/{(n−
2)(n−k−1)}. We have Var(r`) = σ2`
(
1−ρ`
)
, and Cov(r`,t, r`,h) = −σ2`ρ`/(2`2) = O(n−1). In particular,
for every δ ∈ (0, 1), and ` ≤ nδ, Var(r`)/σ2` → 1 as n→∞, or equivalently ρ` → 0 as n→∞, uniformly
on `.
Proof. See appendix.
By Hoeffding’s inequality [40, Section 6], each r`,h is concentrated about its mean µ`,1 = (` − 1)θ,
when n is large and ` is moderate to large. So we just need to study what happens with the distribution
about its mean.
Proposition II.3. Let yn,1 = (`−1)/(n−1), and σ2`,1 = (`−1)(1− yn,1)θ(1− θ). For
√
n ≤ ` ≤ n−√n,
pd,m(r|`) =
(
2piσ2`,1
)−1/2
exp
{
−(r − µ`,1)
2
2σ2`,1
}{
1 +O(n−1/2)}{1 + ω(k, r)},
with ω(k, r) = O(1/(12r) + 1/{12(k − r)}), for all 0 < r < k such that |r − µ`,1| < θ
√
`− 1.
Proof. See appendix.
Proposition II.3 together with Hoeffding’s inequality states that the variables r`,h behave like normal
random variables with mean µ`,1, and variance σ2`,1 ≈ σ2`/`, for values of yn,1 far from 0 and 1. Moreover,
because of Proposition II.2, these variables are weakly correlated, and hence, because of the near normality,
nearly independent. This observation points to the use of the central limit theorem for large values of `,
to argue that Mpd(·|`)(β) should be well approximated by exp{2β`2θ + β2`2θ(1− yn,2)(1− θ)(1− ρ`)}.
For small `, the covariances are very small; indeed, the vertices are nearly independent. Hence, we can
approximate pd(r) by
p˜d(r|`) =
∑
r1+r2+···r`=r
∏
h
pd,m(rh|`).
In this case, Mp˜d(·|`)(β) = {Mpd,m(·|`)(β)}`, however we need to have r = 2s. That is, we need
Mp˜d(even|`)(β) =
∑
s exp(2βs)p˜d(2s|`)/
∑
s p˜d(2s|`). Appendix B argues that we can approximate this lat-
ter quantity withMp˜d(even|`)(β) = 21+cosh(β) [{Mpd,m(·|`)(β)}`+exp{β(`k+1)}p˜d(`k|`)/2+exp(−β)p˜d(0|`)/2].
1) The Normal approximations: This paper proposes an estimator of the partition function using the
above results. Recall that when the m.g.f. of a sequence of random variables converges to the m.g.f. of a
recognizable random variable, then the sequence of random variables converges in law, and hence weakly,
to the recognizable random variable. Therefore, we may suppose that for large `,
s•∑
s=s•
pd(r = 2s|`) exp(2βs) ≈
∫ 2s•+1
2s•−1
1
σ`
√
1− ρ`φ
(
x− µ`
σ`
√
1− ρ`
)
exp(2βx) dx, (II.2)
where s• = max(0, k − n + `) `/2 and s• = min(` − 1, k) `/2. Set w(`, s) = 2`2{(s + 12)/`2 −
ν`}/(σ`
√
1− ρ`), where ν` = θ + βσ2` (1− ρ`)/(2`2) = θ{1 + β(1− θ)(1− yn,2)(1− ρ`)}. Let ∆Φ(`) =
Φ(w(`, s•+1/2))−Φ(w(`, s•−1/2)), where Φ(·) stands for the cumulative function of a standard normal
distribution. A straightforward calculation shows that (II.2) simplifies to
s•∑
s=s•
pd(r = 2s|`) exp(2βs) ≈ exp(2βθ`2 + β2σ2` (1− ρ`)/2)∆Φ(`).
Next, setting Aφ(α, β) = 1+exp(α′n+βkn)+n exp(α′), we consider the function g(`) = α′`+2βθ`2{1+
(β/2)(1−yn,2)(1−θ)(1−ρ`)}, and define Σ(h;α, β) =
∑n−1
`=h
(
n
`
)
exp{g(`)}∆Φ(`). The partition function
estimate ZH.φ(α, β), which we refer to as the Hyper-and-Normal edge proportion estimate is
ZH.φ(α, β) =Aφ(α, β) +
√
n−1∑
`=2
(
n
`
)
exp(α′`)Mp˜d,m(even|`)(2β) + Σ(
√
n;α, β). (II.3)
We observed in practice that ZH.φ(α, β) may be replaced by a simpler estimator, Zφ(α, β), based only
on the Normal distribution without losing accuracy in the approximation to the partition function. This
normal edge proportion estimator is
Zφ(α, β) =Aφ(α, β) + Σ(2;α, β). (II.4)
The estimates ZH.φ(α, β) and Zφ(α, β) may be computed in O(n) operations. Although, this calculation
is fast to compute, we investigate a further approximation to these estimates based on replacing the
summation in the last terms of both (II.3) and (II.4) by an integral. Specifically, we regard the summation
as a Riemann sum, and hence, as an approximation to the corresponding integral. The integral can be
calculated as a new summation with number of terms much smaller than n, yielding a final approximation
that can be computed much faster than O(n). In fact, the Euler-McLaurin formula [41] gives us
Σ(2;α, β) ≈
∫ n−1
2
Γ(n+ 1)/{Γ(x)Γ(n− x)} exp{g(x)}∆Φ(x) dx+Bφ(α, β),
with Bφ(α, β) = (1/2)(n exp{g(n − 1)}∆Φ(n − 1) + n2 exp{g(2)}∆Φ(2)). Using [42]’s approximation
for the Gamma function, and writing y = x/n = `/n, in the above integral, we have Σ(2;α, β) ≈
Bφ(α, β) + Jn,m,1/2(α
′, β),where, for every t ∈ R, we have the function
Jn,m,t(α, β) =
√
n/(2pi)
∫ 1−1/n
2/n
(1− y)−n(1−y)− 12y−ny−t∆Φ(ny) exp{g(ny)} dx.
Let h(y) = −(n(1 − y) + 0.5) log(1 − y) − (ny + 0.5) log(y). The derivative of the integrand in the
above integral, that corresponds to the terms within the sum that this integral is approximating, is
d(y) = exp{h(y) + g(y)}(∆Φ(ny)(h′(y) + g′(y)) + ∆′Φ(ny)). The integral approximation error is of
order maxy |d(y)|/n which can be further shown to be of order maxy exp(h(y) + g(y)). This means that
the relative error of the integral approximation is of order n−1 because most of terms in the sum are
of the same order as maxy exp(h(y) + g(y)). We will denote the integral approximation to Zφ(α, β) by
Z˜φ(α, β).
B. Mean number of active vertices
Having found approximations for Z(α, β), we now turn our attention to approximating M = E(Mˆ) ≡
E(
∑n
i=1 xi), the expected number of active vertices. In addition to the setup in the previous section, let
∆φ(`) = φ(w(`, s
• + 1/2)) − φ(w(`, s• − 1/2)). Define Cφ.M(α, β) = n2(exp{g(n − 1)}∆Φ(n − 1) +
exp{g(2)}∆Φ(2)), where φ(·) denotes the standard normal density. Using the same reasoning as before
yields
M ≈Mφ .= 1
Zφ
{
n exp(α′n+ βkn) + n exp(α′) +
n−1∑
`=2
(
n
`
)
` exp{g(`)}∆Φ(`)
}
.
Using [42]’s approximation, the Euler-McLaurin expansion [41], and replacing ` by n(`/n), yields an
approximation of the series in the above by Cφ.M(α, β) + nJn,m,−1/2(α, β) to get
M˜φ =
n
Z˜φ
{ exp (α′n+ βkn) + exp(α′) + Jn,m,−1/2(α, β) + Cφ.M(α, β)/n
}
.
C. Mean spin interaction
We now turn our attention to approximating the expected number of matches of the Ising model or the
mean spin interaction S = E(Sˆ) = E(1
2
∑
i,j ηijxixj). Let Z = Z(α, β). Proceeding as before, we get
S =
1
Z
n∑
`=0
exp(α′`)
∑
X∈M(`)
(1
2
∑
i,j
ηijxixj
)
exp(β
∑
i,j
ηijxixj)
=
m
Z
exp(α′n+ βkn) +
1
Z
n−1∑
`=2
(
n
`
)
exp(α′`)
s•∑
s=s•
p(s|`) s exp(2βs).
Using the weak convergence argument and similar reductions as for the case of the normalizing constant,
the expectation of s exp (2βs) is approximately equal to∫ 2s•+1
2s•−1
1
σ`
√
1− ρ`φ
(
x− µ`
σ`
√
1− ρ`
)
x exp(2βx) dx
=
1
2
d
dβ
∫ 2s•+1
2s•−1
1
σ`
√
1− ρ`φ
(
x− µ`
σ`
√
1− ρ`
)
exp(2βx) dx
=
1
2
exp(2βθ`2 + β
2σ2` (1− ρ`)/2)
[
{2θ`2 + βσ2` (1− ρ`)}∆Φ(`)
− σ`
√
1− ρ`∆φ(`)
]
.
We thus have
E(Sˆ) ≈ Sφ .= 1
Zφ
(
m exp(α′n+ βkn) +
1
2
n−1∑
`=2
(
n
`
)[
{2θ`2 + βσ2` (1− ρ`)}∆Φ(`)
− σ`
√
1− ρ`∆φ(`)
]
exp(α′`+ 2βθ`2 + β2σ2` (1− ρ`)/2)
)
. (II.5)
Let ζ1(`) =
{
1 + β(1− θ)(1− yn,2)(1− ρ`)
}
, and ζ2(`) = σ`
√
1− ρ`∆φ(`). Define
Dφ.M(α, β) = (1/2){ζ1(2)∆Φ(2)− (2k)−1(n− 1)ζ2(2)} exp{g(2)}+
(1/2){(n− 2)ζ1(n− 1)∆Φ(n− 1)− k−1ζ2(n− 1)} exp{g(n− 1)}.
The expression in (II.5) can be further approximated in the same manner as before to obtain
Sφ ≈ S˜φ .= m
Z˜φ
(
eα
′n+βkn +Dφ.M(α, β)+√
n
2pi
∫ 1− 1
n
2
n
[
ζ1(ny)∆Φ(ny)− (kn)−1y−2ζ2(ny)
]
exp[α′ny + βkny2ζ1(ny)/2}]
(1− y)n(1−y)+ 12yny− 32 dy
)
,
upon replacing kn/2 by m, using [42]’s approximation to the binomial coefficients, and using the Euler-
McLaurin approximation [41] for the sum.
III. PERFORMANCE EVALUATIONS
We evaluated performance of the approximation formulae for the normalizing constant and the moments
derived in Section II by comparing our analytical approximations with those obtained by simulation. The
mean activation and spin interaction were estimated for each of a range of (α, β)-pairs using MCMC –
these estimates were assumed to be the “gold standard” for our comparisons. However, since obtaining
TABLE I
DISCREPANCIES ASSOCIATED WITH THE APPROXIMATION OF THE LOGARITHM OF THE PARTITION FUNCTION. ALL DISCREPANCIES ARE
COMPUTED AGAINST THE MCMC PATH SAMPLING ESTIMATES WHICH FORMS OUR ”GOLD STANDARD” FOR COMPARISONS IN THESE
EXPERIMENTS, EXCEPT FOR THE CASE k = 1, WHOSE DISCREPANCIES WERE COMPUTED USING THE KNOWN ASYMPTOTIC FORMULA
FOR THE 1-NN GRAPH.
Absolute and Relative Discrepancies
L1 L1/VMC R1
dimension degree k Z˜φ Zφ Z˜φ Zφ Z˜φ Zφ
116× 152 2 26.72 26.73 0.0006 0.0006 0.009 0.009
116× 152 4 270.48 270.55 0.006 0.006 0.032 0.032
116× 152 8 437.97 438.00 0.010 0.010 0.047 0.047
116× 152 24 373.57 373.59 0.008 0.008 0.044 0.044
64× 64 2 6.20 6.20 0.0006 0.0006 0.009 0.009
64× 64 4 62.86 62.93 0.006 0.006 0.032 0.032
64× 64 8 100.81 100.81 0.010 0.010 0.047 0.047
64× 64 24 88.24 88.24 0.009 0.009 0.044 0.044
MCMC simulation-based estimates for Z(α, β) is very difficult, we used path sampling [29], [30] as
discussed in Section I-B to obtain its reference value.
Our approximation formulae apply to any regular graph but we restricted our attention to lattice graphs
in this paper because of our particular interest in fMRI applications. Our simulation setup consisted of
simulating realizations from Ising models on two lattice configurations and with three different neigh-
borhood orders. (Because of edge effects, our lattice graphs are only approximately regular.) The two
lattices had grids of sizes 116× 152 and 64× 64. The neighborhoods we chose for our simulations were
of the first, second and fifth orders, corresponding to graphs of degree k = 4, 8 and 24, respectively.
For each of the six combinations of grid sizes and graph degrees, we compared performance for 1,102
different pairs of values of the Ising parameters (α, β) ∈ [0, 5] × [0.005, 10] (19 values for α, and
58 values for β). Note that there is no need to evaluate the approximations for negative α because
Z(−α, β) = exp (−αn)Z(α, β) for all pairs (α, β). (In particular, moments such as E−α,β(Mˆ) can
be easily obtained from Eα,β(Mˆ).) For each setting, we estimated the Ising moments and normalizing
constant from samples obtained using the [43] algorithm with a burn-in period of 10,000 iterations and
a sample size of 10,000 realizations from the post-burn-in iterations and used these estimates as the
“gold standard” reference values. All calculations were done on a desktop computer with an 8-core Intel
i7-3770 processor with clockspeed 3.40GHz with 32GB of RAM memory, and running Scientific Linux
6.4. For each moment estimate, we evaluated the performance of our approximations relative to the
MCMC estimate by computing both the absolute value difference between the MCMC estimate mMC and
the analytical approximation given by the Normal edge proportion approximation mN , and the relative
absolute difference between these quantities |mMC − mN |/mMC . The measures of absolute (L1) and
relative (R1) discrepancy between all evaluations in the grid for (α, β) are given by the difference between
the approximated and estimated surfaces L1(mMC ,mN) = V −1
∫ ∫ |mMC(α, β)−mN(α, β)| dα dβ, and
R1(mMC ,mN) = V
−1 ∫ ∫ |mMC(α, β)−mN(α, β)|/|mMC(α, β)| dα dβ, with V = ∫ ∫ dα dβ. We also
show the ratio of the absolute discrepancy to the mean volume of the region below the surface given by
mMC , L1(mMC ,mN)/VMC , where VMC = (V −1
∫ ∫
mMCdα dβ). Table I shows the relative and absolute
discrepancies between the analytical approximations of logZ(α, β) and the path sampling estimates using
the MCMC samples. The path sampling estimates were obtained using the estimate of the expected
matches, that is logZMC(α, β) =
∫ β
0
Meanα,b(
∑
i∼j δ
(t)
ij ) db+ n log{1 + exp (α)} −mβ, where δ(t)ij is the
observed value of δij in the tth sample generated by the Swendsen-Wang algorithm and, as before, m is
the number of edges in the graph.
TABLE II
ABSOLUTE AND RELATIVE DISCREPANCIES BETWEEN MCMC ESTIMATES AND NUMERICAL APPROXIMATIONS.
Absolute and Relative Discrepancies
L1 L1/VMC R1
Moment dimension degree k M˜φ Mφ M˜φ Mφ M˜φ Mφ
116× 152 4 18.94 19.71 0.001 0.001 0.002 0.002
116× 152 8 8.42 8.81 0.0005 0.0005 0.0009 0.0009
Vertex 116× 152 24 2.84 2.94 0.0002 0.0002 0.0003 0.0003
Activation 64× 64 4 4.14 4.32 0.001 0.001 0.002 0.002
Mˆ 64× 64 8 0.73 0.74 0.0002 0.0002 0.0003 0.0003
64× 64 24 0.25 0.25 0.00006 0.00006 0.0001 0.0001
S˜φ Sφ S˜φ Sφ S˜φ Sφ
116× 152 4 39.18 41.47 0.001 0.001 0.002 0.002
116× 152 8 33.57 35.90 0.0005 0.0005 0.0009 0.001
Spin 116× 152 24 33.80 34.65 0.0002 0.0002 0.0003 0.0003
Sˆ 64× 64 4 9.27 9.35 0.001 0.001 0.002 0.002
64× 64 8 3.94 3.00 0.0003 0.0002 0.0004 0.0003
64× 64 24 3.85 2.66 0.00008 0.00006 0.0001 0.0001
Table I indicates that both the direct Normal edge proportion estimate and its counterpart that uses the
Euler-McLaurin formula perform similarly. Thus there is almost no loss in accuracy when using the faster
Euler-McLaurin based estimate. In order to further show the value of this simplified approximation, we
also compared this analytical approximation with the theoretical asymptotic result for the logarithm of
the normalizing constant for the 1-nearest-neighbor (1-NN) graph, that is, for k = 2. It can be shown that
(see Appendix B)
logZ(α, β) ≈(n/2)(α− β)
+ n log
[
exp(β/2) cosh(α/2) +
√
exp(β) cosh2(α/2)− 2 sinh(β)
]
,
(III.1)
after adapting the result of [44, Chapter 13, page 261] to the case of the {0,1}-statespace 1-NN Ising
model. Performance evaluations for this case are also in Table I, with the results again indicating that
the numerical approximation works very well even for the smallest possible value of k even though these
approximations are based on moderate to large values of k.
Table II reports the values of the absolute value and relative discrepancies for the relevant moments
(mean activation and spin interaction) of the Ising model. The results indicate good performance of our
approximation formulae relative to the MCMC estimates. It is worth noting that the MCMC algorithm
took about half a week to compute the 1,102 sets of moments for each combination of grid-size and
graph degree combination, while our approximation formula took a total of less than six minutes to do
the same calculations.
IV. APPLICATION TO ACTIVATION DETECTION IN FMRI EXPERIMENT
A. Bayesian model for voxel activation
We illustrate the use of our approximations in fully Bayesian inference for determining activation
in a fMRI [45], [46] experiment. Our fMRI dataset is derived from images from the twelve replicated
instances of a subject alternating between rest and also alternately tapping his right-hand and left-hand
fingers [47]–[49]. For this illustration, we restrict attention only to the right-hand and the 20th slice,
noting also that our derivations are general enough to extend to the other hand and the three-dimensional
volume. Our data are in the form of p-values at each pixel that measure the significance of the positivity
of the linear relationship between the pixelwise observed Blood-Oxygen-Level-Dependent (BOLD) time
series response and the expected BOLD response obtained through a convolution of the input stimulus
time-course with the Hemodynamic Response Function. Let pr1, pr2, . . . , prn be the observed p-values
in the rth replication, where n is the number of pixels. Let X1, X2, . . . , Xn be indicator variables, with
Xi = 0 or 1 depending on whether the ith pixel is truly active or not. Then, we may model pri, given the
true state Xi = xi of the pixel as f(pri | Xi = xi) = {U(pri; 0, 1)}1−xi {b(pri; a, b)}xi where U(pri; 0, 1)
is the standard uniform density, and b(pri; a, b) is the density of a Beta distribution with parameters (a, b),
each evaluated at pri. To simplify the analysis, we reparametrize the b(pri; a, b) parameters by ψ = a+ b
and µ = a/(a + b). We assume a prior distribution on the Xi’s in the form of (I.1) with homogeneous
βij ≡ β and a second-order neighborhood structure [50] of k = 8 neighbors for each interior pixel. We
consider a standard uniform prior density for µ and a Gamma(ζ, θ) prior density for the parameter ψ.
Specifically, the prior density for ψ is gamma(ψ; ζ, θ) ∝ ψζ−1 exp(−θψ). We assume uniform hyperprior
densities for α and β. The posterior density of Θ = {x1, . . . , xn, α, β, ψ, µ} is given by
n∏
i=1
R∏
r=1
{
b(pri;µψ, ψ − µψ)
}xi 1
Z(α; β)
exp
{
− θψ + α
∑
i
xi
−
∑
i∼j
β(1− δij)
}
ψζ−11[0<µ<1],
where for any set S, 1S denotes the indicator function associated with S. Analytical inference being
impractical to implement, we derive a Metropolis-Hastings algorithm to estimate the posterior densities
of interest. Sampling from the above needs values of Z(α, β) for which approaches typically involve,
among other strategies, offline estimation of the normalizing constant through tedious MCMC methods
at some values and then interpolation at others (for example, [22]). Our approximations obviate the need
for this offline approach and allow for the possibility of a direct approach. We now provide the MCMC
framework for each parameter in Θ, after introducing additional notation for Θ−η ≡ Θ \ {η}.
B. Posterior densities for MCMC simulations
1) The parameter xi’s: Let x(−i) = {x1, . . . , xn} \ {xi}. We propose to update xi ∈ {0, 1} via Gibbs’
sampling. The full conditional of the posterior distribution of xi is given by
p(xi | x(−i),Θ−x, p) ∝
{(
CB
)R R∏
r=1
pµψri (1− pri)(1−µ)ψ
}xi
exp{αxi − β
∑
j∼i
(1− δij)},
with CB = Γ(ψ)/{Γ(µψ)Γ((1 − µ)ψ)}. Let Ai = α + (µψ − 1)
∑R
r=1 log pri + {(1 − µ)ψ −
1}∑Rr=1 log(1−pri)+R logCB. Then ∑Rr=1 log pri is the same as R log pˇi where pˇi is the harmonic
mean of {pri : r = 1, 2, . . . , R}. Also,
∑R
r=1 log(1− pri)/R ≡ log qˇi where qˇi is the harmonic mean
of {1−pri : r = 1, 2, . . . , R}. Then Ai ≡ α+(µψ−1)R log(pˇi)+{(1−µ)ψ−1}R log(qˇi)+R logCB
and
Pr(Xi = 1|x(−i),Θ−x, p) ∝
exp(Ai −
∑
j∼i β)
exp(Ai −
∑
j∼i β) + exp{−2(β
∑
j∼i xj)}
2) The parameter β: We have f(β|Θ−β, p) ∝ exp{−β
∑
i∼j(1− δij)}/Z(α, β), where Z(α, β) is
as in (I.2) and will be approximated numerically by Z˜φ(α, β) as defined in Section II-A1. We let
β¨ ∼Gamma(a, b) as our proposed update to β with a/b = β, and a/b2 = γ, for some moderate
γ > 0 (e.g., γ = 1). This yields the [51] acceptance ratio that is the minimum of 1 and
Z˜φ(α, β)
Z˜φ(α, β¨)
Γ(β2/γ)
Γ(β¨2/γ)
exp
{−(β¨ − β)∑
i∼j
(1 − δij) + 1
γ
(β¨2 − β2) log(ββ¨/γ)}
which, upon applying [42]’s approximation for Γ(z + 1) simplifies to the minimum of 1 and
Z˜φ(α, β)
Z˜φ(α, β¨)
β¨
β
exp
{β2 + β¨2
γ
log
β
β¨
+
β¨2 − β2
γ
− (β¨ − β)
∑
i∼j
(1− δij)
}
,
3) The parameter α: The full conditional for α is given by
f(α|Θ−α, p) ∝ exp(α
n∑
i=1
xi)/Z(α, β)
. Our proposed update to α is α¨ ∼ N(α, σ2α) with a moderate σ2α, (e.g., σ2a = 1), which, after
incorporating the approximation in Section II-A1. is accepted in a [52] step with probability given
by min
{
1, Z˜φ(α, β) exp{(α¨− α)
∑n
i=1 xi}/Z˜φ(α¨, β)
}
.
4) The parameter ψ: The full conditional for ψ is given by
f(ψ|Θ−ψ, p) ∝
[
Γ(ψ)/{Γ(µψ)Γ((1− µ)ψ)}]R∑ni=1 xiψζ−1 exp[ψ{µ logA+ (1− µ) logB − θ}],
where A =
∏n
i=1 pˇ
Rxi
i , and B =
∏n
i=1 qˇ
Rxi
i . Using [42]’s approximation to the factorial function, we
have Γ(ψ)/{Γ(µψ)Γ((1− µ)ψ)} ≈ 1/√2pi[ψ1/2/{µµψ−0.5(1− µ)(1−µ)ψ−0.5}]. Therefore,
f(ψ|Θ−ψ, p) ≈∝ ψ 12n1+ζ−1 exp[−{θ + Ent(µ)− µ logA− (1− µ) logB}ψ], (IV.1)
where n1 = R
∑n
i=1 xi, and Ent(µ) = µ log µ + (1 − µ) log(1 − µ) is the negative of the entropy
associated with the probabilities (µ, 1−µ). We update ψ with the proposal ψ¨ ∼Gamma(1
2
n1 +ζ, θ+
Ent(µ) − µ logA − (1 − µ) logB). More generally, we can reduce this updating step to a Gibbs’
sampling step using the above approximated full conditional. The acceptance probability for ψ¨ is
the minimum of 1 and(
Γ(ψ¨)
Γ(µψ¨)Γ((1− µ)ψ¨)
Γ(µψ)Γ((1− µ)ψ)
Γ(ψ)
)R∑ni=1 xi
×
(
ψ¨
ψ
)ζ−1
exp
{
(ψ¨ − ψ)(µ logA+ (1− µ) logB − θ)}
×
(
ψ
ψ¨
) 1
2
n1+ζ−1
exp
[−{θ − Ent(µ)− µ logA− (1− µ) logB}(ψ − ψ¨)],
which using (IV.1) yields the approximated acceptance ratio min{1, exp[(ψ − ψ¨)n1{µ log µ+ (1−
µ) log(1− µ)}]}, which is 1 whenever ψ¨ > ψ and so proposals ψ¨ > ψ are always accepted.
5) The parameter µ: Here, we use a random walk update µ¨ ∼ U(0, 1). This yields the Metropolis-
Hastings acceptance ratio that is the minimum of 1 and(
Γ(ψ)
Γ(µ¨ψ)Γ((1− µ¨)ψ)
Γ(µψ)Γ((1− µ)ψ)
Γ(ψ)
)n1
× exp{ψµ¨ logA+ ψ(1− µ¨) logB − ψµ logA− ψ(1− µ) logB}
≈ exp{ψ(µ¨− µ) log(A/B) + ψn1(Ent(µ)− Ent(µ¨)) + n1
2
log
(
µ¨(1− µ¨)
µ(1− µ)
)}
,
where the last approximation follows by applying [42]’s approximation to the ratios of the Γ()
functions.
C. Results
The above posterior densities were used in the context of activation detection in the fMRI dataset. For
this example, we set the hyperprior parameters θ = 1 and ζ = 10. This reflects our general a priori view that
ψ = a+b is large. We initialized our MCMC simulations with (α, β, ψ, µ) = (0.001, 0.0025, 1, 0.001) and
used collected a sample size of 10,000 realization after a burn-in period of the same number of iterations.
The vertex values (for the autologistic variables) were updated (and initialized after a burn-in period of
3,000 iterations) with the [43] algorithm or the single-site updating given in point (1) of Section IV-B
above. The posterior probability of activation, that is, the estimated posterior means of the xis at each
voxel, are displayed in Figure 1. As is customary in fMRI, the image is displayed using a radiological
view. Thus, the right-hand side of the brain is imaged as the left-hand side. In the figure, we only display
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Fig. 1. Leftmost and middle panels: the posterior probabilities of activation in the fMRI experiment using (a) Swendsen-Wang and (b)
single-site updating. Rightmost panel (c): p-values after cluster-wise thresholding for p-values < 0.001. Displays are in radiological view in
the log scale.
posterior probabilities that are greater than 0.5. It is clear that the posterior probabilities of activation using
either Swendsen-Wang or single-site updating are essentially indistinguishable. For comparison, we have
provided the results obtained upon using the commonly-used cluster-wise thresholding of the p-values of
the test statistic. Here, activation regions are detected by drawing clusters of connected components each
containing a pre-specified number of voxels with p-values below a specified threshold [53], [54]. To obtain
our activation map, we choose a 2-D second-order neighborhood, a threshold of 0.001 for the p-values,
following the recommendations of [55], and a minimum cluster size of 4 pixels, as optimally recommended
by [56] using the AFNI software [57]–[59]. Although a detailed analysis of the results is beyond the
purview of this paper, we note from the Bayesian model that there is very high posterior probability of
activation in the left primary motor (M1) and pre-motor (pre-M1) cortices and the supplementary motor
areas. There are also some areas on the right with high posterior probability of activation, perhaps as
a consequence of the left-hand finger-tapping experiment that was also a part of the larger experiment.
While the activation maps using cluster-wise thresholding are generally similar to those obtained using
Bayesian inference, there are many stray pixels determined to be activated. Moreover, unlike cluster-wise
thresholding, Bayesian methods provide us with the posterior probability of activation and this can be
used in informing further decisions.
V. DISCUSSION
In this paper, we provide explicit approximations for quantities derived from the homogeneous Ising
model that are difficult to estimate. In particular, we develop approximations to the partition function that
is otherwise intractable even for moderate numbers of observations. We showed that our approximation
works well for very realistic lattice sizes and neighboring structures in the lattices. We stress that our
approximations apply to general graphs, not necessarily lattices, and with general neighborhood structure.
Indeed, its derivation does not use any special graph structure, and only supposes that the graph is regular,
that is, that the degree k of each vertex is the same for the entire graph. Recall from the introduction that
many researchers have had to simplify their models because of the difficulty in obtaining quantities such
as the partition function of more realistic models. Further, unlike the restrictive special cases (such as
those considered by [26]–[28]) where calculation of the exact partition function is possible, our approach
does not grow with the size of the graph and can apply to all dimensions as long as the graph structure
is regular. Therefore we expect that our approximation will facilitate the modeling of complex systems
by allowing fast and reliable inference. An example of such a situation is a fully Bayesian approach to
activation detection in fMRI, which we have demonstrated in Section IV can be done quite speedily using
our approximations.
A few more comments are in order. The discrete Hypergeometric and Normal approximations of
Section II can be computed in O(n) operations. However, further approximations obtained by replacing
the sums by integrals may be computed much faster depending on the integration method used. We note
that the analytical estimates for the mean activation and spin interaction work better for large k because
the Normal approximation of the distribution of the mean of rh =
∑
j ηihjxj is more suitable for large k.
A possible extension pertains to the case of approximations for the nonhomogeneous Ising model.
We feel that it will be straightforward to generalize to a locally varying interaction parameter βij if we
could somehow decompose the graph into regular components (homogeneous regions with approximately
constant degree) where the βijs do not change much. In this case, the error in the approximation would
probably depend on the size of each component, say nc which are necessarily assumed to be large for
our potential approximations to hold.
We close this section with one last comment on the fMRI application. One aspect that has so far not
been invoked in fMRI is the fact that it is known that only a very small proportion of about 0.5-2 % of
voxels are activated in a typical fMRI study [45]. However, this information has never been incorporated
satisfactorily in the context of Bayesian activation detection of fMRI. Our approximations in Section II-B
make it possible to perform Bayesian inference while constraining the prior parameters (α, β) so that the
a priori proportion of expected activated voxels is satisfied. A thorough development and implementation
of methodology for this application is beyond the scope of this paper, but such an approach would be
of great practical interest for reliably assessing cognition. Thus, we see that while we have addressed an
important problem in this paper, there remain issues meriting further attention.
APPENDIX
A. Proof of Proposition 1
We have Var(
∑`
h=1 r`,h) =
∑`
h=1(`−1)θ(1−θ)(1−yn,2)+2
∑
t<h Cov(r`,t, r`,h) = σ
2
`+2
∑
t<h Cov(r`,t, r`,h),
with yn,2 = (` − 2)/(n − 2), and σ2` = 2`2θ(1 − θ)(1 − yn,2). Let kth be the number of neighbors in
common between vertices t and h. In the notation that follows, the conditional expectation given η, means
that the values of the couples (t, h) are fixed. Further,
Cov(r`,t, r`,h|η)
=
n∑
i=1
n∑
j=1
ηhiηtj Cov(xi, xj)
=
1
(n− 1)2
{
n∑
i=1
ηhiηti(`− 1)(n− `)− 2
∑
i<j
ηhiηtj(`− 1)(n− `)(n− 2)
}
=
(`− 1)(n− `)
(n− 1)2
( n∑
i=1
ηhiηti − 2
∑
i<j
ηhiηtj/(n− 2)
)
Note that E(kth) = nk(k − 1)/{(n− 1)(n− 2)} = nθ(k − 1)/(n− 2). Therefore
Cov(r`,t, r`,h) =
(`− 1)(n− `)
(n− 1)2
{
n− 1
n− 2nθ
k − 1
n− 2 −
k2
n− 2
}
= − (`− 1)(n− `)
(n− 1)(n− 2)
n− 2k
n− 2 θ.
(A.1)
These covariances tend to zero uniformly on ` as n→ +∞. For the variance, we have
Var(r`) = σ
2
` −
2`2(`− 1)(n− `)
(n− 1)(n− 2)
n− 2k
n− 2 θ = σ
2
`
{
1− (`− 1)(n− 2k)
(n− 2)(n− k − 1)
}
.
B. Proof of Proposition 2
For every pair of positive integers h < g, Stirling’s formula [42], [60] yields(
g
h
)
=
√
2piggg
2pi
√
h(g − h)hh(g − h)g−h ×
{
1 +O
(
1
12h
+
1
12(g − h)
)}
(A.2)
=
1√
2pi
gg+1/2
(g − h)g−h+ 12hh+ 12 {1 + ω(g, h)} (A.3)
=
1√
2pig
(
1− h
g
)−g+h− 1
2
(
h
g
)−h− 1
2
{1 + ω(g, h)}, (A.4)
where ω(g, h) denotes the error in Stirling’s approximation. Let p = (` − 1)/(n − 1). let n1 = n − 1,
and θ¯ = 1− θ. Consider the first binomial term in the definition of pd,m(·|`) Following the proof of the
de-Moivre-Laplace’s normal approximation to the binomial distribution [61], write r = n1pθ+x
√
n1pθθ¯.
Using (A.4), we have, for values of r > 0 and r < k,(
k
r
)
=
(
n1θ
n1pθ + x
√
n1pθθ¯
)
= (2pin1pθ(1− p))−1/2 p−n1pθ−x
√
n1pθθ¯(1− p)−n1(1−p)θ+x
√
n1pθθ¯
× {1 + ω(k, r)}(1 + (x/p)√pθ¯/(n1θ))−n1pθ−x√n1pθθ¯
× (1− {x/(1− p)}√pθ¯/(n1θ))−n1(1−p)θ+x√n1pθθ¯{1 + ω(k, r)}.
For |z| < 1, we have log(1 − z) = −z − z2/2 + O(z3) and log(1 + z) = z − z2/2 + O(z3). With these
identities, we have
−n1θ(1− p) log
1− x1− p
√
pθ¯
n1θ
 = x
√
n1pθθ¯ +
1
2
px2θ¯
1− p +R1(x),
and
x
√
n1pθθ¯ log
{
1− x
√
pθ¯/(n1θ)/(1− p)
}
= −x2pθ¯/(1− p) +R2(x),
where the errors R1(x) and R2(x) are of order 1(x) = O(x3k−1/2p3/2(1− p)−2). That is,(−n1θ(1− p) + x√n1pθθ¯) log(1− x
1− p
√
pθ¯/(n1θ)
)
= x
√
n1pθθ¯ − x
2
2(1− p)pθ¯ + 1(x).
(A.5)
Similarly,−n1pθ log
{
1+x
√
θ¯/(n1pθ)
}
= −x
√
n1pθθ¯+
1
2
x2θ¯+R3(x), and−x
√
n1pθθ¯ log
{
1+x
√
θ¯/(n1pθ)
}
=
−x2θ¯ +R4(x), where the errors R3(x) and R4(x) are of order 2(x) = O(x3k−1/2p−1/2). Therefore,(
−n1pθ − x
√
n1pθθ¯
)
log
{
1 +
x
p
√
pθ¯/(n1θ)
}
= −x
√
n1pθθ¯ − x
2
2
θ¯ + 2(x). (A.6)
Combining (A.5) and (A.6) gives(
k
r
)
≈ (2pin1pθ(1− p))−1/2p−n1pθ−x
√
n1pθθ¯(1− p)−n1(1−p)θ+x
√
n1pθθ¯
× exp
{
− x
2
2(1− p) θ¯
}
.
Similarly we get (
n− 1− k
`− 1− r
)
=
(
n1θ¯
n1pθ¯ − x
√
n1pθθ¯
)
≈ {2pin1pθ¯(1− p)}− 12p−n1pθ¯+x
√
n1pθθ¯
× (1− p)−n1(1−p)θ¯−x
√
n1pθθ¯ exp
(
− x
2
2(1− p)θ
)
,
and
(
n− 1
`− 1
)
≈ (2pin1p(1− p))−1/2 (1− p)−n1(1−p)p−n1p.
Further,
pd,m(r|`) ≈ {2pin1p(1− p)θθ¯}−1/2 exp[−x2/{2(1− p)}]
= {2pin1p(1− p)θθ¯}−1/2 exp[−(r − n1pθ)2/{2n1p(1− p)θθ¯}].
with the approximation being valid provided that {|x|/(1− p)}
√
pθ¯/k < 1 and (|x|/p)
√
pθ¯/k < 1. That
is, |x| <
√
k/θ¯min{√p, (1−p)/√p}. If ` ∈ [anδ, n−anδ] for some constants a > 0, and 0 < δ < 1, then
minp min{√p, (1− p)/√p} ≥ (anδ − 1)/(n− 1) = O(nδ−1). In this case, 1(x) ≤ (k/θ¯)3/2k−1/2anδ−1 =
O(nδ−1), and
2(x) ≤ (k/θ¯)3/2k−1/2a3n3(δ−1)
√
(n− 1)/(anδ − 1) = O(n(5/2)(δ−1)).
For δ = 1/2, |x| < O(
√
θ/θ¯), and i(x) ≤ O(1/
√
n), i = 1, 2.
Let Mp˜d(even|`)(β) =
∑
s exp(2βs)p˜d(2s|`)/
∑
s p˜d(2s|`). We may assume that
∑
s p˜d(2s|`) = 1/2. We
have
Mp˜d(·|`)(β) =
`k∑
r=0
exp(βr)p˜d(r|`)
=
`k/2∑
s=0
exp(β2s)p˜d(2s|`) +
`k/2−1∑
s=0
exp{β(2s+ 1)}p˜d(2s+ 1|`).
But
∑
s exp{β(2s+ 1)}p˜d(2s+ 1|`) = exp(β)
∑
s exp(2βs)p˜d(2s+ 1|`) which is approximately equal to
1
2
exp(β)
∑
s
exp(2βs){p˜d(2s|`) + p˜d(2(s+ 1)|`)}
=
1
2
exp(β)
`k/2−1∑
s=0
exp(2βs)p˜d(2s|`)
+ exp(−2β)
`k/2−1∑
s=0
exp{2β(s+ 1)}p˜d(2(s+ 1)|`)

=
1
2
exp(β)
[
{1 + exp(−2β)}
`k/2∑
s=0
exp(2βs)p˜d(2s|`)
− (p˜d(`k|`) exp(β`k) + p˜d(0|`) exp(−2β))
]
= cosh(β)
∑
s
exp(2βs)p˜d(2s|`)− 1
2
p˜d(`k|`) exp{β(`k + 1)} − 1
2
exp(−β)p˜d(0|`).
Therefore, we estimate Mpd(even|`)(β) by the quantity
Mp˜d(even|`)(β)
=
2
1 + cosh(β)
{
Mp˜d(·|`)(β) +
exp{β(`k + 1)}
2
p˜d(`k|`) + exp(−β)
2
p˜d(0|`)
}
=
2
1 + cosh(β)
[
{Mpd,m(·|`)(β)}` +
exp{β(`k + 1)}
2
p˜d(`k|`) + exp(−β)
2
p˜d(0|`)
]
.
Consider the circular 1-NN Ising model with variables {v1, . . . , vn} ⊂ {−1, 1} (in this case, vn is a
neighbor of v1). The corresponding normalizing constant is given by Z1(L,K) =
∑
{v} exp{L
∑
i vi +
K(vnv1 +
∑n−1
i=1 vivi+1)}. A well-established result [44, Chapter 13, p. 261] said that for large n,
logZ1(L,K) ≈ n log
[
exp(K) cosh(L) +
√
exp(2K) cosh2(L)− 2 sinh(2K)
]
. (A.7)
In our setup, the variables xi ∈ {0, 1}. So we need to transform the variables vi to xi. It is easy to see
that the corresponding transformation is xi = (1 + vi)/2. so that
Z1(L,K)
=
∑
{x}
exp[L
∑
i
(2xi − 1) +K{(2xn − 1)(2x1 − 1) +
n−1∑
i=1
(2xi − 1)(2xi+1 − 1)}]
=
∑
{x}
exp{2(L− 2K)
∑
i
xi + 4K(xnx1 +
n−1∑
i=1
xixi+1)} exp{n(K − L)}.
From here, we get that Z1(K,L) = Z(2(L− 2K), 2K) exp{n(K−L)}, where the 4K is replaced by 2K
because in our model the sum of over the neighboring vertices is multiplied by two. Therefore, using the
fact that the one-nearest-neighbor graph is a regular graph with k = 2, we get K = β/2, and L = α/2.
Consequently, Z(α, β) = exp{(α− β)(n/2)}Z1(α/2, β/2). Using (A.7), we obtain for large n,
logZ(α, β)
≈ n(α− β)
2
+ n log
[
exp
(
β
2
)
cosh(α/2) +
√
exp(β) cosh2
(α
2
)
− 2 sinh(β)
]
.
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