Protein-ligand docking is an essential step in modern drug discovery process. The challenge here is to accurately predict and e±ciently optimize the position and orientation of ligands in the binding pocket of a target protein. In this paper, we present a new method called PSOVina which combined the particle swarm optimization (PSO) algorithm with the e±cient BroydenFletcher-Goldfarb-Shannon (BFGS) local search method adopted in AutoDock Vina to tackle the conformational search problem in docking. Using a diverse data set of 201 protein-ligand complexes from the PDBbind database and a full set of ligands and decoys for four representative targets from the directory of useful decoys (DUD) virtual screening data set, we assessed the docking performance of PSOVina in comparison to the original Vina program. Our results showed that PSOVina achieves a remarkable execution time reduction of 51-60% without compromising the prediction accuracies in the docking and virtual screening experiments. This improvement in time e±ciency makes PSOVina a better choice of a docking tool in large-scale protein-ligand docking applications. Our work lays the foundation for the future development of swarm-based algorithms in molecular docking programs. PSOVina is freely available to noncommercial users at http://cbbio.cis.umac.mo.
Introduction
Protein-ligand docking has become an important step in modern structure-based drug design.
1,2 Given a biological target related to the disease of interest, the docking program helps to decide if a small molecule (the ligand) can bind to the target protein with a desirable level of a±nity. High quality docking predictions can reduce the time and cost for experimental tests remarkably and thus both academic and industrial researches have been focused intensely on improving the accuracy and e±ciency in docking algorithms.
Technically speaking, a protein-ligand docking algorithm consists of two main steps: Conformation generation and scoring. 3 The former uses sampling techniques to generate di®erent ligand orientations at di®erent positions inside the protein binding pocket. Each of these conformations will be evaluated by a scoring function and the top scoring ligand conformations will be reported in a ranked list as a result.
In°exible ligand docking, the size of the conformational space or the search space depends on the volume of the protein binding pocket and the number of rotatable bonds of the ligand of interest, while the energy landscape of the search space is determined by the energetic properties of protein-ligand binding which is known to be complex and rugged in shape. 4 To be able to search quickly and intelligently over the huge conformational space, heuristic or metaheuristic algorithms which¯nd near-optimal solutions instead of the global optimum would be a method of choice for initial docking studies or high-throughput virtual screening, from which the potential ligand conformations can be further optimized by expensive but more accurate modeling methods.
In recent years, swarm intelligence algorithms have emerged as a fast and reasonably accurate technique in solving complex search problems in computer science. 5 In particular, the particle swarm optimization (PSO) has gathered much wider interests and has been applied to almost every area in optimization due to its simplicity and°exibility. 6 PSO is a nature-inspired population-based search algorithm which simulates the social behavior of bird°ocking or¯sh school in looking for food. The birds called particles are initially dispersed in the search space. In each iteration, a particle moves based on the knowledge of other particles and its own experience to speculate about the promising region to explore. One global best solution is kept updated by all particles and each individual particle also keeps record of its own best solution. Finally, the search terminates until the global best solution is converged or the maximum number of iterations is reached. A study by Dong et al. 7 revealed that PSO is suitable for multiple-dimensional, nonlinear and complex problems, however, its applicability on bioinformatics problems, in particular, the protein-ligand docking has not been adequately investigated.
To date, there exists only handful of swarm-based docking methods; they are SODOCK À À À a hybrid of PSO and Solis and Wets local search method, 8 PLANTS À À À an ant colony optimization method, 9 PSO@AUTODOCK À À À a velocity adaptive and regenerative constricted PSO method, 10 ParaDockS À À À a parallel docking suite having PSO as the optimization algorithm, 11 and FIPSDOCK À À À the fully informed PSO method. 12 Three of the programs were modi¯cations of the popular open-source docking program AutoDock, albeit di®erent versions, all of them showed better predictive performance when compared to the original AutoDock implementation. Recently, a newly designed and implemented version of the AutoDock program called AutoDock Vina has been released. 13 This version abandoned the former empirical scoring function and GA-based optimizer, but adopted a new knowledge-based scoring function with Monte Carlo sampling technique and the Broyden-FletcherGoldfarb-Shanno (BFGS) method for local optimization. Their simulation results showed that a signi¯cant improvement was obtained in both prediction accuracy and docking time. It is therefore interesting to see whether swarm intelligence methods such as PSO would further enhance the performance of Vina and how much it can achieve.
In this paper, we present PSOVina À À À the¯rst PSO protein-ligand docking algorithm in the framework of AutoDock Vina. Through careful integration of Vina's e±cient local optimizer into the canonical PSO procedure and proper tuning of parameters, PSOVina achieved a remarkable execution time reduction of 51-60% without compromising the docking accuracies. Our work demonstrates the power of PSO in solving the conformational search problem of protein-ligand docking and provides the foundation for future development of swarm-based algorithms in AutoDock Vina.
The organization of this article is as follows: In Sec. 2, we introduce the data set used in this study, the canonical PSO algorithm and its variants, details of algorithm implementation in Vina and docking simulations performed. Then, in Sec. 3, we present the performance comparisons of PSOVina and Vina in both prediction accuracy and time e±ciency. Furthermore, we analyzed the prediction ability of PSOVina based on the ligand size and discussed a few example docking cases.
Methods

Data set
To assess the performance of PSOVina in docking and virtual screening, we employed two widely used data sets. The¯rst data set was obtained from the PDBbind database.
14 This is a manually curated database which provides a collection of known three-dimensional structures of protein-ligand complexes with experimentally measured binding a±nity data. In each version of the database, it provides three data sets: The general set contains all valid complexes; the re¯ned set contains the good quality complexes (with resolution 2:5 Å) which has only standard amino acid residues in the protein and common organic elements (i.e., C, N, O, P, S, F, Cl, Br, I, and H) in the ligand; the core set contains three selected complexes with the highest, medium, and lowest binding a±nity from each of the protein clusters generated from the re¯ned set complexes. Conventionally, the rened and core sets are used to train and test protein-ligand docking methods. Here, we used the core set of the PDBbind v.2012 for evaluating the performance of the newly implemented PSO algorithm in Vina. In this version, it contains 201 complexes in 67 clusters of protein structures with binding constants spanning nearly 10 orders of magnitude. In virtual screening experiments, docking algorithms are used to identify potential active ligands from large compound databases. To assess how PSOVina performs in virtual screening, we tested both Vina and PSOVina on a subset of active ligands and decoys for four targets selected from the directory of useful decoys database (DUD release 2). 15 It includes the enoyl ACP reductase (inha), HIV reverse transcriptase (hivrt), phosphodiesterase 5 (pde5), angiotensin-converting enzyme (ace). These were selected as representatives of targets accommodating ligands with di®erent rotatable bonds and hence with di®erent°exibilities. A summary of the DUD target data sets used in this study is listed in Table 1 .
PSO algorithm
PSO is a nature-inspired metaheuristic algorithm based on the swarm intelligence of birds. 16 It simulates their social behavior of searching for food in an area: Birds do not know the exact location of food; to increase the chance of success, they communicate with one another of its knowledge of the food location. With this information, each of the birds adjusts its°ying direction to move closer to the region where the chance of¯nding food is higher.
In the PSO algorithm, birds are called particles. Starting from an initial guess, the position x and the velocity v of a particle i is updated at the time step t as follows:
where x Ã i and g Ã are the best known solution of itself (so-called personal best or pbest) and the globally best known solution among all particles up to iteration t (so-called global best or gbest) respectively. The parameters and are the learning constants which are to be speci¯ed by users, with suggested values of % 2. 5 The parameters 1 and 2 are vectors of random numbers between 0 and 1 at each entry. Therefore, in each step, based on the distances of the position of the current particle from the personal best and the global best, a new position in the subspace de¯ned by the two distances will be determined for exploitation. The parameter ! is the inertia weight. A large value of ! increases the volume of the subspace and hence encourages global search, and vice versa. This value can be a constant or updated iteratively to control the trade-o® between global exploration and local exploitation during the optimization procedure.
The update of particles' positions and velocities are done iteratively with the goal of optimizing an objective function which is also used to evaluate the¯tness of each move. The pseudo code of the canonical PSO algorithm in Fig. 1 explains how it works:
There exist many variants of the canonical PSO algorithm. For example, Clerc et al. 17 introduced a constriction coe±cient in velocity update called the constricted PSO (CPSO) to prevent the explosion of system when particle velocities increase without control. Yang proposed the accelerated PSO (APSO) to improve the convergence behavior of the algorithm by eliminating the dependence of personal best in position update. 18 Recently, a variant of CPSO called PSOrandom sampling in variable neighborhoods (PSO-RSVN) was introduced by N apoles et al. 19 to deal with the problem of premature convergence in local optima by using random samples for dispersing the swarm. Furthermore, some studies researched on the e®ects of local neighborhood on search e®ectiveness and found that certain communication topologies such as Ring and Square improved search performances. 
The hybrid PSO and BFGS algorithm in AutoDock Vina
In this study, a hybrid PSO and BFGS algorithm was implemented within the framework of AutoDock Vina 13 À À À one of the most popular open-source programs for protein-ligand docking À À À to improve the time e±ciency in searching for the optimal ligand conformation in the binding pocket.
In Vina, the conformation of a ligand is represented by its position (x, y, zÞ in Cartesian coordinates, orientation (q 0 , q 1 , q 2 , q 3 Þ in quaterion, and the torsional angles of rotatable bonds along the ligand (r 0 , r 1 ; . . . ; r À1 Þ, where is the total number of ligand rotatable bonds. The¯tness of the conformation is evaluated by a knowledgebased scoring function which is a weighted sum of interaction terms including steric interactions, hydrophobic interactions, and hydrogen bond interactions. Furthermore, the docking simulation is performed using a Monte Carlo approach: Starting from an initial conformation, a candidate bound-conformation of the ligand is generated by randomly mutating its position, orientation, or selected torsion angle. The conformation then undergoes a local optimization where the optimized structure is assessed by Vina's scoring function. The local optimization method employed by Vina is an iterative quasi-Newton method called BFGS. It uses the gradients of the objective function to determine the direction to the local optimum. Instead of directly calculating the second-order derivatives which is often very expensive, in BFGS, they are approximated using rank-one updates speci¯ed by gradient evaluations. 22 Finally, the optimized structure will be checked for acceptance according to the Metropolis criterion and the accepted structure will become the starting structure in the next iteration. If the accepted structure scores better than the current best solution, its conformation will be further optimized and then saved as the current best solution. The search procedure is repeated until the maximum number of step is reached.
Our implementation, here called PSOVina, is a hybrid method of the PSO algorithm and the Vina's BFGS local search algorithm for¯nding the optimal ligand conformation. As a°exible ligand method, all conformational degrees of freedom, namely, the position, the orientation, and the torsional angle of each rotatable bond together form a solution vector À À À a candidate ligand conformation. The search problem is now to¯nd the solution vector which gives the lowest score by the Vina's scoring function. Figure 2 shows the general°ow of the PSOVina algorithm. At the start of the PSO docking, each of the N particles is initialized with a di®erent solution vector randomly distributed over the search space with random velocity. In each swarm generation, a ligand transformation is randomly selected. Three types of transformation are allowed: position À À À the whole-body translation of the ligand resulting in a change in the binding position, orientation À À À the whole-body rotation of the ligand resulting in a change of the ligand orientation, or torsion À À À rotation of a selected ligand torsional angle resulting in some local moves of the ligand. Then, for each single particle, it¯rst undergoes the BFGS local optimization and the¯tness value of the optimized solution vector is computed. If this solution scores better than its pbest, then its pbest is updated. Similarly, if it scores better than the population gbest, then the gbest is updated. Afterwards, the updated pbest and gbest are used to produce the next generation of the swarm by computing the new velocity and the new position pertaining to the selected transformation type for each particle. During the whole-body translation of a particle in the PSO move, if the particle goes out of the binding pocket, instead of putting it back at the border of the search space, it is reinitialized to a random position within the binding pocket. This so-called regeneration principle 10 helps to maintain the diversity of the swarm population. The¯nal gbest obtained at this iteration will be further optimized using the BFGS local search algorithm and its score is saved. Based on our tests, applying local search on each particle in a generation helps to maintain the prediction accuracy of the docking algorithm as Vina. Although the number of local search conducted in each iteration is increased in PSOVina (N number of particle per iteration versus one sample in Monte Carlo per iteration), because of the fast convergence property of the PSO method, the number of evaluations needed to reach the optimum solution is actually reduced. Finally, the swarm search procedure is repeated until it shows convergence or reaches the maximum number of steps. The system is considered as converged when the¯tness value of the gbest does not have a signi¯cant change within certain number of generation, i.e. the change in the energy value of the gbest within C consecutive iterations is < 10 À4 . Finally, the program returns the last gbest as the optimal solution.
Based on the Vina framework, the PSO algorithm was implemented using Cþþ, adopting Vina's scoring function as well as its numerous functions for performing ligand transformations, conducting local search, saving coordinates, etc. Source codes and Linux executables of PSOVina are freely available to non-commercial users at http://cbbio.cis.umac.mo.
Docking simulations
As for the docking simulation, a Vina docking run involves four key steps: (1) Prepare the protein and convert it into PDBQT format; (2) prepare the ligand and convert it into PDBQT format; (3) de¯ne the binding pocket region by giving the center and the dimensions of the region; (4) perform docking.
The AutoDock PDBQT¯le is an augmented PDB¯le which contains not only the atomic coordinates of the atoms but also partial charges and atom types from the AutoDock 4 force¯eld. The protein and ligand PDBQT¯les were generated using the python script prepare protein4.py and prepare ligand4.py provided by AutoDock Tools. Missing hydrogens were added but non-polar hydrogens were merged to the carbon to which it was bonded, so a united-atom model was adopted. Since AutoDock does not consider water molecules during docking, all water molecules were removed. As for the de¯nition of the binding pocket, it was calculated directly from the PDB¯le of pocket atoms included in the PDBbind data set. The center of the pocket was calculated as the geometrical center of all the pocket atoms and the X-, Y -, Z-dimension of the binding pocket were de¯ned as the largest distance between any two atoms in the respective dimension.
A script was implemented in-house to streamline the aforementioned docking steps for testing of the algorithm with the PDBbind data set. Since both Vina's Monte Carlo and PSOVina's metaheuristic algorithms involve some randomness, for each complex the docking was repeated 30 times and the lowest-energy conformation among all runs is selected as the best binding conformation. The predictive performance of the algorithm was measured by the root mean square deviation (RMSD) of the lowest-energy structures with respect to experiments. In addition, the predicted binding a±nity will also be compared to the experimental binding a±nity (G), which is calculated by
where the binding constant K is either the inhibitory constant K i or the disassociation constant K d .
In our tests, all docking simulations were run using the option \--cpu 8 --exhaustiveness 8" in a PC with Intel i7 2.8 GHz quad-core processor and 4 GB memory on the Ubuntu 11.04 operating system. For PSOVina, the number of particle N, parameters for the velocity update w; , , and the criteria to be considered as convergence have to be decided. To this end, we systematically tested di®erent combinations of parameter values. In our tests, we observed that using more particles will give slightly more accurate predictions but it also increases the run time. The magnitude of change crucially depends on the number of CPU available in the machine. In our case, when N is larger than 8, the docking time signi¯cantly increases, therefore the maximum number of particles should be bounded by this number. On the other hand, we also observed that when the number of rotatable bonds of ligand is increased over 10, employing more particles do not help in boosting prediction accuracy. This is probably due to the de¯-ciency of Vina's scoring function in evaluating highly°exible ligands. In addition, larger values of w; and which result in a larger step size will allow more thorough exploration of the search region but it will also take more time to reach convergence. As prediction accuracy is primarily determined by the scoring function, these parameters can be adjusted to reduce the docking time the most without compromising the prediction accuracy. Table 2 summarized the optimal parameter settings found in our tests.
Virtual screening experiments
In virtual screening experiments, the docking procedure mentioned in the previous section is executed for a set of compounds (active ligands or decoys) against the target protein. In the same way, for each protein-compound pair, the overall lowest energy conformation among 10 docking runs is considered as the best binding conformation of the compound. In virtual screening, the primary goal is to select few candidate drug compounds out of the large compound databases. Therefore, a rapid docking algorithm which is able to distinguish active compounds from decoys is desirable. A metric to assess the overall quality of a docking algorithm in virtual screening is the area under the ROC curve (AUC). Since the ROC curve summarizes the relationship between the true positive rate and the false positive rate at di®erent threshold settings, the AUC is a single and objective measure of how the docking algorithm ranks an active ligand compared to a randomly chosen decoy. An ideal algorithm that ranks all actives higher than all decoys gives an AUC value of 1; an algorithm which produces a ranking close to random would give a value around 0.5. In our tests, the same parameter settings for docking simulations were used in all virtual screening experiments. The computations were performed in a CentOS 6.2 cluster with 32-core of Intel Xeon 2.60 GHz and 198 GB memory per node.
Result
To assess the docking performance of PSOVina in terms of accuracy and time e±-ciency in comparison to AutoDock Vina, we performed 30 docking simulations on each of the protein-ligand complexes on the PDBbind data set. Docking accuracy was measured by the average RMSD of the predicted ligand conformations and the correlation coe±cient of predicted binding a±nities to experimental binding a±ni-ties, whereas time e±ciency is quanti¯ed by the number of iterations to reach convergence and the total run time. Figure 3 shows the evolution of the average RMSD as the number of docking runs increases. Interestingly, abrupt changes in average RMSD were observed in both Vina and PSOVina within the¯rst 2-3 runs, and then they were followed by small variations and¯nal convergence.
The \converged" predictions after 30 runs are the overall lowest-energy ligand conformations, however, these lowest-energy conformations do not correspond to the lowest RMSD conformations. This is probably due to the imperfect scoring function in Autodock Vina which scores some non-native conformations better than the native ones. Based on the converged predictions, the docking simulation results can be summarized as shown in Table 3 .
On average, PSOVina predicts with an RMSD of 0.288813 nm, about 9% smaller as compared to the 0.31880 nm of Vina even though their correlation coe±cients to experiments are very similar. Indeed, the binding a±nities of predicted conformations by PSOVina and Vina are highly correlated as indicated by a correlation coe±cient of 0.994154 (see Fig. 4 ). In addition, their success rates (predictions with RMSD < 0:2 nm) are 63.18% and 59.7% for PSOVina and Vina respectively, some improvements in accuracy can be seen in PSOVina.
In terms of time e±ciency, the swarm-based algorithm with local search and stopping criteria was able to locate the solution and converged much faster than MC-based method which terminates only until the maximum number of steps has reached. In our docking simulations, PSOVina attains a remarkable execution time reduction of 51% using only 5% of the iterations required in Vina to complete the docking.
To understand how PSOVina behaves in the variation of di®erent ligand torsion sizes, we calculated the average RMSD of ligand predictions and the average number of iterations with respect to the number of ligand rotatable bonds and the results are presented in Fig. 5 . It is noteworthy that the data set has an uneven distribution of samples over the ligand torsion sizes and most ligands have only 1 to 14 rotatable bonds. So, results for large ligand sizes may not be statistically signi¯cant. Note also that data for some ligand sizes were not available, such as 23, 25, 27, 28, 31 ligand rotatable bonds, so these data points are omitted in the¯gure. Nevertheless, we observe that predictions by PSOVina are generally better in RMSD than those by Vina. In agreement to Table 3 , the number of iterations to reach convergence for each ligand size was greatly reduced in PSOVina as compared to Vina.
To assess the performance of PSOVina on virtual screening, we conducted docking on the DUD data set for four targets. Our selections include proteins with crystallographic ligands of 3, 9, 12, and 18 rotatable bonds, as representatives of rigid, moderate and highly°exible ligands. Each docking is repeated 10 times and the lowest-energy conformation among all runs is returned as the best solution. In order to¯nd out this \optimal" choice of the number of docking runs (weighing trade-o® between cost and accuracy), we observed the changes in the average energy computed from the lowest-energy conformations up to that docking run. As shown in Fig. 6, except pde5 with PSOVina, the other 3 targets (hivrt, inha, and ace) show converged average energy within 10 docking runs for both PSOVina and Vina. In addition, the average energies of PSOVina and Vina after 10 docking runs are within 0.1 kcal/mol of each other.
We calculated the AUC of ROC metric on the virtual screening results to assess the performance of PSOVina and Vina and their values are presented in Table 4 . The AUC values for PSOVina and Vina for each target are very close, which agrees with our observation in the previous docking studies that PSOVina maintains comparable prediction accuracy to Vina. Nevertheless, the run time cost for a complete screening is reduced by 60% on average (see Table 5 ) making PSOVina a better choice of the docking tool in virtual screening experiments than Vina.
To further our understanding on PSO algorithm in application on protein-ligand docking, we selected four example complexes with di®erent torsion sizes and visualized the predicted conformations by PSOVina and Vina against the experiments in Fig. 7 . Measurements of docking accuracy of these examples are presented in Table 6 .
The¯rst example, 1FKI, has no torsional degrees of freedom and thus the search problem is to locate the correct position and orientation of the ligand. In this case, the two methods give almost identical predictions which perfectly match with the known experimental structure with exactly the same score. The second example, 1C88 is a ligand with small number of rotatable bonds and it has shown a case where Vina fails to locate the correct binding position. From the snapshot, we see that the pocket de¯ned in the original PDBbind data is very wide that includes also the surface far from the binding groove. Nevertheless, PSOVina is able to locate the position of the binding groove with successful predicted ligand conformation. This example reveals that combination of both global and local search in PSO algorithm is the key to probe promising regions when the search space is large. The third example 2QWD is a ligand with moderate number of rotatable bonds. In this case, PSOVina¯nds a ligand conformation which is very close to the binding a±nity of the experimental a±nity but at the border region of the binding pocket. We visually inspected the docking process and found that PSOVina explored both regions thoroughly. The binding scores of the lowest-energy conformations at the end of each docking run are very close; the jumping between the two regions requires overcoming a large energy barrier but this was not a problem for PSOVina. While the near-native conformation was sampled during the docking, we expected that an improved scoring function might be the key to select the active conformation from the decoys. The last example 4ER2 with highly°exible ligand is shown. In this case, although both predictions locate the correct binding position, neither of them predicts the correct binding conformation. Looking at the structures closely, we observe that the ligand orientations are entirely°ipped over and therefore produce large RMSDs. While the number of rotatable bonds is large, the number of particles in PSOVina is probably too small for a complete exploration of the search space.
Together with the stringent convergence criteria, the search converges too quickly to a local optimum. We anticipated that further local search starting from this solution would not be able to°ip back the ligand. This discloses a disadvantage of PSOVina in predicting ligand with large torsion sizes. 
Conclusion
Protein-ligand docking is an essential step in modern drug discovery process. To enhance the docking performance in terms of time e±ciency, we proposed a hybrid conformational search method based on PSO algorithm. The method was implemented into the popular docking program AutoDock Vina, here called PSOVina. In this implementation, we combined the advantages of search diversity and quick convergence of PSO with the e±cient BFGS local search method already adopted in Vina. Our docking and virtual screening experiments with two large and diverse data sets showed that PSOVina has a remarkable execution time reduction of 51-60% without compromising the docking accuracies of the original Vina method in terms of RMSD, binding a±nity, success rate, and AUC of ROC. Our detailed analysis of docking performance with respect to the ligand sizes reveals room for further improvement of the algorithm. Future work will be focused on improving predictions in°exible ligands,¯ne-tuning the parameter settings, applying di®erent natureinspired algorithms and assessing the method with other benchmark data sets to facilitate comparison with other state-of-the-art docking methods. 
