In a strip Π = R × (0, a), the operator Aε = D 1 g 1 (x 1 /ε, x 2 )D 1 + D 2 g 2 (x 1 /ε, x 2 )D 2 is considered, where g 1 , g 2 are periodic with respect to the first variable. Periodic boundary conditions are put on the boundary of the strip. The behavior of the operator Aε in the limit ε → 0 is studied. It is proved that, with respect to the operator norm in L 2 (Π), the resolvent (Aε + I) −1 tends to the resolvent of the effective operator A 0 . A sharp order estimate for the norm of the difference of the resolvents is obtained. The operator A 0 is of the same type, but its coefficients depend only on x 2 .
§0. Introduction 0.1. The problem of homogenization for periodic operators of mathematical physics is of significant interest both from the general-theoretic viewpoint and for applications. An extensive body of literature is devoted to homogenization problems. At the first place, the books [1] - [3] should be mentioned. A typical homogenization problem looks like this. Consider the family of operators (0.1)
where g(x) is a positive definite bounded matrix-valued function periodic with respect to some lattice in R d . The problem is to find a constant positive matrix g 0 such that the resolvent (A ε + I) −1 converges (in some sense) as ε → 0 to the resolvent of the operator A 0 = − div g 0 grad. The operator A 0 is called the effective or homogenized operator. A possible approach to homogenization of periodic differential operators in R d consists in application of the Floquet theory. In this connection, we mention the papers [4] - [8] . In [7, 8] , it was proposed to treat the homogenization procedure as a threshold effect near the lower edge of the spectrum of a periodic differential operator. Namely, let Ω be the cell of the lattice of periods, and let A(k) be the family of operators acting in L 2 (Ω) that appear in the direct integral decomposition for the operator A = − div g(x) grad. The parameter k ∈ R d is called the quasimomentum. The operator A(k) is defined by the expression (D+k) * g(x)(D+k) and periodic boundary conditions. The homogenization problem for A reduces to the study of a (two-parameter) family of operators (A(k) + ε 2 I) −1 acting in L 2 (Ω). Here, an important role is played by distinguishing the spectral germ of the family A(k) at k = 0. In terms of the spectral germ, we can find a good approximation for the resolvent (A(k)+ε 2 I) −1 . Since the effective operator A 0 has the same spectral germ, this orthogonal projection onto N ⊥ . By H s (D), s ∈ R, we denote the Sobolev spaces in the domain D ⊂ R 2 . 0.5. The author is grateful to M. Sh. Birman for fruitful discussions. §1. Definition of the operator. Main result 1.1. Let a > 0, and let Π := {x = (x 1 , x 2 ) ∈ R 2 : 0 < x 2 < a}.
We introduce the notation ∂ j = ∂/∂x j , D j = −i∂ j , j = 1, 2. Assume that g(x) = diag{g 1 (x), g 2 (x)}, where the g j (x), j = 1, 2, are real-valued measurable functions in the strip Π such that
The functions g j (x 1 , x 2 ) are assumed to be periodic in x 1 with period 1:
(1.2) g j (x 1 + 1, x 2 ) = g j (x 1 , x 2 ), x ∈ Π, j = 1, 2.
Next, suppose that the functions g j (x 1 , x 2 ) are absolutely continuous with respect to the variable x 2 ∈ [0, a] (with x 1 fixed), and that g j (x 1 , 0) = g j (x 1 , a), x 1 ∈ R, j = 1, 2, (1.3) ess sup x∈Π |∂ 2 g j (x)| ≤ c 2 , j = 1, 2. (1.4) In the space L 2 (Π), we consider the operator A given formally by the differential expression A = − div g(x) grad = D 1 g 1 (x)D 1 + D 2 g 2 (x)D 2 with periodic boundary conditions in x 2 . The precise definition of A as a selfadjoint operator in L 2 (Π) is given in terms of the closed semibounded quadratic form a[u, u] = Π (g 1 (x)|D 1 u| 2 + g 2 (x)|D 2 u| 2 ) dx, u ∈ H 1 (Π).
Here H s (Π), s ≥ 0, is the subspace in H s (Π) formed by all functions the (aZ)-periodic extension of which with respect to variable x 2 belongs to H s loc (R 2 ).
The homogenization problem
consists in the study of the behavior of a periodic operator in the limit of small period. In L 2 (Π), we consider the operator A ε generated by the quadratic form
Our goal is to find the effective operator A 0 of the same form as A, but with coefficients independent of the "periodic" variable x 1 and such that
On the formal level, it is easily discovered that the effective operator A 0 is the operator in L 2 (Π) generated by the form
where the coefficients g 0 j (x 2 ) are given by the formulas
We note that conditions (1.1), (1.4) imply the following inequalities for the coefficients (1.7), (1.8):
The main result of the paper is the following theorem. Theorem 1.1. Suppose that conditions (1.1)-(1.4) are satisfied. Let A ε be the operator in L 2 (Π) that corresponds to the form (1.5), and let the operator A 0 correspond to the form (1.6) , where the coefficients are defined by (1.7), (1.8) . Then the following estimate is true:
The constant C in (1.11) depends only on the constants c 0 and c 1 in (1.1) and on the constant c 2 in condition (1.4).
Interpolation.
Let H −s (Π), s ≥ 0, be the function space adjoint to H s (Π) with respect to the L 2 (Π)-duality. We estimate the resolvent (A ε + I) −1 as an operator from
Combining this with the lower estimate (1.1), we arrive at the inequality
In other words,
A similar estimate for (A 0 + I) −1 is also true. Consequently,
Standard interpolation between (1.11) and (1.12) yields the following result. 
Here Putting Ω = (0, 1) × (0, a), we consider the Hilbert space
which is a direct integral with constant fibers. Initially, the operator U :
and then U extends by continuity to a unitary mapping from L 2 (Π) onto K.
In L 2 (Ω), we consider the operator A(k) generated by the quadratic form
Here H 1 (Ω) is the subspace in H 1 (Ω) formed by the functions the (Z × (aZ))-periodic extensions of which belong to H 1 loc (R 2 ). The operator A is unitarily equivalent to the operator of multiplication by A(k) in K, which is expressed by the relation
⊕A(k) dk.
2.2.
We denote by T ε , ε > 0, the unitary scale transformation in L 2 (Π) defined by the formula
Let A(k, ε) be the operator in L 2 (Ω) corresponding to the form
We put
The operator of multiplication by the operator-valued function (2.3) acting in the direct integral (2.1) is denoted by B ε :
It is easily seen [7, (5.6) ] that
Relation (2.4) reduces the problem to the study of the operator family (2.3) acting in L 2 (Ω).
2.3.
Let A 0 (k, ε) be the operator in L 2 (Ω) corresponding to the form
As in (2.4), we have 
The constant C in (2.7) depends only on the constants c 0 and c 1 in (1.1) and on the constant c 2 in (1.4). §3. The operator pencil A 1 (k)
3.1.
If we formally put ε = 0, then the operator A(k, ε) defined in Subsection 2.2 will turn into the operator A 1 (k) given by the expression (D 1 +k)g 1 (x)(D 1 + k) and periodic boundary conditions in x 1 , and the boundary conditions in x 2 "disappear". Strictly speaking, A 1 (k) is the selfadjoint operator in L 2 (Ω) generated by the quadratic form
⊕ H 1 (0, 1) dx 2 = L 2 ((0, a); H 1 (0, 1)). (3.2) Here H 1 (0, 1) is the subspace in H 1 (0, 1) formed by the functions whose Z-periodic extensions belong to H 1 loc (R). In this section we study the operator pencil A 1 (k). Here, it suffices to impose only condition (1.1) with j = 1. We shall not use conditions (1.2)-(1.4). Now it is convenient to interpret the space L 2 (Ω) as a direct integral in x 2 with constant fibers L 2 (0, 1):
The operator A 1 (k) acts in the direct integral (3.3) "layerwise", i.e., it is the operator of multiplication by the operator-valued function A 1 (k; x 2 ):
where A 1 (k; x 2 ) is the selfadjoint operator in L 2 (0, 1) generated by the form
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where X 0 (x 2 ) is the (closed) operator in L 2 (0, 1) given by the expression (g 1 (x 1 , x 2 )) 1 2 D 1 on the domain H 1 (0, 1), and X 1 (x 2 ) is the (bounded) operator of multiplication by the function (g 1 (x 1 , x 2 )) 1/2 . Then the operator (3.7) is closed in L 2 (0, 1) on the domain H 1 (0, 1). Obviously, the kernel
is one-dimensional. Let d 0 (x 2 ) denote the distance between the point λ = 0 and the rest of the spectrum of A 1 (0; x 2 ). We estimate d 0 (x 2 ) from below. By condition (1.1) (with j = 1), the quadratic form (3.5) with k = 0 satisfies the estimate
and using (3.9), we obtain
If v ⊥ N in L 2 (0, 1), then v 0 = 0, whence
For instance, we can put δ = π 2 c 0 /4. Next, we estimate the norm of the operator X 1 (x 2 ). By the upper estimate (1.1) (with j = 1), we have
Therefore, for all x 2 ∈ (0, a) the interval (δ, 3δ) is free of the spectrum of the operator
3.3. The spectral germ S(x 2 ) of the operator family A 1 (k; x 2 ). In accordance with [7, 8] , we introduce the operator S(x 2 ) acting in the one-dimensional space N (see (3.8) ) and called the spectral germ of the operator family A 1 (k; x 2 ) at k = 0. In our case (i.e., for the one-dimensional elliptic operator of the form − d dx g(x) d dx ), the germ is calculated explicitly (see [7, Subsection 6.1]): the operator S(x 2 ) is multiplication by the number g 0 1 (x 2 ) (see (1.7)). Let P be the orthoprojection in L 2 (0, 1) onto the one-dimensional subspace N. By [7, (2.13)-(2.15)], the following approximations are valid:
Here, the operators Φ(k; x 2 ) and Ψ(k; x 2 ) admit the estimates
The constants C 1 , C 2 are controlled explicitly. By [7, (1.4 .3), (1.4.6)], and (3.10), we have
where β 1 and β 2 are absolute constants.
The spectral germ of the operator family A 1 (k)
. We return to the family (3.4) in L 2 (Ω). First, we note that the interval (δ, 3δ) is free of the spectrum of A 1 (k) for |k| ≤ t 0 (this follows from (3.4) and (3.12)). By (3.4) and (3.6), we have
Here, by (3.7), X(k) = X 0 + kX 1 ,
Clearly, X 0 is the operator in L 2 (Ω) given by the expression (g 1 (x)) 1/2 D 1 on the domain (3.2), and X 1 is the operator of multiplication by the function (g 1 (x)) 1/2 . For the operator A 1 (0) with k = 0, we have
Thus, the kernel N is isomorphic to L 2 (0, a) and consists of functions depending only on the second variable. Obviously,
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which means that the space N (= L 2 (0, a)) can be viewed as a direct integral of the one-dimensional spaces N (= C). It is also clear that the orthoprojection P of L 2 (Ω) onto the kernel N can be represented as the direct integral of the orthoprojections P of L 2 (0, 1) onto N:
In the space (3.18), we introduce the decomposable operator
which is the operator of multiplication by the function g 0 1 (x 2 ). The operator S is called the spectral germ of the operator family A 1 (k) at k = 0.
Let F (k) denote the spectral projection of the operator A 1 (k) corresponding to the interval [0, δ]. Since A 1 (k) can be represented as the direct integral (3.4), we have
From (3.13), (3.19) , and (3.20) it follows that In the space N = L 2 (0, a) (see (3.17)), we consider the quadratic form
Let H s (0, a) denote the subspace in H s (0, a) formed by the functions the (aZ)-periodic extensions of which belong to H s loc (R). The form (4.1) is closed and semibounded on the domain (4.2). The selfadjoint operator in L 2 (0, a) corresponding to this form is denoted by S(k, ε). Clearly, under conditions (1.9) and (1.10), the operator S(k, ε) is given by the differential expression
Note that the first summand in (4.3) corresponds to the operator t 2 S.
The key role in the proof of Theorem 2.1 is played by the following theorem. 
The number t 0 is defined as in (3.11) . The constant C depends only on the constants c 0 and c 1 in (1.1) and on the constant c 2 in (1.4).
Deduction of Theorem 2.1 from Theorem 4.1.
Let A 0 (k, ε) be the operator family corresponding to the effective operator A 0 defined in Subsection 2.3. For A 0 (k, ε), we define the corresponding operator S 0 (k, ε) by the same rule as for A(k, ε). Clearly, S 0 (k, ε) = S(k, ε). Applying Theorem 4.1 to the operator A 0 (k, ε), we obtain
Since the coefficients g 0 j (x 2 ), j = 1, 2, satisfy estimate (1.9) with the same constants c 0 and c 1 as in (1.1), the number t 0 (see (3.11)) in (4.5) and in (4.6) is one and the same. Moreover, combining (1.9) and (1.10) with the statement of Theorem 4.1 concerning the constant C, we see that the constant C in (4.6) depends only on c 0 , c 1 , and c 2 .
From (4.5) and (4.6) it follows that
For |k| > t 0 , the required estimate can easily be obtained by variational arguments. By (1.1) and (2.2), we have
Expanding the function u ∈ H 1 (Ω) in the Fourier series with respect to variable x 1 ,
we obtain
Then (4.9) implies that
Consequently,
, ε > 0. The same estimate is true with A(k, ε) replaced by A 0 (k, ε). Combining this with (4.7), we obtain (2.7) with the constant C = max{ C + C , 2c −1 0 t −2 0 } depending only on c 0 , c 1 , and c 2 .
Theorem 4.1 is proved in § §5-7. §5. Preliminary estimates 5.1. By (4.9), we have
where c * = min{c 0 , 1}.
As in (4.8), from (1.1) and (3.1) it follows that
By (1.9), the form (4.1) satisfies the estimate
Relations (5.1), (5.3), and (5.5) imply that
for all k ∈ [−π, π) and ε ≥ 0.
Next, from the estimate (see (4.8))
for all k ∈ [−π, π) and ε > 0. Similarly, (5.2) implies (5.10)
Finally, from (5.4) we obtain
for all k ∈ [−π, π) and ε > 0.
5.2.
Recall that F (k) denotes the spectral projection of the operator A 1 (k) for the interval [0, δ], and P denotes the orthoprojection of L 2 (Ω) onto the subspace N of functions depending only on x 2 .
Proof. By (2.2) and (3.1), we have
which proves (5.12).
In order to prove (5.13), we use (5.12), (5.6) and (3.21), (3.25):
Inequality (5.14) follows from (3.21), (3.25), (5.7), and the obvious relation
Lemma 5.1 and inequalities (5.6) and (5.7) imply the following statement.
Corollary 5.2. Let t = |k| ≤ t 0 , ε > 0. Then Let J(k, ε) be the operator defined by (5.17). Then
The constant C depends only on c 0 , c 1 , and c 2 .
Proposition 5.3 will be proved in §7. §6. Estimates of commutators 6.1. For the proof of Proposition 5.3, we need to estimate the commutator of the operator D 2 with the resolvent (A(k, ε) + ε 2 I) −1 and with the spectral projection F (k) of the operator A 1 (k). This property expresses a partial smoothness improvement (with respect to x 2 ) of the solutions of the elliptic equation − div g(x)∇u = f (x) with periodic boundary conditions and f ∈ L 2 (Ω). This is ensured by the fact that the matrix of coefficients g(x) is periodic and satisfies the Lipschitz condition (with respect to x 2 ). The corresponding theorem about smoothness improvement can easily be established by analogy with the proof of Theorem 10.1 in Chapter III of the book [9] or Theorem 8.8 in [10] .
We have integrated by parts and used the periodic boundary conditions (in x 2 ) on u and v, and also the periodicity of the coefficients g j (x) with respect to x 2 (see (1.3) ). Now we plug the functions u = (A(k, ε)+ε 2 I) −1 ϕ, v=(A(k, ε)+ε 2 I) −1 ψ in the relation obtained. Here ϕ, ψ ∈ L 2 (Ω). Then the left-hand side of (6.2) takes the form
and the right-hand side looks like this:
Thus,
By (1.4), (5.6), (5.8) , and (5.9), the operator on the right is bounded.
From (1.4), (5.6), (5.8), (5.9), and (5.13) it follows that the operator (6.3) multiplied by P ⊥ from the right satisfies the estimate
6.2.
For calculating the commutator [D 2 , F (k)], we represent the spectral projection F (k) as the integral of the resolvent (A 1 (k) − zI) −1 over the contour Γ that envelopes the real interval [0, δ] equidistantly with distance δ. We recall that, for |k| ≤ t 0 , the interval (δ, 3δ) is free of the spectrum of the operator A 1 (k); therefore,
where the constants C 6 and C 7 depend on c 0 , c 1 , and c 2 .
Proof. First, we calculate the commutator clos[D 2 , (A 1 (k) − zI) −1 ] . Suppose functions u, v ∈ Dom a 1 (k) (see (3.2) ) are such that D 2 u, D 2 v ∈ Dom a 1 (k) and u(x), v(x) are equal to zero in some neighborhood of the set {x ∈ ∂Ω : x 2 = 0 or x 2 = a}. Then (6.8)
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We have integrated by parts and used the fact that u and v vanish near the corresponding part of the boundary. We put u = ( By using (1.4) , it is easily seen that u and v satisfy the required conditions. From (6.8) it follows that
Now (1.4) and (5.10) yield the estimate (6.10)
Finally, we use the inequality (6.11)
and z ∈ Γ. Inequalities (6.10) and (6.11) imply 2 , z ∈ Γ, |k| ≤ t 0 . By (6.5) and (6.12), we have (6.13) [D 2 , F (k)] L2(Ω)→L2(Ω) ≤ (2δ + 2πδ)(2π) −1 c 2 c −1 0 c(δ) 2 =: C 6 , |k| ≤ t 0 , which proves (6.6).
Relations (1.4), (5.10), (6.4), and (6.11) show that the commutator (6.9) multiplied by F (k) from the right satisfies the estimate (6.14)
Recalling (3.23) and (3.26), we obtain
(Ω) , t ≤ t 0 (we have also used the fact that S L2(Ω)→L2(Ω) = max |g 0 1 (x 2 )| ≤ c 1 by (1.9) ). Thus, (6.15)
Combining this with (6.5) and (6.14), we arrive at (6.7) with
6.3.
In the sequel, we shall need the following statement. Lemma 6.3. We have
Proof. Let u ∈ H 1 (Ω). Then, obviously, u ∈ Dom a 1 (k) = (0,a) ⊕ H 1 (0, 1) dx 2 . Since F (k) Dom a 1 (k) ⊂ Dom a 1 (k), a fortiori, we have F (k)u ∈ Dom a 1 (k). This means that D 1 (F (k)u) ∈ L 2 (Ω), and F (k)u satisfies periodic boundary conditions with respect to
(Ω), and the operators F (k) and [D 2 , F (k)] are bounded in L 2 (Ω). The function F (k)u satisfies periodic boundary conditions in x 2 because u(x) is periodic in x 2 , the operator F (k) acts in the direct integral (3.3) layerwise, and the coefficient g 1 (x) is periodic with respect to x 2 (see (1.3) ). §7. Proof of Proposition 5.3
7.1.
For the study of the operator (5.17), we wish to apply the identity
However, strictly speaking, the operator in the central brackets makes no sense. In order to obtain a precise version of (7.1), we need the following statement of abstract nature. 
where G 0 , G : H → G are densely defined linear operators acting from H into some separable Hilbert space G. Moreover, d ⊂ Dom G 0 , d ⊂ Dom G, and the operators
Then we have
. Proof. In (7.2) we take u = PT −1 2 ϕ and v = T −1 1 ψ, where ϕ, ψ ∈ H. Then u ∈ d by condition 2 • , and obviously v ∈ d. Thus,
Using condition 4 • , we rewrite this as
implies (7.3).
7.2.
Let |k| ≤ t 0 , ε > 0. We are going to apply Lemma 7.1 with H = L 2 (Ω), P = P , Q = F (k),
Obviously, conditions 1 • , 2 • , and 4 • are satisfied. Condition 3 • is also satisfied by Lemma 6.3. We check condition 5 • . The left-hand side of (7.2) takes the form
where, in accordance with (2.2), (3.1), and (4.1),
The forms I 1 and I 2 . By (3.21), for the form (7.5) we have
where G 01 = −εt 1/2 Φ(k), G 1 = εt 1/2 I. Using (3.25), (5.6) , and (5.7), we obtain
As to the form (7.6), we apply (3.23):
where G 02 = −t 3/2 Ψ(k), G 2 = t 3/2 I. Then, by (3.26) and (5.7),
The form I 3 . We rewrite the form (7.7) as
where
For the form (7.15), we have (7.17)
where G 03 = −g 2 ε 1/2 D 2 (F (k) − P ), G 3 = ε 3/2 D 2 . By (3.21), we can represent the operator G 03 as (7.18)
From (1.1), (5.7), and (6.7) it follows that
Relations (1.1), (5.16) , and (6.6) yield the estimate
Finally, relations (1.1), (3.25), (5.7), and (5.11) imply
As a result, from (7.18)-(7.21) we obtain
Next, by (5.6) and (5.9),
The form (7.16) can be rewritten as
Since P g 2 P = g 0 2 (see (1.8)), the first two terms on the right in (7.24) compensate each other. Consequently,
where G 04 = −g 2 ε 3/2 D 2 P , G 4 = ε 1/2 P ⊥ D 2 . Relations (1.1), (5.7), and (5.11) imply that
Next, we have
The first term on the right is estimated with the help of (6.1), and the second with the help of (5.13) and (5.9). As a result, we obtain
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We put G = L 2 (Ω; C 4 ) = L 2 (Ω) × L 2 (Ω) × L 2 (Ω) × L 2 (Ω) and introduce the operators
The operators G 0 and G are densely defined, and we have
Thus, we have checked condition (7.2) in the case in question. Relations (7.10), (7.13), (7.23), and (7.27) show that the operator G(A(k, ε) + ε 2 I) −1 : L 2 (Ω) → G is bounded, and
. Inequalities (7.9), (7.12), (7.22), and (7.26) imply that the operator G 0 (S(k, ε)P + ε 2 I) −1 P : L 2 (Ω) → G is bounded, and
Observe that the constants C 9 and C 10 can be expressed in terms of c 0 , c 1 , c 2 .
Thus, we see that condition 5 • of Lemma 7.1 is satisfied. Applying Lemma 7.1, we obtain the representation In this section, we briefly discuss possible generalizations of the main result of the paper.
8.1.
The two-dimensional operator of the form (0.2) in L 2 (Π) with a nondiagonal matrix g(x) can also be studied. The statement of Theorem 1.1 carries over to the case where the antidiagonal entries of the matrix g(x) do not depend on x 1 , i.e., g(x) is of the form
We suppose that the matrix g(x) is positive definite and bounded, and that the coefficients g 1 , g 2 are subject to the same conditions as before. Also, we assume that the coefficient g(x 2 ) is real-valued, periodic (with respect to x 2 ), and Lipschitz. In this case the effective operator coincides with A 0 = − div g 0 grad, where g 0 = g 0 1 (x 2 ) g(x 2 ) g(x 2 ) g 0 2 (x 2 )
, and the g 0 j (x 2 ), j = 1, 2, are as in (1.7) and (1.8) . Under the above conditions, an analog of estimate (1.11) is valid.
In the case where g(x) is a nondiagonal matrix of general type, additional technical difficulties arise, and the author has not yet succeeded in overcoming them.
8.2.
An analog of the operator (0.2) can also be studied in the domain Ξ = R d1 × (0, a) d2 of an arbitrary dimension d = d 1 + d 2 . We use the notation x = (x , x ) ∈ Ξ, x ∈ R d1 , x ∈ (0, a) d2 , D x = −i grad x , D * x = −i div x , and similarly for D x , D * x . In L 2 (Ξ), we consider the operator A corresponding to the differential expression
with periodic boundary conditions on ∂Ξ. Here g 1 (x) is a (d 1 × d 1 )-matrix-valued function, and g 2 (x) is a (d 2 × d 2 )-matrix-valued function in Ξ. Both matrices are real-valued, measurable, positive definite, and periodic in x with respect to a lattice Γ ⊂ R d1 . We assume that g j , g −1 j ∈ L ∞ (Ξ), j = 1, 2.
Moreover, we assume that g 1 , g 2 belong to the Lipschitz class with respect to x , ess sup x∈Ξ |D x g j (x)| ≤ c, j = 1, 2, and satisfy periodic boundary conditions in x (the values of g 1 , g 2 on the opposite faces of Ξ coincide). We consider the operator We present the rule of calculation of the coefficients. Let Ω ⊂ R d1 be the cell of the lattice Γ. Then g 0 2 (x ) is equal to the mean value of g 2 :
The matrix g 1 (x) is homogenized by the rule corresponding to the d 1 -dimensional elliptic operator D * x g 1 D x . This rule can be described as follows. For a given C ∈ C d1 , let v(x) be the periodic (in x ) solution of the equation D * x g 1 (x , x )(D x v + C) = 0. (Here x is a parameter.) Then
Note that, for d 1 = 1, the rule (8.4) corresponds to calculating the harmonic average value of g 1 , and then (8.4) turns into (1.7). The following analog of Theorem 1.1 is true. 
8.3.
We can include "antidiagonal" terms in the operator (8.1), but only with coefficients independent of x . In this case, A = − div g(x) grad, and the matrix g(x) is of the form
where g 1 , g 2 are as above, the (d × d)-matrix-valued function g(x) is bounded and positive definite, and the (d 1 × d 2 )-matrix-valued function g(x ) is periodic (in x ) and belongs to the Lipschitz class. In this case, the effective operator is of the form A 0 = − div g 0 (x ) grad, where g 0 (x ) = g 0 1 (x ) g(x ) ( g(x )) * g 0 2 (x )
.
Here g 0 1 and g 0 2 are defined by the same rules (8.4) and (8.3), respectively. Under the above conditions, an analog of estimate (8.5) is valid.
