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2 Quelques espaces de modules d’intersectionscomple`tes lisses qui sont quasi-projectifs
Olivier BENOIST∗
Re´sume´
Pour certaines valeurs des degre´s des e´quations, on montre, a` l’aide de
the´orie ge´ome´trique des invariants, que l’espace de modules grossier des
intersections comple`tes lisses dans PN est quasi-projectif.
Abstract
For some values of the degrees of the equations, we show, using geo-
metric invariant theory, that the coarse moduli space of smooth complete
intersections in PN is quasi-projective.
1 Introduction
1.1 Quasi-projectivite´ d’espaces de modules
La question de la quasi-projectivite´ des espaces de modules de varie´te´s alge´-
briques a e´te´ re´volutionne´e par Mumford qui a de´veloppe´ pour l’e´tudier la the´orie
ge´ome´trique des invariants. Cette technique a permis a` Mumford [20] de montrer
la quasi-projectivite´ de l’espace de modules des courbes lisses, puis a` Knudsen
[12] et Gieseker et Mumford [19] de montrer inde´pendamment la projectivite´ de
l’espace des modules des courbes stables. En dimension supe´rieure, les travaux
de Viehweg [25] montrent la quasi-projectivite´ des espaces de modules de varie´te´s
lisses canoniquement polarise´es en caracte´ristique nulle.
Une autre strate´gie pour montrer la quasi-projectivite´ d’un espace de mo-
dules, efficace quand celui-ci est propre, a e´te´ de´veloppe´e par Kolla´r [14]. Elle
devrait permettre de montrer la projectivite´ de compactifications modulaires
des espaces de modules e´tudie´s par Viehweg (voir [13]).
Dans ces exemples, le fibre´ canonique des varie´te´s conside´re´es ve´rifie des
proprie´te´s de positivite´. A contrario, on ne connaˆıt pas d’e´nonce´ ge´ne´ral sur la
quasi-projectivite´ des espaces de modules de varie´te´s de Fano. Vu les exemples
de Kolla´r [16] d’espaces de modules non quasi-projectifs de varie´te´s polarise´es,
il n’est pas clair dans quelle ge´ne´ralite´ attendre des re´sultats positifs.
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Dans ce texte, on e´tudie le cas particulier des intersections comple`tes lisses
par des me´thodes de the´orie ge´ome´trique des invariants. On construit ainsi de
nombreux exemples d’espaces de modules quasi-projectifs de varie´te´s de Fano.
1.2 E´nonce´ des principaux re´sultats
Soient N ≥ 2, 1 ≤ c ≤ N − 1 et 2 ≤ d1 ≤ . . . ≤ dc des entiers. Une intersection
comple`te sur un corps k est un sous-sche´ma de codimension c de PNk de´fini par
c e´quations homoge`nes de degre´s d1, . . . , dc.
Soit H l’ouvert du sche´ma de Hilbert de PN
Z
parame´trant les intersections
comple`tes lisses (voir [22] 4.6.1). Si on n’a pas c = 1 et d1 = 2, l’action par
changement de coordonne´es de PGLN+1 sur H est propre ([5] The´ore`me 1.7),
et le the´ore`me de Keel et Mori [11] montre l’existence d’un quotient ge´ome´trique
M deH par PGLN+1, unique par [15] Corollary 2.15. C’est un espace alge´brique
se´pare´ de type fini sur Spec(Z) : l’espace de modules (grossier) des intersections
comple`tes lisses.
L’espace alge´brique M est-il un sche´ma? Un sche´ma quasi-projectif ? Un
sche´ma affine ? Le re´sultat principal de ce texte est le suivant :
The´ore`me 1.1. Soit M l’espace de modules des intersections comple`tes lisses.
(i) Si d1 = · · · = dc et si l’on n’a pas c = 1 et d1 = 2, M est un sche´ma affine.
(ii) Si c ≥ 2, d1 < d2 = · · · = dc et d2(N − c+ 2) > d1((c− 1)(d2 − d1) + 1),
M est un sche´ma quasi-projectif.
En caracte´ristique nulle, la quasi-projectivite´ d’un espace de modules de
varie´te´s lisses dont le fibre´ canonique est ample est connue par les travaux de
Viehweg [25]. Or si c ≥ 2 et d1 < d2 = · · · = dc, et que le fibre´ canonique des
intersections comple`tes conside´re´es n’est pas ample, les hypothe`ses du the´ore`me
1.1 (ii) sont ve´rifie´es. En effet, on a N+1 ≥ (c−1)d2+d1 ≥ (c−1)(d2−d1)+(c−
1)+d1. Ainsi, d2(N−c+2) ≥ d2(c−1)(d2−d1)+d2d1 > d1((c−1)(d2−d1)+1).
Les re´sultats de Viehweg et le the´ore`me 1.1 impliquent donc :
Corollaire 1.2. En caracte´ristique nulle, si d1 ≤ d2 = · · · = dc et si l’on n’a
pas c = 1 et d1 = 2, M est un sche´ma quasi-projectif.
1.3 Le cas d1 = · · · = dc
La preuve du the´ore`me 1.1 (ii) occupe la majeure partie de ce texte. En revanche,
le the´ore`me 1.1 (i) est facile : le cas des hypersurfaces (c = 1) est duˆ a` Mumford
([20] Prop. 4.2), et la preuve se ge´ne´ralise facilement.
Preuve du the´ore`me 1.1(i). Soit H¯ la grassmanienne (relative sur Spec(Z))
des sous-espaces vectoriels de dimension c de H0(PN ,O(d1)). Le sche´ma de Hil-
bertH s’identifie a` un ouvert de H¯ : le comple´mentaire du diviseur discriminant.
Comme la grassmanienne est lisse de groupe de Picard engendre´ par le fibre´ de
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Plu¨cker, tout diviseur effectif non trivial sur celle-ci est ample. Ainsi, le discri-
minant est ample, et son comple´mentaire H est affine. On pose H = Spec(A).
Par [5] The´ore`me 1.7, PGLN+1 agit proprement sur H . Comme de plus
PGLN+1 est re´ductif, on peut appliquer un the´ore`me de Seshadri ([23] Theo-
rem 3, [15] Theorem 7.3) pour montrer que le quotient ge´ome´trique de H par
PGLN+1 est M = Spec(A
PGLN+1), et est donc affine.
1.4 Plan du texte
L’argument de Mumford de´crit ci-dessus fonctionne car H admet une compacti-
fication tre`s simple. Quand d1 < d2 = · · · = dc, H a encore une compactification
explicite H¯ : un fibre´ en grassmaniennes sur un espace projectif. Les paragraphes
2.1 et 2.2 sont consacre´s a` la construction et a` l’e´tude de cette compactification.
Le re´sultat principal est le the´ore`me 2.7 qui calcule son coˆne ample.
On pourrait alors espe´rer que l’argument de Mumford fonctionne encore :
il faudrait que le diviseur discriminant soit ample sur H¯ . Malheureusement, ce
n’est jamais le cas si c = 2 (voir la remarque 2.9). On doit donc appliquer la
the´orie ge´ome´trique des invariants de manie`re moins na¨ıve : on fixe un fibre´
ample sur H¯ et on calcule a` l’aide du crite`re de Hilbert-Mumford quand toutes
les intersections comple`tes lisses sont stables. C’est l’objet du paragraphe 2.3.
La preuve de l’ine´galite´ qui permet de ve´rifier le crite`re de Hilbert-Mumford
est reporte´e a` la troisie`me partie : c’est le the´ore`me 3.1. Celui-ci est e´nonce´ et
de´montre´ sans hypothe`ses restrictives sur les degre´s des intersections comple`tes.
On peut maintenant expliquer le roˆle des hypothe`ses du the´ore`me 1.1. Si
l’on n’a pas d1 ≤ d2 = · · · = dc, je ne connais pas de compactification explicite
de H analogue a` celles e´voque´es ci-dessus. Si d1 < d2 = · · · = dc, mais qu’on n’a
pas d2(N − c+ 2) > d1((c − 1)(d2 − d1) + 1), aucun fibre´ en droites ample sur
H¯ ne rend toutes les intersections comple`tes lisses stables (proposition 2.16), et
on ne peut pas appliquer la the´orie ge´ome´trique des invariants sur H¯ .
Pour montrer la quasi-projectivite´ de M pour d’autres valeurs des degre´s a`
l’aide de the´orie ge´ome´trique des invariants, il faut donc conside´rer une autre
compactification de H . On peut choisir (suivant Mumford [19]) le sche´ma de
Hilbert de PN . Cette possibilite´ est discute´e dans la quatrie`me partie. On y
explique en particulier pourquoi l’ine´galite´ 3.1 est plus faible que celle qui serait
ne´cessaire a` la preuve de la Hilbert-stabilite´ des intersections comple`tes lisses.
1.5 Liens avec d’autres travaux
La the´orie ge´ome´trique des invariants d’hypersurfaces ou d’intersections comp-
le`tes dans PN a e´te´ e´tudie´e dans de nombreux cas particuliers : surfaces quar-
tiques [24], solides cubiques [1], cubiques dans P5 [17], pinceaux de quadriques
dans P4 [3], intersections d’une quadrique et d’une cubique dans P3 [6], [7], ...
Chacun de ces travaux e´tudie un espace de modules pre´cis et me`ne une ana-
lyse comple`te : le lieu semi-stable est calcule´ et on obtient une compactification
de l’espace de modules. Dans ce texte, on obtient des re´sultats pour beaucoup
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de valeurs des degre´s, mais le re´sultat est moins fort : on se contente de montrer
que les intersections comple`tes lisses sont stables.
Signalons particulie`rement [6] et [7] ou` est mene´e une e´tude tre`s pre´cise du
cas particulier N = 3, c = 2, d1 = 2 et d2 = 3, en utilisant la compactification
H¯ e´tudie´e dans la suite de cet article.
Remerciements. Les suggestions d’un rapporteur anonyme ont permis
d’ame´liorer la pre´sentation de ce texte de manie`re importante.
2 Ge´ome´trie du sche´ma H¯
Conventions 2.1. Dans cette partie, on fixe 2 ≤ c ≤ N − 1 et 2 ≤ d1 < d2 =
. . . = dc des entiers. Une intersection comple`te sur un corps K est toujours de
codimension c dans PNK et de degre´s d1, . . . , dc.
Sauf mention du contraire, les sche´mas que nous conside´rerons seront de´finis
sur Spec(Z). En particulier, PN = PN
Z
. Quand on manipulera un point ge´ome´tri-
que, on notera toujours K le corps alge´briquement clos sur lequel il est de´fini.
Si F est un faisceau localement libre sur un sche´ma, le fibre´ vectoriel ge´ome´-
trique associe´ a` F est celui dont le faisceau des sections est F∨. Par G(r,F),
on de´signera la grassmannienne des sous-espaces vectoriels de rang r de ce fibre´
vectoriel ge´ome´trique. Quand r = 1, on notera aussi ce sche´ma P(F).
2.1 Constructions
On construit tout d’abord les sche´mas H et H¯ , les familles de sous-sche´mas
de PN qu’ils parame`trent, ainsi que divers faisceaux localement libres sur ces
espaces. On utilisera notamment les notations du diagramme ci-dessous.
X¯
pr2
rr❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡ m
M
||①①
①①
①
H¯
pi2

π∗2X¯d1pr1
oo
k
K
xxqq
qq
qq
pi2

PN × H¯
pr
gg❖❖❖❖❖❖❖❖
pi2

H¯d1
pi1

X¯d1pr1
oo
k
K
xxqq
qq
qq
q
PN × H¯d1
pi1

pr
gg◆◆◆◆◆◆◆
Spec(Z)
PN
pr
gg❖❖❖❖❖❖❖❖
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Hypersurfaces. Soit d ≥ 1. Notons pr : PN → Spec(Z) le morphisme
structurel. Le faisceau pr∗OPN (d) sur Spec(Z) est localement libre, et ses fibres
ge´ome´triques s’identifient a` H0(PNK ,O(d)). On note H¯d = P((pr∗OPN (d))
∨) et
π1 : H¯ → Spec(Z) la projection. Un point ge´ome´trique de H¯d est une droite
vectorielle 〈F 〉 de H0(PNK ,O(d)).
On note encore pr : PN×H¯d → H¯d et π1 : P
N×H¯d → P
N les changements de
base. La construction de H¯d fournit une injection du fibre´ en droites tautologique
OH¯d(−1) → π
∗
1pr∗OPN (d). Par changement de base par le morphisme plat π1,
cette injection se re´e´crit OH¯d(−1) → pr∗OPN×H¯d(d; 0). Tirant en arrie`re sur
PN × H¯d, et utilisant l’adjonction, on obtient un morphisme de fibre´s en droites
O
PN×H¯d(0;−1)→ OPN×H¯d(d; 0). Le lieu ou` ce morphisme est nul est un diviseur
de Cartier X¯d sur P
N × H¯d. Par construction, la fibre en 〈F 〉 de pr1 : X¯d → H¯d
est le sous-sche´ma {F = 0} de PNK . L’e´quation de X¯d fournit sur P
N × H¯d la
suite exacte courte suivante :
0→ OPN×H¯d(−d;−1)→ OPN×H¯d → OX¯d → 0.
Tensorisons par O
PN×H¯d(l; 0), et appliquons pr∗ en remarquant par calcul du
H1 des fibres que R1pr∗OPN×H¯d(−d;−1) = 0. Utilisons la formule de projection
et le changement de base par le morphisme plat π1 pour obtenir sur H¯d la suite
exacte courte de faisceaux suivante :
0→ π∗1pr∗OPN (l − d)⊗OH¯d(−1)→ π
∗
1pr∗OPN (l)→ pr1∗OX¯d(l)→ 0. (1)
Par exactitude a` droite du produit tensoriel, on voit que la fibre ge´ome´trique
(pr1∗OX¯d(l))〈F 〉 estH
0(PNK ,O(l))/ 〈F 〉, ou` l’on a note´ 〈F 〉 = H
0(PNK ,O(l−d))·F .
Ainsi, pr1∗OX¯d(l) est localement libre par constance de la dimension de ses fibres,
et la fibre ge´ome´trique en 〈F 〉 de la suite exacte courte de faisceaux localement
libres (1) est :
0→ 〈F 〉 → H0(PNK ,O(l))→ H
0(PNK ,O(l))/ 〈F 〉 → 0. (2)
Intersections comple`tes. On a vu ci-dessus que pr1∗OX¯d1 (d2) est un fais-
ceau localement libre sur H¯d1 . On notera H¯ = GH¯d1 (c − 1, (pr1∗OX¯d1 (d2)
∨))
et π2 : H¯ → H¯d1 la projection. Par (2), les points ge´ome´triques de H¯ sont
en bijection avec la donne´e d’une droite 〈F1〉 de H
0(PNK ,O(d1)) et d’un sous-
espace vectoriel de dimension c − 1 de H0(PNK ,O(d2))/〈F1〉. Si F2, . . . , Fc ∈
H0(PNK ,O(d2)) engendrent ce sous-espace vectoriel, on notera [F1, F2, . . . , Fc]
ce point ge´ome´trique de H¯ . La description de H¯ comme grassmannienne rela-
tive sur un espace projectif montre que son groupe de Picard est de rang 2,
engendre´ par O(1, 0) = π∗2O(1) et par le fibre´ de Plu¨cker relatif O(0, 1).
La construction de H¯ fournit une injection du fibre´ tautologique F →
π∗2pr1∗OX¯d1 (d2). Par changement de base par le morphisme plat π2, cette in-
jection se re´e´crit F → pr1∗Opi∗2 X¯d1 (d2; 0, 0). Tirant en arrie`re sur π
∗
2X¯d1 , et
utilisant l’adjonction, on obtient un morphisme de fibre´s vectoriels pr∗1F →
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Opi∗2 X¯d1 (d2; 0, 0). Le lieu des ze´ros de ce morphisme est un sous-sche´ma X¯ de
π∗2X¯d1 . Par construction, la fibre en [F1, F2, . . . , Fc] de la projection pr2 : X¯ → H¯
est le sous-sche´ma {F1 = F2 = · · · = Fc = 0} de P
N
K .
Notons H l’ouvert de H¯ constitue´ des points ge´ome´triques [F1, F2, . . . , Fc]
tels que {F1 = F2 = · · · = Fc = 0} soit lisse de codimension c dans P
N
K . On
note X → H la restriction de X¯ → H¯ a` H . On montre aise´ment que X → H
s’identifie au sche´ma de Hilbert des intersections comple`tes lisses et a` sa famille
universelle.
Par construction de H¯ , on dispose d’une suite exacte courte de faisceaux
localement libres sur H¯ :
0→ F → π∗2pr1∗OX¯d1 (d2)→ Q→ 0, (3)
dont la fibre ge´ome´trique en [F1, . . . , Fc] s’identifie a` :
0→〈F2,...,Fc〉→H
0(PNK ,O(d2))/〈F1〉→H
0(PNK,O(d2))/〈F1,...,Fc〉→0. (4)
Par ailleurs, par (1) pour d = d1 et l = d2, on dispose d’une suite exacte
courtes de faisceaux localement libres sur H¯ :
0→pi∗2pi
∗
1pr∗OPN (d2−d1)⊗O(−1,0)→pi
∗
2pi
∗
1pr∗OPN (d2)→pi
∗
2pr1∗OX¯d1
(d2)→0. (5)
Par (2), la fibre ge´ome´trique de (5) en [F1, . . . , Fc] s’identifie a` :
0→ 〈F1〉 → H
0(PNK ,O(d2))→ H
0(PNK ,O(d2))/〈F1〉 → 0. (6)
Notons E le faisceau localement libre noyau de la compose´e des surjections
π∗2π
∗
1pr∗OPN (d2)→ π
∗
2pr1∗OX¯d1 (d2)→ Q. Les suites exactes (3), (4), (5) et (6)
permettent d’e´crire le diagramme exact (7) de faisceaux localement libres sur
H¯ ci-dessous et de calculer sa fibre ge´ome´trique (8) en [F1, . . . , Fc] :
0

0

pi∗2pi
∗
1pr∗OPN (d2−d1)⊗O(−1,0)

pi∗2pi
∗
1pr∗OPN (d2−d1)⊗O(−1,0)

0 // E //

pi∗2pi
∗
1pr∗OPN (d2)
//

Q // 0
0 // F //

pi∗2pr1∗OX¯d1
(d2) //

Q // 0
0 0
(7)
0

0

〈F1〉

〈F1〉

0 // 〈F1,...,Fc〉 //

H0(PNK ,O(d2))
//

H0(PNK ,O(d2))/〈F1,...,Fc〉
// 0
0 // 〈F1,...,Fc〉/〈F1〉 //

H0(PNK ,O(d2))/〈F1〉
//

H0(PNK ,O(d2))/〈F1,...,Fc〉
// 0
0 0
(8)
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Action de SLN+1. L’action de SLN+1 sur A
N+1 induit des actions de
SLN+1 par changement de coordonne´es sur tous les espaces et faisceaux de´crits
ci-dessus. En particulier, SLN+1 agit sur le faisceau localement libre pr∗OPN (d1),
induisant une line´arisation de O(1) sur H¯d1 . Par fonctorialite´, on en de´duit une
line´arisation de O(1, 0) sur H¯ . De meˆme, SLN+1 agit sur le faisceau localement
libre pr1∗OXd1 (d2), donc sur
∧c−1
(pr1∗OXd1 (d2)), induisant une line´arisation du
fibre´ de Plu¨cker relatif O(0, 1) sur H¯. Par combinaisons line´aires, on construit
alors une line´arisation naturelle de tous les fibre´s en droites O(l1, l2) sur H¯ . Ces
line´arisations sont uniques par [20], Prop. 1.4.
2.2 Fibre´s amples sur H¯
Avant de pouvoir prouver le the´ore`me 2.7 qui de´crit les fibre´s en droites amples
sur H¯ , on a besoin re´sultats pre´liminaires sur la ge´ome´trie de H¯ .
Lien entre H¯ et H¯d1 × H¯
c−1
d2
. L’injection de faisceaux localement libres E →
π∗2π
∗
1pr∗OPN (d2) dans le diagramme (7) induit une immersion ferme´e PE
∨ →֒
H¯ × H¯d2 entre fibre´s projectifs sur H¯ . En prenant le produit fibre´ au-dessus
de H¯ de c − 1 copies de ces fibre´s projectifs, on obtient une immersion ferme´e
i : Σ →֒ H¯ × H¯c−1d2 .
Remarquons que, par le diagramme (8), les points ge´ome´triques de Σ sont les
([F1, . . . , Fc], 〈G2〉, . . . , 〈Gc〉) ∈ (H¯ × H¯
c−1
d2
)(K) tels que Gi ∈ 〈F1, . . . , Fc〉 pour
2 ≤ i ≤ c. Le diagramme ci-dessous re´sume les notations que nous utiliserons.
H¯ × H¯c−1d2
pi2×id
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
p1

✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
Σ
i
OO
e
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
q
$$■
■■
■■
■■
■■
■■
H¯d1 × H¯
c−1
d2
p1
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
H¯
pi2
{{✈✈
✈✈
✈✈
✈✈
✈✈
H¯d1
Notre objectif est de comparer les espaces H¯ et H¯d1 × H¯
c−1
d2
via Σ. On
commence par e´tudier l’application e := (π2 × id) ◦ i. La description des points
ge´ome´triques de Σ et de H¯d1×H¯
c−1
d2
montre que le ferme´ de H¯d1×H¯
c−1
d2
ou` e a des
fibres de dimension > 0 a pour points ge´ome´triques les (〈F1〉, 〈G2〉, . . . , 〈Gc〉)
tels que 〈F1〉 ∩ 〈G2, . . . , Gc〉 6= {0}. On note ce ferme´ W , et on le munit de
sa structure re´duite. Notons E le ferme´ e−1(W ) de Σ, et munissons-le de sa
structure re´duite (E = e−1(W ) vaut ensemblistement mais pas ne´cessairement
sche´matiquement). Les points ge´ome´triques de E sont les points ge´ome´triques
([F1, . . . , Fc], 〈G2〉, . . . , 〈Gc〉) de Σ tels que 〈F1, G2, . . . , Gc〉 ( 〈F1, . . . , Fc〉.
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Lemme 2.2. Les sche´mas E et W sont irre´ductibles.
Preuve. Comme W = e(E), il suffit de montrer que E est irre´ductible. Pour
cela, il suffit de montrer que les fibres ge´ome´triques de q|E : E → H¯ le sont. Soit
[F1, . . . , Fc] un point ge´ome´trique de H¯ . La fibre ge´ome´trique de q|E : E → H¯
correspondante est constitue´e des (〈G2〉, . . . , 〈Gc〉) n’induisant pas une base de
〈F1, . . . , Fc〉/〈F1〉. Elle est donc ensemblistement de´finie par l’annulation d’un
de´terminant, et irre´ductible par irre´ductibilite´ du de´terminant.
Lemme 2.3. Le morphisme e|Σ\E : Σ \E → (H¯d1 × H¯
c−1
d2
) \W est un isomor-
phisme.
Preuve. Le morphisme e = (π2 × id) ◦ i est propre comme compose´e, donc,
par changement de base, e|Σ\E est propre. De plus, la description des points
ge´ome´triques de Σ et H¯d1 × H¯
c−1
d2
montre que e|Σ\E re´alise une bijection entre
points ge´ome´triques. Ainsi, e|Σ\E est propre et quasifini, donc fini. Finale-
ment, par lissite´ ge´ne´rique (H¯d1 × H¯
c−1
d2
est de caracte´ristique ge´ne´rique 0),
e−1(〈F1〉, 〈G2〉, . . . , 〈Gc〉) est un point re´duit pour (〈F1〉, 〈G2〉, . . . , 〈Gc〉) ge´ne´-
rique, de sorte que e|Σ\E est birationnel. Comme H¯d1 × H¯
c−1
d2
est re´gulier donc
normal, par le Main Theorem de Zariski, e|Σ\E est un isomorphisme.
Des e´quations pour E et W .
Proposition 2.4. Le sous-sche´ma E est un diviseur de Cartier dans Σ et
O(E) = i∗O(0,−1, 1, . . . , 1).
Preuve. La construction de Σ comme produit de fibre´s projectifs sur H¯ fournit
c−1 sous-faisceaux tautologiques L1, . . . ,Lc−1 de q
∗E . On a donc un morphisme⊕c−1
k=1 Lk → q
∗E dont la fibre ge´ome´trique en ([F1, . . . , Fc], 〈G2〉, . . . , 〈Gc〉) est
〈G2〉 ⊕ · · · ⊕ 〈Gc〉 → 〈F1, . . . , Fc〉. Remarquons que, par compatibilite´ entre
les faisceaux tautologiques des fibre´s projectifs PE∨ et H¯ × H¯d2 sur H¯ , on a
L1 = i
∗O(0, 0,−1, 0 . . . , 0), . . . ,Lc−1 = i
∗O(0, 0, . . . , 0,−1).
D’autre part, en tirant en arrie`re sur Σ le morphisme E → F du dia-
gramme (7), on obtient un morphisme q∗E → q∗F dont la fibre ge´ome´trique en
([F1, . . . , Fc], 〈G2〉, . . . , 〈Gc〉) est 〈F1, . . . , Fc〉 → 〈F1, . . . , Fc〉 / 〈F1〉 par le dia-
gramme (8). Notons β :
⊕c−1
k=1 Lk → q
∗F la compose´e de ces deux morphismes
de faisceaux.
Les fibres β([F1,...,Fc],〈G2〉,...,〈Gc〉) : 〈G2〉 ⊕ · · · ⊕ 〈Gc〉 → 〈F1, . . . , Fc〉/〈F1〉 de
β sont des isomorphismes exactement si ([F1, . . . , Fc], 〈G2〉, . . . , 〈Gc〉) /∈ E(K).
On en de´duit que det(β) est une injection, et que son conoyau K a pour support
un sous-sche´ma ferme´ de Σ dont la re´duction est E.
On remarque alors que det(
⊕c−1
k=1 Lk) = i
∗O(0, 0,−1, . . . ,−1) et que, par
de´finition du fibre´ de Plu¨cker, det(q∗F) = i∗O(0,−1, 0, . . . , 0). Tensorisant par
i∗O(0, 1, 0, . . . , 0), on obtient :
0→ i∗O(0, 1,−1, . . . ,−1)→ OΣ → K⊗ i
∗O(0, 1, 0, . . . , 0)→ 0.
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Le fibre´ en droites i∗O(0, 1,−1, . . . ,−1) s’identifie ainsi au faisceau d’ide´aux
d’un diviseur de Cartier D de Σ qui co¨ıncide ensemblistement avec E.
Le sous-sche´ma E est donc le diviseur de Cartier re´duit associe´ a` D sur le
sche´ma re´gulier Σ. Comme, par le lemme 2.2, E est irre´ductible, il existe k ≥ 1
tel que i∗O(0, 1,−1, . . . ,−1) = O(−kE). Or la description de Σ comme produit
de fibre´s projectifs montre que i∗O(0, 1,−1, . . . ,−1) n’est pas divisible dans
Pic(Σ). On a donc ne´cessairement k = 1, et O(E) = i∗O(0,−1, 1, . . . , 1).
Les calculs que nous me`nerons par la suite ne´cessitent d’avoir des e´quations
au moins ensemblistes pour W . C’est l’objet de la proposition 2.5.
Proposition 2.5. Soit (〈F1〉, 〈G2〉, . . . , 〈Gc〉) un point ge´ome´trique de H¯d1 ×
H¯c−1d2 n’appartenant pas a` W . Alors il existe un diviseur D ∈ |OH¯d1×H¯
c−1
d2
((c−
1)(d2 − d1) + 1, 1, . . . , 1)| contenant W mais pas (〈F1〉, 〈G2〉, . . . , 〈Gc〉).
Preuve. Soit (X0, . . . , XN) un syste`me de coordonne´es sur P
N , c’est-a`-dire une
base de H0(PN ,O(1)). On note Md l’ensemble des monoˆmes de degre´ d en les
Xi : c’est une base de H
0(PN ,O(d)). On obtient des coordonne´es sur les espaces
projectifs H¯d1 et H¯d2 en conside´rant les bases duales (aL)L∈Md1 et (b
(i)
M )M∈Md2
de H0(PN ,O(d1))
∨ = H0(H¯d1 ,O(1)) et H
0(PN ,O(d2))
∨ = H0(H¯d2 ,O(1)), ou`
l’exposant i (2 ≤ i ≤ c) permet de distinguer les coordonne´es sur les c − 1
copies de H¯d2 . On choisit notre syste`me de coordonne´es de sorte que F1 ait un
coefficient non nul en Xd10 , qu’on peut alors supposer e´gal a` 1.
Soit 2 ≤ i ≤ c. Conside´rons l’identite´
ad2−d1+1
X
d1
0
g(i) = q
(i)
d2−d1+1
f + r
(i)
d2−d1+1
(9)
obtenue en substituant la variable b
(i)
M a` la variable bM dans l’identite´ fournie
par le lemme 2.6 ci-dessous. Substituant alors les coefficients de F1 dans les
aL et les coefficients de Gi dans les b
(i)
M , on obtient une e´galite´ de la forme
Gi = QiF1 + Ri dans K[X0, . . . , XN ]. Comme (〈F1〉, 〈G2〉, . . . , 〈Gc〉) /∈ W , les
Ri forment une famille libre. On peut donc trouver (Mj)2≤j≤c des monoˆmes de
Md2 tels que la matrice (c− 1)× (c− 1) dont le coefficient (i, j) est le coefficient
de Mj dans Ri soit inversible.
On note C
(i)
j ∈ Z[aL, b
(i)
M ]L∈Md1 ,M∈Md2 le coefficient de Mj dans r
(i)
d2−d1+1
.
Alors P = det(C
(i)
j ) est un polynoˆme homoge`ne de degre´ (c− 1)(d2− d1+1) en
les aL et, pour tout i ∈ {2, . . . , c− 1}, de degre´ 1 en les b
(i)
M . On voit P comme
une section de OH¯d1×H¯
c−1
d2
((c − 1)(d2 − d1 + 1), 1, . . . , 1). Par choix des Mj , P
est non nul en (〈F1〉, 〈G2〉, . . . , 〈Gc〉).
Montrons que {P = 0} contient W . Comme, par le lemme 2.2, W est
inte`gre, il suffit de voir que {P = 0} contient les points ge´ome´triques de l’ou-
vert dense de W de´fini par l’e´quation a
X
d1
0
6= 0. Soit donc (〈F ′1〉, 〈G
′
2〉, . . . , 〈G
′
c〉)
un point ge´ome´trique de W tel que le coefficient en Xd10 de F
′
1 vale 1. Comme
(〈F ′1〉, 〈G
′
2〉, . . . , 〈G
′
c〉) ∈W , il existe une e´quation de la forme
∑c
i=2 λiG
′
i = QF
′
1
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avec Q ∈ K[X0, . . . , XN ] et λi ∈ K non tous nuls. Pour 2 ≤ i ≤ c, en substi-
tuant dans l’e´galite´ (9) les coefficients de F ′1 dans les aL et les coefficients de
G′i dans les b
(i)
M , on obtient des e´galite´s de la forme G
′
i = Q
′
iF
′
1 + R
′
i. Il vient∑c
i=2 λiR
′
i = (Q−
∑c
i=2 λiQ
′
i)F
′
1. Comme aucun des monoˆmes des R
′
i n’est divi-
sible par Xd10 et que le coefficient en X
d1
0 de F
′
1 est non nul, on a ne´cessairement
Q−
∑c
i=2 λiQ
′
i = 0, donc
∑c
i=2 λiR
′
i = 0. Par conse´quent, P (F
′
1, G
′
2, . . . , G
′
c) est
le de´terminant d’une matrice dont les lignes sont lie´es, et est nul. Ceci montre
que (〈F ′1〉, 〈G
′
2〉, . . . , 〈G
′
c〉) ∈ {P = 0}.
Enfin, remarquons que P est divisible par ac−2
X
d1
0
. Pour cela, utilisons la
dernie`re partie du lemme 2.6 : on a une identite´ de la forme rd2−d1+1 = aXd10
T+
b
X
d2
0
S. Par homoge´ne´ite´, S ne de´pend pas des variables (bM )M∈Md2 , de sorte
qu’on obtient, pour 2 ≤ i ≤ c des identite´s de la forme r
(i)
d2−d1+1
= a
X
d1
0
T (i) +
b
(i)
X
d2
0
S. Ces expressions montrent que, dans la matrice (C
(i)
j ), chaque ligne est
somme de deux termes : les premiers divisibles par a
X
d1
0
, les seconds tous pro-
portionnels. De´velopper le de´terminant montre que P est divisible par ac−2
X
d1
0
.
Posons alors P˜ = P/ac−2
X
d1
0
: c’est une section de OH¯d1×H¯
c−1
d2
((c−1)(d2−d1)+
1, 1, . . . , 1). Comme P est non nul en (〈F1〉, 〈G2〉, . . . , 〈Gc〉), c’est aussi le cas de
P˜ . Comme W ⊂ {P = 0}, que W est inte`gre par le lemme 2.2, et que W n’est
pas inclus dans {a
X
d1
0
= 0}, W ⊂ {P˜ = 0}. On a montre´ que D = {P˜ = 0}
convenait.
Lemme 2.6. On se place dans l’anneau
A = Z[Xs, aL, bM ]0≤s≤N,L∈Md1 ,M∈Md2
trigradue´ par le degre´ total en les Xi, en les aL et les bM . On conside`re les
e´le´ments f =
∑
L∈Md1
aLL et g =
∑
M∈Md2
bMM de A. Alors, si 0 ≤ j ≤
d2 − d1 +1, il existe qj , rj ∈ A homoge`nes de degre´s respectifs (d2 − d1, j − 1, 1)
et (d2, j, 1), tels qu’aucun monoˆme de rj ne soit divisible par X
d2+1−j
0 et que
aj
X
d1
0
g = qjf + rj .
De plus, si j ≥ 1, tout monoˆme intervenant dans rj est divisible soit par
a
X
d1
0
soit par b
X
d2
0
.
Preuve. L’existence de qj et rj re´sulte de l’algorithme de division euclidienne.
Plus pre´cise´ment, on raisonne par re´currence sur j. Si j = 0, on prend q0 = 0
et r0 = g. Pour passer de l’e´galite´ pour j a` celle pour j + 1, on multiplie par
a
X
d1
0
, on regroupe dans a
X
d1
0
rj les termes divisibles par X
d2−j
0 , et on re´e´crit ces
termes en utilisant l’identite´ :
a
X
d1
0
Xd2−j0 = X
d2−d1−j
0 f +X
d2−d1−j
0 (aXd10
Xd10 − f).
Cette construction explicite permet facilement de ve´rifier la dernie`re proprie´te´
par re´currence sur j.
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Calcul des fibre´s amples. On peut a` pre´sent montrer :
The´ore`me 2.7. Le fibre´ O(l1, l2) sur H¯ est ample si et seulement si l2 > 0 et
l1
l2
> (c− 1)(d2 − d1) + 1.
Preuve. Comme Spec(Z) est affine, O(l1, l2) est ample si et seulement s’il est
ample relativement a` Spec(Z). Par [9] 4.7.1, il suffit de tester l’amplitude de
O(l1, l2) sur les fibres du morphisme structurel, donc sur les fibres ge´ome´triques
du morphisme structurel. La proposition est alors conse´quence de la proposition
2.8 ci-dessous et du crite`re de Kleiman : pour une varie´te´ projective sur un corps
alge´briquement clos, le coˆne ample est l’inte´rieur du coˆne nef ([18], 1.4.23).
Proposition 2.8. Soit K un corps alge´briquement clos. Alors le fibre´ O(l1, l2)
sur H¯ ×Z K est nef si et seulement si l2 ≥ 0 et l1 ≥ l2((c− 1)(d2 − d1) + 1).
Preuve. Dans toute cette preuve, les varie´te´s qu’on manipule sont de´finies sur
le corps K. Les extensions des scalaires a` K seront partout sous-entendues.
Etape 1 : La condition est ne´cessaire.
Supposons que O(l1, l2) est nef. On a l2 ≥ 0 car O(l1, l2) est π2-nef. On va
montrer la seconde ine´galite´ en calculant le degre´ de O(l1, l2) sur une courbe
bien choisie.
Soient X0, X1 ∈ H
0(PN ,O(1)) des e´quations line´airement inde´pendantes,
H ∈ H0(PN ,O(d1 − 1)) une e´quation non nulle et (λ
(i)
j )2≤i≤c,1≤j≤d2−d1 des
scalaires distincts. Pour 2 ≤ i ≤ c, on note Gi = HXi−1
∏d2−d1
j=1 (X0 + λ
(i)
j X1).
Conside´rons β : P1 → H¯d1 le pinceau t 7→ 〈H(X0 + tX1)〉. La section constante
s : H¯d1 → H¯d1 × H¯
c−1
d2
de valeur (〈G2〉, . . . , 〈Gc〉) fournit un morphisme s ◦ β :
P1 → H¯d1 × H¯
c−1
d2
.
Calculons les points de P1 dont l’image par s◦β est dansW . Soient t ∈ P1(K)
et a2, . . . , ac ∈ K non tous nuls. Alors H(X0 + tX1) divise
∑c
i=2 aiGi si et
seulement siX0+tX1 divise
∑c
i=2 aiXi−1
∏d2−d1
j=1 (X0+λ
(i)
j X1). On voit aise´ment
que cela ne peut se produire que si tous les ai sauf un sont nuls. Si c’est ai qui est
non nul, les valeurs possibles de t sont soit t = λ
(i)
j pour un j ∈ {1, . . . , d2−d1},
soit t = ∞ si i = 2. On a montre´ qu’exactement (c − 1)(d2 − d1) + 1 points de
P1 sont envoye´s dans W par s ◦ β.
Comme l’image de s ◦ β n’est pas incluse dans W et que e est birationnel
par le lemme 2.3, le crite`re valuatif de proprete´ permet de relever s ◦ β en un
morphisme γ : P1 → Σ. Remarquons qu’exactement (c− 1)(d2 − d1) + 1 points
de P1 sont envoye´s dans E par γ. Finalement, en composant par q, on obtient
un morphisme q ◦ γ : P1 → H¯ .
On calcule alors les degre´s des fibre´s en droites de H¯ sur P1 :
P1 · γ∗q∗O(1, 0) = P1 · γ∗q∗π∗2O(1) = P
1 · γ∗e∗p∗1O(1)
= P1 · β∗s∗p∗1O(1) = P
1 · β∗O(1)
= 1 car β : P1 → H¯d1 est une droite.
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P1·γ∗q∗O(0, 1) = P1 · γ∗e∗O(0, 1, . . . , 1)− P1 · γ∗O(E)
par la proposition 2.4
≤ P1 · β∗s∗O(0, 1, . . . , 1)− (c− 1)(d2 − d1)− 1
par calcul de Card(γ−1(E))
= −(c− 1)(d2 − d1)− 1
car s∗O(0, 1, . . . , 1) = O.
On montre enfin l’ine´galite´ voulue comme suit :
l1 − l2((c− 1)(d2 − d1) + 1) ≥ P
1 · γ∗q∗O(l1, l2) car l2 ≥ 0
≥ 0 car O(l1, l2) est nef.
Etape 2 : La condition est suffisante.
Supposons a` pre´sent les ine´galite´s ve´rifie´es, et montrons que O(l1, l2) est
nef. Soit pour cela C une courbe inte`gre de H¯ . Notons C˜ sa normalisation et
α : C˜ → H¯ le morphisme naturel. Comme q est un fibre´ localement trivial, on
peut trouver une section rationnelle β : C˜ 99K Σ de α ; on peut de plus supposer
que son image n’est pas incluse dans E. Par crite`re valuatif de proprete´, β est
en fait un morphisme. Notons γ = e ◦ β. Comme β(C˜) 6⊂ E, on a γ(C˜) 6⊂
W . On peut donc choisir par la proposition 2.5 un diviseur de Cartier D ∈
|OH¯d1×H¯
c−1
d2
((c− 1)(d2−d1)+1, 1, . . . , 1)| contenantW mais pas γ(C˜), donc tel
que e∗D contienne E mais pas β(C˜). On calcule alors :
C˜ · α∗OH¯(l1, l2) = C˜ · β
∗q∗OH¯(l1, l2) par projection
= C˜ · β∗(e∗OH¯d1×H¯
c−1
d2
(l1, l2, . . . , l2)− l2E) par 2.4
≥ C˜ · β∗(e∗OH¯d1×H¯
c−1
d2
(l1, l2, . . . , l2)− l2e
∗D) car E ⊂ e∗D, l2 ≥ 0
= C˜ · γ∗O(l1 − l2((c− 1)(d2 − d1) + 1), 0, . . . , 0) par projection
≥ 0.
On a bien montre´ que OH¯(l1, l2) est nef.
Remarque 2.9. Au paragraphe 1.3, on a pu montrer facilement le the´ore`me 1.1
(i) car le diviseur discriminant ∆ = H¯ \H e´tait ample sur H¯ , et son comple´men-
taire H e´tait donc affine. Cette me´thode ne permet pas de montrer le the´ore`me
1.1 (ii) ; plus pre´cise´ment, si c = 2, elle ne fonctionne jamais.
En effet, le the´ore`me 1.2 de [4] permet de calculer le fibre´ en droites associe´
au diviseur discriminant ∆ = H¯ \ H . Quand c = 2, les calculs sont mene´s
dans l’exemple 1.10 de [4], et on obtient O(∆) = O(l1, l2) avec l1 = d2(e
N−1
2 +
2e1e
N−2
2 + · · ·+Ne
N−1
1 ) et l2 = d1(e
N−1
1 + 2e2e
N−2
1 + · · ·+Ne
N−1
2 ), et ou` l’on
a pose´ ei = di − 1. Comme
l1
l2
≤ d2d1 ≤ d2 − d1 + 1, le the´ore`me 2.7 montre que
ce fibre´ n’est jamais ample.
Quand c > 2, les formules calculant l1 et l2 sont plus complique´es, et font
apparaˆıtre des sommes alterne´es, ce qui rend difficile une ve´rification analogue.
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2.3 The´orie ge´ome´trique des invariants
Dans ce paragraphe, on applique le crite`re de Hilbert-Mumford pour montrer
le the´ore`me 1.1 (ii). On commence par e´valuer les fonctions µ intervenant dans
ce crite`re pour l’action de SLN+1 sur H¯ relativement aux fibre´s en droites
SLN+1-line´arise´s de´crits au paragraphe 2.1. Ces fonctions µ de´pendent d’un
point ge´ome´trique P = [F1, F2, . . . , Fc] ∈ H¯(K) et d’un sous-groupe a` un pa-
rame`tre non trivial ρ : Gm,K → SLN+1,K .
Rappelons brie`vement leur de´finition. Conside´rons la fibre en limt→0 ρ(t) ·P
du fibre´ en droites ge´ome´trique sur H¯ associe´ a` O(l1, l2). Le morphisme ρ induit
une action de Gm,K sur cette fibre. Cette action se fait via un caracte`re de
Gm,K , c’est-a`-dire un entier ; on note µ
O(l1,l2)(P, ρ) l’oppose´ de cet entier. Dans
les deux lemmes qui suivent, on met ρ et P sous une forme qui permettra de
calculer µO(l1,l2)(P, ρ).
Lemme 2.10. Soit ρ : Gm,K → SLN+1,K un sous-groupe a` un parame`tre non
trivial. Alors on peut trouver des entiers α0 ≤ · · · ≤ αN non tous nuls de somme
nulle et une base de KN+1 dans laquelle ρ(t)·(x0, . . . , xN ) = (t
α0x0, . . . , t
αNxN ).
Preuve. C’est standard.
Dans le reste de ce paragraphe, ρ est fixe´. On travaille avec un syste`me de
coordonne´es et des entiers αi comme dans le lemme 2.10.
Conventions 2.11. Si α est la donne´e d’entiers α0 ≤ · · · ≤ αN non tous nuls
de somme nulle, le α-degre´ d’un monoˆme M = Xλ00 . . . X
λN
N est degα(M) =∑
i αiλi. Si F ∈ H
0(PNK ,O(d)) est une e´quation non nulle, on note degα(F ) le
plus grand α-degre´ des monoˆmes de F . Par convention, degα(0) = −∞. Soit F
α
la somme des termes de F de α-degre´ degα(F ). On dit que F est α-homoge`ne
si F = Fα.
Lemme 2.12. Soit P = [F1, F2, . . . , Fc] ∈ H¯(K). Alors il existe des e´quations
Φi ∈ H
0(PNK ,O(di)) pour 2 ≤ i ≤ c telles que :
(i) P = [F1,Φ2, . . . ,Φc].
(ii) degα(Φi) ≤ degα(Fi) pour 2 ≤ i ≤ c.
(iii) [Fα1 ,Φ
α
2 , . . . ,Φ
α
c ] ∈ H¯(K).
Preuve. Choisissons Φi ∈ H
0(PNK ,O(di)) pour 2 ≤ i ≤ c ve´rifiant les proprie´te´s
(i) et (ii), et telles que
∑c
i=2 degα(Φi) soit minimal. Montrons par l’absurde que
la condition (iii) est automatiquement ve´rifie´e.
Si ce n’e´tait pas le cas, on pourrait trouver Q ∈ H0(PNK ,O(d2 − d1)) et
λ1, . . . , λc ∈ K non tous nuls tels que QF
α
1 =
∑c
i=2 λiΦ
α
i . En ne gardant dans
cette identite´ que les termes de α-degre´ maximal (i.e. quitte a` remplacer Q par
Qα ou 0 et a` remplacer certains des λi par 0), on peut supposer que tous les
termes de cette identite´ sont α-homoge`nes de meˆme α-degre´. Soit alors 2 ≤ j ≤ c
tel que λj soit non nul ; on pose Φ
′
i = Φi si i 6= j et Φ
′
j =
∑c
i=2 λiΦi −QF1.
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Les Φ′i ve´rifient encore la proprie´te´ (i). On a bien degα(Φ
′
i) = degα(Φi) si
i 6= j. De plus, l’expression de Φ′j montre que degα(Φ
′
j) ≤ degα(Φj), mais que
la somme des termes de α-degre´ degα(Φj) dans Φ
′
j est nulle, i.e. degα(Φ
′
j) <
degα(Φj). D’une part cela montre que les Φ
′
i ve´rifient encore la proprie´te´ (ii).
D’autre part, cela contredit la minimalite´ dans le choix des Φi.
Calculons maintenant les fonctions µ qui nous seront utiles.
Lemme 2.13. Soit 〈F1〉 ∈ H¯d1(K). Alors µ
O(1)(〈F1〉, ρ) = degα(F1).
Preuve. On rappelle que, par de´finition de l’action duale, si F est un e´le´ment
α-homoge`ne deH0(PNK ,O(d1)) = Sym
d1(KN+1)∨, l’action de ρ sur F est donne´e
par ρ(t) · F = t− degα(F )F . Ainsi, si l’on e´crit F1 = F
α
1 +R,
ρ(t) · 〈F1〉 = 〈ρ(t) · F1〉 = 〈t
degα(F1)ρ(t) · F1〉
= 〈Fα1 + t
degα(F1)ρ(t) · R〉.
Le terme de droite tendant vers 0, on a limt→0 ρ(t) · 〈F1〉 = 〈F
α
1 〉.
Enfin, dans H0(PNK ,O(d1)), ρ(t) · F
α
1 = t
− degα(F1)Fα1 , ce qui montre, par
de´finition de la SLN+1-line´arisation deO(1), que µ
O(1)(〈F1〉, ρ) = degα(F1).
Lemme 2.14. Soit P ∈ H¯(K). On e´crit P = [F1,Φ2, . . . ,Φc] ou` les Φi ont e´te´
choisis comme dans le lemme 2.12. Alors µO(0,1)(P, ρ) =
∑c
i=2 degα(Φi).
Preuve. La preuve est analogue a` celle du lemme pre´ce´dent.
En combinant les lemmes 2.13 et 2.14, on obtient :
Proposition 2.15. Soit P ∈ H¯(K). On e´crit P = [F1,Φ2, . . . ,Φc] ou` les Φi
ont e´te´ choisis comme dans le lemme 2.12. Alors :
µO(l1,l2)(P, ρ) = l1 degα(F1) + l2
c∑
i=2
degα(Φi).
Nous sommes preˆts a` appliquer le crite`re de Hilbert-Mumford.
Proposition 2.16. Il existe un fibre´ en droites ample SLN+1-line´arise´ L sur
H¯ tel que H ⊂ H¯s(L) si et seulement si
d2(N − c+ 2) > d1((c− 1)(d2 − d1) + 1). (10)
Preuve. On a vu au paragraphe 2.1 que les fibre´s en droites sur H¯ sont de la
forme O(l1, l2) et sont uniquement SLN+1-line´arise´s. Par le the´ore`me 2.7, un tel
fibre´ en droites est ample si et seulement si l2 > 0 et
l1
l2
> (c− 1)(d2 − d1) + 1.
Supposons dans un premier temps que (10) est ve´rifie´e et montrons que
L = O(l1, l2) avec l1 = kd2(N + 2 − c) − 1 et l2 = kd1 convient si k ≫ 0. Ce
fibre´ en droites est bien ample : l2 > 0 et
l1
l2
> (c− 1)(d2− d1) + 1 est vrai pour
k ≫ 0 par (10). Montrons alors H ⊂ H¯s(O(l1, l2)) en appliquant le crite`re de
Hilbert-Mumford ([20] Theorem 2.1). Soient pour cela P = [F1, F2, . . . , Fc] ∈
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H(K) et ρ : Gm,K → SLN+1,K un sous-groupe a` un parame`tre non trivial
qu’on peut supposer de la forme obtenue dans le lemme 2.10. Par le lemme
2.12 et la proposition 2.15, quitte a` modifier F2, . . . , Fc, on peut supposer que
µO(l1,l2)(P, ρ) = l1 degα(F1) + l2
∑c
i=2 degα(Fi). Par le the´ore`me 3.1 (ii), pour
montrer que µO(l1,l2)(P, ρ) > 0 et conclure, il suffit de ve´rifier que (N+1)l1d1 >
l1d1 + (c− 1)l2d2 et que (N + 1)l2d2 > l1d1 + (c− 1)l2d2, i.e. que :
d2
d1
c− 1
N
<
l1
l2
<
d2
d1
(N − c+ 2).
On remarque alors que l1l2 est une fonction croissante de k qui tend vers
d2
d1
(N −
c + 2). Cela montre que la seconde ine´galite´ est toujours vraie. Comme c−1N <
1 < N − c+2, cela montre aussi que la premie`re ine´galite´ est vraie pour k ≫ 0.
Re´ciproquement, supposons que (10) n’est pas ve´rifie´e, et soit O(l1, l2) un
fibre´ ample sur H¯ . L’amplitude de O(l1, l2) et le fait que (10) n’est pas vraie
montrent que l1l2 ≥
d2
d1
(N−c+2), donc que (N+1)l2d2 ≤ l1d1+(c−1)l2d2. Alors,
par le the´ore`me 3.1 (iii), on peut trouver des entiers α0 ≤ · · · ≤ αN non tous
nuls de somme nulle et des e´quations Fi ∈ H
0(PNK ,O(di)), 1 ≤ i ≤ c, de´finissant
une intersection comple`te lisse telles que l1 degα(F1) + l2
∑c
i=2 degα(Fi) ≤ 0.
Soient Φ2, . . . ,Φc comme dans le lemme 2.12. Par la condition (ii) de ce lemme,
on a encore l1 degα(F1)+l2
∑c
i=2 degα(Φi) ≤ 0. Notons ρ : Gm,K → SLN+1,K le
sous-groupe a` un parame`tre de´fini par ρ(t) · (x0, . . . , xN ) = (t
α0x0, . . . , t
αNxN ),
et P = [F1, F2, . . . , Fc] ∈ H(K). Par la proposition 2.15, µ
O(l1,l2)(P, ρ) ≤ 0, et
le crite`re de Hilbert-Mumford montre que P /∈ H¯s(O(l1, l2)).
On en de´duit imme´diatement le the´ore`me 1.1(ii).
Preuve du the´ore`me 1.1(ii). Par la proposition 2.16, il existe un fibre´ en
droites SLN+1-line´arise´ ample sur H¯ rendant tous les points de H stables.
La the´orie ge´ome´trique des invariants permet donc de construire un quotient
ge´ome´trique quasi-projectif de H par SLN+1 ([23] Theorem 4). Celui-ci est
aussi un quotient ge´ome´trique quasi-projectif de H par PGLN+1 : l’espace de
modules grossier M est donc bien quasi-projectif.
3 Minoration du α-degre´
On fixe un corps alge´briquement clos K. Dans cette partie, on autorise 1 ≤
c ≤ N et 2 ≤ d1 ≤ · · · ≤ dc. Une intersection comple`te sur K est toujours de
codimension c dans PNK et de degre´s d1, . . . , dc. On conserve les conventions 2.11.
L’objectif de cette partie est la preuve de l’ine´galite´ suivante, qu’on a utilise´e
au paragraphe 2.3 pour ve´rifier le crite`re de Hilbert-Mumford.
The´ore`me 3.1. (i) Soient k1, . . . , kc des nombres re´els tels que :
min
1≤i≤c
ki ≥
1
N + 1
c∑
i=1
ki. (11)
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Alors si α0 ≤ · · · ≤ αN sont des entiers non tous nuls de somme nulle et
si F1, . . . , Fc constituent une suite re´gulie`re globale de´finissant une inter-
section comple`te lisse, on a :
c∑
i=1
ki
degα(Fi)
di
≥ 0. (12)
(ii) Supposons qu’on n’a pas c = 1 et d1 = 2. Alors si l’ine´galite´ (11) est
stricte, l’ine´galite´ (12) est stricte.
(iii) Les e´nonce´s (i) et (ii) sont optimaux au sens ou` ils seraient faux pour
d’autres valeurs des ki.
Pre´cisons le sens de (iii). Dire que l’e´nonce´ (i) est optimal signifie que si
k1, . . . , kc sont des re´els ne ve´rifiant pas (11), il existe des entiers non tous
nuls de somme nulle α0 ≤ · · · ≤ αN et des e´quations F1, . . . , Fc de´finissant
une intersection comple`te lisse tels que l’ine´galite´ (12) soit fausse. L’assertion
concernant l’e´nonce´ (ii) est analogue.
L’ine´galite´ 3.1 permet de minorer les α-degre´s des e´quations d’une intersec-
tion comple`te lisse. Son heuristique est la suivante : si les α-degre´s des e´quations
d’une intersection comple`te sont petits, cela signifie que beaucoup de monoˆmes
n’interviennent pas dans ces e´quations. Ce fait doit permettre de montrer, via
le crite`re jacobien, que cette intersection comple`te est en fait singulie`re.
Le paragraphe 3.1 est constitue´ de re´sultats pre´liminaires autour du lien
entre α-degre´ d’une e´quation F et singularite´s de {F = 0} ; le paragraphe 3.2
est consacre´ a` la preuve du the´ore`me 3.1.
3.1 E´tude d’une e´quation
On fixe dans tout ce paragraphe un entier d ≥ 2 et une e´quation non nulle
F ∈ H0(PNK ,O(d)). Le lemme 3.2 permettra de faire le lien entre la ge´ome´trie
de l’hypersurface {F = 0} et le α-degre´ degα(F ).
Lemme 3.2. Soient u, v et s des entiers tels que u, v ≥ 0, s ≥ 0 et u+v = N−s.
Alors, si degα(F ) < αu + (d− 1)αv,
dim(Sing({F = 0}) ∩ {X0 = · · · = Xv−1 = 0}) ≥ s.
Preuve. Comme d ≥ 2 et les αi sont croissants, quitte a` e´changer u et v, on
peut supposer que u ≤ v. E´crivons alors F = X0P0 + · · · + XNPN , ou` Pi ne
de´pend pas de X0, . . . , Xi−1. L’hypothe`se degα(F ) < αu+(d−1)αv montre que
si i ≥ u, Pi ne de´pend que de X0, . . . , Xv−1.
Posons Z = {X0 = · · · = Xv−1 = P0 = · · · = Pu−1 = 0}. Si i ≤ v − 1,
Xi est nul sur Z. Si i ≥ v, on a i ≥ u, de sorte que Pi, qui ne de´pend que de
X0, . . . , Xv−1, est nul sur Z. Par conse´quent, F =
∑N
i=0XiPi est nul sur Z. De
meˆme, pour 0 ≤ j ≤ N , on peut e´crire ∂F∂Xj = Pj+
∑N
i=0Xi
∂Pi
∂Xj
. En distinguant
comme ci-dessus les cas i ≤ v − 1 et i ≥ v, on voit que Xi
∂Pi
∂Xj
s’annule sur
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Z. De plus, si j < u, Pj est nul sur Z et si j ≥ u, Pj qui ne de´pend que de
X0, . . . , Xv−1, est aussi nul sur Z. Sommant, on voit que
∂F
∂Xj
est nul sur Z.
On a montre´ que F et tous les ∂F∂Xj s’annulent sur Z, de sorte que, par le
crite`re jacobien, Z ⊂ Sing({F = 0}). Comme, par le the´ore`me de l’intersection
projective, dim(Z) ≥ N − u− v = s, le lemme est de´montre´.
Le lemme 3.2 motive la de´finition qui suit.
De´finition 3.3. On note s(F ) le plus petit entier s ∈ {−1, . . . , N − 1} tel que,
si u, v ≥ 0 sont des entiers avec u+v = N−s−1, on a degα(F ) ≥ αu+(d−1)αv.
Supposons que 0 ≤ s ≤ s(F ). On note vs(F ) le plus grand entier v ∈
{0, . . . , N − s} tel que degα(F ) < αN−vs(F )−s + (d− 1)αvs(F ).
Lemme 3.4. L’entier s(F ) est bien de´fini.
Soit 0 ≤ s ≤ s(F ). Alors vs(F ) est bien de´fini et vs(F ) ≥
N+s(F )−2s
2 . De
plus, si 0 < s ≤ s(F ), on a vs−1(F ) ≥ vs(F ) + 1.
Preuve. Comme le plus petit α-degre´ possible d’un monoˆme de degre´ d est
dα0, on a degα(F ) ≥ dα0, de sorte que s(F ) est bien de´fini.
Par de´finition de s(F ), et comme s(F ) ≥ 0, il existe u, v ≥ 0 tels que
u + v = N − s(F ) et degα(F ) < αu + (d − 1)αv. Comme d ≥ 2 et que les
αi sont croissants, quitte a` e´changer u et v, on peut supposer v ≥ u, soit
v ≥ N−s(F )2 . Alors, si v
′ = v + s(F ) − s, comme les αi sont croissants, on a
degα(F ) < αu + (d − 1)αv′ . Ceci montre d’une part l’existence de vs(F ) et
d’autre part que vs(F ) ≥ v
′ ≥ N−s(F )2 + s(F )− s =
N+s(F )−2s
2 .
Finalement, supposons 0 < s ≤ s(F ). Comme degα(F ) < αN−s−vs(F ) +
(d − 1)αvs(F ), par croissance des αi, on obtient degα(F ) < αN−s−vs(F ) + (d −
1)αvs(F )+1, ce qui montre que vs−1(F ) ≥ vs(F ) + 1.
Le lemme ci-dessous permet d’interpre´ter l’entier s(F ) comme la dimension
attendue, connaissant degα(F ), de Sing({F = 0}). Les entiers vs(F ) indiquent,
eux, la manie`re dont on s’attend a` ce que les singularite´s de {F = 0} se situent
par rapport au drapeau ∅ ⊂ {X0 = · · · = XN−1 = 0} ⊂ · · · ⊂ {X0 = 0} ⊂ P
N
K .
Lemme 3.5. On a dim(Sing({F = 0})) ≥ s(F ).
Si 0 ≤ s ≤ s(F ), dim(Sing({F = 0}) ∩ {X0 = · · · = Xvs(F )−1 = 0}) ≥ s.
Preuve. C’est une conse´quence imme´diate du lemme 3.2 et des de´finitions.
Les deux lemmes suivants permettent de minorer le α-degre´ des e´quations
telles que s(F ) = −1 (resp. s(F ) ≥ 0).
Lemme 3.6. Supposons que s(F ) = −1. Alors degα(F ) ≥ 0.
De plus, cette ine´galite´ est stricte si d ≥ 3.
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Preuve. On calcule :
N degα(F ) ≥ (α0 + (d− 1)αN) + · · ·+ (αN−1 + (d− 1)α1) car s(F ) = −1
= −αN − (d− 1)α0 car
∑
i
αi = 0
1
d− 1
degα(F ) ≥
1
d− 1
α0 + αN car s(F ) = −1.
Sommant ces deux ine´galite´s, on obtient degα(F ) ≥ −
d(d−2)
Nd−N+1α0. Ceci conclut
car d ≥ 2 et α0 < 0 (les αi sont croissants non tous nuls de somme nulle).
Lemme 3.7. Supposons que s(F ) ≥ 0. Alors :
degα(F )
d
≥ −
∑s(F )
s=0 αvs(F )
N − s(F )
.
Preuve. Par de´finition de v0(F ), on a :
(N − v0(F )) degα(F ) ≥ (α0 + (d− 1)αN )
+ · · ·+ (αN−v0(F )−1 + (d− 1)αv0(F )+1). (13)
Pour 0 < s ≤ s(F ), par de´finition de vs(F ), et comme vs−1(F ) ≥ vs(F ) + 1 par
le lemme 3.4, on a :
(vs−1(F )− vs(F )− 1) degα(F ) ≥ (αN−s−vs−1(F )+1 + (d− 1)αvs−1(F )−1)
+ · · ·+ (αN−s−vs(F )−1 + (d− 1)αvs(F )+1). (14)
Le lemme 3.4 montre que 2vs(F )(F ) + s(F ) − N ≥ 0. Ceci permet d’e´crire,
utilisant la de´finition de s(F ) :
(2vs(F ) + s(F )−N) degα(F ) ≥ (αN−s(F )−vs(F )(F ) + (d− 1)αvs(F )(F )−1)
+ · · ·+ (αvs(F )(F )−1 + (d− 1)αN−s(F )−vs(F )(F )). (15)
Sommant deux fois l’ine´galite´ (13), deux fois les ine´galite´s (14) et l’ine´galite´
(15), on obtient :
(N − s(F )) degα(F ) ≥ 2(α0 + · · ·+ αN−s(F )−vs(F )(F )−1)
+ d(αN−s(F )−vs(F )(F ) + · · ·+ αvs(F )(F )−1) (16)
+ (2d− 2)(αvs(F )(F ) + · · ·+ αN )− (2d− 2)
s(F )∑
s=0
αvs(F ).
Remarquons alors que :
0 ≥ [α0 + · · ·+ αN−s(F )−vs(F )(F )−1]− [αvs(F )(F ) + · · ·+ αN −
s(F )∑
s=0
αvs(F )].
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En effet, chacun des crochets est une somme de N −s(F )−vs(F )(F ) des αi. Les
indices intervenant dans le premier crochet sont tous plus petits que les indices
intervenant dans le second, de sorte que l’on conclut par croissance des αi.
Multipliant cette e´quation par (d− 2) ≥ 0, et l’ajoutant a` (16), on obtient :
(N − s(F )) degα(F ) ≥ d(α0 + · · ·+ αN )− d
s(F )∑
s=0
αvs(F ).
Comme les αi sont de somme nulle, cela prouve l’ine´galite´ voulue.
Finalement, montrons une proprie´te´ de positivite´ des αvs(F ) :
Lemme 3.8. Supposons que s(F ) ≥ 0. Alors :
αvs(F )(F ) +
∑s(F )
s=0 αvs(F )
N − s(F )
> 0.
Preuve. En sommant les ine´galite´s (13) et (14) de la preuve du lemme 3.7, on
obtient :
(N − s(F )− vs(F )(F )) degα(F ) ≥ (α0 + · · ·+ αN−s(F )−vs(F )(F )−1)
+ (d− 1)(αvs(F )(F ) + · · ·+ αN )− (d− 1)
s(F )∑
s=0
αvs(F ). (17)
Par de´finition de vs(F )(F ), degα(F ) < αN−s(F )−vs(F )(F ) + (d − 1)αvs(F )(F ).
Comme, par le lemme 3.4, N − s(F ) − vs(F )(F ) ≤ vs(F )(F ), la croissance des
αi montre degα(F ) < dαvs(F )(F ). Combinons ce fait avec l’ine´galite´ (17), puis
utilisons le fait que d ≥ 2 et que les αi sont croissants.
(N−s(F )− vs(F )(F ))dαvs(F )(F ) + (d− 1)
s(F )∑
s=0
αvs(F )
> (α0 + · · ·+ αN−s(F )−vs(F )(F )−1) + (d− 1)(αvs(F )(F ) + · · ·+ αN )
≥ (d− 1)(α0 + · · ·+ αN−s(F )−vs(F )(F )−1 + αvs(F )(F ) + · · ·+ αN )
− (N − s(F )− vs(F )(F ))(d− 2)αvs(F )(F ).
Utilisons que les αi sont de somme nulle, puis a` nouveau leur croissance :
(N−s(F )− vs(F )(F ))(2d− 2)αvs(F )(F ) + (d− 1)
s(F )∑
s=0
αvs(F )
> −(d− 1)(αN−s(F )−vs(F )(F ) + · · ·+ αvs(F )(F )−1)
≥ −(2vs(F )(F ) + s(F )−N)(d− 1)αvs(F )(F ).
On obtient l’ine´galite´ voulue en divisant par (d− 1)(N − s(F )) > 0.
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3.2 E´quations d’une intersection comple`te lisse
Utilisons les re´sultats du paragraphe pre´ce´dent pour montrer le the´ore`me 3.1.
Preuve du the´ore`me 3.1 (i).
Tout d’abord, en sommant pour i ∈ {1, . . . , c} les ine´galite´s ki ≥
k1+···+kc
N+1 ,
on montre (N +1− c)(k1 + · · ·+ kc) ≥ 0, donc k1 + · · ·+ kc ≥ 0, et finalement,
ki ≥ 0 pour i ∈ {1, . . . , c}.
Distinguons alors deux cas. Si s(Fi) = −1 pour tout i ∈ {1, . . . , c}, le lemme
3.6 montre que degα(Fi) ≥ 0. Ainsi,
∑c
i=1 ki
degα(Fi)
di
≥ 0.
Supposons au contraire qu’il existe l tel que s(Fl) ≥ 0. On choisit un tel l de
sorte que
∑s(Fl)
s=0 αvs(Fl)
N−s(Fl)
soit maximal. On va construire des entiers j0, . . . , js(Fl) ∈
{1, . . . , c} distincts tels que, pour 0 ≤ s ≤ s(Fl),
degα(Fjs )
djs
≥ αvs(Fl). (18)
Supposons j0, . . . , js−1 convenables, et construisons js. Par le lemme 3.5,
dim(Sing({Fl = 0}) ∩ {X0 = · · · = Xvs(Fl)−1 = 0}) ≥ s. Le the´ore`me de l’inter-
section projective implique que dim(Sing({Fl = 0}) ∩ {X0 = · · · = Xvs(Fl)−1 =
Fj0 = · · · = Fjs−1 = 0}) ≥ 0. Ce ferme´ est donc non vide ; on y choisit un point
ferme´ P . Comme {F1 = · · · = Fc = 0} est une intersection comple`te lisse, elle ne
peut contenir le point singulier P de {Fl = 0} : il existe js tel que Fjs soit non nul
en P . Comme Fj0 , . . . , Fjs−1 s’annulent en P , js /∈ {j0, . . . , js−1}. Enfin, comme
P ∈ {X0 = · · · = Xvs(Fl)−1 = 0}, on a {X0 = · · · = Xvs(Fl)−1 = 0} 6⊂ {Fjs = 0}.
En conside´rant les monoˆmes intervenant dans Fjs , on voit que cela implique
degα(Fjs) ≥ djsαvs(Fl), comme voulu.
Soit maintenant i ∈ {1, . . . , c} quelconque. Montrons que :
degα(Fi)
di
≥ −
∑s(Fl)
s=0 αvs(Fl)
N − s(Fl)
. (19)
Si s(Fi) ≥ 0, cela re´sulte du lemme 3.7 et du choix de l. Si s(Fi) = −1, on
raisonne comme suit. Par le lemme 3.8, αvs(Fl)(Fl) +
∑s(Fl)
s=0 αvs(Fl)
N−s(Fl)
> 0. Comme,
par le lemme 3.4, αvs(Fl)(Fl) est le plus petit des (αvs(Fl))0≤s≤s(Fl), on en de´duit :∑s(Fl)
s=0 αvs(Fl) > 0. Par le lemme 3.6, on a donc
degα(Fi)
di
≥ 0 ≥ −
∑s(Fl)
s=0 αvs(Fl)
N−s(Fl)
.
On peut alors conclure. Notons I = {j0, . . . , js(Fl)} et utilisons les minora-
tions (18) pour i ∈ I et (19) pour i /∈ I. On obtient :
c∑
i=1
ki
degα(Fi)
di
≥
s(Fl)∑
s=0
kjsαvs(Fl) −
(∑
i/∈I
ki
)∑s(Fl)
s=0 αvs(Fl)
N − s(Fl)
. (20)
Montrons que le terme de droite de (20) co¨ıncide avec :
s(Fl)∑
s=0
(
αvs(Fl) +
αv0(Fl) + · · ·+ αvs(Fl)(Fl)
N − s(Fl)
)(
kjs −
k1 + · · ·+ kc
N + 1
)
. (21)
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Pour cela, on de´veloppe (21), et on identifie les coefficients des ki avec ceux
apparaissant dans le terme de droite de (20). Si i /∈ I, ce coefficient vaut :
−
1
N + 1
s(Fl)∑
s=0
(
αvs(Fl) +
αv0(Fl) + · · ·+ αvs(Fl)(Fl)
N − s(Fl)
)
= −
1
N + 1
( s(Fl) + 1
N − s(Fl)
+ 1
) s(Fl)∑
s=0
αvs(Fl)
= −
1
N − s(Fl)
s(Fl)∑
s=0
αvs(Fl).
Si i = js ∈ I, un terme supple´mentaire apparaˆıt, de sorte que ce coefficient vaut
bien :
−
1
N − s(Fl)
s(Fl)∑
s=0
αvs(Fl) + αvs(Fl) +
αv0(Fl) + · · ·+ αvs(Fl)(Fl)
N − s(Fl)
= αvs(Fl).
Il reste a` montrer que (21) est positif ou nul. Comme, par le lemme 3.4,
αvs(Fl)(Fl) est le plus petit des (αvs(Fl))0≤s≤s(Fl), le lemme 3.8 montre que le
premier facteur des termes de la somme (21) est positif. Le second facteur des
termes de cette somme est positif ou nul par hypothe`se sur les ki.
Preuve du the´ore`me 3.1 (ii).
Tout d’abord, en sommant pour i ∈ {1, . . . c} les ine´galite´s ki >
k1+···+kc
N+1 ,
on montre (N +1− c)(k1 + · · ·+ kc) > 0, donc k1 + · · ·+ kc > 0, et finalement,
ki > 0 pour i ∈ {1, . . . , c}.
On effectue alors la meˆme preuve que ci-dessus. Le second cas, ou` il existe
i tel que s(Fi) ≥ 0, est identique : on obtient une ine´galite´ stricte graˆce aux
hypothe`ses plus fortes ki >
k1+···+kc
N+1 et a` l’ine´galite´ stricte dans le lemme 3.8.
Dans le premier cas, ou` s(Fi) = −1 pour tout i, on raisonne de meˆme
pour montrer que
∑c
i=1 ki
degα(Fi)
di
≥ 0. Comme ki > 0, et par le cas de stricte
ine´galite´ du lemme 3.6, on obtient une ine´galite´ stricte sauf e´ventuellement si
d1 = · · · = dc = 2. L’e´tude du cas d’e´galite´ montre qu’on peut alors supposer
degα(F1) = · · · = degα(Fc) = 0 et αi + αN−i = 0 pour 0 ≤ i ≤ N .
Traitons ce cas directement ; rappelons que par hypothe`se, on a alors c ≥ 2.
Soit 0 ≤ r ≤ N le plus petit entier tel que αr > 0. Comme αi + αN−i = 0, r
′ =
N− r est le plus grand entier tel que αr′ < 0. Comme degα(Fi) = 0, on voit que
{X0 = · · · = Xr−1 = 0} ⊂ {Fi = 0}, de sorte que {X0 = · · · = Xr−1 = 0} est
inclus dans l’intersection comple`te {F1 = · · · = Fc = 0}. Montrons qu’il existe
un point de {X0 = · · · = Xr−1 = 0} en lequel {F1 = 0} et {F2 = 0} ont meˆme
espace tangent. Cela contredira la lissite´ en ce point de {F1 = · · · = Fc = 0}.
Comme degα(F1) = 0,
∂F1
∂Xi
([0 : . . . : 0 : xr : . . . : xN ]) est nul si i > r
′ ;
c’est une forme line´aire en xr, . . . , xN si i ≤ r
′. Notons A1 la matrice (r
′ +
1)× (r′ + 1) dont les lignes sont les formes line´aires ( ∂F1∂Xi )0≤i≤r′ . De meˆme, on
note A2 la matrice (r
′ + 1) × (r′ + 1) dont les lignes sont les formes line´aires
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( ∂F2∂Xi )0≤i≤r′ . Conside´rons det(λ1A1 + λ2A2) : c’est un polynoˆme homoge`ne en
λ1 et λ2. Comme K est alge´briquement clos, on peut trouver (λ1, λ2) 6= (0, 0)
tels que det(λ1A1 + λ2A2) = 0. Il existe donc (xr , . . . , xN ) 6= (0, . . . , 0) tel que
(λ1A1 + λ2A2)(xr , . . . , xN ) = 0. Alors
∂(λ1F1+λ2F2)
∂Xi
([0 : . . . : 0 : xr : . . . : xN ]) =
0 pour tout i : c’est ce qu’on voulait.
Preuve du the´ore`me 3.1 (iii).
Montrons l’optimalite´ dans le cas (i) : supposons donne´s des re´els k1, . . . , kc
tels que la conclusion de (i) soit satisfaite. Fixons 1 ≤ j ≤ c. On choisit α0 =
· · · = αN−1 = −1 et αN = N . Si i 6= j, on choisit pour Fi une e´quation ge´ne´rique
ne faisant pas intervenir la variable XN : en particulier degα(Fi) = −di. Par
le the´ore`me de Bertini, l’intersection des {Fi = 0}i6=j a [0 : . . . : 0 : 1] comme
unique point singulier. On choisit une e´quation Fj ge´ne´rique, qui e´vite ce point
singulier. Le monoˆmeX
dj
N intervient donc dans Fj de sorte que degα(Fj) = Ndj .
De plus, par le the´ore`me de Bertini, {F1 = · · · = Fc = 0} est lisse. On peut
donc e´crire
c∑
i=1
ki degα(Fi) =
∑
i6=j
−ki +Nkj ≥ 0.
Ceci se re´e´crit kj ≥
k1+···+kc
N+1 comme voulu.
Dans le cas (ii), la meˆme preuve fonctionne. Il faut seulement ve´rifier qu’il
e´tait ne´cessaire d’exclure le cas c = 1 et d1 = 2. Pour cela, on prend α0 = −1,
αi = 0 pour 1 ≤ i ≤ N − 1 et αN = 1. On choisit alors F1 = X0XN +
Q(X1, . . . , XN−1) ou` Q est une forme quadratique ordinaire en X1, . . . , XN−1.
Alors {F1 = 0} est lisse, mais degα(F1) = 0.
4 Hilbert-stabilite´
Dans cette partie, on conserve les conventions 2.1 et 2.11, a` ceci pre`s qu’on
autorise 1 ≤ c ≤ N − 1 et 2 ≤ d1 ≤ · · · ≤ dc.
Dans [19], Mumford propose de construire des espaces de modules quasi-
projectifs en appliquant la the´orie ge´ome´trique des invariants au sche´ma de Hil-
bert. On spe´cialise ici cette strate´gie au cas des intersections comple`tes, et on fait
le lien avec les re´sultats des paragraphes pre´ce´dents. On obtient en particulier
(Corollaire 4.4) une condition ne´cessaire de Hilbert-stabilite´ des intersections
comple`tes.
On note P le polynoˆme de Hilbert des intersections comple`tes, et HilbP
PN
le
sche´ma de Hilbert de PN correspondant : c’est un sche´ma projectif sur Spec(Z).
Si Z est un sous-sche´ma de PNK de polynoˆme de Hilbert P (par exemple une
intersection comple`te), on note [Z] le point ge´ome´trique de HilbP
PN
correspon-
dant. Si l ≫ 0, on peut plonger HilbP
PN
dans la grassmanienne des quotients de
dimension P (l) de H0(PN ,O(l)), et le fibre´ de Plu¨cker induit un fibre´ ample sur
HilbP
PN
note´ Pl. Le sche´ma en groupes SLN+1 agit sur Hilb
P
PN
par changement
de coordonne´es, et les fibre´s en droites Pl sont naturellement line´arise´s. On dit
que Z est Hilbert-stable si [Z] ∈ (HilbP
PN
)s(Pl) pour l ≫ 0. Par le crite`re de
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Hilbert-Mumford, il est e´quivalent de demander que, pour l ≫ 0, pour tout
sous-groupe a` un parame`tre ρ : Gm,K → SLN+1,K , on ait µ
Pl([Z], ρ) > 0. Pour
pouvoir utiliser ce crite`re, explicitons ces fonctions µ dans notre situation.
Proposition 4.1. Soit l≫ 0, Z une intersection comple`te sur le corps alge´bri-
quement clos K et ρ : Gm,K → SLN+1,K un sous-groupe a` un parame`tre choisi
comme dans le lemme 2.10. Alors :
µPl([Z], ρ) = min
B
( ∑
F∈B
degα(F )
)
,
ou` le min porte sur les bases B de H0(PNK , IZ(l)).
Preuve. Ce calcul classique se trouve par exemple dans [10] Prop. 4.23.
4.1 Majoration des fonctions µ
On majore ici la quantite´ µPl([Z], ρ) calcule´e dans la proposition 4.1.
Lemme 4.2. Soient Z = {F1 = · · · = Fc = 0} une intersection comple`te sur
le corps alge´briquement clos K, ρ : Gm,K → SLN+1,K un sous-groupe a` un
parame`tre choisi comme dans le lemme 2.10 et l≫ 0. Alors :
µPl([Z], ρ) ≤
c∑
i=1
degα(Fi)
( ∑
i/∈I⊂{1,...,c}
(−1)c−1−|I|
(N+l−∑j /∈I dj
N
))
. (22)
Preuve. Si I ⊂ {1, . . . , c}, on note V Il = H
0(PNK ,O(l −
∑
i/∈I di)). Pour
0 ≤ r ≤ c, on pose Krl =
⊕
I⊂{1,...,c}
|I|=r
V Il . Conside´rons la re´solution de Koszul de
OZ sur P
N
K . Si l’on tensorise cette re´solution par O(l) pour l ≫ 0, le complexe
obtenu en prenant les sections globales reste exact par annulation de Serre. On
obtient ainsi une suite exacte longue de la forme :
0→ K0l → . . .
dr−1
→ Krl
dr
→ · · · → Kcl → H
0(Z,O(l))→ 0,
ou` dr : V Il → V
J
l est au signe pre`s la multiplication par Fi si J = I ∪ {i} et est
nul dans les autres cas. On notera N rl = Ker(d
r) = Im(dr−1) ⊂ Krl .
On introduit les notations suivantes. Si F ∈ V Il , on pose :
deg′α(F ) = degα(F )−
∑
i/∈I
degα(Fi).
Si Φ = (FI) ∈ K
r
l , on pose deg
′
α(Φ) = maxI deg
′
α(FI). De plus, on modifie
le´ge`rement les conventions 2.11 : dans toute cette preuve, la notation Φα ou la
notion d’e´le´ment α-homoge`ne fait re´fe´rence a` deg′α et non a` degα. Remarquons
que si 0 ≤ r < c et Φ ∈ Krl , par de´finition de deg
′
α et vu l’expression de d
r, on
a deg′α(d
r(Φ)) ≤ deg′α(Φ).
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On va montrer par re´currence sur 0 ≤ r ≤ c l’e´nonce´ suivant : il existe une
base Brl de N
r
l telle que :
∑
Φ∈Brl
deg′α(Φ) ≤
c∑
i=1
degα(Fi)
( ∑
i/∈I⊂{1,...,c}
|I|≤r−1
(−1)r−1−|I| dim(V Il )
)
. (23)
Pour r = 0, N0l = {0}, de sorte qu’on peut prendre B
0 = ∅.
Supposons l’e´nonce´ vrai pour r et montrons-le pour r + 1. Pour cela, soit
B
r
l une base de N
r
l telle que
∑
Φ∈Brl
deg′α(Φ) soit minimal. On voit aise´ment
que Br,αl = {Φ
α,Φ ∈ Brl } est une famille libre d’e´le´ments α-homoge`nes de
Krl . Comple´tons cette famille en une base C
r
l de K
r
l constitue´e d’e´le´ments α-
homoge`nes. Remarquons que
∑
Φ∈C deg
′
α(Φ) ne de´pend pas de la base C de K
r
l
constitue´e d’e´le´ments α-homoge`nes. Utilisant α0 + · · ·+ αN = 0, cette quantite´
est facile a` calculer pour la base C constitue´e des monoˆmes. Il vient donc :
∑
Φ∈Crl
deg′α(Φ) =
∑
Φ∈C
deg′α(Φ) =
∑
I⊂{1,...,c}
|I|=r
dim(V Il )
(
−
∑
i/∈I
degα(Fi)
)
. (24)
Comme {Φα,Φ ∈ Brl ∪ (C
r
l \B
r,α
l )} = C
r
l est une base de K
r
l , B
r
l ∪ (C
r
l \B
r,α
l )
est e´galement une base de Krl . En particulier, C
r
l \ B
r,α
l est une base d’un
supple´mentaire de N rl dans K
r
l , de sorte que B
r+1
l = d
r(Crl \B
r,α
l ) est une base
de N r+1l . Montrons que cette base convient. Pour cela, on calcule :
∑
Φ∈Br+1l
deg′α(Φ) ≤
∑
Φ∈(Crl \B
r,α
l )
deg′α(Φ) =
∑
Φ∈Crl
deg′α(Φ)−
∑
Φ∈Brl
deg′α(Φ)
≤
c∑
i=1
degα(Fi)
( ∑
i/∈I⊂{1,...,c}
|I|≤r
(−1)r−|I| dim(V Il )
)
,
ou` l’on a utilise´ respectivement (24) et l’hypothe`se de re´currence (23) pour
e´valuer les deux termes. Cela conclut la re´currence.
Faisons a` pre´sent r = c dans (23). On obtient une base Bcl de N
c
l =
Ker[H0(PNK ,O(l)) → H
0(Z,O(l))] = H0(PNK , IZ(l)) car l ≫ 0. Comme degα
et deg′α co¨ıncident pour des e´le´ments de H
0(PNK ,O(l)), et comme dim(V
I
l ) =(N+l−∑j/∈I dj
N
)
, il vient :
∑
F∈Bc
l
degα(F ) ≤
c∑
i=1
degα(Fi)
( ∑
i/∈I⊂{1,...,c}
(−1)c−1−|I|
(N+l−∑j /∈I dj
N
))
.
Par la proposition 4.1, cela conclut.
On en de´duit la proposition suivante :
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Proposition 4.3. Soient Z = {F1 = · · · = Fc = 0} une intersection comple`te
sur le corps alge´briquement clos K et ρ : Gm,K → SLN+1,K un sous-groupe a`
un parame`tre choisi comme dans le lemme 2.10. Alors :
lim sup
l→+∞
µPl([Z], ρ)
lN−c+1
≤
d1 . . . dc
(N − c+ 1)!
c∑
i=1
degα(Fi)
di
. (25)
Preuve. Le polynoˆme
∑
i/∈I⊂{1,...,c}(−1)
c−1−|I|
(N+X−∑j /∈I dj
N
)
a pour terme
dominant d1...dˆi...dc(N−c+1)!X
N−c+1, comme le montre une re´currence sur c.
Ainsi, le terme de droite dans l’ine´galite´ (22) est un polynoˆme en l de degre´≤
N−c+1 et dont le coefficient de lN−c+1 est d1...dc(N−c+1)!
∑c
i=1
degα(Fi)
di
. On conclut
en divisant par lN−c+1 l’ine´galite´ (22), et en faisant tendre l vers +∞.
4.2 Condition ne´cessaire de Hilbert-stabilite´
La proposition 4.3 a pour corollaire imme´diat une condition ne´cessaire de Hilbert-
stabilite´, qui est le re´sultat principal de cette partie.
Corollaire 4.4. Soit Z = {F1 = · · · = Fc = 0} une intersection comple`te
Hilbert-stable sur le corps alge´briquement clos K. Alors, si α0 ≤ · · · ≤ αN sont
des entiers de somme nulle, et quelque soit le syste`me de coordonne´es choisi,
c∑
i=1
degα(Fi)
di
≥ 0. (26)
Le Theorem 1.1 de [21] montre que si Z est Chow-stable, l’ine´galite´ (26) est
stricte. Rappelons que, par un the´ore`me de Fogarty ([8], voir aussi [20] App.
4C), la Chow-stabilite´ de Z implique la Hilbert-stabilite´ de Z (en ge´ne´ral, on
n’a pas l’implication inverse). Le corollaire 4.4 et le Theorem 1.1 de [21] sont
donc tre`s proches mais ne peuvent se de´duire l’un de l’autre.
Enfin, l’article [21] affirme (c’est la preuve du Corollary 1.2) que, si c = 2,
et si l’ine´galite´ (26) est ve´rifie´e et est stricte, Z est Hilbert-stable. L’argument
donne´ est malheureusement errone´.
Quand Z est lisse, l’ine´galite´ (26) est vraie par le the´ore`me 3.1 pour k1 =
· · · = kc = 1. Autrement dit, le the´ore`me 3.1 implique une forme faible de la
Hilbert-stabilite´ des intersections comple`tes lisses.
La Hilbert-stabilite´ des intersections comple`tes lisses est connue dans tre`s
peu de cas. Quand c = 1 est trivial, HilbP
PN
est un espace projectif, tous les fibre´s
amples Pl introduits ci-dessus sont donc ne´cessairement proportionnels au fibre´
O(1), et les hypersurfaces lisses sont Hilbert-stables par [20] Prop. 4.2. Signalons
un cas non trivial ou` la Hilbert-stabilite´ est connue. Quand N = 3, c = 2, d1 = 2
et d2 = 3, Casalaina-Martin, Jensen et Laza [6] montrent que les intersections
comple`tes lisses sont Chow-stables, ce qui implique leur Hilbert-stabilite´ par le
the´ore`me de Fogarty mentionne´ ci-dessus.
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Pour montrer la Hilbert-stabilite´ d’une intersection comple`te lisse Z, la dif-
ficulte´ supple´mentaire par rapport au the´ore`me 3.1 est une estimation de la
diffe´rence entre les deux termes de l’ine´galite´ (22), qui de´pend des compensa-
tions entre termes de α-degre´ maximal des e´quations de Z. Comme le signale
le rapporteur, il serait de´ja` inte´ressant de montrer la Hilbert-stabilite´ d’une
intersection comple`te ge´ne´rale, dans l’esprit de [2].
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