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Abstract
This paper is concerned with the solutions of a class of 2nth-order Lidstone boundary value prob-
lems. Sufficient conditions for the existence and uniqueness of a solution are given. A monotone
iteration is developed so that the iteration sequence converges monotonically to a maximal or a mini-
mal solution. The approach to the problem is by the method of upper and lower solutions with a new
maximum principle.
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1. Introduction
Lidstone boundary value problems have been given considerable attention in the liter-
ature, and various forms of the problem have been discussed. Most of the discussions are
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{
(−1)nu(2n) = f (x,u,u(2), . . . , u(2(n−1))), 0 < x < 1,
u(2i)(0) = u(2i)(1) = 0, 0 i  n − 1, (1.1)
where u(k) ≡ dku/dxk , n  1 and f is a continuous function of its arguments (cf.
[1–14,16,18,19,23]). The discussions in these works are mainly concerned with the ex-
istence and multiplicity of solutions using different methods. The earlier discussions are
mostly in the framework of the Leray–Schauder continuation method (cf. [12,13] and the
references therein), the Leggett–Williams fixed point theory (cf. [5,9,10]) or the five func-
tionals fixed point theory (cf. [11]). More recently, the method of upper and lower solutions
has been used to investigate the qualitative property of the boundary value problems. This
method together with monotone iterative technique offers two monotone sequences which
converge to the extremal solutions of the original nonlinear problem (cf. [17,20]). An im-
portant consequence of the monotone sequences is that it leads to a comparison result as
well as the upper and lower bound of the solution. The comparison result implies the ex-
istence of the maximal and the minimal solutions which is useful for proving uniqueness
of the solution. There have been numerous applications of the method of upper and lower
solutions to the Lidstone boundary value problem (1.1) but mostly to the fourth-order prob-
lems (cf. [2,6,8,19,21,23]). In a recent article [7], Bai and Ge applied the method of upper
and lower solutions to the 2nth-order Lidstone boundary value problem (1.1), and obtained
two monotone sequences which converge to the extremal solutions of (1.1) under a one-
sided Lipschitz condition on f . They extended the results in [6,19] for the fourth-order
Lidstone boundary value problem to the general 2nth-order Lidstone boundary value prob-
lem (1.1). However, the main concern in these works is only the existence of the solution
of problem (1.1). In this paper, we shall investigate the uniqueness of the solution. The
specific goal is to give two sufficient conditions ensuring the uniqueness of the solution of
problem (1.1). Our uniqueness results indicate that there exists some relation between the
uniqueness of the solution and the smallest eigenvalue of a linear second-order two-point
eigenvalue problem. Our approach to the problem is by the method of upper and lower
solutions with a new maximum principle.
The outline of the paper is as follows. In Section 2, we prove a new maximum prin-
ciple. The existence and uniqueness of the solution are investigated in Section 3, where
a monotone iteration is developed so that the iteration sequence converges monotonically
to a maximal or a minimal solution, and two sufficient conditions are given to ensure the
uniqueness of the solution. Finally in Section 4, we present some examples.
2. A new maximum principle
In this section we present a new maximum principle which is very useful for us to
investigate the existence and uniqueness of the solution of problem (1.1). To do this we
first introduce the following lemma.
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u(0) 0, u(1) 0, (2.1)
where c is a constant satisfying c > −π2. Then we have u 0 in [0,1].
Proof. It follows from [18, Lemma 2.1] and can also be derived from the generalized
maximum principle (see [22]). 
Our maximum principle is stated as follows.
Theorem 2.1. Let u ∈ C2n(0,1) ∩ C2n−2[0,1] satisfying

(−1)nu(2n) +
n∑
k=1
(−1)n−kaku(2(n−k))  0 in (0,1),
(−1)iu(2i)(0) 0, (−1)iu(2i)(1) 0, 0 i  n − 1,
(2.2)
where ak (k = 1,2, . . . , n) are some constants such that the algebraic equation
xn +
n∑
k=1
(−1)kakxn−k = 0 (2.3)
has n real roots ri (i = 1,2, . . . , n) satisfying{
ri ∈ (−π2,+∞), if u(2k)(0) = u(2k)(1) = 0 for all 0 k  n − 2,
ri ∈ [0,+∞), otherwise. (2.4)
Then we have that u 0 in [0,1] and
(−1)ku(2k) +
k∑
m=1
(−1)k−mbk,mu(2(k−m))  0 in [0,1], 1 k  n − 1, (2.5)
where
bk,m =
∑
rij ∈Sk
m∏
j=1
rij , Sk = {rn, rn−1, . . . , rn−k+1}. (2.6)
Proof. Define Du = −u(2) and
Lu = (−1)nu(2n) +
n∑
k=1
(−1)n−kaku(2(n−k)).
We have from (2.2) that
Lu = (D + r1)(D + r2) . . . (D + rn)u 0 in (0,1).
Let vn−1 = (D + r2) . . . (D + rn)u. Then (D + r1)vn−1  0 in (0,1), and by the boundary
condition and (2.4),
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n−1∑
m=1
(−1)n−1−mbn−1,mu(2(n−1−m))(0) 0,
vn−1(1) = (−1)n−1u(2(n−1))(1) +
n−1∑
m=1
(−1)n−1−mbn−1,mu(2(n−1−m))(1) 0.
This implies that{
−v(2)n−1 + r1vn−1  0 in (0,1),
vn−1(0) 0, vn−1(1) 0.
It follows from Lemma 2.1 that vn−1  0 in [0,1], that is,
(D + r2) . . . (D + rn)u 0 in [0,1],
or equivalently,
(−1)n−1u(2(n−1)) +
n−1∑
m=1
(−1)n−1−mbn−1,mu(2(n−1−m))  0 in [0,1].
A similar argument as above leads to that
(D + r3) . . . (D + rn)u 0 in [0,1],
or equivalently,
(−1)n−2u(2(n−2)) +
n−2∑
m=1
(−1)n−2−mbn−2,mu(2(n−2−m))  0 in [0,1].
The conclusion of the lemma follows by an induction argument. 
The following lemma gives a sufficient and necessary condition ensuring that the real
roots ri of the algebraic equation (2.3) are all nonnegative.
Lemma 2.2. Assume that the nth-order algebraic equation (2.3) has n real roots ri
(i = 1,2, . . . , n). Then all real roots ri (i = 1,2, . . . , n) are nonnegative if and only if
the coefficients ak (k = 1,2, . . . , n) are all nonnegative.
Proof. Assume that the coefficients ak (k = 1,2, . . . , n) are all nonnegative, and assume
without loss of generality that all real roots ri = 0 (or equivalently, an > 0). We have from
Vie`te theorem that
∑
rij ∈S∗
k∏
j=1
rij = ak, k = 1,2, . . . , n, (2.7)
where S∗ = {r1, r2, . . . , rn}. If, by contradiction, there exists a root, say, r1 < 0, we have
from (2.7) that∑
ri ∈S∗
rij = a1 − r1 > 0,j 1
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∑
rij ∈S∗1
k∏
j=1
rij = ak − r1
∑
rij ∈S∗1
k−1∏
j=1
rij > 0, k = 1,2, . . . , n − 1. (2.8)
In particular, r2r3 . . . rn > 0. This implies an = r1r2 . . . rn < 0 which leads to a contradic-
tion. Therefore, all real roots ri (i = 1,2, . . . , n) are nonnegative.
Conversely, suppose that all real roots ri (i = 1,2, . . . , n) are nonnegative. It is clear
from Vie`te theorem that the coefficients ak (k = 1,2, . . . , n) are all nonnegative. 
As an immediate consequence of Theorem 2.1 and Lemma 2.2 we have the following
result.
Corollary 2.1. Let u ∈ C2n(0,1) ∩ C2n−2[0,1] satisfying (2.2) where the coefficients ak
(k = 1,2, . . . , n) are some nonnegative constants such that the nth-order algebraic equa-
tion (2.3) has n real roots. Then we have u 0 in [0,1] and (2.5) holds.
Remark 2.1. Theorem 2.1 improves the corresponding results in [6,7,19].
3. The existence and uniqueness of a solution
To show the existence and uniqueness of a solution of problem (1.1) we use the method
of upper and lower solutions. Here the upper and lower solutions are defined in the follow-
ing.
Definition 3.1. A function u˜ ∈ C2n(0,1) ∩ C2n−2[0,1] is called an upper solution of (1.1)
if it satisfies the inequalities{
(−1)nu˜(2n)  f (x, u˜, u˜(2), . . . , u˜(2(n−1))), 0 < x < 1,
(−1)i u˜(2i)(0) 0, (−1)i u˜(2i)(1) 0, 0 i  n − 1. (3.1)
Similarly, uˆ ∈ C2n(0,1) ∩ C2n−2[0,1] is called a lower solution of (1.1) if it satisfies the
reversed inequalities in (3.1).
The upper and lower solutions u˜, uˆ are said to be ordered if u˜  uˆ and (−1)i u˜(2i) 
(−1)i uˆ(2i) (i = 1,2, . . . , n − 1) in [0,1]. It is clear that every solution of (1.1) is an upper
solution as well as a lower solution.
For a pair of ordered upper and lower solutions u˜ and uˆ, we make the following hypoth-
esis on f :
(H1) the function f (x,u0, u1, . . . , un−1) is continuous in x and there exist n nonnegative
constants ak (k = 1,2, . . . , n) such that the algebraic equation (2.3) has n real roots
ri (i = 1,2, . . . , n) and
f (x,u0, u1, . . . , un−1) − f (x, v0, v1, . . . , vn−1)

n−1∑
(−1)k+1an−k(uk − vk), 0 x  1, (3.2)
k=0
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(2), . . . , uˆ(2k)) Lk(v0, v1, . . . , vk) Lk(u0, u1, . . . , uk)
 Lk(u˜, u˜(2), . . . , u˜(2k))
in [0,1] for every 0 k  n − 1, where
L0(w0) = w0,
Lk(w0,w1, . . . ,wk) = (−1)kwk +
k∑
m=1
(−1)k−mbk,mwk−m, 1 k  n − 1
(3.3)
with bk,m being defined by (2.6).
It should be noted that in the above hypothesis, since ak (k = 1,2, . . . , n) are all non-
negative we have from Lemma 2.2 that
Lk(uˆ, uˆ
(2), . . . , uˆ(2k)) Lk(u˜, u˜(2), . . . , u˜(2k)), 0 k  n − 1.
Let u˜, uˆ be a pair of ordered upper and lower solutions of (1.1), and let hypothesis (H1)
hold true. Define the sector 〈uˆ, u˜〉 as the functional interval
〈uˆ, u˜〉 ≡ {u ∈ C2n−2[0,1]: uˆ u u˜ and
Lk(uˆ, uˆ
(2), . . . , uˆ(2k)) Lk(u,u(2), . . . , u(2k))Lk(u˜, u˜(2), . . . , u˜(2k)),
1 k  n − 1}.
Also we let
F(x,u,u(2), . . . , u(2(n−1))) ≡ f (x,u,u(2), . . . , u(2(n−1))) +
n∑
k=1
(−1)n−kaku(2(n−k)).
Choosing a suitable initial iteration u0 we construct a sequence {um} successively from the
iteration process

(−1)nu(2n)m +
n∑
k=1
(−1)n−kaku(2(n−k))m
= F (x,um−1, u(2)m−1, . . . , u(2(n−1))m−1 ), 0 < x < 1,
u
(2i)
m (0) = u(2i)m (1) = 0, 0 i  n − 1.
(3.4)
Denote the sequence by {um} if the initial iteration u0 = u˜, and by {um} if u0 = uˆ. Then
we have the following result.
Theorem 3.1. Let u˜, uˆ be a pair of ordered upper and lower solutions of (1.1), and let
hypothesis (H1) hold true. Then (i) problem (1.1) has a maximal solution u and a minimal
solution u in 〈uˆ, u˜〉; (ii) the sequences {um} and {um} are both well defined, and the se-
quence {um} converges monotonically from above to u, while the sequence {um} converges
monotonically from below to u; and (iii) the following relation holds:
uˆ u  u  u u um  um−1  u˜ in [0,1], m = 1,2, . . . . (3.5)m−1 m
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(1.1) in 〈uˆ, u˜〉 then u u u.
Proof. It is clear that for each m = 1,2, . . . , the problem (3.4) is a linear boundary value
problem as soon as um−1 is known. By [7, Lemma 2.3] and Fredholm alternative (see [15])
the sequences {um} and {um} are both well defined. To show the convergence of the se-
quences {um} and {um} we first prove that

um−1  um  um  um−1 in [0,1],
Lk
(
um−1, u
(2)
m−1, . . . , u
(2k)
m−1
)
Lk
(
um,u
(2)
m , . . . , u
(2k)
m
)
 Lk
(
um,u
(2)
m , . . . , u
(2k)
m
)
Lk
(
um−1, u(2)m−1, . . . , u
(2k)
m−1
)
in [0,1], k = 1,2, . . . , n − 1; m = 1,2, . . . .
(3.6)
Let w0 = u0 − u1 = u˜ − u1. We have from (3.4) and (3.1) that

(−1)nw(2n)0 +
n∑
k=1
(−1)n−kakw(2(n−k))0  0 in (0,1),
(−1)iw(2i)0 (0) 0, (−1)iw(2i)0 (1) 0, 0 i  n − 1.
By Corollary 2.1, w0  0 in [0,1] and Lk(w0,w(2)0 , . . . ,w(2k)0 )  0 (1  k  n − 1) in
[0,1] which show that u0  u1 and Lk(u0, u(2)0 , . . . , u(2k)0 ) Lk(u1, u(2)1 , . . . , u(2k)1 ) (1
k  n − 1) in [0,1]. A similar argument using the property of a lower solution gives that
u1  u0 and Lk(u1, u
(2)
1 , . . . , u
(2k)
1 )  Lk(u0, u
(2)
0 , . . . , u
(2k)
0 ) (1  k  n − 1) in [0,1].
Let w1 = u1 − u1. Then by (3.4) and (3.2),

(−1)nw(2n)1 +
n∑
k=1
(−1)n−kakw(2(n−k))1  0 in (0,1),
w
(2i)
1 (0) = 0, w(2i)1 (1) = 0, 0 i  n − 1.
It follows again from Corollary 2.1 that w1  0 and Lk(w1,w(2)1 , . . . ,w
(2k)
1 )  0
(1  k  n − 1) in [0,1] which show that u1  u1 and Lk(u1, u(2)1 , . . . , u(2k)1 ) 
Lk(u1, u
(2)
1 , . . . , u
(2k)
1 ) (1  k  n − 1) in [0,1]. The above conclusions show that the
relations in (3.6) hold for m = 1. Assume, by induction, that the relations in (3.6) hold
for all m  m0 with some m0  1. Then the function wm0 = um0 − um0+1 satisfies the
relations

(−1)nw(2n)m0 +
n∑
k=1
(−1)n−kakw(2(n−k))m0  0 in (0,1),
w
(2i)
m0 (0) = 0, w(2i)m0 (1) = 0, 0 i  n − 1.
By Corollary 2.1, um0  um0+1 and Lk(um0, u
(2)
m0 , . . . , u
(2k)
m0 )  Lk(um0+1, u
(2)
m0+1, . . . ,
u
(2k)
m0+1) (1  k  n − 1) in [0,1]. A similar argument gives that um0+1  um0+1  um0
in [0,1] and
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(
um0+1, u
(2)
m0+1, . . . , u
(2k)
m0+1
)
 Lk
(
um0+1, u
(2)
m0+1, . . . , u
(2k)
m0+1
)
 Lk
(
um0, u
(2)
m0, . . . , u
(2k)
m0
)
in [0,1]
for every k = 1,2, . . . , n − 1. Therefore by induction, the relations in (3.6) hold for all
m 1.
The monotone property (3.6) implies that the pointwise limits
lim
m→∞um = u, limm→∞um = u in [0,1]
exist and the relation (3.5) holds. Letting m → ∞ in (3.4) as well as in the second relation
of (3.6) and using the regular argument as that in [7] we obtain that the limits u and u are
both solutions of (1.1), and for each k = 0,1, . . . , n − 1,
Lk(uˆ, uˆ
(2), . . . , uˆ(2k)) Lk(u,u(2), . . . , u(2k))Lk(u,u(2), . . . , u(2k))
 Lk(u˜, u˜(2), . . . , u˜(2k)). (3.7)
The relation (3.7) implies that u,u ∈ 〈uˆ, u˜〉, and so they are solutions of (1.1) in 〈uˆ, u˜〉.
Let u∗ be any solution of (1.1) in 〈uˆ, u˜〉. We now show that for all m = 0,1,2, . . . ,

um  u∗  um in [0,1],
Lk
(
um,u
(2)
m , . . . , u
(2k)
m
)
 Lk
(
u∗, u(2)∗ , . . . , u(2k)∗
)
Lk
(
um,u
(2)
m , . . . , u
(2k)
m
)
in [0,1], k = 1,2, . . . , n − 1.
(3.8)
Obviously, the above relation is true for m = 0 because of u∗ ∈ 〈uˆ, u˜〉. Assume, by induc-
tion, that the above relations hold for some m0  0. Let wm0+1 = um0+1 − u∗. Then by
(3.4), (1.1), (3.8), (3.6) and (3.2),

(−1)nw(2n)m0+1 +
n∑
k=1
(−1)n−kakw(2(n−k))m0+1  0 in (0,1),
w
(2i)
m0+1(0) = 0, w
(2i)
m0+1(1) = 0, 0 i  n − 1.
By Corollary 2.1,
wm0+10 and Lk
(
wm0+1,w
(2)
m0+1, . . . ,w
(2k)
m0+1
)
0 in [0,1] (1kn − 1)
which imply that
um0+1  u∗,
Lk
(
um0+1, u
(2)
m0+1, . . . , u
(2k)
m0+1
)
Lk
(
u∗, u(2)∗ , . . . , u(2k)∗
)
in [0,1] (1 kn−1).
A similar argument gives that
um0+1  u∗,
Lk
(
um0+1, u
(2)
m0+1, . . . , u
(2k)
m0+1
)
Lk
(
u∗, u(2)∗ , . . . , u(2k)∗
)
in [0,1] (1kn−1).
The induction for (3.8) is completed. Letting m → ∞ in (3.8) shows u u∗  u in [0,1].
This proves that u is the maximal solution of (1.1) in 〈uˆ, u˜〉, and u is the minimal solution
of (1.1) in the same sector. The proof is completed. 
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C ≡ {u ∈ C2n−2[0,1]: uˆ u u˜,
(−1)k(uˆ(2k) − γk) (−1)ku(2k)  (−1)k(u˜(2k) + γk),
1 k  n − 1}, (3.9)
where
γk =
k∑
m=1
(−1)mbk,m(u˜ − uˆ)(2(k−m))
(see [7, (3.9)]). However, we see easily from the proof of Theorem 3.1 of [7] that it should
be modified into the form of this paper.
Theorem 3.1 implies that the problem (1.1) has a unique solution in 〈uˆ, u˜〉 if u = u,
where u and u are the maximal and minimal solutions of (1.1) in 〈uˆ, u˜〉. To ensure this we
make the following additional hypothesis on f .
(H2) there exist n constants ck (k = 1,2, . . . , n) such that
f (x,u0, u1, . . . , un−1) − f (x, v0, v1, . . . , vn−1)

n−1∑
k=0
(−1)k+1cn−k(uk − vk), 0 x  1, (3.10)
whenever
Lk(uˆ, uˆ
(2), . . . , uˆ(2k)) Lk(v0, v1, . . . , vk) Lk(u0, u1, . . . , uk)
 Lk(u˜, u˜(2), . . . , u˜(2k))
in [0,1] for every 0 k  n − 1.
Theorem 3.2. Let the conditions in Theorem 3.1 hold true. If, in addition, (H2) holds and
the algebraic equation
xn +
n∑
k=1
(−1)kckxn−k = 0 (3.11)
has n real roots ri (i = 1,2, . . . , n) in (−π2,+∞). Then problem (1.1) has a unique solu-
tion u∗ in 〈uˆ, u˜〉. Moreover, the sequences {um} and {um} given by (3.4) with u0 = u˜ and
u0 = uˆ converge monotonically from above and below, respectively, to u∗.
Proof. It suffices to show that u = u, where u and u are the maximal and minimal solu-
tions of (1.1) in 〈uˆ, u˜〉. We have from Theorem 3.1 and its proof that u and u satisfy the
relation (3.7). By (1.1), (3.7) and (3.10) we have that the function w = u − u satisfies
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
(−1)nw(2n) +
n∑
k=1
(−1)n−kckw(2(n−k))  0 in (0,1),
w(2i)(0) = 0, w(2i)(1) = 0, 0 i  n − 1.
It follows from Theorem 2.1 that w  0 in [0,1], that is u  u in [0,1]. This shows that
u = u and is the unique solution of (1.1) in 〈uˆ, u˜〉. 
To give another sufficient condition ensuring the uniqueness of solution we introduce
the following lemma.
Lemma 3.1. Let the conditions in Theorem 3.1 hold true, and let u and u be the maximal
and minimal solutions of (1.1) in 〈uˆ, u˜〉. Then we have
Qˆ(x) (−u(2)(x), . . . , (−1)n−1u(2(n−1))(x))T  Q˜(x), 0 x  1,
Qˆ(x) (−u(2)(x), . . . , (−1)n−1u(2(n−1))(x))T  Q˜(x), 0 x  1, (3.12)
where
Q˜(x) =


−u˜(2)(x)
u˜(4)(x)
...
(−1)n−1u˜(2(n−1))(x)


+ (I − B1)−1B2


u˜(x) − uˆ(x)
−(u˜(2)(x) − uˆ(2)(x))
...
(−1)n−2(u˜(2(n−2))(x) − uˆ(2(n−2))(x))

 ,
Qˆ(x) =


−uˆ(2)(x)
uˆ(4)(x)
...
(−1)n−1uˆ(2(n−1))(x)


− (I − B1)−1B2


u˜(x) − uˆ(x)
−(u˜(2)(x) − uˆ(2)(x))
...
(−1)n−2(u˜(2(n−2))(x) − uˆ(2(n−2))(x))


with I being the identity matrix and
B1 =


0
b2,1 0
...
...
bn−2,n−3 bn−2,n−4 bn−2,n−5 . . . bn−2,1 0
b b b . . . b b 0


,n−1,n−2 n−1,n−3 n−1,n−4 n−1,2 n−1,1
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

b1,1
b2,2 b2,1
...
...
bn−2,n−2 bn−2,n−3 bn−2,n−4 . . . bn−2,2 bn−2,1
bn−1,n−1 bn−1,n−2 bn−1,n−3 . . . bn−1,3 bn−1,2 bn−1,1


,
where bk,m is defined by (2.6).
Proof. Define
yk = (−1)k(u(2k) − u˜(2k)), zk = (−1)k(u(2k) − uˆ(2k)),
rk = (−1)k(u˜(2k) − uˆ(2k)).
We have from Theorem 3.1 and (3.7) that
yk 
k∑
m=1
bk,mrk−m −
k−1∑
m=1
bk,mzk−m,
zk −
k∑
m=1
bk,mrk−m −
k−1∑
m=1
bk,myk−m, 1 k  n − 1,
or in vector form,

y1
y2
...
yn−1

 B2


r0
r1
...
rn−2

− B1


z1
z2
...
zn−1

 ,


z1
z2
...
zn−1

−B2


r0
r1
...
rn−2

− B1


y1
y2
...
yn−1

 .
This leads to that
(
I − B21
)


y1
y2
...
yn−1

 (I + B1)B2


r0
r1
...
rn−2

 ,
(
I − B21
)


z1
z2
...
zn−1

−(I + B1)B2


r0
r1
...
rn−2

 .
Since (I − B2)−1  0 (see [24]) we obtain that1
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
y1
y2
...
yn−1

 (I − B1)−1B2


r0
r1
...
rn−2

 ,


z1
z2
...
zn−1

−(I − B1)−1B2


r0
r1
...
rn−2


which proves the first relation in (3.12). The proof of the second relation is similar. 
Let u˜, uˆ be a pair of ordered upper and lower solutions of (1.1), and let hypothesis (H1)
hold true. We define the n × n matrix A as
A =


1
b1,1 1
...
...
bn−2,n−2 bn−2,n−3 bn−2,n−4 . . . bn−2,1 1
bn−1,n−1 bn−1,n−2 bn−1,n−3 . . . bn−1,2 bn−1,1 1


,
where bk,m is defined by (2.6), and define the interval Q as
Q = {(x,u0, . . . , un−1): uˆ(x) u0  u˜(x),
Qˆ(x) (−u1, u2, . . . , (−1)n−1un−1) Q˜(x), 0 x  1},
where Qˆ(x) and Q˜(x) are the same as ones in (3.12). Assume that f (·, u0, u1, . . . , un−1)
is a C1-function of (u0, u1, . . . , un−1) and let
M = max
Q
{(
fu0,−fu1, . . . , (−1)n−1fun−1
)
A−1
}
,
m = min
Q
{(
fu0,−fu1, . . . , (−1)n−1fun−1
)
A−1
}
, (3.13)
where fui ≡ ∂f /∂ui(x,u0, u1, . . . , un−1), and the maximum and minimum of a vector
function are in the sense of componentwise. Then we have the following sufficient condi-
tion for the uniqueness of solution of (1.1).
Theorem 3.3. Let the conditions in Theorem 3.1 hold true, and let f (·, u0, u1, . . . , un−1)
be a C1-function of (u0, u1, . . . , un−1). If either
MA(1,π2, . . . , π2(n−1))T < π2n or mA(1,π2, . . . , π2(n−1))T > π2n, (3.14)
then problem (1.1) has a unique solution u∗ in 〈uˆ, u˜〉. Moreover, the sequences {um} and
{um} given by (3.4) with u0 = u˜ and u0 = uˆ converge monotonically from above and below,
respectively, to u∗.
Proof. It suffices to show that u = u in [0,1], where u and u are the maximal and minimal
solutions of (1.1) in 〈uˆ, u˜〉. We have from Theorem 3.1 and its proof that u and u satisfy
the relation (3.7). Let z0 = u − u and zk = (−1)k(u(2k) − u(2k)). By (1.1),

−z(2)0 = z1, −z(2)1 = z2, . . . , −z(2)n−2 = zn−1 in (0,1),
−z(2)n−1 = f (x,u,u(2), . . . , u(2(n−1)))
− f (x,u,u(2), . . . , u(2(n−1))) in (0,1),
(3.15)zk(0) = zk(1) = 0, 0 k  n − 1.
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the mean-value theorem yield

−
1∫
0
z
(2)
0 sinπx dx =
1∫
0
z1 sinπx dx,
−
1∫
0
z
(2)
1 sinπx dx =
1∫
0
z2 sinπx dx,
...
−
1∫
0
z
(2)
n−2 sinπx dx =
1∫
0
zn−1 sinπx dx,
−
1∫
0
z
(2)
n−1 sinπx dx =
1∫
0
n−1∑
i=0
(−1)ifui (x, ξ0, ξ1, . . . , ξn−1)zi sinπx dx,
where ξk (0 k  n− 1) is some intermediate value between u(2k)(x) and u(2k)(x). Using
integration by parts and the boundary conditions in (3.15) we obtain the relations
1∫
0
zk sinπx dx = π2k
1∫
0
z0 sinπx dx, 0 k  n − 1 (3.16)
and
π2n
1∫
0
z0 sinπx dx =
1∫
0
n−1∑
i=0
(−1)ifui (x, ξ0, ξ1, . . . , ξn−1)zi sinπx dx. (3.17)
Let w0 = z0 and wk = Lk(u,u(2), . . . , u(2k))−Lk(u,u(2), . . . , u(2k)) (1 k  n−1). Then
we have (w0,w1, . . . ,wn−1)T = A(z0, z1, . . . , zn−1)T , and therefore by (3.17),
π2n
1∫
0
z0 sinπx dx
=
1∫
0
(
fu0,−fu1, . . . , (−1)n−1fun−1
)
A−1(w0,w1, . . . ,wn−1)T sinπx dx,
where (−1)ifui ≡ (−1)ifui (x, ξ0, ξ1, . . . , ξn−1). Lemma 3.1 implies that (x, ξ0, ξ1,
. . . , ξn−1) ∈ Q, and (3.7) ensures that w0  0 and wk  0 (1 k  n − 1) in [0,1]. Thus
we conclude that
π2n
1∫
z0 sinπx dx 
1∫
mA(z0, z1, . . . , zn−1)T sinπx dx,0 0
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1∫
0
z0 sinπx dx 
1∫
0
MA(z0, z1, . . . , zn−1)T sinπx dx
which together with (3.16) imply that
π2n
1∫
0
z0 sinπx dx mA(1,π2, . . . , π2(n−1))T
1∫
0
z0 sinπx dx,
π2n
1∫
0
z0 sinπx dx MA(1,π2, . . . , π2(n−1))T
1∫
0
z0 sinπx dx.
If either one of the conditions in (3.14) holds we have from the above relations that z0 = 0
in [0,1]. This shows that u = u and is the unique solution of (1.1) in 〈uˆ, u˜〉. 
Remark 3.2. Since π2 is the smallest eigenvalue of the following eigenvalue problem{−φ(2) + λφ = 0 in (0,1),
φ(0) = φ(1) = 0, (3.18)
the uniqueness results in Theorems 3.2 and 3.3 indicate that there exists some relation
between the uniqueness of a solution of problem (1.1) and the smallest eigenvalue of (3.18).
It is also possible to apply Krein–Rutman theory (see [14] and the references therein) to
investigate the existence and uniqueness of a solution of (1.1) in terms of the smallest
eigenvalue of (3.18).
If the function g(·, u0, u1, . . . , un−1) ≡ f (·, u0,−u1, . . . , (−1)n−1un−1) is monotone
nondecreasing in ui for all 0 i  n − 2, we have ak = 0 (2 k  n) in hypothesis (H1)
and the algebraic equation (2.3) has n real roots r1 = a1, ri = 0 (2 i  n). In this case,
hypothesis (H1) becomes the following one-sided Lipschitz condition:
(H3) the function f (x,u0, u1, . . . , un−1) is continuous in x and there exists a nonnegative
constant a1 such that
f (x,u0, u1, . . . , un−1) − f (x, v0, v1, . . . , vn−1)
 (−1)na1(un−1 − vn−1), 0 x  1, (3.19)
whenever (−1)kuˆ(2k)  (−1)kvk  (−1)kuk  (−1)ku˜(2k) (0 k  n − 1) in [0,1],
and, in addition, since B1 = B2 = 0 and A = I the uniqueness condition (3.14) is reduced
to
either
n−1∑
k=0
Mkπ
2k < π2n or
n−1∑
k=0
mkπ
2k > π2n, (3.20)
where
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Q0
{
(−1)kfuk (x,u0, . . . , un−1)
}
, 0 k  n − 1,
mk = min
Q0
{
(−1)kfuk (x,u0, . . . , un−1)
}
, 0 k  n − 1,
Q0 =
{
(x,u0, . . . , un−1): (−1)kuˆ(2k)(x) (−1)kuk  (−1)ku˜(2k)(x)
(0 k  n − 1), 0 x  1}. (3.21)
Moreover, the iteration (3.4) is reduced to

(−1)nu(2n)m + (−1)n−1a1u(2(n−1))m
= f (x,um−1, u(2)m−1, . . . , u(2(n−1))m−1 )+ (−1)n−1a1u(2(n−1))m−1 , 0<x<1,
u
(2i)
m (0) = u(2i)m (1) = 0, 0 i  n − 1.
(3.22)
As an immediate consequence of Theorems 3.1 and 3.3 we have the following result.
Corollary 3.1. Let uˆ, u˜ be a pair of ordered upper and lower solutions of (1.1), and let
hypothesis (H3) hold true. Then
(i) problem (1.1) has a maximal solution u and a minimal solution u in 〈uˆ, u˜〉0 where
〈uˆ, u˜〉0 ≡
{
u ∈ C2n−2[0,1]: (−1)kuˆ(2k)  (−1)ku(2k)  (−1)ku˜(2k),
0 k  n − 1};
(ii) the sequences {um} and {um} given by (3.22) with u0 = u˜ and u0 = uˆ are both well
defined, and the sequence {um} converges monotonically from above to u, while the
sequence {um} converges monotonically from below to u;
(iii) the relation (3.5) holds; and
(iv) if, in addition, f (·, u0, u1, . . . , un−1) is a C1-function of (u0, u1, . . . , un−1) and the
condition (3.20) holds, then u = u and is the unique solution of (1.1) in 〈uˆ, u˜〉0.
4. Some examples
In this section we present some examples.
Example 4.1. Consider the problem (1.1) where the function f (x,u0, u1, . . . , un−1) is
assumed uniformly bounded, that is, there exists a positive constant M such that∣∣f (x,u0, . . . , un−1)∣∣M, 0 < x < 1, (u0, u1, . . . , un−1) ∈ Rn.
Then each of the problems{
(−1)nu(2n) = M, 0 < x < 1,
u(2i)(0) = u(2i)(1) = 0, 0 i  n − 1 (4.1)
and {
(−1)nu(2n) = −M, 0 < x < 1,
(2i) (2i)
(4.2)
u (0) = u (1) = 0, 0 i  n − 1
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(−1)i uˆ(2i) in [0,1]. It is easy to verify that the pair u˜ and uˆ are ordered upper and lower
solutions of (1.1). If, in addition, the function f satisfies hypothesis (H1) then the existence
of the maximal and minimal solutions of (1.1) in 〈uˆ, u˜〉 follows from Theorem 3.1.
Example 4.2. Consider the boundary value problem (see [7])

−u(6) = uσ − 1
π10
(u(2))5 + u(4) + sinπx, 0 < x < 1,
u(2i)(0) = u(2i)(1) = 0, i = 0,1,2,
(4.3)
where σ is a nonnegative integer. It is easy to check that u˜ = sinπx, uˆ = 0 are a pair
of ordered upper and lower solutions of (4.3), and hypothesis (H3) holds with a1 = 0.
Therefore by Corollary 3.1, problem (4.3) has a maximal solution u and a minimal solution
u in 〈uˆ, u˜〉0, and the sequences {um} and {um} defined by (3.22) (corresponding to (4.3))
with a1 = 0 and the initial iterations u0 = sinπx and u0 = 0 converge monotonically, from
above and below respectively, to u and u. On the other hand, Mk and mk in (3.21) are given
by
M0 = σ, M1 = 5
π10
, m0 = m1 = 0, M2 = m2 = 1.
This implies that the condition (3.20) is true for this example if σ < π6 − π4 − 5/π5.
Hence by Corollary 3.1, u = u and is the unique solution of (4.3) in 〈uˆ, u˜〉0 provided that
σ < π6 − π4 − 5/π5.
Example 4.3. Consider the boundary value problem (see [6]){
u(4) = 6u(2) − (u + 1)2 + (sinπx + 1)2, 0 < x < 1,
u(0) = u(1) = u(2)(0) = u(2)(1) = 0. (4.4)
For this example, it is easy to verify that u˜ = sinπx, uˆ = 0 are a pair of ordered upper and
lower solutions, and hypothesis (H1) holds with a1 = 6 and a2 = 4 (the corresponding al-
gebraic equation (2.3) has two real roots r1 = 3 −
√
5 and r2 = 3 +
√
5). By Theorem 3.1,
problem (4.4) has a maximal solution u and a minimal solution u in 〈uˆ, u˜〉, and the se-
quences {um} and {um} defined by (3.4) (corresponding to (4.4)) with a1 = 6, a2 = 4 and
the initial iterations u0 = sinπx and u0 = 0 converge monotonically, from above and be-
low respectively, to u and u. On the other hand, the condition (3.10) holds for this example
with c2 = 0 and c1 = 6, and the corresponding algebraic equation (3.11) has two real roots
r1 = 0, r2 = 6. This implies that all the conditions of Theorem 3.2 are satisfied, and thus
u = u in [0,1] and their common value is the unique solution of (4.4) in 〈uˆ, u˜〉. It is also ver-
ified that the condition (3.14) holds for this example. In fact, the matrix A and the vectors
M, m in (3.13) are given by
A =
(
1
3 + √5 1
)
, M = (16 + 6√5,−6), m = (14 + 6√5,−6).
A simple calculation shows that the condition (3.14) holds. Thus the uniqueness of the
solution of (4.4) in 〈uˆ, u˜〉 follows from Theorem 3.3 as well.
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u(8) − 8u(6) + 20u(4) − 19u(2) = sinπx − 3(sinπx)u2, 0 < x < 1,
u(2i)(0) = u(2i)(1) = 0, i = 0,1,2,3. (4.5)
It is clear that the pair u˜ = sinπx, uˆ = 0 are a pair of ordered upper and lower solutions
of (4.5). Moreover, the condition (3.2) is satisfied with a1 = 8, a2 = 20, a3 = 19 and a4 =
6, and the corresponding algebraic equation (2.3) has four real roots r1 = (5 −
√
13)/2,
r2 = 1, r3 = 2, r4 = (5 +
√
13)/2. This implies that all the conditions in hypothesis (H1)
are satisfied. So by Theorem 3.1, problem (4.5) has a maximal solution u and a minimal
solution u in 〈uˆ, u˜〉, and the sequences {um} and {um} defined by (3.4) (corresponding
to (4.5)) with a1 = 8, a2 = 20, a3 = 19, a4 = 6 and the initial iterations u0 = sinπx and
u0 = 0 converge monotonically, from above and below respectively, to u and u. On the
other hand, the matrix A and its inverse are given in the form
A =


1
5+√13
2 1
5 + √13 9+
√
13
2 1
5 + √13 19+3
√
13
2
11+√13
2 1

 ,
A−1 =


1
− 5+
√
13
2 1
19+5√13
2 − 9+
√
13
2 1
−40 − 11√13 37+7
√
13
2 − 11+
√
13
2 1


and therefore, the vectors M and m in (3.13) are given by
M = ( 355+95√132 ,−77 − 18
√
13,24 + 4√13,−8),
m = ( 343+95√132 ,−77 − 18
√
13,24 + 4√13,−8).
By a simple calculation we see that the condition (3.14) is satisfied for this example, and
so by Theorem 3.3, u = u and is the unique solution of (4.5) in 〈uˆ, u˜〉.
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