Abstract. The word-problem for a finite set of equational axioms between ground terms is the question whether for terms s, t the equation s = t is a consequence. We consider this problem under grammar based compression of terms, in particular compression with singleton tree grammars (STGs) and with directed acyclic graphs (DAGs) as a special case. We show that given a DAG-compressed ground and reduced term rewriting system T , the T -normal form of an STG-compressed term s can be computed in polynomial time, and hence the T -word problem can be solved in polynomial time. This implies that the word problem of STG-compressed terms w.r.t. a set of DAG-compressed ground equations can be decided in polynomial time. If the ground term rewriting system (gTRS) T is STG-compressed, we show NP-hardness of T -normal-form computation. For compressed, reduced gTRSs we show a PSPACE upper bound on the complexity of the normal form computation of STGcompressed terms. Also special cases are considered and a prototypical implementation is presented.
Introduction
This paper is dedicated to combining equational reasoning with grammar compression for terms. Automated deduction systems, formalizations of logical systems, systems for checking propositional logic and term rewriting systems [3, 6] either are based on equational reasoning or may employ equational reasoning. The general form of equational reasoning using unrestricted sets of equational axioms is known to be very expressive, but to the price of undecidability of simple questions about derivability. A special case that leads to a decidable word problem occurs when all equational axioms are ground and thus quantifiers do not play any role. Congruence closure algorithms can solve this special kind of word problem in time O(n log n) ( [20, 26, 13] ). Extending SAT-solvers by theories leads to so-called SMT (SAT modulo theories) [21] , which among other theories can also deal with equational theories defined by a set of ground equations.
Since terms in automated deduction systems may grow large during reasoning and search for a proof, compact or compressed representations of large T (Σ, V) over the signature Σ and variables V is inductively defined as follows: for all x ∈ V : x ∈ T (Σ, V); if f ∈ Σ and ar(f ) = 0 then f ∈ T (Σ, V); and if t i ∈ T (Σ, V), for i = 1, . . . , n, f ∈ Σ, and ar(f ) = n ≥ 1, then f (t 1 , . . . , t n ) ∈ T (Σ, V). With Var (t) we denote the set of variables occurring in term t. A term t ∈ T (Σ, V) is called ground if Var (t) = ∅. A substitution σ is a mapping of variables to terms. Let dom(σ) = {x ∈ V | σ(x) = x}. The extension σ E of σ to terms is inductively defined as σ E (x) = x if x ∈ dom(σ), σ E (x) = σ(x) if x ∈ dom(σ), σ E (f (t 1 , . . . , t n )) = f (σ E (t 1 ), . . . , σ E (t n )). In the following we do not distinguish between a substitution and its extension to terms. A context C is a term where the special constant [·] (the "hole") occurs exactly once (as a subterm). The term C[t] is constructed by replacing the hole in C by term t. A context C 1 is a prefix of context C 2 if there exists a context C 3 such that
A term rewriting system (TRS) T is a finite set of pairs of terms {(l i , r i ) | i = 1, . . . , m}, usually written l i → r i , where we assume that for all i: l i is not a variable and Var (r i ) ⊆ Var (l i ) (see e.g. [3] ). The term rewriting relation − − →, respectively. A term t is T -irreducible or a T -normal form, iff it cannot be further reduced using the rules of T . If the TRS is interpreted as a set of equations E := {l i = r i | l i → r i ∈ T }, then the equality = E is the equational theory on the terms w.r.t. a signature Σ. Operationally one can define s = E t iff s E, * − − → t by permitting the equational axioms as rewrite rules in both directions. Alternatively, = E can be defined as the smallest congruence relation with σ(l i ) = E σ(r i ) for all substitutions σ and all i = 1, . . . , n. The word problem is to decide for given terms s, t, whether s = E t. A TRS is called terminating, if there are no infinite reduction sequences of T − →, and it is called confluent iff whenever t 1 T, * ← − − t T, * − − → t 2 , there exists a term t 3 with t 1 T, * − − → t 3 T, * ← − − t 2 . A TRS that is confluent and terminating is also called canonical. Canonical TRSs permit to compute unique normal forms of terms by rewriting them exhaustively. For a canonical TRS T the word problem is decidable by rewriting the terms s, t to their normal form and then comparing the normal forms for syntactic equality.
In this paper we are interested in ground equations and ground term rewriting systems (gTRS), i.e. when the equations in E (the rules in T , respectively) consist of ground terms. A term rewriting system T is reduced if every right hand side r i is a T -normal form, and every left hand side l i is irreducible for the system T \ {l i → r i }. It is well-known that every reduced gTRS is canonical. It is also well-known that the word problem for ground equations E is decidable [20, 26, 13] . The algorithms are usually variants of the so-called congruence closure computation on term graphs. This can be computed in time O(n log n), where it is essential that DAGs are used.
In [27, 28, 8] it is shown that the computation of a DAG-representation of a canonical gTRS can be done in time O(n log n). The computed canonical gTRS T = {l i → r i | i = 1, . . . , n} has the additional property that it is reduced and thus T is canonical.
Grammar Compressed Terms and Term Rewriting Systems
For compression of (ground) terms we use singleton tree grammars:
, where T N are tree/term nonterminals, or nonterminals of arity 0, CN are context nonterminals, or nonterminals of arity 1, and Σ is a signature of function symbols (the terminals), such that the sets T N , CN , and Σ are pairwise disjoint. The set of nonterminals N is defined as N = T N ∪CN . The rules in R may be of the form:
. . , A m ), where A, A i ∈ T N for i = 1, . . . , m, and f ∈ Σ with ar(f ) = m.
where A, A 2 ∈ T N , and C 1 ∈ CN . 
The cdepth of a context nonterminal D is the maximal n of all sequences Note that for every nonterminal N of G, the term or context val G (N ) is defined.
Example 2. For n ∈ N let G n be the STG ({A, B}, {C 0 , . . . , C n }, {a, f }, R) where R is the following set of productions: Note that for every non-optimal DAG there exists either a production A 1 ::= A 2 or at least two productions A 1 := r and A 2 ::= r. For the following complexity analyses and lemma we assume that the signature is fixed, and that the arity of function symbols is O(1).
Lemma 5 ( [20, 26, 13] ). A DAG G can be transformed into an optimally compressed DAG in time O(|G|·log(|G|)). The size is not increased by this operation. Finally, the start symbol can be replaced using function on. Since the sum of the number of nonterminals of G and G is at most |G|, the time per nonterminal is O(log(|G|)), and the list is also of length O(|G|), hence this can be done in time O(|G| · log(|G|)). The size of the DAG is not increased.
We say a term t is STG-compressed (or DAG-compressed, respectively), if there is an STG (or a DAG, respectively) G and a term-nonterminal A of G such that val G (A) = t. A TRS T is called STG-compressed (or DAG-compressed, respectively), if all terms l i , r i of the rewriting relation are represented by termnonterminals L i , R i of an STG (or a DAG, respectively) G such that val G (L i ) = l i and val G (R i ) = r i . We use the analogous notions also for sets of equations.
The Word-Problem for STG-Compressed Terms with DAG-Compressed Ground Equations
In this section we show that the word problem for ground equations and STGcompressed terms s, t can be solved in polynomial time w.r.t. the size of the compressed representation.
A Normalizing Algorithm for Compressed Terms
First we describe an algorithm for T -normalizing all terms represented by term nonterminals in an STG, where T is a given reduced, canonical gTRS. The idea is to modify the STG such that there is no reducible subterm of any represented term in the STG, for any nonterminal. We assume that a reduced, canonical TRS T is given and that T is optimally DAG-compressed, i.e. the terms l i and r i for i = 1, . . . , m are represented in the (optimally compressed) DAG
Note that the nonterminals R 1 , . . . , R m are not necessarily distinct. We assume that the to-be-normalized terms are STG-compressed, i.e. there is an
For the TRS T and its corresponding DAG G T we define the sets subterms NT (T ) and subterms(T ) as follows, where is an extra symbol:
The set subterms NT (T ) comprises all nonterminals that are referenced by left hand sides L i of T , the nonterminals R i , and a distinguished constant . Every proper subterm of a left-hand side l i is represented by one nonterminal in subterms NT (T ), a nonterminal for every right-hand side r i is in subterms NT (T ), and represents the other terms.
Note that {L i | i = 1, . . . , m} ∩ subterms NT (T ) = ∅, and that for every A ∈ subterms NT (T ) \ { } the term val(A) is T -irreducible, since T is reduced.
The algorithm below will modify the grammar G bottom-up, where only the rules of G inp as a sub-STG of G are modified by replacing the right hand sides of the grammar rules, and also some rules for constructing context-nonterminals will be added. For the term nonterminals of G inp the resulting STG G will only represent normalized terms, i.e. for every nonterminal A of G inp : val G (A) is the T -normal form of val G (A). The following algorithms are designed to avoid the Plandowski-equality check (Proposition 3) and perform all checks for equality either on the name of the symbols or checking in the DAG, which requires that the DAG for T is optimally compressed. First we define an algorithm that computes two functions φ 0 , φ 1 such that:
and the term val(φ 0 (A)) will be the normal form of val(A). Otherwise, φ 0 (A) will be . -For every C ∈ CN inp , we have φ 1 (C) : subterms NT (T ) → subterms NT (T ). This function computes the mapping behavior of the context val(C) on subterms(T ) after normalization: For every nonterminal A in subterms
The following subalgorithm dagNode is required, which computes for nonterminals A i from G T the node in G T for f (A 1 , . . . , A n ) if it exists. Formally, for A i ∈ T N T ∪ { } and a function symbol f ∈ Σ T ∪ Σ inp of arity n let dagNode(f, A 1 , . . . , A n ) be defined as follows:
Algorithm 6 (The φ-Computation Algorithm). The algorithm incrementally computes φ 0 and φ 1 by inspecting the production rules of G inp in bottom-up order, i.e. in the order reverse to → Ginp . The treatment of production rules is defined by a case analysis:
Otherwise, let dagNode(f, φ 0 (A 1 ), . . . , φ 0 (A n )) = N and define
and define:
, otherwise Example 8. We consider the TRS T with one rule f (f (a)) → a represented by {L 1 → R 1 } where the corresponding DAG G T has the production rules
We consider the STG of Example 2 and compute φ 0 , φ 1 as follows:
The normalization algorithm uses the functions φ 0 and φ 1 to compute an STG that represents all T -normal forms of terms represented by G inp . Usually, it only changes productions for term nonterminals of the input grammar. The difficult case is a production of the form Example 10. We again consider Example 2 and the gTRS of Example 8. The normalization algorithm produces the grammar G out with the productions:
As expected we have val Gout (B) = a.
Lemma 11. Algorithm 9 is correct: It computes a new STG
Proof. (sketch) It is easy to verify that every modification in the grammar retains equality w.r.t. the equational theory = T . It is also straightforward to check that the only irreducible expressions are represented by the STG after the normalization process has finished. Now we estimate the complexity of the normalization algorithm where we use |G|, |G inp |, and |G T | as parameters and where we assume that |Σ|, as well as the arity of function symbols is O(1).
Lemma 12. The normalization increases the grammar G by at most O(|G| 2 ) and requires time O(|G|
Proof. The cardinality of subterms NT (T ) is at most |G T | since every subterm of left hand sides and every right hand side is represented by a node in the DAG. The grammar is increased during the construction as follows. There is no cdepth-increase of context nonterminals during constructing the prefix of context nonterminals. Prefix returns a context and a term nonterminal. The only possibility for the returned term nonterminal for Prefix is the input term nonterminal, or a term nonterminal from subterms NT (T )\{ }. The size increase by one normalization step is at most cdepth(G inp ), since the size increase by Prefix depends only on the cdepth of context nonterminals. Thus the size increase is |G inp | · cdepth(G inp ), which is O(|G| 2 ).
Concerning the running time, note that all equality comparisons only require to compare nonterminals from subterms NT (T ), since other comparisons are prevented by . Hence a single comparison can be done in constant time.
Assuming that φ 0 , φ 1 are stored in an efficient data structure, the computation of the function φ 1 corresponding to the context nonterminals requires time |G T | ·log(|G T |), which has to be done for every context nonterminal of the initial grammar, thus it requires time O(|G inp | · |G T | · log(|G T |)).
Deciding the Word Problem
Using the construction in the last subsection, we show how to decide the equality of two STG-compressed terms s 1 , s 2 given a set of DAG-compressed ground equations, which is more general than considering plain equations. The following steps provide such a decision algorithm:
The input is a DAG G E and equations
are ground (and all the symbols L i , R i are different) and an STG G that represents the terms s 1 , s 2 by the nonterminals S 1 , S 2 .
Compute a DAG G T that represents a reduced gTRS T which is equivalent
to G E using Snyder's algorithm ( [27, 28, 8] ). Note that Snyder's algorithm can also be used for DAG-compressed ground equations. 2. Optimally compress the DAG G T using Lemma 5. 3. Use the algorithm in the previous subsection to construct an STG G that represents the STG-compressed normal forms of all term nonterminals, in particular the normal forms of s 1 , s 2 by the nonterminals S 1 , S 2 . 4. Use the Plandowski-Lifshits algorithm (Proposition 3) to decide whether S 1 , S 2 represent the same terms.
Lemma 13. [27, 28] For a set of ground equations E represented by a DAG G E (with different symbols for the terms in the equations) one can compute a reduced gTRS T , with
Proof. We analyze the steps of the algorithm in [28] : The first step is to generate a DAG for a given set of ground equations E. This step is not necessary for our claim, since E is already represented by G E . All other steps in the algorithm of [28] are performed on the DAG, and the dominating cost is computing the congruence closure, which can either be done in time and space O(|G E |·log |G E |) or in time O(|G E | · log 2 |G E |) and O(|G E |) space [7] .
Using this result and the previous results on normalization we obtain: Theorem 14. Given a set of ground equations E, represented by a DAG G E (with different symbols for the terms in the equations), and two terms s 1 , s 2 represented by nonterminals S 1 , S 2 , respectively, of an STG G inp , a reduced, canonical gTRS T , equivalent to E, and the STG G representing the T -normal forms of S 1 , S 2 can be computed in time
Proof. The construction of the gTRS can be done in time O(|G E |·log 2 |G E |) and
for the time of the construction, and O(|G| 6 · log 3 |G|) to perform the equality decision using the PlandowskiLifshits-algorithm (Proposition 3).
STG-Compressed Ground Term Rewriting Systems
If the ground TRS is STG-compressed, then the normalization algorithms become more involved if we want efficient ones. It is obvious that there is an exponential upper bound on the running time for normalization and the word problem, since after decompression, which increases the size at most exponentially to 2 |G| , we can use the well-known algorithms with O(n· log(n)) running time. In the following we look for improved bounds in special cases.
Complexity Bounds Proposition 15. Given a reduced, confluent gTRS T , represented as
Let s be a term with val(S) = s where S is a term nonterminal from the STG G. Then the T -normal form of s is computable in polynomial space depending on |G| + |G T |.
Proof. We show that there is a reduction sequence s → s 1 → . . . → s k * − → s n where s n is the T -normal form of s, and where for every k the STG G k representing s k requires polynomial space. The claim is that for every k: G k can be directly derived from G as follows:
-G k contains the rules of G T as well as (perhaps modified) rules of G, plus perhaps some additional rules. -Some term nonterminals in right hand sides of the G-rules may be replaced by R i for some i. -Some right hand sides of G-rules of the form
for some i, where val(C ) is a prefix of val(C). G is extended by the rules generating C .
Since prefixes of contexts can be generated by an at most polynomial enlargement of the grammar, and the prefixes can be added independently, the size of the STG G k is at most polynomial in the size of G. Note that this construction cannot be turned into an efficient algorithm, since the justifications where to replace would require the whole rewrite sequence
It remains to show that G k+1 can be derived from G k by a parallel rewriting step: If the rewriting replaces a term nonterminal in G k , then the replacement constructs a grammar that can be immediately derived from G. If the rewriting replaces a subterm of some right hand side C [R], then the only possibility is that a context nonterminal C has to be constructed such that val(C ) is a prefix of val(C ) and the right hand side C [R] is replaced by C [R ], where R is a right hand side of a rule in T . Hence the algorithm runs in polynomial space.
Corollary 16. Given a reduced, confluent gTRSs T , STG-compressed by G T and two terms s, t also STG-compressed by G, and let = T be the equality relation derived from T . Then the word problem, i.e. whether s = T t, is in PSPACE.
We do not know more efficient algorithms for simplifying a compressed term by a reduced gTRS, or for making a compressed gTRS reduced. Determining the exact complexity of the word problem of STG-compressed terms w.r.t. a set of STG-compressed ground equational axioms is left for future research.
Proposition 17. Let Σ = {f, b 1 , . . . , b n , b n+1 } be a signature (n a positive integer) where f is unary and b i are constants. Given a gTRSs T over Σ, compressed by an STG G T , such that the right hand sides of rewriting rules are constants from Σ, and a term s also compressed by an STG G, then the problem whether s has b n+1 as a normal form under T is NP-hard.
Proof. We adapt the proofs in [23] for our specific problem. We use positive SUBSETSUM as an NP-hard problem ( [9] ). Given n (positive) integers S := {a 1 , . . . , a n }, and another integer m. Then the question is whether there there is a subset S ⊆ S, such that a∈S a = m. The uncompressed TRS T is constructed as follows: It has rules of the forms f ai (b i ) → b i+1 and b i → b i+1 for i = 1, . . . , n, and the term s is of the form f m (b 1 ). These terms can easily be compressed in polynomial space. The question is whether s can be reduced to b n using the rules of T . Such a reduction corresponds to a sum as in SUBSETSUM. Hence the problem is NP-hard.
Remark 18. Proposition 17 does not show that the compressed word-problem w.r.t. a ground equational theory is NP-hard. For example, the equational theory of the encoding in Proposition 17 can be decided in polynomial time: It can be reduced to the axiom f k (b n+1 ) = T b n+1 , where k is the greatest common divisor of all the numbers a i , and the axioms b i = b n+1 . Then the word problem can be decided in polynomial time by a computation modulo k.
STG-Compressed gTRS with One Rule
We consider the problem of normalizing an STG-compressed term t using a single STG-compressed ground rule L → R, where L does not occur in R, and hence for deciding the word problem w.r.t. L → R.
A naive method is to perform step-by-step normalization. One step is to find all positions of val(L) in val(t), constructing the corresponding nonterminals and replacing them by a reference to R. Such a single step can be done in polynomial time. In general, this will lead to an exponential number of normalization steps: Let the term be f n (a), and the rewrite rule be f m+1 (a) → f m (a), where n > m are large numbers. Since f n (a) can be represented in an STG of size log(n), and since every rewrite step only reduces the exponent by 1, there will be n − m rewrite steps during normalization, which may be exponentially large in |G|. For the following special cases normalization can be performed in polynomial time: 
with a context nonterminal L can be easily constructed. The computation of a representation of all occurrences of the context L in some C is in [25] . More exactly, the occurrences of the form L n [R] with a maximal n have to be determined. Using the context-incontext table of [25] , and using binary search for the maximal n, a polynomial algorithm can be constructed for this task. If the occurrences are found, (at most one per term nonterminal), then we can replace these occurrences by R, and obtain a normalized term t for t.
Monadic Ground Term Rewriting Systems
We investigate the special case of monadic signatures Σ := {f 1 , . . . , f m , a} consisting only of unary function symbols f i and a single constant. Assume a compressed and reduced (i.e., a confluent and terminating) gTRS {L i → a | i = 1, . . . , n} over monadic Σ. We compute the nonterminals A i,j , and the corresponding rules, such that whenever val(R i ) occurs in val(L j ), then val(A i,j (R i )) = val(L j ). Given a term s, the rewriting process identifies a left hand side val(L i ) occurring in s, and rewrites this to val(R i ). Since the signature is monadic, this can be interpreted as rewriting a string where every rewrite must replace a suffix. Since the gTRS is reduced, the rewriting process can also be seen as a computation that acts like a deterministic finite automaton: For instance,
Since the TRS is confluent and reduced, the computation is deterministic. Translating this into a DFAcomputation: the starting state is i, where L i is the left hand side occurring in s, and the next state depends on the symbol A i,j . We can also add an initial step ε → R i , where we can omit ambiguous steps. i.e. if an val(R i ) is a proper suffix of val(R j ), then we can omit this step in the automata. Every state of the DFA is accepting.
On the other hand, every DFA where all states are accepting can be interpreted as such a TRS: Let all val(R i ) be trivial, and let the left hand sides be 1, 10, 100, 1000, . . . . Then the TRS is reduced, and the question whether a compressed string can be reduced to ε can be solved looking at the DFA.
This implies: Lemma 19. The question whether a term over a monadic signature can be reduced to a is polynomially equivalent to the question: given a DFA and a compressed word s, is there is a word w over context nonterminals accepted by the DFA such that val(w) = val(s).
However, note that for small val(A i,j ), i.e. if val(A i,j ) can be viewed as part of the input, there is a polynomial algorithm to solve this problem by using dynamic programming over the compressions of s. Thus the open question is the complexity of these problems for arbitrary val(A i,j ).
Implementation and Tests
We implemented the normalization algorithm and the Plandowski-Lifshits equality check in the lazy functional programming language Haskell [1] . STGs are implemented as maps (available by the Haskell library Data.Map) where the right hand side of a production is mapped to its left hand side. Haskell's maps are based on size balanced binary trees [2] and provide selection and construction operations, like lookup, insertion, or deletion, in logarithmic time which makes our prototypical implementation reasonably fast. Including some example grammars and term rewriting systems our prototypical implementation consists of about 2000 lines of Haskell source code. A cabal 1 package is available under http://www.ki.informatik.uni-frankfurt.de/research/gbc/.
We performed several tests 2 on the grammar of Example 2 as G inp . For the first series of tests we used the gTRS of Example 8. Table 1 shows the runtime of the normalization algorithm for different values of n. We observe that the runtime grows by increasing n. Nevertheless our algorithm performs fast, since the gTRS has only one rule and the corresponding DAG is small.
The second series of tests uses TRSs with a single rule of the form f m (a) → a. The corresponding DAG is G T = {{L 1 , A 1 , . . . , A m−1 , R 1 }, ∅, {f, a}, R} where R = {L 1 ::= f (A 1 ), A 1 ::= f (A 2 ), . . . , A m−1 ::= f (R 1 ), R 1 ::= a}. Table 2 shows runtimes for different m, n. Note that |subterms NT (T )| is much larger than in the first series of tests.
The third series of tests concerns a growing number of rules of the TRS. We used TRSs with k rules f (a) → b 1 , f (b 1 ) → b 2 , . . . f (b k−1 ) → a (represented by a DAG of size 3k). The runtimes for normalization are given in table 3. This tables validates the expectation that the size of the DAGs is important, since the DAG-sizes in the first and second series are similar.
Conclusion and Further Work
We showed that STG-compression can advantageously be applied to the word problem for STG-compressed large terms w.r.t. DAG-compressed ground equational theories, which may have a potential use in deduction systems.
Further work is to attack some of the open questions: look for an efficient algorithm for solving the word problem for a set of ground equations or gTRSs under STG-compression or prove hardness results.
