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ABSTRACT
The question who infected whom is a perennial one in the study of infectious 
disease dynamics. To understand characteristics of infectious diseases such as how 
many people will one case produce over the course of infection (the reproductive 
number), how much time between the infection of two connected cases (the gener-
ation interval), and what factors are associated with transmission, one must ascer-
tain who infected whom. The current best practices for linking cases are contact 
investigations and pathogen whole genome sequencing (WGS). However, these 
data sources cannot perfectly link cases, are expensive to obtain, and are often not 
available for all cases in a study. This lack of discriminatory data limits the use of 
established methods in many existing infectious disease datasets.
We developed a method to estimate the relative probability of direct transmis-
sion between any two infectious disease cases. We used a subset of cases that have 
pathogen WGS or contact investigation data to train a model and then used de-
mographic, spatial, clinical, and temporal data to predict the relative transmission 
probabilities for all case-pairs using a simple machine learning algorithm called 
naive Bayes. We adapted existing methods to estimate the reproductive number
vi
and generation interval to use these probabilities. Finally, we explored the associa-
tions between various covariates and transmission and how they related to the as-
sociations between covariates and pathogen genetic relatedness. We applied these
methods to a tuberculosis outbreak in Hamburg, Germany and to surveillance data
in Massachusetts, USA.
Through simulations we found that our estimated transmission probabilities
accurately classified pairs as links and nonlinks and were able to accurately esti-
mate the reproductive number and the generation interval. We also found that the
association between covariates and genetic relatedness captures the direction but
not absolute magnitude of the association between covariates and transmission,
but the bias was improved by using effect estimates from the naive Bayes algo-
rithm. The methods developed in this dissertation can be used to explore transmis-
sion dynamics and estimate infectious disease parameters in established datasets
where this was not previously feasible because of a lack of highly discriminatory
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Understanding the transmission dynamics of an infectious disease outbreak, es-
timating important parameters such as the generation interval (the time between
infection of two connected cases) and reproductive number (how many cases one
infected case will produce), and identifying factors associated with transmission
often involve determining who infected whom. The current best practices for link-
ing cases are pathogen whole genome sequencing (WGS) and contact investiga-
tions. Pathogen WGS data are a powerful tool to link cases and numerous meth-
ods have been developed to analyze these data (Klinkenberg et al., 2017; Didelot
et al., 2017; Dudas et al., 2017; Walker et al., 2013; Lee et al., 2015; Cottam et al.,
2008; Jombart et al., 2014; Long et al., 2014; Morelli et al., 2012; Worby et al., 2016;
Ypma et al., 2013). Additionally, contact investigations are often a routine part of
an outbreak response and have been shown to be useful in identifying possible
transmission events (World Health Organization, 2019; Campbell et al., 2019; Kiss
et al., 2005; Bell & Potterat, 2011; Armbruster & Brandeau, 2007; Faye et al., 2015;
Shen et al., 2004).
However, these data sources cannot perfectly link cases, are expensive to ob-
tain, and are often not available for all cases in a study. This lack of discrimina-
tory data limits the use of established methods in many existing infectious disease
datasets. In addition, the usefulness of the different data sources can depend on
the infectious disease being studied (Campbell et al., 2018). For example, although
tuberculosis (TB) is the leading cause of death by infectious disease with 10.0 mil-
lion people falling ill with the disease in 2018 (World Health Organization, 2019),
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we still do not have a thorough understanding of key infectious disease parame-
ters (Ma et al., 2018). This knowledge gap is due to many unique characteristics
of the disease including a slow mutation rate, a long and highly variable latency
period, non-specific symptoms, and low progression rate from infection to active
disease (World Health Organization, 2019; Ma et al., 2018).
To address this difficulty of ascertaining who infected whom, we aimed to de-
velop a method to estimate the relative probability of direct transmission between
any two individuals in an outbreak or surveillance dataset by combining many
different data sources. The method uses a subset of cases that have pathogen WGS
and/or contact investigation data to train a model and then uses demographic,
spatial, clinical, and temporal data to predict the relative transmission probabili-
ties for all case-pairs using a simple machine learning algorithm called naive Bayes
(Arar & Ayan, 2017; Jiang et al., 2016).
The strengths of our method are 1) it does not aim to find the one true infector
but estimates the relative transmission probability for all possible infectors, 2) it
does not require the highly discriminatory information usually necessary to iden-
tify transmission links, such as pathogen WGS or contact investigations, on all
individuals, and 3) it does not presuppose any relationship between the clinical,
social, and demographic characteristics and transmission, but lets the model infer
these relationships.
We then sought to use these relative transmission probabilities to better under-
stand infectious disease dynamics by adapting existing methods for estimating the
reproductive number and generation interval as well as identifying covariates as-
sociated with transmission links. The methods developed can be applied to any
infectious disease but in an effort to address the scarcity of estimates of infectious
3
disease parameters in TB we applied these methods to two low burden TB settings:
a small outbreak in Hamburg, Germany and surveillance data in Massachusetts,
USA.
The following dissertation describes how to use naive Bayes to estimate rela-
tive transmission probabilities explores various applications of these probabilities.
Chapter 1 introduces the naive transmission method and how the relative trans-
mission probabilities can be used to estimate the reproductive number. It shows
the results of simulations demonstrating the performance of the transmission prob-
abilities and the accuracy of reproductive number estimation. It also contains an
application to the Hamburg outbreak, estimating transmission probabilities for all
case-pairs in this outbreak and the monthly effective reproductive number.
Chapter 2 describes how a published method to estimate the generation inter-
val developed by Hens et al. (2012) can be adapted using noise reduction tech-
niques to use the naive Bayes transmission probabilities. It also contains the re-
sults of simulations demonstrating the accuracy of generation interval estimation
and an application to Massachusetts surveillance data including an estimate of the
generation interval and reproductive number for TB disease in this context.
Finally, Chapter 3 uses simulations to explore how estimates of the association
between covariates and pathogen genetic relatedness compare to the true associ-
ation between the covariates and transmission. It also explores if the naive Bayes
transmission method can improve upon these estimates and reports the contribu-
tion of the covariates to the naive Bayes transmission probabilities estimated for
Hamburg and Massachusetts in Chapters 1 and 2.
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CHAPTER 1
Estimating the Relative Probability of Direct Transmission between Infectious
Disease Patients
1.1 ABSTRACT
Estimating infectious disease parameters such as the serial interval (time between
symptom onset in primary and secondary cases) and reproductive number (aver-
age number of secondary cases produced by a primary case) is important to un-
derstand infectious disease dynamics. Many estimation methods require linking
cases by direct transmission, a difficult task for most diseases. Using a subset of
cases with detailed genetic or contact investigation data to develop a training set
of probable transmission events, we build a model to estimate the relative trans-
mission probability for all case-pairs from demographic, spatial and clinical data.
Our method is based on naive Bayes, a machine learning classification algorithm
which uses the observed frequencies in the training dataset to estimate the prob-
ability that a pair is linked given a set of covariates.In simulations we find that
the probabilities estimated using genetic distance between cases to define train-
ing transmission events are able to distinguish between truly linked and unlinked
pairs with high accuracy (area under the receiver operating curve value of 95%).
Additionally, only a subset of the cases, 10-50% depending on sample size, need
to have detailed genetic data for our method to perform well. We show how these
probabilities can be used to estimate the average effective reproductive number
and apply our method to a tuberculosis outbreak in Hamburg, Germany. Our
method is a novel way to infer transmission dynamics in any dataset when only a
subset of cases has rich contact investigation and/or genetic data.
5
1.2 INTRODUCTION
Infectious disease parameters such as the serial interval (time between symptom
onset from primary to secondary case) and the reproductive number (average
number of secondary cases produced by a primary case over the infection course)
are instrumental in managing outbreaks (Boelle et al., 2011). For diseases in which
disease progression shortly follows infection, these parameters have been studied
extensively (Boelle et al., 2011; Riley et al., 2003; Wallinga & Teunis, 2004; Chowell
et al., 2004; White & Pagano, 2008b; Fraser et al., 2009). For others, such as tu-
berculosis (TB), the serial interval and reproductive number estimates are few and
inconsistent (Ma et al., 2018; Delamater et al., 2019; Vink et al., 2014).
Serial interval and reproductive number estimation methods often rely on de-
termining which cases are linked by direct transmission. Pathogen whole genome
sequence (WGS) data are a powerful tool to link cases and several methods have
been developed to analyze these data (Klinkenberg et al., 2017; Didelot et al., 2013,
2017; Dudas et al., 2017; Roetzer et al., 2013; Walker et al., 2013; Lee et al., 2015; Cot-
tam et al., 2008; Jombart et al., 2014; Long et al., 2014; Morelli et al., 2012; Worby
et al., 2016; Ypma et al., 2013). However, WGS data are still relatively expensive and
requires bioinformatics expertise, making universal use in high disease burden set-
tings unfeasible. Therefore, datasets may have WGS data on only a proportion of
cases. Another way to link cases is contact investigations, which are often part of
an outbreak response (World Health Organization, 2019; Campbell et al., 2019; Kiss
et al., 2005; Bell & Potterat, 2011; Armbruster & Brandeau, 2007; Faye et al., 2015;
Shen et al., 2004). However, these investigations do not perfectly identify infectors
due to nonspecific transmission mechanisms, disease characteristics, and the will-
ingness and ability of cases to share contact information (Bell & Potterat, 2011; Kiss
6
et al., 2005; Diel et al., 2002, 2018; Oelemann et al., 2007; Golub et al., 2001). Addi-
tionally, contact investigations are time consuming and require significant human
resources, again meaning that these data are unlikely to be available for all cases.
Here, we present a novel method to predict the relative probability of direct
transmission between infectious disease patients using pathogen WGS data and/or
contact investigations when these data are only available on a proportion of cases,
paired with other risk factor data. These probabilities can be used to understand
outbreak transmission dynamics and estimate the reproductive number without a




Our method requires individual-level case data, e.g. geographic location, clinical
information, demographics, and observation date. At least a subset of the cases
needs additional information, e.g. detailed contact investigation and/or pathogen
genome WGS data, to form the training set to generate the model. We trans-
form this dataset of individuals into a dataset of ordered case-pairs (i, j), where
case i was observed before case j. We convert the individual-level covariates
(X1, X2, . . . , Xp) into pair-level covariates (Z1, Z2, . . . , Zp) by computing distances
which capture how well the individuals match on covariate values. These dis-
tances can be dichotomous where a value of 1 indicates that the covariate values
match and 0 indicates that they do not match as in Equation 1.1 for covariate Zk
7
(where k ∈ 1, 2, . . . , p):
Zkij = d(Xki, Xkj) =

1 if Xki = Xkj
0 if Xki ̸= Xkj.
(1.1)
Or the distances could be categorical where different combinations of individual-
level values result in nk different pair-level values such as:
Zkij = d(Xki, Xkj) =

zk1 if Xki = Xkj = xk1
zk2 if Xki = Xkj = xk2
zk3 if Xki = xk1, Xkj = xk2
. . .
zknk if Xki = Xkj = xkw
(1.2)
where xk1, xk2, . . . , xkw are the different values of Xk and zk1, zk2, . . . , zknk are the
different values of Zk. For example, if the individual-level covariate X1 was town
of residence, the pair-level covariate Z1 could indicate if the individuals live in the
same town, neighboring towns, or more distant towns.
1.3.2 Naive Bayes
To estimate the probability that cases i and j are linked by direct transmission (πij)
we use a classification technique called naive Bayes. This method uses Bayes rule
to estimate the probability of an outcome given a set of covariates from the ob-
served frequencies in a training dataset. Our outcome, Lij equals 1 if case i was
infected by case j and 0 otherwise. We know the probable value of Lij for case-
pairs in the training set based on pathogen WGS and/or contact investigation data
8
and want to predict the probability that Lij = 1 for the remaining pairs.
We first use the training set to calculate P (Zk = zk|L = l), the probability that
the pair-level covariate Zk equals zk for each covariate k ∈ {1, 2 . . . , p} for a pair
with link status l ∈ {1, 0}, using
P (Zk = zk|L = l) =
∑
i,j 1{Lij = l, Zkij = zk}+ α∑
i,j 1{Lij = l}+ αnk
. (1.3)
The indicator function 1 equals 1 if the input is true and 0 if false, nk is the number
of levels of Zk for k ∈ 1, 2, . . . , p, and α is a smoothing parameter to avoid zero-
probabilities resulting from sparse data. The numerator,
∑
i,j 1{Lij = l, Zkij =
zk}, counts how often a pair i, j has linked status l and value zk for covariate Zk,
k ∈ {1, 2, . . . , p}. The denominator counts the number of pairs with link status l
plus the total added because of the smoothing correction (αnk). Then we use the
training set to calculate P (L = l), the prior probability of link status for l ∈ {1, 0}
using
P (L = l) =
∑
i,j 1{Lij = l}+ α
N + 2α
. (1.4)
where N is the total number of cases in the training set. We used an α value of
1 which is frequently used and is equivalent to the Bayesian estimate with a uni-
form prior of the probabilities in Equations 1.3 and 1.4 as is shown in Appendix A
Section A.1 (Arar & Ayan, 2017; Jiang et al., 2016; Manning & Schütze, 1999).
We then use Bayes rule to calculate π′ij , the raw predicted probability that case
i was infected by case j, for all pairs in the prediction set as
π′ij = P (Lij = 1|Z1ij = z1, . . . , Zpij = zp) (1.5)
=
P (Z1 = z1, . . . , Zp = zp|L = 1)P (L = 1)




k=1 P (Zk = zk|L = 1)P (L = 1)∏p
k=1 P (Zk = zk|L = 1)P (L = 1) +
∏p
k=1 P (Zk = zk|L = 0)P (L = 0)
.
We calculate the conditional probability of all covariate values given link status,
P (Z1 = z1, , Zp = zp|L = 1), as the product of the conditional probabilities of
each covariate, P (Zk = zk|L = 1) for k ∈ 1, 2, . . . , p, assuming that covariates are
conditionally independent.
Finally, we scale the estimated probabilities to represent the relative likelihood







We call this scaled probability, πij , the relative transmission probability. Note: the
ordered nature of the pair dataset implies that if case i was observed before case j,
then π′ij = πij = 0.
1.3.3 Training Dataset Construction
Naive Bayes uses a training set with known outcomes to inform a model to es-
timate probabilities in a separate prediction set with unknown outcomes. In our
training set however, the outcome represents probable rather than certain trans-
mission events, inferred from a subset of cases with pathogen WGS and/or de-
tailed contact investigation data. Because of this uncertainty, we want to estimate
the transmission probability of the training case-pairs as well as those which lack
WGS or contact data. Therefore, we use an iterative estimation procedure where
each pair has a turn in the prediction set.
To estimate the transmission probabilities, we split our training set into n sub-
sets called folds where n − 1 folds are used to train the model and the remaining
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Figure 1.1: Flow-chart depicting the algorithm we used to create the training
dataset and the iterative procedure to estimate the relative transmission probabili-
ties.
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fold is included in the prediction set with the remainder of the pairs. However,
the assumption that each case has only one true infector presents two problems
for the creation of a proper training set: 1) since the method of defining transmis-
sion events in the training set is not perfect, there could be multiple possible links
for each infectee, and 2) once we denote a case-pair as linked in the training set, all
other possible pairs that share that infectee have a zero-probability of being linked.
To solve the first problem, we create the links in the training set by randomly
choosing one of the possible infectors defined by pathogen WGS or contact investi-
gation data to be designated the linked case-pair for that iteration and then repeat
this selection multiple times to capture the uncertainty around the true infector. To
solve the second problem, when a pair is designated as a link in the training set
for an iteration, all other appropriately timed pairs with the same infectee as the
link are also included in the training set as non-links. This procedure means that
when a linked pair is in the prediction dataset for an iteration so are all of the other
pairs involving the infectee, so the probability of all pairs possible involving that
infectee can be estimated.
In order to capture the valuable information provided by the pathogen WGS
or contact investigation data used to define probable transmission events in the
training set, when a pair is denoted as linked or unlinked for an iteration by that
information, the predicted probability for that iteration is set to 1 if the pair is
linked and 0 if the pair is not linked. Note the probability is not set to 0 for those
pairs that are just included in the training dataset because they share an infectee
with a designated link. The final estimated relative transmission probabilities are
obtained by averaging the probabilities for each iteration and then scaling them.
The following algorithm describes the training dataset creation and iterative esti-
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mation procedure which is diagrammed in Figure 1.1.
1. Create a dataset of possible training case-pairs by subsetting the dataset to
only the pairs involving individuals that have information used to define
probable links in the training set.
2. Randomly select one infector for each infectee and designate those pairs as
“linked” (Lij = 1).
3. Temporarily remove all pairs that share an infectee with the linked pairs de-
fined in step 2 from the training set.
4. Designate all remaining unlinked pairs as not linked (Lij = 0).
5. Split this dataset of possible training pairs into n folds (we used 10): n− 1 for
training and 1 for prediction.
(a) Reserve 1 fold for prediction and combine with all of the pairs not in the
training set.
(b) Set the predicted probabilities for training set pairs to 1 for links and 0
for non-links.
(c) For all linked pairs in the n-1 training folds, move all other pairs involv-
ing the infectee from the prediction set to the training set as unlinked
(Lij = 0). This is the final training set for this iteration.
(d) Use the training set to train the model and calculate predicted probabil-
ities in the prediction set.
(e) Repeat steps (a) - (d) n times so that each fold has a turn in the prediction
set.
13
6. Repeat steps 2 - 5 multiple times (we used 10) to allow for different possible
infectors to be designated the true infector.
7. Average over all the predicted probabilities for each pair.
8. Scale the resulting probabilities using equation 1.6 to obtain the relative trans-
mission probabilities for all case-pairs.
1.3.4 Reproductive Number Estimation
To estimate the reproductive number, we use the Wallinga and Teunis approach
(Wallinga & Teunis, 2004) which calculates the relative probability that each case
was infected by all other cases using the serial interval distribution. The effective
reproductive number (Rj) for each case is then calculated by summing the scaled





By averaging the individual reproductive numbers for all cases observed at each
time-point, we obtain time-level effective reproductive number (Rt) estimates and
averaging those values for the stable portion of the outbreak to gives average re-
productive number estimate over the study period (R̄t).
In order to estimate confidence intervals for Rt and R̄t we use parametric boot-
strapping. First, we re-sample the Rj values 1000 times using the estimated prob-






For each re-sampling we calculate the Rt values at each month and average them
to estimate R̄t. We then use the bootstrap distributions of the estimated values
of Rt and R̄t to derive 95% bootstrap confidence intervals using LowerBound =
R̂ − (QR̃(1 − α/2) − R̂) and UpperBound = R̂ − (QR̃(α/2) − R̂) where R̂ can be
either ˆ̄Rt or R̂t and QR̃ is the quantile function of the bootstrap estimates of R̂.
1.3.5 Simulation Study
We assess our method by simulating 1000 outbreaks of at least 500 cases with
TB transmission dynamics and composed of multiple transmission chains using
R v3.6.0 (R Core Team, 2019). We simulate the outbreaks and derive their phyloge-
netic trees using the TransPhylo v1.2.3 package (Didelot et al., 2017) and we gener-
ate genetic sequences corresponding to the phylogenetic trees using the phagnorn
v2.5.5 package (Schliep, 2011). This method was used in Stimson et al. (2019) for a
similar purpose, though we extend it to include multiple transmission chains.
The TransPhylo package simulates an outbreak by starting with one case and
uses the reproductive number (with a negative binomial distribution), the serial
interval (with a gamma distribution), and the effective population size times the
generation interval (Neg) to simulate a transmission tree of the outbreak. The simu-
lated outbreak continues until it either dies out, runs for a user-specified period of
time, or reaches a user-specified sample size. The package also simulates both in-
fection dates and observation dates, building in a sampling distribution represent-
ing the time between infection and sampling. The phangorn package then simulates
genetic sequences from the phylogenetic tree represented by the transmission tree
using the mutation rate and a random (or user-specified) base sequence.
We use these packages to simulate multiple transmission chains which all have
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at least two cases and that each run for 20 years with start dates that varied within a
40-year window. We simulate the chains iteratively as independent outbreaks until
the total sample size across all chains exceeds 500. The chains have separate phy-
logenetic trees which are used to simulate genetic sequences each starting from a
random sequence of 300 base pairs. This means that individuals in different chains
are separated approximately 300 SNPs though it could be slightly fewer. For our
simulations the reproductive number has a NegativeBinomial(1.2, 0.5) distribution
resulting in a mean reproductive number (R̄t) of 1.2. The generation interval and
the sampling interval have the same distribution: Gamma(shape = 1.2, scale = 2)
shifted by 0.25 years (90 days) so that infection events are separated by at least
three months (Ma, et al, accepted at the American Journal of Epidemiology). We
use an effective population size times generation time (Neg) of 0.25.
Although pathogen genomes are thousands to millions of base-pairs long, for
computational efficiency, we simulate 300 base pair genomes where each transmis-
sion chain starts with a unique set of base pairs to allow for genetic diversity across
different strains. The shortened genome length we simulate is meant to represent
the locations that differ amongst cases sampled as part of one outbreak instead of
the full genome. This simplification is appropriate because we aim to replicate a
slow mutating pathogen such as TB which mutates at a rate of around 0.5 SNPs
per genome per year (Walker et al., 2013). With this mutation rate, over the course
of one 20-year transmission chain, very few mutations will accrue thus allowing a
smaller genome to provide a good proxy for the full genome. We also performed
a sensitivity analysis which showed that the SNP distance for a fixed mutation
rate did not notably change as genome length increased (Appendix Figure A.1).
It is possible that this approach underestimates the true SNP distance distribution
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which makes it a conservative representation of the true SNP distance distribution
using the full pathogen genome.
We add covariates to the outbreak structure produced by TransPhylo that were
associated with link status of a pair. We simulate four covariates at the individual
level, X1−X4, with pair level analogs, Z1−Z4. The covariate values for each source
case are chosen randomly using the population frequencies (Chapter 3 Table 3.1
first four covariates). We loop through the pairs starting with the earliest case
with a sampled infector and choose the covariate values for that case based on
the values for their infector according to the rules set for that covariate (Chapter 3
Table 3.1). We also include the time between infection dates for each case-pair into
the model categorized as follows: less than 1 year, 1 to 2 years, 2 to 3 years, 3 to 4
years, 4 to 5 years, and more than 5 years.
These covariates were chosen arbitrarily simply to create covariates with differ-
ent structures that had different magnitudes of association with whether a pair was
linked. However, X1/Z1 could represent the sex where we believe that pairs of the
same sex are more likely to be linked. Covariate, X2/Z2 could represent nationality
where there are multiple groups and we believe that pairs with the same national-
ity are more likely to be linked. Covariate, X3/Z3 could represent age group where
we believe that the characteristic of the infector matters, so order is important. Fi-
nally, X4/Z4 could represent geographic location where pairs that live in the same
or close areas are more likely to be linked.
We compare our method performance when training using probable transmis-
sion events defined by single nucleotide polymorphism (SNP) distances, with per-
formance when training using truly linked and unlinked case-pairs (Table 1.1).
When we train the model using SNP distance, case-pairs with fewer than 2 SNPs
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are considered linked, those with more than 12 SNPs are considered unlinked in
the training set, and those with between 2 and 12 SNPs are considered indetermi-
nate and thus are not included in the training set (Walker et al., 2014, 2013). To
represent real scenarios when only a fraction of the cases have the discriminating
information necessary to define probable transmission events, we randomly select
a subset of 60% of all cases to make up the training set both when training with
true links and links derived from SNP distances.
We also compare the performance of our method with that of probabilities de-
rived from the time between infection dates and the serial interval distribution mo-
tivated by the Wallinga and Teunis method (Wallinga & Teunis, 2004). The wide
and narrow serial intervals represent the prior and posterior distributions used by
Didelot et al. (2017) which were chosen because they were derived from the same
TB outbreak in Hamburg that we analyze below. As a negative control, we as-
sign the probabilities randomly from a Uniform(0, 1) distribution. Additionally,
all the serial/generation intervals are shifted by 90 days because a serial interval
of less than three months is not possible for TB, our motivating example. For each
simulation scenario (Table 1.1), we calculate the area under the receiver operating
curve (AUC), assess how the probability of the true infector rank compares to the
probabilities of all possible infectors, and estimate R̄t.
Table 1.1: Description of simulation scenarios
Simulation Scenarios
Model trained on true links
Model trained on SNP1 distance links
Correct serial interval - gamma(1.05, scale = 2.0)
Wide serial interval - gamma(1.3, scale = 3.3)




We also perform a sensitivity analysis to determine what proportion of cases
need to be included in the training set to achieve good performance. We simulate
300 outbreaks with sample sizes ranging from 50-1000 cases and for each outbreak
we perform our method assuming that a random subset of 10% to 100% of the
cases are included in the training set. We assess how changing the proportion of
cases in the training set affects the performance of the model and the estimation of
the reproductive number depending on the sample size. Finally, we asses how the
performance of the method changes when we order cases using the date of obser-
vation instead of the date of infection. The date of observation is the sampling date
provided in the output of an outbreak simulated by TransPhylo which incorporates
a delay between infection and observation. This observation date is closer to the
date used in real outbreaks and will not necessarily have the same order as the
infection date. We ran 1000 simulations with the same parameters as main sim-
ulation and compared the performance metrics when using the observation date
instead of the infection date.
1.3.6 Hamburg TB Outbreak Application
We apply our method to a small TB outbreak in Hamburg and Schleswig-Holstein,
Germany, analyzed in Roetzer et al. (2013). The outbreak includes 86 individu-
als from the largest strain cluster in a long-term surveillance study conducted by
the health departments in these cities. The dataset includes pathogen WGS data
for all individuals as well as clinical, demographic, and social risk factor data.
Furthermore, a subset of these individuals was involved in contact investigations
performed by the local health authorities.
We define probable links in the training set in two ways: 1) SNP distances and
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Figure 1.2: Violin plots of the performance metrics for the different scenarios
across 1000 simulated outbreaks. The scenarios were: our method with a train-
ing set of true links, our method with a training set of links defined by single
nucleotide polymorphism (SNP) distance, probabilities derived from the serial in-
terval distribution used to simulate the outbreak: gamma(1.05, 2.0), probabilities
derived from a serial interval distribution that is too wide: gamma(1.3, 3.3) and too
narrow: gamma(0.54, 1.9), and random probabilities. The metrics shown are the
area under the receiver operating curve (AUC), the proportion of time the true in-
fector was assigned the highest relative transmission probability (Proportion Cor-
rect), and the proportion of time the probability of the true infector was ranked in
the top 5%, 10%, 25%, and 50% of all possible infectors.
2) contact investigation. As in the simulations, when training with SNP distance,
case-pairs with fewer than 2 SNPs are considered linked, those with greater 12
SNPs are considered unlinked. Pairs with 2-12 SNPs are excluded from the train-
ing set as indeterminate (Walker et al., 2014, 2013). When using contact investiga-
tion data, pairs that had confirmed contact with each other are considered linked,
pairs without confirmed contact are considered unlinked, and cases who did not
undergo contact investigation are excluded from the training set. For comparison,
we also calculate the relative transmission probabilities randomly and using the
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same serial intervals as the simulation study. We also tested different smoothing
parameters, α, to assess the possible impact of different values on the estimate of
R̄t.
Figure 1.3: Violin plots of the distribution of the average effective reproductive
number for different scenarios across 1000 simulated outbreaks. The dashed hori-
zontal line indicates the true value of 1.2 that was used to simulate the outbreaks.
1.4 RESULTS
1.4.1 Simulation Results
The sample sizes of the 1000 outbreaks (which were simulated to have at least
500 cases) ranged from 500-1178 (median: 545). Each outbreak had 2-39 (median:
14) transmission chains with 2-846 (median: 9) cases each. Appendix Figure A.2
shows the relative transmission probability distributions for one outbreak compar-
ing truly linked and unlinked case-pairs. In that outbreak, our method estimated
relative transmission probabilities of <0.005 for most unlinked pairs (92% when
training with the truth and 89% training using SNP distance). With both ways
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of defining the training set, our method assigned more than 75% of truly linked
case-pairs higher probabilities than the serial interval method (Appendix Figure
A.3).
Figure 1.4: Boxplots of the performance metrics by training set proportion in 300
simulated outbreaks stratified by the total sample size of the outbreak. The metrics
shown are the area under the receiver operating curve (ROC) and the proportion
of time the relative transmission probability of the true source case was ranked in
the top 25%. The dotted black line indicates a value of 90% on either metric.
Over 1000 simulations, the average AUC was 97% (standard deviation [SD] 0.6)
when the model was trained using true links compared to 95% (SD 1.2) when the
model was trained using genetic links (Figure 1.2, Appendix Table A.1). When the
model was trained with links determined by SNP distances, the estimated proba-
bility of the true infector was the highest of all possible infectors 22% (SD 2.5) of
the time and ranked in the top 25% of all possible infectors 93% (SD 2.4) of the
time (compared to 46% (SD 2.6) and 95% (SD 1.6) when training with true links).
Our method outperformed probabilities estimated using serial intervals (Figure
1.2, Appendix Table 1.2). Figure 1.3 and Appendix Table A.2 show the R̄t estimates
for each of the different scenarios compared to the 1.2 value used to simulate the
outbreaks. Both our method and the correct serial interval estimated R̄t accurately.
22
However, when incorrect serial intervals were used, the R̄t estimates were either
too high or too low.
In our sensitivity analysis, the performance improved and the metrics variabil-
ity decreased as the proportion of cases in the training set increased (Appendix
Figure A.4). If the sample size was at least 500, only 10% of all cases was needed to
train the model to obtain good performance. For a sample size of 200-500, training
the model with 20% of cases resulted in good performance. For smaller outbreaks,
the performance was best with at least 50% of the cases in the training set (Figure
1.4). The R̄t estimates grew increasingly accurate as the training dataset propor-
tion increased (Appendix Figure A.5). We also found that there was little change
in the performance when using the observation date instead of the infection date
(Appendix Figure A.6).
Figure 1.5: Case counts by year for the Hamburg outbreak described in Roetzer
et al. (2013)
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1.4.2 Hamburg TB Outbreak Application
Case counts over the course of the Hamburg outbreak and clinical and demo-
graphic characteristics are shown in Figure 1.5 and Table 1.2. The 86 cases resulted
in 3633 possible ordered case-pairs where the possible infector was observed be-
fore the infectee. These pairs were separated by 0-20 SNPs (median: 4). Of the 86
individuals, 31 (36%) were part of contact investigations with 51 confirmed con-
tacts. All individual-level covariates were transformed into pair-level covariates
(Table 1.3).
Table 1.2: Individual-level demographic and clinical characteristics
for the Hamburg outbreak
Covariate Level All Individuals
(n = 86)
City Hamburg 62 (72.1%)
Schleswig-Holstein 24 (27.9%)
Nationality Germany 66 (76.7%)
Other 20 (23.3%)
Sex Female 16 (18.6%)
Male 70 (81.4%)
Age Group < 25 years old 5 (5.8%)
25-34 years old 13 (15.1%)
35-34 years old 24 (27.9%)
45-54 years old 20 (23.3%)
55-64 years old 16 (18.6%)
≥ 65 years old 8 (9.3%)
Smear Status Negative 50 (58.1%)
Positive 36 (41.9%)
HIV1 Negative 81 (94.2%)
Positive 5 (5.8%)
Substance Abuse No 33 (38.4%)
Yes 53 (61.6%)
Residence Permanent residence 71 (82.6%)
Homeless 15 (17.4%)
Affiliation with alcohol-consuming Not affiliated 21 (24.4%)
milieu/street scene Affiliated 65 (75.6%)
1 Human immunodeficiency virus
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Table 1.3: Pair-level demographic and clinical characteristics for the
Hamburg outbreak
Covariate Level All Pairs
(n = 3633)
City Same city 2148 (59.1%)
Different city 1485 (40.9%)
Nationality Both Germany 2129 (58.6%)
Same foreign country 19 (0.5%)
One Germany, one foreign country 1315 (36.2%)
Different foreign countries 170 (4.7%)
Sex Male to male 2401 (66.1%)
Female to female 120 (3.3%)
Male to female 757 (20.8%)
Female to male 355 (9.8%)
Age group Same age group 695 (19.1%)
Different age group 2938 (80.9%)
Smear status Infector smear- 1294 (35.6%)
Infector smear+ 2339 (64.4%)
HIV1 Infector HIV- 3463 (47.8%)
Infector HIV+ 170 (4.7%)
Substance abuse Both Yes 1372 (37.8%)
Both No 526 (14.5%)
Different 1735 (47.8%)
Residence Both permanent 2473 (68.1%)
Both homeless 105 (2.9%)
Different 1055 (29.0%)
Affiliation with alcohol-consuming Both affiliated 2062 (56.8%)
milieu/street scene Both not affiliated 210 (5.8%)
Different 1361 (37.5%)
Time difference < 1 year 546 (15.0%)
1-2 years 485 (13.3%)
2-3 years 374 (10.3%)
3-4 years 305 (8.4%)
> 4 years 1923 (52.9%)
SNP2 distance <2 SNPs 796 (21.9%)
2-12 SNPs 2452 (67.5%)
>12 SNPs 385 (10.6%)
Confirmed contact Yes 51 (1.4%)
No 408 (11.2%)
Unknown 3174 (87.4%)
1 Human immunodeficiency virus
2 Single nucleotide polymorphism
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Figure 1.6 shows heatmaps of all potential infectors using our method com-
pared to random probabilities (Figure 1.6A) and a serial interval distribution (Fig-
ure 1.6B). Using our method, defining links with either SNP distance (Figure 1.6C)
or confirmed contact (Figure 1.6D), there was more variation in the relative trans-
mission probability across possible infectors than the serial interval or random sce-
narios. Some infectees had infectors with a higher probability than all others in the
row, suggesting this was the likely true infector. However, even for rows without
a clear infector, many of the possible infectors have very low probabilities and can
be eliminated.
All methods except random probabilities showed spikes in Rt at the second
peak in case counts, but to different degrees (Figure 1.7). The R̄t estimate was 0.97
(95% confidence interval [CI] 0.73-1.19) when training with confirmed contacts and
0.85 (95% CI 0.63-1.07) when training with SNP distances (Appendix Table A.3,
Figure 1.8). Changing the smoothing parameter, α, had negligible effect on these
estimates (Appendix Table A.4).
1.5 DISCUSSION
We have developed a method to estimate the relative transmission probability be-
tween pairs of infectious disease cases using clinical, demographic, geographic,
and genetic data that accurately distinguishes between linked and unlinked case-
pairs. Using a SNP distance proxy for transmission to train the model, the classi-
fication accuracy was 95%, and 93% of the time the true infector had a probability
in the top 25% of all possible infectors. Therefore, our method provides a power-
ful way to rule out transmission events, outperforming the serial interval method
in all metrics and accurately estimating R̄t. This is important because the serial
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Figure 1.6: Heatmaps of the relative probabilities that each infectee (rows) was
infected by each possible infector (columns) in the Hamburg TB outbreak. Darker
squares represent higher the probabilities. The cases are ordered by infection date
with the earliest cases on the top and to the left. Each panel shows the results from
a different method of calculating probabilities: A) randomly assigned probabilities,
B) probabilities calculated using a gamma(1.05, 2.0) serial interval distribution, C)
probabilities calculated using our method and a training set with links based on
single nucleotide polymorphism (SNP) distance, and D) probabilities calculated
using our method and a training set with links based on contact investigations.
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Figure 1.7: Monthly reproductive number over the course of the 14 years of the
Hamburg TB outbreak estimated from the relative transmission probabilities with
95% bootstrap confidence intervals. Each panel shows the results from a different
method of calculating probabilities: our method and a training set with links based
on contact investigation data; our method and a training set with links based on
single nucleotide polymorphism (SNP) distance; probabilities derived from nar-
row: gamma(0.54, 1.9), medium: gamma(1.05, 2.0), and wide: gamma(1.33, 3.0)
serial interval distributions; and random probabilities. The months in between the
dotted horizontal lines were averaged to find the average effective reproductive
number for the scenario which is shown by the solid horizontal line.
interval is difficult to estimate and highly variable (Vink et al., 2014; Vynnycky &
Fine, 2000; Ma et al., 2018), highlighting the value of estimation methods that are
independent of the serial interval.
Applying our method to the Hamburg TB outbreak, we found that both ways
of model training allowed for the elimination of many transmission links. The
training methods produced slightly different R̄t estimates, which is expected be-
cause neither of the types of probable transmission events used to train the model
perfectly capture the truth. Using contact investigation for training is more dis-
criminating than SNP distance because we know the cases have interacted, but we
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Figure 1.8: Average effective reproductive number for the Hamburg TB out-
break calculated using the relative transmission probabilities derived from differ-
ent methods of calculating probabilities: our method and a training set with links
based on contact investigation data; our method and a training set with links based
on single nucleotide polymorphism (SNP) distance; probabilities derived from
narrow: gamma(0.54, 1.9), medium: gamma(1.05, 2.0), and wide: gamma(1.33,
3.0) serial interval distributions; and random probabilities. The vertical bars repre-
sent 95% bootstrap confidence intervals. The dotted horizontal line represents an
average effective reproductive number of 1.
may miss links with unknown or unreported contacts. Using SNP distances for
training will result in fewer missed links, but could connect cases that never had
contact with one another. We hypothesize that the true reproductive number for
M. tuberculosis in this context lies in between these two estimates (0.85-0.97). We
recognize however, that for TB, reactivation risk and long time frames may limit
the usefulness of this conventional R̄t estimate as we are only focused on recent
transmission events. Our method is applicable to outbreaks of diseases other than
tuberculosis. Method performance depends on how likely the training links are
true links and therefore will perform better with faster mutating pathogens or rich
contact investigations.
Most established methods for exploring transmission focus on either identify-
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ing recent transmission clusters (Stimson et al., 2019; Cori et al., 2018; Walker et al.,
2013, 2014; Anderson et al., 2014; France et al., 2015; Didelot et al., 2013), recreating
possible transmission chains (Bryant et al., 2013; Lee et al., 2015; Klinkenberg et al.,
2017; Worby et al., 2016, 2017; Mollentze et al., 2014; Morelli et al., 2012; Ypma et al.,
2012; Long et al., 2014; Jombart et al., 2014, 2011; Cottam et al., 2008), or identify-
ing the true infector (Borgdorff et al., 2011; ten Asbroek et al., 1999; Brooks-Pollock
et al., 2011; Donnelly et al., 2011; Comas et al., 2009). When estimating transmis-
sion parameters, simply knowing clusters is not informative enough and identi-
fying the true infector is often impossible. The strength of our method is that it
directly estimates the relative transmission probability for all case-pairs instead of
seeking to find the true infector or a set of possible transmission trees. This gives
our method broad applicability as it can identify potential true infectors (pairs with
very high probabilities) or transmission clusters (groups of pairs with high proba-
bilities). These probabilities can then be used to estimate transmission parameters
incorporating the uncertainty around the true infector.
If all cases in an outbreak have WGS data, numerous powerful analytical meth-
ods have been developed to analyze transmission dynamics and estimate trans-
mission probabilities which also can incorporate covariates (Didelot et al., 2017;
Dudas et al., 2017; Stimson et al., 2019). Teunis et al. developed a way to esti-
mate transmission probabilities without relying on WGS data, but it requires prior
knowledge of the relationship between the covariates and transmission (Teunis
et al., 2013). Our methods use of training and prediction sets means that not all
cases require highly discriminatory information such as WGS data to estimate rel-
ative transmission probabilities. This is relevant because existing datasets often
have rich demographic, clinical, and spatial data but lack detailed contact inves-
30
tigation or pathogen WGS data due to significant time and resources needed to
obtain these data. Provided a subset of cases, 10-50% depending on the sample
size, has this information, our method can infer transmission patterns among the
remaining cases as well. Additionally, our method does not assume any relation-
ship between covariates and transmission.
Our method is based on naive Bayes, a simple but powerful machine learn-
ing tool that has many diverse applications (Settouti et al., 2016; Arar & Ayan,
2017; Jiang et al., 2016; Turhan & Bener, 2009; Sebastiani et al., 2012). We pre-
ferred naive Bayes to logistic regression or other more complex machine learn-
ing algorithms due to its simplicity and ease of incorporating missing values and
sparse data. Although traditionally a naive Bayes model is trained with a set of
true events, our method performs almost as well when SNP distance is used as
a transmission proxy. Though it has many advantages, the method also makes
assumptions. Firstly, naive Bayes assumes independence of the covariates when
conditioning on the outcome, which may not be realistic. However, numerous
papers have shown that naive Bayes still performs well even when this assump-
tion is violated (Kuncheva, 2006; Rish, 2001; Turhan & Bener, 2009; Zhang, 2004).
Furthermore, many naive Bayes extensions have been developed that relax this
assumption (Jiang et al., 2007, 2016; Zaidi et al., 2013), which could be easily inte-
grated into our method.
The Wallinga & Teunis (2004) approach for estimating R̄t we used assumes that
every case was infected by someone that has been sampled. These authors and
others found that simulations incorporating random incomplete reporting did not
substantially decrease the accuracy of their R̄t estimates, so this is unlikely to be an
issue here (Wallinga & Teunis, 2004; White et al., 2014). Our probability estimates
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themselves do not assume all cases in an outbreak are sampled because we esti-
mate the relative probability that one case was infected by another over any other
sampled case. If the infector for a case was not sampled, our method may assign
a high transmission probability to another case, but this should be interpreted as
relative to all sampled cases as opposed to the absolute probability that this case
is the true infector. Our method could also be affected by biased sampling, e.g.
because only certain types of cases are observed or have the information needed
to define training links. Future work could more fully examine the effect of biased
reporting and biased training sets.
Finally, as with other infectious disease analytical approaches, our method as-
sumes that cases were infected in the same order that they were observed (France
et al., 2015; Yuen et al., 2016). Although not a strong assumption for diseases with
clear symptoms and a short latent period, this may not be appropriate for diseases
such as TB, with a highly variable, potentially long latent period, and often sub-
stantial delays in care-seeking and diagnosis (Storla et al., 2008; Sreeramareddy
et al., 2009). Although this assumption is a known problem in infectious disease
research, it is frequently made (ten Asbroek et al., 1999; Borgdorff et al., 2011) and
we found that using the observation date instead of the infection date in our sim-
ulations did not substantially change our results.
We have developed a method to estimate the relative transmission probabilities
between pairs of cases, which is flexible, using any information sources that are
available without making assumptions about the relationship between these co-
variates and transmission. The power of our method is that only a subset of cases
requires pathogen WGS or contact investigation data, making this method appli-
cable to many outbreak and surveillance datasets. These probabilities can be used
32
to better understand the transmission dynamics of an outbreak by identifying or
ruling out possible transmission events and estimating transmission parameters.
In a disease where determining transmission events can be extremely difficult, us-




Estimation of the Generation Interval using pairwise Relative Transmission
Probabilities
2.1 ABSTRACT
The generation interval (the time between infection of primary and secondary
cases) and its often used proxy, the serial interval (the time between symptom
onset of primary and secondary cases) are critical parameters in understanding in-
fectious disease dynamics. Because it is difficult to determine who infected whom,
these important outbreak characteristics are not well understood for many dis-
eases. We present a novel method for estimating the generation and serial interval
using surveillance or outbreak investigation data that, unlike existing methods,
does not require a contact tracing data or pathogen whole genome sequence data
on all cases. We start with an estimation maximization algorithm developed by
Hens et al. (2012) and incorporate relative transmission probabilities with noise
reduction. We use simulations to show that our method accurately estimates the
mean of the generation interval distribution for diseases with different reproduc-
tive numbers, generation intervals, and mutation rates. We then apply our method
to routinely collected surveillance data from Massachusetts (2010-2016) to estimate
the serial interval of tuberculosis in this setting.
2.2 INTRODUCTION
The generation interval, defined as the time between infection of the source case
(i.e. the infector) to the time of infection of their secondary case, is an important
characteristic of an infectious disease. This parameter is used to estimate another
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important characteristic, the reproductive number, which is defined as the average
number of secondary cases produced by a primary case over the course of their
infection (Cauchemez et al., 2006; Chowell et al., 2004; Fraser et al., 2009; Moser &
White, 2016; Riley et al., 2003; Wallinga & Teunis, 2004; White et al., 2014, 2013).
The generation interval is also used to model possible transmission trees for an
infectious disease outbreak (Hall et al., 2015; Jombart et al., 2014; Campbell et al.,
2019) and to determine the amount of time an exposed individual is at risk of the
disease. Accurate estimates of the generation interval are essential, in particular,
to properly estimate the reproductive number using methods that rely on this in-
terval (Champredon & Dushoff, 2015; Park et al., 2019).
In practice, the exact time of infection is rarely known so the serial interval,
which is the time between the onset of symptoms in the source case and onset
of symptoms in the secondary case, is often used as a proxy for the generation
interval. Estimation of the generation or serial interval is a difficult task for nu-
merous reasons including identifying transmission pairs, censoring, and unknown
infection/symptom onset times. Therefore, estimates of these important quantities
are rare and/or inconsistent for many diseases (Ma et al., 2018; Vink et al., 2014).
Most established methods to estimate the generation interval use household con-
tact studies or detailed contact investigations where one can more easily identify
transmission pairs (Borgdorff et al., 2011; Brooks-Pollock et al., 2011; Cowling et al.,
2009; Donnelly et al., 2011; Haydon et al., 2003; Ma et al., 2020). However, house-
hold contact studies are often limited in size and do not account for community
transmission, making methods to estimate the generation interval using surveil-
lance data an important area of research.
White & Pagano (2008a) developed a method to estimate the reproductive num-
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ber and generation interval simultaneously using the number of cases observed
over time, which has been extended by others (Becker et al., 2010; Moser et al.,
2015). Griffin et al. (2011) showed that the joint estimation of both parameters can
be difficult in certain settings and this approach is not always relevant. Other stud-
ies, such as Didelot et al. (2017) and Klinkenberg et al. (2017), use pathogen whole
genome sequencing (WGS) data to find possible transmission pairs and estimate
the generation interval distribution. However, those methods can only be applied
to datasets with nearly complete WGS data. Hens et al. (2012) developed a flexible
method to estimate the serial interval using pairwise transmission probabilities.
However, their method requires contact investigations to limit the number of pos-
sible infectors or the noise from the unlinked pairs will overwhelm the signal from
the truly linked pairs.
We aimed to develop a way to estimate the generation and serial interval from
surveillance data where there is limited WGS and/or contact investigation data.
Our work was motivated by a rich TB surveillance dataset from the state of Mas-
sachusetts, USA which has information about all TB cases reported between 2010
and 2016. This dataset included genotyping and contact investigations but no
WGS data. We used the estimation method developed by Hens et al. (2012) and
extended it to incorporate relative transmission probabilities estimated by a novel
method which integrates multiple data sources (Leavitt et al., 2020). We then esti-
mate the serial interval and reproductive number for TB in Massachusetts.
2.3 STATISTICAL METHODS
We will describe the methods in this paper in the context of the generation inter-
val using infection dates. It has been shown that if the time between infection and
36
symptom onset for both infector and infectee are independent and identically dis-
tributed, then the serial interval is an unbiased estimate of the generation interval
(Svensson, 2007). Therefore, the same methods could be used to estimate the serial
interval if infection dates were replaced with symptom onset dates.
2.3.1 Generation Interval Estimation
We consider an outbreak investigation or surveillance dataset that contains n cases,
i = 1 . . . n, ordered by date of infection so that case 1 was the first case infected. The
generation interval for case i is the time between infection of case i, and infection
of its infector, v∗i . We call this generation interval, Xi = ti − tv∗i , where ti is the
infection time of case i. We assume that X1, . . . , Xn are independent and identically
distributed according to a density g(x, θ). Without loss of generality, we assume
g(x, θ) is a gamma distribution with θ = (α, β), where α is the shape parameter
and β is the scale parameter. We also allow for a generation interval distribution
that has a pre-specified shift, λ, as follows to exclude co-prevalent cases (cases
identified close in time to one another so that it cannot be determined who was
infected first) by forcing the generation interval distribution to be greater than λ
g(x, θ) =

0 if x < λ
f(x− λ, θ) if x ≥ λ.
(2.1)
This and subsequent notation is detailed in Table 2.1.
If we knew all of the true transmission pairs, then estimation of the genera-
tion interval would be a simple maximum likelihood estimation problem. The
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log g(ti − tv∗i |θ) (2.2)
to find θ̂. Note that the indexing starts at case 2, because since case 1 is the first case
in our sample, the infector is unknown. However, in practice, we do not know the
true infectors and therefore a more sophisticated approach is needed.
Table 2.1: Notation for generation interval estimation method.
Symbol Meaning
n Total number of cases
vi Vector of possible infectors of case i with length ni
v∗i True infector of case i
ti Infection time of case i
g(x, θ) Distribution of the generation intervals
α Shape parameter for a gamma generation interval distribution
β Scale parameter for a gamma generation interval distribution
λ Shift of the gamma generation interval distribution
Xi True generation interval for case i
X Vector of all generation intervals
Xo Vector of all observed generation intervals
Xu Vector of all unobserved generation intervals
k Number of unobserved generation intervals
Zi Matrix of covariates for case i and all possible infectors informing
the probability of the cases interacting
πij(vi,Zi) Prior probability that case i was infected by case j
c1 Cluster of high probability infectors
c2 Cluster of remaining infectors
Fni(π) The empirical cumulative density function for the probabilities
of the infectors of case i
f̂ni(π) The kernel density estimate for the probabilities
of the infectors of case i
b The binwidth parameter for kernel density estimation
Ĝ The mean, median, or sd of the generation interval distribution
QĜ The quantile function of the bootstrap estimates of Ĝ
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2.3.2 The PEM Algorithm
Hens et al. (2012) developed a way to estimate the generation interval using the es-
timation maximization (EM) algorithm to account for the fact that the generation
intervals for most cases are unobserved. They split the random vector of all gener-
ation intervals, X, into a vector of observed, Xo, and unobserved, Xu, generation
intervals where there are k unobserved generation intervals. The authors define
observed generation intervals as the generation intervals for cases with only one




log g(xoi |θ) +
k∑
i=1
log g(xui |θ). (2.3)
The Q function for the E-step of the algorithm is then derived by taking the ex-
pected likelihood over all possible values of the unobserved generation intervals,
xu, for each case





where θ̂l is the current estimate of the generation interval parameters and h(xu|xo, θ̂l)
is the distribution of the unobserved generation intervals given the observed gen-
eration intervals and the current state of the parameters. The M-step is then given
by θ̂l+1 = argmaxθQ(θ, θ̂l).
Summing over all possible value of xu is the same as summing over all ob-
served generation intervals with each possible infector the case. Therefore, assum-
ing that the observed and unobserved generation intervals are independent given
θ, we set h(xu|xo, θ̂l) = h(ti − tj|θ̂l) = pij , where pij equals the relative probability
that case i was infected by case j. The authors called their method the PEM (prior-
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based expectation maximization) algorithm because they used prior information
about the probability that the cases i and j interacted, πij , to calculate pij with
pij(ti, tj, θ̂l,vi,Zi) =
g(ti − tj|θ̂l)πij(vi,Zi)∑
m̸=i g(ti − tm|θ̂l)πim(vi,Zi)
(2.5)
where vi is a vector of all possible infectors of case i and Zi represents the infor-
mation about possible interaction between case i and all possible infectors. The






pij(ti, tj, θ̂l,vi,Zi) log g(ti − tj|θ̂l). (2.6)
This simplification is detailed in Appendix B Section B.1.
2.3.3 Incorporating Naive Bayes Transmission Probabilities
In their paper, Hens et al. (2012) used details from contact investigations to inform
their prior estimates of πij . We take a different approach and use the relative trans-
mission probabilities estimated by a machine learning method, naive Bayes, from a
combination of genetic, spatial, clinical, and demographic data, described in detail
in Leavitt et al. (2020).
Briefly, a training set of probable links and nonlinks defined by either pathogen
WGS and/or contact investigation data, available on a subset of the n cases, is used
to estimate the probability of having certain covariates (Zi) given whether a pair
is linked or not. Then Bayes rule is used to reverse the conditioning and predict
the probability all possible ordered pairs of cases are linked given their covariates.
Then the probabilities are scaled to represent the relative probability that case i was
infected by case j as opposed to any other case giving the estimates of πij(vi,Zi).
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The method uses an iterative estimation procedure to take into account the uncer-
tainty in the training set by including the training pairs in the prediction set so that
the transmission probability for these pairs is estimated as well.
As long as the time between infection or symptom onset is not included as a
covariate, these probabilities lend themselves perfectly to estimating the genera-
tion using the method described by Hens et al. (2012). However, the problem with
directly applying these probabilities to the PEM algorithm described above is that,
in their paper the authors limited the possible infectors, vi, to only confirmed con-
tacts of case i. Therefore, they had relatively few probabilities to include in the
model. On the other hand, the naive Bayes transmission method only limits vi to
cases infected before case i, resulting in many possible infectors.








n(n − 1) generation intervals of which only n − 1 of them would
be from true transmission pairs. Therefore, the signal represented by these n − 1
true pairs would be overwhelmed with the noise of the unlinked pairs. Even if the
method performs well and assigns low probabilities to all of the incorrect infectors,
these probabilities will nonetheless be non-zero and the sheer magnitude of them
will still overwhelm the signal. Therefore, we need to reduce vi to maximize the
signal to noise ratio.
2.3.4 Clustering Possible Infectors
Our solution is to use clustering methods to identify cases for which there is a
group of high probability infectors that is clearly distinct from the rest of the in-
fectors as depicted by case A in the left column of Figure 2.1. We then reduce vi
to only the high probability cluster of infectors. If a case has no clear high prob-
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ability cluster like case B in the right column in Figure 2.1, we exclude that case
completely because we have low confidence about which observed generation in-
tervals are likely to be signal verses noise. To determine the sensitivity of the gener-
ation interval estimates to the clustering procedure, we compared the results when
clustering infectors using hierarchical clustering or kernel density estimation.
2.3.4.1 Hierarchical Clustering
Hierarchical clustering is a popular method of analyzing multi-dimensional data
to discover potential groupings of observations (Murtagh & Contreras, 2012). Ag-
glomerative hierarchical clustering begins with all observations in their own clus-
ter and then iteratively combines the closest clusters together until all observations
are in one cluster. How one determines which cluster is the closest depends on the
application. For our application we use the single linkage method in which the
distance between two clusters is defined as the distance between the closest points
in the two clusters.
The hierarchical clustering process can be visualized using a dendrogram (Fig-
ure 2.1, middle row) and cutting the tree at any height forms different numbers
of clusters. For our purposes, we cut the dendrogram to form two clusters to
identify the most likely infectors for each case. However, we also need to differ-
entiate between cases who have a true high probability cluster (Figure 2.1, case
A) and those that do not (Figure 2.1, case B). To do this we only consider the
high probability cluster of infectors if the probability gap between the two clus-
ters, min{πij|i ∈ c1} − max{πij|i ∈ c2}, is greater than some cutoff. Because the
cutoff will affect the results, we average the parameter estimates from several cut-
offs taken at regular intervals across the range of reasonable values as our final
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Figure 2.1: Plots of two example individuals to demonstrate clustering
methods, one (left: case A) that has a high probability cluster of infectors
(colored in black) and one (right: case B) that does not. The top row shows
a scatter-plot of the naive Bayes transmission probabilities for all possible
infectors of two individuals. The middle row shows the corresponding den-
drograms, using a clustering cutoff of 0.05. The bottom row shows the ker-
nel density estimates for the infectors of individuals in A and B respectively,
using a binwidth of 0.01.
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estimate. We also estimate the generation interval with no cutoff using the high
probability cluster of infectors, but not excluding any cases.
2.3.4.2 Kernel Density Estimation
Kernel density estimation is a non-parametric procedure developed to estimate
the density of a sample. We use a simple rectangular kernel to estimate the den-




j=1 1{πij ≤ π} be the empirical cumulative density function for the infectors
of case i, where ni is the number of possible infectors of case i (the length of vi).
Then Fni(π) counts the number of infectors with probability less than π. The kernel
density estimate at π would be given by:
f̂ni(π) =
Fni(π + b)− Fni(π − b)
2b
(2.7)
where b is the binwidth parameter. If f̂ni(π) = 0 for any π within the range of the
probabilities, then the high probability cluster of infectors is defined as all infec-
tors with πij greater than the lowest π value for which f̂ni(π) = 0. The bottom row
of Figure 2.1 shows the kernel density estimates for the two example cases. With
this clustering method, the generation interval estimate would depend in the bin-
width, so like with hierarchical clustering, we average the results across multiple
binwidths taken at regular intervals across the range of reasonable values.
2.3.5 Full Estimation Procedure
To summarize, these are the steps to estimate the generation interval using the
modified PEM algorithm:
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1. Estimate the relative probability of transmission between all pairs of cases
(πij) using naive Bayes (Leavitt et al., 2020).
2. Use hierarchical clustering or kernel density estimation to find the high prob-
ability cluster of infectors and determine if there is one for each case.
3. Estimate the generation interval distribution parameters using the PEM al-
gorithm only considering the high probability clusters of infectors.
4. Calculate the mean, median, and standard deviation of the generation inter-
val distribution using the estimated parameters.
We can also estimate confidence intervals for the generation interval summary
statistics (mean, median, standard deviation) using cluster bootstrapping (Field
& Welsh, 2007) where a cluster is defined as all of the possible infectors for a given
case. We sample n cases with replacement with all of their possible infectors. We
then repeat steps 3-4 with this bootstrap sample. After a sufficient number of repe-
titions, we estimate the confidence intervals: LowerBound = Ĝ−(QG̃(1−α/2)−Ĝ)
and UpperBound = Ĝ− (QG̃(α/2)− Ĝ) where Ĝ is the mean, median, or standard
deviation estimate of the generation interval distribution and QG̃ is the quantile
function of the bootstrap estimates of Ĝ.
2.4 SIMULATION STUDY
2.4.1 Data Generation
We assess the performance of this modified PEM method with noise reduction
to estimate the generation interval distribution by applying it to simulated out-
breaks with various characteristics. Using R v3.6.0 (R Core Team, 2019), for each
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scenario we simulate 1000 outbreaks and generate the phylogenetic trees for those
outbreaks with the TransPhylo v1.2.3 package (Didelot et al., 2017). Then we use
the phagnorn v2.5.5 package (Schliep, 2011) to generate genetic sequences corre-
sponding to the phylogenetic tree. This method was used in Stimson et al. (2019)
and Leavitt et al. (2020) for a similar purpose.
The TransPhylo package simulates an outbreak by starting with one case and
using the reproductive number (with a negative binomial distribution), the gener-
ation interval (with a gamma distribution), and the effective population size times
the pathogen generation time (Neg) to simulate a transmission tree of the outbreak.
The simulated outbreak continues until it either dies out, runs for a user-specified
period of time, or reaches a user-specified sample size. The phangorn package
then simulates genetic sequences from the phylogenetic tree represented by the
transmission tree using the mutation rate and a random (or user-specified) base
sequence. For all scenarios, we set Neg = 0.25 and use a random 3000 base-pair
sequence to generate the pathogen genomes.
2.4.2 Simulation Scenarios
In order to assess how different outbreak characteristics affect generation inter-
val estimation, we simulate nine different scenarios in which we vary the sample
size, reproductive number, mutation rate of the pathogen genome, and generation
interval variance (with fixed mean). We start with a baseline scenario and then
individually increase and decrease each parameter within the range of expected
values for major pathogens as described in Campbell et al. (2018) (Table 2.2).
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Table 2.2: Simulation scenarios to assess performance of generation
interval estimation methods.
Scenarios Label N Reproductive Mutation Generation Time SNP3
number rate1 Interval2 (years) cutoffs
Baseline Baseline 300 1.5 25 10 (6.7) 0.35 3/7
Sample size LowN 100 1.5 25 10 (6.7) 0.29 3/7
HighN 500 1.5 25 10 (6.7) 0.38 3/7
Reproductive LowR 300 1.2 25 10 (6.7) 0.76 3/7
number HighR 300 2.0 25 10 (6.7) 0.22 2/6
Mutation rate LowMR 300 1.5 5 10 (6.7) 0.35 1/4
HighMR 300 1.5 50 10 (6.7) 0.35 4/11
Generation LowGV 300 1.5 25 10 (5) 0.38 3/7
interval variance HighGV 300 1.5 25 10 (10) 0.29 2/7
1 SNPs/genome/year
2 mean (sd) in days
3 single nucleotide polymorphisms
Table 2.2 also describes the time in years allowed for the outbreak, the sin-
gle nucleotide polymorphism (SNP) cutoffs to define probable links and nonlinks
when estimating naive Bayes transmission probabilities, and the initial genera-
tion interval parameters. We calculate the time each outbreak runs using a sim-
plified relationship between the sample size, reproductive number R0, and gen-
eration interval g(x|θ): n = R
time
median(g(x|θ)
0 . Though this equation is a simplifica-
tion of the true relationship between the parameters, with a slight correction it
provides an adequate estimate of the amount of time needed to produce the de-
sired number of cases with the given generation interval and reproductive num-
ber: time = (logRn+ 1) ∗median(g(x|θ)).
The SNP thresholds were chosen by simulating 15 outbreaks with the set of
parameters. In order to find a threshold that identifies links with high but not
perfect confidence, we find the lowest threshold for which at least 65% of the true
links had a SNP distance less than that threshold. We take the median of this value
across the 15 simulated outbreaks to use as threshold defining probable links. Next
we find the lowest threshold for which less than 1% of the true links had a SNP
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distance of greater than that threshold. We take the third quartile of this value
across the outbreaks to use as the threshold defining probable nonlinks.
For each of the 1000 simulated outbreaks from the nine scenarios, we compare
the generation interval distribution estimated using various methods:
1. SNP distance alone: We use all probable links defined by pathogen WGS and
estimate the generation interval with the simple likelihood (Equation 2.2).
2. PEM (unmodified): We use the PEM algorithm (Equations 2.5, 2.6) with the
naive Bayes probabilities including all pairs of cases.
3. PEM with top N: We adapt the PEM algorithm, restricting vi to the top N
infectors with the highest probabilities (varying N from 1 to 10 by 1 and av-
eraging across all cutoffs).
4. PEM with hierarchical clustering: We adapt the PEM algorithm by restrict-
ing vi to the high probability cluster of infectors as defined by hierarchical
clustering using various cutoffs to determine if cases have a clear high prob-
ability cluster (varying the cutoff from 0 to 0.25 by 0.025 and averaging across
all cutoffs except 0).
5. PEM with kernel density estimation: We adapt the PEM algorithm by re-
stricting vi to the high probability cluster of infectors as defined by kernel
density estimation using various binwidths (varying the binwidth from 0.01
to 0.1 by 0.1 and averaging across all binwidths).
For a given cutoff or binwidth, the generation interval is only estimated if there
are at least 10 cases who had a high probability cluster of infectors. To assess per-
formance, we calculate the bias for each method by taking the difference between
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the mean, median, and standard deviation of the estimated generation interval and
the values of these parameters observed for true pairs in that simulated outbreak.
We summarize the bias over all outbreaks by calculating the mean absolute per-
centage error (MAPE): the average of the absolute value of the relative bias across
all of the runs for each scenario. We also assess the performance of the naive Bayes
transmission probabilities to differentiate between truly linked and unlinked pairs
by calculating the area under the receiver operating curve (ROC) and determining
what proportion of time the true infector was assigned the highest probability, or
was ranked in the top 5%, 10%, 25%, and 50% of all possible infectors.
2.4.3 Simulation Results
Figure 2.2 displays violin plots of the relative bias across the 1000 simulations for
each scenario using the various methods for estimating the generation interval. For
the top N, hierarchical clustering, and kernel density estimation the results are for
the averaged estimate over all cutoffs. We found that assuming that all pairs closer
than a certain SNP distance are linked greatly overestimated the mean, median,
and standard deviation of the generation interval. On the other hand, using the
PEM algorithm including all pairs of cases underestimated these values.
All of the noise reduction methods greatly reduced the bias of the estimate,
though using the top N pairs did not as consistently eliminate the bias as did us-
ing the high probability cluster of infectors identified by hierarchical clustering or
kernel density estimation. Appendix Figures B.1, B.2, and B.3 show the results
for all of individual cutoffs for the top N, hierarchical clustering, and kernel den-
sity estimation methods and how these estimates compare to the pooled estimate
shown in Figure 2.2. For hierarchical clustering and kernel density estimation, the
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Figure 2.2: Violin plots of the absolute bias in days for the mean (red), median
(green), and standard deviation (blue) of the generation interval distribution es-
timated by various methods for the nine different simulation scenarios: baseline,
low and high sample sizes (LowN, HighN), low and high reproductive numbers
(LowR, HighR), low and high mutation rates (LowMR, HighMR), and low and
high generation interval variances (LowGIV, HighGIV), described in detail in Ta-
ble 2.2. The absolute bias equals the observed value minus the true value and is in
days. For PEM: Top N, PEM: Hierarchical, and PEM: Kernel Density, the pooled
results are shown. For the SNP distance method, but no other method the bias es-
timates for multiple scenarios extend above 10 days (the upper limit for this plot)
to as high as 33 days. The plot is truncated here in order to better visualize the
results of the other estimation methods.
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bias was relatively constant across all cutoffs while for the top N, it was highly
variable. Appendix Figure B.2 also shows that if no cutoff is used for hierarchical
clustering, the results have higher bias and variance than all of the cutoffs suggest-
ing it is important to exclude cases without a clear high probability cluster.
Figure 2.3 shows the MAPE for each of the scenarios across different cutoffs
for hierarchical clustering and binwidths for kernel density estimation. Across
all of the scenarios, the pooled estimate had close to the same MAPE as the best
performing cutoff/binwidth. Except the scenarios with a low mutation rate or
low sample size, the MAPE for the mean was 10% or less. When assessing the
performance of the naive Bayes transmission probabilities to differentiate between
truly linked and unlinked pairs, these scenarios (low mutation rate and low sample
size) also had the poorest performance across all metrics (Figure 2.4).
The MAPE for the standard deviation was higher than the MAPE for the mean
and median across all scenarios, especially when the variance of the true gener-
ation interval increased and decreased, thus changing the coefficient of variation
from the baseline value of 1.5. The method overestimated the standard deviation
when the variance was low (a high coefficient of variation of 2) and underestimated
the standard deviation when the variance was high (a low coefficient of variation
of 1). Therefore, although the mean of the generation interval was well estimated
across all scenarios, the accuracy of the estimate of the median was more varied
(Figure 2.2, Figure 2.3).
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Figure 2.3: Scatter plot of the mean absolute percentage error (MAPE) for the
mean (red), median (green), and standard deviation (blue) of the generation in-
terval distribution estimated by various methods and cutoffs for the nine differ-
ent simulation scenarios: low and high sample sizes (LowN, HighN), low and
high reproductive numbers (LowR, HighR), low and high mutation rates (LowMR,
HighMR), and low and high generation interval variances (LowGV, HighGV), de-
scribed in detail in Table 2.2. The MAPE is the mean of the absolute value of the rel-
ative bias across all of the simulations. The points show the MAPE for the different
cutoffs for hierarchical clustering, left, and binwidths for kernel density estimation,
right, that were included in the pooled estimates. The horizontal line indicates the
MAPE for the pooled estimate (averaging over all cutoffs/binwidths).
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Figure 2.4: Violin plots of the performance metrics across the 1000 simulated
outbreaks for the different scenarios: low and high sample sizes (LowN, HighN),
low and high reproductive numbers (LowR, HighR), low and high mutation rates
(LowMR, HighMR), and low and high generation interval variances (LowGV,
HighGV), described in detail in Table 2.2. The metrics shown are the area under
the receiver operating curve (ROC), the proportion of time the true infector was as-
signed the highest relative transmission probability (Proportion Correct), and the
proportion of time the probability of the true infector was ranked in the top 5%,
10%, 25%, and 50% of all possible infectors.
2.5 APPLICATION TO TUBERCULOSIS SURVEILLANCE DATA
2.5.1 Description of Data
For this study, we use the Massachusetts surveillance data for 2010-2016 to esti-
mate the serial interval and also the effective monthly reproductive number for TB.
The Department of Public Health (DPH) in Massachusetts, United States maintains
a surveillance system of all active TB cases in the state including demographic,
clinical, and pathogen genotyping data. During this time period, genotyping of all
microbiologically-confirmed TB was routinely done using spacer oligonucelotide
typing (spoligotype) and mycobacterial interspersed repetitive units variable num-
ber tandem repeats (MIRU-VNTR; 24 loci). For most cases, the TB lineage (L4 -
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Euro-American, L1 - Indo-Oceanic, L2 - East Asian, L3 - East African-Indian, or L6
- West AfricanII) was also determined (Wiens et al., 2018). From the spoligotype
and MIRU-VNTR patterns, the United States Center for Disease Control and Pre-
vention (CDC) assigned a genotype group called a GENType for each case (Cen-
ters for Disease Control and Prevention, 2012). Contact investigations were done
for many of these TB cases to evaluate contacts for TB disease, and identify any
unrecognized links with previously detected TB cases.
2.5.2 Details of method application
To estimate the serial interval and monthly reproductive number, we first define
the ‘observation date’ of each case as the earlier of two dates: the month the case
was thought to have TB and the of month the case was counted in the surveillance
database. We use this date as a proxy for symptom onset since we do not have that
information. We first apply the naive Bayes transmission method to obtain relative
transmission probabilities for all ordered pairs of cases who do not have different
TB lineages, using GENType and various clinical and demographic covariates. If
cases were observed in the same month both orders of infector/infectee pairs are
included.
We train the model using the subset of cases who were involved in a contact
investigation. The probable links are cases who were found to be directly linked
through contact investigation or cases who could both be linked to a common con-
tact. The probable nonlinks are defined as pairs of cases who were both involved in
contact investigations but were not linked to each other. When creating the train-
ing dataset, we only include unlinked pairs from a random subset of all cases who
were involved in a contact investigation so that the number of cases included is
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consistent over time. For training pairs that were observed in the same month, the
ordering was randomly chosen at each iteration of the naive Bayes transmission
method.
We estimate the mean, median, and standard deviation of the serial interval
distribution using the modified PEM algorithm described above with 95% boot-
strap confidence intervals, clustering the infectors using both hierarchical cluster-
ing (varying cutoffs between 0.025 and 0.25 by 0.025 and averaging results) and
kernel density estimation (varying binwidths between 0.01 and 0.1 by 0.01 and av-
eraging results). The observed serial intervals are defined as the number of months
between the observed dates of each pair. Therefore, cases observed in the same
month are excluded because the time between them is unknown. We compare
the estimated serial interval distribution using 1) an unmodified gamma distribu-
tion with no restriction on the serial interval, 2) a shifted gamma distribution forc-
ing the serial interval to be greater than one month (λ = 1 month), or 3) a shifted
gamma distribution forcing the serial interval to be greater than two months (λ =
2 months).
We also estimate the effective monthly reproductive number and average effec-
tive reproductive number for this time frame from the naive Bayes transmission
probabilities with 95% bootstrap confidence intervals using the method described
in Leavitt et al. (2020). For this analysis we re-estimate the NB transmission prob-
abilities including a categorical representation of the time between observed dates
for the two cases. When estimating both the serial interval distribution and repro-
ductive number we account for likely imported cases by setting the transmission
probabilities to zero for all pairs where the infectee recently arrived in the US less
than two years before their observed date (unless the pair was linked by contact
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tracing) assuming that they were infected outside of the country. As a sensitivity
analysis we also estimated the reproductive number using a one year instead of a
two year window to define recent arrival.
2.5.3 Massachusetts TB Results
There were 950 active TB cases (excluding five cases with M. bovis) diagnosed in
Massachusetts and identified by the DPH between 2010-2016; 542 (57%) were men,
825 (87%) were not US-born and 240 (28%) arrived in the US within two years of
being identified as a TB case. TB lineage was known for most cases (92%) with
more than half having lineage L4 (Euro-American). Additionally, all but five cases
had spoligotype and MIRU-VNTR data and were therefore assigned to a GENType
(Table 2.3). The distribution of the cases across the state is shown in Appendix
Figure B.4.
The 950 cases created 220,758 possible transmission pairs after excluding pairs
where the possible infector was observed after the infectee and pairs with different
lineages. The individual-level GENType and demographic and clinical covariates
were transformed into pair-level covariates as described in Table 2.4. Among the
950 cases, 35 could be connected through contact investigations to other cases in
this time frame. From these cases and a random selection of cases who were in-
volved in contact investigations but could not be connected to any other cases in
the time frame, 26 probable links and 2058 probable nonlinks were used to train the
model. Figure 2.5 shows a histogram of the probabilities for all pairs. As expected
the vast majority of these probabilities are extremely low. However, there were
many pairs with high transmission probabilities indicating possible transmission
events.
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Table 2.3: Individual-level demographic and clinical characteristics
for Massachusetts TB surveillance data from 2010-2016.
Covariate Level N (%) of all Cases N (%) Missing
(n = 950)
Sex Female 406 (42.8) 2 (0.2)
Male 542 (57.2)





Born in the United States Yes 124 (13.1) 1 (0.1)
No 825 (86.9)
Arrived in the US less than Yes 240 (29.3) 132 (13.9)
two years before diagnosis No 578 (70.7)
Smear result Positive 502 (56.4) 60 (6.3)
Negative 388 (43.6)
Immune-suppressed Yes 273 (28.7) 0 (0.0)
No 677 (71.3)
Resistant to rifampin Yes 22 (2.3) 9 (0.9)
No 919 (97.7)
Resistant to isoniazid Yes 111 (11.8) 10 (1.1)
No 829 (88.2)
Resistant to pyrazinamide Yes 27 (3.0) 35 (3.7)
No 888 (97.3)
Resistant to ethambutol Yes 25 (2.7) 9 (0.9)
No 916 (97.3)
Resistant to streptomycin Yes 100 (10.7) 18 (1.9)
No 832 (89.3)
Resistant to ethionamide Yes 20 (2.2) 26 (2.7)
No 904 (97.8)












Lineage Euro-American (L4) 483 (55.7) 83 (8.7)
East Asian (L2) 166 (19.1)
Indo-Oceanic (L1) 145 (16.7)
East African-Indian (L3) 69 (8.0)
West African II (L6) 4 (0.5)
1 A map of the counties is shown in Appendix Figure B.4
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Table 2.4: Pair-level equivalents of demographic and clinical charac-
teristics for Massachusetts TB surveillance data from 2010-2016.
Covariate Level N (%) of all Pairs
(n = 220,578)
Sex Male to male 71,170 (32.4)
Female to female 41,097 (18.7)
Male to female 51,067 (23.2)
Female to male 56,602 (25.7)
Age group Different 158,125 (71.6)
Same 62,633 (28.4)
Country of birth Different foreign country 147,618 (67.2)
One US, one foreign country 55,448 (25.2)
Same foreign country 11,373 (5.2)
Both US born 5350 (2.4)
Smear result Infector smear- 89,364 (43.3)
Infector smear+ 117,055 (56.7)
Immune-suppression Infector not suppressed 158,188 (71.7)
Infector suppressed 62,570 (28.3)
Shared drug Both drug susceptible 157,469 (71.3)
resistance No shared resistance 59,005 (26.7)
Shared resistance to 1 drug 3607 (1.6)
Shared resistance to 2 drugs 569 (0.3)
Shared resistance to 3+ drugs 108 (0.07)
County of Same county 40,524 (18.4)
residence Neighboring counties 98,082 (44.5)
More distant counties 81,919 (37.1)
CDC GENType1 Not matching 215610 (99.8)
Matching 363 (0.2)
Time between <1 year 60,762 (27.5)
observed dates 1-2 years 47,722 (21.6)
2-3 years 39,416 (17.9)
3-4 years 30,803 (14.0)
4+ years 42,055 (19.1)
1 Defined as matching on spoligotype and all 24 MIRU-VNTR loci
With an unmodified gamma using the pooled estimate from hierarchical clus-
tering, our estimated serial interval distribution had a mean of 1.33 years (95%
confidence interval: [CI] 1.19-1.46) and a standard deviation of 1.33 years (95% CI:
1.17, 1.48). The estimate using kernel density estimation was very similar (mean:
1.28 years [95% CI: 1.13-1.44], standard deviation: 1.29 years [95% CI: 1.13-1.46]).
When we forced the serial interval to be greater than one month, we estimated
the mean of the resulting shifted gamma distribution to be 1.47 (95% CI: 1.31-1.60)
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Figure 2.5: Histogram of the relative transmission probabilities estimated for
Massachusetts TB surveillance dataset. Probabilities were estimated for all ordered
pairs with the same TB lineage. The right panel shows the histogram of all prob-
abilities. Since the vast majority of the pairs have extremely low probabilities, the
left panel zooms in on the plot by truncating the y axis to 300 case-pairs. The
blue bars represent the high probability cluster of infectors for each infectee using
hierarchical clustering with a 0.1 cutoff.
with hierarchical clustering and 1.42 (95% CI: 1.25-1.57) with kernel density esti-
mation. Finally, when we forced the serial interval to be greater than two months,
we estimated a mean of 1.58 (95% CI: 1.42-1.73) with hierarchical clustering and
1.54 (95% CI: 1.36-1.70) with kernel density estimation. The standard deviation es-
timates were similar across all three exclusion criteria (Figure 2.6, Appendix Tables
B.1 and B.2).
The estimates for the median were notably lower than the mean for all methods,
but followed the same patterns as described above for the mean. The estimates
were fairly consistent across the different methods and cutoffs. The range of mean
estimates across the different cutoffs was 1.23-1.48 years when no there was no
restriction on the serial interval, 1.35-1.61 years when the serial interval was force
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Figure 2.6: Estimates of the mean, median, and standard deviation for the serial
interval of TB in Massachusetts between 2010 estimated from relative transmis-
sion probabilities with 95% bootstrap confidence intervals. The left panels shows
the results when clustering the infectors using hierarchical clustering with vari-
ous cutoffs and the right panels with kernel density estimation with various bin-
widths. The solid horizontal lines show the pooled estimates (averaging over all
cutoffs/binwidths) with their 95% confidence intervals as dotted lines. The blue
lines show the estimates from an unmodified gamma distribution with no restric-
tion on the serial interval, the green using a shifted gamma distribution forcing
the serial interval to be greater than one month and the red using a shifted gamma
distribution forcing the serial interval to be greater than two months.
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to be greater than a month, and 1.46-1.70 years when the serial interval was forced
to be greater than two months (Figure 2.6, Appendix Tables B.1 and B.2).
Figure 2.7: Monthly effective reproductive number for TB in Massachusetts be-
tween 2010-2016 estimated from relative transmission probabilities with 95% boot-
strap confidence intervals. The months in between the dotted horizontal lines were
averaged to find the average effective reproductive number which is shown by the
solid horizontal line. The dotted horizontal line represents the 95% confidence
interval for the average effective reproductive number.
Finally, we estimated the monthly effective reproductive number for TB in this
context which is shown in Figure 2.7. Importantly, these estimates account for
imported cases from recent immigration to the US by assuming that recent immi-
grants were not infected by the sampled cases. By averaging the monthly effective
reproductive numbers, we estimate that the overall effective reproductive number
for TB in Massachusetts is 0.77 (95% CI 0.71-0.84). We found that changing the def-
inition of recent arrival to the US from two years to one year had a negligible affect
of the estimates of both the serial interval and reproductive number (Appendix
Figures B.5 and B.6).
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2.6 DISCUSSION
We developed a method to estimate the generation and serial interval using out-
break or surveillance data with limited WGS and/or contact investigation data
which extends the PEM algorithm developed by Hens et al. (2012) to incorporate
naive Bayes transmission probabilities. We showed that our method can more ac-
curately estimate the generation interval in simulations of various outbreak charac-
teristics than the PEM algorithm without modification or assuming that presumed
linked cases (with fewer than a certain number of SNPs) are truly linked.
Our modification to the PEM algorithm involved using various methods of
noise reduction by clustering the possible infectors for each cases to identify the
few most likely infectors. We found that using hierarchical clustering and kernel
density estimation to perform this clustering resulted in fairly consistent estimates
across multiple cutoffs or binwidths and that the pooled estimates had close to the
lowest error in all scenarios. However, using the simpler method of including the
top N infectors with the highest probability had highly variable results depend-
ing on the choice of N, making the other two methods preferable. Using any of
the three methods though greatly decreased the bias that resulted when using the
unmodified PEM algorithm in this context.
We applied the hierarchical clustering and kernel density estimation modifica-
tions on the PEM algorithm to estimate the serial interval of TB in Massachusetts
between 2010-2016. We estimated the mean of the generation interval distribution
to be around 1.3 years (SD: 1.3) with an unmodified gamma distribution, 1.4 years
(SD: 1.3) when forcing the serial interval to be more than one month, and 1.5 years
(SD: 1.4) when forcing the serial interval to be more than two months. We found
that the estimates were consistent between the various cutoffs for the two different
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methods, varying by less than two months, except for a few outliers. There have
been few published estimates of the serial interval for TB, but most of those studies
also estimated the mean serial interval to be between one and two years depend-
ing on the location, study design, and method (Ma et al., 2018; Didelot et al., 2017;
Leung et al., 2013; ten Asbroek et al., 1999; Borgdorff et al., 2011; Brooks-Pollock
et al., 2011; Ma et al., 2020). We also estimated the overall monthly reproductive
number for this particular setting to be 0.77 when accounting for likely imported
cases.
In our simulations results, we found that the estimate of the generation in-
terval distribution was sensitive to various factors. First of all, the method uses
the transmission probabilities estimated using naive Bayes as described in Leav-
itt et al. (2020) and therefore the accuracy of the generation interval estimate will
depend on how well those probabilities can differentiate between linked and un-
linked pairs. This accuracy is affected by numerous factors including the size of
the training dataset, accuracy of WGS or contact investigations to identify links,
and how informative the covariates are in identifying transmission events. Ad-
ditionally, the estimation of these probabilities could be affected by incomplete
and/or biased sampling particularly by a biased training dataset. The results of
our Massachusetts TB analysis could have been affected by the very low num-
ber of confirmed contacts that were found and used to train the model. A small
training dataset was less likely to represent the true distribution of covariates for
transmission pairs than a larger training dataset. Our results could also be biased
if undetected cases had different serial intervals than detected cases.
The true coefficient of variation of the generation interval (the ratio between
the mean and the standard deviation) also affected the accuracy of the estimation
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of the standard deviation of the distribution. The coefficient of variation was also
identified in Griffin et al. (2011) as impacting the joint estimation of the generation
interval and reproductive number which is functionally what our method is doing.
We found that the noise of the distribution of the time between all pairs of cases
prevented the unmodified PEM algorithm from accurately estimating the genera-
tion interval distribution. This noise is perhaps the reason that even the modified
PEM algorithm has difficulty estimating the standard deviation in certain contexts.
If the shape of the true generation interval (which is affected by the coefficient of
variation) is far different than this underlying noise distribution, then it is more
difficult for this method to overcome that noise.
All methods to estimate the generation and serial interval have to deal with
uncertainty surrounding the date of infection and symptom onset. In our simu-
lations, we used the true infection date which represents a best-case scenario. In
most practical applications, we do not know the infection date and may not even
know the symptom onset date. In our Massachusetts TB analysis we had to use the
earlier of the date the case was thought to have TB and the date they were counted
in the dataset as a proxy for symptom onset. Therefore, our estimated distribution
most accurately represents the time between observation dates. We also assume
that cases were infected in the same order that they were observed which may not
be the case. Numerous authors have pointed out that the serial interval is not al-
ways equivalent to the generation interval and this difference is important when
using the estimated serial interval distribution to estimate other outbreak charac-
teristics (Svensson, 2007; Pavlin, 2014). Additionally, we do not always know the
order of infection for some pairs of cases, which is especially true when analyz-
ing TB outbreaks due to the long time between infection and symptom onset and
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non-specificity of the symptoms.
Here we use a simple underlying likelihood to describe the generation interval
distribution which though it can account for co-prevalent cases, does not account
for censoring, or other important considerations. Because studies are naturally
limited in the amount of time that they follow patients, longer serial intervals will
not be observed making censoring an important consideration. However, the gen-
eration interval estimation framework that we outlined in this paper - using the
PEM algorithm with clustering of infectors to reduce the noise - could easily be
adapted to use a more complex likelihood such as the cure model method devel-
oped by Ma et al. (2020). Additionally, the prior transmission probabilities could
be estimated with other methods such as Didelot et al. (2017) or Worby et al. (2014)
which use complete WGS data instead of the naive Bayes transmission method.
Finally, the noise reduction method of finding the high probability cluster of infec-
tors that we developed could be used in other applications when considering all
possible pairs of cases leads to noise overwhelming the signal.
Estimates of the generation and serial interval are rare for many diseases de-
spite their importance in understanding outbreak dynamics. The numerous meth-
ods that exist to estimate these parameters rely on specific types of data: household
contact studies, pathogen WGS data, etc. which limit their applicability to many
rich existing outbreak datasets. We have shown how routine surveillance data can
be used to estimate the generation and serial interval distribution using a novel
method that incorporates many different sources of information and does not rely
on complete WGS data or contact tracing data. The method we developed pro-




What Can Genetic Relatedness Tell Us About Risk Factors for Tuberculosis
Transmission?
3.1 ABSTRACT
Tuberculosis (TB) is the leading cause of death by an infectious disease and achiev-
ing the WHO’s End TB goals will require a better understanding of risk factors for
TB transmission. Many studies have explored the relationship between individual-
level covariates and pathogen genetic relatedness as a proxy for recent transmis-
sion. However, little work has been done identifying characteristics of likely trans-
mission pairs, or exploring the how closely covariates associated with genetic re-
latedness mirror those associated with transmission. Using simulations we found
that in a TB-like outbreak, the odds ratios describing the association between var-
ious covariates and close genetic relatedness had the same direction of effect and
relative but not absolute magnitude as the true association between the covariates
and transmission. We also found that modifying the set of close genetic links and
nonlinks to more closely resemble the set of true links and nonlinks (as is done in
a method developed using naive Bayes to estimate relative transmission probabil-
ities) moderately improves the bias and increases the confidence interval width to
more accurately reflect the uncertainty around the estimates. When applying this
naive Bayes transmission method to a Hamburg TB outbreak and Massachusetts
TB surveillance data we found pairs of cases were more likely to be probable trans-
mission links if they had shared ethnicity, shared social risk factors, lived in closer
proximity, had a shorter time between observation, if the infector was smear posi-
tive, if they shared resistance to numerous drugs, or shared a genotype. We found
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that the association between close genetic relatedness and covariates can inform
the association between transmission and the covariates but they are not equiva-
lent. However, these associations can still be used to better understand the relative
associations of different covariates to transmission and to estimate highly predic-
tive transmission probabilities using naive Bayes.
3.2 INTRODUCTION
Tuberculosis (TB) is the leading cause of death by an infectious disease with 10.0
million people falling ill with the disease in 2018 (World Health Organization,
2019). Achieving the WHO’s End TB goals will require more research into many
aspects of TB transmission dynamics including risk factors of transmission. Un-
derstanding what demographic, clinical, and behavioral characteristics are associ-
ated with TB transmission will help to better target interventions for this highly
heterogeneous disease (Trauer et al., 2019; Mathema et al., 2017).
Over the past two decades, there have been many studies which sought to
identify risk factors for recent transmission. Many studies used genotyping meth-
ods such as restriction fragment length polymorphisms (RFLP) or variable-number
tandem repeats of mycobacterial interspersed repetitive units variable number tan-
dem repeats (MIRU-VNTR) either with or without contact investigation to detect
probable recent transmission clusters (Anderson et al., 2014; Diel et al., 2002, 2018;
Fenner et al., 2012; Fok et al., 2008; Franzetti et al., 2010; Hamblion et al., 2016; Lalor
et al., 2017; Lim et al., 2013; Moonan et al., 2012; Vynnycky et al., 2019; Oeltmann
et al., 2014; Rodwell et al., 2012; Nava-Aguilera et al., 2009; Yuen et al., 2016). Al-
though matching RFLP or MIRU-VNTR is a signal of possible recent transmission,
recent work has shown that these methods do not provide sufficient resolution to
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definitively identify recent transmission (Meehan et al., 2018; Wyllie et al., 2018).
Therefore, whole genome sequencing (WGS) is rapidly becoming the preferred
method to cluster cases (Izumi et al., 2019; Lapadula et al., 2013; Jiang et al., 2019;
Stucki et al., 2016).
Most studies of covariates associated with transmission identify individual-
level risk factors of being part of a recent transmission cluster. While useful in
identifying the types of people who are involved in recent transmission, this type
of analysis does not directly answer the question of what characteristics of a case
make them more likely to transmit or be infected with M. tuberculosis. A few stud-
ies do use these clusters to identify risk factors of being an infector in the cluster
(Melsew et al., 2018; Xu et al., 2019) or having a source case in the cluster (Guerra-
Assuncao et al., 2015) which gets closer to identifying true risk factors of trans-
mission though still at the individual level. Only a handful of studies identify
pair-level risk factors of transmission which directly describe what characteristics
of case-pairs increase their likelihood of being linked (Cronin et al., 2002; Wyllie
et al., 2018).
Regardless of the method used to identify risk factors for transmission the prob-
lem remains that no genetic method, even WGS, can definitively determine that
transmission occurred between two cases (Campbell et al., 2018; Lee et al., 2020).
The studies which use genetic clustering as a proxy for recent transmission make
the assumption that the risk factors associated with close genetic relatedness are
the same as the risk factors associated with transmission. However, to the best of
our knowledge, no one has explored how closely the association between covari-
ates and close genetic relatedness mirrors the association with transmission.
Recently we developed a method that uses probable transmission events de-
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fined by WGS and/or contact investigations to estimate the transmission prob-
ability between cases using pair-level covariates (Leavitt et al., 2020). We have
shown that these probabilities can be used to classify pairs as linked or not and
accurately estimate the reproductive number (the average number of cases an in-
fectious case will produce over the course of their infection) and serial interval (the
time between symptom onset of primary and secondary cases) (Leavitt et al., 2020,
Chapter 2). However, we have not yet explored the contribution of the covariates
to estimating those probabilities. The contribution of each covariate to the prob-
abilities represents another proxy of the relationship between the covariate and
transmission, but one that takes into account the uncertainty of the transmission
events defined by WGS and/or contact investigations using an iterative estimation
process.
We aimed to use simulations to determine how closely the estimates of the as-
sociation between various covariates and close genetic relatedness match the true
association between the covariates and transmission. We then explored if these
estimates could be improved by the iterative naive Bayes process. Finally, we
described the contribution of various covariates to the naive Bayes transmission
probabilities in two different TB low-burden settings: outbreak data from Ham-
burg and surveillance data from Massachusetts.
3.3 METHODS
3.3.1 Association of Covariates with Genetic Relatedness
Since transmission events are generally unobservable, in order to understand the
association between covariates and transmission, a common approach is to un-
derstand factors associated with clustering or recent transmission defined by close
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genetic relatedness. In Figure 3.1a, we are interested in ORT , the odds ratio be-
tween covariates and transmission, but we cannot estimate this because transmis-
sion events are unobserved. We can estimate ORG, the odds ratio between covari-
ates and close genetic relatedness, because genetic links are observed. As Figure
3.1a demonstrates, we expect that the covariates will be associated with close ge-
netic relatedness if they are associated with transmission because we know there
is an association between transmission and close genetic relatedness. Therefore,
ORG should give us information about ORT . However, transmission and genetic
relatedness are not the same so we aim to assess how accurately ORG reflects the
true association between the covariates and transmission, ORT .
Figure 3.1: A) Diagram of the association between covariates, unobserved
transmission (ORT ), and observed genetic relatedness (ORG). B) Diagram
of the relationship between the covariates, transmission (ORT ), and train-
ing links (ie. genetic relatedness), and the naive Bayes modified transmis-
sion links (ORM ) which are then used to estimate transmission probabili-
ties.
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Using R v3.6.0 (R Core Team, 2019), we simulate 1000 TB-like outbreaks made
up of multiple transmission chains and generate the phylogenetic trees for those
outbreaks with the TransPhylo v1.2.3 package (Didelot et al., 2017). Then we use
the phagnorn v2.5.5 (Schliep, 2011) package to generate genetic sequences corre-
sponding to the phylogenetic tree. We used the same simulation scheme with the
same parameters as described in (Leavitt et al., 2020) including a mean reproduc-
tive number of 1.2, a generation interval distribution of gamma(shape = 1.2, scale
= 2, shift = 0.25) (Ma et al., 2020), and a mutation rate of 0.5 single nucleotide
polymorphisms (SNPs)/genome/year (Walker et al., 2013). For each outbreak we
simulate multiple transmission chains which all have at least two cases and that
each run for 20 years, simulated iteratively as independent outbreaks until the to-
tal sample size exceeds 500. The chains have separate phylogenetic trees which are
used to simulate genetic sequences each starting from a random sequence of 300
base pairs.
We add covariates to the outbreak that are associated with whether a pair is a
transmission link (ORT ̸= 1). We simulate six covariates at the individual level,
denote by Xj , j = 1, . . . , 6 with pair level analogs, Zj ; two more covariates than
were used in Chapters 1 and 2. The details of the covariates are described in Table
3.1. Although these covariates were chosen arbitrarily simply to create covariates
with different structures that had varying magnitudes of association with whether
a pair was linked, possible motivations are detailed in Table 3.1. We include the
time between infection dates for each case-pair into the model with categories: less
than 1 year, 1 to 2 years, 2 to 3 years, 3 to 4 years, 4 to 5 years, and more than 5
years.














































































































































































































































































































































































































































































































































































































relatedness as pairs that share fewer than two SNPs (Walker et al., 2014, 2013; Lee
et al., 2015; Leavitt et al., 2020). For a sensitivity analysis we consider other thresh-
olds: fewer than three, four and five SNPs. For each outbreak we estimate the
univariable odds ratios with 95% confidence intervals describing the association
between each covariate level and close genetic relatedness (ORG) using cell counts
from the contingency table. We also estimate the odds ratios describing the as-
sociation between each covariate level and true transmission (ORT ). We take the
average of ORT across the 1000 simulated outbreaks as the true association be-
tween the covariates and transmission. We then compare ORG to the average ORT
for each level of each covariate.
There are many reasons why we do not expect ORG to be exactly equivalent to
ORT . Although close genetic relatedness is highly associated with transmission,
not all genetically related pairs will be transmission pairs and depending on how
strict the SNP threshold is, some transmission pairs will not be genetically related
pairs. The relationship between genetics distance and transmission would also be
affected by other pathogen and outbreak characteristics including strain diversity,
multiple infections, and outbreak duration. This is a nearly insurmountable ob-
stacle to accurately estimating ORT using genetic data. However, we aimed to
improve upon the estimates of ORG though an iterative estimation procedure that
attempts to modify the dataset of genetic links to more resemble the dataset of true
links.
3.3.2 Odds Ratios from the Naive Bayes Transmission Method
Previously we developed a method which uses a classification algorithm called
naive Bayes to predict the relative probability of transmission using multiple data
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sources (Leavitt et al., 2020). This naive Bayes transmission method uses a train-
ing set to estimate the probability of having various covariates given if a pair is
linked or not. Then it uses Bayes rule to reverse the conditioning and predict the
probability that all ordered case-pairs are linked given their covariates. In an ideal
scenario, the training set would be comprised of truly linked and unlinked pairs.
In the absence of this information, the training set starts with probable links such
as pairs that are closely related genetically and/or have a confirmed contact. If the
probable links were defined by close genetic relationship, this initial training set
would be the same data used in the previous section to estimate ORG. Then, to
take into account the uncertainty in the training set, the method uses an iterative
estimation procedure which ensures that the transmission probability is predicted
for all pairs, even those that are in the training set.
The iterative procedure also corrects some characteristics of the initial train-
ing set so it more closely resembles the dataset of true links and nonlinks. For
example, if the probable links are defined by close genetic relationship, one case
could have probable links with multiple different infectors. Therefore, at the start
of each iteration one of the possible infectors in the training set for each infectee is
randomly chosen as the linked pair for that iteration. When a pair is designated as
a link, then all other appropriately timed pairs with the same infectee as the link
(whether they were originally denoted as links, nonlinks or unknown) are also in-
cluded in the training set as nonlinks. Therefore, at each iteration of the method,
the final training set is similar to the original set of genetic links and nonlinks, but
modified as described above in order to make the training set more resemble the
set of true links and nonlinks. The iterative process is detailed in Appendix Figure
C.1 which is an individual analogue of Figure 1.1 in Chapter 1.
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Figure 3.1b illustrates how the original dataset of training links (either defined
by genetic relatedness or contact investigations) is modified by the naive Bayes it-
eration process and results in a modified association between the covariates and
the training variable we call ORM . This association is estimated at each iteration
and is used to determine the contribution of each covariate to the naive Bayes
transmission probabilities. To demonstrate that odds ratios are an appropriate
measure of the contribution of the covariates to the probabilities, consider a sim-
ple example where there are two covariates Z1 and Z2. The un-scaled predicted
probabilities from naive Bayes (π′ij) would be written as
π′ij =
∏2
k=1 P (Zk = zk|L = 1)P (L = 1)∏2
k=1 P (Zk = zk|L = 1)P (L = 1) +
∏2
k=1 P (Zk = zk|L = 0)P (L = 0)
(3.1)
where P (L = 1) and P (L = 0) are the probabilities a pair in the training set is
linked and unlinked respectively, P (Zk = zk|L = 1) is the probability that the
covariate Zk has a particular value zk among linked pairs in the training set for
k ∈ {1, 2} and P (Zk = zk|L = 0) is the probability that the covariate Zk = zk
among unlinked pairs. In Appendix C Section C.1, we show that this formula can










where O1,z1 is the odds of being a training link in the iteration for a pair with
Z1 = z1 and O2,z2 is the odds of being a training link in the iteration for a pair with
Z2 = z2. Therefore, the odds ratios comparing the odds of different levels of Z1
and Z2 is a meaningful representation of the contribution of the different levels of
those covariates to the probability estimates.
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When training a model using close genetic relatedness, we wanted to deter-
mine if the odds ratios estimated from the naive Bayes iterative process (ORM )
could better approximate the true association between the covariates and trans-
mission (ORT ) than the unmodified association between the covariates and close
genetic relatedness described in the section above (ORG). To assess this, we apply
the naive Bayes transmission method to each of the 1000 outbreaks we simulated
above defining probable links in the initial training set as genetically related pairs
(fewer than two SNPs) and the probable nonlinks as pairs with more than 12 SNPs.
All pairs with between 2-12 SNPs are considered indeterminate and not used to
train the model (Walker et al., 2014, 2013; Lee et al., 2015; Leavitt et al., 2020).
We then estimate the odds ratios between each covariate level and being a train-
ing link at each iteration of the algorithm and average the values across all of the
iterations for the final estimates of ORM . We use Rubin’s Rules (Barnard & Ru-
bin, 1999) to obtain standard errors and 95% confidence intervals for ORM . We
then compare the bias of ORM to the bias of ORG estimated in the previous sec-
tion through calculating the mean absolute percentage error (MAPE) and mean
squared error (MSE). We also compare the confidence interval width and coverage
(what percentage of the time ORT is within the confidence bounds) for ORM and
ORG.
3.3.3 Application to TB in Two Low-burden Settings
Finally, we identify the contribution of each covariate to the transmission probabil-
ities previously estimated for TB in two different low burden settings; an outbreak
in Hamburg, Germany and surveillance data from Massachusetts, United States
using ORM . The contribution of the covariates to the relative transmission prob-
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abilities described by ORM reflects the magnitude of association of each covariate
with whether a pair is a probable transmission link. These odds ratios also provide
more context to what covariates contributed to the estimates of the reproductive
number and serial interval which use these probabilities (Leavitt et al., 2020, Chap-
ter 2).
The first setting is a small TB outbreak in Hamburg and Schleswig-Holstein,
Germany, analyzed in Roetzer et al. (2013). The outbreak includes 86 individu-
als from the largest strain cluster in a long-term surveillance study conducted by
the health departments in these cities between 1997-2010. In Leavitt et al. (2020),
we used both pathogen WGS data and contact investigations to estimate the rel-
ative transmission probability between all cases in the outbreak and estimate the
reproductive number. We now explore how the different covariates - sex, age,
nationality, city, smear result, HIV status, substance abuse, residence, association
with a certain alcohol consuming street scene, and time between observation - con-
tributed to the estimation of these probabilities by estimating modified odds ratios
(ORM ) with two different training sets - confirmed contact and close genetic relat-
edness.
The second setting is TB surveillance data from the state of Massachusetts in
the United States from 2010-2016. The Department of Public Health (DPH) in Mas-
sachusetts maintains a surveillance system of all active TB cases in the state includ-
ing demographic, clinical, and pathogen genotyping data. In Chapter 2 we used
contact investigations to estimate the relative transmission probability between all
cases and estimate the serial interval distribution as well as the reproductive num-
ber. In this scenario the covariates were sex, age, country of birth, county of resi-
dence, smear result, immune-suppression status, shared drug resistance. We also
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included GENType, a genotype classification method based on MIRU-VNTR and
spoligotype used by the United States’ Center for Disease Control and Prevention
(CDC), and the time between observation (Centers for Disease Control and Pre-
vention, 2012). Again we assess the contribution of each covariate to the estimated
probabilities by estimating ORM , where the training links were defined by contact
investigations (no WGS data was available for this dataset).
3.4 RESULTS
3.4.1 Simulation Results
The true relationships between the simulated covariates and transmission (ORT )
across the 1000 simulated TB-link outbreaks are listed in Appendix table C.1 and
shown as the black dots in Figure 3.2. As intended, the covariates had different lev-
els of association with transmission. The levels of covariates Z1 (ORT=1.46) and Z3
(ORT=1.31 and 0.89) were weakly associated with transmission, Z2 (ORT=4.46), Z5
(ORT=3.42 and 3.76), and Z6 (ORT=5.14) were strongly associated with transmis-
sion, and the levels of Z4 (ORT=0.38 and 0.041) and the time between cases (ORT
ranging from 0.026 to 0.87) were differentially associated with transmission (Table
C.1). Although the time between cases is also directly associated with genetic re-
latedness because longer time between cases allows for more mutation, we found
that it was even more strongly associated with transmission (Figure 3.2). Figure
3.2 shows boxplots of the distribution of the estimated log odds ratios for close
genetic relatedness (logORG) across 1000 simulations.
The association between the covariates and close genetic relatedness (logORG)
followed the same pattern of association as the true relationship between the co-
variates and transmission (logORT ). In other words, levels of covariates that had
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Figure 3.2: Plot of the mean estimated log odds ratio across 1000 simulated
outbreaks representing the relationship between the simulated covariate
and close genetic relatedness (logORG, red) or naive Bayes modified close
genetic relatedness (logORM , blue). The black dot represents the true log
odds ratio (logORT ) calculated as the average of the log odds ratio for the
relationship between the covariates and true transmission across the 1000
simulations.
a stronger association with transmission also had a stronger association with close
genetic relatedness. However, the absolute magnitude of logORG was highly bi-
ased towards the null (Figure 3.2).
We found that the modified log odds ratios of close genetic relatedness (logORM )
estimated with the iterative naive Bayes algorithm also followed the same pat-
tern as logORT . Furthermore, for all covariates, the distributions of the estimated
logORM values across the simulations were closer to logORT than logORG though
they still did not completely eliminate the bias (3.2). When we changed the SNP
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Figure 3.3: Plot of the error and coverage of the estimated log odds ratio
across 1000 simulated outbreaks representing the relationship between the
simulated covariate and close genetic relatedness (logORG, red circles) or
naive Bayes modified close genetic relatedness (logORM , blue triangles).
The top left panel is the mean absolute percentage error (MAPE). The top
right panel is the mean standard error (MSE). The bottom left panel is the
confidence interval coverage (what percentage of the time the confidence
interval contains the true value, logORT ) with a line at 95% the target value.
The bottom left panel is the average width of the 95% confidence intervals.
threshold defining probable links from two to three, four, and five, we found the
results to be consistent. However, we did note that the bias of both logORG and
logORM increased as the SNP threshold increased (Appendix Figure C.2).
The MAPE and MSE across the simulations was almost always lower for logORM
than logORG (Figure 3.3). Additionally the coverage of the estimated confidence
intervals was substantially higher for logORM than logORG. One reason for the of-
ten dramatically increased coverage was that the ORM estimates were less biased.
The second reason was that the confidence intervals of logORM were much wider
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than for logORG (Figure 3.3). This increased confidence interval width better cap-
tures the uncertainty around the true estimates due to the fact that close genetic
relatedness is not equivalent to transmission.
Figure 3.4: Plot of the naive Bayes modified odds ratios (ORM ) of the re-
lationship between various covariates and close genetic relatedness (blue)
and having a confirmed contact (red) with 95% confidence intervals for a
small TB outbreak in Hamburg, Germany. These odds ratios represent the
contribution of each covariate value to the transmission probabilities esti-
mated for the outbreak where a higher odds ratio indicates a higher proba-
bility of a probable transmission link.
3.4.2 Application Results
Tables 3.2 and 3.3 detail the covariates for Hamburg and Massachusetts respec-
tively, stratifying by the training datasets (contact tracing and WGS data for Ham-
burg and contact tracing only for Massachusetts). The contribution of each of these
covariates to the naive Bayes transmission probabilities (ORM ) are shown in Fig-
ures 3.4 and 3.5. For both scenarios, the sex and ages of the cases in the pair were
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not informative of a probable transmission link (as defined by contact and/or ge-
netic links). However, sharing a nationality or country of birth that was not the
country of the study (USA or Germany) was associated with increased odds of
a probable transmission link between the cases. In Hamburg, living in the same
city and in Massachusetts living in the same county were also associated with in-
creased odds of a probable transmission link. As expected, the longer the time
between cases, the lower the odds of a probable transmission link.
Figure 3.5: Plot of the naive Bayes modified odds ratios (ORM ) of the rela-
tionship between various covariates and having a confirmed contact (red)
with 95% confidence intervals for TB surveillance data in Massachusetts be-
tween 2010-2016. (For this analysis we did not have genetic data so there is
no comparison with a training dataset defined by close genetic relatedness).
These odds ratios represent the contribution of each covariate value to the
transmission probabilities estimated for the outbreak where a higher odds
ratio indicates a higher probability of a probable transmission link.
In the Hamburg outbreak, substance abuse did not appear to be associated with
whether a pair was a probable transmission link while if both cases were homeless
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or both cases were either affiliated or not affiliated with a certain local drinking
scene, they were more likely to be a probable transmission link. The associations
were consistent across the two different training datasets in Hamburg though there
were some discrepancies in the magnitude of the effect for homelessness and affil-
iation with the local street scene due to small sample sizes. In Massachusetts, as
expected, the most influential covariates to whether a pair was a probable trans-
mission link were shared resistance to two or more drugs and matching CDC GEN-
Type.
In the Hamburg outbreak, the HIV status of the infector was not associated with
whether there was a probable transmission link and similarly, in Massachusetts,
the immune-suppression status of the infector was not associated with probable
transmission. In the Hamburg outbreak, smear status of the infector was not as-
sociated with whether there was a probable transmission link whereas in Mas-
sachusetts if the infector was smear positive, then a pair was more likely to be a
probable transmission link.
3.5 DISCUSSION
We found that in a TB-like simulated outbreak the association between covariates
and close genetic relatedness (ORG) was consistent with the association between
covariates and transmission (ORT ) in the direction and relative magnitude of ef-
fect. However, the absolute odds ratios were substantially biased. We found that
modifying the set of genetic links and nonlinks to more resemble a dataset of true
links and nonlinks (ORM ) reduced the bias but did not eliminate it. However,
these modified estimates had much wider confidence intervals thus better captur-
ing the uncertainty around the estimates. We also identified numerous covariates
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Table 3.2: Pair-level demographic and clinical characteristics for
the Hamburg outbreak stratified by whether the pair is linked by
pathogen genetics or contact investigations.
Covariate Level Genetic Contact
All Pairs Nonlinks1 Links2 Nonlinks3 Links4
(n = 3633) (n = 385) (n = 796) (n = 408) (n = 51)
Female to female 120 (3.3%) 23 (6.0%) 19 (2.4%) 10 (2.5%) 0 (0.0%)
Male to male 2401 (66.1%) 211 (54.8%) 613 (77.0%) 278 (68.1%) 42 (82.4%)
Male to female 757 (20.8%) 90 (23.4%) 82 (10.3%) 83 (20.3%) 8 (15.7%)
Female to male 355 (9.8%) 61 (15.8%) 82 (10.3 %) 37 (9.1%) 1 (2.0%)
Different age group 2859 (78.7%) 311 (80.8%) 639 (80.3%) 331 (81.1%) 38 (74%)
Same age group 774 (21.3%) 74 (19.2%) 157 (19.7%) 77 (18.9%) 13 (25.5%)
One German, one from 1315 (36.2%) 185 (48.1%) 137 (17.2%) 126 (30.9%) 3 (5.9%)
a foreign country
Both German 2129 (58.6%) 152 (39.5%) 622 (78.1%) 276 (67.6%) 44 (86.3%)
From different foreign 170 (4.7%) 48 (12.5%) 32 (4.0%) 6 (1.5%) 0 (0.0%)
countries
From the same foreign 19 (0.5%) 0 (0.0%) 5 (0.6%) 0 (0.0%) 4 (7.8%)
country
Live in different cities 1485 (40.9%) 162 (42.1%) 308 (38.7%) 127 (31.1%) 3 (5.9%)
Live in the same city 2148 (59.1%) 488 (61.3%) 281 (68.9%) 48 (94.1%)
Infector smear- 2339 (64.4%) 309 (80.3%) 511 (64.2%) 275 (67.4%) 32 (62.7%)
Infector smear+ 1294 (35.6%) 76 (19.7%) 285 (35.8%) 133 (32.6%) 19 (37.3%)
Infector HIV- 3463 (95.3%) 380 (98.7%) 730 (91.7%) 380 (93.1%) 49 (96.1%)
Infector HIV+ 170 (4.7%) 5 (1.3%) 66 (8.3%) 28 (6.9%) 2 (3.9%)
Different substance 1735 (47.8%) 184 (47.8%) 281 (35.3%) 194 (47.5%) 22 (43.1%)
abuse patterns
Neither abuse substances 526 (14.5%) 85 (22.1%) 102 (12.8%) 49 (12.0%) 6 (11.8%)
Both abuse substances 1372 (37.8%) 116 (30.1%) 413 (51.9%) 165 (40.4%) 23 (45.1%)
Different residence status 1055 (29.0%) 89 (23.1%) 259 (32.5%) 79 (19.4%) 4 (7.8%)
Both have permanent 2473 (68.1%) 288 (74.8%) 501 (62.9%) 327 (80.1%) 46 (90.2%)
residences
Both are homeless 105 (2.9%) 8 (2.1%) 36 (4.5%) 2 (0.5%) 1 (2.0%)
Different affiliation with 1361 (37.5%) 150 (39.0%) 209 (26.3%) 58 (14.2%) 0 (0.0%)
local drinking scene
Neither affiliated 210 (5.8%) 26 (6.8%) 35 (4.4%) 0 (0.0%) 1 (2.0%)
Both affiliated 2062 (56.8%) 209 (54.3%) 552 (69.3%) 350 (85.8%) 50 (98.0%)
<1 year between cases 546 (15.0%) 18 (4.7%) 180 (22.6%) 85 (20.8%) 31 (60.8%)
1-2 years between cases 485 (13.3%) 19 (4.9%) 134 (16.8%) 72 (17.6%) 6 (11.8%)
2-3 years between cases 374 (10.3%) 17 (4.4%) 86 (10.8%) 42 (10.3%) 7 (13.7%)
3-4 years between cases 305 (8.4%) 26 (6.8%) 53 (6.7%) 12 (2.9%) 0 (0.0%)
>4 years between cases 1923 (52.9%) 305 (79.2%) 343 (43.1%) 197 (48.3%) 7 (13.7%)
1 Pairs who had more than 12 single nucleotide polymorphisms (SNPs)
2 Pairs who had had fewer than 2 SNPs
3 Pairs who were both involved in contact investigations but were not linked
4 Pairs who were linked by contact investigation or could both be linked to a common contact.
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Table 3.3: Pair-level demographic and clinical characteristics for
Massachusetts TB surveillance data stratified by whether the pair is
linked by contact investigations.
Covariate Contact
All Pairs Nonlinks1 Links2
(n = 220,578) (n = 2058) (n = 26)
Female to female 41,097 (18.7%) 195 (9.5%) 2 (7.7%)
Male to male 71,170 (32.4%) 979 (47.6%) 12 (46.2%)
Male to female 51,067 (23.2%) 491 (23.9%) 5 (19.2%)
Female to male 56,602 (25.%7) 393 (19.1%) 7 (26.9%)
Different age group 158,125 (71.6%) 1373 (66.7%) 17 (65.4%)
Same age group 62,633 (28.4%) 685 (33.3%) 9 (34.6%)
One US born, one born in 55,448 (25.2%) 663 (32.3%) 9 (34.6%)
a foreign country
Both US born 5350 (2.4%) 91 (4.4%) 5 (19.2%)
Born in different foreign countries 147,618 (67.2%) 1167 (56.7%) 3 (11.5%)
Born in the same foreign country 11,373 (5.2%) 137 (6.7%) 9 (34.6%)
Residing in distant counties 81,919 (37.1%) 1011 (49.1%) 1 (3.8%)
Residing in neighboring counties 98,082 (44.5%) 733 (35.6%) 3 (11.5%)
Residing in the same county 40,524 (18.4%) 314 (15.3%) 22 (84.6%)
Infector smear- 89,364 (43.3%) 551 (29.8%) 4 (16.7%)
Infector smear+ 117,055 (56.7%) 1297 (70.2%) 20 (84.3%)
Infector not immune suppressed 158,188 (71.7%) 1535 (74.6%) 22 (84.6%)
Infector immune suppressed 62,570 (28.3%) 523 (25.4%) 4 (15.4%)
Both drug susceptible 157,469 (71.3%) 1265 (61.5%) 15 (57.7%)
No shared resistance 59,005 (26.7%) 690 (33.5%) 1 (3.8%)
Shared resistance to 1 drug 3607 (1.6%) 52 (2.5%) 1 (3.8%)
Shared resistance to 2 drugs 569 (0.3%) 31 (1.5%) 5 (19.2%)
Shared resistance to 3+ drugs 108 (0.07%) 20 (1.0%) 4 (15.4%)
Different CDC GENType3 215610 (99.8%) 2046 (99.4%) 6 (23.1%)
Same CDC GENType 363 (0.2%) 12 (0.6%) 20 (76.9%)
<1 year between cases 60,762 (27.5%) 549 (26.7%) 23 (88.5%)
1-2 years between cases 47,722 (21.6%) 503 (24.4%) 3 (11.5%)
2-3 years between cases 39,416 (17.9%) 403 (19.6%) 0 (0.0%)
3-4 years between cases 30,803 (14.0%) 288 (14.0%) 0 (0.0%)
>4 years between cases 42,055 (19.1%) 315 (15.3%) 0 (0.0%)
1 Pairs of a random subset of cases who were both involved in contact
investigations who were not linked
2 Pairs who were linked by contact investigation or could both be
linked to a common contact.
3 Defined as matching on spoligotype and all 24 MIRU-VNTR loci
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that were associated with whether a pair was a transmission link in two low bur-
den settings.
Our simulation results indicate that methods using genetic linkages as a proxy
for recent transmission to identify risk factors of transmission are able to identify
covariates that are influential to transmission and determine if the covariate values
increase or decrease the likelihood of transmission. However, the absolute mag-
nitude of the estimated effect is not equivalent to the magnitude of the true effect
(the association with transmission) which is the ultimate parameter of interest. The
iterative process of modifying the training dataset used in the naive Bayes trans-
mission method provides closer estimates to the truth, but cannot overcome the
fact that close genetic relatedness is not equivalent to transmission.
It is also important to note that this study was designed to explore the associa-
tion between pair-level covariates and whether one case transmitted the infection
to another. This is inherently a different quantity than the commonly reported as-
sociation between individual-level covariates and being in a recent transmission
cluster. Cluster analysis seeks to find what characteristics of people make them
more likely to be involved in recent transmission, while a pair-level analysis, like
the one presented in this paper, seeks to find what characteristics of two people
make them more likely to be a transmission pair. It also does not necessarily im-
ply directionality of the covariate, identifying what characteristics make someone
more infectious, unless the pair-level covariates have a directional form (i.e. the
possible infector of the pair is smear positive).
Cluster analyses can inform public health officials of the types of people who
are more likely to be part of local disease outbreaks, thus informing possible in-
terventions among these groups of people. On the other hand, pair-level analyses
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can help researchers better understand past outbreaks by determining which pairs
of cases were likely to be transmission pairs. These analyses can also identify what
types of people a given case with certain characteristics would be more likely to
infect. Therefore, cluster analysis and pair-level analysis produce measures of ef-
fect which are both useful to transmission analysis, but which often answer differ-
ent questions and inform different courses of action. However, both measures are
based upon identifying recent transmission and therefore, the effect of using ge-
netics as a proxy for transmission on the accuracy of resulting estimates is relevant
to both measures.
Although we found that the naive Bayes modified odds ratios (ORM ) do not
perfectly estimate the true association between covariates and transmission (ORT ),
they can still be used to estimate transmission probabilities that are highly predic-
tive of transmission and can be used to estimate other parameters (Leavitt et al.,
2020, Chapter 2). Understanding the contribution of each of the covariates to the
naive Bayes transmission probabilities is important to understanding which co-
variate values are primarily driving high or low transmission probabilities for case-
pairs. We were able to use ORM to explore covariates associated with transmission
links in two different low TB burden settings.
We found that in both Hamburg and Massachusetts, pairs where both cases
were from the same foreign country (not Germany or the USA) were more likely
to be probable transmission links than pairs from different countries or than pairs
both from the native country. This result seems to contradict many studies that find
that native born individuals are more likely to be part of recent transmission clus-
ters (Anderson et al., 2014; Diel et al., 2018; Fok et al., 2008; Hamblion et al., 2016;
Izumi et al., 2019; Lapadula et al., 2013; Jiang et al., 2019; Vynnycky et al., 2019;
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Oeltmann et al., 2014; Stucki et al., 2015, 2016; Yuen et al., 2016). However, these re-
sults are not a contradiction but an illustration of the important difference between
individual-level risk factors of clustering and pair-level risk factors of transmission
links. The implication of this result is that one would expect new outbreaks of TB
in low burden settings to occur mostly among native born individuals. However, if
individuals who are not native born are going to transmit TB, they are more likely
to transmit to someone of the same ethnicity or country of birth likely because of
household or close community transmission. There are also far more individuals
in an outbreak setting from the native country so links between these individuals
does not contribute much information to whether they are linked. However, if two
pairs are from the same foreign county, this greatly increases the probability they
are linked. Wyllie et al. (2018) who explored pair-level risk factors of close genetic
relatedness also found that having the same ethnicity was associated with whether
a pair of cases was a transmission link.
Another illustration of the difference between covariates of clustering and co-
variates of a transmission link is drug resistance profiles. Though many studies
found that drug resistance was not associated with clustering (Diel et al., 2018;
Franzetti et al., 2010; Guerra-Assuncao et al., 2015; Lim et al., 2013; Nava-Aguilera
et al., 2009), in Massachusetts we found that sharing resistance to two or more
drugs was highly informative of whether a pair was a probable transmission link.
An individual who has drug resistant TB is not necessarily more likely to be part of
a recent transmission cluster, but looking retrospectively, if two cases share resis-
tance to the same drugs that pair is more likely to be a transmission link than a pair
of cases with drug susceptible TB. This is because if a case with a pathogen which
was resistant to a set of drugs transmits their infection, the secondary case would
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also be resistant to those drugs, so if two cases are found to both be resistant to the
same set of drugs, then there is a higher probability that they are linked. Addition-
ally, as with native born individuals, drug susceptible TB is much more common
than drug resistant and therefore shared resistance contributes more information
to the probability of a link than shared susceptibility.
There are other covariates where the difference between pair-level and individual-
level covariates is not as pronounced. We found that in Hamburg, pairs where both
cases were homeless or both cases were affiliated with a local drinking scene were
more likely to be probable transmission links. These results are consistent with pre-
vious studies which found an association between recent transmission and home-
lessness and alcohol use (Cronin et al., 2002; Fok et al., 2008; Hamblion et al., 2016;
Diel et al., 2018, 2002; Vynnycky et al., 2019; Rodwell et al., 2012; Yuen et al., 2016).
These results are more consistent because these populations have a high level of
social contact thus increasing both the probability that they will be part of a recent
transmission cluster and that pairs of cases who share these characteristics will be
transmission pairs. These populations also experience limited access to care lead-
ing and poor health seeking behavior often leading to longer time before treatment
and thus more time to transmit the infection.
In Massachusetts, as expected, the most influential covariate of transmission
links was GENType (composed of MIRU-VNTR and spoligotype) as it is well known
that these genotyping methods are highly informative of transmission without
definitively linking a pair (Wyllie et al., 2018). GENType is therefore a powerful
covariate in estimating accurate transmission probabilities even though on its own
it cannot identify transmission. We also found that in Massachusetts, pairs with
infectors who had a positive smear were more likely to be probable transmission
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links. This result is consistent with the widely held belief that cases who have a
positive smear are more infectious and many studies which have found an associa-
tion between smear positivity and clustering (Ribeiro et al., 2015; Guerra-Assuncao
et al., 2015; Hamblion et al., 2016; Moonan et al., 2012; Oeltmann et al., 2014). In-
terestingly, in Hamburg, the smear status of the infector was not associated with
whether a pair was a transmission link.
These results should be interpreted in light of the fact that Hamburg and Mas-
sachusetts represent two very low TB burden settings. Therefore, the results of
these analyses may not generalize to middle or high burden settings. However, as
we seek to end TB around the world understanding drivers of transmission in both
high and low burden settings is important especially if these drivers are different.
It is important to note that the measures of effect derived from the naive Bayes
transmission method (ORM ) are simple univariable odds ratios and therefore they
do not adjust for possible confounders. Additionally, unlike ORG which can be in-
terpreted as the increased odds of being within some number of SNPs for one co-
variate value compared to another, the outcome for ORM is difficult to interpret. It
roughly describes the association between close genetic relatedness (or confirmed
contact) and the covariates, but the outcome is modified to more resemble true
transmission. Therefore, an interpretation of ORM should focus on the relative
contribution to the transmission probabilities - how much do specific covariate
values increase or decrease the probability that a pair is a probable transmission
link?
Another limitation of this analysis is the influence of sampling bias. If the cases
that are sampled for a study or the cases which have genetic/contact investigation
data are not representative of all TB cases in that context, then the associations
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between covariates and close genetic relatedness (or confirmed contact) will be
biased and not represent the true association with transmission. Our simulation
scheme also only considered one isolate per case therefore ignoring the fact that
infection with multiple strains is possible and will change the apparent genetic
relatedness of a pair of cases. Additionally, the simulation results presented in
this paper are for TB which is a slow mutating pathogen. It is possible that in
other, more rapidly mutating pathogens genetic distance is more closely related to
transmission and therefore, ORG might better approximate ORT .
The associations between close genetic relatedness and covariates (ORG) can
inform the associations between transmission and the covariates (ORT ) but they
are not equivalent. However, these relationships can still be used to better under-
stand the relative associations of different covariates to transmission and to esti-
mate highly predictive transmission probabilities using naive Bayes. Though not
perfect, we have shown that the information from a transmission proxy such as
genetic distance can be helpful in understanding transmission dynamics of TB in
a low-burden setting. It is also important to consider the different implications of
using individual-level or pair-level covariates. As we develop more sophisticated
genetic tools such as deep sequencing (Lee et al., 2020) and are better able to link
cases, we will be able to continue to better understand crucial risk factors of trans-
mission to potentially able to better manage or even prevent further outbreaks.
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CONCLUSION
We developed a method to estimate relative transmission probabilities using ge-
netic, spatial, demographic, and temporal data. A strength of our method is that
it directly estimates the relative transmission probability for all case-pairs instead
of seeking to find the true infector or a set of possible transmission trees which
gives our method broad applicability. In this dissertation we showed how the es-
timated probabilities can be used to find probable transmission links, identify risk
factors of transmission, and estimate transmission parameters incorporating the
uncertainty around the true infector.
Our method is based on naive Bayes, a simple, but powerful machine learn-
ing prediction algorithm which has been used in many different contexts (Settouti
et al., 2016; Arar & Ayan, 2017; Jiang et al., 2016; Turhan & Bener, 2009; Sebastiani
et al., 2012). We use a subset of cases in an infectious disease dataset with dis-
criminatory information such as pathogen WGS or contact investigation data to
predict relative transmission probabilities for all pairs from more widely available
demographic, spatial, and temporal covariates.
In Chapter 1 we showed that using SNP distance as a proxy for transmission
to train the model, the estimated transmission probabilities could differentiate be-
tween truly linked and unlinked cases with a classification accuracy of 95%. In
simulations we found that we could reach good model performance with as lit-
tle as 10% of the cases included in the training set though the proportion needed
for good performance depended on the sample size. However, even in small out-
breaks no more than 50% of the cases need to have pathogen WGS or contact in-
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vestigation data.
We also showed that the probabilities estimated using naive Bayes can be used
to accurately estimate the effective reproductive number using the Wallinga & Te-
unis (2004) method in absence of an accurate estimate of the serial interval distri-
bution. This is a powerful result because the serial interval distribution is difficult
to estimate. We estimated the average effective reproductive number for a TB out-
break in Hamburg, Germany to be between 0.85 and 0.97 depending on whether
pathogen genetics or contact investigation data were used to train the model.
In Chapter 2 we modified the PEM algorithm developed by Hens et al. (2012)
to estimate the generation interval to be able to incorporate the naive Bayes trans-
mission probabilities. We reduced the noise resulting from considering all possible
case-pairs by only using the cluster of high probability infectors for each case. This
cluster was identified using hierarchical clustering and kernel density estimation.
We found that our modified PEM algorithm was able to more accurately the gen-
eration interval distribution than established methods in various simulation sce-
narios representing diseases with different characteristics. We estimated that the
generation interval for TB in Massachusetts, USA between 2010-2016 was 1.3 years
(SD: 1.6) when excluding one-month co-prevalent cases and the average monthly
reproductive number was 0.77 when accounting for likely imported cases.
In Chapter 3 we assessed risk factors for transmission using simulations and
in the two low-burden settings analyzed in Chapters 1 and 2. We found that the
odds ratios describing the association between covariates and close genetic relat-
edness matched the direction and relative magnitude but not absolute magnitude
of the odds ratios describing the true association between the covariates and trans-
mission. We found that the iterative process used in our naive Bayes transmis-
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sion method which modifies the training data set to more resemble the true set of
links and nonlinks slightly improves the bias and increases the confidence interval
width to more accurately reflect the uncertainty around the estimates. In Hamburg
and Massachusetts we found that pairs were more likely to be transmission links
if they shared ethnicity, shared social risk factors, shared resistance to numerous
drugs, lived in closer proximity, shared a genotype, had a shorter time between
observation, or if the infector was smear positive.
The work we developed offers numerous opportunities for future study. In its
unmodified form, naive Bayes assumes that the covariates are independent con-
ditioned on the outcome. This may not be accurate in these infectious disease
applications. Though naive Bayes has been shown to be robust to violations of this
assumption (Kuncheva, 2006; Rish, 2001; Turhan & Bener, 2009; Zhang, 2004) there
are also numerous methods that have been developed to relax it and improve per-
formance (Jiang et al., 2007, 2016; Zaidi et al., 2013). Some of these methods would
also allow for differentially weighting the covariates based on their association
with the outcome. Further work could explore the effect of dependencies among
the covariates on performance and assess if any of the existing modifications could
improve the algorithm.
One of the largest areas for future work would be in exploring the effect of
incomplete and/or biased sampling. We now assume that all cases in an outbreak
setting have been sampled and that the training dataset is a random sample of
the cases in the outbreak. Obviously this assumption is often violated in practical
applications. We could explore if the estimated transmission probabilities and the
clustering methods could identify cases whose infector was likely not sampled. We
could also assess the effect of biased sampling or a biased training dataset on the
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transmission probabilities, estimates of the reproductive number and generation
interval, and the identification of transmission risk factors. We could use missing
data techniques to seek to reduce the impact of these biases.
Finally, in this dissertation we only apply our methods to TB because the com-
plexities of this disease motivated our work. Additionally, TB is a reportable dis-
ease making it easier to capture most cases involved in an outbreak. However,
our methods is applicable to any infectious disease. In Chapter 2 where we simu-
lated infectious diseases with various characteristics we found that there was some
difference in the method performance across the different parameters. Similarly,
Campbell et al. (2018) found that pathogen WGS are differentially informative of
transmission events across some of the most studied infectious diseases. There-
fore, it would be interesting to see how our methods worked in a different disease
context.
The naive Bayes transmission method developed here can be used to explore
transmission dynamics and estimate infectious disease parameters in established
datasets where this was not previously feasible because of a lack of highly discrim-
inatory information. This provides yet another tool to supplement the many infec-
tious disease analysis methods being developed by researchers across the world.
We hope that our method can help to expand our understanding of TB and many
other infectious diseases which affect the lives of so many people.
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APPENDIX A
Supplementary Material for Chapter 1
A.1 BAYESIAN JUSTIFICATION OF ALPHA
We show that an α value of 1 in Equations 1.3 and 1.4 is equivalent to the Bayesian
posterior estimate for these probabilities with a uniform prior.
First we show that the Bayesian posterior estimate for P (L = 1) is
P (L = l) =
∑
i,j 1{Lij = l}+ 1
N + 2
. (A.1)
Let L = 1 if a pair i, j is linked and 0 otherwise. Then L ∼ Bernoulli(θ) where








i,j 1{Lij = l} =
∑
Lij . If we assume a uniform prior, τ(θ), defined as
follows
τ(θ) ∼ Beta(1, 1) ∝ θ1−1(1− θ)1−1 ∝ 1 (A.3)








Lij + 1, N −
∑
Lij + 1). (A.4)
Then the Bayesian estimate of θ would be equal to the expected value of the poste-
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rior distribution














P (Zk = zk|L = l) =
∑
i,j 1{Lij = l, Zkij = zk}+ 1∑
i,j 1{Lij = l}+ nk
(A.6)
if nk = 2, we use the same approach as the above where θ = P (Zk = zk|L = l). If
nk > 2, then a similar proof can be constructed using a multinomial distribution
and a uniform Dirichelet prior.
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Table A.2: Average effective reproductive number for different sim-
ulation scenarios
Scenario R̄t, mean (SD)
True Transmission 1.19 (0.09)
SNP1 Distance 1.22 (0.11)
Correct Serial Interval 1.18 (0.09)
Wide Serial Interval 1.31 (0.15)
Narrow Serial Interval 1.12 (0.05)
Random Probabilities 1.53 (0.27)
1 Single nucleotide polymorphism
Table A.3: Average effective reproductive number for Hamburg out-
break by method
Scenario R̄t, mean (95% confidence interval)
Confirmed Contact 0.96 (0.73, 1.18)
SNP3 Distance 0.89 (0.67, 1.09)
Narrow Serial Interval 1.07 (0.82, 1.31)
Medium Serial Interval 0.98 (0.68, 1.23)
Wide Serial Interval 0.88 (0.64, 1.11)
Random Probabilities 0.78 (0.54, 1.00)
1 Single nucleotide polymorphism
Table A.4: Effect of smoothing parameter on estimates of the effec-
tive reproductive number for a TB outbreak in Hamburg
Smoothing Training: Confirmed Contact Training SNP1
Parameter, α R̄t, mean (95% CI) R̄t, mean (95% CI)
1 0.97 (0.73, 1.19) 0.85 (0.63, 1.07)
0.5 0.98 (0.73, 1.21) 0.86 (0.64, 1.07)
0.1 1.00 (0.75, 1.22) 086 (0.63, 1.08)
0.01 1.00 (0.76, 1.23) 0.86 (0.65, 1.08)
0.001 1.00 (0.77, 1.20) 0.85 (0.62, 1.05)
1 Single nucleotide polymorphism
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Figure A.1: Violin plots representing the effect of changing genome length on the
single nucleotide polymorphism (SNP) distance distribution between case pairs.
Pathogen genomes of various lengths from 50 to 4.4 million base pairs were sim-
ulated 100 times each for an outbreak of 200 cases. The resulting SNP distance
matrix for all case pairs was computed. The figure shows the relationship between
genome length on the quartiles of the SNP distance distribution as well as the max-
imum SNP distance and the percent of pairs with less than 2 SNPs and more than
12 SNPs.
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Figure A.2: Distribution of the relative transmission probability how much
more likely is it that case i was infected by case j as opposed to any other sam-
pled case for linked (red) and unlinked (blue) case pairs in one of the 1000 sim-
ulated outbreaks. Each panel shows a different method of calculating probabil-
ities: our method with a training set of true links, our method with a training
set of links defined by single nucleotide polymorphism (SNP) distance, probabil-
ities derived from the serial interval distribution used to simulate the outbreak:
gamma(1.05, 2.0), probabilities derived from a serial interval distribution that is
too wide: gamma(1.3, 3.3) and too narrow: gamma(0.54, 1.9), and random proba-
bilities.
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Figure A.3: Network plots of the true transmission network in one of the 1000
simulated outbreaks. The nodes represent individual cases and are colored by
transmission chain. The edges represent true transmission events and are colored
based on the estimated relative transmission probability; the darker the color the
higher the probabilities. A) Edges colored based on randomly assigned proba-
bilities. B) Edges colored based on probabilities calculated by the correct serial
interval: gamma(1.05, 2.0). C) Edges colored based on the probabilities calculated
using our with a training set of links defined by single nucleotide polymorphism
(SNP) distance. D) Edges colored based on the probabilities calculated using our
method with a training set of true links.
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Figure A.4: Boxplots of the performance metrics when varying the training set
proportion in 300 simulated outbreaks with sample sizes varying from 50-1000.
The plots are colored by the type of gold standard: single nucleotide polymor-
phism (SNP) distance (red) or true transmission (blue). The metrics shown are the
area under the receiver operating curve (ROC), the proportion of time the true in-
fector was assigned the highest relative transmission probability (Proportion Cor-
rect), and the proportion of time the probability of the true infector was ranked in
the top 5%, 10%, 25%, and 50% of all possible infectors.
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Figure A.5: Violin plots of the distribution of the average effective reproduc-
tive number when varying the dataset proportion in 300 simulated outbreaks with
sample sizes varying from 50-1000. The plots are colored by the way of defining
links in the training set: single nucleotide polymorphism (SNP) distance (red) or
true transmission (blue). The dashed horizontal line indicates the true value of 1.2
that was used to simulate the outbreaks.
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Figure A.6: Violin plots of the performance metrics for the different scenarios
across 1000 simulated outbreaks with cases ordered by infection date (red) and
by observation date (blue). The scenarios were: our method with a training set
of true links, our method with a training set of links defined by single nucleotide
polymorphism (SNP) distance, probabilities derived from the serial interval dis-
tribution used to simulate the outbreak: gamma(1.05, 2.0), probabilities derived
from a serial interval distribution that is too wide: gamma(1.3, 3.3) and too nar-
row: gamma(0.54, 1.9), and random probabilities. The metrics shown are the area
under the receiver operating curve (ROC), the proportion of time the true infector
was assigned the highest relative transmission probability (Proportion Correct),
and the proportion of time the probability of the true infector was ranked in the
top 5%, 10%, 25%, and 50% of all possible infectors.
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APPENDIX B
Supplementary Material for Chapter 2
B.1 SIMPLIFICATION OF Q FUNCTION









pij(ti, tj, θ̂l,vi,Zi) log g(ti − tj|θ̂l).
(B.1)
First note that assuming there are k unobserved generation intervals the likelihood







log g(xoi |θ) +
k∑
i=1
log g(xui |θ) (B.2)
Additionally, assuming that the unobserved and observed generation intervals are
independent which implies that the distribution of the unobserved serial intervals,
h(xu|xo, θ̂l) = h(xu|θ̂l). We then set h(xu|xo, θ̂l) = h(ti − tj|θ̂l) = pij(ti, tj, θ̂l,vi,Zi),




























































log g(xi|θ)pij(ti, tj, θ̂l,vi,Zi). (B.9)
The second to last step comes from setting pij to 1 when xi is an observed gener-
ation interval so it is known that i was infected by j. The last step is an arbitrary
change in the bounds of the outer summation to reflect the fact that the first case
(label i = 1) is the one for which there are no possible observed infectors.
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Table B.1: Estimates of the serial interval distribution for TB in Mas-
sachusetts using hierarchical clustering and different cutoffs.
Cutoff N (%) Cases1 Mean (95% CI) Median (95% CI) Std. Dev. (95% CI)
No serial interval restriction
0.025 627 (66.2) 1.48 (1.37, 1.59) 1.07 (0.98, 1.16) 1.41 (1.30, 1.52)
0.050 516 (54.5) 1.43 (1.31, 1.55) 1.01 (0.91, 1.10) 1.40 (1.27, 1.51)
0.075 435 (45.9) 1.39 (1.26, 1.52) 0.97 (0.87, 1.07) 1.38 (1.25, 1.52)
0.100 374 (39.5) 1.33 (1.20, 1.47) 0.92 (0.82, 1.02) 1.33 (1.17, 1.48)
0.125 329 (34.7) 1.32 (1.18, 1.47) 0.91 (0.80, 1.02) 1.34 (1.17, 1.50)
0.150 295 (31.2) 1.26 (1.10, 1.42) 0.86 (0.75, 0.97) 1.29 (1.10, 1.47)
0.175 271 (28.6) 1.29 (1.12, 1.46) 0.87 (0.75, 0.99) 1.33 (1.14, 1.53)
0.200 240 (25.3) 1.25 (1.08, 1.42) 0.86 (0.73, 0.97) 1.28 (1.08, 1.47)
0.225 218 (23.0) 1.27 (1.08, 1.45) 0.87 (0.73, 1.00) 1.29 (1.08, 1.49)
0.250 198 (20.9) 1.24 (1.05, 1.43) 0.85 (0.71, 0.98) 1.26 (1.06, 1.46)
pooled - 1.33 (1.19, 1.46) 0.92 (0.82, 1.02) 1.33 (1.17, 1.48)
Serial interval greater than one month
0.025 627 (66.2) 1.61 (1.49, 1.71) 1.19 (1.10, 1.28) 1.42 (1.31, 1.53)
0.050 516 (54.5) 1.56 (1.44, 1.69) 1.15 (1.04, 1.24) 1.42 (1.29, 1.55)
0.075 435 (45.9) 1.54 (1.40, 1.67) 1.11 (1.00, 1.21) 1.42 (1.28, 1.57)
0.100 374 (39.5) 1.49 (1.33, 1.63) 1.07 (0.95, 1.17) 1.38 (1.23, 1.54)
0.125 329 (34.7) 1.48 (1.31, 1.64) 1.05 (0.92, 1.16) 1.40 (1.22, 1.58)
0.150 295 (31.2) 1.43 (1.26, 1.59) 1.01 (0.87, 1.12) 1.36 (1.18, 1.55)
0.175 271 (28.6) 1.43 (1.25, 1.60) 1.01 (0.86, 1.13) 1.37 (1.17, 1.57)
0.200 240 (25.3) 1.39 (1.21, 1.57) 0.98 (0.83, 1.11) 1.32 (1.11, 1.53)
0.225 218 (23.0) 1.39 (1.18, 1.58) 0.98 (0.82, 1.12) 1.32 (1.10, 1.54)
0.250 198 (20.9) 1.36 (1.15, 1.56) 0.96 (0.79, 1.10) 1.29 (1.07, 1.52)
pooled - 1.47 (1.31, 1.60) 1.05 (0.93, 1.16) 1.37 (1.21, 1.53)
Serial interval greater than two months
0.025 627 (66.2) 1.70 (1.58, 1.82) 1.29 (1.18, 1.39) 1.43 (1.32, 1.54)
0.050 516 (54.5) 1.66 (1.53, 1.79) 1.24 (1.12, 1.35) 1.43 (1.30, 1.55)
0.075 435 (45.9) 1.64 (1.50, 1.78) 1.20 (1.08, 1.31) 1.45 (1.30, 1.59)
0.100 374 (39.5) 1.59 (1.43, 1.74) 1.16 (1.03, 1.27) 1.42 (1.25, 1.57)
0.125 329 (34.7) 1.59 (1.42, 1.76) 1.15 (1.01, 1.27) 1.44 (1.25, 1.62)
0.150 295 (31.2) 1.55 (1.36, 1.74) 1.11 (0.97, 1.25) 1.41 (1.22, 1.60)
0.175 271 (28.6) 1.54 (1.34, 1.73) 1.10 (0.94, 1.24) 1.41 (1.20, 1.62)
0.200 240 (25.3) 1.51 (1.31, 1.70) 1.09 (0.92, 1.23) 1.36 (1.15, 1.57)
0.225 218 (23.0) 1.50 (1.29, 1.71) 1.08 (0.91, 1.23) 1.36 (1.13, 1.58)
0.250 198 (20.9) 1.47 (1.23, 1.68) 1.06 (0.88, 1.22) 1.33 (1.08, 1.55)
pooled - 1.58 (1.42, 1.73) 1.15 (1.02, 1.27) 1.40 (1.24, 1.56)
1 The number and percentage of cases who have a cluster of high probability cases with
this cutoff.
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Table B.2: Estimates of the serial interval distribution for TB in Mas-
sachusetts between using kernel density estimation and different
binwidths.
Binwidth N (%) Cases1 Mean (95% CI) Median (95% CI) Std. Dev. (95% CI)
No serial interval restriction
0.01 577 (60.9) 1.35 (1.24, 1.46) 0.96 (0.87, 1.04) 1.31 (1.21, 1.43)
0.02 447 (47.2) 1.32 (1.19, 1.44) 0.92 (0.83, 1.01) 1.30 (1.17, 1.44)
0.03 360 (38.0) 1.30 (1.16, 1.43) 0.90 (0.80, 1.00) 1.30 (1.15, 1.44)
0.04 307 (32.4) 1.27 (1.10, 1.42) 0.86 (0.75, 0.97) 1.29 (1.11, 1.47)
0.05 265 (28.0) 1.28 (1.11, 1.44) 0.87 (0.74, 0.99) 1.30 (1.11, 1.49)
0.06 228 (24.1) 1.25 (1.07, 1.43) 0.86 (0.72, 0.98) 1.28 (1.07, 1.47)
0.07 198 (20.9) 1.24 (1.05, 1.43) 0.85 (0.71, 0.99) 1.26 (1.05, 1.46)
0.08 176 (18.6) 1.23 (1.04, 1.43) 0.85 (0.70, 0.99) 1.24 (1.03, 1.47)
0.09 153 (16.2) 1.27 (1.06, 1.48) 0.86 (0.69, 1.02) 1.31 (1.07, 1.55)
0.10 138 (14.6) 1.29 (1.04, 1.53) 0.86 (0.67, 1.03) 1.35 (1.09, 1.61)
pooled - 1.29 (1.04, 1.53) 0.86 (0.67, 1.03) 1.35 (1.09, 1.61)
Serial interval greater than one month
0.01 577 (60.9) 1.47 (1.36, 1.59) 1.08 (0.98, 1.17) 1.33 (1.22, 1.45)
0.02 447 (47.2) 1.47 (1.33, 1.60) 1.06 (0.96, 1.16) 1.34 (1.21, 1.48)
0.03 360 (38.0) 1.47 (1.32, 1.62) 1.06 (0.94, 1.17) 1.36 (1.22, 1.52)
0.04 307 (32.4) 1.43 (1.25, 1.59) 1.00 (0.87, 1.12) 1.36 (1.20, 1.55)
0.05 265 (28.0) 1.42 (1.23, 1.60) 1.00 (0.85, 1.13) 1.35 (1.15, 1.54)
0.06 228 (24.1) 1.38 (1.18, 1.56) 0.97 (0.82, 1.11) 1.31 (1.11, 1.52)
0.07 198 (20.9) 1.36 (1.15, 1.56) 0.96 (0.80, 1.10) 1.29 (1.07, 1.52)
0.08 176 (18.6) 1.35 (1.12, 1.55) 0.96 (0.79, 1.10) 1.28 (1.04, 1.50)
0.09 153 (16.2) 1.41 (1.17, 1.63) 0.99 (0.80, 1.15) 1.35 (1.11, 1.60)
0.10 138 (14.6) 1.42 (1.14, 1.67) 0.98 (0.77, 1.16) 1.40 (1.11, 1.67)
pooled - 1.42 (1.25, 1.57) 1.01 (0.87, 1.12) 1.34 (1.16, 1.51)
Serial interval greater than two months
0.01 577 (60.9) 1.59 (1.47, 1.70) 1.19 (1.09, 1.28) 1.36 (1.25, 1.48)
0.02 447 (47.2) 1.57 (1.43, 1.70) 1.16 (1.05, 1.27) 1.37 (1.24, 1.50)
0.03 360 (38.0) 1.58 (1.42, 1.73) 1.15 (1.02, 1.27) 1.40 (1.25, 1.55)
0.04 307 (32.4) 1.55 (1.38, 1.72) 1.11 (0.98, 1.24) 1.41 (1.23, 1.60)
0.05 265 (28.0) 1.53 (1.34, 1.72) 1.10 (0.95, 1.23) 1.38 (1.19, 1.60)
0.06 228 (24.1) 1.49 (1.28, 1.70) 1.07 (0.92, 1.22) 1.35 (1.13, 1.58)
0.07 198 (20.9) 1.47 (1.25, 1.67) 1.06 (0.89, 1.21) 1.33 (1.09, 1.55)
0.08 176 (18.6) 1.46 (1.23, 1.68) 1.06 (0.87, 1.22) 1.31 (1.05, 1.55)
0.09 153 (16.2) 1.55 (1.29, 1.80) 1.13 (0.91, 1.31) 1.38 (1.10, 1.64)
0.10 138 (14.6) 1.59 (1.29, 1.84) 1.14 (0.90, 1.35) 1.43 (1.12, 1.73)
pooled - 1.54 (1.36, 1.70) 1.12 (0.98, 1.24) 1.37 (1.18, 1.56)
1 The number and percentage of cases who have a cluster of high probability cases with
this binwidth.
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Figure B.1: Violin plots of the absolute bias in days for the mean, (red) median,
(green) and standard deviation (blue) of the generation interval distribution esti-
mated by using the PEM algorithm with the top n infectors where n varies from
1-10. The last violin represents the pooled estimate which is an average of all of
the cutoffs. Each panel is one of the nine different simulation scenarios: baseline
low and high sample sizes (LowN, HighN), low and high reproductive numbers
(LowR, HighR), low and high mutation rates (LowMR, HighMR), and low and
high generation interval variances (LowGV, HighGV), described in detail in Table
2. The absolute bias equals the observed value minus the true value and is in days
which exceeds 15 days (the upper bound for the plot) for some scenarios and is
truncated here.
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Figure B.2: Violin plots of the absolute bias in days for the mean (red), median
(green), and standard deviation (blue) of the generation interval distribution esti-
mated by using the PEM algorithm with hierarchical clustering where the cutoff
varies from 0-0.25. The last violin represents the pooled estimate which is an aver-
age of all of the cutoffs. When a cutoff of 0 is applied no cases are removed which
results in biased estimates so this cutoff was not included in the pooled estimate.
Each panel is one of the nine different simulation scenarios: baseline, low and high
sample sizes (LowN, HighN), low and high reproductive numbers (LowR, HighR),
low and high mutation rates (LowMR, HighMR), and low and high generation in-
terval variances (LowGV, HighGV), described in detail in Table 2. The absolute
bias equals the observed value minus the true value and is in days which exceeds
10 days (the upper bound for the plot) for some scenarios when a cutoff of 0 is used
and is truncated here.
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Figure B.3: Violin plots of the absolute bias in days for the mean, (red) me-
dian, (green) and standard deviation (blue) of the generation interval distribution
estimated by using the PEM algorithm kernel density estimation where the bin-
width varies from 0.01-0.1. The last violin represents the pooled estimate which
is an average of all of the cutoffs. Each panel is one of the nine different sim-
ulation scenarios: baseline low and high sample sizes (LowN, HighN), low and
high reproductive numbers (LowR, HighR), low and high mutation rates (LowMR,
HighMR), and low and high generation interval variances (LowGV, HighGV), de-
scribed in detail in Table 2. The absolute bias equals the observed value minus the
true value.
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Figure B.4: Map of the counties of Massachusetts colored by the number of TB
cases reported to the Department of Health between 2010 and 2016.
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Figure B.5: Results of sensitivity analysis for defining recent arrival on estimates
of the serial interval. The red line shows the estimates when cases who arrived in
the US within 1 year of observation are assumed to have been infected outside
the country compared to the blue line which uses 2 years in this definition. These
results are using an unmodified gamma distribution. This plot shows estimates
of the mean, median, and standard deviation for the serial interval of TB in Mas-
sachusetts between 2010 estimated from relative transmission probabilities with
95% bootstrap confidence intervals. The left panels shows the results when clus-
tering the infectors using hierarchical clustering with various cutoffs and the right
panels with kernel density estimation with various binwidths. The solid horizon-
tal lines show the pooled estimates (averaging over all cutoffs/binwidths) with
their 95% confidence intervals as dotted lines.
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Figure B.6: Results of sensitivity analysis for defining recent arrival on estimates
of the monthly effective reproductive number for TB in Massachusetts between
2010-2016. The red line shows the estimates when cases who arrived in the US
within 1 year of observation are assumed to have been infected outside the country
compared to the blue line which uses 2 years in this definition. The months in
between the dotted horizontal lines were averaged to find the average effective
reproductive number which is shown by the solid horizontal line.
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APPENDIX C
Supplementary Material for Chapter 3
C.1 RELATIONSHIP BETWEEN NAIVE BAYES PROBABILITIES AND ODDS
RATIOS
In the simple case where there are two covariates Z1 and Z2, we show that the naive
Bayes probabilities can be rewritten in terms of odds. In other words we show that
π′ij =
∏2
k=1 P (Zk = zk|L = 1)P (L = 1)∏2
k=1 P (Zk = zk|L = 1)P (L = 1) +
∏2











Here L can take the values 0 and 1, where L = 1 means a pair is a training link and
L = 0 means the pair is a training nonlink, O1,z1 is the odds of being a training link
for a pair with Z1 = z1 and O2,z2 is the odds of being a training link for a pair with
Z2 = z2. By the definition of odds we know that
O1,z1 =
P (L = 1|Z1 = z1)
P (L = 0|Z1 = z1)
(C.3)
which using Bayes rule can be rewritten as
O1,z1 =
P (L = 1|Z1 = z1)







P (Z1 = z1|L = 1)P (L = 1)
P (Z1 = z1|L = 0)P (L = 0)
.
(C.4)
It can be similarly shown that
O2,z2 =
P (Z2 = z2|L = 1)P (L = 1)
P (Z2 = z2|L = 0)P (L = 0)
. (C.5)
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Next, we divide both the numerator and denominator of π′ij in Equation C.1 by∏2
k=1 P (Zk = zk|L = 0)P (L = 0) (which is equivalent to dividing by 1) and sim-
plify the equation to prove the desired equality
π′ij =
∏2
k=1 P (Zk = zk|L = 1)P (L = 1)∏2
k=1 P (Zk = zk|L = 0)P (L = 0)∏2
k=1 P (Zk = zk|L = 1)P (L = 1) +
∏2
k=1 P (Zk = zk|L = 0)P (L = 0)∏2
k=1 P (Zk = zk|L = 0)P (L = 0)
(C.6)
=
P (Z1 = z1|L = 1)P (Z2 = z2|L = 1)P (L = 1)
P (Z1 = z1|L = 0)P (Z2 = z2|L = 0)P (L = 0)
P (Z1 = z1|L = 1)P (Z2 = z2|L = 1)P (L = 1)




O1,z1P (Z2 = z2|L = 1)
P (Z2 = z2|L = 0)
O1,z1P (Z2 = z2|L = 1)












This illustration can easily extended to p covariates to show that
π′ij =
∏p
k=1 P (Zk = zk|L = 1)P (L = 1)∏p
k=1 P (Zk = zk|L = 1)P (L = 1) +
∏p


















C.2 APPENDIX TABLES FOR CHAPTER 3
Table C.1: True Association between Simulated Covariates and
Transmission
Variable Level Meaning True log odds ratio True odds ratio
Z1 0 Different REFERENCE -
1 Same 0.38 1.46
Z2 0 Different REFERENCE -
1 Same 1.50 4.46
Z3 1 a-a REFERENCE -
2 b-b 0.27 1.31
3 a-b -0.11 0.89
4 b-a -0.12 0.89
Z4 1 Same REFERENCE -
2 Neighbors -0.97 0.38
3 Other -3.19 0.041
Z5 1 a-a 1.23 3.42
2 b-b 1.33 3.76
3 Different REFERENCE -
Z6 0 Different REFERENCE -
1 Same 1.64 5.14
Time 1 <1 year REFERENCE -
2 1-2 years -0.14 0.87
3 2-3 years -0.67 0.51
4 3-4 years -1.20 0.30
5 4-5 years -1.72 0.18
6 5+ years -3.65 0.026
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Figure C.1: Algorithm to create the final training set for each iteration of the
naive Bayes method. Light red ovals are the probable links and light blue ovals
are the probable non-links in the original training set. Grey ovals are do not have
enough information about links status. Dark red ovals are the links and dark blue
ovals are nonlinks in the final training set for this iteration of the algorithm. Num-
bered steps are detailed in Chapter 1
121
Figure C.2: Plot of the mean estimated log odds ratio across 1000 simulated
outbreaks representing the relationship between the simulated covariate and close
genetic relatedness (red) or naive Bayes modified close genetic relatedness (blue).
The black dot represents the true log odds ratio calculated as the average of the
log odds ratio for the relationship between the covariates and true transmission
across the 1000 simulations. The panels represent different single nucleotide poly-




I created a package called nbTransmission that applies all of the methods described
in this dissertation including:
• Estimating naive Bayes relative transmission probabilities
• Finding covariates associated with transmission
• Finding the cluster of high probability infectors
• Estimating the reproductive number with confidence intervals
• Estimating the generation/serial interval with confidence intervals
• Visualizing the results
The package is available on GitHub:
https://github.com/sarahleavitt/nbTransmission.
A tutorial and the full documentation can be found at:
https://sarahleavitt.github.io/nbTransmission.
The code used to produce all results in this dissertation including simulations and
applications are also available in GitHub in the following repositories:
• Simulation Set-up: https://github.com/sarahleavitt/nbSimulation
• Chapter 1: https://github.com/sarahleavitt/nbPaper1
• Chapter 2: https://github.com/sarahleavitt/nbPaper2
• Chapter 3: https://github.com/sarahleavitt/nbPaper3
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