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Abstract
Let G be a graph on n vertices and let k be a fixed positive integer. We denote by Gk-out(G)
the probability space consisting of subgraphs of G where each vertex v ∈ V (G) randomly picks
k neighbors from G, independently from all other vertices. We show that if δ(G) = ω(logn) and
k ≥ 2, then the following holds for every p = ω (logn/δ(G)). Let H be a random graph obtained
by keeping each e ∈ E(G) with probability p independently at random and then coloring its edges
independently and uniformly at random with elements from the set [kn]. Then, w.h.p. H contains
t := (1−o(1))δ(G)p/(2k) edge-disjoint graphsH1, . . . , Ht such that each of the Hi is rainbow (that
is, all the edges are colored with distinct colors), and such that for every monotone increasing
property of graphs P and for every 1 ≤ i ≤ t we have Pr[Gk-out(G) |= P ] ≤ Pr[Hi |= P ] + n−ω(1).
Note that since (in this case) a typical member of Gk-out(G) has average degree roughly 2k, this
result is asymptotically best possible. We present several applications of this; for example, we
use this result to prove that for p = ω(logn/n) and c = 23n, a graph H ∼ Gc(Kn, p) w.h.p.
contains (1 − o(1))np/46 edge-disjoint rainbow Hamilton cycles. More generally, using a recent
result of Frieze and Johansson, the same method allows us to prove that if G has minimum degree
δ(G) ≥ (1+ ε)n/2, then there exist functions c = O(n) and t = Θ(np) (depending on ε) such that
the random subgraph H ∼ Gc(G, p) w.h.p. contains t edge-disjoint rainbow Hamilton cycles.
1 Introduction
In this paper we consider the following model of edge-colored random graphs. Let G be a graph,
let p ∈ [0, 1] and let c be a positive integer. Then we define Gc(G, p) to be the probability space
of edge-colored graphs obtained by first choosing each edge of G independently with probability p
and then coloring each chosen edge independently and uniformly at random with a color from the
set [c] := {1, . . . , c}. In the special case where c = 1, we write G(G, p) := Gc(G, p), and observe
that this is just the standard binomial random graph model. Furthermore, we use the abbreviations
Gc(n, p) = Gc(Kn, p) and G(n, p) = G1(n, p). For H ∼ Gc(G, p) and a graph S, we say that H contains
a rainbow copy of S if H contains a subgraph isomorphic to S with all edges in distinct colors. The
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general theme of much recent research has been to determine the conditions on p and c under which
a random graph H ∼ Gc(n, p) contains, with high probability, a rainbow copy of a given graph S.
In [6], Cooper and Frieze showed that for p ≈ 42 log n/n and c = 21n, a graph H ∼ Gc(n, p)
typically contains a rainbow Hamilton cycle. Later on, Frieze and Loh [11] improved this to p =
logn+log logn+ω(1)
n and c = (1 + o(1))n, which is asymptotically optimal with respect to both of
the parameters p and c. Recently, Bal and Frieze [2] obtained the optimal c by showing that
for p = ω(log n/n) and c = n/2 (respectively c = n), a typical graph H ∼ Gc(n, p) contains a
rainbow perfect matching (respectively a rainbow Hamilton cycle). For general graphs, Ferber,
Nenadov and Peter [9] showed that for every graph S on n vertices with maximum degree ∆(S)
and for c = (1 + o(1))e(S), a typical H ∼ Gc(n, p) contains a rainbow copy of S, provided that
p = n−1/∆(S)polylog(n) (here, as elsewhere, e(S) denotes the the number of edges in S). In this case,
the number of colors c is asymptotically optimal, whereas the edge probability p is not.
Note that the results cited above consider the problem of finding a single rainbow copy of some
graph S in a graph H ∼ Gc(n, p). A natural variant of this problem is the following, referred to as
the problem of packing :
Question 1.1. Given a graph S on n vertices, for which values of p, c, t does a graph G ∼ Gc(n, p)
typically contain t edge-disjoint rainbow copies of S?
One could also pose a variant of Question 1.1 in which one does not require the copies of S to
be rainbow. In this case, the question reduces to the following: for which p and t does the random
graph G(n, p) contain t edge-disjoint copies of S? This problem is widely studied in the literature,
and it is solved completely for the important case where S is a Hamilton cycle. Indeed, it follows
from [15, 16, 17, 18] that for every p = p(n) ∈ [0, 1], a typical H ∼ G(n, p) contains t = ⌊δ(H)/2⌋
edge-disjoint Hamilton cycles, which is clearly optimal.
In this paper we initiate the study of the rainbow variant of Question 1.1 and present a general
method for tackling it. Roughly speaking, we show that if the graph G satisfies a minimum degree
condition, then in a typical H ∼ Gc(G, p) one can find many edge-disjoint rainbow subgraphs, each
of which is sampled from the well-studied random graph model Gk-out(G), which we define below.
As an application, we use this method to show a first result related to finding “many” edge-disjoint
rainbow Hamilton cycles in Gc(n, p) for certain values of c and p.
Let us now define the random graph model Gk-out(G), where G is a graph with minimum degree
δ(G) and where k ≤ δ(G) is a positive integer. Given G and k, we define Gk-out(G) to be the
distribution of subgraphs H of G obtained by the following procedure: each vertex v ∈ V (G) chooses
k out-neighbors uniformly at random among its neighbors in G to create a digraph D; then, H is
obtained by ignoring orientations and multiple edges in D.
This model was introduced by Walkup in 1980 [21], where he proved that for every sufficiently
large integer n, a graph H ∼ G2-out(Kn,n) typically contains a perfect matching. This result is quite
efficient in the sense that a typical graph in G2-out(Kn,n) has only roughly 4n edges. In contrast, the
standard random graph model G(Kn,n, p), obtained by picking each edge of Kn,n independently with
probability p, starts having a perfect matching only at p ≈ log n/n (see [4]), where it has roughly
n log n edges. The reason for this is that if p = o(log n/n), then a typical graph in G(Kn,n, p) contains
isolated vertices, which clearly precludes the existence of a perfect matching; on the other hand, the
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model G2-out makes sure that there are no isolated vertices from the start. As we will see, the fact
that the model Gk-out makes such efficient use of the available edges makes it especially useful for
packing applications.
The model Gk-out(G) has attracted a lot of attention from various researchers in the last couple
of decades (see [3, 5, 7, 12, 13, 14]). Here we give a short overview of some related results. In [12],
Frieze extended the above-mentioned result of Walkup to the complete graph Kn, by showing that
a typical graph in G2-out(Kn) contains a perfect matching, provided that n is even. This was further
improved by Karon´ski and Pittel, who showed that H ∼ G(1+e−1)-out(Kn,n) typically contains a per-
fect matching, where G(1+e−1)-out(Kn,n) is obtained by first picking a random element of G1-out(Kn,n)
and then giving every vertex that has not been chosen as a neighbor by another vertex a ‘second
chance’ to pick a second random neighbor [14]. In another direction, Fenner and Frieze showed in [7]
that a typical graph in G23-out(Kn) contains a Hamilton cycle. Recently, Bohman and Frieze proved
that a graph H ∼ G3-out(Kn) typically contains a Hamilton cycle [3]. Note that this result is optimal,
as one can show that a typical graph in G2-out(Kn) is not Hamiltonian (see [3]). The results that
we have mentioned so far only treat the cases where G is either the complete graph or the complete
bipartite graph. It is only very recently that Frieze and Johansson [10] proved several interesting
results for arbitrary graphs G. Among other things, they showed that for every ε > 0 there exists
a positive integer kε such that for all graphs G with minimum degree δ(G) ≥ (1 + ε)n/2, a typical
graph in Gkε-out(G) is Hamiltonian.
The following theorem is the main result of our paper. In this theorem we show that one can
find (1− o(1)) δ(G)p2k edge-disjoint rainbow subgraphs in a typical H ∼ Gkv(G)(G, p), each of which is
distributed almost as Gk-out(G). Note that since a typical member of Gk-out(G) has average degree
roughly 2k, this result is asymptotically optimal.
Theorem 1.2. Let ε > 0 be a constant, let k ≥ 2 be an integer and let P be a monotone increasing
graph property. Let G be a graph on n vertices with minimum degree δ(G) = ω(log n), and let
p ∈ (0, 1] be such that p = ω
(
logn
δ(G)
)
. Then, w.h.p. a graph H ∼ Gkn(G, p) can be generated as
H = H0 ∪H1 ∪ · · · ∪Ht such that the following holds.
(i) H0,H1, . . . ,Ht are edge-disjoint subgraphs,
(ii) t := (1− ε) δ(G)p2k ,
(iii) for every 1 ≤ i ≤ t, E(Hi) is rainbow, and
(iv) for every 1 ≤ i ≤ t, Pr [Gk-out(G) |= P] ≤ Pr [Hi |= P] + n
−ω(1).
Remark 1.3. Observe that if Pr[Gk-out(G) |= P] ≥ 1 − o(1/t), then from Theorem 1.2 w.h.p. H
contains t edge-disjoint subgraphs H1, . . . ,Ht, each of which satisfies P and E(Hi) is rainbow for
each 1 ≤ i ≤ t.
Remark 1.3 is especially interesting in light of the above-mentioned embedding results for Gk-out(G).
Essentially, for every such embedding result, we can get an analogous rainbow packing result ‘for
free,’ although it is necessary to show that the embedding succeeds with sufficiently large probabil-
ity. In the following, we show some examples of results that can be obtained with this method. The
(short) proofs can be found in Section 4. Our first application concerns the problem of finding many
edge-disjoint rainbow perfect matchings in a random bipartite graph.
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Theorem 1.4. Let n be a positive integer, let c = 3n and let p = ω
(
logn
n
)
. Then w.h.p. a graph
G ∼ Gc(Kn,n, p) contains at least t = (1− o(1))
np
6 edge-disjoint rainbow perfect matchings.
As a second application we show how to find many edge-disjoint rainbow Hamilton cycles in a
typical Gc(n, p).
Theorem 1.5. Let n be a positive integer and c = 23n and let p = ω
(
logn
n
)
. Then w.h.p. a graph
G ∼ Gc(n, p) contains at least t = (1− o(1))
np
46 edge-disjoint rainbow Hamilton cycles.
Note that in Theorems 1.4 and 1.5, the parameters c and t are almost certainly not optimal. We
conjecture that the following is correct.
Conjecture 1.6. Let n be a positive integer and let p = ω
(
logn
n
)
. There exists c = (1+ o(1))n such
that w.h.p. a graph H ∼ Gc(Kn,n, p) contains (1− o(1))np edge-disjoint rainbow perfect matchings.
Conjecture 1.7. Let n be a positive integer and let p = ω
(
logn
n
)
. There exists c = (1+ o(1))n such
that w.h.p. a graph H ∼ Gc(n, p) contains (1− o(1))
np
2 edge-disjoint rainbow Hamilton cycles.
Finally, using the above-mentioned result of Frieze and Johansson, we can also prove the following
variant of Theorem 1.5 that applies to graphs satisfying a minimum degree condition.
Theorem 1.8. Let ε > 0, let G be a graph on n vertices with minimum degree δ(G) ≥ (1 + ε)n/2,
and let p = ω(log n/n). Then there exist functions c = O(n) and t = Θ(np) such that w.h.p. a graph
H ∼ Gc(G, p) contains at least t edge-disjoint rainbow Hamilton cycles.
1.1 Notation and Terminology
Our graph-theoretic notation is standard and follows that of [22]. Given a graph G, we denote the
vertex and edge sets of G by V = V (G) and E = E(G), respectively. We write e(G) = |E(G)|
and v(G) = |V (G)|. For disjoint sets X,Y ⊆ V (G), we let eG(X,Y ) denote the number of edges
{x, y} ∈ E(G) such that x ∈ X and y ∈ Y . The minimum degree of G is denoted by δ(G). If P is
a graph property, then we write G |= P to mean that G satisfies the property P. For a probability
space G, we sometimes write G |= P for the event that the random element of G satisfies P (i.e., if
H ∼ G, then Pr[G |= P] = Pr[H |= P]).
An oriented graph G consists of a set of vertices V (G), and a set of arcs (or oriented edges)
E(G) which contains elements of the form (x, y) ∈ V (G) × V (G), where it is not allowed to have
both (u, v) and (v, u) in E(G). We usually write −→xy to denote the arc (x, y). For an oriented graph
G and a vertex x ∈ V (G) we let N+G (x) = {y ∈ V (G) |
−→xy ∈ E(G)} be the out-neighborhood and
d+G(x) = |N
+
G (x)| the out-degree of x.
If G is an edge-colored graph, then we call a subset F ⊆ E(G) rainbow if all the elements of F
are colored in distinct colors. For a given graph H we say that G contains a rainbow copy of H if
and only if it contains a copy H ′ of H such that E(H ′) is rainbow.
If B is a bipartite graph with partite sets X and Y of respective sizes n and kn (for a positive
integer k), then a perfect k-matching refers to a set of n vertex-disjoint k-stars in B with the central
vertex in X.
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In addition, we make use of several random graph models, some of which are well-known and
some of which are new. In the following, we will define the different models that appear in this paper.
Given G, we denote by G(G, p) the probability space of random subgraphs of G obtained by
retaining each edge of G with probability p, independently at random. For the special cases where
G = Kn or G = Kn,m we write G(n, p) := G(Kn, p) and B(n,m, p) := G(Kn,m, p), respectively. For
every positive integer c, we define Gc(G, p) to be the probability space of the edge-colored graphs
obtained by first choosing a random element from G(G, p) and then coloring each edge independently
and uniformly at random with a color from the set [c] := {1, . . . , c}.
Let G be a graph with minimum degree δ(G) and let k ≤ δ(G) be a positive integer. Then we
let Gk-out(G) be the probability space of subgraphs H of G obtained by the following procedure:
each vertex v ∈ V (G) independently chooses k random out-neighbors among its neighbors in G to
create the random digraph H ′. Then H is obtained by ignoring orientations in H ′. This model
first introduced and studied by Walkup in [21] and later on studied by Frieze in [12]. We use the
abbreviation Gk-out(n) := Gk-out(Kn).
Let G∗k-out(G) be the probability space consisting of subgraphs H of G obtained as follows. First
we create an oriented graph D by orienting the edges of G uniformly at random. Then each vertex
v ∈ V (G) picks tv = min{k, d
+
D(v)} out-edges e
v
1, . . . , e
v
tv , independently at random. We then create
H ′ by setting E(H ′) = {evi | v ∈ V (G) and 1 ≤ i ≤ tv}. Finally, we obtain H by ignoring the
orientations inH ′. Perhaps unsurprisingly, the model G∗k-out(G) is closely related to the more standard
Gk-out(G). The relationship between the two models will be discussed in Section 2.4.
Lastly, we define Bℓk-out(a, b) (“left” k-out) to be the probability space of all bipartite graphs with
vertex set A∪B, where |A| = a and |B| = b, and where each vertex in A claims randomly k neighbors
from B.
2 Tools and auxiliary results
In this section we present some tools and auxiliary results which will be used in the proof of our
main result.
2.1 Probabilistic tools
We use extensively the following well known bound on the lower and the upper tails of the Binomial
distribution due to Chernoff (see, e.g., [1]):
Lemma 2.1 (Chernoff). Let X1, . . . ,Xn be independent random variables, Xi ∈ {0, 1} for each i.
Let X =
∑n
i=1Xi and write µ = E(X), then
(i) Pr (X ≤ (1− a)µ) ≤ exp
(
−a
2µ
2
)
for every a > 0.
(ii) Pr (X ≥ (1 + a)µ) ≤ exp
(
−a
2µ
3
)
for every 0 < a < 1.
For the proof of Lemma 2.6 below, we will also need the following concentration inequality of
Talagrand (see [20]).
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Lemma 2.2 (Talagrand). Let X be a non-negative random variable, not identically 0, which is
determined by n independent trials T1, . . . , Tn, and satisfying the following for some c, r > 0:
(a) (Lipschitz condition) changing the outcome of any one trial can affect X by at most c, and
(b) (Certifiability) for every s, if X ≥ s, then there is a set of at most rs trials whose outcomes
certify that X ≥ s;
then for every 0 ≤ t ≤ E[X], we have
Pr
[
|X − E[X]| > t+ 60c
√
rE[X]
]
≤ 4e
− t
2
8c2rE[X] .
2.2 Matchings in graphs
The following two lemmas and corollary guarantee the existence of many edge-disjoint perfect k-
matchings (from ‘left to right’, i.e., each star has its center in the part of size n) in Bℓs(n)-out(n, kn),
where s(n) = ω(log n). In the proof, we will make use of the following lemma due to Gale and
Ryser [19].
Lemma 2.3 (Gale-Ryser). A bipartite graph G = (A ∪B,E) with |A| = |B| contains an r-factor if
and only if for all X ⊆ A and Y ⊆ B, the following holds:
eG(X,Y ) ≥ r(|X|+ |Y | − |B|).
Lemma 2.4. Let p = ω(log n/n). Then for every ε > 0, w.h.p. a graph G ∼ B(n, n, p) contains a
family of (1− ε)np edge-disjoint perfect matchings.
Proof. First, note that every r-regular bipartite graph contains r edge-disjoint perfect matchings,
as can be easily seen by a repeated use of Hall’s condition. Therefore, it is enough to show that
w.h.p. G contains an r-factor, where r = (1− ε)np.
Denote by A and B the parts of G. By Lemma 2.3, it is enough to show that w.h.p. we have
eG(X,Y ) ≥ r(|X|+ |Y | − n) (1)
for all X ⊆ A and Y ⊆ B. We split the set of pairs (X,Y ) ∈ P(A)×P(B) into three sets S1, S2 and
S3, defined by
S1 = {(X,Y ) | |X| + |Y | ≤ n},
S2 = {(X,Y ) | |X| ≤ |Y |} \ S1, and
S3 = {(X,Y ) | |X| > |Y |} \ S1.
Note that for all pairs (X,Y ) ∈ S1 we have |X| + |Y | ≤ n, and so (1) is trivially satisfied.
Therefore, we may assume that (X,Y ) 6∈ S1. Now, note that eG(X,Y ) ∼ Bin(|X||Y |, p), so by the
Chernoff bound (Lemma 2.1) we have
Pr[eG(X,Y ) ≤ (1− ε/2)|X||Y | · p] ≤ e
−ε2|X||Y |p/8. (2)
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For all (X,Y ) ∈ S2, we have by definition both n ≤ |X| + |Y | and |X| ≤ |Y |, i.e., |Y | ≥
max {n − |X|, |X|}. Thus, by (2) and the union bound, the probability that there exists a pair
(X,Y ) ∈ S2 such that eG(X,Y ) ≤ (1− ε/2)|X||Y | · p is at most
n∑
x=1
(
n
x
) n∑
y=max {n−x,x}
(
n
y
)
e−εxyp/8.
Using that p = ω(log n/n), the inner sum can be bounded from above by
n∑
y=x
nye−εxyp/8 ≤
nxe−εx
2p/8
1− ne−εxp/8
= n−x·ω(1)
if x ≥ n/2, and by
n∑
y=n−x
nn−ye−εxyp/8 = nn
n∑
y=n−x
n−ye−εxyp/8 ≤ nn
nx−ne−εx(n−x)p/8
1− n−1e−εxp/8
= n−x·ω(1)
if x < n/2. Putting everything together, we obtain
Pr[∃(X,Y ) ∈ S2 with eG(X,Y ) ≤ (1− ε/2)|X||Y | · p] ≤
n∑
x=1
(
n
x
)
n−x·ω(1) = o(1).
Now observe that, since |X| and |Y | are at most n, we have
|X||Y | − n(|X|+ |Y | − n) = (n− |X|)(n − |Y |) ≥ 0,
and therefore |X||Y | ≥ n(|X|+ |Y | − n). Thus w.h.p. for all (X,Y ) ∈ S2
eG(X,Y ) ≥ (1− ε/2)|X||Y |p ≥ (1− ε)np(|X| + |Y | − n) = r(|X|+ |Y | − n).
In a similar way one can show that w.h.p. every (X,Y ) ∈ S3 satisfies (1). 
Corollary 2.5. Let k ≥ 1 be an integer and let s := s(n) ≤ kn be such that s = ω(log n). Then for
every ε > 0, w.h.p. a graph G ∼ Bℓs-out(n, kn) contains (1− ε)
s
k edge-disjoint perfect k-matchings.
Proof. Let ε > 0 and let p := (1 − ε/2)s/(kn). We will show that there exists a joint distribution
of random graphs B(n, kn, p) and Bℓs-out(n, kn) such that w.h.p. we have B(n, kn, p) ⊆ B
ℓ
s-out(n, kn).
Once we have proved this, the corollary will follow easily from Lemma 2.4. Indeed, let L and R
be the parts of B(n, kn, p) and Bℓs-out(n, kn) (which, for simplicity, we identify), where |L| = n and
|R| = kn, and let R = R1 ∪ · · · ∪ Rk be a partitioning of R into sets of size n. Now, by exposing
the edges of G ∼ Bℓs-out(n, kn), and making use of the above mentioned coupling, we obtain that for
each i ∈ [k], there exists a subgraph Hi ⊆ G[L ∪ Ri] distbuted as B(n, n, p). In order to complete
the proof, we apply Lemma 2.4 to get that w.h.p. each Hi contains a collection (Mi,1, . . . ,Mi,t) of
edge-disjoint perfect matchings, where t = (1 − ε/2)np ≥ (1 − ε)s/k. Finally, for each j ∈ [t], by
taking all the edges in
⋃k
i=1Mi,j, we obtain a perfect k-matching from L to R. By the construction,
it is clear that these k-matchings are edge-disjoint.
It is thus sufficient to describe the joint distribution. For this aim, let G ∼ Bℓs-out(n, kn) and note
that w.h.p. G can be generated in the following way: let H ∼ B(n, kn, p) and for each x ∈ L, let
dx := s − dH(x). Note that w.h.p. we have dx ≥ 0 for all x ∈ L (this can be easily obtained using
Chernoff, the union bound, and the fact that s = ω(log n)). In order to generate G, take H and for
each vertex x ∈ L, choose dx additional neighbors from R independently and uniformly at random.
This completes the proof of the corollary. 
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2.3 The number of multiplicities in a random multi-set
Our final tool states that in a large random multi-subset of a large set, the number of elements that
occur with a given multiplicity is concentrated.
Lemma 2.6. Let k ≥ 2 be an integer, let ε ∈ (0, 1) and let n ∈ N. Let α = α(n) ∈ (0, 1] be such that
α(n) = ω(log n/n). Let C be a multi-subset of [kn] of size exactly αn, chosen uniformly at random.
For every r ∈ N, write mr for the number of elements of [kn] that occur in C exactly r times. Then
there exists a constant r0 = r0(ε, k) such that
(i) for every r ∈ [r0], we have E[mr] = ω(log n),
(ii) with probability 1− e−ω(log n), we have |mr − E[mr]| ≤ εE[mr] for every r ∈ [r0], and
(iii)
∑
r∈[r0]
rE[mr] ≥ (1− ε)αn.
Proof. Note that it is enough to prove the lemma for ε > 0 which is sufficiently small. For technical
reasons, we need to distinguish between two cases.
Case I: α ≤ ε/2. We will show that in this case, the choice r0 = 1 satisfies (i)-(iii). Let us start
with proving (i) and (iii). For each element t ∈ [kn], the probability that t appears exactly once in
C is (
αn
1
)
1
kn
(
1−
1
kn
)αn−1
≥
(
1−
α− 1/n
k
)
α/k ≥ (1− ε/3)α/k,
hence E[m1] ≥ (1− ε/3)αn = ω(log n), which proves (i). Since∑
r∈[r0]
rE[mr] = E[m1] ≥ (1− ε/3)αn,
this also proves (iii).
Now let us prove (ii). Since E[m1] ≥ (1− ε/3)αn, we have m1 ≤ αn ≤ (1 + ε)E[m1] determinis-
tically. It remains to prove that with probability 1− e−ω(log n), we have m1 ≥ (1− ε)E[m1]. In fact,
we prove the slightly stronger statement that m1 ≥ (1− ε)αn. Note that we can choose the elements
of C one by one, in each step choosing an element of [kn] uniformly at random. Since we pick αn
elements in total, it is clear that in every step, the probability of drawing an element that has not
been encountered before is at least 1 − α/k ≥ 1 − ε/2. Thus we can bound from below m1 using a
random variable X ∼ Bin(αn, 1− ε/2). Using the Chernoff bounds (Lemma 2.1), we have
Pr[m1 < (1− ε)αn] ≤ Pr[X < (1− ε)αn]
≤ Pr
[
X < (1− ε2) · E[X]
]
≤ e−ε
4(1−ε/2)αn/3 = e−ω(log n).
This proves (ii).
Case II: α ≥ ε/2. Let r0 = r0(ε, k) be the smallest positive integer for which
2k−r0 ≤ ε2/2 ≤ εα. (3)
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We will show that this choice of r0 satisfies statements (i)-(iii) of the lemma.
During the proof, we make use of the random variables m≥r :=
∑
s≥rms, for r ∈ N. First, let us
estimate the expectations of the variables mr and m≥r. The probability that a fixed element of [kn]
occurs with multiplicity r is
(αn
r
)
(kn)−r(1− (kn)−1)αn−r. Therefore, we have
E[mr] = kn
(
αn
r
)
(kn)−r(1− (kn)−1)αn−r ≥
1
2
kn
(
αn
r
)
(kn)−r, (4)
if n is large enough, where we used that α ≤ 1 and k ≥ 2. Observe that this implies that for every
r ∈ [r0 + 1], we have
E[mr] ≥
kn
2
(αn
r
)r
(kn)−r ≥
knεr
2r+1rrkr
= Ω(n), (5)
which already proves (i). In order to estimate E[m≥r], note that
∑
s≥r
(
αn
s
)
(kn)−s(1− (kn)−1)αn−s = Pr
[
Bin(αn, (kn)−1) ≥ r
]
and therefore is trivially upper bounded by
(αn
r
)
(kn)−r. Thus, we get
E[m≥r] =
∑
s≥r
E[ms] = kn
∑
s≥r
(
αn
s
)
(kn)−s(1− (kn)−1)αn−s
≤ kn
(
αn
r
)
(kn)−r.
(6)
We will now prove (ii), i.e. that for each r ∈ [r0], mr is concentrated around its expectation.
For this aim, we proceed as follows. We start with showing that the random variables m≥r are
concentrated around their expectations for all r ∈ [r0 + 1]. Then we show that E[m≥r] is rapidly
decreasing in r. Lastly, using the fact that mr = m≥r −m≥r+1, we obtain the concentration result
for mr.
For showing the concentration of m≥r, we make use of Talagrand’s inequality (Lemma 2.2), which
requires us to write m≥r as a function of independent trials Ti such that the following two conditions
hold:
(a) (Lipschitz condition) changing the outcome of any one trial can affect m≥r by at most 1, and
(b) (Certifiability) for every s, if the outcome of m≥r is at least s, then there is a set of at most rs
trials whose outcomes certify this.
To do so, let {Ti | 1 ≤ i ≤ αn} be a family of mutually independent random variables distributed
uniformly on [kn]. Then we can define C by collecting the outcomes of the variables Ti, and it is
easy to see that the variables m≥r are completely determined by the trials T1, . . . , Tαn. Moreover,
it is clear that conditions (a) and (b) are satisfied. Therefore, we can apply Talagrand’s inequality
(Lemma 2.2) to the random variable m≥r. For every r ∈ [r0 +1] and for all large enough n, we thus
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get
Pr
[
|m≥r − E[m≥r]| ≥
ε
3
E[m≥r]
]
≤ Pr
[
|m≥r − E[m≥r]| >
ε
4
E[m≥r] + 60
√
rE[m≥r]
]
≤ 4e−ε
2E[m≥r ]/128r
= e−Ω(n),
where we used that by (5), for all r ∈ [r0+1], we have E[m≥r] ≥ E[mr] = Ω(n). By taking the union
bound over constantly many events, this gives
Pr [∀r ∈ [r0 + 1] : m≥r ∈ (1± ε/3)E[m≥r]] = 1− e
−ω(log n).
Now note that from (4) and (6), we get E[m≥r] ≤ 2E[mr], which implies that
E[m≥r+1] = E[m≥r]− E[mr] ≤ E[mr].
Assume for now that m≥r ∈ (1 ± ε/3)E[m≥r] holds for all r ∈ [r0 + 1]; as we have seen, this is the
case with probability 1− e−Ω(n). Then from E[m≥r+1] ≤ E[mr], we get
mr = m≥r −m≥r+1
≥ (1− ε/3)E[m≥r ]− (1 + ε/3)E[m≥r+1]
= (1− ε/3)(E[m≥r ]− E[m≥r+1])− 2εE[m≥r+1]/3
≥ (1− ε/3)E[mr ]− 2εE[mr]/3
= (1− ε)E[mr]
and, similarly, mr ≤ (1 + ε)E[mr]. This proves (ii).
Finally, we will prove (iii). Note that since
∑
r≥1 rE[mr] = αn, (iii) is equivalent to∑
r>r0
rE[mr] ≤ εαn. (7)
Now, by (4) we have
E[mr]
E[mr+1]
=
kn
(αn
r
)
(kn)−r(1− (kn)−1)αn−r
kn
( αn
r+1
)
(kn)−r−1(1− (kn)−1)αn−r−1
=
kn(r + 1)(1 − (kn)−1)
αn
≥
1
2
·
k
α
(r + 1),
for every r ∈ N. It follows that (r+1)E[mr+1] ≤ 2(α/k)E[mr ]. From this, using (6) and the definition
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(3) of r0, we get ∑
r>r0
rE[mr] ≤
2α
k
·
∑
r≥r0
E[mr]
=
2α
k
· E[m≥r0 ]
≤
2α
k
· kn
(
αn
r0
)
(kn)−r0
≤ 2nk−r0
≤ εαn.
This concludes the proof of the lemma in second case. 
2.4 The model G∗k-out(G)
Theorem 1.2 provides a tool which enables one to find many edge-disjoint rainbow subgraphs in a
typical H ∼ Gc(G, p), each of which is distributed almost as Gk-out(G). To prove this, we use a closely
related model to Gk-out(G), the model G
∗
k-out(G) (as defined in Section 1.1). In the following lemma
we show a coupling argument that connects the models Gk-out(G) and G
∗
k-out(G).
Lemma 2.7. Let k be a positive integer and let G be a graph on n vertices with δ(G) = ω(log n).
Then for every monotone increasing property P of graphs we have
Pr[H |= P] ≤ Pr[H ′ |= P] + n−ω(1),
where H ∼ Gk-out(G) and H
′ ∼ G∗k-out(G).
Proof. Throughout the proof, we assume for simplicity of notation that the vertex set of G is [n]. If
G1 and G2 are probability spaces that depend on some integer parameter n, then we use the notation
H1 ≈ G2 to mean that there exists a joint distribution of random variables H1 ∼ G1 and H2 ∼ G2
such that Pr[H1 = H2] = 1− n−ω(1). Roughly speaking, H1 ≈ G2 means that the distribution of H1
converges to G2 at a very fast rate. In this case we clearly have Pr[H1 |= P] = Pr[H2 |= P]± n
−ω(1)
for every graph property P.
Note that while generating a graph H ∼ Gk-out(G), it might happen that an edge xy ∈ E(G) has
been chosen to be in E(H) by both x and y. However, in G∗k-out(G) this never happens. Therefore, as
an intermediate level of our coupling, we introduce the random graph model Ĝk-out(G). In this model,
a graph H ∼ Ĝk-out(G) is generated in the following way. Let σ ∈ Sn be a random permutation of
the vertices. Then in each step i, the vertex σ(i) picks k distinct incident edges uniformly at random
among all the edges in E(G) that have not been picked in a previous step. If there are less than k
edges, then it just picks all of them (it might happen that it picks no edges at all).
A moment’s thought now reveals that for every monotone increasing property P of graphs, we
have
Pr[Gk-out(G) |= P] ≤ Pr[Ĝk-out(G) |= P].
Therefore, it suffices to show that
Pr[Ĝk-out(G) |= P] = Pr[G
∗
k-out(G) |= P] + n
−ω(1).
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In order to do so we will describe a procedure that samples a graph H from some (implicit)
probability space in such a way that H ≈ Ĝk-out(G) and H ∼ G
∗
k-out(G). Before we present the exact
algorithm of the procedure, we first give the following brief description. Starting with the graph G
we order the vertices according to a random permutation σ ∈ Sn. We then orient the edges of G,
step by step. For every vertex x let N◦(x) be the set of vertices y which are adjacent to x and where
the edge {x, y} is currently either undirected or directed from x to y. Roughly speaking, we work
our way through the vertices of G according to σ, and for every vertex x we choose a random subset
of N◦(x) of size k and then orient the corresponding edges away from x. We do so by first ordering
N◦(x) randomly, according to a uniformly random permutation pix. Then we choose a set of edges
Ax as follows: start with j = 1; at the j
th step, if the edge {x, pix(j)} is oriented
−−−−→
xpix(j), then we place
{x, pix(j)} into Ax, otherwise, we orient {x, pix(j)} with probability 0.5 to each direction and then
place {x, pix(j)} into Ax if and only if the chosen orientation is
−−−−→
xpii(x). We do this for j = 1, 2, 3, . . .
until either k out-edges have been chosen or until the neighborhood of x has been exhausted, then we
move to the next vertex. After having treated all vertices in this way, we define H by V (H) = V (G)
and E(H) =
⋃
x∈V (G)Ax.
We now give a formal description of the procedure. During the procedure, we maintain a set D
of oriented edges and sets of edges Ax (for every vertex x). We also maintain sets N
◦(x) as defined
above. The following algorithm produces a subgraph H as described above, as well as orientation O
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of G.
Data: A graph G on the vertex set V (G) = [n].
Result: A subgraph H ⊆ G and an orientation O of G.
begin
D ← ∅;
A1, . . . , An ← ∅;
N◦(x)← NG(x) for every x ∈ [n];
let σ : [n]→ [n] be a random permutation;
let {Xxy | (x, y) ∈ [n]× [n]} be a family of mutually independent random variables such
that Xxy ∼ Ber(1/2);
for i = 1, 2, . . . , n do
x← σ(i);
let pix : [|N
◦(x)|]→ N◦(x) be a random ordering of N◦(x);
j ← 1;
while
∑j−1
ℓ=1 Xxπx(ℓ) < k and j < |Nσ(i)| do
y ← pix(j);
if −→xy ∈ D then
Ax ← Ax ∪ {{x, y}};
else
if Xxy = 1 then
Ax ← Ax ∪ {{x, y}};
N◦(y)← N◦(y) \ {x};
D ← D ∪ {−→xy};
else
D ← D ∪ {−→yx};
end
end
j ← j + 1;
end
end
let O be an orientation of G chosen uniformly at random among all orientations that are
consistent with D;
let H be the graph on [n] with edge set
⋃
x∈[n]Ax;
end
Now we wish to show that the resulting graph H satisfies H ∼ G∗k-out(G) and H ≈ Ĝk-out(G).
First, we show that H ∼ G∗k-out(G). To this end, note that the orientation O generated in the
procedure above is indeed a random orientation. In addition, note that for each x, the set of edges
Ax is of size |Ax| = min {k, d
+
OG(i)}, where OG is the oriented graph obtained from G equipped with
O, and is chosen uniformly at random among all |Ax|-subsets of the set of edges starting at x in OG.
Therefore, we conclude that indeed H ∼ G∗k-out(G).
Next, we show that H ≈ Ĝk-out(G). For this purpose we note the following facts.
(i) During the procedure we consider vertices according to a random permutation σ ∈ Sn.
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(ii) In each step i, where we consider the vertex x = σ(i), the set N◦(x) contains exactly the
neighbors y of x for which the edge {y, x} is still unclaimed (i.e., for which {y, x} 6∈ Ay).
(iii) When we consider the vertex x, we choose the set Ax as a random subset of N
◦(x) of size
|Ax| = min {k, d
+
OG(x)}. Indeed, since pix is a random permutation on N
◦(x), due to symmetry,
it is clear that the chosen set is a uniformly random subset of size |Ax|.
(iv) By the Chernoff inequality (Lemma 2.1) and the union bound, the probability that we have
d+OG(x) ≥ k for every x ∈ V (G) is at least
1− ne−Ω(δ(G)) = 1− n−ω(1),
since δ(G) = ω(log n).
Conditioned on the event that d+OG(x) ≥ k holds for every x ∈ V (G), the procedure generates a
member of Ĝk-out(G) by (i)–(iii). Therefore by (iv) we have H ≈ Ĝk-out(G), as required. 
3 Proof of Theorem 1.2
In this section we prove the main result of this paper, Theorem 1.2. For this aim we prove the
following theorem, which together with Lemma 2.7 implies Theorem 1.2.
Theorem 3.1. Let ε > 0 be a constant and let k ≥ 2 be an integer. Let G be a graph on n vertices
with minimum degree δ(G) = ω(log n), and let p ∈ (0, 1] be such that p = ω
(
logn
δ(G)
)
. Then, w.h.p. a
graph H ∼ Gkn(G, p) can be generated as H = H0 ∪H1 ∪ · · · ∪Ht such that the following holds.
(i) H0,H1, . . . ,Ht are edge-disjoint subgraphs,
(ii) t := (1− ε) δ(G)p2k ,
(iii) for every 1 ≤ i ≤ t, E(Hi) is rainbow, and
(iv) for every 1 ≤ i ≤ t, Hi ∼ G
∗
k-out(G)
Proof of Theorem 3.1. First, we describe a procedure that w.h.p. generates a graph H ∼
Gkn(G, p), which we will use in order to find the required subgraphs Hi. The procedure consists of
the following six steps.
(I) In this step we orient all the edges of G at random, and denote the resulting graph by
−→
G .
That is, for every edge xy ∈ E(G), choose an orientation −→xy or −→yx with probability 1/2
independently at random. Denote by N+(x) the out-neighborhood of x (that is, the set of all
y ∈ V (G) such that −→xy is an edge), and let d+(x) := |N+(x)|.
(II) For every x ∈ V (G), let DH(x) ∼ Bin(d
+(x), p), denote a corresponding out-degree of x in a
random oriented subgraph of G, chosen by keeping each (oriented) edge with probability p,
independently at random.
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(III) For every x ∈ V (G), let Cx be a random multi-subset of [kn] of size s = (1 − ε/4)δ(G)p/2
and let Cx = {c
x
1 , . . . , c
x
s} be an arbitrary ordering of the elements of Cx (counted with
multiplicities). If s > DH(x), the procedure fails.
(IV) For every x ∈ V (G), let σx : [DH(x)]→ N
+(x) be a random injection.
(V) For every x ∈ V (G) and i ∈ [s], put an edge xσx(i) into H and color it with the color c
x
i .
(VI) For every x ∈ V (G) and s < i ≤ DH(x), put an edge xσx(i) into H and color it with a random
color from [kn].
Note that using Chernoff’s inequality (Lemma 2.1), the union bound, and the fact that p =
ω(log n/δ(G)), after taking a random orientation in Step (I), w.h.p. we have d+(x) ≥ (1−o(1))δ(G)/2
for every x ∈ V (G). Furthermore, in Step (II), w.h.p. we have DH(x) = (1 − o(1))d
+(x)p for every
x ∈ V (G). Therefore, the procedure only fails with a negligible probability. It is clear that if the
procedure succeeds, then it outputs a graph H distributed as Gkn(G, p).
Note that in step (III) we can choose any ordering of Cx. In order to prove our theorem, we show
that w.h.p. one can choose the orderings so that the following holds: there exists a t ≥ (1−ε)δ(G)p/2
which is divisible by k such that for every 0 ≤ i < t/k, C(i) := {cxki, . . . , c
x
k(i+1)−1}x∈V (G) is a set of
size kn (i.e., all the elements of C(i) are distinct). Assuming we are able to choose the orderings of
Cx as described, then for every 0 ≤ i ≤ t/k, let Ei = {xσx(ki), . . . , xσx(k(i+1)−1)} be all the edges
that get assigned the colors from C(i) in step (V) and define the graph Hi = (V (G), Ei). Since in
the above procedure all the edges are chosen randomly, we observe that Hi ∼ G
∗
k-out(G) and that Ei
is rainbow for each i. This then implies the theorem.
In order to find such an ordering, we will act as follows. Let r0 = r0(k, ε) be as in Lemma 2.6,
applied to ε/4 (as ε) and α = (1 − ε/4)δ(G)p/(2n). For each x ∈ V (G), let Cx be a random multi-
subset of [kn] of size s (recall that s = (1− ε/4)δ(G)p/2 = αn). For every r ∈ [s], let Crx denote the
set of elements in Cx with multiplicity exactly r and let m
x
r := |C
r
x|. Note that for x 6= y, m
x
r and
myr are identically distributed, so E[mxr ] = E[m
y
r ] =: µr. For every r ∈ [r0], let dr := (1 − ε/4)µr .
Observe that by Lemma 2.6 and the union bound, w.h.p. for every x ∈ V (G) and r ∈ [r0], we have
mxr ≥ dr and dr = ω(log n).
Now, for each r ∈ [r0], define an auxiliary bipartite graph Br in the following way. Let Lr = V (G)
and Rr = [kn] be the parts of Br and for x ∈ Lr and c ∈ Rr, xc ∈ E[Br] if and only if c ∈ C
r
x. That
is, every edge xc of Br corresponds to a vertex x ∈ V (G) and to a color c which appears in Cx with
multiplicity exactly r. Roughly speaking, our goal now is to find many edge-disjoint k-matchings in
each of these graphs. Then, from each such matching we take r copies. Note that each such copy
can play the role of a C(i).
In order to find edge-disjoint k-matchings in each of the Br, observe that by taking dr elements
at random from each set Crx (assuming that dr ≤ m
x
r ), we obtain a subgraph B
′
r ∼ B
ℓ
dr-out
(n, kn).
Recall thatmxr < dr happens with negligible probability. Therefore, by Corollary 2.5, w.h.p. for every
r ∈ [r0], the graph Br contains sr = (1−ε/4)dr/k edge-disjoint perfect k-matchings {Mr,j | j ∈ [sr]}.
Next, we wish to define the multi-sets Cx by taking r copies of each Mr,j and arranging it in a
“matrix-like” structure, where the rows correspond to the multi-sets Cx in such a way that “k-blocks”
of columns correspond to the matchings Mr,j. Formally, we define the ordering of each Cx as follows.
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For each r ∈ [r0] and j ∈ [sr] and for each vertex x ∈ Lr let Nr,j(x) denote the neighbors of x in
Mr,j.
Note that for each r ∈ [r0],
ksr = (1− ε/4)dr = (1− ε/4)
2µr ≥ (1− ε/2)µr .
Moreover, by Lemma 2.6, we have
∑
r∈[r0]
rµr ≥ (1 − ε/4)s. Therefore, for t := k
∑
r∈[r0]
rsr, we
have t ≥ (1− 3ε/4)s ≥ (1− ε)δ(G)p/2. Note that t is a multiple of k and t ≤ s.
Let x ∈ V (G) and r ∈ [r0]. For each j ∈ [sr], let pi
x
r,j : [k] → Nr,j(x) be an arbitrary ordering of
Nr,j(x). Now we construct the ordering of Cx iteratively as follows. For r = 1, let
A1x = pi
x
1,1(1), . . . , pi
x
1,1(k), pi
x
1,2(1), . . . , pi
x
1,2(k), . . . , pi
x
1,s1(1), . . . , pi
x
1,s1(k).
Now assume that we have constructed Ar−1x , then we construct A
r
x by taking r copies of each Nr,j(x)
in the following way:
Arx = A
r−1
x , a
r
x, . . . , a
r
x︸ ︷︷ ︸
r
where
arx := pi
x
r,1(1), . . . , pi
x
r,1(k), pi
x
r,2(1), . . . , pi
x
r,2(k), . . . , pi
x
r,sr(1), . . . , pi
x
r,sr(k).
Finally, let C ′x := Cx \ A
r0
x be the set of remaining neighbors (note that here we refer to A
r0
x as
a multi-set and not a list) and order it arbitrarily. The ordering of Cx is then given by first putting
Ar0x and then the ordering of C
′
x. Let c
x
1 , . . . , c
x
s be the ordering obtained in this way. Note that for
each 0 ≤ i < t/k, the set C(i) = {cxki, . . . , c
x
k(i+1)−1}x∈V (G) corresponds to the right side of some Mr,j
and therefore contains kn distinct colors.
This completes the proof. 
4 Applications of Theorem 1.2
In this section we prove Theorems 1.4 and 1.5. In order to prove Theorem 1.4 we make use of the
following lemma due to Walkup [21].
Lemma 4.1. Let G ∼ B3-out(Kn,n). Then the probability that G contains a perfect matching is at
least 1− n−4.
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. Observe that containing a perfect matching is a monotone graph property.
Apply Theorem 1.2 with k = 3 and G = Kn,n. Thus, we can w.h.p. split the graph H ∼ B3n(n, n, p)
into t = (1− o(1))np6 edge-disjoint rainbow subgraphs H1, . . . ,Ht, such that for each i, we have
Pr[Hi has a perfect matching] ≥ Pr[G3-out(n) has a perfect matching]− n
−ω(1) ≥ 1− o(1/t),
using Lemma 4.1 for the last inequality. By the union bound, we get that w.h.p. H contains t
edge-disjoint rainbow perfect matchings. This completes the proof. 
For the packing of Hamilton cycles, we use the following version of a theorem of Fenner and
Frieze [7].
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Lemma 4.2 (Theorem 2.7 from [7]). Let H ∼ G23-out(n). Then the probability that H contains a
Hamilton cycle is 1− o( 1n).
We note that in [7] the error term is not explicitly given as 1− o(1/n), but this can be obtained
by a more careful analysis of an earlier result from [8], which has been used there. Another approach
would be to use a well known result about 3-out from [3]. With this, after a lengthy calculation, one
could achieve a better constant in Theorem 1.5, but still nothing asymptotically optimal.
Proof of Theorem 1.5. Let P be the monotone property of containing a Hamilton cycle. Let
H ∼ G23n(n, p), where p = ω(log n/n). As before we apply Theorem 1.2 with k = 23 and G = Kn
and get (1− ε)np46 rainbow subgraphs Hi of H such that for every i, we have
Pr[Hi |= P] ≥ Pr[G23-out(n) |= P ]− n
−ω(1) ≥ 1− o(1/t),
using Lemma 4.2 for the last inequality. Then the union bound implies that H contains a family of
(1− ε)np46 rainbow Hamilton cycles. 
Finally, to prove Theorem 1.8, we need the following result of Frieze and Johansson [10]. Again,
the probability for failure is not explicitly given as o(1/n) in [10], but is easily verified to be so.
Lemma 4.3 (Theorem 2 from [10]). For every ε > 0, there exists a positive integer kε such that the
following holds. Let G be a graph on n vertices with minimum degree δ(G) ≥ (1 + ε)n/2. Then the
probability that H ∼ Gkε-out(G) is not Hamiltonian is o(1/n).
Proof of Theorem 1.8. Let ε > 0 and let kε be a sufficiently large integer. Let P be the
monotone property of being Hamiltonian. Assume that H ∼ G(G, p), where p = ω(log n/n). Then,
by Theorem 1.2, we see that H splits into t = (1 − o(1))np/(2kε) graphs H1, . . . ,Ht such that each
Hi is rainbow and
Pr[Hi |= P] ≥ Pr[Gkε-out(G) |= P]− n
−ω(1).
By Lemma 4.3, we have Pr[Gkε-out(G) |= P] = 1− o(1/n), and so the union bound immediately gives
that w.h.p. each of the Hi is Hamiltonian, completing the proof. 
References
[1] N. Alon and J. H. Spencer. The Probabilistic Method. Wiley-Interscience, New York, 3rd edition,
2008.
[2] D. Bal and A. Frieze. Rainbow matchings and hamilton cycles in random graphs. arXiv preprint
arXiv:1311.6423, 2013.
[3] T. Bohman and A. Frieze. Hamilton cycles in 3-out. Random Structures & Algorithms,
35(4):393–417, 2009.
[4] B. Bolloba´s. Random graphs. Springer, 1998.
[5] C. Cooper and A. Frieze. Hamilton cycles in a class of random directed graphs. Journal of
Combinatorial Theory, Series B, 62(1):151–163, 1994.
17
[6] C. Cooper and A. Frieze. Multi-coloured hamilton cycles in random edge-coloured graphs.
Combinatorics, Probability & Computing, 11(02):129–133, 2002.
[7] T. I. Fenner and A. M. Frieze. On the existence of hamiltonian cycles in a class of random
graphs. Discrete mathematics, 45(2):301–305, 1983.
[8] T. I. Fenner and A. M. Frieze. Hamiltonian cycles in random regular graphs. Journal of
Combinatorial Theory, Series B, 37(2):103–112, 1984.
[9] A. Ferber, R. Nenadov, and U. Peter. Universality of random graphs and rainbow embedding.
arXiv preprint arXiv:1311.7063, 2013. Submitted.
[10] A. Frieze and T. Johansson. On random k-out sub-graphs of large graphs. arXiv preprint
arXiv:1405.2129, 2014.
[11] A. Frieze and P.-S. Loh. Rainbow hamilton cycles in random graphs. Random Structures &
Algorithms, 44(3):328–354, 2014.
[12] A. M. Frieze. Maximum matchings in a class of random graphs. Journal of Combinatorial
Theory, Series B, 40(2):196–212, 1986.
[13] A. M. Frieze and T. Luczak. Hamiltonian cycles in a class of random graphs: one step further.
In Proceedings of Random Graphs, volume 87, pages 53–59, 1987.
[14] M. Karon´ski and B. Pittel. Existence of a perfect matching in a random (1 + e−1)out bipartite
graph. Journal of Combinatorial Theory, Series B, 88(1):1–16, 2003.
[15] F. Knox, D. Ku¨hn, and D. Osthus. Edge-disjoint hamilton cycles in random graphs. Random
Structures & Algorithms, 2013.
[16] M. Krivelevich and W. Samotij. Optimal packings of hamilton cycles in sparse random graphs.
SIAM Journal on Discrete Mathematics, 26(3):964–982, 2012.
[17] D. Ku¨hn and D. Osthus. Hamilton decompositions of regular expanders: a proof of kellys
conjecture for large tournaments. Advances in Mathematics, 237:62–146, 2013.
[18] D. Ku¨hn and D. Osthus. Hamilton decompositions of regular expanders: applications. Journal
of Combinatorial Theory, Series B, 104:1–27, 2014.
[19] L. Lova´sz. Combinatorial Problems and Exercises. Akade´miai Kiado´ and North-Holland, 2nd
edition, 1993.
[20] M. Molloy and B. Reed. Graph Colouring and the Probabilistic Method. Algorithms and Com-
binatorics (Book 23). Springer, 2002.
[21] D. W. Walkup. Matchings in random regular bipartite digraphs. Discrete Mathematics,
31(1):59–64, 1980.
[22] D. B. West. Introduction to Graph Theory. Prentice Hall, 2nd edition, 2000.
18
