In this paper, we consider a class of two-stage stochastic optimization problems arising in the protection of vital arcs in a critical path network. A project is completed after a series of dependent tasks are all finished. We analyze a problem in which task finishing times are uncertain, but can be insured a priori to mitigate potential delays. A decision maker must trade off costs incurred in insuring arcs with expected penalties associated with late project completion times, where lateness penalties are assumed to be lower semi-continuous nondecreasing functions of completion time. We provide decomposition strategies to solve this problem with respect to either convex or nonconvex penalty functions. In particular, for the nonconvex penalty case, we employ the Reformulation-Linearization Technique to make the problem amenable to solution via Benders decomposition. We also consider a chance-constrained version of this problem, in which the probability of completing a project on time is sufficiently large. We demonstrate the computational efficacy of our approach by testing a set of size-and-complexity diversified problems, using the Sample Average Approximation method to guide our scenario generation.
version of the stochastic linear time/cost trade-off problem as a scenario-based stochastic program. These problems have also recently been analyzed using chance-constrained formulations (Laslo 2003; Golenko-Ginzburg and Gonik 1999; Golenko-Ginzburg et al. 2000) . We refer to Demeulemeester and Herroelen (2002) for a comprehensive discussion of contemporary stochastic project scheduling problems.
We consider the cases in which project managers can invest resources to either shorten task durations or prevent spikes in task durations due to uncertainty. For instance, task durations may be substantially delayed due to labor availability in construction, or shipping delays in logistics applications. In these settings, insuring tasks against delays may be accomplished by prehiring additional labor to keep in reserve, or by paying additional money to guarantee timely delivery of goods. A decision maker would seek an optimal portfolio of resource investment, trading-off costs of insuring arcs with expected penalties associated with project deadline violation. We refer to this problem as the Stochastic Task Insurance Problem (STIP).
Note that the STIP is also related to interdiction problems, which is another class of two-stage problems that often take place over networks. A typical network interdiction problem involves a network operator that wishes to minimize (without loss of generality) some objective over the network, such as a shortest path or minimum cost flow. The interdiction problem is set up as a Stackelberg game wherein an interdicting agent acts first to modify the characteristics of certain arcs (e.g., reducing or eliminating capacity) in order to maximize the operator's minimum cost. Some stochastic interdiction problems of note include those by Cormican et al. (1998) and Janjarassuk and Linderoth (2008) .
In this paper, we formulate the STIP as a two-stage stochastic programming model amenable to Benders decomposition (Benders (1962) ). (See Schultz (2003) for a review of stochastic integer programming models and algorithms, and Chen et al. (2008) for multistage stochastic optimization models.) Our primary contributions in this paper are as follows. One, we propose a Benders decomposition framework for the solution of STIP in which lateness is penalized by a nondecreasing lower semi-continuous penalty function of project completion time. These functions are of significant practical importance, because they allow a decision-maker to capture discontinuities and/or smooth nonconvex portions of the penalty function. Discontinuities may arise because of fixed-charge fees due to lateness, and smooth nonconvexities may arise when penalty functions are concave functions that asymptotically approach a maximum value (e.g., due to project cancellation). Two, we demonstrate how to quickly recover coefficients for Benders cuts from the solution of a critical path problem, rather than requiring the direct solution of a more complex reformulation. Three, we cast the STIP in the context of a chance-constrained optimization problem, and demonstrate how our algorithms can be used to solve such instances.
We then conduct a computational study in Section 4 that both illustrates the efficiency of our procedures, and demonstrates the inherent difficulty of solving the STIP. In particular, we examine two intuitive methods that managers may be tempted to use to determine which tasks should be insured. In Section 4.1.2, we consider the use of a simple rule in which tasks are insured in order of a nondecreasing ratio of task insurance cost to average time saved due to insurance. In Section 4.1.3, we solve a series of deterministic critical path insurance problems, in which the scenario outcomes are known a priori, to obtain an empirical estimate of how likely a task is to be insured in each scenario. (We refer to this as the persistency of a task; see Bertsimas et al. (2006) .) Hence, another intuitive statement may suppose that tasks having high persistencies are more likely to be insured at optimality in the STIP. However, we demonstrate that neither of these approaches are capable of reliably picking optimal tasks to insure in the STIP. The vital implication is that the STIP is too difficult to be solved by examining cost-to-benefit ratios as supposed in Section 4.1.2, and even too difficult to be solved by insuring those tasks that appear most often in the solution to a series of deterministic task insurance problems in which uncertain information is revealed before the insurance decisions take place.
Finally, note that the actual completion time of the project will be a function of the task insurance decisions and the outcome of the random task durations, and also of the penalty function that a manager may place on late completion times. We consider in Section 4.1.4 the case in which a decision-maker enforces a continuous two segment piecewise-linear penalty function on the late completion times. We investigate the effect of concavity and convexity of this penalty function on the completion time distribution. We observe that with convex penalties the average critical path length tends to be shorter than with concave penalties, explained by the fact that in the former case, severe penalty is imposed on very late completion times. This observation is of particular interest to managers that are risk-averse and wish to mitigate worst-case scenarios.
The remainder of the paper is organized as follows. In next section, we introduce our problem and provide a subgradient-based cutting-plane algorithm with respect to the convex penalty case.
In Section 3, we first examine the case of piecewise-linear lower semi-continuous penalty functions, for which we employ the Reformulation-Linearization Technique (RLT) of Sherali and Adams (1990; 1994) to remodel the subproblem so that it is amenable to solution via Benders decomposition. We then extend our algorithm to handle general nondecreasing lower-semicontinuous penalty functions, and also solve a variation of the STIP that we cast as a chance-constrained formulation. In Section 4, we employ the Sample Average Approximation (SAA) method (see, e.g., Shapiro and Homem-deMello (2000) ) to solve instances having stochastic task durations. Finally, we state our conclusions in Section 5.
Problem Statement and Convex Penalty Case
Let G(N , A) denote a directed graph representing the tasks to be completed in a complex project, with node set N = {0, . . . , n}, and arc set A ⊂ N × N , where A is topologically ordered such that (i, j) ∈ A only if i < j. Node 0 serves as the project starting point and node n as its completion point. We define F S(i) = {j : (i, j) ∈ A} as the set of nodes adjacent from node i, and RS(i) = {j : (j, i) ∈ A} as the set of nodes adjacent to node i, ∀i ∈ N .
For each arc (i, j) ∈ A, we represent the cost of insuring (i, j) by c ij , and define binary decision variable x ij , where x ij = 1 if we insure arc (i, j) and x ij = 0 otherwise. The set of possible finite scenarios is given by Ω, where for each scenario s ∈ Ω, each arc (i, j) ∈ A is associated with an uninsured task duration d s ij and insured task duration g s ij , where 0 ≤ g s ij ≤ d s ij . We use binary variables y s ij to denote whether arc (i, j) belongs to a critical path in scenario s ∈ Ω, where y s ij = 1 if arc (i, j) is part of one identified critical path. For our initial model, suppose that we have nondecreasing convex functions Θ s : R → R that penalize the critical path length in each scenario. We define e s as the probability of realizing a scenario s ∈ Ω, and present the optimization problem as: CP: min:
subject to:
where Θ s (ψ s (x)) is the penalty function in scenario s ∈ Ω, and ψ s (x) is the critical path length with respect to x, given by CPM s (x): max:
where (1) maximizes the sum of task durations, (2) and (3) enforce flow-balance constraints for critical path contiguity, and (4) bounds the y-variables between 0 and 1.
Since ψ s (x) is convex in x and Θ s is a nondecreasing convex function of ψ s (x), we have that
A standard Benders decomposition approach would create the following (relaxed) master problem:
CP-MP: min:
where T s is the collection of optimality cuts under scenario s, x t is the candidate solution in the t th iteration, and ∂f s (x t ) is a subgradient of f s (x) at x t .
To compute the corresponding parameters in (5), rather than requiring the direct dual solution of a subproblem reformulation, note that f s (x t ) is directly obtainable from solving a critical path problem CPM s (x t ) and setting f s (x t ) = Θ s (ψ s (x t )). Let Θ s,t be the slope of Θ s (·) at ψ s (x t ), and given x t , let y s,t be the optimal solution of CPM s (x t ). We have that
th element of a subgradient of ψ s (x) at x t , and so
Decomposition Algorithm for the Nonconvex Penalty Case
We analyze a class of problems involving nonconvex penalty functions, where the cuts generated using the subgradient method in Section 2 are no longer valid with respect to the nonconvex subproblems. For piecewise-linear lower semi-continuous penalty functions, we employ RLT to convexify the second-stage programs, and generate Benders cuts associated with the modified subproblems in Section 3.1. We then extend these techniques to handle more general nonconvex functions in Section 3.2, and employ our algorithms to solve a chance-constrained formulation of our problem in Section 3.3.
Piecewise-linear Lower Semi-continuous Penalty Function
We begin by considering STIPs in which the completion time penalty is given by a piecewise-linear lower semi-continuous function, and develop a modified Benders decomposition method for the problem. We decompose STIP as a two-stage stochastic mixed-integer program that has binary
x-variables and mixed integer recourse variables in the first and second stages, respectively, and independent subproblems for each scenario s ∈ Ω.
Letting η s denote the optimal objective value of the subproblem based on scenario s, we formulate the master problem as:
MP-PW: min:
where L s designates a set of Benders cuts derived for the s th subproblem, having coefficients m s,l and n s,l , as we describe below, and η s denotes the smallest penalty that could be incurred in scenario s for any choice of x. (Note that the penalty associated with the critical path length when all task durations are set to the g s -values is a valid lower bound for η s .)
Subproblem Formulation and Solving Algorithms
For scenario s ∈ Ω we define Θ s over intervals 1, . . . , K s , where interval k is defined over (τ s k , τ s k+1 ], for k = 1, . . . , K s , and where τ s K s +1 is a maximum possible critical path length in scenario s. For convenience, we assume that τ s 1 is just smaller than η s to allow all intervals to be open on the left side. For each scenario s ∈ Ω, the piecewise-linear penalty function has slope m s k and intercept b s k over interval k, ∀k = 1, . . . , K s , where m s k ≥ 0, ∀k, and b s 1 ≥ 0 to ensure that each function is nonnegative and nondecreasing.
We define binary variable z s k such that z s k = 1 if the project completion time belongs to interval k, and z s k = 0 otherwise, for k = 1, . . . , K s and s ∈ Ω. Define u s i to represent the length of a longest path from node 0 to node i, ∀i = 0, . . . , n, s ∈ Ω, given the values ofx ij from the first-stage master problem (where u s 0 = 0). Also, define variables f s k as the objective function contribution due to interval k in scenario s, i.e., f s k = (m s k u s n + b s k )z s k . Letting Q denote an arbitrarily large number, we formulate the subproblem as SP-LS s (x): min:
We employ RLT to reformulate the STIP into a form that is amenable to solution by Benders decomposition. (See also Sherali (2001) for related development on applying RLT to piecewiselinear lower semi-continuous functions.) By noticing that K s k=1 z s k = 1, ∀s ∈ Ω, we generate the convex hull of solutions to the overall STIP (containing all scenarios) in which z s k is binary valued ∀k, s, based on the Special Structures RLT of Sherali et al. (1998) , and the risk-based decomposition strategy of Sherali and Smith (2009) . (See also Sherali and Fraticelli (2002) for related work.) The key is to multiply (11)-(16), as well as the bounds x ij ≤ 1 and x ij ≥ 0, by z s k , ∀k = 1, . . . , K s , and
(yielding an equality constraint), before decomposition. After doing so, there exists an optimal solution in which all z-variables are binary valued, given binary x-values, and the problem can thus be solved by Benders decomposition.
Observe that, by definition, f s k z s k = f s k , and f s k z s l = 0, ∀l = k. We then linearize by substituting
. . , K s . After decomposition and simplification steps (see Appendix A), we obtain the following subproblem.
SP-LS
Consider an optimal primal solution having objective function valuef s and completion time û s n , such thatû s n belongs to interval k ∈ {1, . . . ,
That is, ρ L k is the slope of the penalty from its current value to the value of the penalty function on the left interval value of segment k, and ρ R k is similarly defined for the right interval value of segment k. Ifû s n = τ s k +1
, we use the
Note that ρ L k and ρ R k are always nonnegative since all the penalty functions are nondecreasing. DefineÂ as a set containing all arcs in a critical path, and X b = {(i, j) ∈Â :x ij = b}, for b = 0 and 1. Proposition 1. An optimal dual solution to SP-LS s (x)-RLT is given as follows.
• A k = 1, ∀k = 1, . . . , K s ;
If η s is obtained by solving the first-stage master problem for some s ∈ Ω, such that η s <f s , a
Benders cut can be generated as:
Remark 1. Observe that we can compute the optimal dual values in Proposition 1 based on the current critical path length for the given scenario and its corresponding penalty. Hence, we generate
Benders cuts in each scenario via the solution of critical path problems and avoid the direct solution of SP-LS s (x)-RLT. This efficient cut-generation scheme is critical in reducing computational effort as evident in the computational results of Section 4. Also, note that the dual D ij for arc (i, j) ∈X 1 can be interpreted as an underestimate of the rate at which the penalty function would increase due to uninsuring arc (i, j), while D ij for (i, j) ∈X 0 is an overestimate of the rate of penalty reduction due to insuring arc (i, j).
In fact, there exist several alternative optimal dual solutions to SP-LS s (x)-RLT, which can yield different cutting planes for MP-PW, as shown in Proposition 2.
−f s ), an alternative optimal dual solution to SP-LS s (x)-RLT is given by modifying the dual values in Proposition 1 as follows.
•
• Arbitrarily order the arcs (i, j) ∈X 1 , and index them as
Proof. Similar to the proof of Proposition 1 (see Appendix C).
We compare cutting planes (18) generated based on the duals from Proposition 1 and 2 in Figure 1 . Note that both Proposition 1 and 2 essentially promise a decrease of ( 
, since in that case every permutation H would yield the same set of dual values, in which
] for all (i, j) ∈X 1 yields the following inequality:
Remark 2. If m s k > q R , then according to Proposition 2, we greedily increase the coefficients associated with some arcs (i, j) ∈X 1 , while ensuring that (i,j)∈X 1 D ij does not exceed ∆ s (x). In fact, we may generate an alternative cut of the form (18) by using any slope
Let this affine function be described byq R u s n +b. Note that whenq R > q R , there exists a first "crossing point" CP ≥û s n , such that there exists an ε > 0, where Θ s (CP + δ) <q R (CP + δ) +b, ∀ 0 < δ < ε. We can underestimate Θ s in this case by using a continuous three-segment piecewise-linear function: One from τ s 1 toû s n having slope q L (and intersecting Θ s at u s n =û s n ), one fromû s n to CP having slopeq R , and the last from CP to τ s K s +1 having slope 0. Since the penalty function is nondecreasing, we ensure that this generated function underestimates Θ s . We can then generate cuts of the form (18) based on an application of Proposition 2 to this three-segment underestimating function.
General Nonconvex Penalty Function
In this section, we extend our cutting-plane algorithms to more general nonconvex penalty functions.
We now assume only that Θ s is lower semi-continuous, nondecreasing, and does not have infinite derivatives. Our approach essentially dynamically approximates the penalty function using linear or two-segment concave piecewise-linear functions, based on the current critical path length and penalty function shape. We describe the details as follows.
1. Initialize the algorithm by setting U B = ∞, and by formulating MP-PW with no Benders inequalities.
2. Solve the master problem MP-PW and obtain first-stage solutionx and lower bound value LB. Solve CPM s (x) and obtain a critical path lengthû s n for each s ∈ Ω, which yields an upper bound of cx + s∈Ω e s Θ s (û s n ) on the optimal objective value. If U B is larger than this upper bound value, then set U B = cx + s∈Ω e s Θ s (û s n ). If LB = U B, then terminate with optimal solutionx; else, continue to the next step. 
We can then compute coefficients of (18) according to Propositions 1 or 2. We add cut (18) to MP-PW, and return to step 2.
Note that inequality (18) generated for scenario s exactly approximates Θ s (û s n ) atx. Since all x-variables are binary, there are a finite number of solutions to MP-PW, which ensures that this algorithm finitely reaches an optimal solution.
Example 1: Suppose that the penalty function of scenario s is of the form
Given a critical path lengthû s n = 9, a penalty Θ s (9) = 6 is incurred. We underestimate Θ s on the Figure 2 : Illustration of cutting-plane algorithm for a nonconvex penalty function interval [0, 9] by passing an affine function throughû s n = 9, Θ s (û s n ) = 6, with the smallest possible slope q L that underestimates the function. Next, we repeat this procedure over the interval [9, 11] , obtaining a maximum slope q R that underestimates Θ s over this interval. We compute these slopes as follows (illustrated in Figure 2 ).
If η s < 6 in the solution of MP-PW, then we generate a Benders cut as:
Chance-constrained Problem
The previous analysis also permits us to consider a chance-constrained version of STIP as follows:
where X ⊆ B |A| forms a deterministic feasible region, ξ is a random vector with support ξ ∈ Ξ ⊂ R l , and ψ : R n × R l → R m is a given constraint mapping that generates the critical path length given a first-stage decision x and ξ. Also, T is a random variable associated with the critical path length threshold, and is a risk level parameter chosen by the decision maker. Given a finite set of scenarios Ω, and ξ s and T s as the realization of ξ and T under scenario s ∈ Ω, the chance-constrained can be rewritten as
where I(A) denotes whether event A is true (i.e., I(A) = 1) or not (i.e., I(A) = 0). Define variables p s ∈ {0, 1}, ∀s ∈ Ω, such that p s = 1 if a critical path length is permitted to violate the project target time T s in scenario s, and p s = 0 otherwise. Recalling that η s is the s th subproblem objective, we formulate the master problem of CC as follows.
CC -MP: min:
where m s,l , n s,l , and o s,l represent the coefficients associated with the l th Benders cut derived from the s th subproblem, which is formulated as
where Q is once again an arbitrarily large constant. We multiply (26) and (27), as well as the bounds x ij ≤ 1 and x ij ≥ 0, by p s and by (1 − p s ), to generate the convex hull of solutions for which p s is binary. We then linearize by substituting (p s ) 2 = p s , p s (1 − p s ) = 0, and by defining
After decomposition, the resulting subproblem is given by
After solving CC -MP, ifη s = 1, or if bothη s and the optimal objective value to CC -SP s (x)-RLT equal zero, then no cut is generated. Otherwise, ifη s is less than the optimal objective to CC -SP s (x)-RLT, we generate a Benders cut.
With respect to the structural constraints, we associate duals
, and E + ij with constraints (29), (30), (31), (32), (33), (34), and (35), respectively. Recall thatÂ denotes a set containing all arcs in a critical path, andX b = {(i, j) ∈Â :x ij = b}, for b = 0 and 1.
Proposition 3. Givenx from the master problem, for each scenario s withp s = 1 (i.e.,û s n > T s ), ifη s <p s = 1, an optimal solution to CC -SP s (x)-RLT is given as:
• for all (i, j)
Proof. Similar to the proof of Proposition 1 (see Appendix D).
For each scenario s withp s = 1, ifη s <p s , a Benders cut is generated as:
Computational Results
We demonstrate the computational efficacy of our cutting-plane algorithms for the expectation and chance-constrained problems by testing our algorithms on fifteen randomly generated network instances. Table 1 provides the parameters used to generate the instances, where |N | gives the number of nodes and degree range denotes the minimum and maximum degrees of each node allowed in the initial phase of graph generation. We generate each instance as a topologically ordered graph (i.e., where (i, j) ∈ A only if i < j) by implementing the following procedures. We begin by initializing A = ∅, and then in a loop, we randomly generate two nodes i, j ∈ N , where i < j, (i, j) ∈ A, and the degree of both i and j is strictly smaller than the maximum value of the degree range. We add arc (i, j) to the graph, and increase the degrees of i and j by one. We repeat this procedure until the degrees of all nodes lie within the degree range. After this initial phase is complete, we ensure that there exists at least one path from node 0 to node i, and one from node i to node n, for all i = 1, . . . , n − 1. If not, we artificially construct such path(s) from node 0 to node i or from node i to node n, and make sure that each path contains at least min{0.2|N |, 0.5i } nodes for paths connecting 0 to i, and min{0.2|N |, 0.5(|N | − i) } nodes for paths connecting i to n. (Note that we potentially violate the maximum value of the degree range at some nodes after adding these additional paths.) We generate five such instances for each combination of |N | and degree range, and report the total number of arcs generated for each instance in Table 1. For each arc (i, j) ∈ A, we randomly generate a typical task duration value from a uniform distribution over the interval [10, 300] . To generate scenario data we examine the practical case in which a task is more likely to be delayed than completed earlier, and where the duration of delays exceeds the amount of time by which a task could be early. 
Expectation-based Penalty Function Cases
Our first experiment tests the computational efficacy of our procedures for the cases of convex penalty functions (Section 2) and nonconvex piecewise-linear lower semi-continuous penalty functions (Section 3.1). Here we employ the Sample Average Approximation (SAA) method (see Kleywegt et al. (2001) ; Mak et al. (1999) ; Norkin et al. (1998) and Appendix E), an exterior sampling method designed to provide bounds on stochastic programs. In each case, we vary the sample size N = |Ω| to examine the tradeoff in narrowing the gap between computed statistical upper and lower bounds and increasing solution time by using relatively large values of N . We test all instances with sample sizes of N = 50, 100, and 200 scenarios. We use three and five penalty function segments, denoted as "3-segment" and "5-segment," respectively, for both convex and nonconvex penalty cases. We name all instances as w-x-y-z, where w = C or Nc corresponding to convex and nonconvex cases, respectively, and x, y, z are the number of function segments, number of nodes, and instance number, respectively. For instance, Nc-5-30-3 is a nonconvex five-segment instance using the third 30-node network.
To generate the penalty functions, we first compute an original critical path lengthû s n according to the uninsured duration times d s ij . We compute the threshold values τ s 1 , . . . , τ s K s +1 by setting
, and all intervals are evenly distributed. If completion time is within the target due time (i.e., less than τ s 1 ), no penalty is incurred. The remainder of the penalty function is generated as follows.
For the convex penalty case, we first generate the left-hand-point function value f L 1 = 0 of segment 1, and then we generate an increasing series of slopes m s k of each segment k such that
for the 3-segment and 5-segment cases, respectively, ∀k = 2, . . . , K s ). We compute f L k at the left-hand- 
. . , K s , and thus the increasing piecewise linear function becomes discontinuous and nonconvex.
For each instance, we use M = 20 as the number of samples, and the size of the reference sample is set to N = 10000 scenarios. All decomposition algorithms are implemented using CPLEX 11.0 We allow a one-hour (3600 seconds) time limit.
Computational Results of Expectation-based Models
For the convex case, we use cut (5), and for the nonconvex case, we compute cut (18) using optimal dual values according to Proposition 1, and present the computational results in Tables 2-5 . For these tables, t max , t min , and t avg represent the maximum, minimum, and average CPU seconds for each instance over all M = 20 samples, respectively. If our algorithm fails to solve some sample within the time limit, we report "LIMIT" in t max , and present the average CPU time of all solvable samples in t avg . Iter and Cuts represent average number of times that we solve the master problem and the average number of Benders cuts (5) or (18) generated before achieving optimality, respectively. Columns labeled LB and UB denote the statistical lower bound and the best (minimum) upper bound of the optimal objective function value using the reference sample, respectively. Gap represents the difference between LB and UB as a percentage of the lower bound.
Comparing the results with respect to the convex and nonconvex cases, the latter requires more iterations and cuts generation, and thus increases the CPU time. We observe that the optimality gaps improve by increasing the sample size, N , of scenarios. However, increasing N also leads to an increase in CPU times and in cutting plane generation. For instance, using N = 200 scenarios, we reduce the optimality gaps associated with all fifteen instances to less than 1% in all computational experiments represented by Tables 2-5. The average number of cuts generated by each sample is Remark 3. Since we only need to solve a critical path problem to obtain the Benders cutting planes required for our algorithm, we save significant computational effort compared to approaches that (a) directly solve the non-decomposed mixed integer model, or (b) decompose the model but explicitly solve subproblems SP-LS s (x)-RLT by linear programming to obtain the duals (as opposed to our dual recovery procedure given in Proposition 1). To illustrate the computational importance of our approach, we solved instance Nc-3-30-1 with 50 scenarios by applying CPLEX to the nondecomposed mixed integer model. Each of the M = 20 samples took at least six CPU hours to solve using this approach, compared with an average of 20.47 seconds using our decomposition methodology. Using the same instance, we also decomposed the problem and solved the RLTenhanced subproblem SP-LS s (x)-RLT by linear programming rather than by our dual recovery technique, and none of the 20 samples were solved within the one-hour time limit.
Analysis of Insured Arc Characteristics
In this part, we provide insights pertaining to optimal solutions obtained by our expectation-based STIP models. Letd ij andḡ ij respectively denote average uninsured and insured task durations of arc (i, j) over all scenarios; thus,d ij −ḡ ij represents the average duration-reduction value for arc (i, j) due to its insurance. Here, we examine the extent to which small ratios of an arc's costto-duration-reduction ratio c ij /(d ij −ḡ ij ) influences whether or not the arc will be insured in the optimal solution we obtain. For a given instance, we order all arcs (i, j) ∈ A in nondecreasing order of their c ij /(d ij −ḡ ij ) values, and examine the frequency in which arcs at different portions of this spectrum are insured in the obtained optimal solution.
We conduct this experiment on all w-5-30-z and w-5-50-z instances. In Figure 3 , the arcs are partitioned into groups such that the top 10% of arcs ordered as above belong to the first group (labeled "10%"), followed by the next top 10% of arcs in the second group (labeled "20%"), and so on. These groups are depicted on the horizontal axis, and the vertical axis represents the percentage of arcs in each of the ten groups that are insured in the optimal solution obtained. We see that arcs (i, j) having very high values of c ij /(d ij −ḡ ij ) relative to other arcs' ratios are not likely to be insured. Indeed, no arcs in the upper "20%" of cost-to-duration-ratio were insured in optimal solutions to any of the instances tested here. However, no trend is evident regarding which of the remaining arcs will be selected in an optimal solution. This underscores the difficulty of the problem and the necessity of using sophisticated approaches for their solution.
Analysis of the Persistency of the First-Stage Optimal Solution
In this part, we test the notion that one may be able to anticipate which arcs will be insured at optimality by solving a series of deterministic task-insurance instances, one corresponding to each possible scenario. Specifically, for each scenario s ∈ Ω, we could solve a deterministic problem as min{cx + f (ψ(x, ξ s )) : x ∈ {0, 1} |A| }, and obtain its optimal first-stage solution as x * (ξ s ). For each (i, j) ∈ A, we then compute the percentage of these |Ω| instances in which (i, j) is insured (i.e., given by ( s∈Ω x * ij (ξ s ))/|Ω|). The arcs that are insured with high frequency are said to be persistent. A closely related study was published by Bertsimas et al. (2006) for computing the persistency of binary variables (i.e., the probability that the variable will equal 1 at optimality) in discrete optimization problems under objective uncertainty with only partial information on the distribution of the objective coefficients. Here we empirically investigate whether persistent arcs correspond to those that are insured in the optimal STIP solution.
We test this hypothesis on instances Nc-3-30-1 and Nc-5-30-1 with a sample size of N = 200, and present the results in Table 6 . The top row, labeled Arc No., gives the labels of arcs that were insured in at least one deterministic task-insurance instance (i.e., x * ij (ξ s ) = 1 for some s ∈ Ω). The rows for Nc-3-30-1 and Nc-5-30-1 state the number of times that each arc appears in a deterministic task-insurance solution (out of 200 scenarios). For instance, for Nc-3-30-1, there are 50 scenarios in which arc 5 is insured out of the 200 deterministic task-insurance instances, and for Nc-5-30-1, there are 53 such scenarios in which arc 5 is insured. The arcs insured in the (unique, in both cases) optimal STIP solution we obtain are marked with * in each row. (Arcs not depicted in Table   6 were not insured in the optimal STIP solution.) Observe that optimality of persistent arcs does not hold in general, in the sense that arcs insured in a high percentage of task-insurance instances do not necessarily appear in the optimal STIP solution. For instance, in Nc-3-30-1, arc 257 is insured in 76 scenarios (more than any other arc), but is not insured in the optimal STIP solution; in fact, none of the four most-frequentlyinsured arcs in the row for Nc-3-30-1 are insured in the optimal STIP solution. However, Nc-5-30-1 displays a stronger correlation, in which three out of the top four most-frequently-insured arcs are insured in the optimal STIP solution.
Analysis of the Critical Path Length Distribution
We also analyze the distribution of critical path lengths given different forms of the penalty function.
In this experiment, we obtain an optimal solution x * , compute ψ s (x * ) for each scenario s ∈ Ω, and approximate the distribution of the critical path lengths with respect to different penalty functions.
We consider the first 50-node graph in our data set, use a sample size of N = 200, and examine various two-segment continuous piecewise-linear penalty functions. Each penalty function has slope m 1 = 1 for the first segment, which has a penalty of 0 when the critical path length is 0. The second piece of the function begins when the critical path length equals 2300 (with a penalty of 2300), and has slope m 2 . We consider ratio values m 1 /m 2 in the set {0.5, 0.75, 1, 1.25, 1.5}, so that the first two ratios give a nonlinear convex penalty function, the ratio of 1 yields a linear penalty function, and the last two values give a nonlinear concave penalty function. We optimize STIP given each penalty function, and plot distributions of the resulting critical path lengths over the 200 scenarios in Figure 4 . In particular, for each horizontal segment labeled with value t, the plot gives the percentage of 200 scenarios that have critical path length in the interval [t, t + 50). 
Chance-constrained Formulation Case
Regarding problem CC , when = 0, one can use a scenario approximation method to solve CC =0 by solving the following approximation problem based on an independent Monte Carlo sample of random vectors ξ 1 , . . . , ξ N :
Luedtke and Ahmed (2008) approximate CC with a general ≥ 0 by solving a sample approximation problem. Let ξ 1 , . . . , ξ N be an independent Monte Carlo sample of the random vector ξ, and for a fixed α ∈ [0, 1), consider the following sample approximation problem
where
Given ξ s and first-stage binary variablesx, ψ(x, ξ s ) is given by CPM s (x). Note that when α = 0, the sample approximation problems (39), (40) are equivalent to the scenario approximation program (38). We examine in Section 4.2.1 the case in which CC N α yields feasible solutions for CC , and then discuss in Section 4.2.2 how to determine lower bounds with different confidences when α = .
Here we only test the first instance of each graph size, named as y-1, where y represents the number of nodes (30, 50, or 70) . We generate T s from a uniform integer distribution over the interval [0.7û s n , 0.9û s n ]. We again generate integer arc-insurance costs c ij , (i, j) ∈ A, uniformly over the interval [25, 50] .
Feasible Solutions for CC N α
For a fixed value of α < , we wish to obtain a feasible solution to CC with probability at least 1 − δ, for δ ∈ (0, 1). Since our feasible region X is finite, the result of Theorem 5 in Luedtke and Ahmed (2008) shows that it is sufficient to find a feasible solution to CC N α satisfying
where in particular, when α = 0, Theorem 7 suggests a sample size of
and U is such that the number of feasible solutions obeys |X| ≤ U n . In this case, since x ∈ X ⊆ {0, 1} n , we use U = 2.
We choose δ = 0.001, M = 10 samples, and a reference sample size of N = 10000 scenarios for all three instances. We consider the cases of = 0.01 and = 0.005, and use α = 0 and α = .
Based on (41) and (42) In Table 7 , considering instance 30-1, when α = 0 and N = 50, the minimum violation among all solutions given by the M = 10 samples is 0.003 < = 0.01, and thus it is a feasible solution.
The maximum violation risk among these samples is 0.103. Two out of 10 samples yield feasible solutions with objective values 159 and 154. With N increasing to 80 and 100, the number of feasible solutions increases to three and four, respectively. When α = = 0.01, N = 1000, the minimum violation risk of all solutions is zero, and the maximum violation risk is 0.041 (which is not feasible). The number of feasible solutions increases to six. By setting N = 2000, there are eight feasible solutions, all of which yield an objective value of 140. In Table 8 , we set = 0.005, and 30-1 yields more feasible solutions with better solution quality in each combination of α and N . Thus, by using α = , all instances yield more feasible solutions compared with the case of using α = 0. However, more computational time is required to solve each instance's samples, since (41) requires larger values of N when α = . On the other hand, by decreasing the value of , we obtain more feasible solutions with higher solution quality in each setting.
Lower Bounds for CC N α
Theorem 4 of Luedtke and Ahmed (2008) provides a mechanism for obtaining a lower bound on CC by solving CC N α with confidence 1 − δ. Given α ∈ [0, 1), we must choose positive integers N, L, and M such that L ≤ M , and
where ρ(α, , N ) represents the probability of having at most αN "successes" in N independent trials, in which the probability of a success in each trial is . With α = , one can choose the value of M independent of N to obtain a lower bound with confidence 1 − δ. Recalling that M = 10, if we take L = 1 (which corresponds to taking the minimum optimal solution over all M = 10 total runs, not only over the feasible solutions), we obtain a lower bound with 1 − δ = 0.999 confidence. More generally, one can take a larger L ∈ {1, . . . , M } resulting in a lower bound with less confidence, but narrowing the optimality gap.
In Tables 9 and 10 we obtain lower bounds for the chance-constrained problems by taking L = 1, 2, 3, 4, 5, yielding corresponding confidence levels at least 0. 999, 0.989, 0.945, 0.828, 0.623. We use the minimum objective function value of all feasible solutions to serve as the upper bound, and report the gaps between the upper and lower bounds with respect to each confidence. Table 9 shows that for instance 30-1, setting α = = 0.01, N = 1000, and L = 1, the minimum objective function value, 137, over all 10 samples serves as a lower bound with confidence at least 0.999. We use the minimum objective function value 140 of all feasible solutions given in Table 7 as the upper bound, and the optimality gap is given as 2.19%. In Table 10 , when α = = 0.005, we close the optimality gap by choosing L = 4 (with at least 0.828 confidence). This result is consistent with the fact that we have seven feasible solutions out of 10 samples in Table 8 , and when L > 10 − 7 = 3, the lower and upper bounds are equal.
Similar to the discussion of feasible solutions, we narrow the optimality gap faster by using larger values of N . Furthermore, by allowing smaller , we can close the optimality gap with a higher confidence, which is intuitive since = 0.005 yields more feasible solutions for each instance than = 0.01. For example, when = 0.01 and N = 2000, Table 7 shows that we find eight feasible solutions out of 10 samples for instance 30-1. In Table 9 , the two infeasible solutions both provide a lower bound of 139 to the original problem. We then set L = 3, and claim that 140 is a lower bound with confidence at least 0.945, which eliminates the optimality gap. In Table 10 , we claim optimality with higher confidence: When N = 2000 we close the optimality gap with confidence at least 0.989 for instance 30-1, compared with 0.945 in the case of = 0.01 in Table 9 . 
Conclusion
In this paper, we consider a two-stage stochastic integer programming formulation for the STIP. The problem is naturally decomposable for convex penalty function problems. We employ RLT to make the STIP amenable to Benders decomposition given piecewise-linear nonconvex functions. Rather than explicitly computing the duals values of the resulting formulation, we propose an algorithm that quickly recovers all coefficients of Benders cuts based on the solution of a single critical path problem. We examine alternative dual optimal solutions to the dual problem, which yield alternative cuts, and expand our decomposition technique to handle general lower semi-continuous penalty functions. We also cast the STIP in the context of a chance-constrained optimization problem, and provide a cutting-plane algorithm for its solution. Future research may focus on comparing the computational efficiency of using different diversifications of Benders cut (18), and investigating sophisticated upper bounding algorithms for the STIP.
B Proof of Proposition 1
Proof. We demonstrate that the proposed dual solution is dual feasible and complementary slack to the primal solution. The dual feasibility conditions to SP-LS s (x)-RLT are given by:
where (A-15), (A-16), (A-17), (A-18), and (A-19) are associated with primal v nk , v ik (∀i = 1, . . . , n − 1), w ijk , f k , and z k -variables, respectively. We first verify the feasibility of our given dual values. Note that (A-18) is directly satisfied by our choice of A k = 1, ∀k. Also, for each k, all nonzero C ijk values are equal and correspond to arcs (i, j) in a critical path, which verifies feasibility with respect to (A-16). Furthermore, since i∈RS(n) C ink = C i * nk , where (i * , n) ∈Â, and since we explicitly set B + k and B − k such that -17) holds as an equality. To show that
, and since
satisfies the remaining inequalities of (A-17), and ensures nonnegativity of E ijk , ∀(i, j) ∈ A, k = 1, . . . , K s .
Next, we verify that our dual solution is feasible to (A-19) . For all k = 1, . . . , K s , we have
Substituting (i,j)∈A E ijk with (A-21), and noting (A-15), (A-18),
, and (A-23)
All of the above cases are satisfied by the defined value of C i * nk .
. The given value of C i * nk satisfies both of the requirements. In particular,
, and from the above analysis we note that and (A-19) holds as an equality. Thus, all dual feasibility conditions are satisfied. complementary slackness with respect to (A-5) and (A-7). Since w s ijk =x ij z s k , primal constraints (A-8) are potentially not binding only for (i, j) ∈Â, and we satisfy complementary slackness by setting C ijk = 0, ∀k, corresponding to (i, j) ∈Â. Next, note that E ijk > 0 only whenx ij = 1 (i.e., (i, j) ∈X 1 ) and thus w s ijk = z s k , ensuring that (A-10) is binding. Now, with respect to dual inequality (A-17), note that whenever its corresponding primal variable w s ijk = 1, we must have We next demonstrate that (A-17) is satisfied and all E ijk are nonnegative. For arc (i, j) ∈X 1 , if and (A-17) is satisfied as an equality. Also, we have
, and E ijk ≥ 0 in this case using the same proof in Proposition 1. Next, we verify the feasibility of (A-19). First, for k = 1, . . . , k , E ijk = 0 = (d s ij − g s ij )C ijkxij , ∀(i, j) ∈X 0 , and E ijk = (d s ij − g s ij )C ijkxij − D ij , ∀(i, j) ∈X 1 . Hence, we have satisfied both (A-21) and (A-22) for k = 1, . . . , k . By using the same argument in the proof of Proposition 1, one can verify the feasibility of (A-19) in the case of k = 1, . . . , k . 
D Proof of Proposition 3
Proof. We demonstrate the dual feasibility and complementary slackness of the proposed dual solution. First, the dual feasibility conditions to CC -SP-s (x)-RLT are given by: 
E Expectation-based Sample Average Approximation
The SAA is an approach for solving stochastic optimization problems by using Monte Carlo simulation. A set of N sample scenarios ω 1 , . . . , ω N is generated from Ω according to its probability distribution. We then solve a deterministic optimization problem specified by scenarios ω 1 , . . . , ω N . We approximate the expected second-stage recourse costs by the sample average func- Next, we pick any feasible first-stage solution from among optimal solutionsx =x m N to (A-33), for some m ∈ {1, . . . , M }. By fixing x =x in the second stage, we estimate the optimal objective value using a reference sample of size N . We then compute an upper bound on the optimal objective function value asf N (x) = which yields an absolute optimality gapf N (x * ) −f N,M .
