A Expectation of Quadratic Sum
Let f (x) be a normal probability density function of the random variable x with mean µ and variance σ 2 . Then the expectation of a function g(x) is E{g(x)} = 
B Multivariate Normal Affine Transformation
Assume the x is a vector of random variables which are distribute multivariate normal so that x ∼ N(µ, Σ). Further assume that b is a vector of constants of the same size a x. The product z = b x is then univariate normal with z ∼ N(b µ, b Σb). Consider the bivariate case with vector elements +b 1 and −b 2 . Then z is distributed univariate normal with mean b 1 µ 1 − b 2 µ 2 and variance b 2 1 σ 2 1 + b 2 2 σ 2 2 − 2b 1 b 2 ρσ 1 σ 2 . The variance will decrease if the two random variables are positively correlated, and will increase if the two random variables are negatively correlated.
D Alternative Cost Function
An alternative to the quadratic cost function that was used primarily in this paper, it is possible to employ a logarithmic cost function c(q) = −γ ln 1 − q K (TA-7)
that depends on the capacity utilization rate q/K. This cost function has a single parameter γ > 0, and the cost function itself is convex with monotonically increasing marginal cost, i.e., c (q) = γ/(K − q) > 0 and c (q) = γ/(K − q) 2 > 0, and lim q→K c(q) = ∞. Instead of transmission costs, exporting incurs transmission losses so that exporting the amount x requires x(1 + ξ) of extra generation, with ξ > 0. Thus the profit function can be written as
where δ x and δ m are binary indicators for export and import status, respectively. The utility will export and import when p > γ(1 + ξ) K − q for exporting (TA-9) p < γ K − q for importing (TA-10)
The trading price for electricity is p = (1 + ξ)(γ h + γ f ) (K f − q f )(1 + δ x ξ) + (K h − q h )(1 + δ m ξ) and the export volume is
(TA-12)
Exports and imports will occur when
From the above it is clear that x h is a linear function of q h and q f , and thus the integration over the reference time period to find X h and M h proceeds in the same fashion as discussed in the paper and B and C.
E Empirical Patterns of North-American Electricity Trade
Table TA-1 shows average annual generation and demand of electricity in the ten Canadian provinces and three territories. In most provinces, output and demand match closely. Most provincial utilities operate under a mandate of self-sufficiency. A few provinces export a Note: Output is total generation of electricity in gigawatthours (GWh). Demand is total electricity available for use with the province in gigawatthours (GWh). Exports are the delivery of electricity to other provinces (CA) and the United States (US). Imports are the receipts of electricity from other provinces (CA) and the United States (US). Exports and imports are expressed in percentages of output and demand, respectively. Source: Statistics Canada CANSIM Table 127 -0003. Table TA -2 provides simple correlation statistics for electricity demand in the ten provinces (aligned geographically from west to east). In some instances, demand correlation between neighbouring provinces is relatively high and exceeds 0.8. Interestingly, the correlation between two pairs of large provinces are modest: demand in Alberta and British Columbia is correlated at 0.37, and demand in Ontario and Quebec is correlated at 0.43. The point to take away is that correlations are far less than perfect, and this opens up a source for gains from trade. Table TA -3 extends the correlation analysis to the pairs of eight provinces and 32 US states that are engaged in cross-border electricity trade. Actual trading partners are highlighted in boldface, while hypothetical trading partners are shown in italics. Many of the existing trade partners exhibit positively-correlated electricity demand. As the theoretical section will demonstrate later, lower and negative correlations are associated with a higher potential for trade. In the case of British Columbia, trade with California, Nevada, Arizona, New Mexico, and Texas is particularly beneficial because of the negative correlations. As is easily seen, many pairs with high negative correlations are not engaging in trade-an indication of unrealized trade potential.
Figure TA-1 illustrates the time dimension of electricity trade with the example of British Columbia, which has one 500 kV intertie with the neighbouring province Alberta, and two 500 kV and two 230 kV interties with Washington state. This amounts to an export capacity of 3,150 MW to the United States and 1,200 MW to Alberta. For technical reasons, import capacities are slightly lower. As was indicated in table TA-1, British Columbia's total electricity trade is relatively balanced with a significant amount of imports and exports. On closer inspection, exports and imports exhibit seasonal patterns. Even over the period of a month, British Columbia tends to export and import electricity at the same time. This is in part explained by the fact that there are multiple interties. British Columbia's available generation capacity depends on water levels in the reservoirs of its hydroelectric dams. Thus there is surplus electricity in high-water years. The years 2011 and 2012 exhibited large net exports during the summer months. Electricity trade with Alberta, shown in figure TA-2, contributes relatively little to the overall trade because of the smaller capacity of the interties. The trading pattern is clearly dominated by exports, indicating that British Columbia has a strong comparative advantage in electricity generation with respect to neighbouring Alberta.
One of the peculiarities of international trade in electricity is that the price does not necessarily reflect resource abundance in a conventional Heckscher-Ohlin sense. The price of traded electricity depends as much on long-term comparative advantage as it does on short-term shortages. The result is that electricity-a homogenous commodity-can be priced rather differently depending on which way the electricity flows through an intertie. The 'law of one price' does not apply. Pricing may even reach absurd levels. During the California electricity crisis in 2000/2001, British Columbia exported electricity to California at peak prices of around $800/MWh. And in March 2013, Ontario exported electricity to New York and Michigan at $-128/MWh: a negative price. Dumping electricity across the border was less costly than ramping down generators. 
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Building interties between jurisdictions is expensive. A double-circuit 500 kV AC line is estimated to cost over $2 million per kilometer [Mason et al., 2012] The model introduced in this paper allows both for one-way trade (driven by comparative advantage in electricity generation) and two-way trade (driven by the benefits of reciprocal load smoothing). Available trade data aggregates both types of trade into one figure. Can they be decomposed?
A conventional measure for measuring the extent of two-way trade is the Grubel and Lloyd [1971] index
This means that total trade X + M can be decomposed into one-way trade |X − M | and two-way trade (X + M ) − |X − M |. Thus the GL index captures the share of two-trade trade. Using the expressions for exports (14) and imports (15), ignoring transportation costs g, and defining the ratio θ ≡ |u|/v as the normalized trade volume, it can be shown that 
G Jurisdictional Integration
How much electricity trade would there be if both jurisdictions were fully integrated? The joint capacity limit is
with expected valueq h +q f , and at any point in time demand must equal supply:
As the coefficient of correlation varies between [−1, +1], the variance is constrained and ranges between (s h − s f ) 2 at the low end and (s h + s f ) 2 at the high end. For simplicity of exposition, the discussion here will ignore the transmission cost g. Total cost of the merged utility is determined in such a way that the utility employs the lower cost resources first until it is possible to equate the marginal cost of the original home and foreign resources. Then it employs both resources equally until one of the resources is at full capacity. The remaining capacity, at highest marginal cost, is brought in at the end. The lower and upper thresholds are
, the merged marginal costs will be
which is composed of a weighted arithmetic mean of the linear terms c 1 and a harmonic mean for the quadratic terms c 2 . When q • > q • L , total supply and individual supply (denoted by k) are related through
Implied exports of Home and Foreign are x h = k h − q h and x f = k f − q f . It is immediately apparent that x h is the same as (9) without the transmission cost. Exports and imports TA-9 are thus the same as (14) and (15) without transmission costs. Therefore, in the absence of other economic frictions, the efficient volume of trade in electricity under jurisdictional separation is the same as under jurisdictional integration. This equivalence theorem is fundamental but not unexpected: it is a property of all neoclassical trade models. Trade brings about full efficiency unless dampened by frictions. In practice, jurisdictional integration has two advantages over jurisdictional separation. First, integration removes the potential conflict over building sufficient intertie capacity. Integration eliminates the negotiation and contracting issues that may arise otherwise. Second, integration also leads to a new pricep, which-as was shown earlier-is influenced by the variance of the distribution of q(t). If demand in both jurisdictions is less than perfectly correlated, integration will lead to a reduction of the joint variance s 2 ; it will be lower than (s h ) 2 + (s f ) 2 . This means that the joint pricep can be lower than the original p h orp f (unless the original price gap was very large). This 'integration bonus' is a true efficiency gain.
H Capacity Constraints
The theoretical model developed so far does not take into consideration that intertie capacity is fixed in the short term. A given intertie has a rated MW capacity for export (x) and import (m). These two numbers do not have to be identical for a given intertie because of constraints with transformers and other equipment. 3 A jurisdiction will export or import at maximum intertie capacity when
When c f m < c h x , the home jurisdiction will export electricity at maximum capacityx h =m f . The price must fall in the range c f m < p < c h x ; it is not unique and subject to bargaining. Maximum intertie use for exporting will therefore occur when
When foreign and domestic cost factors are the same, then this condition simplifies to q f − q h >x h + g/c 2 . Home exports at maximum capacity as soon as the gap between foreign and domestic load is sufficiently large. A related question is about the utilization rate of the intertie. How often will the intertie operate under full load? It is again possible to employ the equations for affine transformations in B. Taking expectations on the left-hand side of (TA-24) and abbreviating the term on the right-hand side asc, it follows that
(TA-26) 3 As a practical example, the Total Transfer Capability (TTC) of the Ingledow-Custer intertie (two 500 kV lines) between British Columbia and Washington state is rated at 3,150 MW in the southern direction and 2,000 MW in the norther direction. A figure in the Technical Appendix depicts actual utilization hour-by-hour over a few weeks. The frequent reversal of direction is a defining feature of many interties.
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The probability that the capacity is fully utilized in the export direction is thus 1 − Φ((c − u)/ṽ). When both jurisdictions are cost-identical and have demand correlation ρ, the probability of full intertie utilization is
When both jurisdictions are symmetric, the probability in the expression above cannot exceed 50% because imports and exports are symmetric as well. From the above expression it becomes clear that capacity utilization increases with: a decreasing demand correlation (ρ becomes smaller or negative); a decreasing ratio of intertie capacity to demand variationx h /s; and decreasing transportation cost g. Conversely, as ρ → 1, utilization drops to zero. Capacity utilization will increase if the intertie's use is driven by comparative advantage rather than demand fluctuations and reciprocal load smoothing. The larger the comparative advantage |c f 1 − c h 1 |, the more the intertie will be used.
I Derivation of the Main Estimating Equation
The main estimating equation is derived directly from the equation that predicts electricity exports as a function of the comparative advantage expression (u), the joint standard deviation (v), and the expression for the truncated normal distribution (φ(u/v)/Φ(u/v)). The estimating equation is derived by taking logs and using a few subtle transformations and approximations that are explained step-by-step below. The starting point is the export equation
Rearranging this gives -29) and taking logs yields
It turns out that the second term on the right-hand side is in fact nearly linear:
A regression of the left-hand side of the previous equation on (u/v) in the "typical" range [−0.5, 2.5] with 240 data points yields an R 2 of 0.9996 with ζ 0 = −0.220 and ζ 1 = 0.467. The same regression in the range from −3.5 to +3.5 standard deviations still gives an R 2 greater than 99.3%. Substituting approximation (TA-31) back into (TA-30) yields
This is a highly-accurate approximation, and this turns out to be rather fortuitous for estimation purposes. The terms in the comparative advantage (expected instantaneous export) equation now enter the estimating equation in an additive fashion. In particular, the TA-11 plus sign in front ofq f (for the export destination) and the minus sign in front ofq h (for the export source) are preserved exactly. The next steps in the derivation require finding expressions for ln(v) and for u/v to put into equation . This involves deriving v and showing how the harmonic mean of the generating capacities appears on the left-hand side of the estimating equation. The identifying assumption introduced in the paper is a normalization of the marginal cost slope parameters c 2 . Specifically, it is assumed that c i 2 q i can be approximated byc i 2 q i /K i and thatc i 2 is the same across jurisdictions: ∀i :c i 2 =c 2 . With this assumption in place, the variance equation simplifies as follows:
where the harmonic mean of capacities of exporting and importing jurisdiction is given by
The square root of (TA-33) yields v. Denote the square root of the expression in square brackets in the last line of (TA-33) as S hf , the joint capacity-adjusted standard deviation of electricity demand. A similar transformation applies to the comparative advantage (instantaneous export) equation: -35) and therefore
Note that the harmonic capacity mean K f h cancels out when u and v are divided. The ratio u/v is needed for the linear term in (TA-32). Further taking the square root of (TA-33) and then taking logs, it follows that
where the expression with the square root is defined as S hf , the joint capacity-normalized standard deviation. The − ln(2) constant is irrelevant for estimation purposes, and the
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ln(K hf ) term in (TA-37) can be brought to the left side of equation (TA-32) so that ln(x hf )− ln(K hf ) = ln(x hf /K hf ), and thus the estimating equation emerges as
where the · · · notation symbolizes various fixed effects. Theory clearly predicts all four α coefficients to be positive, and α 4 to be close to unity. Indeed, the key regression in the first column of Table 1 yields an estimate of 0.992. There is one final approximation introduced into this derivation: using log transformations for individual variables in u/v. Equation (TA-32) is linear in u/v, and thus the estimating equation needs to capture equation (TA-36). As was pointed out earlier, variables in equation (TA-36) enter additively. However, it is expedient to transform the load factors q/K, which are further divided by S hf , into logarithms. This allows pulling out the S hf term and shifting it effectively into the estimate of α 4 , which should then be smaller than unity. Also note that S hf has essentially only cross-sectional variation but no time variation, whereas the load ratios and comparative advantage expressions all have significant time variation. Econometrically, the time variation identifies the load ratio parameters α 1 and α 2 . Further note that transforming the load ratios into logs is benign. By construction, the load ratios are confined to the [0, 1] interval, and they are usually quite close to the top of this range. The logarithmic transformation is very flat in this range close to one, which makes this transformation rather benign.
The logarithmic transformation of the distance term (D) also provides for an easier interpretation as an elasticity, which in turn allows for comparison with conventional distance effect estimates in gravity equations. More importantly, the effect of distance may not be linear as suggested in the theory. Transmission costs g may indeed be a non-linear function of distance D. Furthermore, taking logs of the load ratios and distance gets around quantifying and explaining the approximation coefficient ζ 1 . The estimated coefficients for load ratios and distance are simply elasticities.
The main estimating equation in the paper follows the theory closely. The derivation hinges mostly on the validity of the identifying assumption (∀i :c i 2 =c 2 ). The logic behind this assumption is that the most marginal power plants are thermal plants with quick ramping-up-and-down, which have similar cost characteristics across jurisidictions. Furthermore, the empirical approximations introduced in the derivation above are minor and arguably benign. Importantly, the derivation of the estimating equation preserves functional form and the signs of the coefficients. In particular, parameter α 4 -perhaps the linchpin in the estimation framework-is well identified and derived directly from the theoretical model. Parameter α 4 must be positive and cannot possibly exceed unity. It may be expected to be around 1 − ζ 1 = 0.553 if the logarithmic approximation for the variables in u/v was working perfectly. Ultimately, the empirical estimates clearly confirm the validity of the specification that emerged in estimating equation (TA-38).
J Additional Tables and Figures
This section contains a large number of tables and figures that are either ancillary to the main body of the paper or provide robustness checks of empirical results using different specifications or using different subsamples of the data. The are explained below.
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Tables TA-4 and TA-5 provide population-weighted distances between Canadian provinces, and between Canadian provinces and US states. Two distance measures were calculated: arithmetic weighted means and harmonic weighted means. The preferred measure is the harmonic mean. Table TA Table TA-6 shows US monthly energy sales by state, in descending order of total sales (mean, in Gigawatthours). Also shown are the standard deviation and the coefficient of variation. Some states have very little variation (e.g., Hawaii) due to climate, whereas others have high variability (e.g., Arizona). The table also shows minimum, median, and maximum sales as an indication of the range of electricity demand.
Table TA-7 is the counterpart for the supply side. It shows the amount of electricity generated in each jurisdiction in descending order of size. It also shows the percentage contributions for each major generation source: coal, natural gas, other fossil fuels, nuclear power, hydro power, and other renewables (solar power, wind power, geothermal power, etc.). Overall, 47% of US electricity is derived from coal, 21% from natural gas, and 20% from nuclear power. During the 2001-2012 averaging period, only 9.5% were derived from renewable sources (including hydro). California and Maine had the highest share of novel types of renewable energy, but Washington, Oregon and Idaho derive the majority of their electricity from (clean) hydroelectricity.
Figures TA-4 and TA-5 show the effects of the California electricity crisis in 2000-01 from the perspective of British Columbia. Clearly visible is the price spike that reached over $800/MWh at the height of the crisis. This translated into substantial windfall profits for electricity exporters; British Columbia alone gained nearly $3 billion dollars in extra revenue.
Figure TA-6 provides an intra-day snapshot of load utilization of the major intertie between British Columbia and the United States. Sampled at 5-minute intervals, the chart shows the capacity limits for exports and imports and the actual utilization (yellow line). It is apparent that two-way trade is happening at very high frequencies even within a day, not just over monthly (or seasonal) periods.
Figures TA-7, TA-8, and TA-9 provide intra-day, intra-week, and seasonal load profiles for British Columbia. The diurnal cycle, shown in percent deviations from the load at midnight, exhibits low demand during the night and two peaks around mid-morning and mid-evening, with somewhat lower demand during the mid-afternoon. Demand is also noticeably lower on weekend days. British Columbia also exhibits a strong seasonal cycle with low demand in the summer and high demand in the winter (due to heating needs).
Figures TA-10, TA-11, and TA-12 show decompositions of trade into one-way and twoway trade using the Grubel-Lloyd index methodology-described earlier in this Technical Appendix-for three exporting provinces: Ontario, British Columbia, and Manitoba. The blue curve shows the decomposition for trade with the United States, and the red curve shows the decomposition for trade with neighbouring provinces. British Columbia (figure TA-11) has very consistent two-way trade with the United States, whereas trade with neighbouring Alberta has transitioned from mostly two-way to mostly one-way since 2008.
TA-14
The remaining tables provide additional estimates as robustness checks. Table TA-8 provides random effects regressions of the main estimating equation. The columns (A), (B), and (C) provide results for both trade directions (exports and imports), exports by Canadian provinces to US states, and imports from US states into Canadian provinces, respectively. Omitted is the variable for the load variability, which is poorly identified in the presence of fixed or random effects because it has no time variation. When it is included, however, it is positive but not significant. Tables TA-10 and TA-11 provide robustness checkes for the trade intensity regression. Whereas in the main body of the paper weighted least squares was employed, the two tables here provide ordinary least squares results for comparison. Qualitatively, the results are comparable and where significant provide the correct sign. Overall, weighted least squares provides a better fit and addresses heterogeneity in the data more effectively.
Results shown in table TA-9 investigate the extensive margin of trade. The logistic regression of an indicator variable for non-zero trade captures comparative advantages as well as load smoothing. Similar to table TA-8, table TA-9 reports results for separate trade directions in columns (A)-(C): all US states and Canadian provinces; Canadian provincial exports to US states; and US state exports to Canadian provinces, respectively. Instead of the load variability variable, it includes the demand correlation. Only the distance variable is a strong predictor of who trades with whom. The significant positive estimate of the demand correlation variable in column (A) seems to contradict the theory, but then it is not a direct test because it only focuses on one of the elements (ρ) in the variability term. It may be a statistical artefact, as the two subsamples estimate this variable with no statistical significance. Many of the comparative advantage proxies seem to indicate negative effects, which in turn implies that provinces and states with larger reliance on fossil fuels are more likely to start trading relationships. Again, some of these effects may be affected by the fact that Canadian provinces either fall into the "large-hydro" or "diversified" categories. Caution is advised to read too much into the results in table TA-9, other than that distance matters most.
The distribution of export prices by Canadian province and import prices by U.S. state is shown in TA-13. This table is meant to document the great variation in prices that is found in the data. Occasionally, even negative prices are observed when a region encounters an electricity surplus it needs to get rid off, as the alternative of shutting down a baseload power plant may be more expensive than selling electricity at a loss. Table TA-12 mirrors tables TA-8 and TA-9 by providing results for all exporters and importers in column (A), Canadian exports to US states in (B), and Canadian imports from US states in (C). The elasticities are all positive, which is consistent with theory. The distance effect for exports is positive, but it is negative for imports; in aggregate, it is estimated negatively but weakly. In general, theory suggests that longer distance may lead to higher prices, but to the extent that transmission infrastructure is fixed in the short term, the distance estimates are more likely to capture market structure effects.
Table TA-14 provides data that correspond to those reported in the main body of the paper for Canada. It shows the average demand, standard deviation, average supply, surplus, and reserve margin for each US state for the 2003-12 averaging period. Surplus is calculated as the difference between supply and demand. The reserve margin is the ratio of maximum to mean demand, expressed in units of standard deviation. The reserve margin for the US overall is 2.565. It would drop to 2.286 if the entire load was balanced across all states (excluding Hawaii and Alaska). Moreover, the standard deviation would drop from 35,257 GWh per month to 29,567 GWh per month, a 16% drop.
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