Quantifying the costs of climate change requires measurement of direct effects as well as behavioral responses. While behavioral responses have been shown to increase costs, we identify responses that reduce costs, which we define as 'voluntary exposure. ' We quantify the response of the transportation sector in terms of traffic accidents and travel demand to daily variation in weather. We find warmer temperatures and reduced snowfall are associated with a significant increase in fatal accidents. We find, however, that almost all of the estimated effect of temperature on fatalities is due to changes in exposure for pedestrians, bicyclists, and motorcyclists. While the application of these results to middle-of-the-road climate predictions suggests that weather patterns for the end of the century would lead to 397 additional fatalities per year, the associated welfare losses are almost completely offset by voluntary exposure benefits from increased travel by walking, biking, and motorcycling. To facilitate more accurate estimates of climate change impacts, we also introduce the empirical cumulative distribution function method to the economics literature for correcting baseline weather errors from climate simulations. 
Introduction
Understanding the channels by which climate change will affect the economy is required to estimate the costs of climate change and to develop adaptation strategies. Extreme heat may result in direct costs such as increased mortality from heat stress and lower productivity. Economists have also made clear that individuals are likely to engage in costly defensive activities to mitigate these outcomes (Harrington and Portney, 1987) . For example, where heat aggravates respiratory illness, individuals may use medication and air conditioning to reduce exposure to risk Graff Zivin and Neidell, 2014) . In such cases, measuring direct costs is a lower bound of the true welfare effects because it omits these defensive expenditures.
Less attention has been paid to situations where climate change generates costs that are, at least partially, explained by voluntary exposure to risk. Warmer weather facilitates spending time outdoors. Choosing to spend time outdoors provides many benefits, but it also exposes individuals to potential risks from air pollution, crime, UV radiation, and traffic. Where costs from these risks occur as part of a utility maximizing decision to spend time outside, these costs must be offset with the welfare gain from spending time outside. But the costs of time spent outside in terms of illness, injury, or death are often much easier to measure than the benefits.
To understand the welfare consequences of climate change, it is important to examine exposure to risk. Where climate change aggravates an existing risk, individuals will engage in costly behavior to avoid exposure to that risk, but when climate change increases the utility of an activity with an associated risk, individuals will voluntarily increase exposure to that risk. We define the resulting welfare effects of the latter case as voluntary exposure benefits. Under the extreme assumption where an entire observed change in risk is due to voluntary exposure, the net welfare costs of climate change would be zero. Whether or not an observed increase in risk is accompanied by additional costs from defensive expenditure or offsetting benefits can be ascertained by examining exposure. Where individuals avoid risk, there are additional costs; where individuals engage in more risky activity, there are offsetting welfare benefits. Problematically, in many empirical settings there is almost no information on exposure to determine which effect generates the direct cost.
In this paper we analyze these issues in the context of the transportation sector by estimating the relationship between weather, traffic accidents, and travel demand. We choose to focus on the transportation sector because even small changes to traffic fatalities are likely to carry large costs. Worldwide, nearly 1.24 million people die in traffic accidents annually (WHO, 2013) .
1 To quantify the effects of climate change on traffic accidents, we examine the effect of weather on accidents and generate future outcomes with climate change using simulated future weather. By exploiting plausibly random daily variation in temperature, rainfall, and snowfall, we are able to estimate the effect of weather on transportation outcomes.
We find a large and statistically significant relationship between weather and traffic fatalities. Unsurprisingly, we find precipitation plays a role in fatal car crashes. But we also find large effects for temperature. As temperatures rise, an increasing number of fatalities involve pedestrians, bicycles, and motorcycles, or ultra-light duty (ULD) accidents. Warmer weather is intuitively linked to more exposure as people will derive utility from spending leisure time outside or from traveling by bicycle or motorcycle for transportation or leisure purposes. We are also able to measure exposure directly by estimating the demand for ULD trips as a function of weather.
To estimate these effects, we use detailed data on police-reported accidents, daily travel logs of households, weather, and climate change prediction data. We find that for a day with temperature above 80
• F there is a 9.5 percent increase in fatality rates compared with a day at 50-60
• F. Our estimates indicate that the majority, but not all, of this effect is due to fatalities involving individuals traveling by ULD modes. We also find evidence that individuals avoid ULD travel on cold days, while estimates for demand on hot days are positive but imprecisely estimated. We cannot rule out the possibility that reduced cognitive ability brought on by heat is responsible for some of the estimated effect particularly for lightduty travel on hot days, and we find some evidence on the hottest days that drivers avoid trips by light-duty vehicles, consistent with defensive behavior.
We estimate that the discounted costs of additional traffic fatalities caused by climate change are $40 billion from 2015 to 2099, an amount on the same order of magnitude as others such as profit changes to the agriculture industry (Deschênes and Greenstone, 2007; Fisher et al., 2012) and social welfare effects from criminal activity (Ranson, 2014) . But we find that welfare gains from increased ULD travel reduces these costs by at least $34 billion. Under the extreme assumption that the entire observed change in traffic fatalities is due to voluntary ULD exposure, the marginal costs of climate change stemming from the increase in traffic fatalities are less than $9 billion and not statistically distinguishable from zero. Including reduced injuries and property-damage-only accidents suggests that net welfare effects may even be positive. In sum, we find that omitting voluntary exposure behavior from welfare analysis may lead to a significant overestimate of climate change costs. Accounting for these benefits more broadly may help to explain why, despite the numerous documented negative outcomes associated with heat, the predominant migration pattern within the US in recent decades has been towards warmer climates.
Methodologically, we also introduce a new technique for using predicted weather from climate models when simulating future outcomes derived from an approach used in the climate science literature. It is well known that climate prediction models can forecast baseline weather that is different than the weather actually observed (Auffhammer et al., 2013) . Various methods to correct baselines have been used in prior papers, but none are able to align the full distribution of baseline outcomes with observed weather, while also allowing the variance of events to change. This is particularly important for studies that seek to understand how economic outcomes respond to a change in climate variability. We show that prior methods may yield unintuitive results. Furthermore, these methods are often not well suited to predict precipitation changes, which are important in our setting. We make use of a quantile-mapping method inspired by techniques used in the climate science literature. This technique allows us to avoid the baseline climate modeling error that can generate spurious results in areas with complex geography, while also applying the full distributional changes predicted by climate models.
The rest of the paper proceeds as follows. Section 2 reviews the economic, transportation, and medical literature relevant to our study. Section 3 develops a framework for estimating how much households are willing to pay to avoid climate change. Section 4 describes the data and Section 5 develops the econometric framework for our outcomes and the results of our estimation. Section 6 details our simulation of future weather outcomes and Section 7 concludes.
Literature Review
Several papers from the traffic safety literature explore the relationships between weather outcomes and traffic accidents. This literature has primarily estimated the impact of rainfall or snowfall on accident frequency (Eisenberg, 2004; Eisenberg and Warner, 2005) , but does not examine the relationship with temperature or the impact of climate change. An exception is Froom et al. (1993) who showed that high temperatures are associated with higher rates of helicopter pilot errors. In the medical literature there is extensive research that suggests plausible physiological reasons that accidents and fatalities may be affected by temperature. While prior work has documented effects of temperature on ability to perform a task, the relationship is complex (Hancock and Vasmatzidis, 2003) .
2 In a laboratory setting, Broadbent (1963) showed that heat in excess of 85
• F did not affect the speed of task completion but did result in a higher error rate. Heat has been found to primarily affect vigilance, tracking, and multitasking but simple perception and reaction time remain unaffected (Grether, 1973) . While air conditioning may mitigate these effects, many effects from heat are due to prolonged exposure that increases core temperature (Hancock and Vasmatzidis, 2003) .
The economics literature has studied the impact of climate change using temperature and occasionally precipitation data in a variety of areas such as agriculture (Deschênes and Greenstone, 2007; Fisher et al., 2012) , economic growth (Dell, Jones and Olken, 2014) , and health (Neidell, 2004) . Graff Zivin and Neidell (2014) examined how weather influences time allocation showing that warmer weather draws individuals outdoors, possibly exposing them to extreme pollution events (Bäck et al., 2013) . Graff Zivin, Hsiang and Neidell (2015) find that heat is associated with more errors on cognitive assessment exams but these transitory shocks do not affect long-run human capital formation. Our study is also related to work on crime and conflict (Jacob, Lefgren and Moretti, 2007; Hsiang, Burke and Miguel, 2013; Ranson, 2014 ) that has found a strong relationship between heat and violent activity. Deschênes and Moretti (2009) use mortality data from the Multiple Causes of Death files and include regressions for motor vehicle deaths. They find some evidence for a decrease in fatalities from cold weather, which they conjecture is due to avoided travel.
Finally, this work contributes to a literature that attempts to incorporate behavior into welfare calculations when health and safety risks change. Harrington and Portney (1987) and Graff Zivin and Neidell (2013) emphasize that defensive behavioral adjustments to an environmental risk can be crucial for providing a comprehensive welfare assessment, and prior literature has attempted to empirically estimate these expenditures in environmental settings (e.g., Greenstone (2011), Deschênes, Greenstone and and Barreca et al. (2013) ).
3 We expand this literature by identifying and quantifying a new direction of individual response to climate change. Our research contributes to this literature by showing that exposure is an important consideration in the interpretation of these costs and shows that excluding voluntary exposure behavior can overstate welfare costs.
Framework for Estimating Welfare Effects of Climate Change
In this section, we present a simple analytical framework for characterizing the welfare effects of climate change on traffic accidents building on Harrington and Portney (1987) . Subsection 3.1 presents the model assumptions and subsection 3.2 includes a derived welfare formula that we use for estimating the welfare effects of climate change on traffic accidents.
Assumptions
Suppose that a representative household is endowed with a light-duty vehicle (LDV) and decides how to spend income to maximize utility. The household decides how many miles to travel by LDV and by walking, biking, or motorcycling, or any other Ultra-Light Duty (ULD) mode. We examine ULD travel separate from automobile travel because the utility of traveling by this mode is likely to be strongly influenced by weather and is subject to a higher fatality rate per collision, all other crash characteristics equal. The household chooses a number of LDV miles, denoted by m, ULD miles, denoted by b, and consumption of a composite good x. It faces a fixed LDV operating cost per-mile denoted by p m , a fixed permile cost of ULD travel denoted by p b , and a price of the composite good that we normalize to one. The household then maximizes utility subject to a budget constraint with endowed income I. Utility is a function of LDV and ULD miles, consumption of the composite good, and the probability that traveling causes a traffic accident. The likelihood of a traffic accident is a function of the household's LDV miles, ULD miles, and weather conditions, denote by W . We characterize weather conditions with measured temperature, rainfall, and snowfall. We assume that the probability of an accident, a = a m (m, W ) + a b (b, W ), is additively separable in the probability of getting into an accident while driving (represented by the function a m (·)) and the probability of getting into an accident while walking/bicycling/riding a motorcycle (represented by the function a b (·)).
The probability of an accident is assumed to increase in LDV or ULD miles, so that ∂a ∂m > 0 and ∂a ∂b > 0. We leave the sign of ∂a ∂W for our empirical analysis. The household makes choices based on the following problem:
The household's utility function, U (·), is assumed to satisfy
∂U ∂a < 0 and sufficient second-order derivative properties to ensure an interior solution.
Expressions for WTP/WTA for a Change in Weather
For a change in a weather variable, the household must be compensated with income I for changes in W to hold utility constant. This implies that we can define income as a function of W :
The function I * (W ) keeps utility constant in response to change in a weather outcome. Holding fixed all other exogenous parameters, we can express indirect utility as
Differentiating Equation 5 with respect to W yields
Rearranging terms yields a general expression for WTP/WTA for a change in weather conditions:
In Appendix A, we show that Equation (7) can be expressed as
The first and second terms, W T P a m and W T P a b , are the welfare effect from a change in the probability of an LDV accident and ULD accident, respectively, resulting from a change in weather. Each term is the product of the monetary value from a change in the probability of an accident and the effect of a change in a weather variable on the probability of an accident.
4
The third term, W T P m , is the welfare effect from a change in miles driven induced by a change in weather. The fourth term, W T P b , is the welfare effect from a change in ULD miles traveled induced by a change in weather. Each term is the product of the price of travel, in terms of accidents per mile, and the change in travel induced by weather. The change in automobile miles from weather is given by the LDV trip semi-elasticity, ε m = . The third and fourth terms are central to our analysis and measure the welfare effect of households reacting to climate change in potentially two distinct ways. If households respond 4 An increase in the fatality rate from more snow, for example, lowers household welfare, implying that the household is willing to pay to avoid this weather change. This term will be positive when in a defensive manner by reducing exposure to negative outcomes, such as reduced driving to avoid accidents when conditions are rainy, these terms will represent costly defensive activity (Harrington and Portney, 1987) . This behavior is calculated as a welfare cost; studies omitting this component underestimate the welfare costs of climate change. The second potential reaction is that households may expose themselves more to negative outcomes if the private benefits of doing so exceed the costs. We define this behavior as voluntary exposure. Where these terms are positive, voluntary exposure is calculated as a welfare benefit and omitting this component will overestimate the welfare costs of climate change.
As an example, assume warmer weather increases fatal motorcycle accidents. If this increase is accompanied by households avoiding motorcycle travel, then ∂b ∂W < 0 and W T P b will be a defensive expenditure cost.
5 If, however, warmer weather encourages voluntary exposure so that ∂b ∂W > 0, then W T P b will be positive. Such an outcome occurs if individuals engage in more motorcycle driving in warmer weather leading to more motorcycle accidents. At an extreme, if the entire change in accidents is due to voluntary exposure, the envelope theorem implies that W T P a b = W T P b and W T P a m = W T P m , and dI * dW in equation (8) is equal to zero.
6 In our empirical analysis we will mostly focus on fatal accidents but we will also consider property damage only accidents and injuries. For fatal crashes we also examine two subcases where all LDV fatalities are due to exposure or where all ULD fatalities are due to exposure by setting the welfare effect of each group to zero to give a sense for the relative contribution of each mode to the final welfare cost.
Implications for Measuring Welfare Effects of Climate Change
Equation (8) is valuable because empirical estimates for all terms are available from our own estimates, the literature, or from existing datasets for fatalities. In our empirical model, we estimate the following terms:
, the marginal effect of the change of a weather variable on the probability of a LDV accident;
, the marginal effect of the change of a weather variable on the probability of a ULD accident; ε m , the LDV mile semi-elasticity with respect to a change in weather; and ε b , the ULD mile semi-elasticity with respect to a change in weather.
Estimates for the remaining terms in equation (8) are available from our data or additional sources. These include:
∂U ∂a /λ, the monetary value from the change in the probability of a accident, which is the Value of a Statistical Life (VSL) for fatal accidents; ∂a ∂m and ∂a ∂b , the marginal effect of a change in miles on the probability of an LDV fatality or ULD fatality respectively, which can be approximated by the per mile fatality rate; m, the number of LDV miles; and b the number of ULD miles. 5 At the optimum, the household is equating the monetary value of the marginal disutility from the increased likelihood of an accident stemming from driving one more mile to the marginal value of driving that is unrelated to accidents.
6 A similar assumption underlies the calculation of the Value of a Statistical Life where individuals consume risk that is compensated with benefit. Our framework also assumes understand and properly value these risks when engaging in travel.
7 For property damage only accidents and injuries we do not have some elements of this calculation as national level statistics are not collected. Although we believe accidents and injuries are consistently collected within a state-year in our SDS data, they vary across years and states creating ambiguity on which injury or accident rate is most appropriate.
It is important to note that a change in the number of miles is not the only behavioral adjustment drivers may make. Warmer weather may allow other channels of voluntary exposure such as driving faster, or more scenic but dangerous routes. Although we examine some of these voluntary exposure channels in the appendix, such as speed, there will be some adjustments we cannot measure.
8 Similarly we do not observe defensive expenditures such as air conditioning or purchasing safety helmets, implying that the cost of climate change is higher than what we report.
9 Equation (8) also does not include long run margins of adjustment that households or governments may adopt in response to changes in climate.
10 We think there are three key types of long run adjustment that could occur. First, there may be a private adaptation to local conditions. Such adaptation includes purchasing a different vehicle that is safer to drive or changes in behavior to adapt to local conditions. To some degree we are able to empirically test for this type of adaptation by separately estimating our results across regions, which we do in the appendix.
11 Second, migration may occur if individuals, for example, move further north in response to climate change. This is another type of private adaptation but one that we cannot examine with our data. Both of these forms of private adaptation imply that the true costs of climate change are lower than what we report. The third type is public adaptation through infrastructure or institutional changes that attempt to address these costs. Estimating these changes is out of the scope of our paper, but our welfare calculation serves as a component in determining the amount of spending warranted in a public response to traffic fatalities from climate change. It is also important to note that if the primary mechanism for our observed effects is voluntary exposure we may see private or public adaptation but not migration. If warmer weather increases the amount of biking, helmet sales may increase and bike lanes may pass a cost benefit-test where they would not have earlier, but we would not expect people to flee northward.
8 See Appendix Table H17 for speed regressions. 9 Another possible welfare consideration in our context is the external cost of traffic accidents. Although we do not explicitly model external costs of traffic accidents, our empirical estimate of the direct effect of climate change on traffic accidents (W T P a m and W T P a b in Equation (8)) incorporates the entire social cost of the change in accidents.
10 This equation also omits welfare effects from the marginal impact of climate change on travel quality. For example, taking a trip to the beach on a warm and sunny day is more valuable than taking the same trip on a cold day, even if the accident probability is the same. To model the value of a trip taken by the household that is independent of the accident probability as a function of weather conditions, we could incorporate comfort into the choice problem by defining quality-adjusted miles traveled functions for LDV and ULD travel, q m = q(m, W ) and q b = q(b, W ), that enter directly in the household's utility function. Poor weather conditions (e.g. heavy rain or extreme temperature) lowers quality-adjusted miles traveled. Leaving this component out of our empirical evaluation of welfare will understate the welfare effects of climate change.
11 See Appendix Table H10 . We obtain the population of police-reported accidents for 20 states from the State Data System (SDS) maintained by the National Highway Traffic Safety Administration (NHTSA). These data are collected and used by the NHTSA to provide analysis and policy recommendations for U.S. DOT. The benefit of these data is that they include not only fatalities, as recorded in other sources, but also non-fatal accidents. Accident reports, completed by police officers, are administered at the state level. These files are requested annually by the NHTSA from the state agencies that computerize the data, which are then formatted for consistency and compiled into the SDS. 12 We obtained permission to use SDS data from Arkansas, California, Florida, Georgia, Iowa, Illinois, Kansas, Michigan, Minnesota, Missouri, Montana, North Carolina, Nebraska, New Mexico, New York, Ohio, Pennsylvania, South Carolina, Washington, and Wyoming.
13
While there is considerable variation in what each state records, all states in our sample provide a record of each police reported accident, the day when the accident occurred, the county where the incident occurred, the types of parties involved (e.g. light duty vehicle, motorcycle, bicycle, pedestrian) and the number of fatalities involved. Others variables such as vehicle information or factors contributing to the accident are subject to considerable state level variation in the manner and detail with which they are recorded. Our main regressions focus on fatalities, property damage only (PDO) accidents, and injuries. Thus we are able to largely avoid variables that are inconsistently recorded.
14 We also make use of fields that record whether or not the accident involved any ULD parties, which is almost universally recorded.
15 However, in some robustness checks in the appendix we use a subset of states with intoxicated or young operators, which are subject to more variation between states and years.
16
We note that an accident only appears in our dataset if the police file a report. PDO accidents may not always be reported, and reporting rates could be subject to weather changes. For minor accidents, police may have different reporting thresholds by state, and 12 The agencies that usually collect the data are state police, state highway safety department, or the state's Department of Transportation.
13 Years of coverage in the SDS data include AR 1998 -2010 , CA 1995 -2008 , FL 1995 -2008 , GA 1995 -2008 , IA 2001 , IL 1995 -2009 , KS 1994 -2008 , MI 1995 -2009 , MN 1995 , MO 1995 -2008 , MT 1995 -2008 , NC 1999 -2008 , NE 2002 -2008 , NM 1991 -2010 , NY 2002 -2010 , OH 2000 -2010 , PA 1991 -1999 and 2003 -2010 , SC 1997 -2008 , WA 1994 -1996 and 2002 -2010 , and WY 1998 14 Injuries are often but not always recorded as 5 levels of severity including fatality, incapacitation, injury, possible injury and property damage only. Incapacitation, injury, and possible injury are included in 'crashes with an injury.' There are two state-year combinations where injuries cannot be discerned and are dropped from the analysis.
15 Besides pedestrian, motorcycle and bicycle, we also include mopeds, motorized scooters, pedalcycles, unicycles, and tricycles.
16 See Appendix Table H11 . Because some states do not disaggregate drugs from alcohol use, we consider drivers to be intoxicated if they are tested to be beyond the legal limit for alcohol or if they are reported to have taken any illicit drug. policy changes may affect reporting rates over time, which we can control for with countyyear-month fixed effects. There is, however, some concern that weather may influence the likelihood that a report gets filed. In particular when bad weather results in more accidents, departments may become overwhelmed, resulting in higher threshold for filing. If this is the case then we underestimate the effect of weather on accidents. This concern is less important for fatalities, which form our primary analysis, because they will always be reported .
NHTS Daily Travel Data
We construct household vehicle miles traveled (VMT) and trip count from the 1990 National Personal Transportation Survey and the 1995 , 2001 . Administered by the U.S. DOT Federal Highway Administration, these surveys are representative cross sections of randomly selected U.S. households.
17
The NHTS has several data files available to researchers, one of which includes data on household daily travel diaries. Travel diaries are trip-by-trip travel logs for a single individual. Each trip reports where the respondent went (name of place), what time the trip started and ended, why the respondent made the trip, how the respondent traveled, and the travel distance of the trip, in miles.
18
Staff at the Federal Highway Administration and Oak Ridge National Laboratory helped us acquire the confidential version of the NHTS data files that contain either zip code or county of residence for all households in each sample.
19 The restricted files that we acquired include the day, month, and year of the household's assigned day of travel, which is required to merge the travel data with our daily weather data.
20
We take several steps to clean and merge the travel diary data. Since our unit of analysis is the household, we aggregate trip count and VMT to the household level for three categories of trips: light duty, ULD and public transit. After minor data cleaning, we arrive at a final sample of 283,857 household by travel day observations. 
Historical Weather Data
Daily weather data comes from the National Climatic Data Center (NCDC) Global Historical Climatology Network-daily, which provides daily minimum and maximum temperature and total daily rainfall and snowfall for weather stations in the United States. This database collects and performs quality control for weather data from land based weather stations 17 Each wave is a survey of the non-institutionalized population of the U.S. using Computer-Assistant Telephone Interviewing (CATI) Technology. The 2009 survey had an average response rate of 19.8 percent.
18 The NHTS specifies that the beginning of a travel day is 4:00 a.m. An example of a recorded trip taken from the 2001 User Guide is the following: "from 7:14 p.m. to 7:22 p.m., return home, by car, 1 mile."
19 The 2001 confidential file includes zip codes for most households but has limited county information. We assign households to counties using the 2000 U.S. Census zip code to county cross walk. In a few cases, the zip codes reported in the NHTS data do not match any zip codes in the 2000 U.S. Census cross walk. In these cases, we use the 2010 U.S. Census zip code to county cross walk or the U.S. Department of Housing and Urban Development zip code to county cross walk. 20 The public files include the month and year of the travel day. 21 See Appendix B for more details.
around the globe and is archived by the National Oceanic and Atmospheric Administration. We use data from 2,607 stations located in all 50 states and the District of Columbia.
22
Weather stations are used to calculate county-level weather. Prior literature has documented that missing weather station data can account for a substantial portion of the variation in weather measures if naively averaged (Auffhammer et al., 2013 ). Therefore we impute data using a regression of temperature or precipitation for a detector on its nearest neighbor (Auffhammer and Kellogg, 2011; Schlenker and Roberts, 2009 ). The coefficients from this regression are then used to predict missing values to correct for systematic differences in levels between stations. For the case of missing rain and snowfall, to ensure positive predicted values, we restrict the regression to have a zero intercept. Where the weather data for the next closest detector is missing the imputation is done using the following detector, up to a maximum distance of 200 km.
These stations are then averaged to predict daily, county-level weather using inverse distance weighting to the county centroid. This average uses all detectors within 200 km of the county centroid and, where no detectors are within this distance, the county is dropped.
23 Because the creation of county-level weather often predicts extremely small levels of precipitation whenever any station has rain or snow, any value less than 0.01 cm is rounded to 0 cm. This results in a balanced panel of 3,140 counties with weather data from 1991 to 2010. 1,474 of these counties are then matched to SDS data and 2,944 are matched to NHTS trip data.
Weather Prediction Data
CCSM4 is the model used in the Fifth Assessment of the International Panel on Climate Change to predict future climate and weather under a variety of scenarios. We use scenario RCP6.0, which represents a middle-of-the-road prediction of future warming and changes in precipitation. It represents a future with a balanced development of (fossil fuel and non-fossil fuel) energy technology.
24 Although it is less carbon development than the CCSM4 RCP8.5 scenario, it still entails 2.3
• C (4.2 • F) of warming in the United States. In the Appendix, we examine outcomes for other climate change scenarios and an alternative model and find that our broad conclusions are unchanged.
25
We obtained the CCSM4 RCP6.0 scenario daily weather predictions from the Centre for Environmental Data Archival website, made available through the British Atmospheric Data Centre.
26 The data include predictions from January 1st, 2006 to December 31st, 2100
22 For more information see Peterson and Vose (1997) . We also perform some additional minor quality control. In some instances outliers cannot be confirmed through other sources and appear to be misplaced decimals. As a rule, we impute all observations with snow or rain greater than 1000 cm. We also drop a detector in Nevada that reported several temperatures above 5000
• C. 23 This drops seven counties from the total US sample: Aleutians East, Aleutians West, Bethel Census Area, Dillingham, Nome, Northwest Arctic, and Yakutat City all of which are located in Alaska.
24 Other scenarios represent extreme predictions. For example, the RCP8.5 scenario represents a fossil-fuel intensive future, while RCP4.5 represents a predominantly non-fossil fuel future. 25 We examine outcomes from climate scenarios RCP4.5 and RCP8.5 using CCSM4 output. We also report outcomes using prediction data from the A1B middle-of-the-road warming scenario presented in the Fourth IPCC Report using the Hadley 3 climate prediction model, which has been used in prior economics literature. See Appendix Tables H20 and Figure H .1 for the results from these models. 26 We use the CCSM4 model exclusively for future weather predictions because CCSM4 is one of the few for 0.94 degree latitude by 1.25 degree longitude grid points throughout the entire world.
27
Available weather variables include average, minimum, and maximum daily temperatures and rainfall and snowfall rates.
28
To assign predicted weather outcomes to counties, we use the same method that was used to assign observed weather to counties based on weather station locations. Here, for every county, we locate every CCSM4 grid point that is located within 200 kilometers of the county's centroid. The weather predictions at these grid points are then averaged to predict daily county-level weather using inverse distance weighting to the county centroid.
Other Data Sources
To predict the change in fatalities nationwide, we require the average daily fatality rate by county, which the accident files provide for 20 states. The Fatality Analysis Reporting System (FARS) tracks annual automobile fatalities for all states and provides information on the county in which the fatality occurred. This allows us to calculate average daily fatality rates from which to project changes in future fatalities. We sum the fatalities recorded by FARS data from 2000-2009 for each county and divide by the number of days to calculate this baseline fatality rate. We also use the FARS data from 1976 to 2010 in the appendix as a check on our main fatality results.
29 Finally, in regressions run on urban, suburban, and rural samples, we use the classification system of the National Center for Health Statistics generated by the CDC.
Summary Statistics
Our analysis uses weather data matched to accidents and travel demand for our primary estimation. For our simulation we use daily observed and predicted weather data to generate county-day measures of future weather. Table 1 presents summary statistics for our two primary data sets used in the estimation. Panel A gives key summary statistics on the matched accident data. These data consist of observations of county-day weather matched to counts of accidents and fatalities. Panel B gives statistics on the NHTS travel demand data. These data consist of daily weather matched to aggregate household VMT and trips in that 24 hour period. models that reports separate outputs for rainfall and snowfall. In contrast, most models report a single precipitation variable that combines rainfall and snowfall. Since we expect rainfall and snowfall to have different impacts on accidents and travel demand, it is crucial to use climate predictions that report separate values for each precipitation type.
27 CCSM4 predictions provide 365 days per year of weather predictions. 28 We convert temperature, reported in Kelvins, to degrees Fahrenheit and precipitation rates, reported in kilograms per meter squared per second to centimeters of precipitation. To convert the rainfall predictions to centimeters per day, we multiply the reported value by 8,640 (http://www.cpc.ncep.noaa.gov/products/ outreach/research_papers/ncep_cpc_atlas/2/cont_data.html). For snowfall, about 1 centimeter of snowfall represents 1 millimeter of water. To make our prediction data consistent with our observed weather station data, which do not report water equivalent snowfall, we must scale the predicted snowfall values. Therefore, we multiply predicted snowfall by 8,640*10 to convert the snowfall predictions to centimeters per day.
29 See Section C for more detail and Appendix Table H8 for results.
Panel A describes some key statistics of the SDS data by Census Region. Of the 46 million accidents in our data, 267,984 record a fatality, the vast majority of which do not involve a ULD mode. Additionally, there are 15 million recorded accidents with injuries, but not all states record injuries in all years. When aggregated by county-day, our unit of observation, we record the count of incidents for 6.69 million county-day observations and where no incidents occur, the day is assigned a count of zero.
30 In the average county there are 7.2 accidents per day per 100, 000 people, and 0.07 fatalities per day per 100, 000.
The summary statistics by census region reveal that there is considerable variation in temperature, rainfall, and snowfall between regions. We display the 5th, 50th, and 95th quantiles of temperature and the 75th and 95th quantiles of rainfall and snowfall. The Northeast is the snowiest region with 1.91 cm of snowfall at the 95th quantile. It also has the lowest accident rate, 3.6 per 100, 000 and fatality rate 0.04 per 100, 000. The Midwest has the largest temperature fluctuations with 61 degrees between the 5th and 95th quantiles. The South is generally warmer and rainier than other regions and has little snowfall, with a high accident rate 8.8 per 100, 000 and fatality rate 0.08 per 100, 000. The West is drier with less variation in temperature than other regions. This regional variation without location based fixed effects may be cause for concern if, for example, colder climate is correlated with public transportation in cities like New York, Philadelphia, and Chicago, while low-density car oriented cities like Los Angeles and Atlanta are located in warm regions.
Panel B describes the NHTS household travel survey data. Because the trip data is a random sample, it does not capture the total number of trips or miles driven in a county but has the benefit of wider coverage with observations in the majority of counties in all 50 states and the District of Columbia and is collected through the course of a year. These data provide information on 283, 857 households in 2, 944 counties. The data record 1.3 million trips with a total distance of 11.5 million miles. The average household in our sample drives 52.5 miles per day with a total of 6.2 trips. Households in the South take the fewest trips, 6.0 daily, but for the most number of miles, 55.2 miles. The Midwest takes the most trips, 6.5 per household, and the Northeast, with 49.3 miles per household per day, travels the fewest miles. The weather observed for these households is generally similar to the accident data, although the West is hotter and less snowy than in the accident data, due to the inclusion of additional states. 32 Comparing panels A and B we can see that CCSM4 generally predicts 5th quantile and median temperatures in 2006-2009 that are slightly colder than observed in the actual weather data from 2006-2009, while the 95th quantile is predicted to be slightly hotter than actually observed. This indicates the baseline CCSM4 data display excessive dispersion and that an error correction method targeting the mean may not adequately 30 We assume that if a county has observations in a given year, all days where no accidents are recorded are assigned a zero. 31 We show in Appendix Table H1 that all regions have some observations in each of the weather bins used in the specification.
32 In Appendix Table H3 we report disaggregated statistics by state for our observed weather station data for 2006-2009. correct the extreme events. The table indicates that CCSM4 predicts rainfall well, however it over-predicts snowfall, both in frequency and in amount. Comparing Panel B with Panel C we note that CCSM4 predicts warmer temperatures, a slight increase in rainfall (0.14 cm at the 95th quantile), and much lower snowfall. Table 2 also demonstrates why error correction is important. Without error correction, one might conclude that global warming would change temperatures less than CCSM4 predicts, because CCSM4 2006-2009 is a colder baseline than the observed data. In our application where snowfall is important, without error correction the naive comparison of observed data with CCSM4 2090-2099 would suggest that climate change will increase snowfall for all regions except the Northeast.
Estimating the Effect of Weather on Accidents and
Travel Demand
Estimation Methodology
This section details the econometric framework we use to determine the effects of weather on accidents and travel demand. Our main analysis uses a Poisson regression model because the distributions of our dependent variables are nonnegative and skewed. We first describe the estimation of accidents which is the framework used for fatalities, injuries, and PDO accidents. Next we describe the estimation of travel demand in terms of daily trip count and miles per trip for LDVs, ULD modes, and public transit.
Accidents
We chose a Poisson model for our initial analysis based on several aspects of our data. Accident counts are all non-negative, integer-valued random variables. For data characterized as a counting process, the Poisson distribution is the benchmark model (Cameron and Trivedi, 2013) . Poisson regression will yield consistent estimates provided the conditional mean is correctly specified.
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We assume that the count of accidents on date d in county c given x d,c are Poisson distributed with density
We specify the mean µ using the conventional exponential mean function: The appropriate functional form of the daily weather variables is unknown and we adopt the semi-parametric approach of Deschênes and Greenstone (2011) . This concern is particularly relevant here where even after controlling for precipitation, there may be differential effects above and below freezing that could be difficult to capture using a parametric specification. 34 We assume that the impact of temperature is constant within 10
• F intervals, and constant for rain or snow falls between 0.0 cm< x ≤ 0.1 cm, 0.1 cm< x ≤0.5 cm, 0.5 cm< x ≤1.5 cm, 1.5 cm< x ≤ 3.0 cm and 3.0 cm< x.
35 Because drivers who are unaccustomed to snow may face an elevated risk, we also create an indicator variable for snow of more than 0.1 cm following a month without any recorded snow.
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Our preferred empirical estimates include lagged variables of weather. The motivation for including these lags is that unfavorable travel conditions may cause individuals to delay travel. We therefore include lags of temperature and precipitation by one day, or one week, to account for this inter-temporal displacement.
37 In our setting we include shorter lags than are typical in this literature because it is unlikely that weather is bringing forward accidents that were bound to happen at a later date, but weather may defer trips increasing rates at a later date, although the time-span for such deferment is unlikely to be longer than a week.
Consistent estimation of Equation (10) requires that we control for unmeasured shocks that covary with weather. Both regressions include a set of state-county-year-month fixed effects to capture all unobserved determinants of incidents that vary at the county and monthly level.
38 These fixed effects absorb both temporal and spatial changes related to 34 For example, even after several days without snow, melting and refreezing may create slick roads. 35 The primary restriction of bin choice lies in the NHTS household survey data, which more limited than the SDS data for observations on days with extreme weather conditions. We have run specifications with more weather bins for our non-fatal accident and fatality regressions (see Appendix Table H9 ) and find nearly identical results with those estimated here.
36 In robustness tests included in Appendix H, we also create a variable for infrequent rainfall after one month of no rain. This variable will also capture the effect of oil or debris that may be dislodged by infrequent rainfall.
37 In many other fatality settings, for example respiratory illness, there is a concern that inclement weather may only harm those who were likely to die shortly thereafter and this literature has stressed the inclusion of lags sufficiently long to capture the net effect (Deschênes and Moretti, 2009 ). In the main text we report the sum of coefficients from the contemporaneous and lagged weather. Appendix Table H6 gives the full disaggregated set of coefficients. We also include specifications with longer lag periods and more weather bins. In Appendix Table H14 we also examine aggregation of our data to the monthly level.
38 In Appendix Tables H8, H12 and H13 we report estimation results for models that include state-month, population, employment, and gasoline prices, as well as policy changes such as drunk driving laws and graduated drivers licenses. Conditioning on these fixed effects, we identify α j , β j and γ j from weather deviations within a county in a given month. Once controlling for these factors, it seems plausible, due to the random nature of weather, that weather is orthogonal to unobserved determinants of accidents and travel demand.
The first two moments of the Poisson distribution E[Y ] = µ and V [Y ] = µ show the equidispersion property that is often violated. The presence of over dispersion, while still providing consistent estimates, will inflate the t-ratios in a Poisson model. To correct the standard errors we block bootstrap at the annual level.
VMT and Trips
To model travel demand we fit the following equation:
We avoid log-linearizing and then estimating the equation using OLS for several reasons. First there are some households that have zero daily trips or miles for which log-linearization is infeasible. Second, as shown by Santos Silva and Tenreyro (2006), Jensen's inequality implies that interpreting the coefficients from such an estimate as an elasticity can be incorrect in the presence of heteroskedasticity. Instead we estimate Equation (11) using Poisson regression. 39 The covariates include county-year-month fixed effects, first snowfall, and controls for household characteristics. These controls include the household size, the number of adults, vehicles, and workers in the household, the NHTS defined lifecycle stratum and income group, race, and the day of the week on which the household was followed.
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The estimation procedure is identical to that of Equation (10) except that we now bootstrap the standard errors at the state-by-survey year level.
Results

Estimates of the Impact of Weather on Accidents
We estimate Equation (10) for three mutually exclusive and collectively exhaustive types of accidents: accidents involving a fatality, property damage only (PDO) accidents, and accidents involving an injury. Table 3 presents the estimates of the impact of temperature, rainfall, and snowfall on these three types of accidents. We present the sum of the current and lagged coefficients to account for any inter-temporal offsetting that may occur for a county-year fixed effects, which are often used in studies with more aggregate data and find results that are similar in sign and magnitude.
39 In Appendix Table H15 we examine other functional forms of our trip demand model, including the Inverse Hyperbolic Sine Function.
40 Specifications excluding controls given in Appendix Table H16 .
given weather fluctuation. In each regression, the temperature bin of 50-60
• F is omitted implying that each estimated coefficient is the percent change in accidents compared to a day at 50-60
• F. Bins for rainfall of 0 cm and snowfall of 0 cm are also omitted. The initial set of columns, (1) through (5), display point estimates associated with weather variables on fatalities. In column (1), our central specification, we find that temperature has a strong and statistically significant effect on fatalities. Compared with a day at 50
• F, fatality risk rises from -14.3 percent at <20
• F to 9.5 percent for a day at >80
• F. The estimated effects for precipitation are somewhat complex. While snowfall increases fatalities, rainfall decreases total fatalities. We suspect this is because drivers avoid trips or drive cautiously enough to reduce overall fatality risks on rainy days, which we will confirm with our PDO accident and travel demand regressions.
41
The following columns examine the source of these effects and test the robustness of our fatality result. In column (2) we estimate the daily count of fatalities, omitting fatalities where any party involved was a ULD mode leaving only fatalities where all parties were LDVs.
42 The estimated coefficients are small and generally insignificant with one potentially important exception being the >80
• F bin with a 5.4 percent increase in fatalities. If this increase was due to more drivers on the road we could attribute this effect to exposure but, as we will show in the travel demand estimates, the hottest days are associated with less travel which is consistent with heat aggravating an existing risk. The effects from rainfall are also largely removed but snowfall effects remain positive.
Column (3) uses only the sample of fatalities where at least one party traveled by a ULD mode. The effects are extremely large. Compared with a day at 50
• F, a day below 20
• F sees a 61 percent decrease in fatalities, while a day above 80
• F sees an 18 percent increase. These magnitudes are large because ULD accidents are a relatively small share of fatalities. With a small base, a change of a few fatalities will result in a large percentage change. Together columns (2) and (3) suggest that ULD fatalities may be a minority of total fatalities but they are the primary mechanism of the temperature-fatality relationship found in column (1). Although it is possible that heat somehow makes an existing set of ULD trips more at risk, this seems unlikely. If cognition were the primary factor one would expect the minimum number of fatalities to occur between 60
• F and 80
• F when comfort is highest but instead we find the minimum at days where temperatures are below freezing.
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In column (4) we consider the possibility that weather may affect behavior beyond the one-day lag of our main specification in column (1). In this specification we include 41 Note that the number of observations changes between regressions and is larger than the total count of fatalities in our dataset. This is because all days within a county-year-month are included many of which are zero. Whenever a county-year-month group has only zero outcomes, the group is omitted, reducing the sample size for regressions such as that in column (3) because ULD crashes are relatively rare. In Appendix Table H8 under the column titled FARS we also estimate our fatality model, Equation (10), using the FARS records of fatal accidents between 1976 and 2013 finding results are nearly identical to those that we find with the SDS data. See Appendix C for a detailed description of FARS. These data cover only fatal crashes but in all states.
42 We also include heavy-duty vehicles over 4,000 lbs. 43 In Appendix D we estimate models of compositional changes to hold fixed the number of daily accidents. We find that given an accident the likelihood that it involves at ULD vehicle increases with temperature. We also find that fatalities are no more likely to involve alcohol, young drivers, or males as temperatures increase.
additional lags for the entire week and find that the sum of the contemporaneous and all lagged coefficients is nearly identical to that with only a single lag.
44 Column (5) examines only the set of counties considered large or medium metro counties by the National Center for Health Statistics 2006 Urban-Rural Classification Scheme. The gradient of point estimates from coldest to hottest temperature bins remains as strong as when estimated from the entire sample, suggesting that our results are not driven by counties with low population.
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In column (6) we examine the daily PDO accident count as a function of weather. We find that heat does not increase accidents over 50
• F. If the mechanism for increased fatalities was cognition or aggression it would be surprising that small crashes follow a different pattern. We mostly find effects of temperatures below freezing, which could be due to persistent ice. We also find that rainfall or snowfall increase PDO accidents. Our largest rainfall coefficient is associated with the > 3 cm bin, indicating that PDO accidents increase by 18.8 percent over a day without rainfall. The effect of snowfall is more than two times larger with a day of > 3 cm snowfall increasing PDO accidents by 43.3 percent. This suggests that precipitation generates more accidents but drivers, either through reduced trips or careful driving, reduce the per accident fatality rate. In the case of rainfall these behavioral changes lower the total fatalities but for snowfall the increase in accidents is so large that the total fatality rate increases, albeit less than the accident rate.
Finally column (7) reports the effect of weather on accidents with at least one injury but no fatalities. There is a slight positive association between temperature and accidents with injuries. The precipitation effects display a similar pattern as those for accidents but of a smaller magnitude. For example a day with snowfall of > 3 cm is only associated with an increase in injuries of 25.9 percent. Broadly these results are a transition between PDO accidents and fatalities.
Estimates of the Impact of Weather on Travel Demand
The estimated effects of weather on daily fatalities are suggestive of an exposure mechanism for ULD accidents but the mechanism for the remaining LDV effects is unclear. In this section we further explore these mechanisms using the NHTS logs of daily household travel. Table 4 gives the point estimates and standard errors for a regression of weather on several aspects of travel demand. Our coefficient estimates are again the sum of contemporaneous and lagged effects.
46 Given the limited amount of data, statistical precision is lower than in the prior section, but some broad patterns are found in these results.
The estimates in column (1) indicate that mean daily temperatures below 20
• F see 7.6 percent fewer LDV miles per household. Warmer days do not show evidence of a statistically significant change in demand but the bin above 80
• F does have a negative point estimate.
44 This specification also removes the possibility our effects are individuals simply picking the warmest day of the week for discretionary travel or ULD travel as exercise, helping to differentiate between relative and absolute effects.
45 Because the fixed effect specification removes all county-year-month groups without any variation, the central specification will generally contain more urban counties. We also estimate models of adaptation in the Appendix to identify whether safety technology or driver behavior has altered the relationship between weather and traffic accidents. We find little evidence that the relationship has changed in the past 20 years. See Appendix E for details.
46 See Appendix Table H7 for the disaggregated results.
This provides some evidence that the increase in LDV fatalities above 80
• F cannot be attributed to additional driving and exposure as a mechanism. Similarly the point estimates for precipitation are marginally significant but consistently negative. For LDVs it appears possible that precipitation and possibly hot weather aggravate an existing risk and avoided trips are an additional defensive expenditure.
Because our travel demand estimates are based on a self-reported survey, we believe households record trip count with more precision than miles. While miles are a complete measure of adjustment, distance can be difficult to judge and is often rounded. In column (2), we examine the total trip as a function of weather. We find similar patterns as the total miles regression but the bin above 80
• F finds a larger effect and greater precision, again showing avoided travel.
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In columns (3) and (4) we present results with only ULD travel by households. In column (3) we document a positive correlation between temperature and ULD miles below 50
• F. Above this temperature the point estimates continue to grow but are not precisely estimated. Comparing these estimates with those in column (1) we can see that the changes in demand are an order of magnitude larger than for LDV travel. On days below 20
• F demand decrease by 76 percent. As might be expected these exposed modes of transit are also unpopular on days with precipitation. The ULD trip count, estimated in column (4), shows that cold temperatures and rainfall also decrease the trip demand. The general pattern confirms our earlier fatality results that ULD demand is closely linked to temperature.
The final column, (5), examines only trips taken with public transit options such as bus and subway. Our strongest results come from cold days when users reduce trip demand. Although not measured with precision, the point estimates are negative for hot days when waiting for buses and subways is more unpleasant.
Several general observations can be made from these estimates. In Table 4 we find no evidence that ULD travel is reduced as temperature and fatality risk increase. This suggests an exposure mechanism. For LDV travel a different picture emerges where elevated fatality risk on days above 80
• F (or accident risks on cold, rainy, or snowy days) reduces demand, suggesting reduced LDV travel is a defensive action against aggravated risk due to weather.
6 Simulation of Future Outcomes
The estimates above present a mixed picture of the effect of climate change on traffic accidents. While our estimates suggest warmer temperatures will result in more fatalities, a transition from snow to rain will reduce fatalities. It is also possible that changes in travel demand will offset or exacerbate these costs. In this section we use predicted future weather data to examine the welfare changes from each of these weather changes. Simulating 47 In the appendix we combine distance with the duration of the trip to generate speed. Speed can be a function of driver choice but also of congestion, complicating interpretation of the speed estimates. But one might be concerned that deadly crashes were generated by higher intensity crashes. In Appendix Table H17 we do not find any evidence that fatalities are due to speed effects. If anything, drivers reduce speed on days with temperatures over 80
• F and when there is snowfall, again suggesting defensive behavior. 48 These results are robust to alternative functional form assumptions. We estimate an alternative model that can handle zero values, the Inverse Hyperbolic Sine, in Appendix Table H15 and find that our results are broadly consistent with those reported using the Poisson model. these changes requires a baseline and a predicted future outcome. It is natural to use observed weather as the baseline and the output from climate forecasting models as the future. A common problem arising with this set up is that the current observed weather can be very different from the current weather predicted from the model. Failure to correct for this discrepancy will lead to biased estimates. Prior correction methods typically adjust either the current observed weather or prediction data by adjusting mean outcomes. This is problematic because, as noted in our summary statistics, global warming involves not only shifting mean values, but also increased variability in weather.
In this section we initially describe the framework of how our estimates from above are applied to a new distribution of weather outcomes generated by climate change. Then we examine in depth how that new weather distribution is developed from climate models taking account of the baseline error inherent in these models. We first describe the existing methods and discuss cases where they may result in counterintuitive results. We also illustrate some of these concerns with an example. Finally we provide an improved methodology inspired by techniques used by climate scientists.
To calculate the change in accidents we sum the daily changes to each county:
where ∆y d,c is the predicted change in accidents on day d in county c.
To calculate the daily changes in accidents, we multiply the baseline accident rate in the county with the percent change in accident rate for each weather measure:
The α j , β j , γ j and α j −1 , β j −1 , γ j −1 terms denote our estimated contemporaneous and lagged coefficients from Equation (10), respectively, which are summed to give the net effect of a day with particular weather conditions. The T 
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Because our SDS data only has fatality rates, y d,c , for 20 states, we use FARS data to generate average daily fatality rates at the county level. ULD fatalities, injuries, and PDO accidents, we project the county baseline using a Poisson model by regressing the outcome variable (e.g. LDV fatalities) on the fatality rate and population by county for the counties in the SDS data and use the estimated coefficients to impute missing counties. For our trip demand simulations we use the observed average per household in each county in our NHTS sample and where no NHTS data is given in a county, we apply the national average. 51 This daily household value is then multiplied by 365 days and the number of households in the county as taken from the census.
Evaluating Equation (12) requires obtaining estimates of future weather predictions. We base our weather predictions on the CCSM4 RCP6.0 Scenario which includes daily (minimum, maximum and average) temperature and precipitation throughout the United States. Problematically these models do not predict weather at a county level but rather at equally spaced grid points. This implies that what the model predicts in the baseline years from 2006 to 2009 will not match observed weather outcomes particularly in areas with complex terrain (Wilcke, Mendlik and Goblet, 2013) . If these baseline discrepancies are not adjusted, the simulation will generate changes that are the result of this baseline discrepancy as opposed to changes in weather. In the next section we detail the short comings of prior methods used to correct this discrepancy and compare them with quantile-based methods, base on methods developed in the climate science literature.
Prior Calibration Methods
Traditionally, economists have corrected biases between the baseline observed data and the baseline predicted data from models like CCSM4 with an additive term or a multiplicative factor to match means (Deschênes and Greenstone, 2011; Ranson, 2014) . We characterize these methods as four unique corrections: predicted additive, predicted multiplicative, observed additive, and observed multiplicative. Although in theory any method can be used, additive methods tend to be used on temperature, while multiplicative methods tend to be used on precipitation.
A predicted additive correction adds a value to each future prediction (CCSM4 2090 (CCSM4 -2099 , where the correction is defined by
The value of the correction term is the average of the difference between the baseline CCSM4 prediction (2006) (2007) (2008) (2009) , denoted by x d,c , and the observed weather station data, denoted by x d,c , for a given weather variable and predefined time period τ . The term N τ represents the number of days observed in the time period τ . The time period τ can be as short as a single day to as long as an entire decade. 52 The correction term is then added to the CCSM4 future prediction, denoted by x d,c , to obtain a corrected future prediction:
51 These averages are generated across all of our NHTS data. 52 The choice of the time period varies across studies. For example, Deschênes and Greenstone (2011) calculate errors for each county by day of year by computing the difference between county by day of year specific average temperature from observed weather data and CCSM4 predictions during the baseline period. Ranson (2014) calculates errors for each county by month of year.
A predicted multiplicative correction takes the product of the CCSM4 future prediction and a multiplicative factor:
The term ν τ,c is defined as
The term ν τ,c is the ratio of the average observed weather station data and the average CCSM4 baseline data for a given month and county. Another class of correction method uses the current observed distribution as its base and adds or multiplies the change observed in the CCSM4 prediction. For the additive observed correction a projected change is added to each outcome in the observed weather. The change is defined by
The correction term is then added to the observed weather data, x d,c , to obtain a corrected future prediction:
The multiplicative observed correction scales each outcome in the observed weather, where the scaling factor is defined by
The correction term can be multiplied by the observed weather data, x d,c , to obtain a corrected future prediction:
Our concerns with existing methods fall into two categories. First, they can only correct biases in the mean and not other moments of the distribution. Failing to match higher order moments may lead to unrealistic weather changes. One benefit of the observed additive correction, which has been used in recent work (e.g. Schlenker and Roberts (2009); Ranson (2014) ), is that corrected future data will not have dispersion or compression of weather values that is purely the result of baseline modeling error. The drawback is that where CCSM4 predicts a change in weather variability, it will be omitted from the simulation.
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Second, existing correction methods often imply unreasonable corrections to daily precipitation variables, which have many zeros. Although additive methods are generally not used for precipitation, if ξ τ,c > 0 or ψ τ,c > 0, then the corrected rainfall prediction will shift all days with zero precipitation to a positive value. Prior studies have instead corrected precipitation with a multiplicative method. This correction can, nevertheless, be problematic. If d∈τ x d,c = 0, which is likely to be the case for snowfall in many places or 53 Changes in weather variability are of particular interest for projecting crop yield changes (Schlenker, 2006) . rainfall dry counties, ν τ,c is undefined.
54 Thus any correction method must be performed at a highly aggregate level and is sensitive to trace precipitation. 55 The multiplicative correction method also has no ability to generate or remove trace precipitation days and can only scale up or down already existing precipitation.
In Panels (a) and (b) of Figure 1 we illustrate these concerns using a temperature distribution from a representative county.
56 Panel (a) depicts the PDF of observed daily mean temperature data, the CCSM4 2006-2009 baseline prediction, and the CCSM4 2090-2099 future prediction. CCSM4 predicts a baseline mean temperature of 40.0
• F, which in this particular county is nearly equal to the observed mean temperature of 41.0
• F. Crucially, the dispersion of the baseline CCSM4 data is much higher and it predicts more extreme temperatures in 2006-2009 than were actually observed. The future CCSM4 prediction of mean temperature is 48
• F, which is an 8 • F increase. While CCSM4 predicts that all days increase in temperature, this increase is disproportionately large for days which were already warm. In this example, the CCSM4 predictions suggest that the hottest days are nearly 20
• F warmer, while the coldest are only 5
• F warmer. In Panel (b) we demonstrate the additive mean-matching correction methods used in prior papers for temperature. Because the initial means are nearly identical, the predicted additive method does not substantially transform future CCSM4 weather outcomes. This method implies that there will be an increase in the frequency of days below 20
• F, even though it is obvious from Panel (a) that all days become warmer. The implications for hot days are also somewhat unrealistic. The hottest days increase by more than 40
• F. No shift of this magnitude is seen between the CCSM4 baseline and future predictions.
For the observed additive method, all days are shifted up by 8 • F. While this method does not spuriously generate colder days, all days warm by an equal amount; this translation omits the change in dispersion that characterized the CCSM4 prediction. In Appendix G we produce a similar figure illustrating the outcomes of the multiplicative methods. The concerns, however, are similar.
57 When matching only the mean, broader changes in the distribution are forced and are often unrealistic.
Calibration using a Quantile-Mapping Method
To correct these biases with more intuitive outcomes, we draw on quantile-based methods used by atmospheric and climate scientists (Wilcke, Mendlik and Goblet, 2013) . The major advantage of this method is that it corrects all moments of the distribution, not just the mean. With these methods, it is possible to have positive corrections to some parts of the distribution and negative corrections to others. Our method consists of three steps: defining the Empirical Cumulative Distribution Function, solving for and applying the error correction, and correcting for any wet bias. 54 In some cases when d∈τ x d,c is slightly greater than zero, ν τ,c can be large, which is unrealistic as most climate models predict modest changes in precipitation.
55 Trace precipitation is defined as daily rainfall or snowfall less than 0.01 inches or 0.0254 cm. 56 The data that we used to generate these distribution functions are taken from Orange County, CA; however, we have shifted and enhanced some features to aid in exposition.
57 Figure H .2 in the appendix uses a different CCSM4 2090-2100 distributional change (an upward translation) and shows how multiplicative methods can generate spurious effects.
Quantile-mapping methods generate a corrected prediction by comparing Empirical Cumulative Distribution Functions (ECDF) for each weather measure X ∈ {T, R, S}. The researcher must pick the relevant geographic area and time window from which to generate these functions. In our simulation, we construct these for the average year at the county level, c, based on 10 years of data. Once the ECDF is generated, we take the inverse. This generates three inverse ECDFs: the observed baseline, Φ −1 X,τ,c (·), the CCSM4 baseline prediction, Φ −1 X,τ,c (·), and the CCSM4 future (uncorrected) prediction, Φ −1 X,τ,c (·). These three functions allow us to solve for the error correction. For a given observed weather outcome x d,c , we compute the cumulative probability of achieving that outcome in the observed baseline data, denoted by p:
Next, we evaluate the difference between the baseline CCSM4 ECDF and the future prediction CCSM4 ECDF at the probability p:
We then add the difference to the current weather outcome to generate an error-corrected weather prediction:
The method is illustrated in Panels (c) and ( • F. This correction increases the temperature to 38
• F in the future corrected outcomes. This non-parametric correction is applied to each quantile, generating the inverse ECDF denoted by the dotted red line. Panel (d) shows the final corrected pdf, which indicates both increasing temperatures and increasing dispersion, mirroring the changes predicted by CCSM4.
For precipitation measures, a few other corrections must be made. First, the correction must be bound from below by zero:
Second, when precipitation in the observed baseline is less frequent than the predicted baseline, and the future prediction indicates more precipitation, the "wet bias" must be corrected. 59 This set of circumstances is illustrated in Panels (e) and (f) for a hypothetical county where we exaggerate outcomes to aid in exposition. In this county, 20 percent of all days currently receive no rainfall. For this county CCSM4 predicts an increase in rainfall.
58 See Appendix G for a slightly modified version of the quantile mapping correction method that uses the CCSM4 baseline weather data to establish the probability p. The two methods generally give nearly identical results.
59 Wet bias is a common phenomenon in climate prediction research and occurs when quantile mapping methods are applied in settings where dry day frequency in prediction models is higher than in the observed weather data. See Wilcke, Mendlik and Goblet (2013) for more details.
Without wet bias correction, any dry day will be mapped to a positive precipitation amount of Φ −1 X,τ,c (0.175)−Φ −1 X,τ,c (0.175) = ∆x d,c = 0.1 cm. To reduce the number of days with rainfall, we randomly draw precipitation days from the future predicted ECDF below the point where the baseline predicted ECDF is 0. Specifically, we randomly draw from Φ −1 X,τ,c (p ≤ Φ X,τ,c (0)). This reduces the number of days with trace rainfall to match the CCSM4 model prediction. Table 5 summarizes the results of our simulation and welfare calculations using our quantile mapping method. Each simulation in Panel A details the changes in accidents or travel demand from each weather component as well as the 95 percent confidence intervals.
Results
Simulation Results using Quantile Mapping
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Column (1) reports the effect of weather from 2090 on fatalities using our estimates from Table 3 column (1). The reduction in snowfall and increase in rainfall result in reduced fatalities. These effects are more than offset by the increased fatalities due to temperature. The net change in fatalities is an increase of 397. Applying the DOT's VSL at $9.1 million, these fatalities have a cost of $3.6 billion. When discounted using a 3 percent rate, this has a present value of $360 million.
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Columns (2) and (3) attribute these costs to LDV and ULD crashes using the estimates of columns (2) and (3) from Table 3 . These results suggest that LDV fatalities will increase by 63 annually but these estimates are not distinguishable from zero, while ULD fatalities will increase by 298.
62 Therefore we cannot reject the possibility that the entire increase in fatalities will be due to ULD crashes.
We estimate welfare changes stemming from changes in demand for LDV and ULD travel using terms W T P m and W T P b in equation (8).
63 Column (4) applies the estimated LDV mile demand effects estimated in column (1) of Table 4 to future weather outcomes. The increase in miles generates a benefit of $48 million although the 95 percent confidence interval overlaps with zero and we cannot reject the possibility there are defensive expenditures that carry additional costs.
Column (5) uses the ULD mile demand estimates from column (3) of Table 4 . ULD miles will be expected to increase by 0.98 billion by 2090 carrying a benefit of $315 million.
60 These confidence intervals incorporate the uncertainty of our point estimates but not the uncertainty across various climate change models. These are generated by drawing from a normal distribution with the mean and standard deviation of coefficient estimates given in Table 3 . These draws are then applied to the predicted weather effects in each decade. From these values the mean and 95% confidence interval are calculated. When summing across decades, the mean and 95 percent confidence interval are assigned to the midpoint of the decade and linear interpolation is used between those years. 61 We do not adjust the VSL amount for future changes in income. We use a 3 percent discount rate to be consistent with DOT assumed rates .
62 Because these are taken from the estimates in Table 3 they do not sum to 397 but are not inconsistent with this value.
63 To calculate the change in demand from our estimates, we multiply the estimated percent change in demand times the number of miles taken daily in the county. To generate the daily number of miles, we use the average number miles across households in the county in the NHTS data, which are multiplied by the number of households in the county. Miles are priced based on the average fatalities per LDV or ULD mile times the VSL.
This value is statistically different from zero and would offset 88 percent of the total fatality costs.
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Column (6) uses our accident regressions from Table 3 Column (6). Because PDO accidents are negatively correlated with temperature, weather from 2090 would decrease the number of PDO accidents by 22,485. We evaluate these costs using a value per PDO accident of $10,633 with a total benefit of $18 million.
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The net effect on injuries, given in column (7) is an additional 4,909 in 2090. Because the relationship between temperature and injuries is flatter than fatalities, the 95 percent confidence interval overlaps with zero and in many near-term intermediate years there is a decrease of injuries. We evaluate these at $141,677 per injury, which is the frequency weighted average of the five injury levels recognized by the DOT's Maximum Abbreviated Injury Scale.
66 This generates an additional cost of $94 million. Panel B aggregates results from 2015 through 2099. The total net present cost of an additional 18,603 fatalities is $39.9 billion.
67 We find that the benefits of ULD travel are $34.1 billion. These benefits would offset more than 85 percent of the fatality damages and we cannot reject full offsetting.
68 Taken together, our results suggest that excluding exposure benefits from cost-benefit analysis can dramatically overestimate the expected net costs from climate change. Figure 2 illustrates the effect of end-of-the-century climate change on traffic accidents by plotting impacts for each county in the United States. Panels (a), (b) and (c) map the net effects of climate change on traffic fatalities, injuries and PDO accidents, respectively. Counties colored red are predicted to see an increase in fatalities, while blue colored counties are predicted to see a decrease in fatalities. The deeper the color, the larger the magnitude of the effect. The ranges for each color are in terms of average annual fatalities per 100,000 people. Panel (a) shows that nearly all counties are predicted to see an increase in the rate of fatalities per person except some interior regions in the north-west. For injuries that appear in Panel (b), much of the country will experience an increase in injures, except for a swath 64 We reiterate that these terms are derived from a stylized framework that leaves out several features that may influence travel demand and thus alter the welfare calculation. For example, due to the lack of appropriate data we cannot measure the welfare gains from improvements in trip quality as temperature increases from cold to warm. These effects are likely positive for both travel modes, implying that we are underestimating the welfare gains from increases in travel demand stemming from climate change. 65 We use the per vehicle value of 'property damage only' crashes from Blincoe et al. (2014) and multiply this by the average number of vehicles per crash of 1.75.
66 This standardized scale was developed by the Association for the Advancement of Automotive Medicine. We use the weights of police reported injury levels from Blincoe et al. (2014) . These include costs for quality of life, medical, property damage, congestion, insurance, market and household productivity, and legal costs.
67 In Appendix H, we present net present cost estimates under the several other warming scenarios and prediction models. Table H20 shows that under the RCP4.5 scenario, the would be 18,115 fatalities from 2015 to 2099 with a total net present cost of $44.7 billion. The RCP8.5 scenario would generate 33,376 fatalities and costs of $73.5 billion during that time span. The Hadley 3 A1B scenario generates 27,493 fatalities for a total cost of $62.6 billion.
68 It is important to note that offsetting can be sensitive to the climate scenario used because there can be substantial variation in the timing and location of weather changes. These additional trips are evaluated by their price which only incorporates the risk of a fatality. We do not incorporate accident or injury costs because FARS does not track these and the SDS data only track crashes involving LDVs. We also evaluate LDV trips only using fatality costs, excluding other costs such as time and gasoline for consistency.
from Michigan and Ohio through Oklahoma, northern regions bordering Canada, and south Florida. In contrast, we see in Panel (c) that a majority of counties will experience a reduction in PDO accidents, although a significant number of counties in the south and south-west experience an increase. The effect of climate change on PDO accidents are dominated by the transition of days with snowfall to rainfall, as the temperature coefficients are small and the heavy snowfall coefficients are much larger than the corresponding heavy rainfall coefficients. Table 6 presents the comparison between our quantile-mapping method and the methods common in the literature that are based on the mean. Column (1) repeats our predicted change in fatalities for the decade 2090-2099 with 95 percent confidence intervals given in brackets. We note that our earlier summary statistics from Table 2 showed that future weather was broadly characterized by higher temperatures, increased rainfall, and decreased snowfall. While population is not evenly divided between all counties, intuition suggests that our results should broadly align with these national trends where temperature changes increase fatalities while snow and rainfall effects are negative.
Comparison of Weather Correction Methodologies
First we examine columns (2) and (3) with CCSM4 2090 predicted data as future weather, but correct that prediction based on the baseline discrepancy between observed weather and CCSM4 2006-2009 predicted weather. This is accomplished with either an additive term in column (2) following equation (15), or a multiplicative term in column (3) following equation (16). Examining snowfall for both methods we find an increase in fatalities by 406 and 307 annually. This result is counterintuitive given our positive point estimates for snowfall in Table 3 . A decrease in snowfall should reduce snow-related fatalities.
In columns (4) and (5) we simulate fatalities using the additive observed method given in equation (19) , and multiplicative observed method given in equation (21), respectively. These methods generate future weather outcomes by adjusting the current distribution of weather such that the mean changes by the amount predicted by the CCSM4 simulation between 2006-2009 and 2090-2099 . Here we focus on rainfall. Nationally we expect rainfall to increase, and with negative point estimates for rainfall effects in Table 3 , there should be a decrease in fatalities. Therefore it is unsurprising that fatalities decease. What is surprising about the additive method shown in column (4) is the magnitude, which indicates a decrease of 433 fatalities. This large result is likely due to counties with a predicted increase in rainfall where a common additive term will change all zero events to positive events resulting in hundreds of days with trace rainfall. By contrast a multiplicative correction, such as that demonstrated in column (5), can only adjust rainfall by changing the quantity on preexisting nonzero events. This implies that frequency will never adjust and that most of the adjustment will occur on extreme events.
69 This could explain the small change in fatalities of -12. While the comparison given in this table does not prove our method is correct, we find our results to be intuitive given the summary statistics of weather changes predicted by CCSM4. Many of the discrepancies between methods seem likely due to the mechanics of matching only the mean. Most prior work in this literature has focused on temperature where we find that the confidence intervals generally overlap between all methods, but it is unclear if this result will hold more generally. Where rainfall and snowfall are important, as in our context, the quantile-mapping method overcomes drawbacks of prior methods.
Discussion
There are several relevant caveats to our predictions of future fatalities. First, there are many aspects of automobile demand that may change given the time scale involved. Car ownership rates in the United States are among the highest in the world and may change substantially. Public attitudes, city structure, congestion levels, and energy prices could change driving behavior in unexpected ways. As an example in 2008 the number of fatalities was 34,172, while one year later fatalities were 30,862 due to reduced driving from the recession.
Second, even if all 397 additional deaths are due to voluntary exposure, this is not an argument against public policy to reduce this number. Increased fatalities may change the cost-benefit analysis of a particular policy. There is also a lot of room for policy to reduce fatalities. A gasoline tax of roughly $0.17 would reduce miles sufficiently to remove these fatalities.
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Another limitation of our welfare calculations is that they do not incorporate adaptation. Adaptation may come in the form of private or public adaptation to warmer, rainier weather. Although regressions shown in the appendix do not find evidence that the marginal effect of weather on fatalities is different between cold and hot locations or has changed over the past 20 years, 71 it is possible that individuals will invest in adaptation. Driver-assistance technology (e.g. automatic lane changing) and autonomous vehicle technology are two key examples of technology that may help to avoid fatal interactions with ULD vehicles. Leaving these potential technologies out of our welfare calculations imply that our estimates overstate the long-run impacts of climate change.
But there is also reason to worry that the role of private adaptation is limited. Any optimal private response to changing fatality rates requires that accident costs be internalized (White, 2004) . Most states use "contributory negligence" whereby damages are assigned in proportion to fault. But provided the driver is not negligent, there is no incentive to avoid heavy pedestrian areas, maintain larger distances from bicycles and motorcycles, or to avoid automobile travel all together on warm days when these risks are high.
Finally, our estimates do not account for the possibility that individuals could migrate away from affected areas, as a form of private adaptation. If the fatalities we estimate are due to voluntary exposure, migration should not be expected, and the migration patterns of the U.S. in recent decades have generally been towards warm regions. Because our measure of voluntary exposure does not offset all costs, some of our estimates may be due to aggravated risk, which would encourage migration. Previous estimates of migration in response to climate change suggest that migration from hot to cool regions will be modest (Albouy et al., 2013) . Migration and other forms of private adaptation reduce the costs of climate change, so including them in our framework would lower our computed costs.
Conclusion
This paper estimates the impact of weather on traffic fatalities, injuries, and PDO accidents as well as total trip demand. We exploit plausibly random day-to-day variation in weather to show that fatalities increase with snowfall, decrease with rainfall and are positively correlated with temperature. The evidence suggests that much of these effects are due to interactions with pedestrians, bicycles, and motorcycles. We apply these estimates to a climate change scenario RCP6.0, a balanced growth scenario of fossil and non-fossil energy sources resulting in 2.3
• C (4.2 • F) of warming by the end of the century across the United States. The climate data is corrected for use in our simulation using a quantile-mapping methodology that allows us to account for baseline modeling error while allowing for changes in the distribution beyond the mean. We find that while the shift from snow to rain will save roughly 72 lives annually, temperature increases will cause 468 additional fatalities. The net annual increase will be 397 fatalities by 2090. But when deaths involving pedestrians, bicyclists and motorcyclists are removed, the increase is no longer statistically different from zero. It is possible that some fatalities are due to psychological effects or changes in aggression but most evidence points to voluntary exposure as the primary mechanism of increase. We find that these fatalities carry a total net present cost of $40 billion by the end of the century. Increased benefits from travel that capture the benefits of voluntary exposure, however, offset more than a 85 percent of these costs.
One broader implication of this research is that voluntary exposure is an important mechanism for understanding the welfare implications of climate change. Our estimated effects appear to be the result of individuals being drawn outdoors and using forms of transportation that will not protect them in a crash. It is possible that individuals spending time outdoors will also be exposed to street crime or air pollution. In the agriculture sector farmers may choose riskier but higher profit crops. Maize with a longer time to maturity has higher yield but is also riskier to grow.
72 It is plausible that warm locations may be susceptible to large profit losses from weather shocks because farmers choose high-risk, highreward crops. Voluntary decisions may also be important for broader economic measures. Warmer climate may allow for outdoor leisure time in activities like biking, for which the welfare benefits may or may not be captured by GDP. It may also increase the opportunity cost of working. A priori it is difficult to ascertain what fraction of GDP loss during warm weather is due to an aggravated cost and what has an offsetting voluntary benefit. In other domains, such as health effects of temperature for infants and elderly, a voluntary exposure mechanism seems less plausible.
Finally it is important to note that the exposure mechanism will vary across countries, particularly for transportation. The United States, with highly developed infrastructure, limited access highways, and urban areas designed to channel high speed traffic away from residential areas, provides significant separation between vehicles and pedestrians, and bicycles. By contrast, developing nations, and even some middle income countries, have larger fatality rates per capita, largely due to vehicles colliding with pedestrians (Kopitis and Cropper, 2005) . It should also be noted that our results do not indicate that reliance on walking, biking, and motorcycling imply large fatality rates, as other English-speaking and western European nations have per-capita fatality rates that are often less than half that of United States.
73 Some countries like Sweden with extraordinarily low fatality rates have pursued a variety of urban design and legislative changes to reduce fatalities with policies such as replacing intersections with roundabouts to slow vehicles where they are likely to encounter pedestrians. 74 Relatively simple changes like these may prove to be effective, although unglamorous, adaption strategies to climate change. , 1990-1991, 1995-1996, 2001-2002 and 2008-2009 Census (2) give average daily accidents and fatalities per 100,000 residents. Columns (3) through (5) give temperature, (6) and (7) rainfall, and (8) and (9) 
