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013.10.0Abstract In this paper, a new reliable technique, which is based on hybrid functions approxima-
tion, is introduced for the approximate solutions of two-dimensional nonlinear Fredholm and Vol-
terra integral equations. The properties of block-pulse functions together with the Taylor series are
used to reduce the problem to the solution of nonlinear algebraic equations. Illustrative examples
have been discussed to demonstrate the validity and applicability of the technique and the results
show reliability and efﬁciency of the proposed method.
ª 2013 Production and hosting by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University.1. IntroductionMathematical modeling of real-life problems usually results in
functional equations, e.g. partial differential equations, inte-
gral and integro-differential equations, stochastic equations
and others. In particular, integral and integro-differential
equations arise in ﬂuid dynamics, biological models and chem-
ical kinetics. The analytical solutions of mentioned equations
cannot be found, and thus numerical methods are required
[5,6,9,12,13,15,16,18,21].512355466.
ru.ac.ir, f.mirzaee@iust.ac.ir
lty of Engineering, Alexandria
g by Elsevier
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02In recent years, both mathematicians and physicists have de-
voted considerable effort to the study of numerical solutions of
the two-dimensional integro-differential–difference equations.
Many powerful methods have been presented [1,3,4,14,19,20,22,
24–27,29,30]. In recent years the hybrid functions consisting of
the combination of block-pulse functions with Chebyshev
polynomials, Legendre polynomials or Taylor series [23] have
been shown to be a mathematical power tool for discretization
of selected problems.
In this paper, in the light of the above-mentioned methods
and by means of a new set of two-dimensional orthogonal
functions (2D-HBT) which are extensions of one-dimensional
hybrid of block-pulse functions and Taylor series (1D-HBT),
we develop a new method for solving two-dimensional
nonlinear Fredholm and Volterra integral equations in the
forms [2,7,8]
uðs; tÞ ¼ fðs; tÞ þ k
Z 1
0
Z 1
0
kðs; t; x; yÞGðuðx; yÞÞdxdy; ðs; tÞ 2 I; ð1Þaculty of Engineering, Alexandria University.
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uðs; tÞ ¼ fðs; tÞ þ k
Z t
0
Z s
0
kðs; t; x; yÞGðuðx; yÞÞdxdy; ðs; tÞ 2 I;
ð2Þ
where k is constant, I ¼ ½0; 1Þ  ½0; 1Þ; uðs; tÞ is unknown func-
tion, fðs; tÞ and kðs; t; x; yÞ are continuous functions and
Gðuðx; yÞÞ is a nonlinear continuous function with respect to
uðx; yÞ.
This paper is organized as follows. In Section 2, we intro-
duce 2D-HBT function and its properties. In Section 3, we
use the presented functions for approximating the solution of
the two-dimensional nonlinear Fredholm integral equations.
In Section 4, we use the set of 2D-HBT for approximating
the solution of two-dimensional nonlinear Volterra integral
equations. Convergence analysis of the presented method will
discuss in Section 5 and the numerical results are reported in
Section 6. Finally, conclusions are given in Section 7.
2. Hybrid functions
2.1. 2D hybrid of block-pulse and Taylor polynomials
Hybrid functions (1D-HBT) hi;jðtÞ, i ¼ 1; 2; . . . ; n, j ¼ 0;
1; 2; . . . ;m 1 are deﬁned on the interval ½0; 1 as [17,23]
hijðtÞ ¼
Tjðnt iþ 1Þ; i1n 6 t < in ;
0; otherwise

: ð3Þ
where i and j are the order of block-pulse functions and Taylor
polynomials, respectively.
Orthogonal 2D-HBT functions (hi1 j1 i2 j2ðs; tÞ, i1i2 ¼ 1; 2; . . . ; n,
j1j2 ¼ 0; 1; 2; . . . ;m 1) on the region I, are deﬁned as
hi1 j1 i2 j2 ðs;tÞ¼
Tj1 ðns i1þ1ÞTj2 ðns i2þ1Þ; ðs; tÞ 2 i11n ; i1n
  i21
n
; i2
n
 
;
0; otherwise
(
:
ð4Þ2.2. Function approximation
Assume that
fh1010ðs; tÞ; . . . ; h101ðm1Þðs; tÞ; h1020ðs; tÞ; . . . ; h102ðm1Þðs; tÞ; . . . ;
hnðm1Þn0ðs; tÞ; . . . ; hnðm1Þnðm1Þðs; tÞg;
be the set of two-dimensional hybrid of block-pulse and Taylor
polynomials, and
S ¼ span h1010ðs; tÞ; . . . ; h101ðm1Þðs; tÞ; h1020ðs; tÞ; . . . ;

h102ðm1Þðs; tÞ; . . . ; hnðm1Þn0ðs; tÞ; . . . ;
hnðm1Þnðm1Þðs; tÞ

;
and f(s, t) be an arbitrary element. Since S is a ﬁnite dimen-
sional vector space, f(s, t) has the unique best approximation
out of S and there exist unique coefﬁcients fi1 j2 i2 j2 ,
i1; i2 ¼ 1; 2; . . . ; n, j1; j2 ¼ 0; 1; 2; . . . ;m 1 such that
fðs; tÞ ¼
Xn
i1¼1
Xm1
j1¼0
Xn
i2¼1
Xm1
j2¼0
fi1 j1 i2 j2hi1 j1 i2 j2 ðs; tÞ ¼ FTHðs; tÞ; ð5Þ
wherefi1 j1 i2 j2 ¼
hhi1 j1ðsÞ; hfðs; tÞ; hi2 j2ðtÞii
hhi1 j1 ðsÞ; hi1 j1ðsÞi  hhi2 j2ðtÞ; hi2 j2ðtÞi
¼ 1
nj1þj2 j1!j2!
@ j1þj2 fðs; tÞ
@sj1@tj2
 				
ðs;tÞ¼ i1n ;
i2
nð Þ
;
F ¼ ½f1010; . . . ; f101ðm1Þ; f1020; . . . ; f102ðm1Þ; . . . ;
fnðm1Þn0; . . . ; fnðm1Þnðm1ÞTðnmÞ21;
and
Hðs; tÞ ¼ ½h1010ðs; tÞ; . . . ; h101ðm1Þðs; tÞ; h1020ðs; tÞ; . . . ;
h102ðm1Þðs; tÞ; . . . ; hnðm1Þn0ðs; tÞ;
hnðm1Þnðm1Þðs; tÞTðnmÞ21:
Let kðs; t; x; yÞ be a function of four independent variables de-
ﬁned on L2ðI IÞ. Then kðs; t; x; yÞ can be expanded as
following,
kðs; t; x; yÞ ¼ HTðs; tÞKHðx; yÞ; ð6Þ
where
Ki1 j1 i2 j2 ¼
1
nrþzþuþvr!z!u!v!
@i1þj1þi2þj2kðs; t;x;yÞ
@si1@tj1@xi2@yj2
 				
ðs;t;x;yÞ¼ i1n ;
j1
n ;
i2
n ;
j2
nð Þ
;
i1; j1; i2; j2¼ 0;1;2; . . . ;ðnm1Þ;
r¼ i1 i1
n

 
n; z¼ j1
j1
n

 
n; u¼ i2 i2
n

 
n; v¼ j2
j2
n

 
n:2.3. The operational matrix of integration
The integration of the vector Hðs; tÞ deﬁned in Eq. (10) can be
approximately obtained asZ s
0
Z t
0
Hðs; gÞdsdg ’ PHðs; tÞ
¼ ½Tnmnm  TnmnmHðs; tÞ; ðs; tÞ 2 I; ð7Þ
where P is the ðnmÞ2  ðnmÞ2 operational matrix of integra-
tion, T is operational matrix deﬁned in [25] and E is the oper-
ational matrix of integration for Taylor polynomials on the
interval i1
n
; i
n
 
given by
T ¼
E H . . . H
0 E . . . H
..
. ..
. . .
. ..
.
0 0 . . . E
0BBBB@
1CCCCA
nmnm
; ð8Þ
H ¼ 1
n
1 0 0 . . . 0
1
2
0 0 . . . 0
..
. ..
. ..
. . .
. ..
.
1
m
0 0 . . . 0
0BBBBB@
1CCCCCA
mm
; ð9Þ
E ¼ 1
n
0 1 0 . . . 0
0 0 1
2
. . . 0
..
. ..
. ..
. . .
. ..
.
0 0 0 . . . 1
m1
0 0 0 . . . 0
0BBBBBBB@
1CCCCCCCA
mm
: ð10Þ
1872.4. The operational matrix of product
The following property of the product of two hybrid function
vectors will also be used.
Let
Hðs; tÞHTðs; tÞF ’ eFðnmÞ2ðnmÞ2Hðs; tÞ; ð11Þ
where eFðnmÞ2ðnmÞ2 is product operational matrix given by
eF ¼
~f10 o . . . 0
0 ~f11 . . . 0
..
. ..
. . .
. ..
.
0 0 . . . ~fnðm1Þ
0BBBBB@
1CCCCCA
ðnmÞ2ðnmÞ2
;
where ~fij; i ¼ 1; 2; . . . ; n; j ¼ 0; 1; 2; . . . ;m 1 are nm nm
matrices given by
~fij ¼
fij10 fij11 . . . fijnðm1Þ
0 fij10 . . . fijðn1Þðm1Þ
..
. ..
. . .
. ..
.
0 0 . . . fij10
0BBBB@
1CCCCA:2.5. The integration of the cross-product
The integration of the cross-product of two 2D-HBT vectors
can be obtained as
D ¼
Z 1
0
Z 1
0
Hðs; tÞHTðs; tÞdsdt
¼
Z 1
0
Z 1
0
hi1 j1 i2 j2ðs; tÞhTi1 j1 i2 j2ðs; tÞdsdt
¼
Z 1
0
Z 1
0
hi1 j1ðsÞhi2 j2ðtÞhTi1 j1ðsÞh
T
i2 j2
ðtÞdsdt
¼
Z 1
0
hi1 j1ðsÞhTi1 j1ðsÞds
  Z 1
0
hi2 j2ðtÞhTi2 j2ðtÞdt
 
¼ d d;
ð12Þ
where d is an nm nm diagonal matrix given by
d ¼
d1 0 . . . 0
0 d2 . . . 0
..
. ..
. . .
. ..
.
0 0 . . . dn
0BBBB@
1CCCCA
nmnm
; di ¼
Z 1
0
TðtÞTTðtÞdt;
i ¼ 1; 2; . . . ; n;
where
TðtÞ ¼ ½T0ðtÞ;T1ðtÞ; . . . ;Tm1ðTÞT:3. Two-dimensional nonlinear Fredholm integral equations
Consider the two-dimensional nonlinear Fredholm integral
Eq. (1). let
qðs; tÞ ¼ Gðuðs; tÞÞ; ðs; tÞ 2 I: ð13Þ
By using Eq. (1) we have:
qðs; tÞ¼G fðs;tÞþk
Z 1
0
Z 1
0
kðs;t;x;yÞqðx;yÞdxdy
 
; ðs;tÞ 2 I: ð14ÞFrom Eqs. (5) and (6) we obtain
qðs; tÞ ’ QTHðs; tÞ;
kðs; t; x; yÞ ’ HTðs; tÞKHðx; yÞ;
and substituting results in Eq. (14) we have
QTHðs;tÞ¼G fðs;tÞþkHTðs;tÞK
Z 1
0
Z 1
0
Hðx;yÞHTðx;yÞQdxdy
 
:
So by using Eq. (12) we have
QTHðs; tÞ ¼ Gðfðs; tÞ þ kHTðs; tÞKDQÞ: ð15Þ
In order to ﬁnd Q we collocate Eq. (15) in ðnmÞ2 nodal points
of Newton–Cotes [28] as:
ðsi; tiÞ ¼ 2i 1
2ðnmÞ2 ;
2j 1
2ðnmÞ2
 !
; i; j ¼ 1; 2; . . . ; ðnmÞ2: ð16Þ
By applying Eqs. (15) and (16), we have a system of ðnmÞ2 non-
linear equations. Hence, the result system can be solved and
the ðnmÞ2 unknown coefﬁcients can be found approximately.
4. Two-dimensional nonlinear Volterra integral equations
We approximate Eq. (2) as follows:
Let
qðs; tÞ¼Gðuðs;tÞÞ; ðs; tÞ 2 I;
qðs; tÞ¼G fðs;tÞþk
Z t
0
Z s
0
kðs; t;x;yÞqðx;yÞdxdy
 
; ðs; tÞ 2 I:
Using the relations (5) and (6) yields
QTHðs;tÞ¼G fðs;tÞþkHTðs;tÞK
Z t
0
Z s
0
Hðx;yÞHTðx;yÞQdxdy
 
;
ð17Þ
so by using Eqs. (7) and (11) we have,
QTHðs; tÞ ¼ Gðfðs; tÞ þ kHTðs; tÞK eQPHðs; tÞÞ: ð18Þ
Substituting the collocation points (16) into the matrix de-
ﬁned in relation (18), we have a system of ðnmÞ2 nonlinear
equations and ðnmÞ2 unknowns.
5. Convergence analysis
In this section, we provide the theorems on convergence anal-
ysis of our proposed method.
Assume the following hypotheses.
(M1) ðC½I ; k:kÞ is the Banach space of all continuous func-
tions on I with norm
kfðs; tÞk ¼ max
8ðs;tÞ2I
jfðs; tÞj:
(M2) Let
jkðs; t; x; yÞj 6M; for all s; t; x; y 2 ½0; 1:
(M3) The nonlinear term Gðuðs; tÞÞ is satisﬁed the Lipschits
condition
jGðuðs; tÞÞ  Gðvðs; tÞÞj 6 Ljuðs; tÞ  vðs; tÞj:
Table 1 Numerical results for Example 1.
Nodes 2D-RH method Present method
ðs; tÞ ¼ 1
2l
; 1
2l
 
m ¼ 8 [3] m ¼ 16 [3] n ¼ 2; m ¼ 1 n ¼ 2; m ¼ 3
l= 1 2.8e02 1.5e02 2.7e02 5.0e03
l= 2 6.5e02 3.4e02 3.3e02 3.6e03
l= 3 1.1e01 5.9e02 1.8e02 1.7e03
l= 4 4.9e03 8.0e02 9.8e03 8.9e04
l= 5 9.1e02 1.5e03 5.1e03 4.6e04
l= 6 1.4e01 5.3e02 2.6e03 2.3e04
0 0.2
0.4 0.6
0.8 1
0
0.2
0.4
0.6
0.8
1
0
0.1
0.2
t
(a) n=2 and m=1
s
Er
ro
r (
s,t
)
0 0.2
0.4 0.6
0.8 1
0
0.2
0.4
0.6
0.8
1
0
0.1
0.2
t
(b) n=2 and m=3
s
Er
ro
r (
s,t
)
Figure 1 Absolute value of the error, Example 1 with n ¼ 2 and m ¼ 1; 3.
Table 2 Numerical results for Example 2.
Nodes 2D-RH method Present method
ðs; tÞ ¼ 1
2l
; 1
2l
 
m ¼ 8 [3] m ¼ 16 [3] n ¼ 2; m ¼ 1 n ¼ 2; m ¼ 3
l= 1 6.0e02 2.9e02 1.6e03 2.2e02
l= 2 3.4e02 1.6e02 6.2e02 6.5e04
l= 3 1.9e02 8.7e03 1.6e02 4.1e05
l= 4 2.5e06 4.9e03 3.9e03 2.5e06
l= 5 2.9e03 1.6e07 9.8e04 1.6e07
l= 6 3.6e03 7.3e04 2.4e04 9.9e09
188 F. Mirzaee, A.A. Hoseini(M4) Suppose that the error of 2D-HBT is denoted by
e2DHBT ¼ kunmðs; tÞ  uðs; tÞk:
Theorem 1. Suppose that 0 < a < 1. Under the tacit assump-
tions ðM1Þ–ðM4Þ above, the solution of two-dimensional nonlin-
ear Fredholm integral Eq. (1) converges toward exact solution.
Proof. Let
kunmðs;tÞuðs; tÞk¼maxðs;tÞ2Ijunmðs;tÞuðs; tÞj
¼max
ðs;tÞ2I
fðs; tÞþk
Z 1
0
Z 1
0
kðs;t;x;yÞGðunmðx;yÞ
				
fðs; tÞk
Z 1
0
Z 1
0
kðs;t;x;yÞGðuðx;yÞdxdy
				
6max
ðs;tÞ2I
jkj
Z 1
0
Z 1
0
jkðs; t;x;yÞjjGðunmðx;yÞÞGðuðx;yÞÞjdxdy
6 jkjML
Z 1
0
Z 1
0
max
ðs;tÞ2I
junmðx;yÞuðx;yÞjdxdy
¼jkjMLkunmðx;yÞuðx;yÞk;
)kunmðx;yÞuðx;yÞk6 akunmðx;yÞuðx;yÞk;where a ¼ jkjML. We get ð1 aÞkunmðs; tÞ  uðs; tÞk  0 and
choose 0 < a < 1. By increasing nm it implies
kunmðs; tÞ  uðs; tÞk ! 0 as nm!1 and this completes the
proof. h
Theorem 2. Suppose that 0 < b < 1. Under the tacit assump-
tions ðM1Þ–ðM4Þ above, the solution of two-dimensional nonlin-
ear Volterra integral Eq. (2) converges toward exact solution.
Proof. Let
kunmðs; tÞuðs; tÞk¼maxðs;tÞ2Ijunmðs; tÞuðs; tÞj
¼max
ðs;tÞ2I
fðs; tÞþk
Z t
0
Z s
0
kðs;t;x;yÞGðunmðx;yÞ
				
fðs; tÞk
Z t
0
Z s
0
kðs; t;x;yÞGðuðx;yÞdxdy
				
6max
ðs;tÞ2I
jkj
Z t
0
Z s
0
jkðs; t;x;yÞjjGðunmðx;yÞÞ
Gðuðx;yÞÞjdxdy
6 jkjML
Z t
0
Z s
0
max
ðs;tÞ2I
junmðx;yÞuðx;yÞjdxdy
¼jkjMLkunmðx;yÞuðx;yÞk;
)kunmðx;yÞuðx;yÞk6 bkunmðx;yÞuðx;yÞk;
0 0.2
0.4 0.6
0.8 1
00.2
0.40.6
0.81
0
0.2
0.4
0.6
t
(a) n=2 and m=1
s
Er
ro
r (
s,t
)
0 0.2
0.4 0.6
0.8 1
00.2
0.40.6
0.81
0
0.01
0.02
0.03
t
(b) n=2 and m=3
s
Er
ro
r (
s,t
)
Figure 2 Absolute value of the error, Example 2 with n ¼ 2 and m ¼ 1; 3.
189where b ¼ jkjML. We get ð1 bÞkunmðs; tÞ  uðs; tÞk  0 and
choose 0 < b < 1. By increasing nm it implies
kunmðs; tÞ  uðs; tÞk ! 0 as nm!1 and this completes the
proof. h6. Numerical examples
In this section, several numerical examples are given to illus-
trate the accuracy and effectiveness of the method and all of
them were performed on the computer using a program writ-
ten in MATLAB. In the following examples we set
ðs; tÞ ¼ 1
2l
; 1
2l
 
; l ¼ 1; 2; . . . ; 6.
Example 1 ([3,10]). Consider the following two-dimensional
nonlinear Fredholm integral equation :uðs; tÞ ¼ fðs; tÞ þ
Z 1
0
Z 1
0
s
1þ t ð1þ xþ yÞu
2ðx; yÞdxdy;
ðs; tÞ 2 I;
where
fðs; tÞ ¼ 1ð1þ sþ tÞ2 
s
6ð1þ tÞ ;
with the exact solution uðs; tÞ ¼ 1ð1þsþtÞ2.
Table 1 contains numerical comparison of results by
presented method and 2D-RH method [3] and Fig. 1 shows
the absolute value of the error obtained by the present method
for n= 2 and m= 1, 3.Example 2 ([3,11]). Consider the following two-dimensional
nonlinear Volterra integral equation :
uðs; tÞ ¼ fðs; tÞ þ
Z t
0
Z s
0
s
1þ t ðsx
2 þ cosðyÞÞu2ðx; yÞdxdy;
ðs; tÞ 2 I;
where
fðs; tÞ ¼ s  sinðtÞ 1 1
9
s2  sin2ðtÞ
 
þ 1
10
s2
1
2
sinð2tÞ  t
 
;
with the exact solution uðs; tÞ ¼ s  sinðtÞ. Table 2 contains
numerical comparison of results by presented method and
2D-RH method [3] and Fig. 2 shows the absolute value of
the error obtained by the present method for n= 2 and
m= 1, 3.7. Conclusion
In the present work the hybrid of block-pulse functions and
Taylor series are used to solve two-dimensional nonlinear
Fredholm and Volterra integral equations. The problem has
been reduced to a problem of solving nonlinear algebraic equa-
tions. Two examples have proven that 2D-HBT method is
superior to other piecewise constant orthogonal functions
method. We can develop this method for the numerical solu-
tion of nonlinear integro-differential equations but some mod-
iﬁcations are required.References
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