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Zusammenfassung
In der vorliegenden Arbeit wurden drei Eigenschaften der Kα-Ro¨ntgenstrahlung aus la-
serproduzierten Plasmen untersucht: die Kα-Ausbeute, die Quellgro¨ße und die Dauer des
Ro¨ntgenpulses. Dazu wurden ein neues Simualtionsmodell entwickelt und zweidimensio-
nale Abbildungen der Kα-Emission von zwei Targetseiten gemacht.
Fu¨r die numerischen Studien wurde ein neues Monte-Carlo-Simulationsprogramm ent-
wickelt, das die Streuung eines Elektronenstrahls in einem Festko¨rper berechnet. Der Code
ermo¨glicht es erstmalig, fu¨r jede Targetseite die zeitliche und ra¨umliche Struktur der Kα-
Emission zu simulieren. Er wurde mit einem existierenden 1 1
2
D Particel-In-Cell-Code zur
Simulation der Wechselwirkung eines Laserstrahls mit einem Plasma kombiniert. Dieser
Code liefert die Zeit- und Energieverteilung der vom Laser erzeugten heißen Elektronen.
Experimentell wurden zweidimensionale, vergro¨ßerte Abbildungen der Kα-Emission
von Titantargets aufgenommen, wobei toroidal gebogene Si(311)-Kristalle als abbilden-
de Optik verwendet wurden. Fu¨r die experimentellen Bedingungen (Vergro¨sserung: 7,
Auflo¨sung: 6 µm, Azimuthfehler: 0.9◦) wurde der Einfluß der Aberrationen an einer
Ro¨ntgenro¨hre, am laserproduzierten Plasma und mittels Strahlverfolgung untersucht. Es
ergab sich eine Kantescha¨rfe der Abbildung von ∼ 10 µm. Eine gaußfo¨rmige Ro¨ntgenquelle
erscheint in der Abbildung in Richtung der Dispersionsebene verbreitert, wobei die Gro¨ße
der Verbreiterung von der Quellgro¨ße abha¨ngt. Eine Halbwertsbreite von einigen zehn
Mikrometern kann in dieser Richtung nicht mehr aufgelo¨st werden, da die scheinbare Aus-
dehnung in diesem Fall u¨berwiegend durch Aberrationen verursacht wird. Senkrecht zur
Dispersionsebene bleibt die Halbwertsbreite bei der Abbildung erhalten.
Die zeitliche Struktur des Laserpulses im Experiment wurde mit einem Autokorrelator
dritter Ordnung aufgenommen und das zweidimensionale Strahlprofil wurde mit einer Dy-
namik von 103 bestimmt. Zusammen mit der Kenntnis der Abbildungseigenschaften der
verwendeten gebogenen Kristalle war es damit mo¨glich, Kα-Abbildungen fu¨r Parameter zu
berechnen, die denen im Experiment sehr a¨hnlich waren.
Die experimentelle Beobachtung, daß die Kα-Ausbeute fu¨r einen defokussierten Laser
maximal wird, d.h. bei einer Laserintensita¨t, die niedriger ist, als die maximal erreichbare,
wurde in den Simulationen reproduziert. Ein analytisches Modell der Kα-Ausbeute wurde
abgeleitet, das die Existenz einer optimalen Laserintensita¨t mit der Reabsorption erzeugter
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Kα-Photonen innerhalb des Targets erkla¨rt. Mit zunehmender Laserintensita¨t dringen die
heißen Elektronen tiefer in das Target ein, und der Bruchteil der erzeugten Kα-Photonen,
der die Targetoberfla¨che erreicht und emittiert wird, nimmt ab. Dieser Bruchteil zeigt ein
universelles Verhalten bezu¨glich der Energie der einfallenden Elektronen normiert auf die
Ionisierungsenergie der K-Schale des Targets, woraus sich eine universelle optimale Elek-
tronentemperatur fu¨r die Konversion der Energie heißer Elektronen in Energie emittierter
Kα-Photonen ergibt: kTopt = 6.4EK . Daraus folgt eine u¨berraschend einfache Skalierung
der optimalen Laserintensita¨t mit der Ordnungszahl des Targetelements: Iopt ∝ Z4.4 [69].
Im besten Fokus (I ≈ 7×1018 W/cm2) betra¨gt die gemessene vertikale Halbwertsbreite
der Kα-Emission ∼ 70 µm, was 28 mal mehr ist als die entsprechende Halbwertsbreite
des Laserfokus. Durch die Streuung der heißen Elektronen im Festko¨rper kann nur ei-
ne Vergro¨ßerung von . 2 erkla¨rt werden. Der intensive Zentralbereich der Kα-Emission
ist von einem weiten Bereich mit schwacher Emission umgeben, der einen Durchmesser
von 400 µm hat. Mehr als die Ha¨lfte der Kα-Emission stammt aus diesem Bereich. Die
Halbwertsbreite der Emission a¨ndert sich beim Defokussieren des Lasers bis zu einem Milli-
meter kaum. Wird der Laser sta¨rker fokussiert, sagt das Simulationsmodell eine Zunahme
der Spitzenemission voraus, die im Experiment nicht gefunden wird. Stattdessen nimmt
nahe am besten Fokus die Spitzenemission sogar um einen Faktor zwei ab. Gleichzeitig
ist die Gesamtausbeute, die bei gro¨ßerer Defokussierung gut durch das numerische Modell
beschrieben wird, um 60% gro¨ßer als simuliert.
Eine Abscha¨tzung der selbsterzeugten Felder im Experiment legt nahe, daß die intrin-
sischen Vorpulse des Lasersystems ein Magnetfeld erzeugen, dass einen Großteil der heißen
Elektronen reflektiert. Ein Teil dieser Elektronen wird dann vom ponderomotorischen Feld
des Lasers und weiteren Magnetfeldern u¨ber einen weiten Bereich der Targetoberfla¨che ver-
teilt. Diese Effekte bieten eine qualitative Erkla¨rung fu¨r die beobachtete ra¨umliche Struktur
der Kα-Emission.
Die Eindringtiefe der heißen Elektronen in das Target wurde aus der Kα-Emission
von der Targetseite abgescha¨tzt. In diesen Messungen konnte eine Abweichung von den
Vorhersagen des numerischen Modells nicht besta¨tigt werden. Dies ko¨nnte daran liegen,
daß die selbsterzeugten Felder in diesen Messungen geringer waren, da der Laser dicht an
die Targetkante fokussiert werden mußte, um ein optisch du¨nnes Target zu erhalten.
ZUSAMMENFASSUNG v
In einer numerischen Studie wurde die zeitliche Struktur der Kα-Pulse untersucht.
Fu¨r Laserintensita¨ten unterhalb von 1016 W/cm2 wird die Pulsdauer durch die Therma-
lisierungszeiten der heißen Elektronen bestimmt. Bei ho¨heren Intensita¨ten dringen die
Elektronen tiefer ein und die effektive Pulsdauer wird durch die Reabsorption erzeugter
Kα-Photonen begrenzt. Die Halbwertsbreite der Kα-Emisson von Targetelementen von Si
bis Cu, die mit einem 60 fs-Laserpuls bestrahlt werden, liegt dann zwischen hundert und
hundertundachtzig Femtosekunden. Durch die langen Thermalisierungszeiten der heiße-
sten Elektronen erfolgen die ersten 90% der Emission auf einer sehr viel la¨ngeren Zeitskala
von einigen hundert Femtosekunden bis zu mehreren Picosekunden. Die oben erwa¨hnte
Abscha¨tzung selbsterzeugter Felder la¨ßt eine Verla¨ngerung der Kα-Pulse erwarten. Diese
betra¨gt weniger als 100 fs durch komplexe Elektronenbahnen in den Feldern und weniger
als 1 ps durch ballistische Trajektorien, die die heißen Elektronen u¨ber eine Fla¨che der
gemessenen Gro¨ße verteilen.
Die berechneten Halbwertsbreiten der Kα-Pulse stimmen gut mit den in Kreuzkorre-
lationsexperimenten gefundenen Werten u¨berein, sind jedoch erheblich ku¨rzer als die aus
Messungen mit Schmierbildkameras. Der von einer anderen Gruppe an der Universita¨t
Jena in einem Kreuzkorrelationsexperiment gefundene zeitliche Abfall des Kα-Meßsignals
wird von dem Simulationsmodell gut reproduziert [31].
Da die Studie der Kα-Emission von Volumentargets zeigte, daß diese Targets (außer fu¨r
die leichtesten Elemente) relativ ungeeignet sind, um effiziente 100 fs Pulse zu erzeugen,
wurde der Gebrauch von Folientargets untersucht, die von den heißesten Elektronen schnell
durchquert werden. Diese Studien ergaben Designformeln fu¨r das Erzeugen von Kα-Pulsen
mit wa¨hlbarer Dauer und hoher Ausbeute [69]. Angesichts der aktuellen Fortschritte in der
Lasertechnologie, durch die Hochintensita¨tslaser mit Femtosekundenpulsdauern und hohen
Repetitionsraten verfu¨gbar werden, erscheint es als realistisch, daß in der nahen Zukunft
Laserplasma-Kα-Quellen verfu¨gbar sein werden, die hohe Photonenflu¨sse mit Pulsdauern
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Since the night when Conrad Ro¨ntgen first saw his hand’s bones on a fluorescence screen
[71] x rays have been one of the most important tools for revealing the inner structure of
matter. Beside x-ray imaging for medical diagnosis, the study of x-ray diffraction patterns
in chemistry and physics has become a major application of x rays, because it allows the
structure of crystalline solids with atomic spatial resolution to be analyzed.
Processes which are determined by atomic motion, like chemical reactions and phase
transitions, happen on a timescale comparable to the vibrational period of the atoms,
which is typically 10−13 s or 100 fs [76]. The ideal tool to investigate such a process would
simultaneously offer a temporal resolution smaller than this time scale and the ability to
resolve the interatomic distances. Until recently, no such tool existed and the investiga-
tor had to choose between the femtosecond time resolution of optical spectroscopy with
femtosecond lasers and the spatial resolving power of x-ray studies. The experimental
method which came closest to the ‘ideal tool’ was time-resolved x-ray diffraction using a
synchrotron radiation source. It was especially used to study biologically important pro-
cesses like the photoinduced trans-cis isomerization of a part of the protein rhodopsin
which forms the light detecting process in the human eye [64] or the binding of oxygen and
carbon monoxide to myoglobin [94]. These experiments had a nanosecond time resolution
which proved to be accurate for the processes under investigation, but all-optical experi-
ments indicate that the initial structural changes, which precede the studied ones, happen
much faster, within several ten or hundred femtoseconds [34, 35]. Moreover, optical mea-
surements have revealed that femtosecond time scales are also relevant to processes in solid
state physics, like the atomic rearrangement during transitions from one solid phase to an-
other [84] and the disordering of semiconductors after strong electronic excitation by a laser
pulse [85]. State-of-the-art synchrotron/streak camera setups achieve a time-resolution of
about 1 ps [52].
The route to push x-ray diffraction into the femtosecond realm appeared only two
decades ago with the invention of the chirped pulse amplification technique [90]. This
technique has enabled the generation of laser pulses with both ‘femtosecond’ duration
(≤ 100 fs) and intensities ≥ 1015 W/cm2 high enough to produce characteristic x-ray ra-
diation when the laser is focused onto a solid target. The electric field strength related to
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2such intensities is orders of magnitude higher than the field strength binding the electrons
to the nucleus of an atom. Thus, the target surface is rapidly ionized and transformed
into a high density plasma which then expands with its sound speed (∼ 0.5 µm/ps) into
the surrounding vacuum [20]. In the interaction of the high-intensity laser pulse with the
plasma, numerous novel phenomena occur like the generation of intense higher harmonics
of the laser light [63], hole-boring into the plasma [67, 99], magnetic fields in the megagauss
range [55, 82], emission of heavy ions with energies up to hundreds of MeV [19] and pho-
toinduced nuclear fission [80]. A number of collective absorption mechanisms like resonance
absorption [51], vacuum heating [13] and wakefield acceleration [58, 95] accelerate plasma
electrons to kinetic energies of many keV or even MeV. The accelerated electrons are called
‘hot electrons’ because their kinetic energy is much higher than the plasma temperature.
They penetrate into the solid behind the plasma where they produce both characteristic
x-ray radiation and bremsstrahlung. The short time of several 10 to 100 fs in which the
hot electrons lose their energy to the solid (their thermalisation time) limits the duration
of the emitted Kα pulse [73]. Together with the femtosecond duration of the laser pulse,
a hard x-ray pulse with a duration of several hundred femtoseconds results. This is much
shorter than the x-ray emission due to the recombination of the plasma ions which lasts
about 2 ps until the plasma has cooled down [61].
The processes involved in Kα generation show a complex interplay because they happen
on comparable time and length scales. The lengths are several 1 to 100 µm and the times
several 10 to 100 fs. To illustrate this, consider a hot electron with an energy of 50 keV,
which is similar to the mean hot electron energy for a laser intensity of 5 × 1016 W/cm2
[30], penetrating into solid Al has a stopping range of 21 µm [9]. If only minor lateral
deflections would occur, the electron would penetrate to approximately that depth and
maybe generate a Kα photon there. The penetration process would take 240 fs [73] and
the photon would need another 70 fs to reach the target surface. The absorption length of
Al for its own Kα radiation is 9 µm so that the probability that this photon reaches the
surface and contributes to the Kα emission is only 10%.
In the present thesis a new simulation model was developed which takes this complex
interplay into account. The model integrates two computer codes, the first one simulating
the laser plasma interaction, the second one calculating the scattering of the hot electrons
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in the solid and the production of Kα radiation. As a whole, the model delivers the
temporal and spatial structure of the Kα emission produced by a femtosecond laser pulse
for any target side. Experimentally, the Kα emission was studied by taking images of the
emission from two target sides. Three aspects of the emission were investigated: 1) the Kα
yield, 2) the spatial structure and 3) the pulse duration.
The optimization of the yield is desirable because the Kα flux per laser shot is several
orders of magnitude smaller than the x-ray flux from a single synchrotron bunch [76]. Thus,
often special experimental efforts are required to achieve an x-ray diffraction pattern of
sufficient quality [30]. One way to enhance the Kα yield for a given laser system is to
adjust the plasma density gradient during the interaction with the laser via deliberately
introduced prepulses [5, 93]. Another possibility to optimize the Kα yield is to defocus
the laser to a distance where the yield shows a maximum [25, 60]. This experimental
observation was reproduced by the simulation model. An analytical description of the Kα
yield, derived from the simulation data, explains the existence of the yield maximum and
shows how its position depends on the target element [69].
The spatial distribution of the Kα emission reflects the trajectories of the hot elec-
trons and thus indicates the physical mechanisms which influence their dynamics. For
monoenergetic electron beams the penetration behaviour into cold solids and the produced
x-ray yield are well understood in the context of beam-matter interaction, x-ray tubes and
electron microscopy [9, 21, 27, 39]. With the advent of laser-produced plasmas additional
effects like the target preheat by the hot electrons were successfully integrated into the the-
oretical modelling [44, 73]. But for laser intensities > 1017 W/cm2 the ‘classical’ picture of
hot electron generation and penetration regularly fails to explain the experimental obser-
vations. In particular, the hot electron penetration depth is sometimes much smaller than
expected [47, 92] and the Kα source size much larger [66, 102]. The favoured explanation
for these observations are self-generated electric and magnetic fields which inhibit the pen-
etration of the electrons into the target [8] and spread them over the surface [28, 32]. The
common experimental method to investigate the spatial characteristics of the Kα emis-
sion is one-dimensional x-ray shadowgraphy at a knife-edge [87]. Usually, the halfwidth of
the observed emission is published [25, 98, 101]. In the present thesis the spatial struc-
ture of the emission was measured with a two-dimensional imaging technique [29],
4gave a number of additional properties of the Kα emission. An estimate of the magnetic
and electric fields in the experiment and how they influence the hot electron trajectories
showed that these fields can qualitatively explain the observed behaviour. The penetra-
tion depth of the hot electrons is usually deduced from the Kα radiation from multilayer
targets [74, 93]. In the present thesis the Kα emission from a target side perpendicular to
the laser-irradiated surface was measured directly.
For the duration of the Kα pulses state-of-the-art experiments only give an upper
limit in the range of several hundred femtoseconds [77, 86]. Simple estimates of the pulse
duration, such as identifying it with either the laser pulse duration or the hot electron
thermalisation time, are rather inaccurate as the numerical example above shows. By
contrast, the new simulation model allows the temporal shape of the Kα pulse to be
calculated for the first time. It was used to study the dependence of the pulse duration on
laser intensity and target material, to simulate the Kα pulse shape in a recent experiment
[31] and to investigate how the final goal of an x-ray pulse duration ≤ 100 fs can be
achieved [69].
The following chapters of the present dissertation follow the order of the introduction.
They start with the description of the simulation model in Chapter 1 and the imaging ex-
periment in Chapter 2. Then, a seperate chapter is devoted to each of the source properties
investigated: Kα yield, the spatial characteristics of the emission and pulse duration.
Chapter 1
Numerical Modelling of the Kα
Emission
1.1 New Model with Temporal and Spatial Resolu-
tion
The generation of Kα radiation from fs laser-irradiated solids involves a number of pro-
cesses like ionization, plasma expansion [20], several absorption mechanisms generating
hot electrons [13, 51] and the scattering of these electrons in the solid [78]. Self-generated
electric and magnetic fields can occur during the plasma expansion [20, 88] or by being
induced by the laser pulse [14, 91].
In a simplified description which is widely used to study the Kα emission theoretically
and to interpret experimental data, only the production of the hot electrons and their
scattering in the solid are considered. Numerically [66, 79, 93], the laser-plasma interac-
tion is usually simulated with a Particle-In-Cell (PIC) code1 which can calculate how the
absorbed laser energy is distributed over the accelerated plasma electrons and when the
hot electrons are generated. The plasma density profile for the PIC simulation can be
provided by a hydrodynamic simulation of the plasma expansion or by measurements. A
Monte Carlo (MC) code2 is used to calculate the scattering of the hot electrons in the solid
and the production of x-rays. Both codes are coupled by using the energy distribution
of the hot electrons calculated by the PIC code as an input for the Monte Carlo calcula-
tions. Alternatively, the PIC code can be omitted and replaced by a scaling law for the
hot electron temperature [25, 65], e.g. the one given by Beg et al. [6].
The PIC code for the simulation of the laser absorption is usually 1 1
2
-dimensional with
one space and two velocity components (e.g. the code EUTERPE byBonnaud [11]). Thus,
1Described in Section 1.3.
2Described in Section 1.2.
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Figure 1.1: The combined PIC-Monte Carlo model for the time and space resolved cal-
culation of Kα emission from femtosecond-laser plasmas. The PIC code simulates the
generation of hot electrons during the laser plasma interaction, whereas the Monte Carlo
code calculates the electron scattering in the solid behind the plasma and the generation
of Kα x-rays.
no multi-dimensional effects like self-focusing of the laser [59], hole-boring into the plasma
[99] or the deflection of electron trajectories by self-generated magnetic fields [55, 88] are
included. Another limitation of this modelling is the assumed ‘sandwich’ structure of the
target: a plasma with a temperature of several hundred eV (T ≈ 106 K) is planely adjoined
to a ‘cold’ solid at room temperature. In spite of the obvious limitations, this method for
modelling the Kα radiation from laser plasma sources is widely used, for example to deduce
the hot electron temperature from measurements of the Kα emission [66, 93].
In the present thesis a new numerical model (Fig. 1.1) is presented which is similar to
the models described above, but for the first time makes it possible to calculate
1. the temporal development of the Kα emission, and
2. its spatial structure for laser intensity distributions close to experimental conditions.
Previous Monte Carlo codes, like for example ITS [43, 81], can only simulate the spa-
tial distribution of the Kα emission for electron beams with axial symmetry, i.e. circular
laser focii with homogenous intensity. Concerning the temporal structure of the emission,
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Rousse [73] only calculated the thermalisation time of the hot electrons with his Monte
Carlo code and used it as an estimate of the pulse duration [73].
The heart of the new model is a newly developed Monte Carlo code, which calculates
the three dimensional scattering of an electron beam in a solid and the Kα radiation which
is generated during this process. It tracks the time going by, thus giving the temporal
development of the emission, and calculates its spatial structure as seen from any side of
the target. The code is combined with an existing 1 1
2
D PIC code [36], which simulates the
interaction of an oblique laser beam with the plasma and the generation of hot electrons.
This code delivers not only the energy of each generated hot electron but also its generation
time and entrance angle into the solid. These properties of the hot electrons are used as
an input to the Monte Carlo code. Alternatively, analytical electron distributions can be
used.
In the experiments described in Chapter 2 images of the Kα emission from laser-
irradiated Ti targets were taken with the help of bent crystals as the imaging optics.
To simulate spatially resolved Kα emissions which can be directly compared with the
experimental images, post-processing is used which takes into account the laser intensity
distribution in the experiment and the influences of aberrations during the imaging process
via ray-tracing. The details of the post-processing are described in Section 1.4, Section 1.2
is dedicated to the Monte Carlo code, and Section 1.3 describes the PIC code.
1.2 The Monte Carlo Code
Each hot electron from a laser plasma that enters the solid behind the plasma experiences a
series of individual elastic and inelastic sattering events which cannot be calculated because
the exact scattering parameters are not known. Nevertheless, the macroscopic behaviour,
which results from the scattering of ∼ 1010 electrons, can be reproduced by calculating a
much smaller number of random electron trajectories (∼ 102 − 104). The calculation of
these trajectories forms the inner loop of the Monte Carlo code. It is enclosed in a loop
over the different electrons. The code starts with interfaces for reading electron and target
data from files and ends with subroutines saving the results.
8 CHAPTER 1. NUMERICAL MODELLING OF THE Kα EMISSION























Figure 1.2: Principle of the Monte Carlo method.
1.2.1 The Monte Carlo Method
The principle of a Monte Carlo calculation is to reproduce a probability distribution re-
sulting from a series of events by calculating stochastic results for a number of single
events. For example, the probability p(s), that an electron travels a distance s between
two successive scattering events, is related to the mean free path λ,
p(s) = e−s/λ, (1.1)
which itself is related via the atomic density, NA ρ /A, to the cross section σ (NA: Avo-





In a Monte Carlo calculation this relation is inverted by assigning values of s to equally
distributed random numbers RND (as produced by a random number generator) in such a
way that for a long enough series of RND the probability distribution p(s) is reproduced.










(The normalisation causes RND ∈ [0; 1].) Then, the free electron path between two
successive scatters is given by (Fig. 1.2b)
s = −λ ln(1−RND). (1.4)
The mean value of s is again λ.
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1.2.2 Calculating an Electron Path
In the Monte Carlo code a single electron trajectory is described as a series of straight ‘free
flights’ with an angular deflection at the end of each flight. The length of the flight and
the deflection are defined by the the elastic scattering cross sections. Inelastic deflections
are in the order of magnitude of the relative energy loss in the scattering, φ ≈ ∆E/E,
while the probability that a scattering angle φ occurs is reciprocal to the absolute energy
loss, p(φ) ∝ 1/∆E. Thus, the influence of inelastic scattering on the direction of electron
movement can be neglected. Inelastic collisions such as the generation of Bremsstrahlung,
inner shell ionization of the target atoms, collective (plasmon) excitations and individual
excitations of the conduction band cause the electron to lose energy and to slow down.
To treat the energy losses the continuous slowing-down approximation (CSDA) [78] is
applied which calculates an average rate of energy loss resulting from all types of inelastic
scattering, called ‘the Bethe stopping power’.
The separation between elastic and inelastic scattering leads to a scheme for the calcu-
lation of an electron path as shown in Fig. 1.3. The first step in the loop is to calculate
the distance s that the electron travels from its present position until the following elastic
scattering event. Then, this pathlength enters as a linear factor into the calculation of the
inelastic effects: the radiation produced on the way and the energy loss of the electron.
Finally, the position and the energy of the electron are updated and its new direction, after
the next elastic scattering, is calculated.
When the influence of inelastic scattering, as in this model, is neglected, the mean free
path of the electron is determined by the screened Rutherford cross section










E is the kinetic energy of the electron in keV and Z is the atomic number of the target
element. α is the screening factor, which accounts for the screening of the core potential
due to the electron cloud of the atom. It is approximated by




The (stochastic) free pathlength to the next elastic scattering event is derived as described
in the preceding section (Eqs. 1.2 and 1.4) applying the Rutherford cross section (1.5).
10 CHAPTER 1. NUMERICAL MODELLING OF THE Kα EMISSION
a)
b) Incidence values (E,ϕin)
-
?





Calculate free pathlength s
Reduce pathlength, if electron leaves the layer
Calculate Kα radiation
Calculate energy loss E − E ′
Update position and energy









Figure 1.3: Scheme for calculating an electron’s path. a) Illustration of the symbols. b) The
algorithm. Elastic scattering events determine the free pathlength s and the direction of
movement (ϕ,Ψ), while inelastic scattering causes the electron to lose energy, including
the generation of Kα radiation. To handle multilayer targets, subroutines for adjusting
the pathlength to the layer thickness and for switching between layers are included. The
calculation of a scattering path stops when the electron leaves the target or when its
energy E drops below the K-shell ionization energy EK so that it can no longer produce
Kα radiation.
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The angular differential Rutherford cross section is given by






















The azimuth of the scattering Ψ is chosen randomly
Ψ = 2pi RND. (1.9)
All these expressions were taken from the book by Joy [48]. This book also gives
a description of how to transform the scattering angles into the direction cosines of the
electron movement in the ‘laboratory’ frame of the simulation.
On the pathlength s, the electron produces a number of K-shell vacancies in the target
atoms. The cross section for the ionisation of theK-shell σK was taken from Casnati et al.
[15]. The lengthy expression is given in Appendix A. Then, the number of Kα photons
generated is the product of the number of created K-shell vacancies, the fluorescence yield




σK ω f. (1.10)
The values for ω and f were taken from Zschornack [104].
The generated radiation is isotropic and will be reabsorbed inside the target. The





where y is the depth of the generation point inside the target3, and λabs is the absorption
length for the Kα radiation. In multilayer targets there is a seperate exponential factor for
each layer which the photon has to pass.
In the continuous slowing-down approximation the energy loss of the electron ∆E on
the pathlength s is the product of this pathlength and the ‘stopping power’, −dE/ds,




3When the Kα emission is observed under an angle to the surface normal ϕobs 6= 0 the distance where
reabsorption takes place prolongs to y = y/ cos(ϕobs).
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The lengthy expression for the stopping power is given in Appendix B. It was taken from
Berger and Seltzer [9].
If the final position of the electron as given by the free pathlength s is outside the
actual target layer, the pathlength is reduced to the fraction inside this layer. This gives
the correct values for the produced Kα radiation and the energy loss. When the electron
enters into a different material in a multilayer target, it does not reach the calculated
position of elastic scattering, so that its direction of movement does not change when
entering the new layer. In the case that the electron leaves the target, the calculation of
the trajectory stops. The calculation also stops when the electron’s energy E drops below
the lowest K-shell ionization energy EK in the target.
1.2.3 Geometry
The Monte Carlo code can calculate the Kα emission for any side of the target: the
front (where the electrons enter the target), the back (opposite the front) and one side
perpendicular to the front.
The geometry corresponding to observation from the front is shown on the left in
Fig. 1.4. The target can consist of up to four layers of different materials with different
thicknesses and infinite lateral extension. The incidence angle of the impinging electrons,
ϕin, and the observation angle of the Kα radiation , ϕobs, can be chosen. Both incidence
and observation direction are restricted to the x-y plane.
For calculating the Kα emission from the back of foil targets, the same geometry is
used. The only difference is that the reabsorption of Kα photons inside the target is now
given by the distance of the generation point to the back instead of by the distance to the
front.
The calculation of the Kα emission from the target side uses the same coordinate system
as for the other sides, with the x-z plane corresponding to the target surface for which the
radiation is calculated (Fig. 1.4, right). Thus, the algorithm remains the same, the only
differences being:
1. The y-z plane defining an additional surface through which the electrons can leave
the target.



























Figure 1.4: Geometry of the Monte Carlo code. The Kα emission can be calculated for
any side of the target using two geometries. Left figure: Geometry for calculating the Kα
emission from the target side where the electrons enter (‘frontside’). The same geometry is
used for calculating the backside emission. The ‘reference plane’ is used for the calculation
of space and time resolved emissions. Right figure: Geometry for Calculating the Kα
emission from the sides perpendicular to the frontside. The coordinate system, and thus
the main algorithm, is the same in both cases.
2. The electrons entering the target through this additional surface instead through the
x-z plane. Their incidence angle now refers to the normal of the y-z plane.
3. The distance of the electron entrance point to the target edge, yin, is an additional
selectable parameter.
1.2.4 Diagnostics
Beside the total Kα yield, the Monte Carlo code can calculate the Kα emission tempo-
rally and spatially resolved. Then, the radiation hitting a planar detector is calculated.
Numerically the detector is defined as a reference plane perpendicular to the observation
direction, as indicated in Fig. 1.4.
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For space-resolved calculations the reference plane has its own coordinate system (~ex
′, ~ez
′)
which can be tilted against the main coordinate system (~ex, ~ey, ~ez) when the observation
angle ϕobs is different from zero. The coordinates (x
′, z′) where an x ray hits the reference
plane are derived from the electron’s position (x, y, z) via
x′ = y sin(ϕobs) + x cos(ϕobs) , (1.13)
z′ = z. (1.14)
The reference plane is divided into a grid, and for each grid point the Kα intensities
hitting that point are summed up. The size of the plane and the size of the grid points are
choosable.
The time at which a Kα photon reaches the reference plane is given by:4
1. The entry time of the electron into the solid t0 (delivered by the PIC code).
2. The time it takes the electron to move through the target before the photon is created.
For a single interval between two successive scattering events, the time ∆ts is given
by the pathlength s and the relativistic velocity of the electron v which is derived









With the electron rest energy E0 = 511 keV, the speed of light
c =


























4The lifetime of the excited state of the target atom is a few femtoseconds or less [18] and can be
neglected.
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3. The time of flight of the photon to the detector is given by
∆td = (x cosϕobs − y sinϕobs) 1
0.3
fs + const, (1.19)
where (x, y, z) is the position where the photon is generated (in µm).
The sum of the three terms gives the time t at which the photon is detected:




The numerical detection time scale is divided into intervals of 5 fs, into which the ‘detected
photons’ are sorted.
The code also includes several diagnostics to give deeper insight into the scattering of
the electrons:
1. The electron trajectories are recorded. To reduce data, only an adjustable fraction
of the trajectories is given out. Usually, plotting several tens of electron paths gives
sufficient information on electron penetration in a given situation.
2. Analogous to the emitted Kα radiation the mean depth of all electrons 〈y〉 is cal-
culated during time. For this, in each time interval t the depth yti of all elastic
scattering events i happening in this interval are summed up and then normalised






The time t when an elastic scattering takes place is given by:




The intervals were again chosen as 5 fs wide.
3. A time-integrated mean value of the electron depth 〈y〉 is calculated, i.e. the mean
depth where the Kα photons are generated during the laser pulse.
4. For each initial electron energy the number of generated Kα photons is calculated as
well as the mean pathlength and the mean excursion time of these electrons inside
the target.
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5. The numbers of reflected, transmitted and stuck electrons are counted.
6. For each ‘reflected’ electron (i.e. that leaves the target through the frontside) the
energy and the exit angles ϕ and Ψ are given out, so that the angular distribution of
the reflected electrons can be analyzed.
1.2.5 Electron Input Data
The initial data of the impinging electrons can be either taken from the results of a PIC
simulation or from an analytical energy distribution (like a Maxwellian). The PIC code
delivers a list of the individual hot electrons that are accelerated through the border of the
PIC simulation-area into the direction of the solid, while an energy distribution gives for
each electron energy E the number f(E) of electrons with this energy.
To calculate the temporal development of the Kα emission from a laser plasma, the list
of hot electrons delivered by the PIC code is transformed into a twodimensional electron
distribution with one dimension being the entry time of the electrons and the other being
their energy. The time and the energy dimension are both divided into intervals, with the
central value of the interval taken as representative and being used for calculating a large
number of electron paths (usually 100). The spacing of the energy intervals starts with
the lowest K-shell excitation-energy in the target and is logarithmic with each interval
covering ±5% of the central energy in the interval. E.g. the interval ‘100 keV’ ranges
from 95 – 105 keV. Then, all electrons with an energy within this interval are assigned the
central energy 100 keV. This energy spacing reduces computational effort compared to a
linear spacing (especially at high electron energies) without substantial loss in accuracy.5
The time intervals are spaced linearly and are usually chosen as 5 fs wide.
In the same way, electron data from an analytical energy distribution is mapped into
logarithmic energy intervals. As no information on individual entry times is provided, all
electrons are given the same time. Because theoretical considerations (Eq. (1.32)) predict
a functional relation between the energy of a hot electron and the direction in which it
moves, each electron energy can be given its own entrance angle.
The hot electron data from PIC simulations also can be used for calculations with
5The deviations in Kα yield when using the logarithmic energy spacing instead of a linear one are less
than 5 %.
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electron-dependent entrance-angles. In this case, the electrons are not sorted into time and
energy intervals, but for each hot electron the scattering path is calculated individually.
Because the PIC simulation can yield much more hot electrons than are necessary for the
Monte Carlo calculation (especially at high laser intensities), an upper limit can be set for
the number of calculated electron paths (usually 10.000), so that only a fraction of the hot
electrons from the PIC result is used.
1.2.6 Data of the Target Material
The properties of the target material are provided to the Monte Carlo code via a seperate
data file which includes values for the atomic number Z, the atomic density nA, the ion-
ization energy of the K shell EK , the properties of the Kα line: energy EKα, fluorescence
yield ω and relative intensity f , and data to describe the x-ray absorption in the element.
To handle reabsorption in multilayer targets with a variety of material combinations in
an easy way, for each element the absorption coefficient is parametrised in an energy range
around the K-shell absorption edge of the element
µabs = a λ
b µm−1, (1.23)





Seperate values for the coefficients a and b are provided for the Kα energy being above or
below the K-shell ionization energy. They were found by fits to the absorption data given
in the book by Zschornack [104]. The fits are appropriate when the ionization energies
EK of the photon emitter and the absorber are not too different from each other (about
half an order of magnitude).
Compound target materials can be treated by providing mean values for the atomic
number 〈Z〉, atomic density 〈nA〉 and the Kα absorption length 〈µabs〉 weighted by the
atomic densities of the different elements in the target material. This gives the correct
average values for the mean free pathlength and the elastic scattering angles. The average
stopping power can be calculated by applying an average value for the mean ionization








































Material 〈Z〉 nA 〈nA〉 〈J〉 EK EKα ω f EKα < EK EKα > EK
(µm−3) (µm−3) (eV) (keV) (keV) a (A˚−1) b a (A˚−1) b
Ti 22 5.68× 1010 4.97 5.68 0.21 0.90 3.69× 10−3 2.63 2.89× 10−2 2.67
Cu 29 8.46× 1010 8.98 8.05 0.47 0.89 1.54× 10−2 2.66 0.11 2.72
Ag 47 5.83× 1010 25.5 21.2 0.83 0.84 6.95× 10−2 2.64 0.41 2.68
Ta 73 5.51× 1010 67.4 57.5 0.96 0.78 0.35 2.59 1.92 2.68
Si 14 4.99× 1010 1.84 1.74 0.04 0.95 4.20× 10−4 2.69 5.00× 10−3 2.70
SiO2 10 2.66× 1010 7.97× 1010 140 1.84 1.74 0.04 0.95 1.916 0 - -
mylar 4.54 4.32× 1010 9.52× 1010 76.97 0.38 0.28 0.003 1.00 - - 2.64× 10−4 2.94
(C5H4O2)
Table 1.1: Properties of target materials used by the Monte Carlo code.
6The absorption data is only valid for the Si Kα line.
7Value according to Eq. C.3. The value in the Berkeley tables is 〈J〉 = 78.7 eV.
8Data for carbon.
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concerning the generation of Kα radiation from one element in the target the values of this
element (nA, EK , EKα, ω and f) must be used.
Table 1.1 gives the applied target data for a number of pure elements and compound
materials.
1.2.7 Accuracy
The reproducibility of a Monte Carlo simulation becomes better when the statistics are
increased, in the present case with the number of electron trajectories being calculated.
On the other hand, computation time and thus the number of calculated paths should be
kept low. To find an optimum value, series of simulations using monoenergetic electron
beams were performed with the number of calculated paths varying between the series. For
a number of 100 calculated paths, a reproducibilty of the Kα yield within ±5% was found,
while the fraction of reflected electrons varied ±15%. Increasing the number of paths to
1000 decreases both variations to ±2%. In the simulations, usually 100 scattering paths
were calculated per initial electron energy.
For monolayer targets, a faster algorithm was implemented. In these targets, all energy
losses of the electron take place in the same material. Thus, for all scattering paths with
the same initial energy, the energy and the cross sections only depend on the length of the
path already covered by the electron. They can be calculated in advance if the distances
between the elastic scattering events are chosen to be equal for all paths. In the faster
algorithm, these distances are chosen as the mean free pathlength λ(E). This results in
typically several hundred to several thousand elastic scattering events per electron path.
To check the accuracy of the algorithm, calculations with and without the approximation
were compared. The differences in Kα yield and the numbers of reflected and transmitted
electrons were less than 5%.
To check the validity of the calculated Kα yields, the simulation results were compared
with the experimental data given by Dick et al. [21] (Fig. 1.5). In this work, the Kα yield
from target elements ranging from C (Z = 6) to Au (Z = 79), which were bombarded
with monoenergetic electron beams with energies from 10 keV to 3 MeV, was measured. A
comparison of the experimental and simulated data is shown in Fig. 1.5. In general, they
agree within 10 % or less. For medium Z elements like Cu, the difference is up to 25 %



























Figure 1.5: Comparison of Kα yields calculated with the Monte Carlo code (crosses) and
experimental data (solid line) for different target elements. The experimental values are
from Dick et al. [21].
in the energy range from 100 keV to 1 MeV. Deviations of a factor ∼ 2 are found above 1
MeV for low Z elements (Al) and in the whole energy range for high Z targets (Ag).
To check wether the absorption coefficients µabs of the Kα radiation (Eq. (1.23)) are
the reason for these discrepancies the absorption data given by Zschornack [104] were
cross-checked with the database of NIST [62], giving practically the same absorption co-
efficients µabs. For the K-shell ionization cross sections σK the paper by Hombourger
[46] gives an extensive comparison between experimentally determined values and (among
others) the Casnati formula (Eq. (A.1)). For Ag and Au reasonable agreement is found
for electron energies up to several MeV, though the uncertainty of the experimental data
makes a definite statement about the validity of the formula under these conditions diffi-
cult. Another possible explanation for the discrepancies apparent in Fig. 1.5 can be the
Rutherford cross sections for elastic scattering (Eqs. (1.5) and (1.7)). Errors in these cross
sections can let the electrons penetrate deeper into the target in the simulation than they
do in reality, resulting in too much reabsorption and too little emitted Kα radiation.
The discrepancy for low Z materials is not of great practical importance, as the com-
bination of MeV electrons with low Z materials is rather unusual, but the deviations for
high Z elements require special care when carrying out simulations with these materials.
It should be pointed out, that in all cases, the Monte Carlo code reproduces the maximum
in Kα yield and its position, which all elements show at medium electron energies.
1.3. THE PIC CODE 21
1.3 The PIC Code
1.3.1 Principles




xi = vi, (1.25)
d
dt
(mivi) = F i, (1.26)
where xi, vi and mi are the position, the velocity and the mass of the particle respectively.
F i = qi (E(xi) + vi ×B(xi) ) (1.27)
is the force acting on the particle with charge qi. The electric field strength E and the
magnetic induction B result both from the particles and from the field of the laser incident
on the plasma. They are related to each other and to the charge and current density of
the plasma particles, ρ and j, via Maxwell’s equations
∇E = − 1
ε0
ρ, (1.28)
∇× E = − B˙, (1.29)
∇×B = µ0 ε0 E˙ + µ0 j, (1.30)
where ε0 is the dielectric and µ0 the permeability constant.
The equations of motion describe the behaviour of discrete particles (using single par-
ticle properties qi, mi, xi and vi). The field equations instead apply quantities which are
continuous in space (E, B, ρ, j) though they partly originate from the properties of single
particles (in our case qi and vi ).
9
In a Particle-In-Cell (PIC) code the continous quantities E, B, ρ and j are represented
by their values on a regular array of mesh points [10, 45]. Within the computation cycle
9Instead of using the field equations Eqs. (1.28) – (1.30) the force acting on a particle can be also
expressed as the sum of the forces originating from the other particles and an external force from the laser
field: F i =
∑
j 6=i F ij + F
ext. This is done in particle-particle codes. Compared to the particle-particle
method the particle-mesh scheme applied in PIC codes results in a significant saving of computation time
for larger numbers of simulation particles.
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of a PIC code a transformation from particle to mesh point properties and vice versa is
performed:
1. The charges and velocities of the simulation particles are mapped to nearby mesh
points, giving the charge and current density distributions ρ(x) and j(x).
2. The electric and magnetic fields E(x) and B(x) are derived by solving the field
equations (1.28) – (1.30) on the mesh points.
3. The force acting on each simulation particle (Eq. 1.27) is obtained by interpolating
between the mesh-defined values of E(x) and B(x).
4. The equations of motions, (1.25) and (1.26), are applied to update the particles’
positions and velocities.
To simulate the interaction of an oblique laser beam with a plain target (i.e. periodic
in two directions y and z) Gibbon and Bell [36] introduced the boost-frame technique
to PIC codes. In this technique the calculations are performed in a reference frame which
moves parallel to the target surface with a velocity v0y = c sinΘ (Θ is the incidence angle
of the laser beam). In this ‘boosted’ reference frame the laser appears to be normally
incident on the target surface, while the plasma streams at a velocity −v0y. Thus, the
calculations are reduced to only one spatial (the direction of the surface normal x) and
two velocity coordinates (vx and vy) — with considerable savings in computation time
compared to a two-dimensional simulation. A detailed discussion of the subtleties of the
Lorentz transformations used for boosting to and from the simulation frame is given in
Gibbon et al. [38].
1.3.2 Application of the PIC Code
In the present work the 1 1
2
D, oblique incidence, Particle-In-Cell code BOPS [36] was used
for the simulation of the laser interaction with the plasma and the generation of hot
electrons.
The calculations were performed for a p-polarized10 titanium:sapphire laser (λLaser =
800 nm) with an incidence angle of 45◦ as it was used in the experiments. sin2-pulses
10The electric vector of the laser light is in the plane of incidence and thus has a component perpendicular
to the plasma surface.
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with a pulse duration corresponding to Gaussian pulses with a full width at half maximum
(FWHM) of either 60 or 90 fs were used.11
The plasma density in the simulations decreased exponentially with a normalised scale
length L/λLaser = 0.3. This scale length is appropriate to interactions where a laser
prepulse or pedestal generates a small amount of preformed plasma [5] and to the laser
conditions in the experiment described in the following chapter (Section 2.3). The maxi-
mum plasma electron density was ne(max) = 10nc, with nc being the critical density. At
the critical density the frequency of the electron plasma oscillations, ωpe ∝ √ne, is equal to
the laser frequency, defining an upper limit of the plasma density to which the oscillating
laser field can penetrate before it is shielded out by the plasma electrons. The generation
of the hot electrons happens at the critical density.
The simulation particles were initialized with Maxwellian energy distributions corre-
sponding to a plasma temperature kT = 200 eV. Higher temperatures would include
electrons with energies high enough to ionize the K-shell of Si, which was one of the inves-
tigated target materials. That would result in the generation of Kα photons even without
a laser pulse. To have sufficient statistics at the critical density, 40.000 electron and 40.000
ion simulation particles were used. To keep the plasma electrically neutral, for each simu-
lation particle leaving the simulation area (especially the generated hot electrons) another
particle was reinjected with a velocity corresponding to the initial energy distribution.
With these parameters, simulating the interaction of a 90 fs laser pulse with the plasma
took about ten hours.
As the PIC code is one dimensional, each simulation particle corresponds to a charge
sheet with infinite lateral extension. To derive the actual number of generated hot electrons,
the number of absorbed simulation particles must be multiplied by a scaling factor, cs,
which is mainly the product of the normalised charge of a simulation particle, qe, with the
size of the laser irradiated area A (in µm2)
cs = 1.6× 108 λ−1Laser A |qe|. (1.31)
For the simplifying assumption of a laser spot with a given homogeneous intensity, used in
Chapters 3 and 5, the irradiated target area A is proportional to the laser energy, as are
11‘Corresponding’ means that the energy in both pulses is the same. Then, the pulse duration must be
chosen as τsin2 = 2.13 FWHMGauss.
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the number of generated hot electrons and that of the produced Kα photons.
The PIC code produces two lists of the generated hot electrons which are used as an
input to the Monte Carlo code. One list contains the kinetic energy of each hot electron
and the time at which it leaves the PIC simulation area (i.e. the entrance time into the
solid). These lists are used for calculating the temporal development of the Kα emission
(Chapter 5) and were also applied for the investigation of the total Kα yield (Chapter 3).
Due to the conservation of energy and momentum between the absorbed laser photons
and the accelerated electron a functional dependence of the entrance angle of the electron,
ϕin, on the electron’s normalised kinetic energy, U = E/mec
2, and the incidence angle of
the laser, Θ, is expected [80, 83]:
ϕin = 2pi − arctan
(
U sinΘ√
2U + U 2 cos2 Θ
)
. (1.32)
Therefore, the second electron list delivered by the PIC code gives the kinetic energy
and the entrance angle of each hot electron. These lists with individual entrance angles
of the hot electrons are used for calculating the spatial distribution of the Kα emission
(Chapter 4).
1.4 Calculating Spatial Kα Distributions
In the following Chapter an experiment is described in which images of the Kα emission
from fs laser-irradiated Ti targets were taken. The spatial Kα distributions measured in this
experiment were compared with the predictions of the simulation model. The calculation
of the numerical images consisted of four steps:
1. Determination of the experimental laser beam profile. The procedure is described in
Section 2.3 with example beam profiles shown in Fig. 2.3.
2. Combined PIC-MC calculations for the experimental laser parameters and a range
of laser intensities giving the spatial Kα distributions resulting from point-like laser
spots (Fig. 1.6,a). In the simulations shown in Chapters 2 and 4 the area A of these
‘point-like’ laser spots was chosen as 1 µm2 corresponding to a distance of 1 µm
between neighbouring points of the summation grid (see next point). The area A
enters the number of calculated Kα photons via the scaling factor cs in Eq. (1.31).
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Figure 1.6: Calculating spatial Kα distributions: a) Kα emission for a ‘point-like’ laser spot
with area A. b) Summation grid of points within the focal area irradiated with different
laser intensities.
3. Summation of the Kα emissions, calculated for point-like laser spots, for a grid of
irradiated points within the focal area (Fig. 1.6,b). The laser intensity for each grid
point is chosen accordingly to the measured laser beam profile. This gives the nu-
merical intensity distribution of the Kα source for the experimental laser conditions.
4. To derive a Kα image which can be directly compared with the experimental images,
ray tracing [22, 23] was applied with the calculated x-ray source as an input.
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Chapter 2
Two Dimensional Monochromatic
Imaging of the Kα Emission
A common method to measure the size of the Kα emission from a laser-produced plasma is
the knife-edge technique or one-dimensional x-ray shadowgraphy [87]. A razor blade is put
between the target and a spatially resolving x-ray detector. The x-ray source illuminates
the detector uniformly except for those parts which are partly covered by the razor blade.
A deconvolution procedure yields the intensity profile of the x-ray source [1]. Though the
x-ray intensity in this technique is spatially integrated parallel to the knife edge the 1/e-
width of a Gaussian x-ray source is retained in the integration and so the method is widely
used to estimate size of the x-ray source, or more precisely: its halfwidth [25, 66, 74, 98].
In the present thesis the spatial intensity distribution of the Kα emission from laser-
irradiated Ti targets was resolved in two dimensions, using bent crystals which focus an
image of the Kα source onto a CCD camera [29, 33]. The two-dimensional resolution of
the imaging delivers a set of structural details which are smeared out in a knife-edge mea-
surement. The laser parameters and the imaging properties of the crystals were carefully
determined, so that the experimental situation could be reproduced with high accuracy
by the numerical model presented in the preceding chapter. The comparison between the
structural details of the Kα emission in the experiment and in the simulations gives a set
of agreements and differences from which an estimate can be made of
1. how far the physics in the experiment is described by the numerical model, and
2. what effects outside the model could be responsible for the deviations.
Concerning the question wether numerical models like the presented one correctly predict
the penetration depth of the hot electrons into the target [66, 93] or wether the penetration
depth is much shorter [47, 92], there is a controversy in the literature. Usually, multilayer
targets [16] are used to study the penetration depth, which is then deduced from the
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Figure 2.1: Scheme of the experimental setup. The indicated coordinate system is the
same as used for the Monte Carlo code (Fig. 1.4).
change of the Kα yields, when the thickness of the top layer is varied. Instead of that, in
the present thesis, the Kα emission from a target side perpendicular to the laser-irradiated
side was imaged with a bent crystal onto a CCD camera, so that one coordinate of the
resulting image corresponds to the target depth and the decrease of the Kα signal with
depth indicates the electrons’ penetration behaviour.
2.1 Experimental Setup
The experimental setup (Fig. 2.1) was arranged around the position of the Kα source,
which was given by the intersection of the axis of the laser focus with the front side of the
target. Two sides of each target were carefully prepared to form a well defined rectangular
edge. In the measurements of the electron penetration depth the laser was focused close
to this edge, so that the target was optically thin for the sideward Kα emission. In the
studies of the spatial structure of the frontside emission the focus was 2 mm away from the
edge. The laser could be defocused by moving the parabola along the focal axis toward
the target or away from it. For each of the two sides a toroidally bent Si crystal delivered
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Figure 2.2: The edges of the Ti targets used in the experiment. a) Abraded and polished
by hand. The curvature at the edge has a radius . 5 µm. b) Straightness of a target edge
made with a diamond milling machine.
a two dimensional, magnified image (7×) of the Kα emission from this target side onto
a CCD camera. For each imaging crystal the distance to the target could be optimzed
during the experiment to focus the Kα image. All parts of the setup, the parabola, the
laser focus, the imaging crystals and the cameras, were placed at the same height, in one
horizontal plane. The prepared target edge was oriented perpendicular to this plane (i.e.
vertically). After each shot, the target was moved along the edge (500 µm) to an unused
part. To change the position of the laser focus relative to the target edge, the target was
moved horizontally parallel to the target frontside.
2.2 The Target
The experiment required targets with an edge of high geometrical quality. The concept of
the experiment is to image the Kα emission from two target sides, with one side defined as
‘the side hit by the laser’ and the other as ‘the side not hit by the laser and perpendicular to
the first one’. To guarantee these definitions, it was necessary that the curved or otherwise
misformed area at the target edge was small in comparison with the laser focus and the
absorption length for Ti Kα radiation (19 µm). At best focus, the laser spot had a full
width at half maximum (FWHM) of 3 µm. Another requirement was that the target
edge had to be straight, so that its position would not change when the target was moved
vertically from shot to shot. Additionally, it was necessary that the target side hit by the
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laser was polished, as it showed that otherwise the from-shot-to-shot reproducibility was
too bad.
After many attempts, two suppliers for Ti targets of the required quality could be
established. One of them was the company Kern Micro- und Feinwerktechnik GmbH &
Co. KG in Murnau-Westried, using a diamond milling machine. The other one was the
materials preparation laboratory of the physics department at the Humboldt University in
Berlin, which worked with freehand polishing.
The radius of curvature of the target edges was determined with a contact needle and
showed to be 5 µm or less. Also, each target was controlled under a microscope (Fig. 2.2).
The biggest damaged regions found in these examinations (pieces broken away) were about
10 µm in size. These parts of the targets were not used in the experiment.
2.3 Laser Parameters And Focus Size
For the experiments the titanium:sapphire laser (λLaser = 800 nm) of the Institut fu¨r Optik
und Quantenelektronik at the Jena University was used. It delivers an energy of 240 mJ
onto the target and was focused with an off-axis parabola (f = 120 mm, 45◦) to an intensity
of up to 7× 1018 W/cm2. 85% of the energy were within a diameter of 50 µm [103]. The
laser was p-polarized and the angle of incidence was 45◦.
The temporal shape of the laser pulse was measured with a third order multi-shot
autocorrelater. A pulse shape similar to that described by Ziener et al. [103] for the same
laser was found with a pulse duration of 90 fs. The laser has two intrinsic prepulses with
intensity contrast ratios of 3× 10−4 and 3× 10−3 at 4 ps and 600 fs before the main pulse,
respectively. As discussed by Ziener et al., these prepulses create a preplasma with a
density gradient similar to that used in the PIC simulations described in the preceding
Chapter (Section 1.3).
The parabola was adjusted using a microscope and a CCD camera. Then, images of the
laser focus were taken for defocus distances -400 µm ≤ fp ≤ +400 µm,1 where the defocus
distance fp is defined as the difference between the actual parabola-to-target distance d
1The defocus range for which the focus could be measured was limited by the size of the CCD.
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Figure 2.3: Intensity distribution of the laser focus for different defocus distances fp.
and the focal length f of the parabola:
fp ≡ d− f. (2.1)
With the help of removable grey filters in front of the camera a total dynamic range of
103 was achieved. To estimate the intensity distribution in the focus, two CCD images taken
with and without grey filter were superimposed. First, the background was subtracted and
the signal without grey filter was multiplied by the transmission of the filter. Then, the
overexposed parts of this image were substituted by data from the other image whereat
the images were shifted interactively against each other to achieve optimum continuity of
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Figure 2.4: Intensity, peak width and total size of the laser focus. The ‘nominal’ intensity is
the mean intensity within the 1/e width. The lowest intensity which could be measured is
indicated by the dotted line labeled as ‘minimum’; the corresponding maximum measured
extension is shown in the ‘total size’ graph.









where Etot is the total laser energy on the CCD, Ntot is the sum of all counts in the
image, τl is the duration of the laser pulse, dx the pixelsize of the CCD image, and k
the magnification of the microscope. Fig. 2.3 gives examples of the resulting images and
intensity profiles.
The nominal laser intensity was identified with the mean intensity in the ‘peak’, defined
as the area, where the laser intensity was above 1/e of its maximum value. At best focus
the nominal laser intensity was 7×1018 W/cm2 and the maximum intensity was & 1×1019
W/cm2. The nominal peak diameter (1/e width) was 4 µm, corresponding to a peak area
of ∼14 µm2. It contained 47% of the laser energy on the target. The intensity fell off
exponentially, and 90% of the energy was within a nominal diameter of 16 µm. Fig. 2.4
shows how the laser intensity and the focus size change when the defocus distance is varied.
Comparison with an idealized laser focus shows that the peak intensity behaves similar to
that of a Gaussian focus with a halfwidth of 3 µm.
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2.4 The Imaging
2.4.1 Crystal Optics
The applied x-ray imaging with bent crystals works very much like the imaging with a
concave mirror in the optical range but with the additional requirement that each reflected
beam has to fulfill the Bragg law
2 dhkl sinΘ0 = nλ, (2.3)
where λ is the wavelength of the x rays, n the order of diffraction, Θ0 the angle of incidence,
the ‘Bragg angle’, and dhkl the distance between the lattice planes of the crystal with
Miller’s indices hkl. The Bragg condition limits the range of reflected wavelengths to
a maximum of two times the lattice spacing, which automatically excludes the longer
wavelength plasma emissions from the imaging in the experiment.
The focal length, f , of a two-dimensionally bent crystal depends on the Bragg angle
and the bending radii, Rh/v, and is different in the horizontal and in the vertical direction









so that for a spherically bent crystal (Rh = Rv) the vertical and the horizontal focus are
seperated. In contrast, a toroidally bent crystal with
Rv
Rh
= sin2 Θ0 (2.6)
(as used in the experiments) only has one focal length.
The Bragg angle and thus the reflected wavelength vary along the crystal parallel to
the dispersion plane. The total transmitted spectral bandwidth, ∆λ, is thus limited by the
horizontal aperture ∆scrystal [57]:
∆λ ≈ λ
∣∣∣∣k − 1k + 1
∣∣∣∣ ∆scrystalRh tanΘ0 , (2.7)
where k is the magnification of the imaging. Or the other way around: For a narrow
spectral line only a small stripe2 ∆scrystal of the crystal contributes to the imaging. The
2In the experiment a horizontal width of ∆scrystal ≈ 0.5 mm contributed to the reflection of the Ti Kα
doublet (∆λ ≈ 1 A˚).
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NL is the total number of photons emitted in 1 sr, Rint the integrated reflectivity of the
crystal and ∆hcrystal its vertical height.










must be satisfied (la and lb are the source-to-crystal and the crystal-to-image distance










lb = f (k + 1) (2.12)
for the distances needed to achieve a magnification of k.
Table 2.1 gives the properties of the two identical crystals in the experiment.
Crystal Θ0 Rh Rv Rint ∆hcrystal k la lb NL/Nref
degrees mm mm µrad mm mm mm
Si (311) 57.01 149.79 106.39 28.95 5 7 72 504 2.1× 105
Table 2.1: Data of the imaging crystals. NL/Nref is the number of Kα photons emitted in
1 sr for each photon on the image.
2.4.2 Influence of Aberrations on The Imaging of Extended Ob-
jects
This section examines how the crystal optics influences the experimental image of an x-ray
source. To that purpose x-ray images of known sources with different shapes (pinhole
3Eq. 2.8 is only valid, if the x-ray source is not placed on the so-called Rowlandcircle, in which case k
would be one.







































Figure 2.5: Aberrations of a Ti Kα point source for a magnification of 7, calculated with
ray tracing. a) Full aperture. b) The vertical aperture is restricted to 3 mm. The distances
refer to distances on the object.


































Figure 2.6: Measured aberrations of a 5 µm pinhole for a magnification of 5.3 and full
aperture. a) X-ray image of the pinhole. b) Horizontal profile of a). The horizontal lines
mark 10% and 90% of the maximum intensity. Distances refer to distances on the object.
and Gaussian) and different sizes are studied. Also, the necessary precision of the crystal
adjustment is examined.
The deviation of the toroidal shape of the imaging crystals from the ideal ellipsoid
results in an astigmatism which forms the dominating aberration of the imaging with
these crystals [22]. For a point source the astigmatism results in two symmetrical tails
stretching horizontally (parallel to the dispersion plane) into the direction of higher Bragg
angles (Fig. 2.5,a). These tails are due to the dependence of the focal length on the vertical
position on the imaging crystal, so that their length can be reduced by a diaphragm which
restricts the vertical aperture (Fig. 2.5,b). In the experiments a Cu foil with a vertical
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Figure 2.7: X-ray images of a 100 µm pinhole measured with a magnification of 5.7.
a) Without azimuthal error. c) With an azimuth angle of 0.8◦ corresponding to the ex-
perimental situation for the imaging of the frontside emission from the plasma source. b)
and d) Corresponding horizontal profiles. The horizontal lines mark 10% and 90% of the
maximum intensity. Distances refer to distances on the object.
aperture of 5 mm in front of the crystals was used.
For a 5 µm pinhole these aberrations add up to two tails perpendicular to each other
and several times larger than the pinhole (Fig. 2.6). The halfwidth (FWHM) of the image
is a little widened (1.5 - 2×) compared to the original pinhole size and the sharpness of the
pinhole edge is gone. The edge, defined as the length over which the measured intensity
drops from 90% to 10% of its peak value, is about 5 – 10 µm.
For larger pinholes the tails vanish. The pinhole size (its FWHM) is roughly preserved
and the edges are ∼ 10 µm. These features are relatively independent of the actual pinhole
size and the focusing of the crystal, as ray-tracing studies for a 30 µm pinhole and imaging
tests with a 100 µm pinhole (Fig. 2.7,a and b) showed. Only when the imaging crystal is
defocused & 300 µm the edges broaden to ∼ 20 µm.
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Figure 2.8: X-ray images of a 30 µm pinhole for different defocus distances of the crystal, fk,
calculated with ray tracing. The magnification is 7 and the azimuth angle is 0.9◦ as it was
in the experiment for frontside imaging. Distances refer to distances on the object.














































Figure 2.9: X-ray image of a 30 µm pinhole for a magnification of 7 and an azimuth
angle of 0.9◦, calculated with ray tracing. The horizontal lines mark 10% and 90% of the
maximum intensity.
The azimuth angles of the imaging crystals were optically adjusted. After the experi-
ments the adjustment of the crystals was checked at a Ti x-ray tube and for the frontside
crystal an azimuth angle of 0.9◦ was found. Therefore the influence of such an azimuth
angle on the x-ray image was also examined. Fig. 2.7,b) shows the image of the same 100
µm pinhole as in Fig. 2.7,a) but with an azimuth angle of 0.8◦. On three sides the edge
size is still ≈ 10 µm and the vertical FWHM is preserved. But in the direction of the
aberrations (parallel to the dispersion plane towards higher Bragg angles) a curved tail
with high intensity appears which is as large as the pinhole itself.
This curvature of the tail is due to a defocused crystal. In the optimal focal distance,
fk, the tail stays straight horizontally (Fig. 2.8). For a defocusing of fk = −150 µm the
curvature appears. And for a defocusing of fk = −600 µm the image has turned into the
diagonal direction. Defocusing the crystal into the other direction (fk > 0) turns the image
into the opposite diagonal.
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Figure 2.10: Image of a Ti Kα source with a Gaussian shape and a FWHM of 10 µm,






















Figure 2.11: Halfwidth (FWHM) of the image of a Kα source with a Gaussian shape,
calculated with ray tracing. For the dotted line the halfwidths of the source and the image
are equal. Due to aberrations the halfwidth of the image in the horizontal direction is
significantly broadened compared to that of the Kα source. The vertical halfwidth of the
image is similar to that of the source. The magnification is 7 and the azimuth angle is 0.9◦.
For the optimum crystal position fk (Fig. 2.9) the vertical profile of the x-ray image
is little changed by the presence of a non-zero azimuth angle but in the horizontal direc-
tion any resemblance to a pinhole has vanished. Instead a cone-like structure with large
asymmetrical edges is seen.
The experimental Kα emission does not have a sharp edge, but the intensity decreases
continuously towards the borders. To study the influence of aberrations in this case, a
number of ray-tracing calculations (including an azimuth angle of 0.9◦) were performed
for an x-ray source with a Gaussian shape. It was found that the vertical profiles of the













































































































































defocus distance  fp =
−50 0 50
Figure 2.12: Influence of aberrations on the measured Kα images for different distances fp
of the target from the best laser focus. For small Kα sources (fp = 50 µm) the horizontal
orientation of the image is largely due to aberrations and not a property of the Kα source
itself. For large defocus distances (fp = −350/+250 µm) the vertical orientation of the
laser focus is reproduced in the Kα images.
image and the source are very similar (Fig. 2.10). But in the horizontal direction there is
again a tail which appears in the profile as a shoulder beside the main peak. Due to this
shoulder the image of a small Gaussian Kα source is considerably broadened horizontally
(Fig. 2.11). With increasing source size the relative size of the shoulder decreases and for
Gaussian sources larger than ∼ 60 µm also the horizontal profile of the image is similar to
that of the source.
In the experiment the Kα emission from the laser-irradiated Ti was imaged for different
defocus distances, fp, implying different sizes of the Kα source. In Fig. 2.12 four measured
images from such a defocus series are given and the derivation of the corresponding simu-
lated images (Section 1.4) is illustrated: From the experimental laser profiles (Section 2.3)
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first, the intensity distribution of the Kα source is calculated with the PIC-MC model
and than via ray-tracing that of the image, assuming ideal source-to-crystal and crystal-
to-object distances. The experimental images of the series were taken at 200 µm steps in
defocus distance, the measured laser beam profiles, and thus the simulated Kα emissions,
were 50 µm apart from each other. The best overall agreement between simulation and
experiment is found when the experimental ‘best focus position’ is identified with a defocus
distance fp = +50 µm, and the other images accordingly with distances fp = −350 µm,
-150 µm and +250 µm. For this assumption the corresponding images of the experimental
and the numerical series are shown in the figure.
The measured change in the shape of the Kα intensity distribution, when the laser
is defocused, is well reproduced by the simulations. The influence of aberrations on the
images can be identified by comparing the calculated intensity distributions before and
after the imaging process, i.e. the calculated Kα source with the calculated Kα image. As
was found in the ray-tracing calculations for Gaussian sources, the horizontal orientation
of the image for a small Kα source (fp = 50 µm) is largely due to aberrations and not a
property of the source itself. On the other hand, the aberrations have little influence on
the vertical extension of the image. For larger defocus distances (fp = −350/+250 µm)
the vertical orientation of the laser focus is reproduced in the Kα images.
In summary, the careful determination of the crystal adjustment and the laser parame-
ters, in particular its two-dimensional intensity distribution, makes it possible to reproduce
the experimental processes by the numerical calculations. Close to best focus, the applied
imaging technique reaches its limit in measuring the horizontal extension of the Kα emis-
sion because the aberrations become much larger than the emission itself.
In the following chapter the total yield of the Kα emission will be discussed before we
return to the spatial structure of the emission in Chapter 4.
Chapter 3
Optimization of Kα Yield
This chapter discusses how the Kα yield from a laser plasma source can be maximized
simply by optimizing the laser intensity. The intensity of a laser beam I on the target





where Elaser is the energy delivered on the target, A is the irradiated area and τl is the
duration of the laser pulse. Increasing the laser energy gives an equal increase of the laser
intensity and, if we assume that the fraction of laser energy transfered into hot electrons
is independent of the laser intensity,1 also an equal increase of hot electron energy. The
increase in hot electron energy is partly due to a higher number of electrons being acceler-
ated by the laser and partly due to the electrons acquiring higher energies, which means a
higher ‘temperature’ of the hot electron distribution. Thus, more hot electrons have ener-
gies above the K-shell ionization energy of the solid and more Kα photons are produced.
Increasing the laser energy gives an increase in Kα yield.2 On the other hand, increas-
ing either the irradiated target area (by defocusing the laser) or the pulse duration (by
changing the compressor grating separation) reduces the laser intensity without changing
the energy on the target and thus, leaves the hot electron energy constant.3 Both actions
reduce together with the laser intensity the hot electron temperature but they also increase
the number of hot electrons due to a greater irradiated target area or to a longer interac-
tion time of the laser with the plasma. The total hot electron energy remains the same,
the energy distribution changes. The consequence is that the Kα yield can increase when
the laser is defocused or prolonged. This complex situation is analyzed in the following
1PIC simulations give a roughly constant energy conversion into hot electrons between 40% for I = 1015
W/cm2 and 60% for I = 1019 W/cm2.
2A conclusion which is confirmed by own experience and many other experimentalists. See for example
[47, 98, 101]. Anyway, it does not imply that the yield per energy also increases with increasing laser
energy.
3The assumption of a constant energy conversion into hot electrons holds only for laser pulse durations
for which a constant plasma density gradient can be assumed [79].
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Figure 3.1: Total Kα yield from the frontside of Ti targets. Defocusing the laser by ∼ 400




The effect of defocusing the laser to a lower intensity was investigated experimentally for
Ti as target material ( Fig. 3.1). The experimental details were given in Chapter 2. The
Kα yield from the target frontside increases ∼ 2 times when the laser is defocused several
hundred microns. With more defocusing the yield decreases again. Using Fig. 2.4 to find
the laser intensities which correspond to the defocus distances in Fig. 3.1 we see that
the increase in Kα yield corresponds to a decrease of the laser intensity by two orders of
magnitude from 7× 1018 to ∼ 5× 1016 W/cm2.
In the literature a number of further experiments can be found where the Kα yield
was measured as a function of laser intensity. They are summarized in Fig. 3.2 where
the yields are normalised to steradiant and a laser energy of 100 mJ. The measurement by
Eder et al. [25] and another one byMorak et al. [60] (on Si, not shown in the figure) were
also defocusing experiments. They both give a maximum in Kα yield for a laser intensity
defocused more than an order of magnitude from its peak value. The original yield data
of the measurements show in both cases a structure similar to Fig. 3.1 with symmetrical
maxima for defocus positions of several hundred microns. In a measurement by Guo
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Figure 3.2: Experimental Kα yields for a laser energy of 100 mJ: ¨: Al, Jiang et al. [47];
2: Ti, the present work; 4: Cu, Eder et al. [25]; ¥: Mo, Wharton et al. [98]; ©: Ag,
Yu et al. [101].
et al. [41] (not shown in the figure) the laser intensity was reduced from a maximum of
1018 W/cm2 by increasing the pulse duration. The result was also an increase in Cu Kα
yield . In the other experiments the laser intensity was varied by changing the laser energy
or by changing both the energy and the focus. Fig. 3.2 shows that the findings for Ti can
only partly be generalized: For the lighter elements (Al, Si, Ti and Cu) the Kα yields are
higher for lower (or medium) laser intensities, but for the heavier ones (Mo and Ag) higher
Kα yields are related to higher laser intensities.
It should be pointed out that the decrease of Kα yield with increasing laser intensity
in the experiment by Jiang et al. [47] is only due to normalizing the yield to a constant
laser energy. In the experiment itself the intensity was increased by increasing the laser
energy. Thus, the graph given in the original paper shows a monotonic increase of absolute
Kα photon number with increasing laser intensity – in agreement with the introduction of
this Chapter.
The absolute photon numbers in Fig. 3.2 should be regarded with care. Table 3.1 gives
an overview over experimental Kα yields found in the literature. The values are again
normalised to steradiant and a laser energy of 100 mJ. The table shows how strongly the
measured Kα yields can vary even for apparently similar experimental conditions. Among
the reasons are: substitution of the intensity distribution in the laser focus by a nominal
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Al 1.5 3× 1016 1.7 Rousse et al. [74]
9× 1016 0.5 Jiang et al. [47]
3× 1017 0.4 ”
2× 1018 0.4 ”
4× 1018 0.3 ”
Si 1.7 4× 1015 1.2 Soom et al. [87]
3× 1017 0.2 Feurer et al. [31]
5× 1017 4.2 Ziener et al. [103]
SiO2 1.7 4× 1016 0.4 Schlegel et al. [79]
4× 1016 2.5 ”
Ca 3.7 3× 1016 1.0 Rousse et al. [74]
Ti 4.5 5× 1015 1.4 Wharton et al. [97]
3× 1016 2.7 Rousse et al. [75]
5× 1017 1.3 Ziener et al. [103]
2× 1016 1.3 the present work
3× 1018 0.9 ”
Fe 6.4 3× 1016 0.5 Rousse et al. [74]
Co 6.9 5× 1017 0.5 Ziener et al. [103]
Ni 7.5 2× 1018 8.0 Pretzler et al. [66]
Cu 8.4 1× 1015 0.5 Eder et al. [25]
1× 1017 5.0 ”
2× 1018 2.5 ”
1× 1018 8.0 Guo et al. [41]
Mo 17.5 2× 1019 0.4 Wharton et al. [98]
4× 1019 0.5 ”
Ag 22.2 5× 1017 0.01 Yu et al. [101]
5× 1018 0.05 ”
Sn 25.3 4× 1017 0.004 Anderson et al. [3]
Ta 57.5 4× 1017 0.008 Anderson et al. [3]
Table 3.1: Experimental Kα photon yields as given in the literature. The yields are
normalised for a laser energy of 100 mJ.















Figure 3.3: Simulated Kα yields from bulk targets for a laser energy of 100 mJ: Si (solid),
Ti (wide dots), Cu (dash-dotted), Ag (dashed) and Ta (narrow dots).
value, difficulties in calibrating the Kα signal and the influence of experimental details like
the laser incidence angle and the plasma density profile. For example, Schlegel et al.
[79] achieved a sixfold increase in Kα yield only by variation of the density scale length.
3.2 Numerical Results
Inspection of Fig. 3.2 leaves two questions open: 1) Is there also an optimal laser intensity
for Kα production for other target elements? and 2) Where is it? To answer these questions
combined PIC-MC calculations were performed for laser intensities varying over four orders
of magnitude and target elements ranging from Si (Z = 14) to Ta (Z = 73). In these
simulations, the laser energy was kept constant (at 100 mJ), which corresponds to the
situation in a defocusing experiment. For simplicity, it was assumed that the focal spot
was homogeneously irradiated at a single laser intensity. Thus, the irradiated target area
was reciprocal to the laser intensity, A ∝ I−1. The laser pulse duration τl was chosen as
60 fs, the incidence angle of the laser as 45◦, the plasma scale length L/λ as 0.3 and the
maximum electron density ne(max) in the PIC simulations as ten times the critical density
nc.
The simulated Kα yields are shown in Fig. 3.3. They are mainly in the range 0.2–4
(in units of 109 photons per steradiant and 100 mJ laser energy). Except for the high
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Z elements Ag, Sn and Ta, the measured Kα yields (table 3.1) from all target materials
and under all the different experimental conditions are between 0.2 and 8. Thus, the
simulations are in reasonable agreement with the experimental findings.4
Now turning to the questions posed at the beginning of the section, we find three
striking features in Fig. 3.3:
1. For each element there is a laser intensity Iopt which gives maximum Kα yield (in
agreement with the experimental observations).
2. The higher the atomic number of the target, the higher is the optimal laser intensity.
3. The curves cross each other! At lower laser intensities the Kα yield from the lighter
elements is higher, while at higher intensities, it is higher from the heavier ones.
It was the last point that inspired the following analysis. How can it be that a given
distribution of hot electrons produces more Kα photons in targets with higher Z? In
these elements the cross section for ionization of the K shell is smaller than in lighter ones
[15, 46] and the electron path length is shorter because of the higher stopping power. So
the number of generated Kα photons decreases with increasing atomic number.
In the following section an analyical model for the generation of Kα radiation is pre-
sented and the explanation for the existence of the yield maximum, its Z-dependence and
the crossing of the yield curves is given.
4Though the Monte Carlo code underestimates Kα yields from high Z elements (Section 1.2.7) the
experimental yields are even lower than the calculated ones.
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3.3 The Analytical Model
3.3.1 Analytical Model for Kα Yield
Analytically, the Kα yield from a hot electron distribution penetrating into a solid can be
expressed as an energy integral over the properties of monoenergetic electrons
N(I, Z) =
∫
nhot(I) fhot(I, E)Ngen(E,Z) fem(E,Z) dE, (3.2)
where
• N(I, Z) is the number of emitted Kα photons when a target element of atomic
number Z is irradiated at a laser intensity I,
• nhot(I) is the total number of generated hot electrons and
• fhot(I, E) is their energy distribution;
• Ngen(E,Z) is the number of Kα photons generated by a single electron of incidence
energy E in the element Z, and
• fem(E,Z) is the fraction of these photons that escape from the solid — the ‘emission
factor’.
The evaluation of the integral was performed in three steps:
1. PIC and Monte Carlo simulations were performed to derive a data base.
2. The simulation results were parametrized to achieve analytical expressions for nhot(I),
fhot(I, E) and Ngen(E,Z).
3. The analysis of the emission factor, which is deferred to Section 3.3.2. It will be
shown that fem only enters the final expression by defining the upper integration
limit.
For nhot(I) and fhot(I, E) analytical expressions were derived from fits to the results of
PIC simulations for a range of laser intensities using the parameters given in Section 1.3.
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Figure 3.4: Energy distribution fhot(E) of the hot electrons from a PIC simulation for a
laser intensity of 3 × 1018 W/cm2. The solid line is a fit of the distribution according to
Eq. (3.3) with an electron temperature of kT = 780 keV.
which is illustrated in Fig. 3.4 for the hot electrons from a PIC simulation with a laser
intensity of 3× 1018 W/cm2.5
From the PIC results we find a temperature scaling with laser intensity I as





while the number of generated electrons scales as
nhot(I) ≈ 4.8× 1019 I−1/2. (3.5)
This expression takes into account the decrease of irradiated surface area ∝ I−1 with
increasing laser intensity when the laser energy is kept constant. The total energy of the
hot electrons is given by
∫
nhot fhot(E)E dE with (3.4) for the hot electron temperature.
This integral is independent of the laser intensity, consistent with the PIC simulations
5Hot electron distributions similar to that in Fig. 3.4 were found in PIC simulations and experiments
by other groups. Often they are described as ‘bi-Maxwellian’, i.e. consisting of two distributions fhot ∝
exp(−E/kT ) with two different temperatures kT for the high- and the low-energy electrons [26, 53, 54, 66].
Eq. (3.3) was chosen to describe fhot because it comprises both parts of the electron spectrum. This choice
is purely heuristical. From theory, there is not even an intrinsic reason why the electron distribution should
be Maxwellian.



















Figure 3.5: Number of generated Kα photons: Comparison of Eq. (3.6) used in the present
work (solid) and Eq. (3.7) given by Green and Cosslett [39] (dashed) with the results
from Monte Carlo simulations for Si (©) and Ag (3).
which give a roughly constant (40 – 60%) energy conversion into hot electrons over the
range considered here.6
An analytical expression was derived for Ngen(E,Z) from fits to the results of Monte
Carlo simulations using monoenergetic electrons:
Ngen(E,Z) = 4× 10−3 Z−5/3 E3/2. (3.6)
This expression was chosen to achieve an analytical solution of the integral in Eq. (3.2).
Obviously, the formula given in the classical paper by Green and Cosslett [39] is not
suitable for this purpose:
Ngen = K0 (E − EK)1.63 with (3.7)
K0 = 10
−3.444−0.0426Z .
Fig. 3.5 gives a comparison of both formulas with the results of Monte Carlo simulations
for Si (Z = 14) and Ag (Z = 47), which define the edges of the range of target elements
investigated by Green and Cosslett. In general, Eq. (3.6) gives satisfactory agreement
6These results are in agreement with the literature which gives a temperature scaling kT ∝ Iα with
α = 1
3
· · · 1
2
, found theoretically and in experiments [37]. For the energy conversion into hot electrons
values between 0.1 % and 50 % are found experimentally [30].
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with the simulation data, though it drastically overestimates Kα generation at low ener-
gies.7 This is the energy range originally investigated by Green and Cosslett (E ≤ 50
keV) and here their formula agrees excellently with the data.8












for the number of Kα photons emitted per steradian. In the following section, the emission
factor fem is analyzed and the integral is solved.
3.3.2 Self Similarity of Kα Reabsorption
Monte Carlo simulations using monoenergetic electrons demonstrate that the electron pen-
etration into the solid shows a universal behaviour with respect to the incident electron





At U = 20, the mean depth of Kα generation in the target is comparable to the absorption
length for self-emitted Kα radiation (Fig. 3.6), so that for U < 20 most of the generated
photons can escape from the target. For U > 20, the electron penetration depth and
reabsorption both increase, so that fem falls off rapidly.
This behaviour of the emission factor (Fig. 3.7) is similar to the typical response of a








A fit to the data of the six target elements shown in Fig. 3.7 gives U0 ≈ 17 and z = 1.67 =
5/3. At U = 20, one has fem ≈ 0.4.
To facilitate the integration of Eq. (3.2), in the following analysis the emission factor
was approximated by a step function
fem =

 1 : U ≤ 200 : U > 20. (3.11)
7The influence of this inaccuracy is discussed together with Fig. 3.8.
8The ‘deviation at high energies’ at Si was already noticed by Green and Cosslett.
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Figure 3.6: Self similarity of electron penetration into solids: Ratio of mean depth of Kα
generation to absorption length versus U = E/EK . ¨: Si; ©: Ti; N: Fe; 4: Cu; 2: Ag;
3: Ta. For U = 20, the mean generation depth has the same order of magnitude as the
absorption length for own Kα radiation (dotted lines).














Figure 3.7: The emission factor fem of monoenergetic electrons versus U = E/EK . ¨: Si;
©: Ti; N: Fe; 4: Cu; 2: Ag; 3: Ta. Dotted line: the fit according to Eq. (3.10).
The ionization energies were fitted with9
EK ≈ 0.0054Z2.2. (3.12)
With (3.12) and (3.9) to substitute E and dE and applying (3.4) for kT Eq. (3.8) finally
9Eq. (3.12) is slightly different from Eq. (A.7) given by Casnati et al. [15].
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Figure 3.8: Kα yields according to Eq. 3.14: Si (solid), Cu (dash-dotted), Ag (dashed) and
Ta (narrow dots).
becomes













with the lower integration limit U = 1, because the electron energy must be at least EK





















Fig. 3.8 illustrates this equation for a number of target elements. The simulated Kα
yields in Fig. 3.3 are well reproduced.10 Especially, the three major features are retained:
the existence of a yield maximum for each element, the shift of the maximum with Z and
the crossing of the yield curves.
The explanation of these features is the emission factor fem. In calculations with
reabsorption numerically ‘switched off’ the yield maximum vanishes: the Kα yield increases
10Nevertheless, the simplifications in the analytical model produce some minor differences compared to
the simulations: 1) The Kα yields at high laser intensities are lower because of the neglect of electrons
with U > 20. 2) The yields from Ta are a factor ∼3 higher because Eq. 3.6 is particularly inaccurate for
this element at low energies (Fig. 3.5). 3) The yield maximum is a little shifted towards lower intensities.
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Figure 3.9: Simulated Kα yields with reabsorption numerically ‘switched off’: Si (solid),
Cu (dash-dotted), Ag (dashed) and Ta (narrow dots).
monotonically with higher laser intensities (Fig. 3.9). Also, lighter elements always give
higher Kα yields than heavier ones for the same laser intensity. In the analytical model,
‘switching off’ absorption corresponds to setting the upper integration limit in Eq. (3.14)
to infinite, which means that the emission factor is set to fem = 1 for all electrons.
3.3.3 Optimal Hot Electron Temperature
The laser intensity Iopt with maximum Kα yield for a given target material Z is found
by setting the first derivative of Eq. (3.14) to zero, ∂N/∂I = 0. Omitting the lengthy
equation, one finds the dependency:
Iopt = 7× 109 Z4.4. (3.15)
This mysterious relation between laser intensity and atomic number can be understood
physically by looking at the temperature of the hot electrons, which we normalise again









For a given normalised electron temperature UkT Eq. (3.16) implies a fixed ratio I/Z
4.4. The
existence of an optimal laser intensity means in fact that there is an optimal temperature
of the hot electrons which produces the most Kα emission. It is found by inserting (3.15)
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Figure 3.10: Dependence of the optimum laser intensity on the target element. Points are
from simulations (Fig. 3.3), the line is from the analytical model – Eq. (3.15).
into (3.16):
kTopt = 6.4EK . (3.17)
The existence of an optimal electron temperature is explained by the emission factor
which limits the Kα emission from high energy electrons. Thus, only hot electrons from
a certain energy range contribute to the emission of Kα radiation: electrons with lower
energies cannot ionize the K shell of the target atoms while those with higher energies
produce the Kα photons too deep inside the target. It was shown in Section 3.3.2 that not
only the lower limit of this energy range is related to the K shell’s ionization energy but
also the upper limit:
1 < U . 20. (3.18)
The hot electron distribution with temperature Uopt is the distribution with the highest
total electron energy in this interval. It also produces the highest Kα emission.11
The scaling of the optimal laser intensity, Iopt ∝ Z4.4, results from the combination of
two scaling laws. The reference value for Kα production and reabsorption is the ionization
energy of the K-shell, which gives a scaling of the appropriate hot electron temperature as
kTopt ∝ Z2.2. The laser intensity scales with the hot electron temperature as I ∝ (kT )2,
giving Iopt ∝ Z4.4. A weaker temperature scaling, e.g. kT ∝ (Iλ2)1/3, would lead to a
11Section 5.3 will exploit the fact that Uopt is also the single electron energy at which the most Kα
photons are produced.
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correspondingly stronger scaling of Iopt with Z.
According to Eq. (3.15), the optimal laser intensity increases with the atomic number
of the target material. Fig. 3.10 gives a comparison of the values of Iopt from the numerical
calculations and Eq. (3.15). The numerical results follow the predicted Z4.4 dependence.
Their systematic deviation from Eq. (3.15) is explained by the approximations in Eq. (3.6)
which, in fact, gives too high yields for low energy electrons and Eq. (3.11) which cuts off
the influence of high energy electrons. Both approximations lead to a relative overweighting
of low energy electrons and an intensity Iopt slightly too low.
The ‘crossing of the yield curves’ can also be easily understood: Eq. 3.15 gives the
relation between laser intensity and target element for which the Kα yield is maximum.
Thus, for a given laser intensity I the element with atomic number
Zmax = 5.4× 10−3 I 0.23 (3.19)
gives the highest Kα yield, because the hot electron temperature is optimal for this element.
Eq. 3.19 implies a shift of this ‘optimal’ target element from light elements to heavier ones
when the laser intensity is increased. This is the ‘crossing of the yield curves’.
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Chapter 4
The Spatial Structure of the Kα
Emission
This chapter is dedicated to the spatial distribution of the Kα radiation emitted from fs-
laser irradiated solids. It starts with the results of the first systematic experimental study
of the Kα emission with two-dimensional spatial resolution. As is usually found in the
literature, the experiment gives significant deviations from calculated Kα emissions. The
differences can be qualitatively explained by an estimate of the self-generated magnetic and
electric fields in the experiment. To estimate the penetration depth of the hot electrons
related to the frontside Kα emissions the radiation from the target side was also measured.
4.1 Measured Structure of the Kα Emission
In the experiment described in Chapter 2 image series of the Kα emission from the frontside
of a Ti target were taken in which the laser was focused and defocused. In the following,
it is shown how the distance of the target from the best focus position influences
• the Kα peak emission,
• the halfwidth of the source,
• the total extension of the emission and
• details of the total Kα yield.
The measured features are compared with those from Kα images simulated for the exper-
imental parameters.
When the target is moved from a defocused position towards the best laser focus a
number of changes in the emitted Kα radiation occur. The most striking one is that the
peak Kα emission drops. In the defocus series in Fig. 4.1 the peak emission within about
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Figure 4.1: Defocus series of the frontside Kα emission. The colour coding is the same for
all images. At best focus, fp = 0 µm, the Kα intensity has a local minimum. The image





































































































































































defocus distance  fp =
Figure 4.2: Comparison of measured and simulated Kα images for four different defocus
distances fp. The blue profiles correspond to the measured images, the red ones to the
simulated ones. The intensities of the simulated images are so normalised that the total
Kα yields of the two images at fp = −350 µm are equal.
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Figure 4.3: Dependence of the peak Kα emission on defocus distance. The symbols cor-
respond to the measured images in Figs. 4.1 (4) and 4.2 (©). The dashed line gives the
simulated values.
75 µm from the best focus is a factor of ∼ 2 lower compared to that at a defocus distance
of 200 µm.
This behaviour is in strong contrast to simulated Kα images. Fig. 4.2 shows a compari-
son between a measured defocus series and one that was derived by the four-step simulation
procedure described in Section 1.4.1 In the simulated images the peak Kα emission does
not drop when the laser is stronger focused but increases by a factor of 3. The situation is
summarized in Fig. 4.3 giving the measured and simulated Kα peak intensities depending
on the defocus distance.
In contrast to the Kα peak emission being much lower than predicted by the simulations
the total Kα emission at the best focus is even ∼ 60% higher than calculated (Fig. 4.4).
Thus, a large portion of the Kα emission must be generated outside the central area of the
emission.
1The images are the same as in Fig. 2.12, but with a single normalization for all simulated images.
The calculated total Kα yields are about 40% smaller than the measured ones, which means reasonable
agreement (see the discussion of Table 3.1). They are so normalised that the images at fp = −350 µm
have the same total Kα yield. At this defocus distance the laser intensity is below 1016 W/m2 (Fig. 2.4)
where PIC-MC simulations usually show good agreement with experiments (Section 4.2).
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Figure 4.4: Dependence of the total Kα yield on defocus distance. The symbols correspond
to the measured images in Figs. 4.1 (4) and 4.2 (©). The dashed line gives the simulated
values.




















Figure 4.5: Vertical halfwidths of the laser focus, the measured and the simulated Kα
emission.
Fig. 4.5 shows the halfwidths of the laser focus and of the experimental Kα emissions
together with the calculated values. The figure gives the vertical halfwidths which are prac-
tically uninfluenced by aberrations and similar to those of the Kα emission itself (Fig 2.11).
At best focus the measured halfwidth is difficult to be estimated because of the strong noise
in the images. It is in the range ∼ 25 – 110 µm with the mean value being ∼ 70 µm. This
is a factor 28 larger than the vertical halfwidth of the laser focus and a factor 12 larger
than calculated. Even for the lower limit of the estimated range the measured halfwidth at
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Figure 4.6: Dependence of the Kα emission on the distance r from the focus center for
different defocus distances fp. See text for details.
best focus is a factor 4 larger than calculated. When the laser is defocused, the mesaured
halfwidth only increases little. At a defocus distance of 300 µm the halfwidths of the laser
focus, the measured and the calculated Kα emission are comparable, for larger defocus
distances up to ∼ 1 mm the measured size of the Kα emission remains practically constant
and is smaller than that of both the laser focus and the calculated emission.2
A more comprehensive analysis of where the Kα emission comes from is given in Fig. 4.6.
It shows how much Kα radiation is emitted at a given distance from the center of the
emission, i.e. each value in the figure represents an angular integration over the Kα emission
at a fixed radius.3 For defocus distances of -300/+200 µm the calculated and measured
Kα distributions are similar. Closer to the best focus position the distributions become
increasingly different. While the calculated emission decreases and shifts towards the
2For defocus distances greater than 400 µm the laser beam profile was approximated by a Gaussian
with a halfwidth of 3 µm at best focus (Section 2.3).
3Strictly speaking, the data points in the figure give the integrated Kα emission from concentric rings
with thickness dr = 6 µm, normalised to a thickness of 1 µm.
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center, the measured Kα emission decreases at the center, increases at larger distances and
extends more and more outward, reaching a diameter of 400 µm!
The derivation of the Kα halfwidth from the commonly applied knife-edge measure-
ments assumes a Gaussian shape of the Kα emission [87]. For defocus distances ≥ 100
µm, the emission profiles related to the experimental data4 in Fig. 4.6 in fact have a
Gaussian shape over a distance of ∼ 130 µm. At best focus only the central part of the
emission profile can be described by a Gaussian, while farther from the emission center,
r > 60 µm, it is much higher. In a one-dimensional spatial integration of the Kα emission,
as it happens in a knife-edge measurement, this ‘super-Gaussian’ emission adds a wide
low intensity pedestal to the resulting Kα profile but the main peak of the profile is still
Gaussian and its halfwidth is practically unchanged. Thus, a knife-edge experiment would
give the same halfwidths as shown in Fig. 4.5, but the specification of the halfwidth only
gives limited information on the spatial extent of the Kα source: at best focus half of the
emission originates from outside a radius of 60 µm around the center (Fig. 4.6) — twice
the halfwidth.
From the examination of the imaging properties of the applied bent crystals (Sec-
tion 2.4.2) it can be ruled out that the wide halo of weak Kα emission is an artefact of
the imaging optics because it does not occur in any of the measured or simulated images
of known Ti Kα sources. However, it cannot be ruled out that a low intensity pedestal
of the laser makes a noticeable contribution to the halo. At best focus, the laser intensity
could only be measured down to 3 × 1016 W/cm2 (Fig. 2.4) with 15% of the laser energy
being outside a 50 µm diameter (Section 2.3). PIC-MC simulations show that this energy
is sufficient to produce a weak Kα emission of the halo size.
4.2 Source Sizes in the Literature
The observed relative broadening of the Kα source is in agreement with the experimental
findings of other authors (Fig. 4.7, Table 4.1), where ‘broadening’ means the ratio of the
halfwidth of the Kα emission to that of the laser focus. Especially Eder et al. [25] found
similar halfwidths as in the present work for comparable conditions and the same failure
4The data of Fig. 4.6, which are angularly integrated Kα emissions, were divided by the integration
area of each data point, 2pirdr, thus giving an emission profile with high intensity resolution.
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Figure 4.7: Ratio of measured Kα spot sizes to the size of the laser focii. The applied target
materials and focus sizes are given in Table 4.1. The dotted line indicates the maximum
source broadening which can be explained with electron scattering in the solid (Fig. 4.8).
The Kα emission sizes indicated by black triangles were explained by the authors with the
hot electron beams having half-cone angles of 15◦ (Pretzler et al. [66], H) or 30◦ and 90◦
(Wharton et al. [98], N). Zhidkov et al. [102] (¥) attribute their millimeter Kα spot
sizes to the fountain effect. The other symbols belong to: the present work (¤), Eder
et al. [25] (M), Soom et al. [87] (O), Rousse et al. [74] (♦), Feurer et al. [29] (.), Guo
et al. [41] (©), Yu et al. [101] (/). The straight solid line is a guide to the eye to illustrate
the general tendency of the relative Kα spot sizes.
of a PIC-MC model to explain the source size. In contrast to the present work, where the
halfwidth remains constant even for a defocus distance of ∼ 1 mm, Eder et al. found that
it increases slowly when the laser is defocused. Agreement with their findings also exists
for the total Kα yield having a local minimum at best focus — as already discussed in the
previous chapter (Section 3.1).
Concerning the existence of a wide, weak halo of the Kα emission and the fact that the
measured maximum Kα intensity remains relatively constant when the laser is stronger
focused, no publication was found which mentions these points. For the maximum Kα
intensity this is due to the fact that the knife-edge technique, which was used in practically
all experiments, integrates the Kα intensity over one spatial dimension. Then, only a
hypothetical maximum intensity could be reconstructed, assuming some spatial structure














































µm µm Fig. 4.7
4× 1015 SiO2 1/e 12× 24 10 0.4 – 0.8 Soom et al. [87] O
5× 1015 Cu FWHM 90 50 – 70 0.6 – 0.8 Eder et al. [25] M
2× 1016 Al FWHM 7 11 1.5 Rousse et al. [74] ♦
3× 1016 Ti FWHM 20× 105 95 0.5 – 1.1 the present work ¤
1× 1017 Ti FWHM 12× 45 70 1.1 – 2 ”
5× 1017 Fe FWHM 12 35 3 Feurer et al. [29] .
2× 1018 Cu FWHM 5 40 8 Eder et al. [25] M
2× 1018 Cu FWHM 5 50 10 Pretzler et al. [66] H
3× 1018 Al 1/e2 20 – 30 1800 60 – 90 Zhidkov et al. [102] ¥
Ca 1/e2 20 – 30 1100 35 – 55 ”
Cu 1/e2 20 – 30 1000 20 – 30 ”
5× 1018 Cu 1/e2 4× 8 20× 25 3 – 5 Guo et al. [41] ©
5× 1018 Mo FWHM 3 12± 5 2 – 6 Yu et al. [101] /
7× 1018 Ti FWHM 4.1× 2.3 70 10 – 48 the present work ¤
2× 1019 CH FWHM 15 200 – 600 13 – 40 Wharton et al. [98] N
Table 4.1: Experimental Kα source sizes.
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FWHMlaser:  3 µm
Figure 4.8: Kα source broadening due to electron scattering in the solid: size of the Kα
emission from a Ti target according to the PIC-MC model compared to the size of the
irradiating laser. The ratio of the halfwidths (FWHMKα/FWHMlaser) is given for laser
focii with a Gaussian shape. Similar source broadenings were calculated for a Cu target.
The measured spatial Kα distributions contradict the theoretical predictions from the
commonly used two-process description of Kα generation in laser plasmas, which only takes
into account the generation of hot electrons at the critical density and their scattering in
the solid. In this simplified description each hot electron is assumed to move straight
from the point of laser absorption into the target, so that the shape of the Kα emission
will reproduce the general shape of the laser focus. Due to the lateral scattering of the
electrons in the solid the Kα emission will be broadened compared to the laser focus.
PIC-MC calculations show that in practice the broadening caused by this scattering is
limited to a factor < 2 (Fig. 4.8). For low laser intensities (∼ 1016 W/cm2) and small
focii (∼ 3 µm) the Kα source is even smaller than the laser focus.5 With increasing laser
intensity the source broadening also increases due to the longer stopping paths of the hot
electrons.
The experimentally observed Kα source broadenings (Fig. 4.7) agree with these pre-
dictions only for laser intensities lower than 1017 W/cm2. To explain the much larger
5The reason is, that below 1016 W/cm2, additionally to the short scattering paths of the electrons, the
Kα yield increases superlinear with the laser intensity. Thus, an intensity in the laser wing with half of the
peak intensity produces less than half of the peak Kα intensity (which would be necessary to reproduce
the FWHM of the laser).
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observed source broadenings for higher laser intensities two explanations are suggested in
the literature.
The first suggestion [25, 102] is to extend the classical picture by assuming a more
complex movement of the hot electrons between their generation and their entrance into
the solid. Such a process was studied 20 years ago for solid targets irradiated by the laser
systems at that time (I = 1014− 1016 W/cm2 and pulse durations of several 10 to 100 ps).
In the expanding plasma created by a picosecond laser pulse, strong electric and magnetic
fields develop [20] with the magnetic field forming a toroid parallel to the target surface
and a peak value of several megagauss [68]. This field is situated well outside the critical
density and redirects the electrons emitted from the plasma along the target surface so
that they reenter as far as 1 mm from the laser spot [28, 32]. Due to the complexity of
their trajectories in the combined magnetic and electric fields, the electrons can spend up
to several hundred picoseconds in these orbits [96]. Because of the shape of the electron
trajectories, going outward at the center and coming back at some distance, the effect is
sometimes called the ‘fountain effect’. Before this thesis no experimental or theoretical
study of this effect for laser pulses with high intensities and femtosecond durations existed.
The other suggestion is that the hot electrons do not enter the solid unidirectionally
but with some angular spread. Authors who studied the size of the Kα emission from
fluorescence layers buried behind another material [66, 98] found that the measured Kα
emission sizes and their dependence on target depth can be reproduced by assuming that
the hot electron beams have half-cone angles of 15◦ [66], 30◦ [98] and 90◦ [41, 98]. In the
study by Wharton et al. [98] the lower energy electrons (E < 200 keV) enter the target
isotropically while the higher energetic ones form a narrow beam. A similar observation
was made by Gremillet et al. [40].
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4.3 Influence of Self-Generated Fields in the Experi-
ment
In this section we make an estimate of the self-induced magnetic and electric fields for the
best focus position in the experiment and how they influence the trajectories of the hot
electrons and the Kα emission. Including the thermo-electric magnetic field arising from
the plasma expansion, the electrostatic field of the space charges at the critical density and
the ponderomotive force of the laser beam, this estimate gives a qualitative explanation for
the observed source broadening, the low Kα peak emission and the enhanced yield.
In the expanding plasma a thermo-electric B-field is generated due to the non-collinear







This field was determined by calculating the temperature and density development arising
from the first experimental prepulse (7 × 1014 W/cm2 at 4 ps before the main pulse,
Section 2.3) with the hydrodynamic code MEDUSA [17, 24]. To derive two-dimensional
distributions from the one-dimensional simulations, the plasma expansion normal to the
solid’s surface was calculated for a number of irradiated points at different distances from
the focus center, where the experimental laser profile was approximated by a Gaussian with
a halfwidth of 3 µm. Integration of Eq. 4.1 then gives the generated magnetic field. In a
simpler modelling the MEDUSA simulations were substituted by the isothermal expansion
model by Crow [20] with the plasma temperatures calculated according to the paper by
Rosen [72].
When the main laser pulse hits the plasma, it expels a great number of electrons from
the critical density and a large space charge field develops. This field was taken from PIC
simulations of the plasma interaction with the main pulse. The PIC simulations take the
electron currents self-consistently into account which partly compensate the space charge
field. A two-dimensional field distribution was approximated in the same way as for the
magnetic field.
Inside the laser beam an electron follows the oscillating electric field. Due to the
spatial gradient of the laser intensity the field amplitude varies when the electron moves,
so that a net acceleration of the electron results. This acceleration can be described by
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a ‘ponderomotive field’ of the laser, Epond, which is proportional to the gradient of the
intensity:
Epond = − 1
2nc c
∇I. (4.2)
In the modelling the ponderomotive field of the experimental main pulse with a peak
intensity of 7×1018 W/cm2 was included. Because of the rotational symmetry of the model
normal incidence was assumed. Then, the lateral component of the ponderomotive field is
due to the spatial profile of the laser beam, which was again approximated by a Gaussian
with a halfwidth of 3 µm. The ponderomotive force in the direction of propagation results
from the temporal shape of the laser pulse for which a Gaussian with a halfwidth of 90 fs
was used.
The inital position of the critical plasma density where the main pulse is absorbed and
the hot electrons are created was taken from the MEDUSA simulations. When the main
pulse hits the plasma the density profile is steepened and the position of the critical density
is pushed inward. This inward move is given by the PIC simulations and was included in
the modelling.
The trajectories of the hot electrons in the fields were found by integrating the equations
of motion (Eq. 1.25– 1.27), with the electrons starting at the critical density.
The effect of the self-generated fields on the electron trajectories is much simpler than
in the picosecond fountain effect and can be summed up in two sentences: The magnetic
field turns the hot electrons around so that they move outward, while the electric field
either pushes them back into the magnetic field or kicks them away sidewards.
Fig. 4.9 gives an illustration of the magnetic field, together with the trajectories of
two hot electrons. For our laser conditions the magnetic field is situated right in front
of the solid, i.e. behind the critical density, and forms a toroid parallel to the solid with
the maximum value 2 µm from the center of the laser focus. The peak strength is about
150 MG. The Larmor radius of a 100 keV electron in such a field is < 0.1 µm, so that
this electron cannot penetrate into the target but is turned around. Away from the solid
the field decays on a length scale similar to the Larmor radius so that the electron does
not perform a closed circular orbit but leaves the magnetic field immediately. This holds
for electron energies above 10 keV. The magnetic field vanishes towards the center. At
a radius of 4.5 µm it has decayed by an order of magnitude. Thus, electrons within the
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Figure 4.9: Thermo-electric magnetic field in the Ti plasma derived from hydrodynamic
simulations. The original position of the solid is at z ≤ 0 and the plasma expands towards
z > 0. The position of the critical density nc before the arrival of the main pulse is
indicated by the black line. The red lines show the trajectories of two hot electrons which
are generated at the critical density 75 fs before the peak of the main pulse reaches the
target.
energy range most suitable to generate Ti Kα radiation6 cannot penetrate into the target
in a 2 ± 1 µm ring around the focal center. Electrons whose energy and generation point
allow them to overcome the magnetic field perform a circular arc and enter the solid with
a shallow angle.
The electric field of the space charges and the lateral ponderomotive field have a similar
strength with maximum values of 2× 1012 V/m. This field strength is sufficient to invert
the direction of a 100 keV electron moving against the field within the space charge zone
of a few microns. (The component of the ponderomotive force towards the target is one
order of magnitude smaller.) During the laser pulse the magnitude and the direction of
the electric field change because the laser pulse moves towards the target and the space
charges first develop and then vanish again. As long as the space charge field is high it
reflects the outgoing hot electrons inwards which then oscillate between the magnetic and
the electric field. The oscillation either ends when an electron comes to a point where the
magnetic field is weak enough to be penetrated or when the electron leaves the area with
the fields outward. In this case usually the lateral ponderomotive force is dominant so
that the electron moves sidewards with a shallow angle. Towards the end of the laser pulse
6This optimal energy range is EK − 20EK (Section 3.3.3), with the K-shell ionization energy of Ti
being EK = 5 keV .










































Figure 4.10: Simulated Kα emission with (red profile) and without electric and self-induced
magnetic fields (blue profile).7
when both the space charge and the ponderomotive field are weak, electrons also escape
close to the target normal.
To estimate the consequences of these electron orbits for the Kα emission about 900
sample trajectories were calculated for different generation points and times and different
electron energies. These trajectories were then weighted according to the hot electron
distributions from the PIC simulations and the resulting Kα emission was calculated with
the Monte Carlo code.
The calculations qualitatively reproduce the three main experimental observations:
1. For the investigated laser focus the maximum Kα emission is a factor of 4–5 lower
than predicted by a PIC-MC calculation without the fields (Fig. 4.10), because the
magnetic shielding reduces the number of hot electrons penetrating at the center.
Thus, the investigated mechanism has the potential to explain the measurement,
which shows that the peak Kα emission is by a factor of ∼ 5 lower compared to the
PIC-MC simulations without fields (Fig. 4.3). When the laser is stronger focused the
magnetic field strength increases (see below) and a greater fraction of hot electrons
is reflected by the field. This could explain the observed decrease of the maximum
Kα emission close to best focus (Fig. 4.1 for fp < 100 µm).
2. Close to best focus the total Kα yield is higher than predicted by the PIC-MC
calculations because the hot electrons gain additional energy in the electric field. In
particular, the energy of the ‘escaping’ electrons is 3.5 times higher than their initial
7The escaping 10% of the hot electrons were neglected in this simulation.
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energy, mainly due to the push by the lateral ponderomotive force. Together with
the shallower penetration angles which reduce the influence of Kα reabsorption, this
results in a 15% increase of the total Kα yield compared to the modelling without
fields. Experimentally, a 60% higher yield was found (Fig. 4.4).
3. The mechanism can possibly also explain large source sizes. These could originate
from the hot electrons kicked at shallow angles along the target surface. In the present
modelling these electrons are about 10% of all hot electrons, which is insufficient to
generate the high Kα emissions measured at large distances from the laser focus
(Fig. 4.6). Thus, the fraction of escaping electrons is probably larger than modeled.
From the other 90% of the hot electrons, which enter the solid within or close to
the laser focus, many with shallow angles, a relatively small additional broadening
results: the calculated halfwidth of the emission increases from 4.6 µm to 11 µm
when the self-induced fields are included (Fig. 4.10) — compared to ∼ 70 µm in the
experiment (Fig. 4.5).
Due to the deflection in the magnetic field the hot electrons enter the solid with an
angular distribution. Electrons with energies below 200 keV enter isotropically while the
higher energetic ones form a beam with a half-cone angle of 20 – 40◦. This behaviour is
in agreement with the electron entrance angles estimated by Wharton et al. [98] and
Pretzler et al. [66].
The crucial point for the presented effects is the presence of a magnetic field, generated
by the prepulse, which reflects a large portion of the hot electrons, so that these electrons
can be spread over a wide area by other fields further away from the solid. To estimate for
which laser parameters the thermo-electric B-field can occur, a scaling law can be derived
from the isothermal plasma expansion model. In this description the temperature gradient
is only radial and the density gradient only axial. The density profile is exponential [20],
so that ∇ne/ne is the reciprocal of the density scale length, L. The temporal development
of the scale length and the electron temperature, Te, is given by [20, 72]
L ∝ I2/9 t8/9, (4.3)
Te ∝ I4/9 t−2/9. (4.4)
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where I is the central laser intensity and σ the halfwidth of the focus. Setting ∂B/∂r = 0
yields the location of the maximum field strength, rBmax = σ/
√
2. Using the values of the
presented simulation, where a hot electron experiences a typical magnetic field of∼ 80 MG,










A set of MEDUSA simulations suggests a similar scaling, but with Bmax ∝ I1/2. A similar
value of the field strength as from Eq. 4.6 is found by a rough estimate according to the
paper by Bell et al. [7]. The relatively high magnetic field is mainly due to the steep
density profile with a scale length≤ 0.01 µm and the plasma temperature of∼ 4 keV during
the field generation. Haines [42] has shown that dissipative and convective processes lead
to a saturation of the generated B-field. For our case, his estimate predicts a maximum
field of several tens of megagauss, so that the magnetic field will be several times lower
than modeled.












The scalings in Eqs. 4.6 and 4.7 imply that the investigated effect only occurs at high
laser intensities and strong focusing. In the experiment, the influence of the fountain effect
is found for defocus distances up to 150–250 µm (Figs. 4.3–4.5). This can be explained by
the second prepulse (7× 1015 W/cm2 at 600 fs before the main pulse) which was neglected
in the present modelling. As the thermo-electric field develops within 500 fs this pulse alone
can generate for a defocus distance of 150 µm a magnetic field which is only one order of
magnitude weaker than the modeled one — sufficient to reflect a noticeable portion of the
hot electrons.
The fact that the modelling gives a much smaller Kα source size than measured points
to its deficiencies. For example, normal incidence was assumed, multi-dimensional effects
like pinching of the expanding plasma by the magnetic field [12] are neglected and the
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space charge field will be overestimated due to the stronger Coulomb law in 1D. Also,
a number of processes which generate additional magnetic fields are not included. One
of these fields is generated by the hot electron current. About 65% of these electrons
enter the solid without being reflected at the magnetic field. Assuming them to form a
constant homogeneous current within a 10 µm cylinder these electrons would generate a
magnetic field of 55 MG at the cylinder surface. This field will be superimposed on the
thermo-electric field with opposite sign.8 Further magnetic fields can be generated due
to the space and time dependence of the ponderomotive force [91] and by the surface
plasma electrons acquiring a net lateral momentum due to the oblique incidence of the
laser beam [14]. Both fields are localized within a fraction of the laser wavelength around
the critical density. While the laser intensity in the experiment was probably too low to
give a significant contribution from the first mechanism9 the PIC simulations suggest a
field of 30–130 MG due to the second one. Thus, a modelling which includes all of these
processes self-consistently would be needed to explain the observed spatial structure of the
Kα emission.
The estimated electron trajectories imply a prolongation of the Kα pulse duration due
to the time which the hot electrons spent in front of the target. Taking into account the
measured source sizes, an estimate of the pulse prolongation can be made, which will be
included in the following chapter about the temporal shape of the Kα pulses (page 85).
8The other 25% of the hot electrons rapidly change their direction of movement between the space
charge and the magnetic field, so that they will only produce a small net field.
9The maximum B-field from this mechanism is similar to the laser oscillating magnetic field, which was
in our case ≈ 2.5 MG.
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Figure 4.11: The experimental situation for the observation of the Kα emission from
the target side (x-z-plane). The upper curve shows the emitted fraction I/I0 of the Kα
radiation which is generated at a distance y from the observed target surface.
4.4 Kα Emission from the Target Side
The proposed mechanism to explain the measured Kα emission from the target frontside
suggests, that for a strongly focused laser, a portion of the hot electrons does not penetrate
into the target as deeply as predicted by the PIC-MC model but stays close to the target
surface. The penetration depth of the hot electrons in the experiment was measured by
taking two-dimensional images of the Kα emission from the target side. The experimental
situation is illustrated in Fig. 4.11. The laser was focused onto the target at a distance
yin from the target edge which was similar to the absorption length of the Kα radiation,
λabs ≈ 20 µm, so that the target was optically thin in these measurements.
Fig. 4.12 gives in the top row two experimental images of the Kα emission from the
target side taken at different defocus distances. One image was taken close to best focus
(I ≈ 3 × 1018 W/cm2) and the other ∆fp = +250 µm away from the first one (I ≈
5× 1016 W/cm2). The distance from the target edge, yin ≤ 30 µm, was the same for both
images. In the images the edge is clearly seen, running vertically at x = 0. The target
extends to its right and the laser comes from the left. The second row of the figure gives
the corresponding images from PIC-MC simulations for the experimental parameters. As
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Figure 4.12: Measured and simulated images of the Kα emission from the target side for
two defocus distances fp. The central intensity profiles of the experimental (dashed) and
the calculated (solid) images are shown in the bottom row.
these parameters are only determined within certain limits (∆fp = ±50 µm, ∆yin = ±10
µm) a set of simulations was performed for this parameter range. It was found that the
experimental images are best reproduced assumig a distance of the peak laser intensity
from the target edge yin = 25 µm and defocus distances of fp = 50 µm and 300 µm,
respectively. Then, especially the intensity profiles at the center of the Kα emission show
good agreement over more than one order of magnitude (Fig. 4.12, bottom row).10
In the images in Fig. 4.12 the influence of the aberrations of the imaging technique
(Section 2.4.2) can be seen: the sharp target edge is smeared ∼ 10 µm towards the vacuum
10The simulated Kα intensities were normalised to those of the measured image at fp = 300 µm.
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Figure 4.13: Simulated depthprofiles of the Kα emission from the target side correspondig
to the images in Fig. 4.12. The dash-dotted line is for a defocus distance of fp = 50 µm,
the dashed line for fp = 300 µm. The error bars indicate the range which is in agreement
with the depth profiles of the measured images.
side, x < 0, while towards the target side, x > 0, an exponential intensity decay appears.
The general relation between source size and image size for Kα sources with a Gaussian
intensity profile, which was studied in Section 2.4.2 (Fig. 2.11), suggests that the Kα
emission from the target itself has a halfwidth in the order of a few microns for both
images. Thus, the Kα signal on the images consists mainly of aberrations.
The depth profiles of the Kα emission itself (Fig. 4.13) can be estimated from the
simulated emissions before ray-tracing was applied. The PIC-MC calculated emission








A range of emission profiles, which reproduce the measured image in the ray-tracing, can
be found by variation of the parameter x0 in Eq. 4.8. These ranges of emission profiles,
which are in agreement with the measurement, are indicated by the error bars in Fig. 4.13.
For the PIC-MC calculated profiles, x0 is 5 µm for fp = 300 µm and 7 µm for fp = 50 µm.
The error bars show that the two emission profiles can be well distinguished from each
other.
The possible emission profiles for each of the two laser focusings are within a rather
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narrow range around the simulated ones. Thus, the Kα images from the target side give
no confirmation of a reduced hot electron penetration depth compared to that given by
the PIC-MC simulations.11 This might be due to a reduction or modification of the self-
generated fields close to the target edge. Such a modification is indicated by the images
from the target frontside taken at the same laser shots as the images in Fig. 4.12. The
frontside image at fp = 50 µm shows a 15% lower total Kα yield but a 15% higher peak
Kα emission compared to an image taken 1 mm away from the edge. According to the
estimate of the self-induced fields given in the previous section an increase of the peak
Kα emission would indicate a reduction of the magnetic field, so that more hot electrons
can pass through the field and generate Kα radiation at the focus center. In a reduced
B-field the penetrating hot electrons are less deflected, so that their penetration behaviour
is similar to that given by the PIC-MC model. Despite a possible reduction of the self-
generated magnetic field for laser shots close to the target edge, both the images from the
front and the side of the target for these shots show a wide weak Kα emission with a total
vertical extension of ∼ 250 µm for fp = 50 µm, suggesting that there is still a magnetic
field present.
11Taking the sharp drop of the Kα signal in the measured profile at x ≈ 30 µm for fp = 50 µm (Fig. 4.12),
which is not reproduced by the PIC-MC simulations, as an indicator of such a reduction, remains specu-
lative, as there is also a Kα emission higher than calculated at greater target depths, x > 80 µm, so that
these differences can also be due to statistical fluctuations of the measured signal.
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Chapter 5
Achieving Efficient fs X-Ray Pulses
The temporal structure of the Kα emission from a laser plasma source is a convolution
of the laser pulse shape with the stopping times of the generated hot electrons.1 The Kα
emission starts shortly after the laser pulse hits the plasma, when the first hot electrons are
generated and enter the solid. After the laser pulse has gone, it continues until the energy
of the last hot electron in the solid has dropped below the K-shell ionization energy. The
total duration of the x-ray emission is thus the sum of the durations of the laser pulse τl
and of the ‘afterglow’ emission τa:
τx ≈ τl + τa. (5.1)
For a single Kα photon, the emission time is the sum of the generation time of the
photon and the time it takes the photon to reach the target surface. The situation is
illustrated in Fig. 5.1 for a monoenergetic electron beam in a Si target with incidence
energy E = 100 keV. In the Monte Carlo simulations, on which the figure is based, all
electrons enter the target at the same time. Then, the kinetic energy of all electrons drops
below the ionization energy of the Si K-shell at the same time (except for the electrons
that left the target before). No more Kα photons can be produced and the simulation
stops. This happens after 600 fs: the number of generated photons per unit time (dashed
line in Fig. 5.1,a) drops to zero.2 At the same time, the mean depth of the electrons inside
the target (Fig. 5.1,b) is no longer calculated.
Due to the time which it takes a photon to get from the point where it is generated to
the target surface, the total afterglow duration is another 200 fs longer (dash-dotted line in
Fig. 5.1,a). This is consistent with a mean depth of the electrons of ∼30 µm at the end of
1The influence of self-induced magnetic and electric fields (Section 4.3) on the Kα pulse shape will be
discussed on page 85.
2By chance, the number of generated photons per time in this example is roughly constant because
the decrease of the electron’s speed, ds/dt, with time is compensated by an increase of the Casnati cross
section for the ionization of the K-shell, σK , so that the rate of produced K-shell vacancies, σKds/dt, is
constant.
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Figure 5.1: Temporal development of Kα production in bulk Si for a monoenergetic electron
beam (E = 100 keV) entering the target at t = 0 fs. a) Temporal development of Kα photon
numbers per unit time. Dashed line: number of generated photons, solid line: number of
detected photons, dash-dotted line: detected photons if there would be no reabsorption in
the target. b) Mean depth of the electrons inside the target.
the simulation. Taking into account the speed of light, c = 0.3 µm/fs, a photon generated
in this depth is observed 100 fs later. The (relatively few) electrons twice as deep produce
the observed 200 fs prolongation.
As photon reabsorption inside the target is not included, the total number of photons
is the same in both simulations (Fig. 5.1,a, the integrals over the dashed and the dash-
dotted line are the same). In the beginning, all electrons move into the target, so that the
time which it takes the generated Kα photons to get to the target surface is permanently
increasing. The rate of photon emission is lower than the rate of photon production.
Together with the high speed of the incident electrons (which is half the speed of light or
0.15 µm/fs) this shifts a considerable part of the emission to later times. After some time,
the electron movement becomes isotropic and the rates of produced photons and photons
emitted from the target surface become similar. After all electrons have stopped, the Kα
emission continues until the last photon has reached the target surface.
The fact that most Kα photons are generated in a target depth that is greater than
the absorption length, λabs ≈ 12 µm, causes a great fraction of them to be reabsorbed
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on their way to the target surface. The rate of observed photons when reabsorption is
taken into account, and thus the measureable Kα emission, is shown by the solid line in
Fig. 5.1,a. As the mean generation depth of the photons increases with time, the influence
of reabsorption also increases. The result is that the Kα emission is highest right in the
beginning, when the electrons are close to the surface. After 150 fs, it has already dropped
to less than half of its initial value. Also, the very last part of the emission is very low,
because it comes from the electrons which are deepest in the target.
Of course, the details of the picture given above depend very much on the combination
of target material and incident electron energy. But the main features of the Kα emission,
1) being highest in the beginning and 2) going on weakly for up to several 100 fs after the
last electron stopped, are always the same.
5.1 Pulse Duration from Bulk Targets
Now turning to the Kα emission produced by a femtosecond laser pulse, the situation
becomes rather complex. During the interaction of the laser pulse hot electrons with
different energies are generated with the most energetic electrons being produced when
the instantaneous laser intensity is close to its peak value. According to their energies,
the electrons have different thermalisation times and different penetration depths, thus
producing afterglow emissions with different time structures.
In the following, the pulse shape will be discussed for a Si target. In this element,
electrons with energies of a few hundreds of keV have thermalisation times in the picosecond
range (Fig. 5.2,a). The total duration of the Kα emission from a femtosecond laser pulse
will be comparable to that. Nevertheless, the ‘effective pulse duration’, i.e. the time scale
which can be resolved in an experimental application of the x-ray source, is much shorter.
The higher energetic electrons penetrate deeply beyond the Kα absorption length and
then only give a small contribution to the emitted radiation: from a depth twice the Kα
absorption length, λabs, only 10% of the generated photons reach the target surface. In
Si a depth of 2λabs is comparable to the stopping range of a 50 keV electron (Fig. 5.2,b).
Such an electron does not actually penetrate to that depth due to the lateral deflections
on its path, but for 75 keV already one third of the electrons reach the depth of 2λabs and



































Figure 5.2: Stopping of electrons in Si (solid), Ti (dotted), Cu (dash-dotted) and Ag
(dashed). a) Thermalisation times of the electrons. b) Electron stopping ranges.3
thermalize beyond it.
Fig. 5.3 shows the temporal shape of Si Kα pulses produced by a 60 fs laser pulse. For
both intensities in the figure (3 × 1015 and 3 × 1016 W/cm2) the rise of the Kα signal is
closely related to the intensity rise of the laser pulse. At I = 3 × 1015 W/cm2, which is
the optimal laser intensity for this element,4 most of the hot electrons stay close to the
target surface and the falling-off of the Kα signal after the laser pulse is gone5 is mainly
given by the thermalisation of the electrons. As discussed in Chapter 3, reabsorption of
Kα photons inside the target only plays a minor role at this intensity. When the laser
intensity is increased (Fig. 5.3, right column) the Kα pulse shape becomes dominated by
the inward movement of the hot electrons. Compared to the optimal intensity, both the
total Kα yield and the Kα peak emission are reduced because the hot electrons penetrate
3The data were calculated with the PIC-MC model. Similar values were given by Berger and Seltzer
[9] and Kanaya and Okayama [49] for the stopping ranges, and by Rousse [73] for the thermalisation
times in Al, Cr and Ag for electron energies below 50 keV.
4Eq. 3.15 and Fig. 3.10.
5A FWHM of 60 fs corresponds to total laser pulse duration of ∼110 fs.























































Figure 5.3: Simulated electron penetration into bulk Si irradiated for 60 fs at two different
laser intensities I and development of the correspondig Kα emission . The top graphs show
150 electron scattering paths for each intensity. The central and bottom graphs give the
temporal development of the mean electron depth inside the target and that of the Kα
emission. The dotted lines (top and center) indicate the target depth for which 90% of the
generated photons are reabsorbed, x ≈ 2λabs ≈ 24 µm. The dotted lines in the bottom
graphs indicate the percentage of the total Kα emission which is over at that time.
faster and the Kα photons are generated deeper inside the target.6 The total duration of
the Kα emission increases from 750 fs to 2.8 ps.
To characterise the effective pulse duration usually the full width at half maximum
(FWHM) is used. In the examples given in Fig. 5.3 it is 100 fs and 180 fs respectively.
As Fig. 5.3 shows, about 30% of the emission occur at a later time, creating a background
signal in diagnostic applications when the investigated configuration changes within that
6As in Chapter 3, the simulations assume a constant laser energy of 100 mJ and the total kinetic energy
in the hot electrons remains roughly constant, but is differently distributed over the electrons.

















Figure 5.4: Simulated 90% Kα pulse durations from bulk targets for a 60 fs laser pulse:
Ti (dotted), Cu (dash-dotted), Ag (dashed) and Ta (solid). The crosses mark the optimal
laser intensities for each element (Eq. 3.15 and Fig. 3.3).
time. With increasing laser intensity this ‘shoulder’ of the Kα emission is stretched in time.
Therefore, in the following, the time of the first 90% of emission instead of the halfwidth
will be used to characterise the pulse duration. The subsequent low-intensity emission
from the ‘tail’ will have a negligible influence on most observations. At the optimum laser
intensity 90% of the Si Kα emission occur within the first 210 fs.
Fig. 5.4 gives an overview over the 90%-pulse durations calculated with the PIC-MC
model. With increasing laser intensity, the pulse duration first increases (because the
thermalisation times of the hot electrons increase), but then tends to saturate when the
hot electrons penetrate deeper into the target. Because the absorption length is smaller
and the electrons penetrate deeper in lighter elements the restriction of the pulse duration
occurs earlier and is stronger in these elements than in heavier ones, i.e. the pulse duration
is shorter in lighter elements (Fig. 5.4, for the same, high laser intensity). At low intensities,
the 90%-pulse duration is longer for lighter elements because both the stopping power and
the K-shell ionization energy, EK , are lower, so that it takes longer before the electrons’
energies have fallen below EK . For laser intensities above 10
16 W/cm2 the 90%-pulse
duration is much longer than the halfwidth of the Kα emission which is about 100 − 180
fs for target elements from Si to Cu.
As Fig. 5.4 shows, the optimal laser intensities needed for high Kα yield will make it
difficult, except for the lightest elements, to generate from bulk targets the efficient 100
fs Kα pulses desired for ultrafast diagnostic applications. To overcome these limits, in
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Section 5.3 the design of foil targets is discussed to produce hard x-ray pulses with high
yield and a specific duration.
In the preceding chapter an estimate was made how electric and magnetic fields in the
plasma can modify the orbits of the hot electrons before they enter the solid (Section 4.3).
The estimate also implies a modification of the expected Kα pulse shape at laser inten-
sities above 1018 W/cm2. In the fields present in the experiments with picosecond lasers,
performed twenty years ago, the electrons could spent many picoseconds due to the shape
and the duration of these fields [96]. In contrast, the electrons typically leave the fields
discussed in Section 4.3 within less than 50 fs, either entering the solid or being kicked
away laterally. Consequently, the halfwidth of the Kα emission from a Ti target irradiated
for 90 fs at 7 × 1018 W/cm2, for which the fields were calculated, broadens from 165 to
200 fs. When the magnetic field is calculated with the isothermal expansion model instead
of the hydrodynamic simulation code the electrons stay longer in the fields but less than
100 fs. Also, the inclusion of magnetic fields generated by other mechanisms (page 72) will
not result in complex electron orbits lasting longer than the laser pulse because these fields
only persist during the laser irradiation.
About 10% of the electrons in the calculations in Section 4.3 leave the electric and
magnetic fields along the target surface, directed away from it at shallow angles. These
electrons will no longer perform ‘complex orbits’ but ballistic trajectories. As the exact
forces which pull these electrons back into the target are not known, we estimate their time
of flight from the measured extension of the Kα source for which we take a radius of 100 µm
as a mean value (Fig. 4.6). Due to the sideward push from the ponderomotive force 50% of
these electrons have lateral energies higher than 80 keV and 37% energies higher than 100
keV. Assuming a constant lateral velocity of the electrons most of them have times of flight
of 500 – 700 fs. Adding these electrons into the MC simulation prolongs the tail of the
calculated Ti Kα pulse, so that the first 75% of the emission occur within 550 fs instead of
400 fs. Though a fraction of the electrons has times of flight of several picoseconds, and in
spite of the approximations in the field etimate, the estimated 90%-pulse duration is below
1 ps anyway.
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5.2 Comparison with Experiment
Experimentally the duration of the x-ray pulses is either measured with an x-ray streak
camera [4, 50, 100] or by cross-correlating the x-ray pulse with the laser beam which creates
the plasma and the Kα radiation [31, 77, 86].
The idea of a cross-correlation or ‘pump-probe’ measurement is to put a ‘fast’ x-ray
switch between the Kα source and a time-integrating detector. It usually consists of a
Bragg-reflecting crystal which is irradiated by a small fraction of the laser beam, the ‘pump
pulse’ which ‘destroys’ the x-ray reflectivity of the crystal. Thus, all the Kα photons on
the detector must have reached the crystal before the pump pulse. By varying the delay
time, ∆t, between the pump pulse and the Kα creating laser pulse, it is possible to measure
the temporal development of the x-ray pulse. The method is called ‘pump-probe’ because
it can be also used to probe the structural changes of the pumped crystal with the x-ray
pulse.
In practice, the fluence of the pump pulse is chosen to excite rapidly a large number of
electron-hole pairs so that the chemical bonds in the crystal break up and the atoms start
to move. This deranges the lattice order within a fraction of the Kα penetration depth
and reduces its x-ray reflectivity on a time scale of several 100 fs [89]. The result of the
measurement, Idetector(∆t), is the convolution of the x-ray pulse from the plasma source,






As both the x-ray pulse and the disordering of the crystal happen on similar timescales, each
pump-probe experiment measures both processes simultaneously and their contributions
cannot be seperated. Thus, the delay time ∆t, after which no further change in Kα signal
is seen, only gives an upper limit for the durations of both processes. Due to the velocity
of the atomic movement this upper limit cannot be smaller than a few 100 fs which defines
the temporal resolution of the method.
In an experiment at the IOQ Jena the duration of laser-produced Si Kα pulses was
measured by T. Feurer, A. Morak and I. Uschmann with a cross-correlation technique and
7The x-ray optics to focus the Kα burst onto the pumped crystal additionally broadens the x-ray pulse
several femtoseconds [57].
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Figure 5.5: Measured reflected x-ray intensity as a function of the delay time between the
optical pump and the x-ray pulse (squares). Negative delay times mean that the x-ray
pulse is before the optical pump. The solid line is the best fit using the calculated pulse
shape. (From Feurer et al. [31].)
compared with calculations based on the present work [31]. A 320 nm CdTe layer was used
as the reflecting crystal. The Kα creating laser intensity was 1017 W/cm2 with a pulse
duration of 100 fs. The setup and the data analysis are described extensively in Feurer
et al. [30]. Fig. 5.5 shows the dependence of the measured Kα signal on the delay time
∆t between the Kα creating pulse and the pump pulse. The solid line in the figure is a
fit to the experimental data assuming the x-ray pulse shape calculated with the PIC-MC
model and a linear decay of the crystal reflectivity after laser irradiation. The calculated
Kα halfwidth is 180 fs and the reflectivity decay time which gives the best agreement is
540 fs (from 90% to 10%). With these assumptions the drop of the measured signal within
640± 50 fs is well reproduced.
As mentioned above, other interpretations of the experimental data are also possible.
To visualize the combinations of pulse duration and reflectivity decay time which give
good agreement with the measured data, Fig. 5.6 shows the quadratic deviation between
calculated and measured signals. The calculated data use Gaussian Kα pulses with different
halfwidths and assume linearily decaying x-ray reflectivities. Black indicates the greatest
agreement with the experiment. The two extreme interpretations are to assume either a





























Figure 5.6: Quadratic deviation of theoretical correlations from the experimental data in
Fig. 5.5. The theoretical values are the convolution of a Gaussian x-ray pulse with a linearly
decaying x-ray reflectivity (‘decay time’ = 90% to 10%). (From Feurer et al. [31].)
δ-like x-ray pulse (FWHM = 0 fs) or an instantaneous disordering of the crystal (decay
time = 0 fs). The latter assumption attributes the whole change of the observed Kα signal
to the time structure of the x-ray burst and implies a halfwidth of the pulse of 640 ± 50
fs. Between the two extremes a range of other combinations are also possible which cover
the Kα halfwidth of 180 fs predicted by the simulation model in combination with decay
times between 500 fs and 800 fs. These decay times are physically reasonable. Numerical
modelling [2] predicts a decay time of 480 fs assuming the same atomic displacement
velocity for the irradiated CdTe as in GaAs [31].
Experiments which probe the structural change of laser-pumped crystals with Kα pulses
from laser-produced plasmas also give an upper limit for the duration of the x-ray pulse
in the experiment. In several of these experiments the Kα generating laser pulse had an
intensity of 1016 – 1018 W/cm2 and a halfwidth of 120 fs, the target materials were Si
and Ti (Table 5.1). For these conditions the calculations predict pulse durations of several
hundred femtoseconds (Fig. 5.4) — in agreement with the experiments. Sokolowski-
Tinten et al. [86] estimate the upper limit of the duration of their Ti Kα bursts with
τx ≤ 300 fs. For Si Kα pulses time constants of the measured signal τx + τdecay = 600 fs
[70] and 350 fs [77] were found.8
8Rischel et al. [70] used Langmuir-Blodgett-multilayers while Rousse et al. [77] worked with an InSb
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Target τl Il τx Method Reference
(fs) (W/cm2) (fs)
Si 80 1× 1017 200 – 640 pump-probe Feurer et al. [31]
Si 130 — < 600 pump-probe Rischel et al. [70]
Si 120 — < 350 pump-probe Rousse et al. [77]
Ti 120 — ≤ 300 pump-probe S.-T. et al. [86]
Al 130 5× 1017 3300± 500 streak camera Andiel et al. [4]
Al 400 1× 1018 1500− 2300 streak camera Kieffer et al. [50]
V ” ” 3000 ” ”
Cu 42 (0.3–2)× 1017 6100 streak camera Yoshida et al. [100]
Table 5.1: Experimentally observed Kα pulse durations τx from bulk targets. Il and τl are
the intensity and the duration of the plasma-creating laser pulse.
Beside the good agreement of the pump-probe experiments with the simulations con-
cerning the effective pulse duration, some of them contradict the simulated pulse structure.
In the preceding section it was discussed that the Kα emission is expected to have a long
lasting tail of weak intensity for higher laser intensities. The numerical calculations predict
such a weak tail also for the Kα pulses in the discussed experiments. In a cross-correlation
measurement the ‘x-ray switch’ excludes a fraction of the last part of the Kα pulse from
reaching the detector. The sign of the delay time is usually so defined that with increas-
ing ∆t an increasing part from the end of the pulse is excluded. When the delay time
becomes so great that the end of the main Kα peak is reflected at a disturbed crystal a
steep drop of the experimental Kα signal occurs. This delay time is usually defined as
‘∆t = 0’ (Fig. 5.5). Thus, when the Kα emission has a weak tail, this emission already
hits a disturbed crystal for ∆t < 0, so that for negative delay times a slow decrease of
the detector signal is expected, as the solid line in Fig. 5.5 shows. This slow decrease was
not found in any pump-probe experiment but only the data given by Rousse et al. [77]
and Sokolowski-Tinten et al. [86] exclude its existence. This might be due to lower
laser intensities in the experiments which give shorter afterglow emission. Anyway, an ex-
film as the pumped material.
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perimental investigation dedicated to the structural details of the Kα pulse shape remains
desirable.
In contrast to the good agreement between the calculated pulse durations and those
from pump-probe experiments all streak camera measurements so far available gave much
longer Kα pulse durations of several picoseconds (Table 5.1). In a streak camera pho-
toelectrons generated by the x-ray pulse are swept across the detection screen by a time
dependent electric field. The time resolution of the cameras in the experiments given in
Table 5.1 were between 0.9 and 2 ps. Thus, all measured Kα pulse durations, except for
the lowest value given by Kieffer et al. [50], are well above the time resolution in the
corresponding experiment.
5.3 Achieving 100 fs Pulses
As was shown in Section 5.1, it will be difficult to generate efficient 100 fs Kα pulses from
bulk targets. To achieve such a pulse duration foil targets can be used, which are quickly
traversed by the higher energetic electrons, limiting the time they can produce x rays. On
the other hand, using a thin foil target cuts off the last part of the Kα emission which
does not only give the desired reduction in pulse duration but also reduces the yield of
the x-ray source (Fig. 5.7). Analysing the relations between foil thickness, electron energy,
emission time and Kα yield, results in design formulas to make efficient Kα bursts of a
desired duration [69].
To calculate the optimal foil thickness and laser intensity needed we first look for the
electron energy Emax which gives maximum Kα emission for a given afterglow duration τa.
τa is the difference of the desired x-ray pulse duration τx and the laser pulse duration τl:
τa ≈ τx − τl. (5.3)
Subsequently we assume that, as in the bulk case, the optimal laser intensity generates a
hot electron temperature equal to Emax.
The number of photons which an electron can produce depends on the time it spends
inside the target. Fig. 5.7 illustrates the situation for monoenergetic electrons impinging
on Cu foils of different thicknesses. With increasing incidence energy, the excursion time
in the foil initially increases, since faster electrons need more scattering events to lose





























Figure 5.7: Scattering of monoenergetic electron beams in Cu foils of different thicknesses:
1 µm (solid), 2 µm (dashed), 3 µm (dotted). a) Mean time that the electrons spend inside
the foil. b) Conversion efficiency of incidence electron energy into energy of observed Kα
photons.
their energy. When the electrons are energetic enough to traverse the foil, the mean time
spent inside the target decreases again with increasing energy. Thus, there is an optimal
electron energy Emax which gives maximum mean excursion time inside the target τmax, and
therefore maximum number of Kα photons per incidence electron energy. With increasing
target thickness both the mean excursion time and the number of generated Kα photons
increase.
To determine how Emax and τmax depend on target material and target thickness l,
numerical simulations using monoenergetic electrons were performed for foil targets with
a thickness between 1 and 5 µm and target elements from Ti (Z = 22) to Ta (Z = 73).
The results were fitted by
Emax ≈ 1.1 Z0.95 l0.5, (5.4)
τmax ≈ 100 Z−0.4 l0.8, (5.5)
where the units are fs, µm and keV. The electrons with E = Emax give an afterglow
emission with duration τa ∼ τmax.
































Figure 5.8: Kα emission from Cu foils: (a) Irradiated at I = 7 × 1015 W/cm2, for thick-
nesses: 0.5 µm (dashed), 1.7 µm (solid), and 5 µm (dotted). (b) For constant thickness:
1.7 µm, irradiated 1015 W/cm2 (dashed), 7 × 1015 W/cm2 (solid), and 3 × 1016 W/cm2
(dotted).
From Eq. (5.5) follows an optimal foil thickness for a given τa
l = 0.0032 Z0.5 (τx − τl)1.25. (5.6)
Inserting (5.6) into (5.4) gives the desired energy of the electrons, which in turn is inserted
into Eq. (3.4) to give the optimal laser intensity for the desired Kα pulse duration
Iopt = 2.3× 1011 Z2.4 (τx − τl)1.25 W/cm2. (5.7)
Table 5.2 gives an overview over the parameters predicted by (5.6) and (5.7) for a desired
x-ray pulse duration of 100 fs, taking into account a 60 fs-laser pulse.
Simulations using realistic hot electron distributions from the PIC code together with
parameters calculated from Eqs. (5.6) and (5.7), yield 90%-pulse durations a little lower
than 100 fs (Table 5.2). With increasing foil thickness, both the Kα yield and the pulse du-
ration increase, though the duration does not depend critcally on the thickness (Fig. 5.8,a).
For the foil thickness giving just a pulse duration of 100 fs, the Kα yield does in fact show
a distinct maximum at the calculated laser intensity. Again the pulse duration increases
only slowly with increasing laser intensity (Fig. 5.8,b). The combination of fewer scatter-
ing events in foil targets and the reduced optimal laser intensity, producing fewer electrons
with U > 1, implies a loss in Kα yield compared to bulk targets of a factor of ∼ 2 for Ti
and up to ∼ 15 for Ta.
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Element Z l Iopt τx yield
(µm) (W/cm2) (fs) (photons / sr)
Ti 22 1.5 4 × 1015 90 1.3 × 109
Cu 29 1.7 7 × 1015 90 1.3 × 109
Ag 47 2.2 3 × 1016 95 1.5 × 108
Ta 73 2.8 7 × 1016 95 1.8 × 107
Table 5.2: Parameters of foil targets for the generation of 100 fs Kα pulses: foil thickness
l and laser intensity Iopt according to Eqs.(5.6) and (5.7), simulated Kα pulse duration τx
(first 90% of emission) and Kα yield for calculated l and Iopt.
The MC simulations show that under these conditions more than 30% of the hot elec-
trons pass through the target, implying the creation of a space charge, which would cause
a considerable number of electrons to return into the target and produce radiation again.
This effect can be reduced by a second massive layer of conducting material behind the
Kα producing foil to supply a return current, compensating the current of the impinging
hot electrons and thus keeping the foil electrically neutral. Simulations using carbon as
the ‘neutralizing material’ show that this target design stretches the 90%-pulse duration
to 95 fs for Ti and 140 fs for Ta due to electrons backscattered from the carbon layer.
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Summary
In the present thesis three features of femtosecond laser-plasma sources for Kα radiation
were studied: the total Kα yield of the source, the source size and the pulse duration
— using a newly developed numerical simulation model and by taking two-dimensional
images of the Kα emission from two target sides.
For the numerical studies, a new Monte Carlo simulation code for the scattering of
an electron beam in a solid and the generation of Kα radiation during this process was
developed. The code allows the temporal development and the spatial distribution of the
Kα emission from any target side to be simulated for the first time. It was combined with
an existing 11
2
D Particle-In-Cell code for the simulation of the laser-plasma interaction,
which delivered the energy and time distribution of the accelerated plasma electrons.
Experimentally, two-dimensional magnified images of the Kα emission from Ti targets
were taken with toroidally bent Si(311) crystals as the imaging optics. The influence of
aberrations for the experimental conditions (magnification: 7, resolution: 6 µm, azimuth
angle: 0.9◦) was studied at an x-ray tube, at the plasma source and via ray-tracing. It
was found that a sharp edge of the x-ray source is broadened to ∼ 10 µm in the image.
A Gaussian Kα source experiences a broadening in the direction of the dispersion plane
which depends on its size while its halfwidth in the perpendicular direction is preserved.
A halfwidth of the Kα emission of a few tens of microns in the direction of the dispersion
plane cannot be resolved by the imaging anymore because the apparent extension in that
direction is mainly due to aberrations.
The temporal structure of the laser pulse was measured with a third-order multishot
autocorrelator and the two-dimensional beam profile was determined with a dynamic range
of 103. Together with the knowledge of the imaging properties of the crystals, these data
made it possible to calculate Kα images for parameters close to the experimental conditions.
The experimental observation that the Kα yield is maximal for a defocused laser, i.e. a
laser intensity lower than the maximum achievable one, was reproduced by the simulations.
An analytical model of the Kα yield was derived, which showed that the existence of
an optimal laser intensity is due to the reabsorption of Kα photons inside the target.
With increasing laser intensity the hot electrons penetrate deeper into the target and
the portion of generated Kα photons which reaches the target surface and is emitted
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decreases. This fraction shows a universal behaviour with respect to the incident electron
energy normalised to the K-shell ionization energy of the target, EK , implying a universal
optimal hot electron temperature for energy conversion from hot electrons into emitted Kα
radiation: kTopt = 6.4EK . From that, a surprisingly simple scaling of the optimal laser
intensity with the atomic number of the target element results, namely: Iopt ∝ Z4.4 [69].
At best focus (I ≈ 7×1018 W/cm2) the measured vertical halfwidth of the Kα emission
is ∼ 70 µm— a factor of 28 larger than the vertical halfwidth of the laser focus. By electron
scattering in the solid only a broadening by a factor . 2 can be explained. Around the
main peak a weak Kα halo with a diameter of 400 µm occurs. More than half of the
Kα emission originates from this halo. When the laser is defocused the halfwidth of the
emission remains relatively constant, even for defocus distances up to 1 mm. When the
laser is stronger focused an increase of the peak Kα emission is expected from the simulation
model. Instead, the measured peak emission remains roughly constant and even decreases
by a factor of ∼ 2 close to the best focus. At the same time, the total Kα yield, which
is well described by the numerical model for larger defocus distances, is 60% higher than
simulated.
An estimate of self-induced fields in the experiment suggests that at the highest laser
intensity, the intrinsic prepulses of the laser system generate a magnetic field which reflects
a large portion of the hot electrons, which then are partly spread over a wide area by the
ponderomotive field of the main pulse and further magnetic fields. These effects offer
a qualitative explanation for the spatial characteristics of the Kα emission found in the
experiment.
The penetration depth of the hot electrons into the target was concluded from the
Kα emission from the target side. In contrast to the measurements of the emission from
the target frontside, no deviations from the predictions by the numerical model could be
verified. This might be due to the fact that the laser had to be focused close to the target
edge to have an optically thin target, possibly resulting in a reduction of self-induced fields.
In a numerical study the temporal shape of the Kα emission was investigated. At laser
intensities below 1016 W/cm2 the pulse duration is determined by the thermalisation of
the hot electrons. At higher laser intensities the hot electrons penetrate deeper and reab-
sorption of generated Kα photons limits the effective pulse duration. Then, the halfwidth
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of the Kα emission from target elements from Si to Cu, irradiated by a 60 fs laser pulse,
is in the range of 100 – 180 fs. Due to the long stopping times of the hottest electrons,
the first 90% of the emission occur on a longer time scale of several hundreds of femtosec-
onds to several picoseconds. The estimate of self-induced fields mentioned above suggests
a prolongation of the Kα pulse of less than 100 fs due to complex electron orbits in the
fields and a prolongation of less than 1 ps due to ballistic trajectories spreading escaping
electrons over a surface area of the measured size.
The calculated halfwidths of the Kα pulses agree well with those found in cross-
correlation measurements, but are significantly shorter than the picosecond durations from
streak camera experiments. The measured decrease of the Kα signal found by another
group at Jena University in a cross-correlation experiment is well reproduced by the sim-
ulations [31].
Because the study of the Kα emission from bulk targets revealed that it will be difficult
to generate efficient 100 fs pulses from such targets, except for the lightest elements, foil
targets were investigated, which are quickly traversed by the hottest electrons. Design
formulas were developed which give the optimal combination of foil thickness and laser
intensity for making high yield Kα pulses with a selectable duration [69]. Taking into ac-
count the recent advances in laser technology making available high-intensity femtosecond
lasers with high repetition rates it appears realistic that laser-plasma Kα sources with high
flux and pulse durations ≤ 100 fs will be available within the near future.
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Appendix A
Cross Section for K-Shell Ionization
The electron cross section for the ionisation of the K shell, σK , was taken from Casnati
et al. [15]:
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nk = 2 is the number of electrons in the K shell, and a0 = 5.292 · 10−11 m is the first Bohr
radius. R is the relativstic correction with the kinetic energy of the electron U and its rest









The ionisation energy is related to the Rydberg energy E0 = 0.013606 keV by
EK = 0.4240E0 Z
2.1822
= 0.0057918Z2.1822 keV. (A.7)
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Appendix B
Bethe Stopping Power
The energy loss of an electron per unit pathlength dE/ds was calculated according to



















F (τ) = 1− β2 + τ
2/8− (2τ + 1) ln(2)
(τ + 1)2
. (B.2)
The symbols have the following meanings:
Electron properties:
mc2 : rest energy = 510.976 keV
τ : kinetic energy in units of mc2
β :
√
τ(τ + 2)/(τ + 1) = velocity/c
Properties of the medium:
Z : atomic number
A : atomic weight
ρ : mass density
J : mean excitation potential
Other parameters:
NA : Avogadro’s number = 6.02486× 1023 mole−1
r20 : (e
2/mc2)2 = 7.94030× 10−26 cm2
The mean excitation potential J is given by the empirical relation
J = ( 9.76Z + 58.8Z−0.19 ) eV. (B.3)
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Appendix C
Calculating Mean Values for
Compound Targets
The mean atomic density 〈nA〉 of a compound is given by
〈nA〉 = ρC NA∑
fimi
, (C.1)
where ρC is the mass density of the compound,mi are the atomic masses of its constituents i
and fi are their stoichiometric fractions in the compound. NA is Avogadro’s number. The







where ni are the atomic densities of the constituents in the compound. ni/〈nA〉 is given by









fi Zi ln Ji,
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