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Introduction
In this paper we study the problem of global existence and uniqueness for solutions of the 3-dimensional Navier-Stokes equations. These equations are the following:
. Here, U (t, x) is a time-dependent three-dimensional vector-field. The goal of this work is to solve these equations in the spaces
and in the space HB 0,0, 
The methods used here are inspired from a paper of J.-Y. Chemin and N. Lerner (see [4] ). The case when one of the δ i equals 1 2 is important but it cannot be studied through our results because H 2,1 (R) which has the property to cancel this critical case. And this is how we come to solve (N-S) in the space HB 0,0, 
+1
2,1 (a short proof is given in the Appendix).
Finally, the last paragraph makes a comparison between this article and the results which are known. We shall see there that the space HB 0,0, 1 2 is not imbedded in any of the spaces introduced by H. Kozono and M. Yamazaki in [8] , N −1+ 3 p p,q,∞ , provided that 1 ≤ q ≤ p < 3q 2 , p > 3. We are not able to prove an imbedding or a nonimbedding if p ≥ 3q 2
. The space H δ 1 ,δ 2 ,δ 3 is also interesting if we remark, for instance, that we allow negative values for δ i .
The results of this article can be easily extended to an arbitrary dimension, here we consider R 3 only for sake of simplicity. In fact, if we work in R d , we can solve (N-S) in the spaces
and in the space HB 0,··· ,0, 2,1 in the last one. For instance, we can solve the 2D
Navier-Stokes equations with small initial data in H δ,−δ , 0 < δ < 1 2 , that is in a space of functions which are not square-integrable.
Study of the anisotropic spaces and preliminary results
We work in R 3 and we denote by x = (x 1 , x 2 , x 3 ) the variable in R 3 . If q = (q 1 , q 2 , q 3 ) ∈ Z 3 and s = (s 1 , s 2 , s 3 ) ∈ R 3 then we define q · s = q 1 s 1 + q 2 s 2 + q 3 s 3 .
Also, if λ = (λ 1 , λ 2 , λ 3 ) then we note λ
and p be the analogous space for sequences. Also, when p = q = r we shall note
The order of integrations is important, as the following remark shows it:
.
The Hölder and Young inequalities for the L q spaces take the form:
where
We can prove a variant of the Littlewood-Paley lemma for the L q spaces:
, φ equal to 1 near the ball of center 0 and radius r, g = F −1 (φ). Thenû
and thus
Differentiating and using Young's inequality ends the proof.
Before introducing our functional spaces let us recall that the homogeneous Besov spaces are defined to be the closure of compactly supported smooth functions under the norm
The need of taking the closure of compactly supported smooth functions comes from the fact that the quantity above is only a semi-norm since the "norm" of a polynomial vanishes. Another way of defining these homogeneous spaces is to take equivalence classes of distributions modulo polynomials and to remark that we obtain in that way a real norm. For further details on Besov spaces (homogeneous or not) see [12] . 
The space H s 1 ,s 2 ,s 3 is a Banach space of distributions if s 1 < 1/2, s 2 < 1/2 and s 3 < 1/2.
We denote by ψ a dyadical partition of unity in R, that is a smooth function supported in the ring of center 0, small radius 3 4 , large radius 8 3 and such that q∈Z ψ(2 −q ξ) = 1 ∀ξ = 0 (see [1] , [5] ). Define
Taking the
norm, applying Young's inequality and using that s 2 +t 2 > 0 yields
Finally, Hölder's inequality implies The lemmas 1.2 and 1.3 will modify in an obvious way, only the product theorem is relevant for the (N-S) equations.
and |uv|
Proof
The proof is almost identical to the preceding one, the modification, which allows us to take into account the case s 3 = . Hence, we shall prove that each of the 3 3 operators is continous under the same assumptions as above, with the modification that if a paraproduct in the third direction is involved, then we can allow s 3 or t 3 , depending on the paraproduct, to be equal to 1 2 . The only problem in the proof is that at the end we have to commute some norms which give raise to the wrong inequality. We have to restart from inequality (1.1)
(1.4)
Recall that
We use that |p 1 − q 1 | ≤ 1, |p 3 − q 3 | ≤ 1 to rewrite the last inequality as
Now we sum on i, p and q 3 to obtain
Since |p 1 − q 1 | ≤ 1, applying Holdër's inequality gives
Using that q 2 < p 2 and applying Young's inequality yields
Finnaly, we apply Hölder's inequality to obtain
which implies
2 ) ≤ C|u| HB s |v| HB t . This completes the proof for T 1 R 2 T 3 . Since the third variable plays a special role in the definition of the HB spaces, we show how the same estimates can be modified for other terms. We consider first the term T 1 R 2 R 3 . We have
As above, we deduce the following inequalities
Now we sum on i, j, p and q 3 to obtain
Applying Young's inequality gives
It follows that
This inequality is similar to (1.6), so we can continue likewise to obtain the result on T 1 R 2 R 3 . Finally, we give the proof for the term T 1 T 2 R 3 . As above we have
(1.8)
It follows that
Using again that |p 1 − q 1 | ≤ 1, |p 2 − q 2 | ≤ 1 and taking the
2 ) ≤ C|u| HB s |v| HB t . This completes the proof. 
). We shall prove the following theorems:
Theorem 2.1 (global existence and uniqueness) There exists C > 0 such that if div u 0 = 0, u 0 ∈ H δ and |u| δ < Cν then the (N-S) equations have a unique solution in
Moreover, the solution satisfies u ∈ C([0, ∞[; H δ ). 
The uniqueness is proved at the end. The global existence is proved in the same time with the local existence. In fact, we shall prove a better result valid for the space H T defined as the closure of compactly supported smooth functions under the norm
Theorem 2.3 Let div u 0 = 0 and u 0 ∈ H δ . Then there exist T >0 and a solution of (N-S) on [0, T ] which verifies u ∈ H T .
Indeed, from remark 1.1 we infer
Proof of theorem 2.3
We approach u 0 with the sequence u n 0 = S n u 0 , where S n is the classical S n in R 3 . Let u n be the local regular solution of (N-S) with initial data u n 0 (for the existence of u n see [6] , [11] ). For each n we apply ∆ q at (N-S) and we multiply by ∆ q u n to obtain:
2)
The localization of the Fourier transform of ∆ q u n enables us to say that
Moreover, we have from Theorem 1.1 that if u n ∈ H δ+a , then u n ⊗u n ∈ H 2δ+2a−(
) . Thus we can write
, where a q = 2
) so a q (τ ) 2 ≤ 3 ∀τ. Using this in (2.2) leads to
By Gronwall's lemma we have
Taking the L 4 (0, T ) norm and using Young's inequality gives
× exp(−Cν(4
)
Young's inequality along with relation (2.1) imply
(a 2 +δ 2 )) 2
(a 3 +δ 3 ))
and two similar inequalities. Therefore
,1,
(a+δ))) = 2 −q·(a+δ) .
Taking the 2 norm gives
We shall need to have f n (T ) small. In order to obtain that, we use Lebesgue's dominated convergence theorem. The particular form of u
fulfills the domination requirement since the right side is an 2 sequence that is independent of T and n. As for the pointwise convergence, for fixed q one has
So, by Lebesgue, lim
f n (T ) = 0 uniformly with respect to n. We choose T small
, where C is the constant from inequality (2.5). It follows that
2C
if we take into account that u n H T is continuous in T , u n H 0 = 0 and This allows us to take the limit and to find the existence of the solution on [0, T ].
Proof of the global existence
We start again from inequality (2.5) and we estimate f n (t) ≤ C|u 0 | δ . We find in the same way the existence of a solution in L 4 (]0, ∞[; H δ+a ). Next we prove that such a solution belongs to L ∞ (]0, ∞[; H δ ). We start again from inequality (2.3), we apply the L ∞ norm and making similar computations we find
Taking the 2 norm yields
Finally, the continuity in time follows from Lebesgue's dominated convergence theorem since the map t → ∆ q u n L 2 is continous and the domination requirement is given in relations (2.6) and (2.7).
Let us now prove the uniqueness.
Theorem 2.4 (uniqueness)
Let u 1 and u 2 be two solutions of (N-S) which belong to the space
Proof
We subtract the equations verified by u 1 and u 2 to obtain:
The same computations as in theorem 2.3 yield
Thus, if t is small enough, we have
so we get local uniqueness that is global uniqueness, since the map
3 Resolution of (N-S) in the HB s 1 ,s 2 ,s 3 spaces
Let us introduce the spaces HB T,p,s 1 ,s 2 ,s 3 = HB T,p,s defined as the closure of compactly supported smooth functions under the norm
As for the H s spaces we shall prove a theorem of global existence and uniqueness and a local existence and uniqueness one. Let a and b be two positive real numbers such that a + b = Indeed, remark 1.1 implies
We first prove
Proof We shall copy the proof of theorem 1.2 and prove this lemma for each of the 27 terms of the Littlewood-Paley decomposition. Let us take, for instance, the T 1 R 2 T 3 term. We start again from inequality (1.4)
Taking the L r (0, T ) norm and applying Hölder's inequality gives
If we define
and
This inequality is entirely similar to (1.5) so the proof continues in exactly the same way we did after that inequality.
Proof of the local existence
It is obvious that if δ = (0, 0,
) and a 1 = a, a 2 = b, a 3 = 0 then hypothesis (2.1) is verified excepted for the condition δ 3 + a 3 < . This is precisely where we use that B 1 2 2,1 (R) is an algebra. Hence, we can follow the same line of proof as in theorem 2.3, replacing the 2 norms by the 2,2,1 norms and the H s spaces with the HB s spaces. There is one fact which doesn't allow us to give an identical proof: the deduction of inequality (2.5) from inequality (2.4) which is not possible because the switch of the L 2 and 2,2,1 norms yields an inequality in the opposite sens of the wanted one. To avoid that we have to give up the estimate
and to use, for the deduction of inequality (2.5), lemma 3.1. As in theorem 2.3 we find the following inequality:
Gronwall's lemma implies
. Again by Young's inequality we have
) .
It follows that 2 q·(a,b,
. (3.1) Now we use the lemma 3.1 to deduce that
where c q 2,2,1 = 1. Young's inequality implies
Hence inequality (3.1) may be written as
Taking the 2,2,1 norm gives
2,2,1
We conclude as in theorem 2. Proof of the global existence Same proof as above by estimating
The uniqueness theorem is also similar to the one of the case H s .
Theorem 3.3 (uniqueness) Let u 1 and u 2 be two solutions of (N-S) which belong to HB T,4,a,b, 
Proof
Making the same computations as in theorem 2.4, replacing the 2 norms with the 2,2,1 norms and using lemma 3.1 as shown above we find:
).
We conclude as in theorem 2.4.
Some imbeddings and nonimbeddings
In this section we prove some imbeddings and some nonimbeddings which are used to compare the results from the previous sections with the results already known.
We recall that one can solve (N-S) in the spaces [2] , [3] , [7] , [9] ) and it seems very difficult to do it in
. It is also proved by H. Kozono and M. Yamazaki in [8] that one can solve (N-S) in the homogeneous spaces
where N s p,q,r is defined to be the closure of the compactly supported smooth functions under the norm:
where B(x 0 , R) denotes the closed ball in R 3 with center x 0 and radius R. Let us remark that B Property i) shows that H δ solutions of (N-S) were already constructed by M. Cannone [2] , F. Planchon [9] and H. Kozono, M. Yamazaki [8] . Property ii) suggests that the space H 0,0, 1 2 is very interesting as space of initial data; unfortunately we cannot include it in our results. Finally, property iii) shows that HB 0,0, 
Summing on q yields
Applying Gronwall's lemma we find Standard L 2 estimates and the inequality above imply uniqueness of solutions. This completes the proof.
