Ambient assisted living (AAL) has the ambitious goal of improving the quality of life and maintaining independence of older and vulnerable people through the use of technology. Most of the western world will see a very large increase in the number of older people within the next 50 years with limited resources to care for them. AAL is seen as a promising alternative to the current care models and consequently has attracted lots of attention. Recently, a number of researchers have developed solutions based on video cameras and computer vision systems with promising results. However, for the domain to reach maturity, several challenges need to be faced, including the development of systems that are robust in the real-world and are accepted by users, carers and society. In this literature review paper we present a comprehensive survey of the scope of the domain, the existing technical solutions and the challenges to be faced.
Introduction
According to the European Union (EU) commission's projection, the number of older people will increase threefold between 2008 and 2060. This envisages great challenges towards care for older people with limited available resources. On the other hand, research suggests that as many as 35% of older people who live in a care home could be supported to live at home or in extra care housing schemes through the use of technology [46] . As an alternative to current care models, enriched assistive living based solutions can offer the possibility for many older and vulnerable people to live independently at home.
No universal definition of ambient assisted living (AAL) has been adopted, but it can be described as information and communication technology based products, services and systems to provide older and vulnerable people with a secure environment, improve their quality of life and reduce the costs of health and social care. According to the technical road map [1] , outlined by the EU commission, the stakeholders' needs are categorised as: 1) AAL for persons (home and mobile), 2)AAL in the community and 3)AAL at work. However within the scope of this work we restrict our discussion to AAL for personal living in the home. State-of-the-art AAL technologies include the use of home embedded wireless sensor networks and body worn sensors. More recently, the research community, public institutions and industry have shown a growing interest in video and computer vision based solutions for AAL (VAAL) applications. The technology is rapidly reaching a stage of maturity with the first products being commercialised [53] .
One of the main aims of AAL based systems is to provide personal safety to older people. Falling is a major risk faced by older people with one-third of people over 65 falling each year. Family carers are also impacted by an increased burden of care, anxiety and costs of residential care. The associated cost of falls is almost £1bn annually for the UK alone. With such severe consequences for the individual and society, it is not surprising that the vast majority of VAAL research focuses on fall detection.
Due to the multi-disciplinary nature of the topic, research reports tend to be scattered across conferences and journals specialised in diverse domains ranging from health and telecare to engineering and computer vision. As a consequence, the scientific community might experience difficulties in following recent advances in the domain. This survey aims to summarise the state-of-the-art of video technology currently used in AAL, to explore the challenges to be faced and to investigate potential future developments in the domain.
The rest of this paper is organised as follows. An overview of the application domains and system requirements of VAAL is given in Section 2. Section 3 covers current computer vision approaches and Section 4 discusses issues related to acceptability and protection of privacy. Methodologies for performance evaluation are discussed in Section 5. Finally, conclusions and future areas of research are given in Section 6.
Applications and Requirements

Application Domains and Scope
This section presents a list of AAL areas [1] along with potential applications for video technology. Note that this survey is concerned only with the use of automatic video analysis, therefore, other applications of video cameras such as tele-communication (videoconferencing) or surveillance of video by an operator are not included in this survey.
Health, rehabilitation and care
People with long-term health conditions often experience a reduced quality of life and dependence upon health and social care services. Video technology can be used in this context to recognise and monitor physiological data, as recently by proposed by Poh et al. [48] who presented a methodology for a contactless measurement of cardiac pulse rate using a video camera.
Physiological data can, however, not always be measured from embedded sensors and a popular alternative solution is to monitor users' activities with the premise that change in activities of daily living is a good indicator of declining health. Video technology can be used in this context to recognise users' activities. For example Mihailidis et al. [38] propose a health monitoring scheme which tracks the location and motion of the user at home, builds probabilistic models of patterns of activity and then detects deviations in these patterns. With a similar assumption that activities are a good indicator of health, NaitCharif and McKenna [40] introduced a method to summarise activity by tracking the user's position using an overhead camera.
Diet is also an important factor affecting health and Kim et al. [28] proposed a design concept of an imagebased dietary assessment tool implemented in a mobile phone. Food images are recorded using a built-in camera on a mobile phone and sent to a server where the portion size of the meal is estimated. This information is subsequently used to keep personal dietary records as a means of monitoring energy and nutrient intakes.
The information related to activity, physiological data, diet, etc. can be subsequently fed back to users to promote health behaviour changes or sent to carers. As suggested in [42] , these technologies can be part of a mechanism to support self-management of people suffering from chronic problems such as stroke and provide them with a better insight into how and how often they may perform their activity and rehabilitation exercises.
Personal and home safety and security
Older and vulnerable people are particularly exposed to safety and security threats. Feeling safe and secure is thus essential to extend autonomous daily living. Video cameras can be used, for example to automatically detect intrusion by a burglar [19] . Such security applications have been the subject of a number of research papers in the domain of automatic video surveillance and will not be discussed in detail in this survey. For a recent overview of automatic video surveillance, see [30] .
Currently fall detection is a well researched topic and sensor based solutions are available and commercialised. The majority of such solutions are based on accelerometers, but one of the drawbacks of these systems are that users always need to wear the sensor. The system will not work if the user forgets to wear the device. Alternative solutions are suggested, such as passive fall detection which uses floor vibration sensors, sound [3, 34, 72] or video based monitoring [7, 18, 26, 32, 33, 35, 51, 52, 57, 58, [60] [61] [62] . Video based monitoring algorithms are discussed in section 3.
People with dementia are particularly vulnerable with most exhibiting behavioural disturbances. Long-term dementia care facilities face the risk of the patients eloping and putting themselves at risk. In [8] , Chen et al. propose to improve safety of patients in a dementia unit with a video elopement detector. The system is based on multiple cameras covering the exit of the unit and demonstrates that it can accurately differentiate elopements from routine exit of the building.
Biorobotic systems
Biorobotic systems have been considered for a long time to improve the quality of life of older and vulnerable people. In the last few years, a growing number of research studies have investigated the development of companion robots for the care of older people. These robots can provide physical, cognitive and affective support to the users. A systematic literature review of the effectiveness of assistive robots has been conducted by Broekens et al. [5] in 2009 which shows the growing importance and promising preliminary results of assistive robotics. Broekens et al.differentiate two types of functionalities achieved by assistive robots: (1) Robots which support independent living by supporting basic activities and mobility and (2) Robots which aim to enhance health and wellbeing of elderly users by providing companionship. For both functionalities, robots must have a good understanding of the world around them and video cameras along with other sensors associated with appropriate processing can play this role. Mataric et al. [37] are developing a socially assistive robot equipped with a video camera that makes communicative actions such as looking at or away from the user. Other robots equipped with a camera include the Aibo [20] developed and produced by Sony.
Video Based vs Sensor Based Solutions
Applications of AAL described in the previous section are typically based on solutions employing sensors either embedded in the environment or body worn [47] . The most widely used sensors for AAL are reported in Table 1 along with their domains of application. To reach the level of analysis required for AAL applications (e.g. recognising activity), a large network of embedded sensors is generally required, therefore systems are usually costly to maintain, are relatively obtrusive (e.g. sensors set up on every cupboard door) and are highly sensitive to the performance of the sensors. Another approach is to use body worn sensors which are usually quite effective when the user actually wears them, however, it is recognised that user compliance with wearable systems is poor.
Recently a number of researchers and companies have been looking at developing solutions based on video cameras and computer vision approaches. A monitoring system based on video cameras has potential advantages. In principle a single camera in a room could pick up most of the activities performed in the room and, consequently, could replace a large number of sensors.
Remarkably, the last five years have shown a large interest in video based solutions. One of the major reasons for this gain of interest is the cost of video cameras. The price of video cameras has drastically reduced within the last decade and good quality video cameras are now available at very low cost. Another important factor in favour of video technology is the maturity of computer vision technology. Latest research in computer vision, motivated by needs in domains such as security and surveillance, provides new means of interpreting rich information provided by video cameras.
On the other hand, video based AAL has several obstacles to overcome to reach full maturity. The barriers include users' acceptability and risk of loss of privacy. These are discussed in detail in section 4.
Multi-modal Approaches
Although a growing popularity has been noted towards video based monitoring in AAL, other sensor based solutions are currently being used in many real life projects. At the same time video based sensors can not replace many traditional sensors. More recently many multimodal approaches using a network of sensor arrays have been adopted and used. For example, GER'HOME [49] uses a multi-sensor based analysis for everyday elderly activity monitoring; audio-video based solutions are proposed in the HERMES project [50] to facilitate AAL applications for older people using technologies such as: speech recognition, speaker identification, face detection, person tracking and face identification. The UbiMon project [44] proposed a framework to collect information from wearable and implantable sensors to a local processing unit such as: PDA or smart phone through a body network, before transmitting to a remote database. Toreyin et al. [62] proposed to use a similar algorithm based on hidden Markov models to detect fall from video [62] ,audio, passive infra-red and vibration sensors [63] . A list of sensors used in these multi-modal approaches is shown in Table 2 . In conclusion, additional sensors, such as, audio sensors can offer complimentary feature parameters and robustness to existing vision based behaviour monitoring systems while bio-medical sensors provide different types of information to the complete AAL system.
General Structure of Video Based AAL
A video based monitoring typically has the following system blocks as shown in Fig. 1.a Such a centralised camera network often requires high bandwidth for video data transmission and an alternative solution is suggested in [17] that uses a smart and distributed camera network which processes the video data locally and sends the alert or decision output to the central server as shown in Fig. 1 .b). Distributed smart camera solutions also have advantages in terms of confidentiality (see Section 4). In another approach addressing the bandwidth issue in centralised camera networks, compressed video transmission is suggested in [33] . During the video data capture, traditionally a network of fixed cameras fitted on the walls are used to cover the target areas. In such a scenario, the viewing angle of the individual's movement causes a significant difference in the action recognition processes. Viewing angles of the individual's movement are categorised as follows [33] :
• Object motion towards camera,
• Object motion away from camera and
• Object movement horizontal to camera. Sideways camera location.
In order to avoid such view angle problems, view invariant computer vision algorithms [51] using a single camera or image fusion based multi camera setup [17] or [66] .
an omnidirectional camera [66] are suggested. In the case of an omnidirectional camera, the system can capture a 360 o viewing angle of video data and process accordingly as shown in Fig. 2 .
Visual Processing
In this section we first give details of the computer vision algorithms that can be used to recognised short terms actions and higher level activities for behaviour monitoring, then we provide an overview of approaches for health measurements from video or images. Then we discuss video processing challenges.
Action Recognition Algorithms
The processing block is one of the most important blocks in video monitoring systems (see Fig. 1 ) and uses various computer vision approaches [2, 23, 39, 64, 65] . This section focuses on visual processing for action recognition. Approaches to link actions into activities are summarised in section 3.2. Fig. 3 represents the taxonomy of computer vision approaches for action recognition in AAL. Actions are usually defined either by the individual postural features (e.g. the person is bending over, lying, squatting, etc.) or by the individual ambulatory information obtained through motion tracking. In turn postural features can be established using static approaches which analyse the posture of an individual from a single image and dynamic approaches which include the temporal information in movement detection. The postural feature recognition process often includes a preliminary step called background subtraction (section 3.1.1) followed by posture (section 3.1.2) or movement recognition (section 3.1.3). Motion tracking based approaches are discussed in section 3.1.4. Table 3 summarises the action recognition algorithms used in the literature.
Background subtraction
Background subtraction is popularly used to separate moving objects (human shape here) in the scene by segmenting into background and foreground [64] and many methods are proposed in the literature [9, 14, 27, 54] . In its simplest form the background modelling considers a stationary camera with a stationary or nearly stationary background to detect the relative movement of human activity in the scene.
A comparison of the intensities within the frames is done over time to estimate the static pixels which is then [57] . However, in a real scenario, many other parameters, such as, lighting condition, long-term scene change, small cluttered movement, ghost and shadow, can affect the background modelling. To address such problems, Stauffer and Grimson [54] proposed an adaptive backgrounding to reliably deal with lighting changes, repetitive motions from clutter and long-term scene changes; Cucchiara et al. [9] used a statistical approach using the knowledge of moving objects, shadows and ghost objects from the previous frames to update the background; Elgammal et al. [14] proposed a non-parametric model to handle clutters and small motions in the background by estimating the probability of observing pixel intensity values.
In [15] , Eng et al.propose a Bayesian framework to deal with background subtraction under challenging conditions. This framework could provide more robust background subtraction when the foreground object is matches the background (e.g. the individual having clothes similar to the background or if the scene is very dark) or if two objects in the foreground are not separable due to occlu- sion.
Static Approaches
Posture is thought to be a good indicator of a person's activity and events such as falls. In static posture analysis the video sequence is analysed using frame-wise image processing. Typically, the first stage consists of extracting the silhouette from the image using background subtraction. Aspect ratio measurement is one of the simplest and quickest methods in this category and used in many video based AAL algorithms, particularly in fall detection [17, 33, 43, 58] . Aspect ratios are calculated by detecting the bounding box of the foreground segmented moving object (silhouette) and constructing approximated ellipses, rectangles etc. The bounding box is estimated by finding the furthest (leftmost, rightmost, topmost and bottommost) foreground pixels. However sometimes noises and shadows can introduce error (larger size of human object) in the bounding box calculation. To avoid such error, the foreground pixels are projected onto x and y axes by calculating the number of changed pixels row-wise and column-wise to build horizontal and vertical projection histograms. The bounding box can be identified by applying a threshold on generated histograms.
Images can be classified into different postures using the bounding box aspect ratios [58] . Emmanuel [43] proposed to classify postures using the k-Nearest Neighbour (KNN) algorithm. The KNN algorithm compares histograms of the stored posture images with histograms of the current input frame to find the most similar posture. The authors proposed an additional bounding box angle test to filter out false detection between a bending posture and lying towards camera.
Dynamic Approaches
Static approaches have strong limitations. For example, static approaches alone cannot differentiate a lying posture due to a fall or intentional lying. The static approaches are often restricted to a range of movement patterns as it does not consider the temporal information during posture detection. To overcome such shortcom-ings dynamic approaches have been proposed considering movement information within the postural feature extraction stage.
As a first attempt to include temporal information into posture classification, in [43] , the time of the last standing position is preserved in order to differentiate between normal lying and a real fall. The algorithm checks the difference between time of lying (t lying ) and last standing (t standing ) and a fall is declared if (t lying − t standing ) is less than a specified threshold.
Other ways to model the dynamic nature of a movement include 1) methods which combine several frames into one single image representing the silhouette at different points in time [18, 52] and 2) methods which use finite state models (FSM) to represent the sequence of posture information [8, 58, 61, 62] .
Rougier et al. [52] suggested a Motion History Image (MHI) based solution. The MHI is a special representation of a foreground object where the intensity of the pixels are derived according to recency of the motion within the image sequence and gives the most recent movement of a person during action. However, a repeated motion in the same position results in a similar MHI and Forughi et al. [18] proposed an alternative solution to overcome this issue. A spatio-temporal template is proposed to store occurrence time of motion emphasizing the final motion. Finally, in both cases, the derived dynamic images are converted into a scalar valued image using a motion quantification coefficient [52] . In [18] , Foroughi et al.use eigenspace to reduce the dimensionality of the MHI. The resulting vector is classified into a set of postures using a Multi-layer Perceptron (MLP).
Tao et al. [58] proposed to model the sequence of bounding box ratio using a two state finite state machine (FSM). The state transitions indicate changes between seating, standing and lying posture. Similarly, Töreyin et al. [62] used combined audio and video features as inputs to a hidden Markov model to propose a robust fall detection. In a dementia patient elopement monitoring scheme, Chen et al. [8] outlined the region of interest (ROI) at possible exit points of the unit and extracted 5 dimensional feature vectors corresponding to number of foreground pixels, geometric mean and variance of the ROI. An HMM is used here comprising 5 hidden states to model elopement sequences. Finally, Thome et al. [61] propose a system based on a Layered HMM (LHMM) structure which allow to recognise actions (described by posture) as well as higher level behaviour patterns (activities) within the same model. The LHMM segments the problem into distinct layers that operate at different temporal granularities. The proposed approach implement a semantic of activities, other algorithms to translate actions into activities are presented in section 3.2.
Motion Tracking
Apart from postural information, other important features that can be used to recognise activity are based on tracking of positional information of the individual.
In one of the initial approaches of tracking based algorithms, Nait-Charif and McKenna [40] proposed an overhead tracking scheme, where the target person is tracked using an ellipse representation so that the state at time t can be described as e t = (x t , y t , ψ t , s t , e t ) where (x t , y t ) is the ellipse center, ψ t is orientation, s t is scale and e t is the eccentricity. The tracking of this ellipse is then performed by applying an Iterated Likelihood Weighting particle filter [41] to provide trajectories in 5D ellipse parameter space followed by a temporal smoothing operation. These smoothed trajectories and the person's speed (estimated at every point) provide a compact representation of the person's global motion. The global motions are useful to annotate the activities and make a decision in case of an event. However, this scheme is based on 2D vertical velocity estimation and may not distinguish between similar motion and posture information, such as a real fall and a person sitting down. In addressing these issues Rougier et al. [51] used a 3D head tracking model which reduces the effect of perspective foreshortening. The scheme used the POSIT algorithm [10] to estimate the relative position of a 3D head ellipsoid in the camera coordinate system and the 3D tracking is performed by using a conditional density propagation based particle filter [24] . At every position of the ellipse, a 3D pose of the head is calculated to obtain the 3D trajectory which is analyzed to detect a fall.
Combination of algorithms:
The algorithms presented above do not always achieve the degree of sensitivity required for real life applications, therefore, some researchers have proposed to combine some classifiers to achieve better results.
For example, Emmanuel [43] observed that their approach based on projected histograms and KNN sometimes classifies other postures wrongly as 'lying toward' and propose a bonding box angle test to remove uncertainty. Similarly, Lin and Ling [33] proposed to reduce the number of false alarms by using a three stage approach which sequentially apply three different algorithms to detect a fall:
1. Detection of motion and duration of an event (typical fall time 0.4s∼0.8s), 2. Human shape detection, location and change of rate of the centroid of the shape, and 3. Vertical projection histogram calculation and posture classification, i.e., fall, walk and squat.
Rougier et al. [52] propose a sequential scheme for fall detection which uses both static and dynamic analysis of the scene. First, the system detects the motion of falling, then a static posture recognition algorithm is used to detect if the individual is lying or standing and finally, the system checks if the individual is on the ground without moving. If the three sequential tests are positive, the fall is detected.
Note that the three mentioned systems are based on a combination of static and dynamic posture recognition. To our knowledge, no action recognition system for VAAL has been proposed which combines postural features with motion tracking features. These two features are, however, likely to be complementary and could potentially improve general action recognition performance. Furthermore, the three approaches combine the results of multiple classifiers using rather simplistic AND and OR rules to take the final decision. The final decision could also be made by weighting the results of the different classifiers or use a more advanced theoretical framework [29] for classifier combination.
Monitoring Behaviour
Most video based AAL applications are concerned with recognising and monitoring human behaviour. Exceptions are the methods which take health measurement from video data discussed in Section3.3.
Currently the majority of the literature focuses on fall detection [18, 32, 33, 35, 51, 52, 57, 61, 62] , while some efforts have been made to detect elopement of patients from a dementia unit [8] . However the scope of video based monitoring is much wider and yet to be explored fully. Table 4 shows a list of behaviour that can potentially be monitored through video based systems and the corresponding domain of application. Although action and activity often refer to a similar concept, action is more related to a simple motion pattern such as opening a door, turning the oven on or falling whereas activity refers to complex sequences such as cleaning a room or cooking. Actions are the primitive components used to define an activity. For some applications such as fall detection, the task consists in detecting particular actions, however, in other cases the application requires to recognise higher level activities. Activities are composed of primitive actions linked in a spatio-temporal structure. Note that activities may be composed of several sub-activities which can eventually be broken down into actions. Behavioural monitoring usually involves a hierarchical structure. The lower level consists of recognising simple actions using the computer vision techniques presented in section 3. The output of the action detectors provides the input stream for a higher level activity recognition component.
Inspired by research in natural language processing, stochastic context free grammar parsing is a popular approach to recognising semantically defined activities. With this approach, for each activity, a grammar is defined specifying expected orders of sub-activities and actions. Parsing mechanisms are used to translate the action sequence into activities description. Note that apart from the actions ordering, no notion of temporality is defined in the grammar. In [25] , Ivanov et al.propose such a system which has been demonstrated to recognise car activities in a car park. Such a grammar representation and parsing mechanism is well suited to modelling activities for AAL.
More recently researchers have addressed this problem by using dynamic Bayesian networks (DBN) to model activities. DBN also encodes expected actions and the ordering constraints for each considered activity, however DBN approaches can enforce temporal constraints that provide powerful contextual cues to recognising activities. Laxton et al. [31] propose a DBN approach which model the time period between actions. A limitation of both stochastic context free grammars and DBNs is that the semantic must be specified a priori. In the context of AAL, each individual could perform a particular activity in their own way and it is unlikely that the same grammar definition could fit all users. It would thus be beneficial if the system could automatically learn the grammar or topology for each user using recorded data which is not the case for existing solutions.
Physiological monitoring
Another very promising application is the contact free measurement of physiological data through the use of video cameras. The ability to monitor a patient's physiological measurements has been demonstrated by several research papers [16, 21, 48, 56] .
Fei and Pavlidis [16] proposed a method to recover the breathing waveform of patients using thermal video. First, the nostril region is segmented and tracked over time, then the breathing information is extracted through wavelet analysis. Garbey et al. [21] also used thermal imaging, developing a method to measure cardiac pulse based on a thermal signal emitted from major superficial vessels of the face. Takano and Ohta [56] proposed a low cost solution to measure both the respiratory and pulse rate from a standard camera. The brightness of a region of the face is measured for 30s. Series of operations are applied to the generated signal of brightness: the derivative, a low pass filter, and spectral analysis. The peaks in the spectral signal are then used to determine the respiratory and the pulse rate.
Poh et al. [48] have taken a step further by proposing a high accuracy cardiac pulse measurement from a basic webcam even in the presence of head movements. Moreover they show that the approach can be extended to simultaneous measurement of multiple people. First an automatic face tracker detects faces in the video, then the extracted face image is separated into the three RGB channels. The three signals are normalised and decomposed into three independent components using independent component analysis (ICA). The power spectrum is then extracted from one of the components and the pulse frequency is designated as the frequency that corresponds to the peak within an operational range of frequency. This approach has proven to be effective even in the presence of head movements with a mean bias of only 0.64 bpm. Table 3 summarises the action recognition algorithms used in the literature as well as the intended recognition task. Most of the proposed systems are devoted to detecting falls or to differentiate falling from walking. Other papers present systems to classify a larger number of actions such as squatting, bending or eloping or different types of falls (forward, backward or sideways) and NaitCharif and McKenna [40] recognise ambulatory information to summarise activities and detect falls. VAAL is a relatively new domain and, supported by the success of achieving these tasks, the rich content of video sensing has the potential to recognise more detailed actions such as 'opening a cupboard' or 'picking up an object' which would be very useful information for AAL applications.
Discussion and Challenges
Some issues are, however, still to be addressed fully such as dealing with occlusions. Indeed, in home environment filled with furniture and various objects, it is impossible to cover the totality of a room using a single camera. Hardware solutions to this problem include the use of a overhead camera. Alternatively, the solution proposed in [8] make use of multi-views of the scene by combining features from multiple cameras covering the same area.
Another challenge to be addressed is the multioccupancy of the accommodation. While most AAL solutions are targeted for people living alone, they are still likely to receive visitors, therefore algorithms for identity recognition (e.g. face recognition) and tracking of multiple people should be included in VAAL systems.
Acceptability and Privacy
As seen in previous sections, AAL technology can potentially provide a wide range of solutions to support older people in their own homes and improve their quality of life. However, to be applicable to a large scale the technology must be accepted by potential users and their families. Some users show some anxiety toward new technologies or are concerned with anaesthetic and invasive sensors (or cameras) fitted in their home. However, the main concern over the adoption of AAL in general and VAAL in particular is the loss of privacy. Maintaining privacy is thus a very important consideration when developing VAAL technology.
In the first part of this section the technical challenges to protect privacy are discussed, while the second part is an overview of acceptability studies.
Data and Privacy Protection
In the current literature only a handful of papers [17, 69, 70] discussed the issue of data protection in AAL. Sensor based telecare information security is discussed in [70] , whereas video based privacy solutions are proposed in [17] and [69] .
Data protection, including medical data, is crucial in the context of AAL. The data should be stored securely in a centralised server and access is controlled by various authenticity measures such as password protection. The main threats involved are reply attacks (a network attack to send data repeatedly), on-line / off-line password guessing attacks, impersonation attacks (providing false data to legitimate user) or stolen-verifier attacks (stealing passwords by insider member). Increased security solutions are proposed by Wu et al. [70] by using a two stage authentication process which involves a cryptographical session key followed by password authentication. In conclusion, preserving video or sensor based AAL data is an information security problem and can be addressed by solutions from database management, cryptography or data mining related fields.
When dealing with video recordings in users' homes, the privacy protection issues are predominant. In most VAAL systems, some authorised people (referred to as carers) have access to a level of information recorded and processed by the system. The most sensitive level being the live video or recorded footage and the less sensitive level being the automatically interpreted information (e.g. a fall detected). Fig. 4 shows a classification of information of VAAL systems. Different carers may have access to different levels of information and access to a level of information could be open to a carer only in specific situations. For example, when a critical situation is detected by the system, clinical professionals may need to access the live or recorded footage, therefore a hierarchical access control can address such issues. In an attempt towards providing security and privacy in video based monitoring for AAL, Fleck and Strasser [17] discussed various aspects and proposed a solution using a smart camera network. In a traditional centralised monitoring system, a carer can have direct access to the privacy sensitive footage (Fig. 5,(1) ); or a network intruder (during channel transmission or in the server) can fetch the data illegally (Fig. 5,(2) ); or the direct camera hardware can be targeted (Fig. 5,(3) ). Using a smart camera, part of the processing is performed locally and the more sensitive information is not transmitted to the server or a carer, thus reducing the vulnerability of the system. Smart cameras can either process the video locally and transmits decision information as in [71] or they can filter the video to obscure individual identities or actions as in [69] and [17] . Several computer vision approaches have been proposed to remove private information from the video data such as using augmented symbols of the target or silhouette of the region of interest as shown in Fig. 6 . [17] Augmented symbols of the target or silhouette of the region of interest Winkler et al. [69] Edges of the region of interest Dufaux et al. [12] Scrambling regions of interest Gross et al. [22] Model-Based Face De-Identification A similar approach is taken in [69] to protect privacy and the proposed solution focuses on four different aspects:
S e n s i t i v i t y o f i n f o r m a t i o n
Integrity: Any manipulation in video transmission must be detected, e.g., using checksum or digital signature.
Authenticity:
Evidence of source of data, i.e., camera identification etc.
Confidentiality:
Privacy protection by encrypting the region of interest.
Multi-level user control: Different level of protection on confidential data using user access control.
User Requirements and Acceptability
The Royal Academy of Engineering discusses the dilemmas of privacy and surveillance in [45] . The dilemmas arise from the impossibility of weighing up the benefits of surveillance systems and the potential loss of privacy. In AAL technology, only the end-user perspective can help to define the right balance. Marquis-Faulkes et al. [36] present a qualitative user requirement study for the use of video technology for fall detection and activity monitoring. Four focus groups were conducted with a total of 37 participants. Three groups were composed of older people with different levels of dependence and the last group comprised sheltered housing wardens. One outcome of the study was that the participants were generally content to have a video based monitoring device provided that the video footage was analysed only by computer and that no-one would actually watch them. The participants in the user group with the highest level of independence expressed concerns about carers having access to too much information about their activities but were favourable to a system that would alert carers in case of fall or abnormal activity detected.
Turgeon Londei et al. [35] explore the receptivity and requirements of older people regarding the introduction of an intelligent video monitoring system in Canada. Interviews were conducted with 25 older people with a history of falls. Both qualitative and quantitative data were reported and analysed. The perception toward video monitoring was generally good with 96% of the participants at least partially favourable to the intelligent video monitoring system and 88% accepted the sending of an image to a designated carer. The participants were presented with different types of images that could be sent to a designated carer. The proposed images were the original image and images processed with blurring, pixelisation or silhouette extraction. Interestingly, nearly all the participants chose to sent the original image rather than modified images. Although 19 participants originally refused to be videotaped in one or more room, 8 of them would accept if the original image was modified. Note that only half of the participants who were favourable to the system did not agree to use it, claiming that the system was too complex, that they were not old or ill enough or that they did not need more protection.
Both studies [35, 36] suggest that VAAL would be accepted in principle by users if they feel that the technology would make a real difference to their security and quality of life. However, while all the participants of the study from Marquis-Faulkes et al. [36] would not allow anyone to see the video footage, most participants from the study from Turgeon Londei et al. [35] would accept sending original images to a designated carer in the case of a critical situation detected by the system. It could be hypothesised that, in the former study the participants did not discuss the possibility of a still image sent to the carer only in the case of a critical situation but were referring to a constant surveillance by an operator. The second study included only participants with a history of falls, therefore, potentially with a greater need for a fall detector.
Discussion
Acceptability and privacy are key elements to consider in the design of new VAAL systems. As seen previously, the technology exists to protect users' privacy against access by unauthorised individuals. The question still to be answered is: What level of information could be accessed by designated carers? To answer this question, the right balance between efficacy and loss of privacy should be found. The requirement studies presented in the previous section provide good indicators, however the privacy issues of video based monitoring have not been fully explored in line with the requirements from the users at both ends of AAL systems, i.e., patients and clinical professionals. It is also believed that by improving the technology, the VAAL systems can become more reliable and consequently depend less on human operations, thus improving confidentiality.
It is also apparent from the requirement studies that the design of the system might not be fully understood by potential users. It is reported in [35] that some participants did not make any distinction between the image analysis executed by a computer and the images seen by authorised carers. As a consequence, it can be expected that some users can be reluctant to adopt a system which involves a camera even if the video is never transmitted or stored and only abstracted information is sent to a server as proposed by Yang et al. [71] .
Both acceptability studies [35, 36] were conducted with a relatively small number of participants and it would be interesting to study the user requirements at a larger scale. As mentioned by Broadbent et al.in a review of acceptance of health care robots for older population [4] , research studies show cultural differences in attitudes towards robots. It is likely that similar cross-cultural differences could be observed in acceptability of VAAL and large scale cross-cultural acceptability studies would benefits the domain.
Social implications of AAL should also be considered, for example Sun et al. [55] observe that the transfer of the dependence from human side to technology also reduces the social connections of the assisted people.
Evaluation Methodology
System Evaluation
VAAL systems can be evaluated at multiple levels:
1. Technical performance evaluation consists in measuring the accuracy to which the proposed system achieves the designed tasks. Technical performance evaluation strategies are discussed in section 5.2.
2. Outcome evaluation aims to determine the effect of the system on users, carers and society. While dependent on the technical performances, outcome evaluation is strongly linked to the way carers, clinicians and emergency services respond to the information provided by the system. A typically used methodology to evaluate the effectiveness of health services is to 1) recruit users fulfilling the eligibility criteria, 2) select randomly a group of users who will be provided the technology and associated services and 3) compare the outcome measures for the group receiving the technology and the group receiving traditional care. To our knowledge, no VAAL has been evaluated on a large scale clinical trial yet, however, for an example of clinical evaluation of AAL based on a network of sensors, see Brownsell et al. [6] .
3. Privacy protection validation aims to insure that the system fulfils the required level of security. Wu et al. [] compare telecare information systems according to their vulnerability to several types of attacks (Replay attacks, Password guessing attacks, etc.). Some international standards for computer security certification also exist such as the Common Criteria for Information Technology Security Evaluation [68] .
4. User acceptability evaluation aims to analyse how the system is perceived by potential users. In [11] , Demiris et al.developed a questionnaire to assess patients' impressions of the risks and benefits of home telecare.
Technical Performance Evaluation
Many approaches have been recently proposed to tackle VAAL, however the community is lacking a consistent methodology for evaluating model and system technical performance. Key for the field to progress and to be adopted, is experimental validation and presentation of experimental results. Technical performance evaluation aims to characterise how well the recognised activities match the true sequence of activities (the groundtruth). Although, activity and action recognition can be a multi-class problem, the performance evaluation is typically done a class at a time which leads to the performance evaluation of a binary classification.
For action recognition tasks such as fall detection, the technical evaluation typically estimates the detection rate (TPR = true positive rate) and the false alarm rate (FPR = false positive rate). Most algorithms can be adjusted to reduce the number of missed detections with the effect of increasing the number of false alarms. A popular technique to compare, select and visualise performance of such systems is to plot receiver operating characteristic (ROC) curves which depict the tradeoffs between FPR and TPR [13] .
The evaluation of performance of activity recognition is more complex and no common methodology has been adopted yet. Indeed, the characterisation of activity recognition performances using FPR and TPR does not take into account other types of errors such as fragmentation, merging and timing offset. Fig. 7 shows examples of the different types of error generated by activity recognition systems.
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Ward et al. [67] have recently proposed a comprehensive overview and critique of existing performance metrics for activity recognition. These metrics typically use one of two basic units, namely frames and events. The frame based scoring decomposes the time in frames of fixed-length unit. For each frame the groundtruth and recognised activity are matched making it possible to find a FPR and TPR. The scoring based on events compares groudtruth and recognised sequences of activities defined by the start time and stop time. A recognised activity can then be scored as either correctly detected or falsely inserted or deleted. We note that a definition of correct detection should be provided. For example Tapia et al. [59] propose to label an activity as correctly detected if it is detected within a time interval around the end of the groundtruth activity.
As stated in [67] , both scoring approaches suffer from limitations. The frame based scoring does not distinguish between the types of errors which means that an undetected activity (i.e. deletion) could have less effect on the error rate than a timing offset in an otherwise correctly detected activity. On the other hand, event based scoring can differentiate time offset, deletion and insertion but is unable to account for fragmented and merged activities. Moreover, there is no clear definition of what is a correct activity and each researcher seems to provide their own definition. In light of the problems with existing approaches, Ward et al. [67] propose a novel set of performance metrics for activity recognition which can characterise insertion, merging, time offset (overfill and underfill), deletion and fragmentation.
In the literature, results are often presented using video sequences of simulated falls, often recorded by the researchers themselves. Unfortunately, each proposed approach is evaluated on a separate dataset which make comparisons impossible. We would thus recommend that a multidisciplinary group of researchers join efforts to build a large and realistic database of video sequences of falls with an associated evaluation protocol that could be put together and used by the research community. For obvious ethical reasons, it might not be possible to collect a dataset with actual falls of older people but the simulated falls should be made as realistic as possible by consulting specialist clinicians.
Conclusion
Video and computer vision technologies are developed to aid ambient assisted living with particular emphasis in the detection of falls. However the scope of the domain is rapidly expanding towards new applications related to rehabilitation and care of older people or personal activity management. In our view, three main challenges need to be addressed for the domain to reach maturity:
1. The Technical Challenge: The technological solutions proposed for VAAL in the last few years, particularly to tackle fall detection, are very promising but robustness to real-world conditions needs to be addressed. The rich information provided by video solutions could also be used to solve problems currently tackled by conventional sensor based systems.
Efforts should be made to explore further new applications.
2. The Acceptability Challenge: To be successful, VAAL systems must be accepted by users, carers and society. The existing acceptability studies suggest that users would accept VAAL in principle with the condition that they feel that it would make a real difference to their security, health and quality of life. However, the studies also show that only a small proportion of the interviewees would actually use the proposed systems. The gap between the acceptability in principle and the consent to adopt the technology can only be reduced by developing the technology together with the study of user needs.
3. The Integration Challenge: An integration of technical solutions to build an AAL based society is still far from reality. Steps need to be taken towards the integration of VAAL including a standardisation performance evaluation, as seen in section 5, and the integration of VAAL with existing telecare services.
One of the great advantages of video technology for AAL is that the same hardware setup can be used for multiple applications to help older people to live independently (see Table 1 ). The integration of multiple applications in a single system could make the solution more attractive.
