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Abstract
The problem of channel coding with the erasure option is revisited for discrete memoryless channels. The
interplay between the code rate, the undetected and total error probabilities is characterized. Using the information
spectrum method, a sequence of codes of increasing blocklengths n is designed to illustrate this tradeoff. Furthermore,
for additive discrete memoryless channels with uniform input distribution, we establish that our analysis is tight with
respect to the ensemble average. This is done by analysing the ensemble performance in terms of a tradeoff between
the code rate, the undetected and the total errors. This tradeoff is parametrized by the threshold in a generalized
likelihood ratio test. Two asymptotic regimes are studied. First, the code rate tends to the capacity of the channel
at a rate slower than n−1/2 corresponding to the moderate deviations regime. In this case, both error probabilities
decay subexponentially and asymmetrically. The precise decay rates are characterized. Second, the code rate tends
to capacity at a rate of n−1/2. In this case, the total error probability is asymptotically a positive constant while the
undetected error probability decays as exp(−bn1/2) for some b > 0. The proof techniques involve applications of
a modified (or “shifted”) version of the Ga¨rtner-Ellis theorem and the type class enumerator method to characterize
the asymptotic behavior of a sequence of cumulant generating functions.
Index Terms
Channel coding, Erasure decoding, Moderate deviations, Second-order coding rates, Large deviations, Ga¨rtner-
Ellis theorem
I. INTRODUCTION
A. Background
In channel coding, we are interested in designing a code that can reliably decode a message sent through a
noisy channel. However, when the effect of the noise is so large such that the decoding system is not sufficiently
confident of which message was sent, it is preferable to declare that an erasure event has occurred. In this way,
the system avoids declaring that an incorrect message was sent, a costly mistake, and may use an automatic
repeat request (ARQ) protocol or decision feedback system to resend the intended message. This paper revisits the
information-theoretic limits of channel coding with the erasure option.
It has long been known since Forney’s seminal paper on decoding with the erasure option and list decoding [1]
that the optimum decoder for a given codebook has the following structure: It outputs the message for which the
likelihood of that message given the channel output exceeds a multiple exp(nT ) (where n is the blocklength of the
code) of the sum of all the other likelihoods. This is a generalization of the likelihood ratio test which underlies
the Neyman-Pearson lemma for binary hypothesis testing. For erasure decoding, the threshold T is set to a positive
number so that the decoding regions are disjoint and furthermore, the erasure region is non-empty. Among our
other contributions in this paper, we examine other possibly suboptimal decoding regions.
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2If the threshold T in Forney’s decoding regions is a fixed positive number not tending to zero, then it is
known from his analysis [1] and many follow-up works [2]–[10] that both the undetected error probability and the
erasure probability decay exponentially fast in n for an appropriately chosen codebook. Typically, and following
in the spirit of Shannon’s seminal work [11], the codebook is randomly chosen. The constant T serves to tradeoff
between the two error probabilities. This exponential decay in both error probabilities corresponds to large deviations
analysis. However, there is substantial motivation to study other asymptotic regimes to gain greater insights about
the fundamental limits of channel codes with the erasure option. This corresponds to setting the threshold T to be
a positive sequence that tends to zero as the blocklength n grows.
Strassen [12] pioneered the fixed error probability or second-order asymptotic analysis for discrete memoryless
channels (DMCs) without the erasure option. There have been prominent works recently in this area by Hayashi [13]
and Polyanskiy, Poor and Verdu´ [14]. See [15] for a review. Altug˘ and Wagner [16] pioneered the moderate
deviations analysis for DMCs and Tan [17] considered the rate-distortion counterpart for discrete and Gaussian
sources. Second-order and moderate deviations analyses respectively correspond to operating at coding rates that
have a deviation of Θ(n−1/2) and ω(n−1/2) from the first-order fundamental limit, i.e., the capacity or the rate-
distortion function. Tan and Moulin [18] recently studied the information-theoretic limits of channel coding with
erasures where both the undetected and total error probabilities are fixed at positive constants.
B. Main Contributions
In this work, we study different regimes for the errors and erasure problems. In particular, we analyze the
moderate deviations [16], [19] and mixed regimes. For moderate deviations, the code rate tends towards capacity
but deviates from it by a sequence that grows slower than n−1/2. For the mixed regime, the undetected error is
designed to decay as exp(−bn1/2) for some b > 0, but the total error is asymptotically a positive constant governed
by the Gaussian distribution. Our main contributions are detailed as follows.
First, for the achievability results, we draw on ideas from information spectrum analysis [20] to present a sequence
of block codes with the erasure option that demonstrate the above-mentioned asymmetric tradeoff between the
undetected and total error probabilities.
Second, and equally importantly, we show that our so-constructed codes above are tight with respect to the
ensemble average, or more succinctly, ensemble-tight for additive DMCs with the uniform random coding distribu-
tion. This means that our ensemble evaluation of the two error probabilities (averaged over the random codebook)
is tight in some asymptotic sense to be made precise in the statements. To prove these statements, we consider
Forney’s decoding regions [1] where the threshold parameter T depends on n and, in particular, is set to be a
decaying sequence Θ(n−t) where t ∈ (0, 1/2]. We show that both the undetected and total error probabilities
decay subexponentially (i.e., the moderate deviations regime [16], [17], [19], [21], [22]) and asymmetrically in the
sense that their decay rates are different. These decay rates depend on t and also the implied constant the Θ(n−t)
notation. In fact, we characterize the precise tradeoff between these error probabilities, the code rate as well as the
threshold. Our technique, which is based on the type class enumerator method [6]–[10], carries over to the mixed
regime in which the total error probability is asymptotically a constant [12]–[14] while the undetected error decays
as exp(−bn1/2). Just as for the pure moderate deviations setting, we characterize the precise tradeoffs between the
different parameters in the system. The decay rates turn out to be the same as for the achievability results showing
that the decoder designed based on information spectrum analysis is, in fact, asymptotically optimal, i.e., Forney’s
decoding regions (together with our analyses) trade off the Pareto-optimal curve between the two error probabilities.
Finally, an auxiliary contribution of the present work is a new mathematical tool. We develop a modified
(“shifted”) version of the Ga¨rtner-Ellis theorem [23, Theorem 2.3.6] to prove our results concerning the asymptotics
of the undetected and total error probabilities under both the moderate and mixed regimes. This generalization,
presented in Theorem 8, appears to be distinct from other generalizations of the Ga¨rtner-Ellis theorem in the
literature (e.g., [24], [25]). It turns out to be very useful for our application and may be of independent interest in
other information-theoretic settings. A self-contained proof containing some novel proof techniques is contained in
Appendix A.
C. Paper Organization
This paper is organized as follows: In Section II, we state our notation and the problem setup precisely. The
main results are detailed in Section III where the direct results are in Section III-A and the ensemble converse
3results in Section III-B. The proofs of the main results are deferred to Section IV. We conclude our discussion and
suggest avenues for future work in Section V. The appendices contain some auxiliary mathematical tools including
the modification of the Ga¨rtner-Ellis theorem for general orders, which we use to estimate the both errors. This is
presented as Theorem 8 in Appendix A.
II. NOTATION AND PROBLEM SETTING
A. Notation
In this paper, we adopt standard notation in information theory, particularly in the book by Csisza´r and Ko¨rner [26].
Random variables are denoted by upper case (e.g., X) and their realizations by lower case (e.g., x). All alphabets
of the random variables are finite sets and are denoted by calligraphic font (e.g., X ). A sequence of letters from the
n-fold Cartesian product X n is denoted by boldface x = (x1, . . . , xn). A sequence of random variables is denoted
using a superscript, i.e., Xn = (X1, . . . ,Xn). Information-theoretic quantities are denoted in the usual way, e.g.,
H(P ) is the entropy of the random variable X with distribution P . The set of all probability mass functions on a
finite set X is denoted by P(X ) while the subset of types (empirical distributions) with denominator n is denoted
as Pn(X ). The set of all sequences with type P ∈ Pn(X ), the type class, is denoted as TP = {x = (x1, . . . , xn) ∈
X n :∑ni=1 1{xi = a} = nP (a),∀ a ∈ X}. The ℓ1 (twice the variational) distance between P,Q ∈ P(X ) is denoted
as ‖P −Q‖1 =
∑
x∈X |P (x)−Q(x)|. All logs and exps are with respect to the natural base e.
B. Discrete Memoryless Channels (DMCs)
We consider a DMC W with input alphabet X and output alphabet Y . This is denoted as W : X → Y . By
memoryless (and stationary), this means that given a sequence of input letters x = (x1, . . . , xn) ∈ X n the probability
of the output letters y = (y1, . . . , yn) ∈ Yn is the product
∏n
i=1W (yi|xi). The capacity of the DMC is denoted as
C = C(W ) := max{I(PX ,W ) : PX ∈ P(X )}. (1)
Let the set of capacity-achieving input distributions be
Π = Π(W ) := {PX ∈ P(X ) : I(PX ,W ) = C(W )}. (2)
This set is compact.
C. Additive DMCs
A DMC is called additive if X = Y = {0, 1, . . . , d − 1} for some d ∈ N and there exists a probability mass
function P ∈ P(X ) with positive entries P (x) > 0, x ∈ X such that
W (y|x) = P (y − x) (3)
where the − in (3) is understood to be modulo d, i.e., the subtraction operation in the additive group ({0, 1, . . . , d−
1},+). In other words, Y = X +Z (mod d) where the noise Z has distribution P . Consequently, P is also called
the noise distribution. The capacity of the additive channel W is C = log d−H(P ) and which is achieved (possibly
non-uniquely) by the uniform distribution on {0, 1, . . . , d− 1} [27, Theorem 7.2.1]. This class of channels, while
somewhat restrictive, includes important DMCs such as the binary symmetric channel (BSC) where d = 2 and
P (0) = q and P (1) = 1− q and q ∈ (0, 1) is the crossover probability. Also, additive DMCs simplify analyses in
other problems in Shannon theory such as in the error exponent analysis of the performance of linear codes [28].
D. Channel Coding with the Erasure Option
We consider a channel coding problem in which a message taking values in {1, . . . ,Mn} uniformly at random
is to be transmitted across a noisy channel W n. An encoder f : {1, . . . ,Mn} → X n transforms the message to
a codeword. The codebook Cn = {x1, . . . ,xMn} where xm = f(m) is the set of all codewords. The channel
W n then applies a random transformation to the chosen codeword xm ∈ X n resulting in y ∈ Yn. A decoder
d : Yn → {0, 1, . . . ,Mn} either declares an estimate of the message or outputs an erasure symbol, denoted as 0.
The decoding operation can thus be regarded as partition of the output space Yn into Mn + 1 disjoint decoding
regions D0,D1, . . . ,DMn ⊂ Yn, where Dm := d−1(m). The set of all y ∈ D0 leads to an erasure event.
4E. Total and Undetected Error Probabilities
Given a codebook Cn, one can define two undesired error events for n uses of the DMC. The first is the event
in which the decoder does not make the correct decision, i.e., if message m is sent, it declares either an erasure 0
or outputs an incorrect message m′ 6= m (more precisely, m ∈ {1, . . . ,Mn} \ {m}). The probability of this event
E1 can be written as
Pr(E1|Cn) = 1
Mn
Mn∑
m=1
∑
y∈Dcm
W n(y|xm). (4)
This is the total error probability.
The other error event is E2, which is defined as the event of declaring an incorrect message, i.e., if m is sent,
the decoder declares that m′ 6= m is sent instead. This undetected error probability can be written as
Pr(E2|Cn) = 1
Mn
Mn∑
m=1
∑
y∈Dm
∑
m′ 6=m
W n(y|xm′ ). (5)
One usually designs the codebook Cn and the decoder d such that Pr(E2|Cn) is much smaller than Pr(E1|Cn),
because undetected errors are usually more undesirable than erasures.
III. MAIN RESULTS
A. Direct Results
We now state our main result in this paper concerning the asymmetric evaluation of Pr(E1|Cn) and Pr(E2|Cn)
which correspond to the total error probability and the undetected error probability respectively. Define the condi-
tional information variance of an input distribution PX and the channel W as
V (PX ,W ) :=
∑
x∈X
PX(x)
∑
y∈Y
W (y|x)
[
log
W (y|x)
PXW (y)
−D(W (·|x)‖PXW )
]2
, (6)
where PXW (y) =
∑
x PX(x)W (y|x) is the output distribution induced by PX and W . This quantity is finite
whenever W (·|x) ≪ PXW for all x. We further define the minimum and maximum conditional information
variances as
Vmax(W ) := max
PX∈Π
V (PX ,W ) and (7)
Vmin(W ) := min
PX∈Π
V (PX ,W ). (8)
Since Π is compact and PX 7→ V (PX ,W ) is continuous, there exists capacity-achieving input distributions PX ∈ Π
that achieve both Vmin(W ) and Vmax(W ) and so they are finite. The PX that achieves Vmin(W ) may not be the
same as that achieving Vmax(W ). Note that for all PX ∈ Π, we have V (PX ,W ) = U(PX ,W ) [14, Lem. 62],
where the unconditional information variance U(PX ,W ) is defined as
U(PX ,W ) :=
∑
x∈X
PX(x)
∑
y∈Y
W (y|x)
[
log
W (y|x)
PXW (y)
− C
]2
. (9)
We assume that the channel W satisfies Vmin(W ) > 0 throughout. This holds for all interesting DMCs (except
some degenerate cases) and we make this assumption which is standard in moderate deviations analysis [16], [19].
If Vmin(W ) = 0, the conclusion from the moderate deviations theorem [23, Theorem 3.7.1] fails to hold.
Theorem 1 (Moderate Deviations Regime Direct). Let 0 < t < 1/2 and a > b > 0. Set the number of codewords1
Mn to satisfy
logMn = nC − an1−t. (10)
1We ignore integer constraints on the number of codewords Mn. We simply set Mn to the nearest integer to the number satisfying (10).
5There exists a sequence of codebooks Cn with Mn codewords such that the two error probabilities satisfy
lim
n→∞
− 1
n1−2t
log Pr(E1|Cn) = (a− b)
2
2Vmin(W )
, and (11)
lim inf
n→∞
− 1
n1−t
log Pr(E2|Cn) ≥ b. (12)
The proof of this result can be found in Section IV-A. We assume that a > b because if we demand that the
undetected error probability decays as in (12), we must have that the rate 1n logMn backs off further from capacity
per (10). Furthermore, b < 0 corresponds to the list region which we do not discuss in detail in this paper.
Interestingly, we do not analyze the optimal decoding regions prescribed by Forney [1] and described in (30) in
the sequel. We consider the following regions {D˜m}Mnm=1 motivated by information spectrum analysis [20]:
D˜m :=
{
y : log
W n(y|xm)
(PXW )n(y)
≥ logMn + bn1−t
}
, (13)
where PX is a capacity-achieving input distribution. We choose PX to achieve either Vmin(W ) or Vmax(W ) in the
proofs. Now we define the set of all y ∈ Yn that leads to an erasure event in terms of {D˜m}Mnm=1 as
Dˆ0 :=
( Mn⋂
m=1
D˜cm
)
∪
( ⋃
m6=m′
(D˜m ∩ D˜m′)
)
. (14)
Then, the decoding region for message m = 1, . . . ,M is defined to be
Dˆm := D˜m \ Dˆ0. (15)
The erasure region is Dˆ0 described in (14). A moment’s of thought reveals that Dˆ0, Dˆ1, . . . , DˆMn are mutually
disjoint and furthermore ∪Mnm=0Dˆm = Yn. The intuition behind the decoding regions in (14)–(15) is as follows:
The erasure region in (14) is the union of all the complements of nominal regions D˜cm and the sets of pairwise
intersections which potentially cause confusion in decoding, namely, D˜m ∩ D˜m′ . After defining the erasure region
Dˆ0, we remove this from the nominal regions D˜m to form the actual decoding region for each message Dˆm. Note
that in the ensemble tightness results to be presented in Section III-B we do not analyze the information spectrum
decoding regions in (13)–(15). Rather we analyze the optimal decoder suggested by Forney [1]. Hence, the decoding
regions in (13)–(15), in general, may not be asymptotically optimal, unlike Forney’s decoding regions. However,
we do show that these decoders are asymptotically optimal for additive DMCs.
Theorem 1 corresponds to the so-called moderate deviations regime in channel coding considered by Altug˘ and
Wagner [16] and Polyanskiy and Verdu´ [19]. Thus, the appearance of the term Vmin(W ) in the results is natural.
However, notice that the error probabilities Pr(E1|Cn) and Pr(E2|Cn) decay asymmetrically. By that, we mean that
the rates of decay are different—Pr(E1|Cn) decays as exp(−Θ(n1−2t)) while Pr(E2|Cn) decays as exp(−Ω(n1−t)).
When t = 1/2, we observe different asymptotic scaling from that in Theorem 3. Define
ϕ(w) :=
1√
2π
exp
(
−w
2
2
)
(16)
to be the probability density function of a standard Gaussian annd
Φ(α) :=
∫ α
−∞
ϕ(w) dw (17)
to be the cumulative distribution function of a standard Gaussian.
Theorem 2 (Mixed Regime Direct). Let b > 0, a ∈ R, and Mn chosen as in (10) with t = 1/2. There exists a
sequence of codebooks Cn with Mn codewords such that Pr(E2|Cn) satisfies
lim
n→∞
Pr(E1|Cn) =


Φ
(
b−a√
Vmax(W )
)
if a ≤ 0
Φ
(
b−a√
Vmin(W )
)
if a > 0.
, and (18)
lim inf
n→∞
− 1√
n
log Pr(E2|Cn) ≥ b. (19)
6The proof of this result can be found in Section IV-B. Observe that the first error probability is in the central
limit regime [12]–[14] while the second scales as exp(−√n b), which is in the moderate deviations regime [16],
[19]. Thus, we call this the mixed regime.
B. Tightness With Respect to the Ensemble Average
It is, at this point, not clear that the codes we proposed in Section III-A are asymptotically optimal. In this
section, we demonstrate the tightness of the decoder for additive DMCs with uniform input distribution (which is
a capacity-achieving input distribution for additive DMCs). We consider an ensemble evaluation of the two error
probabilities. That is, we evaluate the probabilities of total and undetected errors averaged over the random code
and show that this evaluation is tight in some asymptotic sense to be made precise in the statements. For brevity,
we also call this evaluation ensemble tightness or ensemble converse. Similarly to (10), the sizes of the codes we
consider {Mn}n∈N take the form
logMn = nC − an1−t (20)
where C = log d−H(P ) is the capacity of the additive channel and 0 < t ≤ 1/2. When t < 1/2 (resp. t = 1/2),
the code size is in the moderate deviations (resp. central limit or mixed) regime.
We now state our main results in this paper concerning the asymmetric evaluation of Pr(E1|Cn) and Pr(E2|Cn)
corresponding to the total error probability and the undetected error probability respectively. We define the varen-
tropy [29] or source dispersion [30] of the additive noise P as
V (P ) :=
d−1∑
z=0
P (z)
[
log
1
P (z)
−H(P )
]2
. (21)
This is simply the variance of the self-information random variable − logP (Z) where Z is distributed as P . We
assume that V (P ) > 0 throughout. It is easy to see that because of the additivity of the channel, the ǫ-dispersion [14]
of W is V (P ) for every ǫ ∈ (0, 1), i.e., Vmin(W ) = Vmax(W ) = V (P ).
In the following, we emphasize that the uniform distribution will be chosen as the input distribution of the
code. This is equivalent to choosing the Mn codewords where each codeword is drawn uniformly at random from
{0, 1, . . . , d− 1}n.
Theorem 3 (Moderate Deviations Regime Converse). Let 0 < t < 1/2 and a > b > 0. Consider a sequence of
random codebooks Cn with Mn codewords where each codeword is drawn uniformly at random from {0, 1, . . . , d−
1}n and Mn satisfies (20). Let W be an additive DMC. When the expectation of the total error satisfies
lim inf
n→∞
− 1
n1−2t
logECn
[
Pr(E1|Cn)
] ≥ (a− b)2
2V (P )
, (22)
then the expectation of the undetected error satisfies
lim sup
n→∞
− 1
n1−t
logECn
[
Pr(E2|Cn)
] ≤ b. (23)
Conversely, when the expectation of the undetected error satisfies
lim inf
n→∞
− 1
n1−t
logECn
[
Pr(E2|Cn)
] ≥ b, (24)
then the expectation of the total error satisfies
lim sup
n→∞
− 1
n1−2t
logECn
[
Pr(E1|Cn)
] ≤ (a− b)2
2V (P )
. (25)
Theorem 4 (Mixed Regime Converse). Let b > 0, a ∈ R and Mn chosen according to (20) with t = 1/2. Consider
a sequence of random codebooks Cn with Mn codewords where each codeword is drawn uniformly at random from
{0, 1, . . . , d− 1}n, the decoding regions are chosen according to (30) with thresholds (32). Let W be an additive
DMC. When the expectation of the total error satisfies
lim sup
n→∞
ECn
[
Pr(E1|Cn)
] ≤ Φ( b− a√
V (P )
)
(26)
7then the expectation of the undetected error satisfies
lim sup
n→∞
− 1√
n
logECn
[
Pr(E2|Cn)
] ≤ b. (27)
Conversely, when the expectation of the undetected error satisfies
lim inf
n→∞
− 1√
n
logECn
[
Pr(E2|Cn)
] ≥ b, (28)
then the expectation of the total error satisfies
lim inf
n→∞
ECn
[
Pr(E1|Cn)
] ≥ Φ( b− a√
V (P )
)
. (29)
These theorems imply that if we generate our encoder according to the uniform distribution even if we improve
our decoder, we cannot improve both errors. That is, these theorems show the asymptotic optimality of our codes
for the additive channel. The proofs of these theorems follow immediately from Lemmas 5 and 6 to follow.
To prove these theorems we need to develop Lemmas 5 and 6 in the following. We recall Forney’s result in [1] that
for a given codebook Cn := {x1, . . . ,xMn}, the Pareto-optimal decoding region for each message m ∈ {1, . . . ,Mn}
is given by
Dm :=
{
y :
W n(y|xm)∑
m′ 6=mW
n(y|xm′ ) ≥ exp(nTn)
}
, (30)
where Tn > 0 is a threshold parameter that serves to trade off between the two error probabilities Pr(E1|Cn) and
Pr(E2|Cn). This is a generalization of the Neyman-Pearson lemma. Because Tn > 0, the regions are disjoint. We
let D0 denote the set of all y that leads to an erasure, i.e.,
D0 := Yn \
Mn⊔
m=1
Dm. (31)
In the literature on decoding with an erasure option (e.g., [1]–[9]), Tn is usually kept at a constant (not depending
on n), leading to results concerning tradeoffs between the exponential decay rates of Pr(E1|Cn) and Pr(E2|Cn),
i.e., the error exponents of the total and undetected error probabilities. Our treatment is different. We let Tn in the
definitions of the decision regions Dm in (30) depend on n and show that the error probabilities Pr(E1|Cn) and
Pr(E2|Cn) decay subexponentially and in an asymmetric manner, i.e., at different speeds.
Lemma 5 (Moderate Deviations Regime Ensemble). Let 0 < t < 1/2 and a > b > 0. Consider a sequence of
random codebooks Cn with Mn codewords where each codeword is drawn uniformly at random from {0, 1, . . . , d−
1}n and Mn satisfies (20). Let the decoding regions be chosen as in (30) with thresholds
Tn :=
b
nt
, (32)
Let W be an additive DMC. Then, the expectation of the two error probabilities satisfy
lim
n→∞
− 1
n1−2t
logECn
[
Pr(E1|Cn)
]
=
(a− b)2
2V (P )
, and (33)
bn1−t +
(a− b)2
2V (P )
n1−2t + o(n1−2t) ≤ − logECn
[
Pr(E2|Cn)
] ≤ bn1−t + o(n1−t) (34)
The proof of this lemma is provided in Section IV-C. From this lemma, we can show Theorem 3 by a simple
argument which we defer to Section IV-D. At this point, a few other comments concerning are in order.
This result again corresponds to the so-called moderate deviations regime in channel coding considered by Altug˘
and Wagner [16] and Polyanskiy and Verdu´ [19]. Thus, the appearance of the varentropy term V (P ) in the results
is natural. The total and undetected error probabilities in (33) and (34) can be written as
ECn
[
Pr(E1|Cn)
]
= exp
(
−(a− b)
2
2V (P )
n1−2t + o(n1−2t)
)
, and (35)
ECn
[
Pr(E2|Cn)
]
= exp
(− bn1−t + o(n1−t)). (36)
8respectively. This scaling is also different from those found in the literature which primarily focus on expo-
nentially decaying probabilities [1]–[9] or non-vanishing error probabilities [18]. Both our total and undetected
error probabilities are designed to decay subexponentially fast in the blocklength n. Our proof technique involves
estimating appropriately-defined cumulant generating functions and invoking a modified version of the Ga¨rtner-
Ellis theorem [23, Theorem 2.3.6]. The statement of this modified form of the Ga¨rtner-Ellis theorem is presented as
Theorem 8 in Appendix A and we provide a self-contained proof therein. Similarly to the work by Somekh-Baruch
and Merhav [9], the two probabilities in (33)–(34) are asymptotic equalities (if we consider the normalizations
n1−2t and n1−t) rather than inequalities (cf. [1], [6]). In fact for the lower bound in (34), we can even calculate a
higher-order asymptotic term scaling as n1−2t (but unfortunately, we do not yet have a matching upper bound for
the higher-order term).
Next, observe that the undetected error decays faster than the total error because the former is more undesirable
than an erasure. If a is increased for fixed b, the effective number of codewords is decreased so commensurately,
the total error probability Pr(E1|Cn) is also reduced. Also, if b is increased (tending towards a from below), the
probability of an erasure increases and so the probability of an undetected error decreases. This is evident in (35)
where the coefficient (a−b)
2
2V (P ) decreases and in (36) where the leading coefficient b increases. Thus, we observe a
delicate interplay between a governing the code size and b, the parameter in the threshold.
Finally, if Tn is negative (a case not allowed by Lemma 5). This corresponds to list decoding [1] where the
decoder is allowed to output more than one message (i.e., a list of messages) and an error event occurs if and
only if the transmitted message is not in the list. In this case, Pr(E2|Cn) no longer corresponds to the probability
of undetected error. Rather, the expression for Pr(E2|Cn) in (5) corresponds to the average number of incorrect
codewords in the list corresponding to the overlapping (non-disjoint) decision regions {Dm}Mnm=1.
Lemma 6 (Mixed Regime Ensemble). Let b > 0, a ∈ R and Mn chosen according to (20) with t = 1/2. Consider
a sequence of random codebooks Cn with Mn codewords where each codeword is drawn uniformly at random from
{0, 1, . . . , d− 1}n, the decoding regions are chosen according to (30) with thresholds (32). Let W be an additive
DMC. Then, the expectation of the two error probabilities satisfy
lim
n→∞
ECn
[
Pr(E1|Cn)
]
= Φ
(
b− a√
V (P )
)
and (37)
b
√
n+
(a− b)2
2V (P )
+ o(1) ≤ − logECn
[
Pr(E2|Cn)
] ≤ b√n+ o(√n). (38)
The proof of this lemma is provided in Section IV-E. It is largely similar to that for Lemma 5 but for the total
error probability in (37), instead of invoking the Ga¨rtner-Ellis theorem [23, Theorem 2.3.6], we use the fact that if
the cumulant generating function of a sequence of random variables {Kn}n∈N converges to a quadratic function,
{Kn}n∈N converges in distribution to a Gaussian random variable. However, this is not completely straightforward as
we can only prove that the cumulant generating function converges pointwise for positive parameters (cf. Lemma 7).
We thus need to invoke a result by Mukherjea et al. [31, Thm. 2] (building on initial work by Curtiss [32]) to assert
weak convergence. (See Lemma 9 in Appendix B.) The asymptotic bounds in (38) are proved using a modified
version of the Ga¨rtner-Ellis theorem.
Here, ignoring the constant term in the lower bound, the undetected error probability in (38) decays as
ECn
[
Pr(E2|Cn)
]
= exp
(−b√n+ o(√n)) . (39)
The total (and hence, erasure) error probability in (37) is asymptotically a constant depending on the varentropy
of the noise distribution P , the threshold parametrized by b and the code size parametrized by a. Similarly to
Lemma 5, if b increases for fixed a, the likelihood of an erasure event occurring also increases but this decreases
the undetected error probability as evidenced by (38). The situation in which b ↓ 0 for fixed a recovers a special
case of a recent result by Tan and Moulin [18, Thm. 1] where the total error probability is kept constant at a
positive constant and the undetected error probability vanishes. Note that for this result, we do not require that
a > b unlike what we assumed for the pure moderate deviations setting of Lemma 5.
In the same way as we can show Theorem 3 from Lemma 5, we can also use the exact same argument to show
Theorem 4 from Lemma 6. Thus, we omit the details here.
9IV. PROOFS OF THE MAIN RESULTS
A. Proof of Theorem 1
Choose any input distribution PX ∈ Π(W ) achieving Vmin(W ) in (8). We consider choosing each codeword
xm,m ∈ {1, . . . ,Mn} with the product distribution PnX ∈ P(X n). The expectation over this random choice of
codebook is denoted as ECn [·]. Now, we first consider Pr(E1|Cn). Define the (capacity-achieving) output distribution
PY := PXW and its n-fold memoryless extension PnY . Next, we consider regions D˜m defined in (13). The
expectation over the code of the W n(·|Xnm′)-probability of D˜m can be evaluated as
ECn
[∑
y
W n(y|Xnm′)1
{
W n(y|Xnm) ≥Mn exp(bn1−t)PnY (y)
}]
= EXnm
[∑
y
PnY (y)1
{
W n(y|Xnm) ≥Mn exp(bn1−t)PnY (y)
}] (40)
≤ EXnm
[∑
y
M−1n exp(−bn1−t)W n(y|Xnm)1
{
W n(y|Xnm) ≥Mn exp(bn1−t)PnY (y)
}] (41)
≤M−1n exp(−bn1−t) (42)
for m′ 6= m, where (40) is because of independence of codeword generation and EXn
m′
[W n(y|Xnm′ )] = PnY (y).
Since Dˆm ⊂ D˜m, by the definition of D˜m in (13), the expectation of the undetected error probability over the
random codebook can be written as
ECn
[
Pr(E2|Cn)
] ≤ ECn

 1
Mn
Mn∑
m=1
∑
y
∑
m′ 6=m
W n(y|Xnm′)1
{
W n(y|Xnm) ≥Mn exp(bn1−t)PnY (y)
} (43)
≤ 1
Mn
Mn∑
m=1
∑
m′ 6=m
M−1n exp(−bn1−t) (44)
=
Mn − 1
Mn
exp(−bn1−t) (45)
≤ exp(−bn1−t). (46)
Hence, this bound verifies (12).
By the definition of Dˆm for m = 0, 1, . . . ,Mn in (13) and (14), we know that
Dˆcm = D˜cm ∪ Dˆ0 = D˜cm ∪
⋃
m′ 6=m
(
D˜m ∩ D˜m′
)
⊂ D˜cm ∪
⋃
m′ 6=m
D˜m′ . (47)
The expectation of the total error probability over the random codebook can be written as
ECn
[
Pr(E1|Cn)
]
= ECn
[
1
Mn
Mn∑
m=1
∑
y∈Dˆcm
W n(y|Xnm)
]
(48)
≤ EXnm
[
1
Mn
Mn∑
m=1
∑
y
W n(y|Xnm)1{y ∈ D˜cm}
]
+ ECn
[
1
Mn
Mn∑
m=1
∑
y
∑
m′ 6=m
W n(y|Xnm)1{y ∈ D˜m′}
]
(49)
≤ EXnm
[
1
Mn
Mn∑
m=1
∑
y
W n(y|Xnm)1{y ∈ D˜cm}
]
+ exp(−bn1−t), (50)
=
∑
x,y
PnX(x)W
n(y|x)1
{
log
W n(y|x)
PnY (y)
− nC < −(a− b)n1−t
}
+ exp(−bn1−t), (51)
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where (49) follows from (47), (50) follows from similar calculations that led to (46), and (51) follows from the
definition of D˜m and the choice of Mn in (10). In fact, by using the bound Dˆcm ⊃ D˜cm from the first equality in (47),
we see that the upper bound on ECn [Pr(E1|Cn)] in (51) is tight in the sense that it can also be lower bounded as
ECn
[
Pr(E1|Cn)
] ≥∑
x,y
PnX(x)W
n(y|x)1
{
log
W n(y|x)
PnY (y)
− nC < −(a− b)n1−t
}
. (52)
Recall that a > b. By the moderate deviations theorem [23, Thm. 3.7.1], the sums on the right-hand-sides of (51)
and (52) behave as
exp
(
− n1−2t (a− b)
2
2U(PX ,W )
+ o(n1−2t)
)
, (53)
which is much larger than (i.e., dominates) the second term in (51), namely exp(−bn1−t). Since U(PX ,W ) =
Vmin(W ) [14, Lem. 62], we have the asymptotic equality in (11).
To derandomize the code, fix θ ∈ (0, 1). By employing Markov’s inequality to (46) and (53) (cf. the proof of
[18, Thm. 1]), we obtain
Pr
(
Pr(E1|Cn) > 1
θ
ECn
[
Pr(E1|Cn)
])
< θ, and (54)
Pr
(
Pr(E2|Cn) > 1
1− θECn
[
Pr(E2|Cn)
])
< 1− θ. (55)
Thus,
Pr
(
Pr(E1|Cn) > 1
θ
ECn
[
Pr(E1|Cn)
]
or Pr(E2|Cn) > 1
1− θECn
[
Pr(E2|Cn)
])
< 1. (56)
Thus, by taking θ = 12 , there exists a deterministic code satisfying
Pr(E1|Cn) ≤ 2 exp
(
− n1−2t (a− b)
2
2U(PX ,W )
+ o(n1−2t)
)
, and (57)
Pr(E2|Cn) ≤ 2 exp(−bn1−t). (58)
This completes the proof.
B. Proof of Theorem 2
In this case, t = 1/2. We first consider the case where a ≤ 0. Choose PX that achieves Vmax(W ). In this case
by the Berry-Esseen theorem [33, Sec. XVI.7], the right-hand-sides of (51) and (52) behave as
Φ
(
b− a√
Vmax(W )
)
+O
(
1√
n
)
. (59)
Thus, by the same Markov inequality argument to derandomize the code as above, for any sequence {θn}n∈N ⊂
(0, 1), there exists a sequence of deterministic codes Cn satisfying
Pr(E1|Cn) ≤ 1
θn
[
Φ
(
b− a√
Vmax(W )
)
+O
(
1√
n
)]
and (60)
Pr(E2|Cn) ≤ 1
1− θn exp(−
√
nb). (61)
Choose θn := 1 − 1/n to complete the proof of the theorem for a ≤ 0. For a > 0, choose the input distribution
PX to achieve Vmin(W ) and proceed in exactly the same way.
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C. Proof of Lemma 5
Proof: We consider choosing each codeword xm,m ∈ {1, . . . ,Mn} uniformly at random from {0, 1, . . . , d−
1}n. Indeed, a capacity-achieving input distribution of the additive channel is the uniform distribution on {0, 1, . . . , d−
1}. As above, the expectation over this random choice of codebook is denoted as ECn [·]. Now, we first consider
Pr(E1|Cn). From the definition in (4), the expectation of the error probability over the random codebook can be
written as
ECn
[
Pr(E1|Cn)
]
= EC
[
1
Mn
Mn∑
m=1
∑
y
W n(y|Xnm)1
{∑
m′ 6=mW
n(y|Xnm′)
W n(y|Xnm)
≥ exp(−nTn)
}]
(62)
= ECn

 1
Mn
Mn∑
m=1
Pr
(
log
( ∑
m′ 6=m
W n(Y n|Xnm′)
)
− logW n(Y n|Xnm) ≥ −nTn
∣∣∣∣ Cn
)
 (63)
=
1
Mn
Mn∑
m=1
Pr
(
log
( ∑
m′ 6=m
W n(Y n|Xnm′)
)
− logW n(Y n|Xnm) ≥ −bn1−t
)
(64)
In (63), the inner probability is over Y n ∼W n(·|xm) for a fixed code Cn and in (64), the probability is over both
the random codebook Cn and the channel output Y n given message m was sent. By symmetry of the codebook
generation, it is sufficient to study the behavior of the random variable
Fn := log
( ∑
m′ 6=m
W n(Y n|Xnm′)
)
− logW n(Y n|Xnm) (65)
for any m ∈ {1, . . . ,Mn}, say m = 1. In particular, to estimate the probability Pr(Fn ≥ −bn1−t) in (64), it suffices
to estimate the cumulant generating function of Fn. We denote the cumulant generating function as
φn(s) := logE
[
exp(sFn)
] (66)
= logECn
[∑
y
W n(y|Xnm)1−s
( ∑
m′ 6=m
W n(y|Xnm′ )
)s]
(67)
= log
∑
y
ECn
[
W n(y|Xnm)1−s
] · ECn
[( ∑
m′ 6=m
W n(y|Xnm′ )
)s]
. (68)
The final equality follows from the independence in the codeword generation procedure. We have the following
important lemma which is proved in Section IV-F.
Lemma 7 (Asymptotics of Cumulant Generating Functions). Fix t ∈ (0, 1/2]. Given the condition on the code size
in (20), the cumulant generating function satisfies
φn
(
u
nt
)
=
(
− au+ u2V (P )
2
)
n1−2t +O(n1−3t) + o(1) (69)
for any constant u > 0.
Now, we apply the Ga¨rtner-Ellis theorem with the general order, i.e., Case (ii) of Theorem 8 in Appendix A, to
(64) with the identifications
αn ≡ 0 (70)
βn ≡ n1−t, and (71)
γn ≡ n−t (72)
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Now, we can also make the additional identifications
ν1 ≡ 0 (73)
Xn ≡ −Fn (74)
pn(·) ≡ 1
Mn
Mn∑
m=1
Pr(·), (75)
µn(θ) ≡ φn(−θ), (76)
θ0 ≡ 0, and (77)
x ≡ b. (78)
Now, applying (69) of Lemma 7 to the case with u ≡ −y (with y < 0), we have
ν2(y) = lim
n→∞
ν2,n(y) = ya+ y
2V (P )
2
. (79)
Then, defining y0 to the (unique) real number satisfying ν ′2(y0) = x, we have
a+ y0V (P ) = b ⇐⇒ y0 = b− a
V (P )
. (80)
which implies by simple algebra that
y0x− ν2(y0) =
(
b− a
V (P )
)
b−
[(
b− a
V (P )
)
a+
(
b− a
V (P )
)2 V (P )
2
]
=
(b− a)2
2V (P )
. (81)
Because a > b, y0 is negative. We can also verify that all the conditions of Case (ii) in Theorem 8 (θ0 = 0, y0 <
0, αn = ν1 = 0, βnγn →∞) are satisfied so we can readily apply it here. Thus,
− logECn
[
Pr(E1|Cn)
]
= − log Pr (Fn > −bn1−t) = (a− b)2
2V (P )
n1−2t + o(n1−2t), (82)
which implies (33).
Now we estimate ECn [Pr(E2|Cn)]. Using the same calculations that led to (64), one finds that
ECn
[
Pr(E2|Cn)
]
= ECn

 1
Mn
Mn∑
m=1
∑
y
∑
m′ 6=m
W n(y|Xnm′)1
{∑
m′ 6=mW
n(y|Xnm′)
W n(y|Xnm)
< exp(−nTn)
} (83)
= ECn

 1
Mn
Mn∑
m=1
Q
({
y : log
∑
m′ 6=m
W n(y|Xnm′ )− logW n(y|Xnm) < −bn1−t
} ∣∣∣∣ Cn
) (84)
where in (84), we defined the (unnormalized) conditional measure Q(A|Cn = {xm}Mnm=1) :=
∑
m′ 6=mW
n(A|xm′)
where A ⊂ Yn. Given Q, we can define a normalized probability measure
Q′(A|Cn) := Q(A|Cn)
Mn − 1 . (85)
Since the form of (84) is similar to the starting point for the calculation of ECn [Pr(E1|Cn)] in (64), we may estimate
ECn [Pr(E2|Cn)] using similar steps to the above. Define another probability measure P(A|Cn = {xm}Mnm=1) :=
W n(A|xm). Note by the definition of Fn in (65), and the measures above that for all A ⊂ Yn,
exp(Fn) =
Q′({Y n}|Cn)
P({Y n}|Cn) · (Mn − 1). (86)
Observe that the random variable involved in (84), namely log∑m′ 6=mW n(Y n|Xnm′)− logW n(Y n|Xnm), is exactly
Fn defined in (65) where Y n now has conditional law Q(·|Cn) instead of P(·|Cn). The cumulant generating function
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of Fn under the probability measure Q′ is
λn(s) := logECn,Q′
[
exp(sFn)
] (87)
= log
(
ECn,P
[
exp((1 + s)Fn)
]
Mn − 1
)
(88)
= φn(1 + s)− log(Mn − 1) (89)
where (88) follows from (86) and (89) from the definition of φn(s) in (66). Now, we apply Case (ia) of Theorem
8 in Appendix A with the identifications
αn ≡ − log(Mn − 1), (90)
βn ≡ n1−t, and (91)
γn ≡ n−t. (92)
Furthermore, from (84) and (89), one can also make the additional identifications
Xn ≡ Fn, (93)
pn(·) ≡ ECn [Q′(·|Cn)], (94)
µn(θ) ≡ λn(θ), (95)
θ0 ≡ −1, (96)
ν1 ≡ 0, and (97)
x ≡ −b. (98)
Then we have
ν2,n(y) ≡ λn(−1 + yn−t) + log(Mn − 1) = n2t−1φn
( y
nt
)
(99)
Thus, using (69),
ν2(y) = lim
n→∞
ν2,n(y) = −ya+ y2V (P )
2
. (100)
So, we have θ0x− ν1 = b and
y0 =
a− b
V (P )
, (101)
which is positive. This implies that
y0x− ν2(y0) = (a− b)
2
2V (P )
. (102)
Thus, by the relation between Q to Q′ in (85) and the bound in (170) (in Case (ia) of Theorem 8), we obtain
− logECn
[
Pr(E2|Cn)
]
= − logECn
[
Q
(
Fn < −bn1−t
∣∣∣∣ Cn
)]
(103)
= − logECn
[
Q′
(
Fn < −bn1−t
∣∣∣∣ Cn
)]
− log(Mn − 1) (104)
≤ bn1−t + o(n1−t), (105)
which implies the upper bound in (34). The lower bound in (34) follows by invoking (169), from which we obtain
− logECn
[
Pr(E2|Cn)
] ≥ bn1−t + (a− b)2
2V (P )
n1−2t + o(n1−2t). (106)
This completes the proof of Lemma 5.
Remark 1. Observe that to evaluate the probabilities in (82) and (103), we employed Theorem 8 in Appendix
A, which is a modified (“shifted”) version of the usual Ga¨rtner-Ellis theorem [23, Theorem 2.3.6]. Theorem 8
assumes a sequence of random variables Xn has cumulant generating functions µn(θ) that additionally satisfy the
expansion µn(θ0+ γny) = αn + βnν1+ βnγnν2,n(y) for some vanishing sequence γn. This generalization and the
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application to the erasure problem appears to the authors to be novel. In particular, since Q in (84) above is not
a (normalized) probability measure, the usual Ga¨rtner-Ellis theorem does not apply readily and we have to define
the new probability measure Q′ as in (85). This, however, is not the crux of the contributions of which there are
three.
1) First, our Theorem 8 also has to take into account the offsets θ0 = −1 and αn = − log(Mn − 1) in our
application of the Ga¨rtner-Ellis theorem.
2) Second, an interesting feature of our result is that the “exponent” b is not governed by the first-order term
αn (which is the offset) but instead the second-order term −(θ0x− ν1)βn = −bn1−t leading to (105)–(106).
3) Finally, Theorem 8 also allows us to obtain an additional term scaling as n1−2t in (106), but we cannot
obtain the coefficient of the higher-order term scaling as n1−2t in (105).
D. Proof of Theorem 3
Proof: First, observe that for (24) to be satisfied, i.e., that the undetected error probability decays as
ECn
[
Pr(E2|Cn)
] ≤ exp(−bn1−t + o(n1−t)), (107)
we need the threshold to be of the form
Tn ≥ bn−t + o(n−t). (108)
To show this formally, suppose, to the contrary,
Tn = b
′n−t + o(n−t). (109)
for some 0 < b′ < b. So the constant in front of n−t is strictly smaller than b. Then by (34) in Lemma 5, and since
the decoder is asymptotically optimal, the undetected error probability decays as
ECn
[
Pr(E2|Cn)
]
= exp(−b′n1−t + o(n1−t)), (110)
an asymptotic equality. This is a contradiction. Hence, (108) must hold. Intuitively, the thresholds in Forney’s test
in (30) must be large enough so that the decoding regions corresponding to the messages are sufficiently small so
that the undetected error probability decays at least as fast as in (107). Consequently, by the asymptotically tight
result in (33), we know that (24) implies (25).
Conversely, to satisfy the condition (22), i.e., that the total error probability decays as
ECn
[
Pr(E1|Cn)
] ≤ exp(−(a− b)2
2V (P )
n1−2t + o(n1−2t)
)
, (111)
we need to choose
Tn ≤ bn−t + o(n−t) (112)
by the same argument as the above. This means that the thresholds must be small enough so that the decoding regions
corresponding to the messages are sufficiently large. Hence, due to the asymptotically tight result in Lemma 5, we
have (23).
E. Proof of Lemma 6
Proof: The exact same steps in the proof of Lemma 5 follow even if t = 1/2. In particular, in this setting,
Lemma 7 with t = 1/2 yields
lim
n→∞
φn
(
u√
n
)
= −ua+ u2V (P )
2
(113)
for any constant u > 0. By appropriate translation, scaling, and Lemma 9 in Appendix B, the sequence of random
variables {Fnn−1/2}n∈N converges in distribution to a Gaussian random variable with mean −a and variance V (P ).
15
This implies that the following asymptotic statement holds true
lim
n→∞
ECn [Pr(E1|Cn)] = limn→∞ Pr
(
Fn√
n
> −b
)
(114)
=
∫ ∞
−b
1√
2πV (P )
exp
(
− (w + a)
2
2V (P )
)
dw (115)
= Φ
(
b− a√
V (P )
)
. (116)
To calculate ECn [Pr(E2|Cn)], we can adopt the same change of measure and Ga¨rtner-Ellis arguments and employ
Case (ib) of Theorem 8. We follow exactly the steps leading from (83) to (105) to assert that (38) is true. Note that
in this situation, we take γn ≡ n−1/2 and βn ≡ n1/2. To apply Case (ib) of Theorem 8, we verify that βn = γ−1n
and ν2, derived in (100), is indeed a quadratic function.
F. Proof of Lemma 7: Asymptotics of Cumulant Generating Functions
Proof: To estimate φn(s) in (68), we define
A := ECn
[
W n(y|Xnm)1−s
]
and (117)
B := ECn
[( ∑
m′ 6=m
W n(y|Xnm′ )
)s]
. (118)
The first term A is easy to handle. Indeed, by the additivity of the channel, we have
A = EXnm
[
Pn(y −Xnm)1−s
] (119)
= EXnm
[
Pn(X˜nm)
1−s
] (120)
where the shifted codewords2 are defined as X˜nm := y −Xnm. By using the product structure of Pn, we see that
regardless of y, the term A can be written as
A =
1
dn
exp
(− nψ(s)) (121)
where
ψ(s) := − log
∑
z
P (z)1−s. (122)
This function is related to the Re´nyi entropy as follows: sψ(s) = −H1−s(P ) where Hα(P ) is the usual Re´nyi
entropy of order α (e.g., [26, Prob. 1.15]). Now, for a fixed u > 0, we make the choice
s =
u
nt
, (123)
where recall that t is a fixed parameter in (0, 1/2]. It is straightforward to check that ψ(0) = 0, ψ′(0) = −H(P )
and ψ′′(0) = −V (P ). By a second-order Taylor expansion of ψ(s) around s = 0, we have
A =
1
dn
exp
(
n
(
sH(P ) + s2
V (P )
2
+O(s3)
))
(124)
=
1
dn
exp
(
un1−tH(P ) + u2n1−2t
V (P )
2
+O(n1−3t)
)
, (125)
where (125) follows from the definition of s in (123).
Now we estimate B in (118). Define the random variable NCn(Q) which represents the number of shifted
codewords excluding that indexed by m with type Q ∈ Pn(X ), i.e., NCn(Q) := |{m′ 6= m : type(X˜nm′) = Q}|.
2The shifted codewords need not be codewords per se, so this is a slight abuse of terminology.
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This plays the role of the type class enumerator or distance enumerator in Merhav [6], [10]. Then, B can be written
as
B = ECn
[( ∑
m′ 6=m
Pn(y −Xnm′)
)s]
(126)
= ECn
[( ∑
m′ 6=m
Pn(X˜nm′)
)s]
(127)
= ECn
[( ∑
Q∈Pn(X )
NCn(Q) exp
(− n[D(Q‖P ) +H(Q)]))s]. (128)
In (126), we again used the additivity of the channel and introduced the noise distribution P . In (127), we used
the definition of the shifted codewords X˜nm. In (128), we introduced the type class enumerators NCn(Q). We also
recall from [26, Lem. 2.6] that exp(−n[D(Q‖P ) +H(Q)]) is the exact Pn-probability of a sequence of type Q.
Note that the expression in (128) is independent of y, just as for the calculation of A in (125). In the following,
we find bounds on B that turn out to tight in the sense that the analysis yield the final result in Theorem 3. We
start with lower bounding B by as follows:
B ≥ ECn
[(
max
Q′∈Pn(X )
NCn(Q
′) exp
(− n[D(Q′‖P ) +H(Q′)]))s] (129)
= ECn
[
max
Q′∈Pn(X )
NCn(Q
′)s exp
(− ns[D(Q′‖P ) +H(Q′)])] (130)
≥ max
Q′∈Pn(X )
ECn
[
NCn(Q
′)s
]
exp
(− ns[D(Q′‖P ) +H(Q′)]) (131)
≥ ECn
[
NCn(Pn)
s
]
exp
(− ns[D(Pn‖P ) +H(Pn)]), (132)
where Pn ∈ Pn(X ) is defined as
Pn ∈ argmin
Q∈Pn(X )
{‖Q− P‖1 : H(Q) ≥ H(P ) + 2an−t}. (133)
Fannes inequality [26, Lem. 2.7] (uniform continuity of Shannon entropy) says that
|H(P )−H(Q)| ≤ ‖P −Q‖1 log ‖P −Q‖1|X | (134)
if ‖P −Q‖1 ≤ 12 . Since Pn must be an n-type,
H(Pn) = H(P ) + 2an
−t +O(n−1 log n). (135)
Because P (z) > 0 for all z ∈ X , one immediately finds that
D(Pn‖P ) = O(‖Pn − P‖21) = O(n−2t), (136)
which is negligible. Combining the above estimates, we obtain
−ns[D(Pn‖P ) +H(Pn)] = −un1−tH(P )− 2aun1−2t +O(n1−3t) (137)
as n grows.
Next, apply Lemma 10 in Appendix C to the expectation (132) to the case with
L = Mn − 1, (138)
M1 = d
n, (139)
M2 = |T (n)Pn |, (140)
{X1, . . . ,XL} = {Xnm′}m′ 6=m, (141)
A = T (n)Pn , and, (142)
s = un−t (143)
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and a fixed positive constant ǫ > 0. We now perform a series of steps to bound the terms in (243). By a standard
property of types [26] and the estimate in (135),
log |T (n)Pn | ≥ nH(Pn)− (d− 1) log(n+ 1) (144)
= nH(P ) + 2an1−t +O(log n). (145)
Thus, using the definition of L in (138), the definition M1 in (139), and the number of codewords Mn in (20), we
also have
logL+ logM2 − logM1 ≥ an1−t +O(log n). (146)
Consequently,
log
[
1− exp
(
−LM2
2M1
ǫ2
)]
= o(1). (147)
Also, we have
s log(1− ǫ) = un−t log(1− ǫ) = o(1). (148)
and by (143),
s(logL+ logM2 − logM1) ≥ aun1−2t + o(1). (149)
Therefore, Lemma 10 says that
logECn
[
NCn(Pn)
s
]
= logE[N s] ≥ aun1−2t + o(1). (150)
Combining (132), (137) and (150), we find that
logB ≥ −n1−tuH(P )− an1−2tu+O(n1−3t) + o(1). (151)
Now, we proceed to upper bound B in (128). Note that we consider the case when 0 < s < 1 because we
substitute un−t into s per (143). Consider,
B = ECn
[( ∑
Q′∈Pn(X )
NCn(Q
′) exp
(− n[D(Q′‖P ) +H(Q′)]))s] (152)
≤
(
ECn
[ ∑
Q′∈Pn(X )
NCn(Q
′) exp
(− n[D(Q′‖P ) +H(Q′)])])s (153)
=
( ∑
Q′∈Pn(X )
ECn
[
NCn(Q
′)
]
exp
(− n[D(Q′‖P ) +H(Q′)]))s (154)
=
( ∑
Q′∈Pn(X )
Mn|T (n)Q′ |
dn
exp
(− n[D(Q′‖P ) +H(Q′)]))s (155)
≤
(
(n + 1)d−1 max
Q′∈Pn(X )
Mn|T (n)Q′ |
dn
exp
(− n[D(Q′‖P ) +H(Q′)]))s (156)
= (n+ 1)s(d−1) max
Q′∈Pn(X )
(
Mn|T (n)Q′ |
dn
)s
exp
(− ns[D(Q′‖P ) +H(Q′)]) (157)
≤ (n+ 1)s(d−1) max
Q′∈Pn(X )
exp
(− s[nH(P )− an1−t − nH(Q′)]− ns[D(Q′‖P ) +H(Q′)]) (158)
= (n+ 1)s(d−1) max
Q′∈Pn(X )
exp
(− snH(P )− asn1−t − nsD(Q′‖P )) (159)
= (n+ 1)s(d−1) exp
(
− snH(P )− asn1−t + max
Q′∈P(X )
−nsD(Q′‖P )
)
(160)
≤ (n+ 1)s(d−1) exp (− snH(P )− asn1−t) (161)
= (n+ 1)
u(d−1)
nt exp
(− un1−tH(P )− aun1−2t) (162)
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where (153) follows from Jensen’s inequality applied to the concave function x 7→ xs, (155) follows from the fact
that
ECn
[
NCn(Q
′)
]
= Mn Pr
(
y −Xn1 ∈ T (n)Q′
)
= Mn Pr
(
X˜n1 ∈ T (n)Q′
)
=
Mn|T (n)Q′ |
dn
(163)
and (158) follows from the choice of logMn = n(log d−H(P ))−an1−t and the fact that |T (n)Q′ | ≤ exp(nH(Q′)).
Thus, we find that
logB ≤ −n1−tuH(P )− an1−2tu+ o(1). (164)
Combining the evaluations of A and B together in (68), we see that the sum over y cancels the 1/dn term in (125)
and the first-order entropy terms also cancel. The final expression for the cumulant generating function of Fn
satisfies (69) as desired.
V. CONCLUSION AND FUTURE WORK
In this paper, we analyzed channel coding with the erasure option where we designed both the undetected and
total errors to decay subexponentially and asymmetrically. We analyzed two regimes, namely, the pure moderate
deviations and mixed regimes. We proposed an information spectrum-type decoding rule [20] and showed using an
ensemble tightness argument that this simple decoding rule is, in fact, asymptotically optimal for additive DMCs
with uniform input distribution. To do so, we estimated appropriate cumulant generating functions of the total and
undetected errors. We also developed a modified version of the Ga¨rtner-Ellis theorem that is particularly useful for
our problem. In contrast to previous works on erasure (and list) decoding [1]–[9], we do not evaluate the rate of
exponential decay of the two error probabilities. In our work, the two error probabilities decay subexponentially
(and asymmetrically) for the pure moderate deviations setting. For the mixed regime, the total (and hence erasure)
error is non-vanishing while the undetected error decays as exp(−bn1/2) for some b > 0.
Possible extensions of this work include:
1) Removing the assumption that the DMC is additive for the ensemble tightness results in Section III-B.
However, it appears that this is not straightforward and it is likely that we have to make an assumption like
that for Theorem 1 of Merhav’s work [6]. This assumption seems necessary using our techniques to establish
the asymptotics of the cumulant generating function in Lemma 7. It heavily relies on the fact that input
distribution is uniform so that, by symmetry, the statistics of the codewords {Xnm : m = 1, . . . ,Mn} are the
same as that of the shifted codewords {y −Xnm : m = 1, . . . ,Mn} for any y.
2) Extending the analysis to the list decoding case where Tn = bn−t where b < 0 and t ∈ (0, 1/2]. Our
information spectrum-style decoding regions and subsequent analysis of their probabilities only works for the
case b > 0. See the argument after (53). Hence it would be useful to develop alternative threshold decoders
and more refined tools to analyze the list decoding setting.
3) Tightening the higher-order asymptotics for the expansions of the log-probabilities in (34) and (38). This
would be interesting from a mathematical standpoint. However, this appears to require some independence
assumptions which are not available in the Ga¨rtner-Ellis theorem (so a new concentration bound may be
required). In addition, this seems to require tedious calculus to evaluate the higher-order asymptotic terms of
the cumulant generating function in Lemma 7. A refinement of the type class enumerator method [6]–[10]
seems to be necessary for this purpose.
APPENDIX A
MODIFIED GA¨RTNER-ELLIS THEOREM
Here we present and prove a modified form of the Ga¨rtner-Ellis theorem with a shift and a general order
(normalization).
Some of the ideas (for example the proof of (170) for the case βnγn → ∞ and (171)) are contained in [23,
Theorem 2.3.6] but other elements of the proof are novel. To keep the exposition self-contained, we provide all the
details of the proof for the event of interest {Xn ≤ xβn}. The standard Ga¨rtner-Ellis theorem [23, Theorem 2.3.6]
applies in full generality to open and closed sets but here we are only interested in events of the form {Xn ≤ xβn}.
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Theorem 8 (Modified Ga¨rtner-Ellis theorem). We consider three sequences αn, βn, γn. The sequence αn is arbitrary
and βn and γn are positive sequences that additionally satisfy βn → ∞ and γn → 0. Let pn be a sequence of
distributions, and Xn be the sequence of random variables with distribution pn. Define the cumulant generating
function
µn(θ) := logEpn [exp(θXn)]. (165)
Let θ0 ≤ 0 and ν1 be constants. Assume that
µn(θ0 + γny) = αn + βnν1 + βnγnν2,n(y) (166)
for some sequence of functions ν2,n. Assume that
ν2,n(y)→ ν2(y) pointwise, (167)
and the limiting function ν2(y) satisfies
1) ν2(0) = 0;
2) ν2(y) is strictly convex;
3) ν2(y) is C2-continuous on an open subset G ⊂ R
We also fix x and the real number y0 ∈ G satisfying3
ν ′2(y0) = x. (168)
(i) When θ0 < 0, we consider two subcases:
(a) βnγn →∞;
(b) βn = γ−1n and ν2 is a quadratic function.4
In both cases, we have the lower bound
− log pn
{
Xn
βn
≤ x
}
≥ −αn + (θ0x− ν1)βn + (y0x− ν2(y0))βnγn + o(βnγn) (169)
and the upper bound
− log pn
{
Xn
βn
≤ x
}
≤ −αn + (θ0x− ν1)βn + o(βn). (170)
(ii) When θ0 = 0, y0 < 0, αn = ν1 = 0, and βnγn →∞,
− log pn
{
Xn
βn
≤ x
}
= (y0x− ν2(y0))βnγn + o(βnγn). (171)
Note that in Case (i), y0 may take any real value. However, in Case (ii), y0 always takes a negative value.
The proofs of these statements are split into four parts. In Appendix A-A, we prove the lower bounds to all
statements. In Appendix A-B, we prove the upper bound for Case (ia) with βnγn → ∞. In Appendix A-C, we
prove the upper bound for Case (ib) with βn = γ−1n and ν2 is a quadratic. In Appendix A-D, we prove the upper
bound for Case (ii).
A. Proof of Lower Bounds of Both Cases in (169) and (171)
Proof: The proofs of the lower bounds all cases are common.
First note that for Case (i), θ0 < 0 and γn → 0, so for sufficiently large n, we have θ0 + γny0 < 0. For Case
(ii), even though θ0 = 0, y0 < 0 so similarly, we have θ0 + γny0 < 0. Thus, using Markov’s inequality,
pn
{
Xn
βn
≤ x
}
= pn
{
exp
[(Xn
βn
− x
)
βn(θ0 + γny0)
]
≥ 1
}
(172)
≤ Epn
{
exp
[(Xn
βn
− x
)
βn(θ0 + γny0)
]}
. (173)
3Such a real number y0 is guaranteed to exist because ν2 is strictly convex so ν′2 is strictly increasing.
4Since ν2 is strictly convex and quadratic in this case, it must be of the form ν2(y) = ̺0 + ̺1y + ̺2y2 for some constants ̺2 > 0 and
̺0, ̺1 ∈ R.
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In other words,
− log pn
{
Xn
βn
≤ x
}
≥ xβnθ0 + xγnβny0 − µn(θ0 + γny0) (174)
= −αn + (θ0x− ν1)βn + (y0x− ν2,n(y0))βnγn (175)
where (175) follows from the expansion of µn(θ0+ γny) in (166). So from the assumption that ν2,n(y0)→ ν2(y0)
(cf. (167)), we obtain
− log pn
{
Xn
βn
≤ x
}
≥ −αn + (θ0x− ν1)βn + (y0x− ν2(y0))βnγn + o(βnγn) (176)
as desired. This completes the proofs of the lower bounds in (169) and (171).
B. Proof of Upper Bound of Case (ia) in (170), i.e., βnγn →∞
Proof: The proof of this upper bound proceeds in three distinct steps.
Step 1 (Measure Tilting): First fix a constant δ > 0. For the sake of brevity, define the set
Dx,δ :=
{
ω : x− 2δ ≤ Xn(ω)
βn
≤ x
}
. (177)
It suffices to lower bound the pn-probability of the set Dx,δ because {ω : Xn(ω)/βn ≤ x} ⊃ Dx,δ. Next given the
constant δ > 0, we can define the point
x′ := x− δ. (178)
Correspondingly, also define the point y′ such that
ν ′2(y
′) = x′. (179)
Let θ be defined as
θ := θ0 + γny
′, (180)
where θ0 and γn are fixed in the theorem statement. Define the tilted probability measure
p˜n,θ(ω) := pn(ω) exp(θXn(ω)− µn(θ)). (181)
Now, for all n large enough θ < 0 since θ0 < 0 and γn → 0. Thus, from the definition of the tilted measure
p˜n,θ(ω), for those ω ∈ Dx,δ, we have
p˜n,θ(ω) ≤ pn(ω) exp (θβn(x− 2δ) − µn(θ)) . (182)
Integrating over all ω ∈ Dx,δ, taking the logarithm and normalizing by βn we obtain
1
βn
log p˜n,θ
{Dx,δ} ≤ 1
βn
log pn
{Dx,δ}+ θ(x− 2δ) − µn(θ)
βn
. (183)
Substituting the definition of θ in (180) into the above, we obtain
1
βn
log p˜n,θ0+γny′
{Dx,δ} ≤ 1
βn
log pn
{Dx,δ}+ (θ0 + γny′)(x− 2δ) − µn(θ0 + γny′)
βn
. (184)
Using the expansion of µn(·) in (166) in the above, we obtain
1
βn
log p˜n,θ0+γny′
{Dx,δ} ≤ 1
βn
log pn
{Dx,δ}+ (θ0 + γny′)(x− 2δ) − αn + βnν1 + βnγnν2,n(y′)
βn
. (185)
Rearranging, we obtain
1
βn
[− log pn{Dx,δ}+ αn − βn(θ0x− ν1)]
≤ −2δ(θ0 + γny′) + γn
(
xy′ − ν2,n(y′)
)− 1
βn
log p˜n,θ0+γny′
{Dx,δ}. (186)
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Step 2 (Bounding the Probability in (186)): Now, our aim is to lower bound the probability in the final term
in (186) namely p˜n,θ0+γny′
{Dx,δ}. To this end, define the cumulant generating function with respect to the tilted
measure p˜n,θ0+γny′ as follows:
µ˜n(λ) := logEp˜n,θ0+γny′ [exp(λXn)]. (187)
Now observe that for any s ∈ R,
µ˜n(γns) = log
∫
R
exp
(
γnsX(ω)
)
p˜n,θ0+γny′(dω) (188)
= log
∫
R
exp
(
γnsX(ω)
)
exp
(
(θ0 + γny
′)X(ω)
)
exp
(− µn(θ0 + γny′)) pn(dω) (189)
=
[
log
∫
R
exp
(
γnsX(ω)
)
exp
(
(θ0 + γny
′)X(ω)
)
pn(dω)
]
− µn(θ0 + γny′) (190)
= µn(θ0 + γn(s+ y
′))− µn(θ0 + γny′) (191)
= βnγn
[
ν2,n(s+ y
′)− ν2,n(y′)
]
, (192)
where (189) is due to (181), and (192) is due to (166). Thus, by normalizing by βnγn →∞, and noting that ν2,n
converges to ν2 pointwise (cf. (167)), we have
lim
n→∞
1
βnγn
µ˜n(γns) = ν2(s+ y
′)− ν2(y′). (193)
Thus, from this calculation, we can conclude that
ξ(s; y′) := ν2(s + y
′)− ν2(y′) (194)
as a function of s, is the limiting cumulant generating function of the sequence of measures p˜n,θ0+γny′ . By the
union bound,
p˜n,θ0+γny′
{Dcx,δ} ≤ p˜n,θ0+γny′{E1}+ p˜n,θ0+γny′{E2} (195)
where
E1 :=
{
ω :
Xn(ω)
βn
< x− 2δ
}
, and (196)
E2 :=
{
ω :
Xn(ω)
βn
> x
}
. (197)
We analyze the p˜n,θ0+γny′-probability of E2 first. By Markov’s inequality, for any fixed s ≥ 0,
p˜n,θ0+γny′
{E2} = p˜n,θ0+γny′{Xn > βnx} (198)
= p˜n,θ0+γny′
{
exp(sγnXn) > exp(sβnγnx)
} (199)
≤ Ep˜n,θ0+γny′ [exp(sγnXn)]
exp(sβnγnx)
. (200)
Taking logarithms, normalizing by βnγn →∞ and taking the lim sup, we obtain
lim sup
n→∞
1
βnγn
log p˜n,θ0+γny′
{E2} ≤ −sx+ lim sup
n→∞
1
βnγn
logEp˜n,θ0+γny′ [exp(sγnXn)] (201)
Now using the definition of s 7→ ξ(s; y′) in (193)–(194), we conclude that
lim sup
n→∞
1
βnγn
log p˜n,θ0+γny′
{E2} ≤ −sx+ ξ(s; y′). (202)
Since s ≥ 0 is arbitrary, we have
lim sup
n→∞
1
βnγn
log p˜n,θ0+γny′
{E2} ≤ − sup
s≥0
{
sx− ξ(s; y′)} . (203)
Define the Fenchel-Legendre transform
ξ∗(x; y′) := sup
s≥0
{
sx− ξ(s; y′)} . (204)
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Now, we claim that ξ∗(x; y′) > 0. Let s∗x achieve the supremum in (204). Consider the following optimality
condition for the convex optimization problem in (204):
x− ν ′2(s∗x + y′) = 0. (205)
Since ν2 is assumed to be strictly convex, so ν ′2 is strictly increasing. Furthermore, it has the property (cf. (179))
that ν ′2(y′) = x′. Since x′ < x, by continuity of ν ′2, the optimal s∗x in (205) is positive. Since the strict convexity
of ν2 means the same for s 7→ ξ(s; y′), this implies that ξ∗(x; y′) is positive. So we conclude that
p˜n,θ0+γny′
{E2} ≤ exp(−βnγnτ2) (206)
for some τ2 > 0 and for all n large enough. In a completely analogous way, we can show that
lim sup
n→∞
1
βnγn
log p˜n,θ0+γny′
{E1} ≤ − sup
s≤0
{
s(x− 2δ) − ξ(s; y′)} . (207)
Defining
ξ˜∗(x− 2δ; y′) := sup
s≤0
{
s(x− 2δ) − ξ(s; y′)} , (208)
and examining the optimality condition for s in (208), we see that ξ˜∗(x− 2δ; y′) > 0 and so
p˜n,θ0+γny′
{E1} ≤ exp(−βnγnτ1) (209)
for some τ1 > 0 and for all n large enough. Consequently, we have
p˜n,θ0+γny′
{Dx,δ} ≥ 1− 2 exp(−βnγnτ) (210)
where τ := min{τ1, τ2} > 0.
Step 3 (Considering Asymptotics): Now substituting (210) back into (186), we obtain
1
βn
[− log pn{Dx,δ}+ αn − βn(θ0x− ν1)]
≤ −2δ(θ0 + γny′) + γn
(
xy′ − ν2,n(y′)
)− 1
βn
log
(
1− 2 exp(−βnγnτ)
)
. (211)
Since βnγn →∞, the final term vanishes. Consequently, taking limits, we have
lim sup
n→∞
1
βn
[− log pn{Dx,δ}+ αn − βn(θ0x− ν1)] ≤ −2δθ0. (212)
Since δ > 0 is arbitrary, we may take δ ↓ 0 (also recall that θ0 < 0 so the term on the right-hand-side of (212) is
non-negative) to conclude that
lim sup
n→∞
1
βn
[− log pn{Dx,δ}+ αn − βn(θ0x− ν1)] ≤ 0. (213)
This concludes the proof of the upper bound of (170) for the Case (ib), i.e., βnγn →∞.
C. Proof of Upper Bound of Case (ib) in (170), i.e., βn = γ−1n
Proof: Recall that θ0 < 0 and βn = γ−1n consequently βnγn = 1. Define the tilted probability measure
p˜n(ω) := pn(ω) exp
(
(θ0 + γny0)Xn(ω)− µn(θ0 + γny0)
)
. (214)
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Fix s ∈ R. Note from the strict convexity of ν2 that ν ′′2 (y0) > 0 for all y0. Then, using Ep˜n [·] to denote the
expectation with respect to the distribution p˜n in (214), we have
logEp˜n
[
exp
(√
γn
βnν ′′2 (y0)
s(Xn − xβn)
)]
= log
∫
R
exp
(√
γn
βnν ′′2 (y0)
s(Xn(ω)− xβn)
)
dp˜n(ω) (215)
= log
∫
R
exp
(√
γn
βnν ′′2 (y0)
s(Xn(ω)− xβn)
)
exp
(
(θ0 + γny0)Xn(ω)− µn(θ0 + γny0)
)
dpn(ω) (216)
= µn
(
θ0 + γn
(
y0 +
√
1
γnβnν ′′2 (y0)
s
))
− µn(θ0 + γny0)−
√
γn
βnν ′′2 (y0)
sxβn (217)
= ν2,n
(
y0 +
√
1
ν ′′2 (y0)
s
)
− ν2,n(y0)−
√
1
ν ′′2 (y0)
sx (218)
= ν2
(
y0 +
√
1
ν ′′2 (y0)
s
)
− ν2(y0) + o(1)−
√
1
ν ′′2 (y0)
sx (219)
where
1) (216) follows from the change of measure per (214);
2) (217) follows from the definition of µn(·) in (165);
3) (218) follows from the expansion of µn(θ0 + γny) in (166) and the fact that βnγn = 1;
4) and (219) follows from the pointwise convergence of ν2,n to ν2 in (167).
Hence, taking limits and noting that x = ν ′2(y0) (cf. (168)), we obtain
lim
n→∞
logEp˜n
[
exp
(√
γn
βnν ′′2 (y0)
s(Xn − xβn)
)]
= ν2
(
y0 +
√
1
ν ′′2 (y0)
s
)
− ν2(y0)− sν ′2(y0)
√
1
ν ′′2 (y0)
. (220)
Since we assumed that ν2 is a quadratic function, the second-order Taylor approximation of ν2 at y0 is exactly a
quadratic so
lim
n→∞
logEp˜n
[
exp
(√
γn
βnν
′′
2 (y0)
s(Xn − xβn)
)]
=
1
2
s2. (221)
The relation in (221) says that the sequence of random variables
√
γn
βnν′′2 (y0)
(Xn − xβn) with corresponding
distribution p˜n has a sequence of cumulant generating functions that converges pointwise to the quadratic function
1
2s
2
. Thus, we can conclude that it converges in distribution to the standard Gaussian by Le´vi’s continuity theorem
[34, Thm. 18.21].
Furthermore, from (214), we have
pn {Xn ≤ xβn} exp
(− µn(θ0 + γny0)) exp ((θ0 + γny0)xβn)
=
∫
Ω
exp
(− (θ0 + γny0)(Xn(ω)− xβn))1 {Xn(ω) ≤ xβn} dp˜n(ω). (222)
Now, for notational brevity, define
an := −(θ0 + γny0)
√
βnν ′′2 (y0)
γn
. (223)
Because θ0 < 0, γn → 0 and βn →∞, we conclude that an ≥ 0 for n large enough and also an →∞.
Let the probability measure corresponding to the random variable
√
γn
βnν′′2 (y0)
(Xn − xβn) with respect to the
distribution p˜n in (214) be denoted as Pn. More precisely, for every Borel measurable set E , we have the relation
Pn(E) :=
∫
Ω
1
{√
γn
βnν
′′
2 (y0)
(Xn(ω)− xβn) ∈ E
}
dp˜n(ω). (224)
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This is the relation between the measures p˜n and Pn, and it is this change-of-measure step (from p˜n to Pn) that is
crucial in this proof. Note from the calculation leading to (221) that Pn converges weakly to the standard Gaussian
measure P(A) := ∫
A
ϕ(w) dw. Thus, through a change of variables
ω 7→ z =
√
γn
βnν ′′2 (y0)
(Xn(ω)− xβn), (225)
the quantity in (222) can be expressed as the integral
Ψn :=
∫ 0
−∞
exp(anz) dPn(z). (226)
We now provide upper and lower bounds for this integral to understand its asymptotic behavior. We have
Ψn ≤
∫ 0
−∞
dPn(z) ≤ 3
4
(227)
where the last bound follows for all n sufficiently large due to Le´vi’s continuity theorem [34, Thm. 18.21], i.e.,
Pn → P in distribution where P is a standard Gaussian distribution. Obviously, P((∞, 0]) = 12 .
To lower bound Ψn, we fix ε > 0 consider
Ψn ≥
∫ −ε
−∞
exp(anz) dPn(z) (228)
≥ exp(−εan)
∫ −ε
−∞
dPn(z) (229)
≥ 1
4
exp(−εan) (230)
where in (229) we substituted the upper limit into the integrand and in (230) we assumed ε is chosen small enough
so that Pn((−∞,−ε]) ≥ 14 for all n large enough. In sum, (227) and (230) yield
Ψn = O(1) ∩ Ω
(
exp(−εan)
)
. (231)
Recall from (222) that
pn {Xn ≤ xβn} exp
(− µn(θ0 + γny0)) exp ((θ0 + γny0)xβn) = Ψn. (232)
Therefore,
− log pn {Xn ≤ xβn} = −µn(θ0 + γny0) + (θ0 + γny0)xβn − log Ψn (233)
= −αn − βnν1 − βnγnν2,n(y0) + (θ0 + γny0)xβn − log Ψn (234)
= −αn + βn(θ0x− ν1) + βnγn(y0x− ν2(y0) + o(1)) − logΨn, (235)
= −αn + βn(θ0x− ν1) +O(1)− log Ψn, (236)
where (235) holds from the pointwise convergence of ν2,n to ν2 (cf. (167)), and (236) holds because βnγn = 1
and y0x− ν2(y0) = O(1). Now using the the asymptotic behavior of Ψn in (231), we obtain
− κ ≤ [− log pn {Xn ≤ xβn}+ αn − βn(θ0x− ν1)] +O(1) ≤ κεan (237)
for some finite constant κ > 0. Since θ0 < 0, from the definition of an in (223), we know that an is of the order
O(
√
βnγ
−1
n ). Additionally, since ε > 0 is arbitrarily small,
− κ ≤ [− log pn {Xn ≤ xβn}+ αn − βn(θ0x− ν1)] +O(1) ≤ o
(√
βnγ
−1
n
)
. (238)
Now, recall that βn = γ−1n . So o
(√
βnγ
−1
n
)
= o(βn) and we have finished the proof of the upper bound in (170)
for the case βn = γ−1n and ν2 being a quadratic.
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D. Proof of Upper Bound of Case (ii) in (171)
Proof: The proof of this case proceeds similarly to that in Appendix A-B. We only highlight the main differences
here. The measure tilting step proceeds similarly with the exception that θ = γny′ (cf. (180)). Because δ can be
chosen arbitrarily small, y′ < 0 by continuity since y0 < 0. Thus similarly to the proof in Appendix A-B, θ is a
negative sequence.
Since θ0 = 0, (211) reduces to
1
βnγn
[− log pn{Dx,δ}+ αn − βn(θ0x− ν1)] ≤ −2δy′+(xy′−ν2,n(y′))− 1
βnγn
log
(
1−2 exp(−βnγnb)
)
. (239)
Since βnγn →∞, the final term vanishes when we take limits, yielding
lim sup
n→∞
1
βnγn
[− log pn{Dx,δ}+ αn − βn(θ0x− ν1)] ≤ −2δy′ + (xy′ − ν2(y′)). (240)
Now take δ ↓ 0, we obtain by the continuity of ν ′2 that y′ → y0. Thus, we have
lim sup
n→∞
1
βnγn
[− log pn{Dx,δ}+ αn − βn(θ0x− ν1)] ≤ xy0 − ν2(y0) (241)
as desired.
Remark 2. Observe from the above proof that we used two different techniques for the cases βnγn →∞ (Appendices
A-B and A-D) and βn = γ−1n (Appendix A-C). The former case follows essentially from the same steps as in the
standard proof of the Ga¨rtner-Ellis theorem in [23, Theorem 2.3.6] (however, see Remark 3). The latter case cannot
be handled using the technique for βnγn →∞ because the final term in (211) fails to vanish with βnγn = const.
Hence, we develop a novel technique based on the weak convergence of
√
γn
βnν′′2 (y0)
(Xn − xβn) (under the tilted
measure p˜n) to handle the case where βnγn = const (with the added assumption that ν2 is a quadratic). This
technique may be of independent interest to other problems in probability theory. We note, though, that this technique
based on weak convergence cannot be used to handle the case in which βnγn →∞. This is because in this case,
a careful examination of the steps from (215) to (221) would show that this technique leads to an approximation
of the cumulant generating function logEp˜n
[
exp
(√ γn
βnν′′2 (y0)
s(Xn − xβn)
)]
that is too coarse for our needs.
Remark 3. Readers familiar with the standard proof of the Ga¨rtner-Ellis theorem in [23, Theorem 2.3.6] would
notice the subtle difference of the proof in Appendix A-B vis-a`-vis the standard one. The titled measure is p˜n,θ0+γny′
and y′ is defined in terms of x′ in (178). In contrast, in [23, Theorem 2.3.6], the tilting parameter is chosen to be
a fixed exposed hyperplane [23, Definition 2.3.3] of the analogue of x′. Our tilting parameter, and hence also the
tilting distribution, is allowed to vary with n.
APPENDIX B
CONVERGENCE IN DISTRIBUTION BASED ON CONVERGENCE OF CUMULANT GENERATING FUNCTIONS
Lemma 9. Let µn be a sequence of probability measures on R. Suppose that for some 0 < a < b,
log
∫
R
exp(sx)µn(dx)→ f(s) := s
2
2
, ∀ s ∈ (a, b). (242)
Then, µn converges (weakly) to the standard Gaussian µ(A) =
∫
A
ϕ(w) dw.
Notice that in (242), the assumption pertains only to s in the open interval (a, b). In particular, it is not assumed
that the convergence holds for all s ∈ R, in which case convergence of pn to the standard normal is an elementary
fact (cf. Le´vi’s continuity theorem [34, Thm. 18.21]).
See Mukherjea et al. [31, Thm. 2] for the proof of Lemma 9.
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APPENDIX C
A BASIC CONCENTRATION BOUND
Lemma 10. Let X1, . . . ,XL be independent random variables, each distributed according to the uniform distri-
bution on {1, . . . ,M1}. We fix a subset A ⊂ {1, . . . ,M1} whose cardinality is M2. We denote the random number
|{i ∈ {1, . . . , L} : Xi ∈ A}| by N . For every s > 0,
E[N s] ≥
⌊
LM2
M1
(1− ǫ)
⌋s [
1− exp
(
− L M2
2M1
ǫ2
)]
(243)
where 0 < ǫ < 1 is also an arbitrary number.
Proof: By straightforward calculations, we have
E[N s] =
L∑
l=0
ls Pr(N = l) (244)
≥
∑
l≥LM2(1−ǫ)/M1
ls Pr(N = l) (245)
≥
⌊
LM2
M1
(1− ǫ)
⌋s
Pr
(
N ≥ LM2(1− ǫ)
M1
)
(246)
=
⌊
LM2
M1
(1− ǫ)
⌋s [
1− Pr
(
N
L
< (1− ǫ)M2
M1
)]
. (247)
Now since the event in probability in (247) implies that the relative frequency of the number of events {Xi ∈
A}, i = 1, . . . , L is less than 1− ǫ multiplied by the mean E[1{Xi ∈ A}] = M2/M1 of each indicator 1{Xi ∈ A},
we can invoke the Chernoff bound for independent Bernoulli trials (e.g., [35, Thm. 4.5]) to conclude that
Pr
(
N
L
< (1− ǫ)M2
M1
)
= Pr
(
1
L
L∑
i=1
1{Xi ∈ A} < (1− ǫ)M2
M1
)
≤ exp
(
−L M2
2M1
ǫ2
)
. (248)
Combining this with (247) concludes the proof.
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