Let A be a Markov matrix depending on a small parameter , and C n the average of the …rst n powers of A. The stationary distributions of A are the rows of S = lim n!1 C n . The limiting stationary distributions are the rows of lim !0 S. We investigate transient limits of the sequence C n . These idempotent Markov matrices come up implicitly in an algorithm to compute limiting stationary distributions. They represent the intermediate-term behavior of the Markov chain at di¤erent time scales.
The motivating example
Consider a network of m sites, each of which can be either in state 1 or 1. The state of the network is described by a vector v of length m whose entries are 1. In addition, there is an m-by-m in ‡uence matrix C that describes the interaction between the sites, and a noise vector X of length m consisting of independent random variables X i having a common density function of the form 1 f x where f is a symmetric nonnegative function such that R 1 r f (x) dx > 0 for all r, so the noise is not bounded. The positive parameter represents the (average) strength of the noise. gives the state v 0 of the system in terms of the state v at the previous time. This de…nes a Markov chain with 2 m states and a strictly positive transition matrix A ( ). The matrices A n ( ) converge to a matrix A 1 ( ) each row of which is each equal to the unique stationary distribution p ( ) for A ( ). In [5] an algorithm was given for computing the limiting stationary distribution lim !0 p ( ), which exists for a large class of families of Markov chains, including those coming from networks with many standard noise density functions (see Section 3) .
In the computation of the limiting stationary distribution in [5] , other distributions on the states appear. These distributions, although transient, persist over long periods of time at small noise levels. They may be thought of as "transient stationary distributions" and they re ‡ect some of the dynamics of the chain, not just its long term behavior. Although the limiting stationary distribution is independent of starting state, the transient stationary distributions need not be. These distributions are instances of the general notion of a transient limit.
A simple example is a network with 5 sites arranged in a line, where each site in ‡uences its neighbor and itself, that is, c ij = 1 if ji jj 1, and c ij = 0 otherwise. It turns out that the limiting stationary distribution assigns a probability of 1=2 to each of the two homogeneous states, which we can picture as~~~~a nd m m m m m These states require a noise of at least 2 to change. If we choose a noise level and time period so that we are likely to see many occurrences of noise 1 but no occurrences of noise 2, then the system will end up in one of the two homogeneous states with probability depending on the initial state. If we choose a noise level and time period so that we are unlikely to see any occurrences of noise 1, and we start in a stable state likẽ~m which require a noise of at least 1 to change, then the network will typically stay in that state during that time period. Note that the unstable state m m~~m will quickly switch to m m~~T he possibility of choosing such noise levels and time periods depends on the density function f . For the normal density
we can do it, but for the Cauchy density = (1 + x 2 ) we cannot.
Transient limits
Let A n ( ) be a family of sequences in a metric space indexed by 2 R + . A window is a pair of real-valued functions 1 u ( ) v ( ) such that lim !0 u=v = 0. We say that L is a transient limit of A n ( ) if there is a window u v such that
As a simple example, consider A n ( ) = (1 ) n . The transient limits of A n ( ) are 0 and 1. For 0 we can take the window u = 1= 2 and v = 1= 3 . Zero, of course, is the actual limit of A n ( ) for each < 1. For the transient limit 1, which truly transient, we can take the window u = 1 and v = 1= p .
Theorem 1 Suppose the limit
Proof. Choose u 1 so that sup u n d (A n ( ); lim n!1 A n ( )) < and let v = u= .
The limit lim !0 A 1 ( ) is called the ultimate limit of the sequence A n ( ). The term "transient limit" is a bit of a misnomer in this case, but it is convenient to include the ultimate limit under this heading. To this end, we will look at a more general chain with states 1; 2; : : : ; m, and positive transition probabilities only from i to i and from i to i + 1, such that the probability of going from i to i + 1 decreases rapidly with i. Then for each " > 0 there exists > 0, depending only on " and k, such that if np > 1= and nq < , then a
Proof. Let X n be the state that the Markov chain is in after n steps. We will show that
ik is within " of 1 if np > 1= and nq < . We will also indicate how to choose .
First note that
ij is an increasing function of the probabilities a t;t+1 for t < k, so by taking all those probabilities equal to p, we get a lower bound on
To show that this is within "=2 of 1 if np > 1= , it su¢ ces to show that
and this will be less than log " log 2k if np > 1= for a suitable choice of , depending only on " and k.
On the other hand, if i k,
and we can make (1 q) 1=q arbitrarily close to 1=" by requiring nq, hence q, to be su¢ ciently small. So (1 q) n can be made arbitrarily close to (1=e) 0 = 1 by requiring nq to be su¢ ciently small. Pick to meet this condition as well as the condition of the preceding paragraph.
Finally, if a i;i+1 q for i > k, then (1 q) n is also a lower bound for a
for any i > k.
Theorem 3 Consider the indexed m-by-m Markov matrix
where s 0 = 1, s k > 0, and s k =s k 1 ! 0 for k = 1; : : : ; m 1.
Indeed, if we set k = 1=s k for k = 0; : : : ; m, and m+1 = 1, then for each 2 (0; 1=2) and k = 0; : : : ; m we have 1= . The result follows from Lemma 2.
The displayed limit in Theorem 3 continues to hold if the k are replaced by
k is bounded and bounded away from zero. The k are cuto¤s, analogous to the cuto¤ phenomenon described in [1] . The parameter corresponding to in [1] is a discrete parameter m, the size of the square matrix A. In our situation we get multiple cuto¤s rather than just a single cuto¤.
The cuto¤s for the example are 1 = 1= and 2 = 1= 2 . To get a picture of what these transient limits are like, we give below the graphs of a (n) 11 ; a (n) 12 ; a (n) 13 , the distribution on the states at time n if you start in state 1, versus log 2 n for = 10 3 and = 10 7 .
For = 10
3 , the cuto¤s are at log 2 10 3 = 9:97 and log 2 10 6 = 19:93. For = 10 7 , the cuto¤s are at log 2 10 7 = 23:25 and log 2 10 14 = 46:51.
Time scales and suitable density functions
An indexed probability is a function ( ), de…ned on some nonempty interval (0; r], that is either identically 0 or strictly positive, and has a limit as goes to 0. In the motivating example, the entries of the transition matrix A ( ) are indexed probabilities. Normally we are interested in functions mapping into [0; 1], hence the term probability, but it is convenient to allow the broader de…nition because it is closed under addition. We will not need to distinguish indexed probabilities that agree on some nonempty interval of the form (0; r] in the intersection of their domains, so we will not keep track of what those domains are, for example, when the functions are added or multiplied. An indexed probability ( ) can be thought of as a perturbed probability: the base probability is lim !0 ( ) and the small quantity causes a perturbation. Preorder the indexed probabilities by setting if = = 0, or if 6 = 0 and lim !0 ( )= ( ) exists. This is the time-scale preorder. Write if 6 = 0 and lim !0 ( )= ( ) = 0. Note that if , then either or . The preorder gives rise to an equivalence relation de…ned by requiring both and . An equivalence class of indexed probabilities determines a time scale: we think of the reciprocal of an indexed probability as a time scale because 1=p is roughly how long you have to wait to see an event that has probability p. Longer time scales thus correspond to smaller probabilities. Occasionally we are interested in the …ner order given by setting if = = 0, or if 6 = 0 and lim !0 ( )= ( ) exists and is at most 1. We write the corresponding equivalence relation as if we wish to emphasize that it is not equality of functions but rather asymptotic equality.
, then + , so is closed under addition (up to time-scale equivalence). The probabilities that occur in the networks of [5] are products of probabilities of the form
where f is a …xed symmetric density function (typically everywhere positive). As we are interested only in the values of [r] for small , we care only about the behavior of f near +1. Indeed, the asymptotic behavior of f determines [r] up to time-scale equivalence. More precisely, if
To see this, choose so that jf (x)=g(x) aj " for x r= . Then
So if lim x!+1 f (x)=g(x) = a, then f and g give rise to the same bracket space, that is, the space of linear combinations, with positive coe¢ cients, of products of probabilities of the form [r], up to time scale equivalence. Moreover, scaling does not a¤ect the bracket space:
so g and f give rise to the same bracket space. Most common density functions f give rise to a bracket space in which all elements are comparable, hence to a suitable Markov chain. For example, any integrable rational function with positive coe¢ cients, like the Cauchy density function, any exponential power density function, like the Laplace and normal density functions, the logistic density function, and so on. Basically, this is because density functions that are asymptotic to x p for p > 1, or to e
for b 1, give rise to bracket spaces in which all elements are comparable.
Notice if we combine all the brackets from these two given families of density functions, then all the elements in the resulting space are comparable. In [5] it is shown that any suitable Markov chain has a limiting stationary distribution. To see that some such suitability condition is needed, consider the transition matrix which does not approach a limit as goes to 0. The problem is that s 1 and s 2 are not comparable in the time-scale order. For a suitable Markov chain, the set is actually well ordered in the reverse time-scale order, so each indexed probability p in has an immediate predecessor q. Thus there is a natural window associated with each element p of , namely u = 1=p and v = 1=q. Roughly speaking, if you wait for a length of time that is inside that window, you will observe events of probability p but not of probability q. Theorem 4 Let M be a suitable indexed Markov chain with transition matrix A. Let be the set of all products of entries of A, together with 0 and 1. Then is well ordered in the reverse time-scale order. In particular, each nonzero element of has an immediate predecessor.
Proof. Recall that N m , with the natural partial order, is well quasiordered: for any sequence 1 ; 2 ; 3 ; : : : in N m , there exists t such that t t+1 (see [4] ). We will show that in the reverse time-scale order is well quasi-ordered also, hence, being linearly ordered, is well ordered. Let 1 ; 2 ; : : : ; m be the distinct entries of A together with 0 and 1. Let T : N m ! be the map that takes (n 1 ; n 2 ; : : : ; n m ) to
T is onto and reverses order (weakly). Let 1 ; 2 ; 3 ; : : : be a sequence in , and let i = T ( i ). There exists t such that t t+1 , so t i+1 , which shows that is well quasi-ordered in the reverse time-scale order.
There can be elements of without immediate successors. Consider the matrix 1 1 .
where = e 1= . Then the elements of are, up to equivalence, the monomials n m , and give a sequence of time scales of type ! that cut o¤ a well-de…ned sequence of windows. However, only a …nite number of these time scales are critical for the behavior of the Markov chain. These are the time scales that appear in the running of the algorithm of [5] as the largest o¤-diagonal terms in the reduced matrix (after some invisible states are eliminated, and some sets of states are combined into mixed states). The windows between these critical time scales (cuto¤s) give rise to distinct transient limits.
We can cook up a density function with incomparable brackets. For this purpose, it is convenient to to prove the following theorem.
Theorem 5 Let a 1 ; a 2 ; : : : be a sequence of positive real numbers. Then there exists a continuous, integrable, monotone decreasing, positive function f such that, for each i,
if and only if
1. a i a i+1 for all i,
. for no i does it hold that a i = a i+1 > a i+2 = a i+3 .
Proof. Let f be such a function. As f is monotone decreasing, (1) holds, and as f is integrable, (2) holds. If a i = a i+1 > a i+2 = a i+3 , then, because f is monotone decreasing and continuous, f (x) = a i for i x i + 2 and f (x) = a i+2 for i + 2 x i + 4. But then f would not be continuous at a i+2 , so (3) must hold.
Conversely, suppose the sequence of positive numbers a i satis…es the three conditions. De…ne f as follows.
and de…ne f (x i ) = a i . Finally, let f be the piecewise linear function determined by these function values.
Note that we can arrange for the f of the theorem to be in…nitely di¤er-entiable by replacing each linear piece by an in…nitely di¤erentiable function g which is symmetric with respect to the midpoint of the segment and all of whose derivatives are equal to zero at the endpoints. For example, we can choose g to be a function of the form
To construct an example of a density function with incomparable brackets, let s i be a sequence of positive numbers with s i s i+1 for i 2 and
Note that P 1 j=i a i forms a collapsing sum adding up to s 1 s 2 s i . It is not di¢ cult to show that the sequence a i satis…es the conditions of the theorem. Consider the particular sequence s i given by Let f be the function constructed by the theorem. We want to show that the brackets [1] and [2] associated with this density function are incomparable. So consider the ratio
For i = 1 the ratio is s 2 = 1=2, for i = 2 it is s 3 s 4 = 1=3, for i = 4 it is s 5 s 6 s 7 s 8 = 1=2, for i = 8 it is s 9 s 10 s 16 = 1=3 and so on. So the ratio does not converge as i goes to in…nity.
Cesaro sums
The powers of an arbitrary Markov matrix A need not converge because A need not be aperiodic. However, the Cesaro sums Each sequence of powers has the ultimate limit
1=2 1=2 1=2 1=2
but the …rst also has a transient limit
in the window between 1 and 1= . The second does not have a transient limit in that window. However, if we take the sequence of Cesaro sums of the powers, then the second matrix has the ultimate limit as the transient limit in the window between 1 and 1= . This example illustrates why you want use Cesaro sums for computing the transient limits. Indeed, the algorithm of [5] computes the cuto¤s for the transient limits of the Cesaro sums. In the case when gives time scales of order type !, there is a transient limit of the Cesaro sums in each of the windows determined by the elements of , although the transient limit may be the same in adjacent windows. It is instructive to see exactly how the algorithm treats the second matrix. It looks for the largest o¤-diagonal element, which is 1 1, then ignores everything at larger time scales and considers the matrix
From each ergodic component of this matrix (only one in this case), it forms a mixed state with internal probabilities the stationary distribution on that ergodic component. When the mixed states are unpacked at the end, the original states are resurrected using these probabilities. In the present case, the matrix immediately reduces to one mixed state with internal probabilities equal to that of the ultimate limit, and the time scale 1= never comes into play.
Idempotents
We want to show that if A ( ) is an indexed family of m-by-m Markov matrices, then the transient limits of A n ( ) are commuting idempotent Markov matrices and there are at most m of them. More generally, we want to show this for the transient limits of the sequence of Cesaro sums
That this is indeed a more general result is a consequence of the following theorem.
Theorem 6 Let A ( ) be an indexed family of elements of a normed ring such that the set of powers A n ( ) is bounded for each . If L is a transient limit of A n ( ), then L is a transient limit of the Cesaro sums
Proof. There is a window u v such that
Let b be a bound on jA n ( ) Lj and let
Then, for u n v,
so for p uv n v we have jC n ( ) Lj b p u=v + " which goes to zero with .
The set of powers A n ( ) is clearly bounded for A ( ) a Markov matrix. The set of Markov matrices is metrically closed, and is closed under taking powers and averages, so if A ( ) is an indexed family of Markov matrices, then any transient limit of the Cesaro sums of powers of A ( ) is a Markov matrix. The proof that it is idempotent may be carried out in the context of a normed ring.
Theorem 7 Let L be a transient limit of the Cesaro sums
Proof. Let b be a bound on the powers A n ( ). We will show that we can approximate L arbitrarily closely by elements U , V and U V that are bounded by b. Then
Because L is a transient limit of the matrices C n ( ), for each " > 0 we can choose and n so that C n ; : : : ; C 3n are within " of L. Note that for all i
Thus, for n i < 2n, each A i C n is within 4" of L. So their average
is within 4" of L. Set U = A n C n and V = C n . Then U is within 4" of L, V is within " of L, and U V is within 4" of L.
Again, if A ( ) is a Markov matrix, the boundedness condition is automatic. Finally, we show that the transient limits of the Cesaro sums commute and are comparable. Choose j = du L e and n = du M e. Then u L j v L and u M n n + j v M and j=n = can be made as small as we please.
Let b be a bound on the powers of A, hence on the Cesaro sums C k and on L and M . We need b to be small. The basic identity for Cesaro sums is
so, for i j,
From this we get, by averaging, that jC j C n M j (1 + ) " + 2b . Thus we can approximate L by C j and M by C j C n and C n .
There are at most m distinct m-by-m mutually commuting idempotent Markov matrices with the property that for any two matrices L and M , either LM = L or LM = M . Indeed, such matrices represent projections onto a chain of subspaces of an m-dimensional vector space, and because we are dealing with Markov matrices, the projections are nonzero.
