Abstract. In this article we study the existence and the continuation of periodic solutions of autonomous Newtonian systems. To prove the results we apply the infinitedimensional version of the degree for SO(2)-equivariant gradient operators defined by the third author in [23] and developed in [24] . Using the results due to Rabier [19] and Wang [26] we show that the Leray-Schauder degree is not applicable in the proofs of our theorems, because it vanishes.
Introduction
The first aim of this article is to study the existence of periodic solutions of the following systemẍ = −V ′ (x) (1.1)
where V ∈ C 2 (R n , R) and V ′ denotes the gradient of V. We assume that (V ′ ) −1 (0) = {p 1 , . . . , p q } is a finite set and that V ′ (x) = V ′′ (∞) · x + o( x ) as x → ∞, where V ′′ (∞) is a real symmetric (n × n)-matrix. Such a problem has been considered for q = 1 by Amann and Zehnder, see [2] , and by Benci and Fortunato, see [5] , for any q ∈ N.
Benci and Fortunato estimated the number of non-stationary T -periodic solutions of (1.1) as T → ∞. To avoid some technicalities and to make the proofs more transparent they assumed that all the non-stationary T -periodic solutions are not T -resonant and that potential V is a Morse function. These assumptions seems to be restrictive and rather difficult to verify.
We relax these assumptions and therefore we obtain only the existence of at least one non-stationary T -periodic solution of (1.1). We formulate the sufficient conditions for the existence of non-stationary T -periodic solutions of (1.1) in terms of V ′′ (p) and ind(−V ′ , p), where p ∈ {p 1 , . . . , p q , ∞}. It is worth to point out that we can treat problems with resonance at stationary solutions and at the infinity. As a basic tool we use the degree for SO(2)-equivariant gradient maps, see [23] , [24] .
The second aim of this article is to study the continuation of non-stationary T -periodic solutions of the following systemẍ
where V λ ∈ C 2 (R n , R) for λ ∈ R and potential V 0 possesses all the properties of potential V in (1.1). We formulate sufficient conditions for the existence of connected sets of Tperiodic solutions of (1.2) emanating from level λ = 0.
We consider solutions of (1.1) and (1.2) as critical points of SO(2)-invariant functional defined on a suitably chosen Hilbert space, which is an orthogonal representation of the group SO(2), see also [18, 20] . Gradient of this functional is an SO(2)-equivariant map in the form of a compact perturbation of the identity.
It is known that the Conley index and the Morse theory are not suitable tools for the study of global bifurcations and the continuation of critical points of functionals, see [3, 6, 14, 17, 25] for discussion and examples. Since considered gradient is SO(2)-equivariant, the Leray-Schauder degree is not applicable in our approach because it vanishes, see [19, 26] and Remark 5.2.6. Therefore to prove our results we apply the degree for SO(2)-e-quivariant gradient maps. Degrees for G-equivariant gradient maps has been defined in [8] for G = SO (2) . Next it was improved in [23] and in [12] for symmetries of any compact Lie group G.
After introduction this article is organized in the following way. In Section 2 we summarize without proofs the relevant material on the degree for SO(2)-equivariant gradient maps. We finish this section with a continuation theorem of critical orbits of SO(2)-invariant functionals and the Rabier and Wang result concerning computation of the Leray-Schauder degree for SO(2)-equivariant operators.
The main results of Section 3 are Lemmas 3.2, 3.3. We construct in these lemmas admissible G-equivariant gradient homotopies for the class of operators in the form of a compact perturbation of a G-equivariant self-adjoint Fredholm operator L.
We use these homotopies in Section 4 in the case L = Id and G = SO (2) . Namely, we simplify computation of the degree for SO(2)-equivariant gradient maps at an isolated degenerate critical point i.e. at a critical point with the isotropy group SO(2) or at the infinity.
In Section 5 we formulate and prove the main results of this article. In Subsection 5.1 we study properties of the functional Φ A associated to the linear system (5.1.1). In Subsection 5.2 we formulate and prove the sufficient conditions for the existence of nonstationary T -periodic solutions of the nonlinear system (5.2.1), see Theorems 5.2.1, 5.2.2. We would like to emphasize that we cannot use in our approach the Leray-Schauder degree, see Remark 5.2.6. In Subsection 5.3 we study continuation of non-stationary T -periodic solutions of family of nonlinear equations (5.3.1), see Theorem 5.3.1.
In Section 6 we illustrate results proved in Section 5.
Preliminaria
In this section, for the convenience of the reader, we remind the main properties of the degree for SO(2)-equivariant gradient maps defined in [23] . This degree will be denoted briefly by ∇ SO(2) −deg. We finish this section with a theorem due to Rabier [19] and Wang [26] .
Put U(SO(2)) = Z ⊕ ∞ k=1 Z and define actions +, ⋆ : U(SO(2)) × U(SO(2)) → U(SO(2)) · : Z × U(SO(2)) → U(SO(2)) as follows α + β = (α 0 + β 0 , α 1 + β 1 , . . . , α k + β k , . . .) (2.1) α ⋆ β =(α 0 · β 0 , α 0 · β 1 + β 0 · α 1 , . . . , α 0 · β k + β 0 · α k , . . .) (2.2) γ · α =(γ · α 0 , γ · α 1 , . . . , γ · α k , . . .) (2.3) where α = (α 0 , α 1 , . . . , α k , . . .), β = (β 0 , β 1 , . . . , β k , . . .) ∈ U(SO(2)) and γ ∈ Z. It is easy to check that (U(SO (2)), +, ⋆) is a commutative ring with unit I = (1, 0, . . .) ∈ (SO(2)). Ring (U(SO(2)), +, ⋆) is known as the tom Dieck ring of the group SO(2). For a definition of the tom Dieck ring U(G), where G is any compact Lie group, we refer the reader to [11] .
If δ 1 , . . . , δ q ∈ U(SO(2)), then we write
Let V be a real, finite-dimensional and orthogonal representation of the group SO(2). If v ∈ V then the subgroup SO(2) v = {g ∈ SO(2) : g · v = v} is said to be the isotropy group of v ∈ V. Let Ω ⊂ V be an open, bounded and SO(2)-invariant subset and let H ⊂ SO(2) be closed subgroup. Then we define
is a closed subgroup then V H is a finite-dimensional representation of the group SO(2) and ∇f
Choose an open, bounded and SO(2)-invariant subset Ω ⊂ V such that (∇f ) −1 (0) ∩ ∂Ω = ∅. Under these assumptions we have defined in [23] the degree for SO(2)-equivariant gradient maps ∇ SO(2) −deg(∇f, Ω) ∈ U(SO(2)) with coordinates
In the following theorem we formulate the main properties of the degree for SO(2)-equivariant gradient maps.
Theorem 2.1 ( [23] ). Under the above assumptions the degree for SO(2)-equivariant gradient maps has the following properties
if W is an orthogonal representation of the group SO(2), then
is such that ∇f (0) = 0 and ∇ 2 f (0) is an SO(2)-equivariant self-adjoint isomorphism then there is γ > 0 such that
Remark 2.1. Directly from the definition of the degree for SO(2)-equivariant gradient maps, see [23] , it follows that
where deg B denotes the Brouwer degree.
Below we formulate product formula for the degree for SO(2)-equivariant gradient maps. 
For j, k ∈ N we denote by R[j, k] the direct sum of j copies of (R 2 , ρ k ), we also denote by R[j, 0] the trivial j-dimensional representation of SO (2) . We say that two representations V and W are equivalent if there exists an equivariant, linear isomorphism T : V → W . The following classic result gives a complete classification (up to equivalence) of finite-dimensional representations of the group SO(2) (see [1] ).
We will denote by m − (L) the Morse index of a symmetric matrix L. To apply successfully any degree theory we need computational formulas for this invariant. Below we show how to compute degree for SO(2)-equivariant gradient maps of a linear, self-adjoint, SO(2)-equivariant isomorphism.
Let (H, ·, · H ) be an infinite-dimensional, separable Hilbert space which is an orthogonal representation of the group SO(2) and let 
Then the following formula holds true
In other words µ L (λ i ) is the multiplicity of the eigenvalue λ i . Since operator L is linear, bounded, self-adjoint, and 
Below we formulate the continuation theorem for SO(2)-equivariant gradient operators in the form of a compact perturbation of the identity. In other words we study continuation of critical orbits of SO(2)-invariant C 1 -functionals. The proof this theorem is standard, but in this proof we have to replace the Leray-Schauder degree with the degree for SO(2)-equivariant gradient operators.
Then there exists continua (closed connected sets) C ± ⊂ H × R, with
and for both C = C ± the following statements are valid
We finish this section with a special case, G = SO(2), of the theorem due to Rabier and Wang, see [19, 26] . 
, where deg LS denotes the Leray-Schauder degree.
Admissible G-equivariant Gradient Homotopies
This section is of technical nature. We prove here the splitting lemma at the origin and at the infinity. In fact we construct admissible G-equivariant gradient homotopies. In the next sections, using these homotopies, we will compute the degree for SO(2)-equivariant gradient maps. Let G be any compact Lie group and let Φ ∈ C 2 G (H, R) has the following form
where ∇g : H → H is a G-equivariant compact operator and (F.1) L : H → H is a G-equivariant self-adjoint Fredholm operator. Assume that for p ∈ {0, ∞}
i.e.
We will denote by V p and W p the kernel and the image of 
The following two versions of the implicit function theorem will allow us to construct admissible G-equivariant gradient homotopies.
we obtain from the nonequivariant version of the implicit function theorem, where ε > 0 is sufficiently small. What is left is to show that w 0 is G-equivariant. Since the operator Φ
Moreover, we have and Φ
From the uniqueness of w 0 we obtain gw 0 (v) = w 0 (gv) for all v ∈ D ε (V 0 , 0) and g ∈ G, which completes the proof.
Then there is β 0 > 0 and G-equivariant
The above theorem has been proved as a part of the proof of Lemma 4.3 in [4] . G-equivariance follows in the same way as in the proof of Theorem 3.1. As a consequence of Theorems 3.1, 3.2 we obtain the following corollary. Let us consider continuous, G-equivariant extensionsw p : V p → W p of w p , p = 0, ∞, defined in Theorems 3.1, 3.2. To shorten notation we continue to write w p forw p , p = 0, ∞.
This family has been introduced by Dancer in [9] . Recall that homotopy H :
where Ω is an open, bounded, G-invariant subset of an orthogonal G-representation H, is said to be Ω-admissible iff
operator. By ∇H we denote the gradient of H with respect to the coordinate x ∈ H.
Proof. Observe that
Recall that L p and ∇η p are compact operators and V p is finite dimensional space. To complete the proof we use following facts (i) superposition of compact and continuous mappings is compact, (ii) continuous, finite-dimensional mapping is compact, (iii) continuous mapping defined on a finite dimensional Banach space is compact.
We finish this section with splitting lemmas at the origin and at the infinity.
Lemma 3.2. (Splitting lemma at the origin) Suppose that functional
(1) has been verified for example in [15] , for α 0 > 0 taken as a sufficiently small number. Lemma 3.1 yields (2). To complete the proof notice that
Lemma 3.3. (Splitting lemma at the infinity) Suppose that functional
satisfying the following conditions
Applying Theorem 3.2 to Φ, we obtain β 0 > 0 and a G-equivariant C 1 -mapping
Consider the family
We claim that there exists
iff w = 0. Indeed, w = 0 is a solution of (3.6). We proceed to show that it is unique.
Denote the right side of the above equality by φ(v, t)(w). From the mean value theorem and (3.5) we obtain
Hence φ(v, t) : W ∞ → W ∞ is a contraction. Using the Banach fixed point theorem we conclude that w = 0 is the unique solution of (3.6). If
Now it suffices to take α ∞ = max{β 1 , β 2 }. Lemma 3.1 yields (2). To complete the proof notice that
Remark 3.1. Notice that from conditions (1) 
Hence both homotopies
H p are Ω-admissible for Ω = D αp (V p , 0) × D αp (W p , 0).
Applications of Splitting Lemmas
In this section we compute the indices of isolated critical points of SO(2)-invariant functionals in terms of the degree for SO(2)-equivariant gradient maps. Throughout this section we assume that L = Id, G = SO(2) and dim 
, and assumptions (F.1) − (F.6) are fulfilled. Moreover, assume that 2) and (4.1) we have
is well-defined gradient map and notice that by Remark 2.1 we have
Taking into account formulas (2.2), (4.2) and (4.3) we complete the proof.
Recall, that by V L (λ i ) we denote the eigenspace of the operator L corresponding to the eigenvalue λ i . Using Theorem 2.5 we obtain
is a finite-dimensional representation of the group SO(2), from Theorem 2.3 we obtain numbers j 0 ≥ 0, j 1 , . . . , j r > 0 and k r > . . 
Hence we have proved the following lemma.
, and assumptions (F.1) − (F.6) hold. Then
Moreover, by formula (2.2), we have
Corollary 4.1. Let assumptions of Lemma 4.2 be satisfied. Assume additionally that
Applying formula (4.4) we complete the proof.
Nonstationary Periodic Solutions of Autonomous Newtonian Systems
Throughout this section we study periodic solutions of autonomous Newtonian systems. We define an SO(2)-invariant functional on a suitably chosen infinite-dimensional Hilbert space which is an infinite-dimensional, orthogonal representation of the group SO(2). Critical orbits of this functional are in one-to-one correspondence with solutions of a considered system. Therefore for our purpose it is enough to study only the critical orbits of this functional. We begin this section with a definition of an appropriate Hilbert space. Fix T > 0 and define
It is known that H
1
T is a separable Hilbert space with a scalar product given by the formula u, v H 1
is an orthogonal representation of the group SO(2) with an SO(2)-action given by shift in time. Let us consider the following Newtonian system
where V ∈ C 2 (R n , R). Solutions of (5.1) are in one to one correspondence with critical points of an SO(2)-invariant
In the other words the gradient ∇Φ V :
1 -operator in the form of a compact perturbation of the identity.
Linear Equation.
In this section we carry on detailed analysis of a linear system of the form     ü
where A is a real, symmetric (n×n)-matrix. Moreover, we study properties of a functional associated with equation (5.1.1).
Define the corresponding functional Φ
T is a linear, self-adjoint, SO(2)-equivariant and compact operator defined by the formula
To study the linear eigenvalue problem u − λL Id R n (u) = 0 it is enough to consider the following system     ü
It is easy to check that eigenvalues and eigenspaces of the operator L Id R n :
From the above we obtain that an orthonormal basis in H 1 T can be chosen as follows
or in equivalent way
where i = 1, . . . , n and k ∈ N. It is clear that u ∈ H 1 T possesses Fourier series of the form
In the following lemma we study properties of the operator
where
What is left is to compute
T and notice that
Summing up, we obtain ∇Φ
For simplicity of notation, we let u k (t) stand for a k · cos 2kπ
and notice that
Summing up, we obtain
which completes the proof.
As a direct consequence of Lemma 5.1.1 we obtain the following two corollaries.
Corollary 5.1.1. The following conditions are equivalent
For α ∈ R we will denote by µ A (α) the multiplicity of α considered as an eigenvalue of matrix A. If α / ∈ σ(A) then it is understood that µ A (α) = 0. Moreover, if α ∈ σ(A) then we will denote by V A (α) the eigenspace of A corresponding to the eigenvalue α. For any k ∈ N ∪ {0} define
where the numbers ν(A, T ), j(A, T ) are defined in [18] on page 207. Since we are going to apply the degree for SO(2)-equivariant gradient maps, we have to describe the finitedimensional spaces ker Id − L A and
as representations of the group SO(2).

It is not enough for our purpose to know only the dimensions ν(A, T
The following corollary will prove extremely useful in the next sections.
T has the following properties
The following fact is a direct consequence of Theorem 2.5, Lemma 5.1.1 and Corollaries 5.1.1, 5.1.2. (2)).
It is understood that if H
1 T,− = {0} then ∇ SO(2) − deg ∇Φ A , D γ H 1 T , 0 = I ∈ U(SO
Existence of Periodic Solutions of Nonlinear Equation.
In this section we formulate sufficient conditions for the existence of non-stationary T -periodic solutions of autonomous Newtonian systems. Let us consider the following Newtonian system
Recall that for p ∈ H SO(2) and γ > 0 we set (2)) in the following way
SO (2) . Suppose, contrary to our claim that p is not isolated in (2) and Corollary 3.1 we obtain that p is not isolated in (∇Φ)
But there is only a finite number of stationary solutions of (5.2.1), a contradiction. , p) ). We obtain
Applying (2.2) we obtain the assertion.
The following theorem ensures the existence of at least one non-stationary T -periodic solution of system (5.2.1). See [21, 22] for related results.
Theorem 5.2.1. Suppose that
and that
T ). Then there exists at least one non-stationary T -periodic solution of (5.2.1).
Proof. Notice that stationary solutions p 1 , . . . , p q and ∞ are isolated critical points of functional Φ V given by (5.2). Suppose, contrary to our claim, that p 1 , . . . , p q are the only T -periodic solutions of (5.2.1). Thus we can choose α ∞ , α p i > 0, i = 1, . . . , q such that
From the Theorem 2.1, (3) and (4) we obtain
But since Φ V satisfies assumptions of the Lemma 5.2.2, we have 
then there exists at least one non-stationary T -periodic solution of (5.2.1).
In that case we cannot define I V (p, T ) such as in Definition 5.2.1. However, we can define almost all the coordinates of it. Recall that for {k 1 , . . . , k r } and {i 1 , . . . , i s } ⊂ {1, . . . , r} we have
..is } and define
for H = SO (2),
T is an isolated critical point of
, where α is a conveniently chosen radius and Φ V is a functional given by (5.2).
Proof. Notice that if p is an isolated critical point of Φ V , then functional Φ V satisfies conditions (F.1)-(F.6). Applying Lemma 4.2, we conclude
Therefore taking into account formula (2.2) we obtain the following
But from Fact 5.1.1 we obtain
Taking into consideration that
we complete the proof.
Combining the above considerations with Theorem 5.2.1 we can formulate its more general version.
Theorem 5.2.2. Suppose that
If there exists k ∈ N such that I V (p, T ) k is defined for all p ∈ {p 1 , . . . , p q , ∞} and
and the minimal period of any solution sufficiently close to p 0 equals
, for some {i 1 , . . . , i s } ⊂ {1, . . . , r}.
Proof. Assume that stationary solutions p 1 , . . . , p q and ∞ are isolated critical points of Φ V . If they were not isolated, we would obtain an infinite sequence of critical points of Φ V , i.e. a sequence of T -periodic non-stationary solutions of (5.2.1), which is our assertion. Suppose, contrary to our claim, that p 1 , . . . , p q are the only T -periodic solutions of (5.2.1).
As in the proof of Theorem 5.2.1 we obtain
But since Φ V satisfies assumptions of the Lemma 5.2.3, we have
Hence from Corollary 5.1.2 it follows that ker
That is why the isotropy group SO(2) x of any element of
. The rest of the proof is a direct consequence of Corollary 3.1. 
then there exists at least one non-stationary T -periodic solution of (5.2.1). 
From Theorem 2.7 it follows that
deg LS ∇Φ, D α∞ H 1 T , ∞ \ cl p i=1 D αp i H 1 T , p i , 0 = = deg LS ∇Φ SO(2) , D α∞ H 1 T , ∞ \ cl p i=1 D αp i H 1 T , p i SO(2) , 0 = = deg B − V ′ , D α∞ R n , ∞ \ cl p i=1 D αp i R n , p i , 0 = 0 ∈ Z because V ′ −1 (0) ∩ D α∞ R n , ∞ \ cl p i=1 D αp i R n , p i = ∅.
Continuation of Periodic Solutions of Nonlinear Equation.
In this section we study continuation of non-stationary T -periodic solutions of the family of Newtonian systems of the form
we denote the index defined in the previous section.
Then there exists an infinite sequence of non-stationary T -periodic solutions of (F ) 0 converging to some p ∈ {p 1 , . . . , p q , ∞} or there exist closed, connected sets C ± such that 
Proof. Consider functional Φ
given by (5.2) and suppose that stationary solutions p 1 , . . . , p q and ∞ are isolated solutions of (5.3.1) on level λ 0 = 0, i.e. they are isolated critical points of Φ V 0 . Thus we can choose α ∞ , α p i > 0, i = 1, . . . , q such that
Notice that from the assumption (3) and 
Illustration
In this section we illustrate abstract results proved in the previous parts of this article. Namely, we study non-stationary T -periodic solutions of the following system     ü
where potential V : R n → R is defined as follows
where a > 0 and V ′′ (∞) is a real symmetric (n × n)-matrix. In the following four lemmas we study properties of the functional V.
Additionally, there is an orthogonal matrix P ∈ O(n, R) such that
where J(V ′′ (∞)) = diag {λ 1 , . . . , λ n }. Moreover, we have
The easy proof of the above lemma is left to the reader.
. . , n we have
Proof. Let P ∈ O(n, R) be as in Lemma 6.1. Hence V ′ (y) = 0 iff P −1 V ′ (P y) = 0 and moreover
. It is clear that
Taking into account that µ V ′′ (∞) (λ i ) = 1 for any λ i ∈ σ − (V ′′ (∞)) and the above we obtain that
. . . 
Proof. By Lemma 6.4 we have
. . , n and any
Taking into account (6.3) we complete the proof.
Lemma 6.4. Under the above assumptions ind(−V
Proof. Notice that for sufficiently large x and λ i ∈ σ(V ′′ (∞)) \ {0} we have
= sign λ i .
Since the above, for any t ∈ [0, 1] and sufficiently large x we have
Define a map Ψ :
It is easy to verify that
there is β 0 > 0 such that for any t ∈ [0, 1] and any x ∈ R n such that
which completes the proof. . Under these assumptions (6.1) is the Sitnikov circular problem studied for example in [7] , [16] . It is easy to check that (V ′ where V λ ∈ C 2 (R n , R), λ ∈ R and V 0 is given by formula (6.2). 
