Reasoning behind step four of the schema for the simultaneous GPR and simple linear regression calibration model
Once the optimum for the (initial) GPR was found, we used the learned covariance function to find the mean of each lowcost node i's Gaussian Distribution conditional on the remaining 30 nodes within the network (i.e., #|% &' ) on day t as described mathematically in Eq. (S1)-(S4) and repeatedly did so until all 59 days' #|% &' (i.e., | ) were found and then recalibrated that low-cost node i based on the | . This procedure was performed iteratively for all low-cost nodes one at a 5 time. &' are the covariance between the low-cost node i and itself, the low-cost node i and the remaining 30 nodes, the remaining 30 nodes and the low-cost node i, the remaining 30 nodes and themselves, and the low-cost node i conditional on the 15 remaining 30 nodes and itself, respectively, on day t.
The reasoning behind recalibrating each low-cost node i based on the | is given as follows:
The conditional log-likelihood under the Univariate Gaussian distribution on day t is: 20
Then the complete log-likelihood over all 59 days is therefore given by:
The objective is to maximize the complete log-likelihood over all 59 days (i.e., S6), that is equivalent to minimizing the term
: 25
and is a vector of the intercept and slope (to be learned) of the simple linear regression calibration equation for low cost node i.
is then equivalent to optimizing a simple linear regression model to re-calibrate the raw low-cost node signals based on the mean of each node's Gaussian Distribution conditional on the remaining 30 nodes within 5 the network (i.e., | ). 
Figure S6: Gaussian Process Regression model 24 h performance scores (including RMSE and percent error) for predicting the measurements of the 22 holdout reference nodes across the 22-fold leave-one-out cross-validation using the full sensor network, when measurements of two (bottom/1 st row), four (2 nd row), six (3 rd row), eight (4 th row), and all ten (top/5 th row) of the low-cost nodes developed significant (11 %-99 %, left column), marginal (1 %-10 %, right column), and a balanced mixture of significant

