Introduction and results
One of the basic results in extremal set theory was discovered in 1] and rediscovered in 2]: For a given number of k{element subsets of an n{set the shadow, that is, the set of (k ? 1){element subsets contained in at least one of the speci ed k{element subsets, is minimal, if the k{element subsets are chosen as an initial segment in the squashed order (see 10]; called colex order in 11]), that is, a k{element subset A precedes a k{element subset B , if the largest element in A4B is in B . A closely related result was discovered in 3] and rediscovered in 5]: For a given number u 2 0; 2 n ] of arbitrary subsets of an n{set the \Hamming distance 1"{boundary is minimal for the initial segment of size u , also called in short \ u{th initial segment", in the H{order (of 3] ), that is, if one chooses all subsets of cardinality less than n ? k ( k suitable) and all remaining subsets of cardinality n ? k , whose complements are in the initial segment of the squashed order.
In this paper we consider sequences and subsequences rather than sets and subsets.
The basic objects are X n = n Q X for X = f0; 1g and n 2 N , and operations of deletion 5 i , 5 and of insertion 4 i , 4 . Here 5 i (resp. 4 i ) means that letter i (i = 0; 1 ) is deleted (resp. inserted) and 5 (resp. 4 ) means the deletion (resp. insertion) of any letter.
So for A X n we get the down shadow 5A = fx n?1 2 X n?1 : x n?1 is subsequence of some a n 2 Ag (1.1) and the up shadow 4A = fx n+1 2 X n+1 : some subsequence of x n+1 is in Ag: G(n; jAj) and the bound is achieved by the jAj{th initial segment in H{order .
This result was rst obtained by D.E. Daykin and T.N. Danh 8] . We are grateful to David for his dramatic story about the complexity of their ( rst) proof. It gave us the impetus to (quickly) nd a proof with fairly lengthy calculations with binomial coe cients. Subsequently Daykin/Danh gave also another proof, which can be found in the collection 9]. Then we gave a very \short proof" in 9] based on Lemma 6 of 6] and our inequality (2.5) below. Unfortunately, as was kindly pointed out by David, the original proof of (2.5) has an error in equation (6) 
D. Two isoperimetric inequalities.
It has been emphasized in 7] that isoperimetric inequalities in discrete metric spaces are fundamental principles in combinatorics. The goal is to minimize the union of a speci ed number of spheres of constant radius. We speak of an isoperimetric inequality, if this minimum is assumed for a set of sphere{centers, which themselves form a sphere (or quasi{ sphere, if numbers do not permit a sphere). ? r d (A) = x n 0 2 X : d(x n 0 ; a n ) r for some a n 2 A :
(1.13) 1 A referee kindly pointed out to us that the equivalence of Theorem 2 and Theorem 3 can be derived with a theorem in \Variational principle in discrete extremal problems" by Bezrukov (Reihe Informatik Bericht tr{ri{94{152, Universit at{GH{Paderborn).
A prototype of a discrete isoperimetric inequality is the one discovered in 3], rediscovered in 5], and proved again in 6]. Here d equals the Hamming distance d H and is de ned on X n X n .
We recall the result. For G(n; u) = n n + n n ? 1 ? n j ).
We de ne now two distances, and , in X . In fact, he used this idea also in his proof of the isoperimetric inequality for the Hamming space. He just had to establish the corresponding inequality for G , de ned in (1.14).
Lemma 2 (Lemma 6 of 6]): If 0 u 1 u 0 and u u 0 + u 1 , then G(n; u) max ? u 0 ; G(n ? 1; u 1 ) + G(n ? 1; u 0 ):
The discoveries in the present paper are similar inequalities for G (dened in (1.8), (1.9), (1.11), and (1.12)), which for cardinalities of shadows resp. boundaries considered describe their values for segments in the H{order . We state rst the inequalities for F . They are proved in the same way as those for G below. Next we derive the inequalities for G . G(n; u) for u as in (1.10) and the equivalence of (2.2) and (2.6) immediately follows.
Next we show (2.5). For u as in (1.10) denote by`n(u) and r n (u) the smallest j with j > j and the number of i's with i = i , respectively. we let w = w , if r n (w) = 0 , and otherwise w = n n + + n k 0 + 1 + k 0 k 0 + + `n(w) n (w) + `n(w) n (w) ? 1 = w ? r n (w) +`n(w); G(n; u) = n + 1 n + 1 + + n + 1 k + 1 + k + 1 k + + t + 1 t :
All these functions are increasing in u and they transform binomial representations into binomial representations. This makes it easy to apply them repeatedly.
We notice that the representation of 5 G(n; u) may be not unique, due to the appearance of the term ? 0 0 . However, it causes no di culties to apply the functions, because both representations (if they exist) always give the same result, when 5 G , G or 4 G are applied. 9 More speci cally, the non{uniqueness happens only when t = t = 1 in (1.10), and with the notation`n(u) =`(say) in the proof of (2.5), 5 G(n; u) = n ? 1 n ? Denote an initial segment in squashed order (see 10]) over X n k by S and write S for the set of complements of the members of S . Thus S X n n?k and jSj = jSj = v , say.
We speak here about the complementary squashed order or in short about the CS{order.
We Proof: (i) We use the expansion (1.6) for v and look at any s n 2 S : s t i = 0 for i = 1; 2; : : :; k and 1 t 1 < t 2 < < t k n:
By the de nition of the CS{order there must be a j such that for all i 2 (j; k] t i = a i +1
and for all i j t i a j . Now suppose that we delete for some index`s t`. We can assume that s t`?1 = 1 , because otherwise we can delete s t`? 1 and get the same subsequence. Let s 0n?1 be the resulting subsequence, t 0 i = t i for i <`and t 0 i?1 = t i for i >`. Conversely, given a sequence s 0n?1 in X n?1 n?k and in the 5 F(k; v){th initial segment the forgoing argument provides a way to nd an s n in the v{th initial segment from which s 0n?1 is obtainable by deleting a 0 .
(ii) Use again the s n described above and let s 00n+1 be obtained by inserting a 1 before s t`00 , t 00 i = t i for i <`0 0 and t 00 i = t i + 1 for i `0 0 . Then s 00 t 00 i = 0 for all i and for i j 00 t 00 i a i +1 ; for i > j 00 t 00 i = a i +2 = (a i +1)+1 , if we choose j 00 = max(j;`? 1) .
Clearly, such an s 00n?1 is in the (ii) for n > 2 :
Recall the de nition of the operator \^" in (3.3).
Considering 4 According to the 5{inequality this can be lower bounded with the desired 5 G(n; jAj) , if jA 0 j; jA 1 j < 5 G(n; jAj) . Otherwise we have for some i jA i j = max(jA 0 j; jA 1 j) 5 G(n; jAj) and we are done again, because 5A A i .
The achievability follows from Lemma 6.
Proof of Theorem 3
The proof goes in exactly the same way as the proof of Theorem 1, (ii) (and the \ 4 1 " part of (iii)), except that here we use (2.6), Lemma ? ? : : : ?(?A) : : : = x n 2 X n : d H (x n ; a n ) `for some a n 2 A Fortunately this commutative law holds also for the operations 5 , 4 , and ? ! Indeed, using the short notation 5fx n g = 5x n ; 4fx n g = 4x n ; ?fx n g = ?x n ; we see that 5f4x n g = 4f5x n g; ?f4x n g = 4f?x n g; 5f?x n g = ?f4x n g: We are now ready to state and prove the main result. and (i) as well as its optimality immediately follows from Proposition 3, (6.11) and Proposition 1 (applied twice).
(ii) Similarly to (6.9), we have also 
