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Abstract
Taxonomies are design science artifacts used by
researchers and practitioners to describe and classify
existing or future objects of a domain. As such, they
constitute a necessary foundation for theory building.
Yet despite the great interest in taxonomies, there is
virtually no guidance on how to rigorously evaluate
them. Based on a literature review and a sample of 446
articles, this study explores the criteria currently
employed in taxonomy evaluations. Surprisingly, we
find that only a minority of taxonomy building projects
actually evaluate their taxonomies and that there is no
consistency across the multiplicity of criteria used. Our
study provides a structured overview of the taxonomy
evaluation criteria used by IS researchers and
proposes a set of potential guidelines to support future
evaluations. The purposeful and rigorous taxonomy
evaluation our study advances contributes to DSR by
bridging the gap between generic evaluation criteria
and concrete taxonomy evaluation criteria.

1. Introduction
To enable information systems (IS) to develop its
full potential, design science research (DSR) provides
the concepts and methods required to explore and
understand IS artifacts [1]. Representing one of the
fundamental types of design science artifacts,
taxonomies can be used to describe and classify
existing or future objects of a domain. They also allow
to differentiate objects by revealing similar and
different characteristics, which is essential to
understanding a domain of interest [2]. In this way,
taxonomies serve to structure and organize a body of
knowledge and facilitate the study of relationships
among concepts, “with all the potential advantages that
bring for the advancement of the field” [3, p. 85], and
to hypothesize about these relationships. Enabling
researchers to describe and analyze a domain is an
inevitable aspect of theory building, for which
taxonomies are well suited [2, 4, 5].
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In striving for rigor, design science extensively
evaluates artifacts [6, 7]. Like any other artifact in
DSR [1], taxonomies too have to be evaluated [2].
Although as structure-giving artifacts they are
important for the exploration of new research fields in
IS (e.g., [8, 9]) and for developing novel software
artifacts (e.g., [10]), taxonomies are rarely evaluated,
nor is there any consistency in terms of the criteria
used for evaluation. Nickerson et al. [2] have proposed
guidance for taxonomy building in form of a
development method, which is widely accepted in IS
and has been applied to contexts as diverse as the
internet-of-things [11], FinTechs [12], and crowdfunding
[13]. However, we found that there is hardly any
methodological guidance for taxonomy evaluation, and
none whatsoever for evaluation criteria.
The evaluation of taxonomies responds to both the
general call for evaluation in DSR (e.g., [14–16]), and
to more taxonomy-specific calls for evaluation (e.g.,
[2, 17]). This study seeks to shed light on the question
of which criteria researchers currently employ to
evaluate taxonomies, and aims to inform future
taxonomy endeavors. Based on a systematic analysis of
existing literature, we make two main contributions:
First, we provide an overview of the evaluation criteria
researchers currently use to evaluate their taxonomies
(i.e., artifact-specific evaluation criteria). Second, we
make six guiding recommendations on the criteria
which taxonomy developers should consider and how
they can be applied meaningfully as part of taxonomy
evaluations. We thereby extend the taxonomy
development method proposed by Nickerson et al. [2]
and enable researchers to undertake a more informed
and purposeful evaluation. Our ultimate aim is to
support researchers with “observ[ing] and measur[ing]
how well the artifact [in this case, taxonomies]
supports a solution to the problem [in this case that of
structuring a domain of interest] [which] requires
knowledge of relevant metrics [here, taxonomy
evaluation criteria]” [18, p. 56].
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2. Research background
2.1. Taxonomies in Information Systems
The ability to classify objects is of great importance
to the organization of knowledge [19] and the analysis
of complex domains [2]. Without it, each object has to
be perceived as unique, and thus, researchers would be
overwhelmed by the sheer diversity of objects [20]. For
the classification of objects, schemes can be employed
to, for instance, facilitate the structuring of concepts
and their relationships to each other, or characterize
similarities and differences between domains [2, 19,
21]. In IS research, taxonomies are seen as the
prevailing form of classification schemes [2, 22].
In addition to their descriptive and classificatory
purpose, a taxonomy can also serve as a theory for
analyzing, the most basic type of theory (so-called
taxonomic theory [5]) and the foundation for more
advanced theories [4]. Similarly, as taxonomies
attempt to describe the objects that play a role in
certain phenomena [23], improving our understanding
of a domain via taxonomies can also lead to basic
theory-building as “a robust taxonomy can […] be
used to perform ex post theory building” [24].
As taxonomies are design artifacts, applying rigor
to both their building and their evaluation has to be a
prerequisite.
Concerning
taxonomy
building,
Nickerson et al. [2] propose an iterative, seven-step
method which combines inductive and deductive
building. This is, the method is able to develop a
structure for understanding a domain of interest,
deducing characteristics and dimensions (groups of
characteristics) from conceptual foundations (e.g.,
previous research about a domain) as well as from
empirical data (e.g., real-world objects from a domain).
Concerning evaluation, the method comprises some
guidance that advices to differentiates between
objective and subjective ending conditions. Subjective
ending conditions seek to ensure high quality while
building taxonomies, and objective ending conditions
determine when to stop the taxonomy development. It
is unclear to what extent the ending conditions can also
be used (or already are used) for the evaluation of
completed taxonomies. Nickerson et al. [2] themselves
“leave this as an area for future research” (p. 2).
As a starting point, researchers can draw on the rich
body of DSR literature. Given that the “[criteria] for
evaluation of IS designs and artifacts are too many to
enumerate” [16, p. 84], we resisted the temptation to
provide an exhaustive review of all generic evaluation
criteria in DSR. Although there is a variety of general
guidelines and criteria available in DSR (see [6-7],
[25], [27]), there are only very few taxonomy-specific

evaluation guidelines, which is problematic because it
makes it more difficult for researchers to make
informed decisions with regard to the selection and
suitability of evaluation criteria.

2.2. Evaluation criteria in Design Science
As part of conducting rigorous research on the
development and use of artifacts, DSR emphasizes the
role played by evaluation to check and confirm the
robustness of research results (e.g., [6, 7, 14–16, 25,
27-28]). Suitable evaluation criteria should be chosen
based on the nature of the artifact [18, 25]. Evaluations
in DSR involve assessing how well an artifact achieves
its expected utility, quality, and efficiency, as well as
what makes it work. Furthermore, it may also involve
comparing the performance of one artifact to that of
another [16]. The Framework for Evaluation in Design
Science (FEDS) offers four evaluation strategies
accommodate the different nature of the risk that
characterizes each type of artifact: that researchers can
use to evaluate their artifacts [16]: (1) Low social or
technical risks (quick & simple, e.g., for a taxonomy on
hotel booking apps, [67]), (2) social or user-oriented
risks (human risk & effectiveness, e.g., for a taxonomy
on virtual reality in healthcare, [10]), (3) technical risks
(technical risk & efficiency, e.g., for a taxonomy on
smart things, [11]), and (4) without any social or
human risks (purely technical, e.g., for a taxonomy on
technical characteristics of block-chain systems, [26]).
Thus, a taxonomy’s evaluation strategy is not only
appropriate to the target group or purpose it serves, but
also to the objects it intends to capture. To implement
these abstract evaluation strategies, previous literature
already advocates various context-independent (i.e.,
artifact-independent) methods and criteria. In an earlier
study, we systematically analyzed methods that
researchers employ to evaluate taxonomies [29] and
concluded that there is no generally accepted
consensus on the application of these methods with
regard to the choice of suitable criteria for taxonomy
evaluation. The selection of criteria for taxonomy
evaluation is often ad-hoc and there is no prescriptive
knowledge about which criteria are conducive to
taxonomy evaluation. Therefore, this study focuses on
the identification and analysis of evaluation criteria
that reflect the specific characteristics of taxonomies.

3. Method
Pursuing the goal of a comprehensive overview of
evaluation criteria which researchers currently employ
to evaluate taxonomies, we obtained 446 articles in
four separate steps (see Figure 1): (Step 1) A citation
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analysis of the widely used method for taxonomy
development in IS, the method by Nickerson et al. [2],
(Step 2) a keyword search in the AIS Senior Scholars'
Basket of Journals, (Step 3) a keyword search in the
AIS eLibrary for articles published in the proceedings
of the ICIS and ECIS, and (Step 4) a keyword search in
the SpringerLink library (since 2010) for articles
published in the proceedings of the DESRIST.

(Step 1) Citation analysis
of Nickerson et al. [2]

(Step 2) Keyword search in
AIS Senior Scholar´s Basket

(Step 3) Keyword search in
proceedings of ICIS/ECIS

(Step 4) Keyword search
in proceedings of DESRIST

Total number of
articles identified

Phase 2: Analysis

Phase 1: Identification

Figure 1. Identification of relevant articles

Total number of
articles identified

252

70

73

51

446

After removing nonEnglish articles

237

70

71

51

431

After removing neither
journal nor conference

199

68

71

51

389

After removing
duplicates

191

63

52

50

356

Articles that build
a taxonomy

126

47

23

5

201

Articles that evaluate
a taxonomy

45

12

4

2

63

Articles that report
evaluation criteria

41

9

3

1

54

For the citation analysis of the seminal article by
Nickerson et al. [2], we used the citation-indexing
service by Google Scholar (Step 1). We sought to
identify relevant articles of high quality by including
articles that cite [2], that are written in English, and
that are published in peer-reviewed journals or
conference proceedings. Ending in October 2018, the
citation analysis revealed 252 citations. We excluded
those articles that do not match the aforementioned
criteria and obtained 191 articles.
To identify additional articles, we performed a
keyword-based search with “taxonomy” for title,
abstract, and keywords up until and including 10/2018
(timespan) in the AIS Senior Scholars’ Basket of
Journals (Step 2), in the proceedings of the ICIS, ECIS
(Step 3), and DESRIST (Step 4). In total, we found 194
articles. We removed 24 duplicates and excluded five
articles that are neither journal nor conference articles.
After creating our collated literature, the first and
second author independently read each article and
decided (i.e., coded) whether an article (1) is concerned
with the building of a taxonomy (yes or no), (2) is
concerned with the evaluation of a taxonomy (yes or

no) and (3) reports evaluation criteria (yes or no, if yes,
which evaluation criteria). We identified 356 unique
articles that match our initial search criteria. In 201 of
these, researchers develop a taxonomy, in 63 articles
they evaluate a taxonomy, and in 54 articles they report
on the evaluation criteria. An article could appear in
more than one of these three groups. For example,
researchers may build and evaluate a taxonomy in an
article. We validated the coding of the articles by
calculating the interrater reliability. The following
percentages of agreement were obtained: taxonomy
development (98 %) (researchers build a taxonomy),
taxonomy evaluation (97 %) (researchers evaluate a
taxonomy), and taxonomy evaluation criteria (92%)
(researchers name evaluation criteria). Reassuringly,
the interrater agreement between the authors for the
selected articles with regard to taxonomy development
and taxonomy evaluation is very high throughout, with
values for Cohen’s Kappa and Krippendorf’s Alpha
between 0.89 and 0.96. With regard to taxonomy
evaluation criteria values are lower but for the
explorative character of the coding acceptable (0.62).
In the cases of disagreement, the authors discussed
their opinions to come to a joint verdict.

4. Taxonomy evaluation criteria
From the sample of 446 articles, we identified 54
articles that report on taxonomy evaluation criteria.
Across the 54 articles, we identified 43 different
evaluation criteria. In Table 1 we show which criteria
were used, by, which article, and how often.

4.1. Objective and subjective ending conditions
as taxonomy evaluation criteria
From our sample, researchers evaluate a taxonomy
in 63 articles, and of these, 38 apply the taxonomy
development method by Nickerson et al. [2].
Expectedly, these 38 articles should follow the
objective and subjective ending conditions by [2] to
indicate when to stop with the taxonomy building (i.e.,
objective conditions) and to verify the usefulness of the
resulting taxonomy (i.e., subjective conditions).
Objective ending conditions. Referring to the
eight objective conditions, 16 out of 38 articles
explicitly state that they apply the ending conditions
and do this without giving any further detail (e.g.,
[40]). An additional six articles offer details on how
the ending conditions have been applied (i.e.,
describing the conditions in own words or adapting the
descriptions from [2], e.g., [57, 64]). Another two
justify when the ending conditions are perceived as
fulfilled in the taxonomies’ particular context (e.g., “all
repair processes have been examined [,] no repair
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process will be combined or divided [,] no
characteristic will be further added [,] no characteristic
will be combined or divided [,] each characteristic will
be unique”, [44, p. 421]). When analyzing the usage of
the objective ending conditions, one observation stood
out: There are articles which discuss the exclusion of
some ending conditions. For instance, researchers
explicitly exclude the ending condition ‘all objects or a
representative sample of objects have been examined’,
as the sample of objects employed in that particular
research context is neither comprehensive nor
representative [69]. In another example, the ending
condition ‘at least one object is classified under every
characteristic’ had been excluded because the
characteristics of the taxonomy are conceptually
derived (e.g., from latest research), but, not yet
implemented by real-life objects [52].
Subjective ending conditions. With regard to the
subjective ending conditions (i.e., concise, robust,
comprehensive, extendible, and explanatory), four out
of 38 articles merely cite the conditions (e.g., [70]). A
further 20 articles state all or a subset of the subjective
conditions, and another ten elaborate why and how
evaluation criteria are fulfilled in the taxonomies’
particular context. By analyzing the application of the
subjective ending conditions, we made the following
observations: First, ten articles apply a subset of
subjective conditions (e.g., [34]) or customize the set
by, for example, adding, adjusting, and/or eliminating
conditions (e.g., robust, concise, unambiguous,
comprehensive, [33]). Second, ten articles provide
details about why the evaluation criteria have been met
by outlining their application (e.g., “concise enough to
be easily applied [,] robust differentiation of distinct
system archetypes [,] comprehensive in that it has
allowed us to classify every crowdsourcing system in
our samples [,] future work could certainly extend the

typology [,] current version has sufficient explanatory
power with respect to the essential crowdsourcing
mechanisms”, [36, p. 7]). A further three articles aim to
measure the fulfillment of the criteria including, for
example, by verifying the taxonomy’s robustness. This
requires analyzing a taxonomy’s usage over time,
which can be done in longitudinal studies in which a
sample of objects is analyzed across several time
periods [17]. Another article measures the taxonomy’s
conciseness by determining its simplicity [25] in terms
of, for example, the number of dimensions and
characteristics. Third, some articles employ the
subjective ending conditions, for example, to elaborate
on the quality of other research outcomes (e.g., [63]),
but without applying Nickerson et al.’s [2] method.

4.2. Usefulness as taxonomy evaluation criteria
Following the design science paradigm of building
and evaluating artifacts, it is generally prescribed that
the development of new artifacts requires determining
its usefulness. Typically, usefulness is defined as “the
degree to which the artifact positively impacts the task
performance of individuals” [25, p. 266] and indicates
the extent to which the design of an artifact is capable
of usefully supporting stakeholders with their intended
purpose of using the artifact [14]. There are hardly any
guidelines, however, on how to evaluate the usefulness
of taxonomies. The most frequently used evaluation
criteria are those [2] propose as part of their taxonomy
building method and which are supposed to “be
applied before putting a taxonomy into use” [2, p. 342].
These criteria (i.e., the five subjective ending
conditions) particularly aim to ensure the high quality
of taxonomies during the process of taxonomy building.
However, some authors state that the usefulness of
taxonomies can only be evaluated by observing a

Table 1. Overview of identified articles
Taxonomy evaluation criteria

References using taxonomy evaluation criteria

Usefulness

[10–12, 17, 25, 30–58]

Appearance
34

Comprehensiveness*

[11, 12, 25, 30–45, 59–64]

25

Applicability

[4, 11, 12, 24, 30–34, 43, 46–51, 59, 60, 65–70]

24

Robustness*

[11, 12, 17, 30–39, 43, 59–64, 71]

21

Conciseness*

[11, 12, 25, 30, 32, 34–44, 59–63]

21

Extensibility*

[11, 12, 25, 30–32, 34–41, 43, 44, 59–63]

21

Explanatory*
[11, 12, 30, 32, 34–41, 50, 59–63]
18
Understandability [4, 30, 31, 35, 50, 52, 56, 72], collectively exhaustive [4, 26, 35, 40, 43, 61, 71],
completeness [25, 32, 34, 35, 53, 58, 73], mutually exclusiveness [26, 35, 40, 43, 61, 71],
distinctiveness [26, 33, 43, 45, 46], reliability [11, 45, 54, 74], utility [10, 49, 61, 65], efficiency [10, 41, 51],
2-8
stability [24, 57], uniqueness [39, 61], repeatability [38, 39], sufficiency [41, 70], construct validity [30, 75],
consistency [45, 73], parsimoniousness [42, 45], effectiveness [17, 31]
Exhaustiveness [57], adequateness [35], compatibleness with theories [35], purposefulness [33],
unambiguousness [33], usability [40], inclusiveness [40], feasibility [17], descriptiveness [44], versatileness [44],
1
sufficiently detailedness [62], generalizability [54], appropriate wording [31], relevance [31], real-world fidelity
[72], face validity [49], modifiability [25], simplicity [25], suitability [58], no unnecessary categories [4]
*Subjective ending condition from Nickerson et al. [2]
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taxonomy’s application over time, and after completion
(e.g., [36]), and would require additional evaluation
criteria. This stipulation is also in line with design
science literature, which advocates that a rigorous
research process should strictly separate building from
evaluation, especially when it comes to the iterative
development processes of artifacts [7, 18, 28]. The
evaluation criterion of usefulness is not only important
for the time period chosen for the evaluation, but also
for how it is defined. DSR literature critically discusses
whether usefulness is an appropriate construct because
it tends to focus on short- and medium-term horizons
[28]. In view of the fact that taxonomies are often built
to structure emerging concepts (e.g., block-chain), as
part of theory development [4], one can assume that a
rather long-term understanding of usefulness is more
conducive to the evaluation of taxonomies. In our
sample, usefulness is the most frequently cited
evaluation criteria for taxonomies, used in 34 articles.
We observed various ways in which usefulness is
operationalized in our sample. Whereas 17 articles
merely name the term “useful” or “usefulness”, 17
provide more detail by explicitly stating target groups
and/or intended activities. Regarding the target groups,
the authors explain for whom a taxonomy is supposed
to be useful (e.g., abstract groups such as researchers
interested in developing new artifacts or theories,
practitioners dealing with software engineering [40,
50], or specific groups such as analysists, investors,
and standard setters, [38]). Regarding activities, what a
taxonomy is supposed to be useful for (e.g.,
differentiation of objects [46], classification of objects
[11, 12, 47], identification of objects [48], evaluation
of objects [41], analysis of a domain [40], decision
making [63], informing theory building [54], and
understanding domains [50]). At the start of any
taxonomy building, researchers should define both
their target groups and their intended activities, and
return to them again later as part of the evaluation,
after the taxonomy building has been completed.

4.3. Applicability as taxonomy evaluation
criteria
The evaluation criterion applicability features in
numerous taxonomy evaluations. Applicability refers to
“evaluations by practice of the theories, models,
frameworks, processes, technical artifacts, or other
theoretically based IS artifact” [27, p. 2], indicating
whether an artifact is applicable in practice [15]. Only
very few guidelines are available to evaluate
taxonomies with regard to their applicability. In our
sample, 24 out of 54 articles demonstrate the
applicability of their taxonomies by, for example,
comparing the characteristics of real-life objects with

those of the taxonomy (e.g., already implemented
software products, [65]). Others utilize illustrative
scenarios (e.g., classify three assistance systems, [69])
and articles from related literature (e.g., classify a
sample of journal articles, [4]) to demonstrate the
applicability of the taxonomies. Similarly to
usefulness, we observed various ways in which
applicability has been operationalized in our sample.
While a majority of 18 articles (of the 24) merely state
that they verify the applicability of a taxonomy, six
articles detail the meaning of applicability in their
respective context. This subset comprises articles that
are referring to, for example, a certain target group
(e.g., applicable for practitioners related to risk
management, [53]), and to the task for which the
applicability is evaluated, such as the specification
(e.g., to define Delphi studies, [33]), comparison (e.g.,
to compare platforms, [17]), or classifications of
objects (e.g., to classify journal articles, [4]).

5. Discussion
As part of our study, we identify 202 articles that
have built a taxonomy, noting that only 63 articles
have evaluated their taxonomy after completion. We
also found a plethora of very different evaluation
criteria in use, across the sample (see Figure 2). As a
result of our analysis, three main observations emerge.
First, concerning the frequency of evaluation criteria,
half of them appear only once in the sample – and
hence are of little interest to the purpose of this study –
and only a few are frequently used and can be said to
dominate. Interestingly, among these criteria are some
which find broader application in general DSR, such as
usability [7] and face validity [14]. Second, as most
studies follow the taxonomy development method by
Nickerson et al. [2], the five subjective ending
conditions of this method are often employed not only
to determine the taxonomy building but also to
evaluate the taxonomy after completion. However, two
particular evaluation criteria, namely usefulness and
applicability, stand out as the most frequently used.
Third, the great heterogeneity of evaluation criteria –
evidenced by 43 different criteria identified in our
sample of 54 articles – underlines the need for common
ground to be agreed upon by the research community
on the criteria to be used to evaluate taxonomies.
We organize the discussion of our study’s findings
along six guidelines. By providing the latter we extend
the support available to researchers who currently
receive methodological support only for building, but
not for evaluating their taxonomies. The ending
conditions by [2] form the starting point of our
discussion. With our analysis, we are revealing and
summarizing the knowledge about taxonomy
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evaluation criteria that is distributed across many
domains and articles. The guidelines are intended for
researchers who build and/or evaluate taxonomies.
Guideline 1 can be used both while building and
evaluating taxonomies, guidelines 2 and 3 for
taxonomy building (i.e., ex ante evaluation), and
guidelines 4 to 6 for ex post evaluation, i.e. once
taxonomy building has been completed.
Guideline 1: Scope your taxonomy evaluation.
This refers to defining what is to be evaluated (e.g., the
entire taxonomy, the dimensions/characteristics of the
taxonomy, and/or the descriptions of the
dimensions/characteristics) and for whom (e.g.,
researchers with interest in a specific phenomenon,
method or community and/or practitioners with interest
in taxonomies to inform their decision-making for
choosing among or developing software artifacts). For
example, [77] scope their taxonomy evaluation by
describing the specific target group of users (here,
practitioners and academics) of their taxonomy and the
tasks users are intended to perform by means of their
taxonomy (here, analysis and selection of objects).
Guideline 2: Justify the selection of the objective
ending conditions and its degree of fulfillment when
applying objective ending conditions. This particularly
addresses the question of whether to apply all or only a
subset of ending conditions. It may make more sense to
ignore some of the objective ending conditions, for
instance, when the taxonomy is derived conceptually
(i.e., from literature) and some of the characteristics
suggested by the literature are not yet implemented
(and thus cannot be observed) in real-world objects.
Clearly stating which objective ending conditions have
been applied, and why, facilitates the traceability of the
evaluation and hence, future research based on that
taxonomy. For example, [11] explicitly exclude one of
the objective ending conditions (mutually exclusive)
and justify this with a more readable and less complex
taxonomy. In addition to this example, [44] discuss the

degree of fulfillment of the objective ending conditions
in the context of the taxonomy’s domain.
Guideline 3: Contextualize the subjective ending
conditions and their degree of fulfillment. After
completing taxonomy building, you should evaluate
your taxonomy by employing the five subjective
ending conditions by [2] and, provide information on
how the evaluation criteria are fulfilled in the specific
context of the taxonomy. Suggested criteria could
include: being concise (e.g., taxonomy has seven
plus/minus two dimensions), robust (e.g., when it can
differentiate among objects), comprehensive (e.g.,
when all relevant objects can be described), extendible
(e.g., when new dimensions or characteristics can be
added), and/or explanatory (e.g., when it can explain
objects). For example, [47] critically discuss the
fulfillment of each of the subjective ending conditions
in the context of the taxonomy’s domain.
Guideline 4: Demonstrate your taxonomy’s
applicability. Especially when IS scholars conduct
research on current topics and propose artifacts that are
not yet available in practice, an evaluation of a
taxonomy’s applicability is feasible on the basis of
illustrative scenarios (e.g., in an artificial environment
[15]). They may find it useful to consult researchers
working on a similar topic but not involved in building
the taxonomy (e.g., [74] recruited other researchers),
and may want to determine whether the taxonomy
fulfills its (pre-defined) purpose. For example, if the
taxonomy is built for classification, the representatives
of the target group can be asked to classify objects and
use the taxonomy accordingly. This allows to verify
whether all objects can be classified and whether all
the objects’ characteristics are covered by a taxonomy.
For example, [4] asks a potential user to classify
objects by means of the developed taxonomy.
Guideline 5: Evaluate your taxonomy’s usefulness.
Especially when the taxonomy describes objects that
are already used in practice, it is still possible to

Figure 2. Frequency distribution of taxonomy evaluation criteria
35
Applied Nickerson et al. (2013) [2]

Did not apply Nickerson et al. (2013) [2]
30

Appearance of evaluation criteria

25

20

15

10

5

0

Evaluation criteria

To the right is the long tail of taxonomy evaluation criteria with low frequency use, and to the left are few predominant criteria.
Note that we nominalized criteria in case the original article formulated the criteria as verb.
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evaluate the taxonomy’s usefulness by means of a case
study or field experiment (e.g., in a naturalistic
environment [15]). To do this, practitioners may be
provided with the taxonomy to evaluate its intended
purpose (such as classification, differentiation,
understanding, decision making, etc.). For example, if
the taxonomy is built for decision-making (i.e.,
defining the what from guideline 1), representatives of
the target group (i.e., defining for whom from
guideline 1) can be asked to participate in a controlled
experiment. The representatives are then assigned to
either the treatment or the control group, both of which
are introduced to the same use case. Unlike the control
group, the treatment group additionally receives the
taxonomy for facilitating decision making. Finally,
ceteris paribus, the decision quality can be measured.
For example, [47] evaluate their taxonomy’s usefulness
by means of a case study in which the taxonomy is
used to guide the design of decision support systems.
Guideline 6: Re-evaluate your taxonomy’s
robustness over a longer period of time. There is no
universal length of period recommended as it strongly
depends on the volatility of the objects that the
taxonomy describes. A very good opportunity would
be a conference publication and a possible extended
journal publication of a taxonomy research project.
Naturally, there is a time in between both publications
in which feedback on the revision of a taxonomy is
usually obtained. If the number of objects increases or
changes during this time period, this would provide an
ideal opportunity to evaluate, for instance, the
expressiveness and/or robustness of a taxonomy. For
example, [77] developed an initial version of their
taxonomy in 2017 [52], repeated the search for new
objects in 2018 to see whether the taxonomy remains
robust and provided a re-evaluated taxonomy in 2019.

6. Conclusion
Despite the great interest in taxonomies, current
methodological guidance tends to focus on taxonomy
building, leaving the need for guidance on evaluation.
Ignoring concerns related to taxonomy evaluation can
have significant negative consequences for such IS
artifacts. Although there is a variety of DSR literature
on evaluation, referring to taxonomy evaluation
criteria, only very few are available to researchers for
this type of artifact (e.g., [6] who specify criteria for
certain types of artifact). In line with, for instance,
Lukayneko et al. [76], artifact-specific guidelines for
evaluation are a valuable starting point for planning
and conducting appropriate evaluation. Drawing on our
literature analysis, this study has several implications
for research and practice: First, we provide a structured
overview of the evaluation criteria currently applied to

taxonomies, which can be used by researchers and
practitioners to select criteria in their projects.
Surprisingly, as indicated by Figure 2, we obtained a
variety of criteria from which about half are only
employed in a single article, which is exposed by a
‘long tail of taxonomy evaluation criteria’. Second,
inspired by studying our sample of articles, we derive a
set of six potential guidelines. These guidelines can be
applied by, for instance, researchers and reviewers in
testing and evaluating taxonomies. Third, with our
work, we contribute to the body of knowledge related
to DSR evaluation by providing the first set of artifactspecific evaluation criteria (e.g., for the entire class of
‘constructs’ March & Smith [6]), which can be
extended and verified in further steps.
Although we derive helpful insights, this study is
not free of limitations and opens avenues for future
research. It is important to note that the frequency of
taxonomy evaluation criteria employed in articles does
not yet provide justificatory knowledge. This is why
we plan to integrate our findings into further research.
As a main direction, the preliminary set of guidelines
and the taxonomy evaluation criteria require extensive
evaluation itself to answer research questions such as depending on the intended usage and evaluation
context of a taxonomy - (1) which guidelines and
evaluation criteria are best suited for which taxonomy,
(2) the potential trade-offs of taxonomy evaluation
criteria, (3) what measures to adopt when taxonomy
evaluation fails, and (4) which evaluation methods are
suitable for measuring taxonomy evaluation criteria
(see [29] for more details).
As the establishment of guidelines presumes social
interaction with the scientific community [76], the next
steps should engage researchers in a dialogue to refine
our set. With our study, we intend to take a very first
step towards promoting the maturity of taxonomy
evaluation. Thereby we seek to methodologically
augment DSR in general and taxonomy research in
particular.
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