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WH E N I H E A R D T H E L E A R N ’ D A S T R O N O M E R,
When the proofs, the figures, were ranged in columns be-
fore me,
When I was shown the charts and diagrams, to add, di-
vide, and measure them,
When I sitting heard the astronomer where he lectured
with much applause in the lecture-room,
How soon unaccountable I became tired and sick,
Till rising and gliding out I wander’d off by myself,
In the mystical moist night-air, and from time to time,
Look’d up in perfect silence at the stars.
— Walt Whitman

A B S T R A C T
This work handles inverse scattering problems for both acoustic and
electromagnetic waves. That is to reconstruct the irradiated media
from measurements of the scattered fields by regularization methods.
As a particular feature, the contrasts of the scattering objects are as-
sumed to be supported within a small region, hence called sparse. To
apply sparsity regularization schemes it becomes crucial to model the
problems in Banach spaces. Traditionally, they are given in a Hilbert
space setting, such that reformulation in an Lp-sense becomes a key
point. Contrasts are linked to the data by forward operators, basing
on beforehand stated solution operators and their continuity proper-
ties. Thereby, appropriate regularization techniques providing spar-
sity are given.
As the case of scalar-valued contrast functions is already covered
in the literature, mainly inverse scattering problems for anisotropic
media are shown. In the case where electromagnetic waves are con-
sidered, a distinction is made between magnetic and non-magnetic
media, since the latter is less complex. Finally, the case of inverse
acoustic backscattering is handled, which is rarely seen in literature.
Z U S A M M E N FA S S U N G
Diese Arbeit behandelt inverse Streuprobleme für akustische und
elektromagnetische Wellen, also die Objektrekonstruktion aus Mes-
sungen gestreuter Felder mit Hilfe sogenannter Regularisierungsme-
thoden. Dabei wird angenommen, dass die Kontraste der bestrahlten
Medien einen verhältnismäßig kleinen Träger haben, d. h. sparse sind.
Um sparsity-erhaltende Regularisierungsmethoden anzuwenden, ist
es erforderlich das zugrundeliegende Problem in Banach Räumen zu
modellieren. Üblicherweise sind diese in Hilbert Räumen gegeben, so-
dass der neuen Darstellung im Lp-Sinn eine Schlüsselrolle zukommt.
Kontraste und Daten werden dann durch Vorwärtsoperatoren mitein-
ander verknüpft, die auf Lösungsoperatoren und deren Stetigkeitsei-
genschaften basieren. Das erlaubt passende sparsity-erhaltende Regu-
larisierungstechniken zu formulieren.
Da der Fall skalarwertiger Kontraste schon in der Literatur behan-
delt wurde, werden hauptsächlich inverse Streuprobleme an aniso-
tropen Medien betrachtet. Im Fall elektromagnetischer Wellen wird
dabei zwischen magnetischen und nicht-magnetischen Medien unter-
schieden, da der letzte Fall weniger technisch ist. Abschließend wird
der in der Literatur schwer aufzufindende Fall akustischer Rückstreu-
ung untersucht.
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How sad,
to think I will end
as only
a pale green mist
drifting the far fields.
— Ono no Komachi
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W H AT I S AT I S S U E ?
What if a planet does not behave in the way it should do? Question
the validity of observations? Disregard the underlying theory since it
causes false predictions? As confusing this problem may be, as simple
appears the solution: consider a lack of information.
At the beginning of the 19th century Kepler’s laws of planetary
motion, derived from Newton’s law of universal gravitation, were
used to calculate the orbit and the movement of Uranus, the farther-
most known planet of the solar system. But surprisingly the mathe-
matically derived forecast did not match the observation made. Put
crudely, Uranus did not behave as expected, although disturbances
caused by its neighbors Jupiter and Saturn were taken into account.
As the assumption of existence of another planet would explain the
discrepancy, the French mathematician U. Le Verrier accurately calcu-
lated its hypothetical position from given observations. By that, the
predicted object, nowadays known as Neptune, was observed.
Yet we have seen a famous example of a so-called inverse problem,
which means, roughly speaking, to determine the cause of an ob-
served effect. More explicit, the best possible reconstruction of a miss-
ing information is used either to identify the source of observed ef-
fects (respectively their cause) or to determine the value of unknown
model parameters. Throughout this thesis we are going to handle
the latter, so-called parameter identification problems. Therefore, the
abstract definition of a mathematical problem is given by a mapping
A : X→ Y,
for a forward operator A modeling the relation between a set of
causes or parameters X and a set of observations or data Y. Thus,
calculation of observable effects A x ∈ Y from unknown values x ∈ X
is referred to a direct problem. However, the inverse problem is to
determine x ∈ X from given y ∈ Y, such that A x = y holds.
Typically inverse problems are ill-posed in the sense of Hadamard.
That is, either existence of solution of A x = y is not given for all
y ∈ Y, or the solution is not unique or the solution x does not depend
continuously on the data y. Usually the latter causes the ill-posedness,
since the other ones normally can be avoided by enlarging the solu-
tion space or by considering further properties of the model respec-
tively. But if the solution is not stable due to perturbed data, addi-
tional information about the solution is necessary to achieve useful
results (see, e.g., Kirsch [Kir11]).
1
2 what is at issue?
historical background Bearing in mind the little story about
Neptune’s discovery, told at the chapter’s beginning, it may not sur-
prise that the first result on mathematically rigorously described in-
verse problems was obtained by the Armenian mathematician and
astronomer V. A. Ambartsumian. He devoted his early works to in-
vestigations of the theory of eigenvalues of differential equations and
in 1929 published the first result for the inverse Sturm-Liouville prob-
lem, consisting in the reconstruction of a potential q ∈ L2(0,π) such
that
−y ′′(x) + q(x)y(x) = λy(x), x ∈ [0,π], y ′(0) = y ′(π) = 0.
If q is identical to zero almost everywhere on (0,π), the eigenvalues
λn are of the form n2, n ⩾ 0. But due to Ambartsumian’s theorem
the converse also holds (see, e.g., [Kab12, Theorem 6.2.1]). In 1946 the
Swedish mathematician Borg showed that in general a single spec-
trum is not sufficient to determine the potential uniquely, but that
uniqueness holds if an additional set of eigenvalues corresponding
to a different boundary condition is given (see, e.g., [Kab12, Theo-
rem 6.2.2]). We will see this kind of uniqueness result in Theorem 2.13
in Section 2.4. However, it was not until Levinson simplified Borg’s
proof in 1949, thus many years after the first results of Ambartsumian,
that the importance of his discovery to scattering theory was realized
(see, e.g., Sections 6.4 and 6.5 in the book of Kabanikhin [Kab12]).
From the applications’ point of view the significance of inverse
scattering problems was quickly realized during World War ii, when
radar and sonar were invented, trying to determine the distance of an
object by the use of electromagnetic and acoustic waves. But whereas
determining the location of a target is kind of straightforward, the
problem of identification is ill-posed. As indicated above, that is, the
solution of the modeled problem does not depend continuously on
the measured data and is therefore way more difficult to handle. Thus,
it was not until the Russian mathematician A. N. Tikhonov and his
Western pendant K. Miller established their mathematical theories on
solving ill-posed problems in the 1970s, that prepared the ground
for the invention of synthetic aperture radar (sar), marking the first
successful application in object identification using electromagnetic
waves [Col03]. Subsequently theoretical and numerical improvements
consolidated the position of inverse scattering in physics and me-
chanics, like, e.g., acoustics, spectroscopy, geophysics, oceanography,
and biomedical engineering. Therefore, the theory of inverse scatter-
ing has become an inherent part of daily life, for example electri-
cal impedance tomography (eit) or ultrasonics. Consequently, in-
verse scattering problems have become the most popular and well-
studied amongst ill-posed problems (for a survey introduction see,
e.g., [CK13]).
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at present This thesis is motivated by establishing reconstruc-
tion schemes for inverse scattering problems at so-called sparse me-
dia, roughly speaking relatively small objects that is. The required
mathematical ideas are inspired by known techniques for solving in-
verse problems with sparsity constraints and for this reason base on
regularization methods, which is primarily the minimization of Tik-
honov functionals as briefly sketched in Section 2.1.
To acquaint us with the concept of sparsity, we have a more de-
tailed glance at this terminology in Section 2.2. Hence, we see how
regularization methods takes sparsity into account and why Banach
spaces, especially Lp-spaces, play a major role. Initially, the presented
ideas are influenced by linear inverse problems of image processing
and became most famous by the work of Daubechies, Defrise, and
De Mol [DDD04], inspiring a whole community in a short time. It
consequently entailed a bunch of expanding results [BT09; LST11],
as well as extensions to non-linearity [GHS08] and varied penalties
[BB09; RZ09] as for discrepancies in Banach spaces [Bon+08; Sch+12].
Note that the mentioned references are just few examples out of a
well-filled pool of publications, in which especially vast results re-
late to topics of image processing, e.g., [Sch+09; Str14]. Nonetheless
the field of applications expands, see, e.g., [KSS09; Dah+12; JM12a].
For example an extensive survey on parameter identification prob-
lems concerning partial differential equations is provided by Jin and
Maass [JM12b].
However, sparse regularization techniques in inverse scattering the-
ory are highly underrepresented. Thus inspired, Lechleiter, Kazimier-
ski, and Karamehmedovic´ [LKK13] presented so-called Tikhonov and
soft-shrinkage regularization methods for non-linear inverse medium
scattering problems with sparsity-promoting penalty terms. The moti-
vation of their work is justified by the assumption that the contrast of
the medium is supported within a small region. As mentioned, mod-
eling the problem in Banach spaces is a crucial basis for the use of
sparsity regularization schemes. Since the analyzed scattering prob-
lems are traditionally given in a Hilbert space setting, reformulating
them in an Lp-space setting becomes a key point. To achieve that, we
intend in this thesis to transfer ideas of [LKK13] to different models
of inverse scattering problems. That’s why we see a sketched outline
of their results in Section 2.3. In that context, the uniqueness result
presented in Section 2.4 can be seen as an addendum, which over-
comes a limitation in [LKK13], originating in the authors passion for
simplicity.
In the subsequent chapters we have a glance at different scattering
problems, which we are going to transfer in a Banach space setting. To
begin with, we study the scattering of acoustic waves from anisotro-
pic penetrable sparse media with matrix-valued material parameter
in Chapter 3. In fact, these results are already published in [LR17].
4 what is at issue?
In Chapter 4 we likewise handle inhomogeneous anisotropic objects
with matrix-valued material parameter, but this time illuminated by
electromagnetic waves. For this purpose we assume that the scatterer
is non-magnetic, since this avoids technical complications occurring
by direct transference of the beforehand derived methods. Once more
these results are submitted for publication in [Ren16]. The mentioned
difficulties arising from magnetic media are thereafter outlined in
Chapter 5, where we show similarities and differences between the
two cases. A slightly different idea is finally presented in Chapter 6,
in which the problem consists of reconstructing a scalar-valued con-
trast function from observations, only measured in the incident direc-
tion. This model is commonly known as backscattering and enables
us to rely more on the ideas of [LKK13] than the settings handled
before.
numerical analysis Similar to the work of Lechleiter, Kaz-
imierski, and Karamehmedovic´ [LKK13] this thesis is heavily based
on the theoretical aspects of the studied problems. Consequently, no
proper numerical analysis of the reconstruction methods used in Sec-
tion 3.7 is given.
Therefore, we refer to the work of Bürgel, Kazimierski, and Lech-
leiter [BKL17], in which the authors present a computational frame-
work for the scalar inverse medium scattering problem, outlined in
Section 2.3. Basically, they transfer the problem of reconstruction into
a minimization problem for Tikhonov functionals, cf. (2.3). Addition-
ally, different kinds of penalty terms are supported, like sparsity or to-
tal variation. Matching our principle approach, the used algorithm ex-
ploits Fréchet differentiability of the forward operator. Unfortunately,
handling multiple penalties goes beyond the capabilities of iterated
shrinkage schemes, used in [LKK13] as well as in Section 3.7. For that
reason, the authors adjust the concept of primal-dual algorithms to
their setting. Kindly, all numerical examples of that paper were made
available in a kind of Matlab® toolbox, containing the solver for the
direct scattering problem as well as the framework for both inversion
methods, i.e., the primal-dual algorithm and the soft-shrinkage itera-
tion.
Because of that, to put it crudely, the numerics shown in Section 3.7
rely on that framework, which we adapted to our problem. Therefore,
in principle, two changes had to be made: first, the solver of the direct
problem was extended as it is originally limited to the scalar problem
of [LKK13]. Second, the adjoint of the forward operator’s lineariza-
tion needed to be calculated and implemented, see Section 3.8.
Thus, in Section 3.7 itself, there is a description of how the al-
gorithms are used explicitly for the problem handled in Chapter 3.
However, for a detailed portrayal of the discretized framework we
refer to [BKL17].
what is at issue? 5
new contributions As mentioned beforehand, the handled
scattering problems are traditionally given in Hilbert space settings,
whereas a Banach space setting would be appropriate. Hence, at first,
we state the scattering models in an Lp-setting for the acoustic cases,
or at least L∞ for the electromagnetic cases. As this results in weak
formulations, we gain corresponding solution operators for which we
prove continuity and differentiability results. Afterwards, to model
the inverse problem, we construct forward operators from the solu-
tion operators and transfer the beforehand shown properties. This al-
lows us to show that assumptions of already existing Tikhonov regu-
larization results are satisfied. Relying on those, we construct sparsity-
promoting penalties via wavelets or total variation approaches to gain
statements on sparsity regularization.
By and large, this procedure is done for anisotropic acoustic and
electromagnetic scattering problems. Only the case of acoustic back-
scattering relies more on a volume potential approach as seen in
[LKK13] due to the simpler Helmholtz model. However, the way of
showing continuity and differentiability properties as well as regular-
ization results orientates on the techniques established in the cases
before.
Since numerical calculations exploit the computational framework
for scalar acoustic scattering problems from [BKL17], at least adjust-
ments of the solver of the direct problem as well as of the forward
operator’s linearization had to be made. By that, synthetic examples
for scalar isotropic contrast functions complement the analysis of the
anisotropic acoustic scattering problem. Note that as the framework
does not handle electromagnetic problems properly, numerical exam-
ples for these cases remain.
In conclusion, by combining scattering theory with regularization
techniques originally designed for image processing this thesis pro-
vides a first approach of how to reconstruct sparse media from noisy
measurements concerning various scattering problems.

2
F U N D A M E N TA L T E R M S A N D I D E A S
The mathematical ideas to establish regularization methods for in-
verse scattering problems used throughout this thesis are presented in
this chapter. Readers familiar with regularization methods to solve in-
verse ill-posed problems and, probably, with the terminology of spar-
sity and how this affects the solution schemes, may skip Sections 2.1
and 2.2.
Since we are ultimately interested in non-linear inverse medium
scattering problems, Section 2.3 provides an existing approach from
Lechleiter, Kazimierski, and Karamehmedovic´ [LKK13] handling a
scalar acoustic scattering problem. Finally, results of their work is
supplemented by showing a uniqueness result for a broader range of
contrast functions in Section 2.4.
2.1 concepts of solving ill-posed problems
By and large the theory of inversion methods provides diverse math-
ematical techniques to gain useful information of a problem from
imperfect data, based on deductions from observations. In view of
the impreciseness of the data, the techniques provide numerous solu-
tions concerning the given uncertainties. Out of them the appropriate
ones are chosen according to additional assumptions, like physical
plausibility as for example in the algorithm of Bürgel, Kazimierski,
and Lechleiter [BKL17]. The a-priori information used in this thesis
will be clarified in Section 2.2.
One option to investigate inverse ill-posed problems bases on func-
tional analysis, trying to make the problem well-posed by changing
the space of the variables or its corresponding topology. Another ap-
proach takes the existing uncertainties into account by considering all
variables to be random. Corresponding methods, for example Monte
Carlo Methods, therefore aim for the related probability density func-
tion, see, e.g., the book of Tarantola [Tar05].
regularization methods A third way to solve ill-posed prob-
lems follows the path paved by A. N. Tikhonov as well as his col-
leagues V. Badeva and V. A. Morozov. Throughout this thesis we will
rely on these so-called regularization methods, which provide solu-
tions approximating the exact solution (supposing it exists). There-
fore, one constructs a framework concerning the additional a-priori
information.
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For a more detailed explanation we rely, to some extent, on the
introduction of chapter 6 of the book on mathematical image process-
ing of Bredies and Lorenz [BL11]. Therefore, remind that an inverse
problem can be modeled by an operator equation, i.e., for given y ∈ Y
we seek the solution to A x = y for a corresponding model A : X→ Y
and the Banach spaces X and Y. Note that A is often chosen to be
an integral operator where its kernel is linked to the data. Because
of perturbed measurements or miscellaneous errors in most applica-
tions we do not have access to exact data y†, since the given data is
typically perturbed by some noise, which for example could be ad-
ditive, multiplicative or Poisson (also called Salt-and-Pepper noise).
Throughout this thesis we implicitly assume to have additive noise,
i.e., we work with data yδ = y†+ δ, compromised by some noise level
δ. Put crudely, the mathematical task of solving the inverse problem
is to minimize the mismatch between noisy measurements yδ and ap-
proximations of the exact solution x† of A x† = y†. Thus, solving an
inverse problem becomes a little bit tricky.
To obtain such “minimizing approximations” we would like to be
able to distinguish between solutions and noise using their local prop-
erties. For instance, one assumes that the searched-for solution x†
(perhaps a picture in image processing tasks or a contrast function in
an inverse scattering problem) is a structured object, i.e., one can de-
rive local characteristics of x†. In contrast we suppose that the noise
does not have such a structure. To quantify how well these assump-
tions fit into the underlying model, we rely on two functionals. The
obvious one is the discrepancy Φ, depending on the noise and indicat-
ing for every solution x ∈ X the mismatch between yδ and A x. Intu-
itively, its minimization implies better approximations of the exact so-
lution. However, solely minimizing the discrepancy causes numerical
instabilities, as the model does not favor unconstrained output (see,
e.g., [DDD04, Section 1.2]). Thus, one has to regularize the inverse
problem, i.e., avoiding instable results by incorporate a-priori knowl-
edge about the solution. Therefore, one adds a so-called penalty term
R, a stabilizing functional rating how well a solution x satisfies the
a-priori stated properties.
Both functionals are designed to have a decreasing behavior if their
arguments match well with the stated properties and vice versa. Con-
sequently, a quantification of fulfillment of the stated requirements
for every x, and therefore implicitly for every noise level δ = yδ − y†,
is given by
Jα,δ(x) := Φ(A x,yδ) +αR(x). (2.1)
The additional weight α > 0 emphasizes how much the a-priori
known properties of the solution are taken into account. Due to the
behaviors of Φ and R, we prefer the solution which minimizes the
functional Jα,δ. The existence and even the uniqueness of such a so-
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lution under appropriate assumptions can be guaranteed by a result
from convex analysis (see, e.g., [BL11, Satz 6.31]):
Theorem 2.1. Let X be a reflexive Banach space and J : X → R ∪ {∞} a
convex, lower semicontinuous, and coercive functional. Then there exists a
solution in X of the minimization
argmin
x∈X
J(x).
If J is strictly convex, then the solution is unique.
forward operator Note that the functional Jα,δ in (2.1) de-
pends on the model of the analyzed problem, therein portrayed by a
linear map A. Unfortunately, a lot of inverse problems are not covered
by such a mapping, since either the forward operator is simply non-
linear or corresponding solutions has to be found in domains which
structure conflicts with the linear setting. Even though the underlying
problem is linear, the forward operator can be non-linear. This typi-
cally holds for parameter identification problems concerning partial
differential equations, on which the regularization techniques for in-
verse scattering problems presented in this work rely. For that reason
we now see in a rough outline, following an approach provided by
Jin and Maass [JM12b], how such a forward operator can be achieved.
As we have seen, mathematical problems which are subjects of dis-
cussion in this thesis can be modeled by an operator equation. Thus,
let A(x) : Y → Z be a differential operator depending on a parame-
ter x. Therefore, one aims to determine x from measurements of y,
satisfying
A(x)y = z on a domain Ω (2.2)
and some appropriate boundary conditions on ∂Ω. Note that we in-
corporate the right-hand side of the boundary condition with z, such
that by sloppy notation we write down the differential equation as in
(2.2). This differential equation is then said to be solved by the solu-
tion operator L(x, z) = y. If A(x) is linear, then y = L(x, z) = A(x)−1z.
Since A(x) for a fixed parameter x maps a function y on the right-
hand side z, there is the operator valued mapping
A : X→ {Y → Z} , x → A(x).
We emphasize that the choices of the function spaces X, Y, and Z play
a significant role in determining the analytic properties of A(x) and
of the associated parameter-to-state map, given for fixed z by
F := F(·)z : X→ Y, x → L(x, z) = y.
Note that F is non-linear even for linear differential operators A(x).
Throughout this thesis F, or rather F(·)z, will mainly be called for-
ward operator and is used to model the inverse problem.
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Consequently, the analysis of the presented inverse problems rests
on the analysis of the corresponding forward operators. Because of
their construction, the analytic discussion of the solution operators
will be the basis for all presented examples.
tikhonov regularization Now we adjust the functional de-
fined in (2.1), commonly known by the Russian mathematician A. N.
Tikhonov, to the kind of beforehand derived non-linear forward ope-
rators
F : D(F) ⊆ X→ Y
on infinite dimensional reflexive Banach spaces X and Y, such that
D(F) is a convex and closed subset of X. Of course, also non-linear
inverse problems can be ill-posed in a sense that is analogous to
Hadamard’s: violation of his third principle, solution’s continuous
dependence on data that is, transfers to so-called local ill-posedness,
see, e.g., [Sch+12, Definition 3.15]. This means at a point x0 ∈ D(F),
such that F(x0) = y for a y in the intersection of Y with the range of F,
there exists a sequence {xn}n∈N ⊂ Bϵ(x0)∩D(F) for arbitrarily small
radii ϵ > 0, such that F(xn) → F(x0) in Y as n → ∞, but xn ̸→ x0 in
X.
Note that we assume to have some data yδ such that ∥yδ−y∥Y ⩽ δ
for y in the range of F and a noise level δ. Because of that, we like
to approximate the minimum of the set of solutions, that is, {x ∈
X, F(x) = y}. Such minimum is subsequently referred to as penalty
minimizing solution:
Definition 2.2 (R-minimizing solution). We call x∗ ∈ D(F) ⊆ X a
R-minimizing solution if
F(x∗) = y and R(x∗) = min {R(x), F(x) = y, x ∈ D(F)} .
Further we assume that the discrepancy as well as the added con-
vex penalty term are determined by Banach space norms, such that a
regularized solution is given as the minimizer of
argmin
x∈X
Jα,δ(x) :=
1
q∥F(x) − yδ∥qY +αR(x), (2.3)
where α > 0 is called regularization parameter. If an estimate of the
noise is known, α can be chosen appropriately [DDD04, Section 1.2].
That means it depends somehow on the noise level δ, such that the
mismatch of approximations tends to zero for δ→ 0.
One can show existence, stability, and convergence of regularized
solutions of (2.3) under certain conditions, depending mostly on the
forward operator, the function spaces, and the penalty term.
Theorem 2.3 (Existence). Assume that the above introduced forward op-
erator F : D(F) ⊆ X → Y is continuous and weakly sequentially closed.
Further assume that the penalty R : X → R+ is a proper convex functional
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with D(F) ∩D(R) ̸= ∅ and is weakly lower semicontinuous with weakly
sequentially pre-compact level sets. Then for all α > 0 and yδ ∈ Y there
exists a minimizer of (2.3).
Theorem 2.4 (Stability). Under the assumptions of Theorem 2.3, the min-
imizers of (2.3) are stable with respect to the data yδ. That means for a data
sequence {yδn}n∈N converging to yδ with respect to the norm-topology of Y,
every corresponding sequence {xn}n∈N of minimizers of (2.3), has a subse-
quence {xnk}k∈N that converges in the weak topology of X to a minimizer x
of (2.3). In addition, R(xnk)→ R(x) as k→∞.
Theorem 2.5 (Convergence). Under the assumptions of Theorem 2.3, as-
sume that a R-minimizing solution exists. Let {δn}n∈N be a non-negative
sequence of noise levels decreasing to zero and assume that {yδn}n∈N ⊂ Y
satisfies ∥y−yδn∥ ⩽ δn. For an a-priori parameter choice αn := α(δn) > 0
such that
αn → 0 and δ
q
n
αn
as δn → 0.
Then any sequence of minimizers xn of Jαn,δn has a weakly convergent
subsequence, converging to R-minimizing solutions.
Remark 2.6. The same or similar results can be found proved in differ-
ent textbooks or articles, see, e.g., Propositions 4.1 and 4.2 as well as
Corollary 4.6 in the textbook of Schuster et al. [Sch+12], or rather The-
orems 3.1 and 3.3 in the survey of Jin and Maass [JM12b]. Sometimes
assumptions vary a little, for example the weakly sequentially closed-
ness of F can be replaced by stronger conditions, e.g., by weak-weak
continuity. Throughout this thesis we profit from that variability ac-
cording to the actual problem. Thus, versions appropriate to treated
problems are referenced at the corresponding parts.
2.2 terminology of sparse scattering objects
Relying on the minimization of a Tikhonov functional J as in (2.3) to
solve a corresponding inverse problem, one classically assumes that
the quantification of the noise δ can be measured in the L2-norm (see,
e.g., [BDV78]). Thus, if δ is a function on the domain Ω, one has
Y = L2(Ω). In addition, X is typically supposed to be a subspace of a
Hilbert space. Hence, R is chosen to be the pth power of the Hilbert
space norm. Obviously, one is tempted to exploit the provided scalar
products and, consequently, chooses both norms to be squared, that is
p = q = 2 [Sch+09, Section 3.1]. Of course this is not always an appro-
priate choice, since such penalties result in overly smoothed minimiz-
ers. For example, methods in image processing fall back on squared
H1-seminorms, using weak gradients to penalize the pointwise noise
(see, e.g., [BL11, Beispiel 6.1]). Unfortunately, denoising is then cou-
pled with a loss of sharpness as this minimization scheme is similar
to a linear filter. Because of that another approach “takes away” the
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squares [Osh+05; CKP98; AV94]. This results in the seminorm corre-
sponding to the space of functions with bounded variation, simply
known as total variation; we refer to Definition 4.17 for a rigorous
definition. For a proper introduction to so-called TV-regularization
methods see, e.g., the survey of Burger and Osher [BO13].
sparsity In fact there are a lot of applications preferring highly
localized approximations of their solution. Therefore, for example,
techniques of inverse parameter identification problems in material
mechanics are proposed for non-destructive material testing. Since
this includes characterizing the intactness of a machine-made compo-
nent, it is, roughly speaking, about detection of non-obvious cracks,
bumps or the like. It is further about identification of singularities
and physical material parameters.
Consequently, one can legitimately assume that the samples tested
contain objects, e.g., the cracks, which are very small compared to its
surrounding media, in fact the manufactured item. Mathematically,
the contrast of such an object is described by few non-zero coefficients
for a chosen basis and is commonly called sparse, see, e.g., [DDD04;
JM12b]: Assume that {φn}n∈N forms an orthonormal basis in X. If
the searched-for parameter x† is supposed to be sparse, then it can be
represented by a finite number of basis functions {φi}i∈I with finite
index set I. One distinguishes then between exact sparsity, that is x† =
i∈I xiφi, and approximated sparsity, which means for a predefined
tolerance that
∥x† −

i∈I
xiφi∥X ⩽ TOL.
Throughout this thesis, our numerical examples rely on synthetic ob-
jects, which are supported within a small subdomain of a known
search domain. Examples of such constructed sparse scatterers are
shown in Figure 2.1. We emphasize that although the examples only
show objects with the same properties at every point, it is admissible
and highly reasonable to suppose structures with irregularities, i.e.,
inhomogeneous media.
Figure 2.1: Examples of synthetic localized structures.
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adapting penalties In this thesis we rely on the concept of Tik-
honov regularization, which means minimizing a functional consist-
ing of the discrepancy and an added penalty term, as seen in Sec-
tion 2.1. For our purpose the penalty is supposed to incorporate a
sparse representation of the solution. The perhaps most famous re-
sults for solving (linear) inverse problems with sparsity constraints
were given by Daubechies, Defrise, and De Mol [DDD04].
As mentioned, the concept of sparsity, and, therefore, the choice
of the penalty term, is linked to the chosen orthonormal basis. For
example the object is assumed to be sparse in the Fourier domain,
i.e., x† has only a few nonzero Fourier components. Consequently,
one would choose a Fourier basis. Another example requires singular
value decomposition (svd) expansions, e.g., if operators can be diag-
onalized in an analytic way or fairly small-scale problems are to be
solved. Sometimes significant aspects of x† correspond to the small-
est singular values. This can be problematic since the penalization in
linear regularization methods discards those values. In such cases it
may be useful to replace basis functions by singular vectors [DDD04].
In some instances objects are sparse in the original domain, which
also holds for the scattering problems handled in this thesis. Such ob-
jects are modeled in a pixel basis, the characteristic functions of pixels
that is. Inverse problems discretized in a pixel space then are regular-
ized using Lp-norms (or rather ℓp-norms in a finite-dimensional situ-
ation) as penalty, 1 ⩽ p ⩽ 2. In general one uses weighted ℓp-norms.
More precisely, for an orthonormal basis {φn}n∈N and a sequence of
strictly positive weights ω = {ωn}n∈N , the penalty term is defined as
Rp(x) :=

n∈N
ωn|⟨x,φn⟩|p. (2.4)
Note that this corresponds to the penalty in (2.3) for a Banach space
X equipped with the weighted ℓp-norm.
Now let the weights equal a fixed constant and observe the penal-
ties Rp with p decreasing from 2 to 1. Notice that while the ex-
ponent decreases, parameters x with “small” coefficients for which
|⟨x,φn⟩| < 1 are more penalized than parameters with “large coeffi-
cients”, i.e., with |⟨x,φn⟩| > 1. In other words, in a range of small val-
ues the quadratic function is smaller than the absolute value function
(Figure 2.2 provides a plot of both functions). So to say, for ℓ1 there
is less penalty on functions with large but few components (with re-
spect to the chosen basis), whereas ℓ2 favors sums of many small
components. Further remember that results on Tikhonov regulariza-
tion in Section 2.1 base on convex functionals J. Since ℓp is strictly
convex for 1 < p < ∞ and at least convex for p = 1, one restricts
themselves mostly to p ⩾ 1, although some applications rely on expo-
nents p between zero and one. Therefore, p ∈ [1, 2) promotes sparsity
properties of x† with respect to the basis functions.
14 fundamenta l terms and ideas
Finally we emphasize that Tikhonov regularization with ℓ1-penalty
yields sparse minimizers, although the true solution is not sparse, see,
e.g., [Sch+12, Section 1.5]. Thus, a-priori knowledge of the searched-
for object becomes crucial.
Figure 2.2: Plot of a quadratic function (solid line) as well as the absolute
value function (dashed line).
2.3 regularization techniques providing sparsity for
inverse medium scattering
As mentioned before, Tikhonov regularization schemes with sparsity-
promoting penalties found their way into the theory of inverse prob-
lems due to image processing tasks. After the community drew its
attention for those techniques to parameter identification problems,
Lechleiter, Kazimierski, and Karamehmedovic´ aimed to shift the fo-
cus on inverse medium scattering problems, that is to reconstruct
the (sparse) contrast of the medium from measurements of scattered
waves.
scattering problem Roughly speaking, in [LKK13] Lechleiter,
Kazimierski, and Karamehmedovic´ assume to have an incident wave
ui with time-dependence exp(−iωt) for the frequency ω. Such time-
harmonic field is a solution to the Helmholtz equation ∆ui+k2ui = 0
for the positive wave number k = ω/c0, where c0 denotes the speed
of sound. Now they consider that ui illuminates an inhomogeneous
medium, given by a bounded and open set D ⊂ Rd, d = 2, 3, which
physical properties are modeled by a contrast function q : Rd → C,
supported in D. The thereby arising scattered field us is described by
Sommerfeld’s radiation condition,
lim
|x|→∞ |x|(d−1)/2

∂
∂|x|
− ik

us(x) = 0
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uniformly in all directions xˆ = x/|x|, and is therefore called radiating.
Consequently, the total field u = ui + us satisfies
∆u+ k2(1+ q)u = 0 in Rd.
Likewise, the scattered field also solves an Helmholtz equation. For a
schematic illustration see Figure 2.3.
Scatterer D
ui
R
e
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i
v
e
r
s
supp(q)
Figure 2.3: Schematic illustration of the scattering model.
However, the authors reformulate us as a solution to the so-called
Lippmann-Schwinger integral equation
us − k2V(qus) = k2V(qui) in D,
via radiating volume potentials V(f)(x) :=

DΦ(x− y)f(y)dy for x ∈
Rd. The herein used function Φ denotes the radiating fundamental
solution of the Helmholtz equation, given by
Φ(x) :=
 i4H
(1)
0 (k|x|), if d = 2,
exp(ik|x|)
4π|x| , if d = 3,
x ̸= 0. (2.5)
Remember that in Section 2.2 we have seen that penalties based
on Lp-norms for small p are appropriate to respect the sparsity prop-
erty, as, roughly speaking, small values are strongly penalized. Con-
sequently, Lechleiter, Kazimierski, and Karamehmedovic´ base their
choice of penalties on the analysis of scattering theory for time-har-
monic waves with scalar valued refractive indices in Lp, p ∈ (1,∞).
Note that the restriction of p distinct from one or infinity guarantees
to work with reflexive function spaces. Because of that they derive
compactness properties for u → V(qu). We remark that Chapter 6
heavily relies on these properties. Although the way of working pre-
sented in the other parts of this thesis differs in this aspect, we will
use volume potential representations several times. Afterwards they
show uniqueness of Lp-solutions to the inverse problem under appro-
priate assumptions.
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inverse problem To model the inverse problem as an operator
equation, the authors construct the forward operator F as a so-called
contrast-to-measurement operator. If q† is the searched-for exact con-
trast, the inverse problem hence becomes to determine q such that
F(q) = Fδmeas, (2.6)
for noisy measurements Fδmeas, that is ∥F(q†) − Fδmeas∥ ⩽ δ. According
to the outlined properties of inverse problems, this equation is locally
ill-posed about any q†. Note that the results in [LKK13] use near field
data, but that there is no restriction for far field measurements. To
apply standard Tikhonov regularization results, see Section 2.1, they
show continuity, compactness and weakly lower semicontinuity in
appropriate function spaces for the contrast-to-measurement opera-
tor. Due to the volume potential-based solution theory, this is done
via the collective compactness of a certain family of integral operators,
which seems impossible for most of our approaches, except the one
outlined in Chapter 6. Finally they have all the proper ingredients
to show that approximative solutions of the regularization scheme
converge to the unique exact solution of the stated operator equa-
tion (2.6).
explanatory note The statement of uniqueness of solution to
the operator equation (2.6) given in [LKK13, Theorem 11], is in the
case of dimension three restricted to contrast functions in Lp, p >
3. This limitation arises from the uniqueness result for the contrast
function the authors use. They admit that this result is not optimal,
but was chosen for its elementary proof. Sharing their opinion that
an elementary argumentation optimized in p has its own interest,
we provide such a proof in the following Section 2.4. Therefore, the
statement also holds for functions in Lp, p > 3/2.
We remark that throughout this thesis, we will consider complex-
valued material parameters and at least in the case of anisotropic
acoustic scattering we also consider Banach spaces for the image
space of the contrast-to-measurement operator. Although we handle
slightly different problem settings, we thereby try to cover outstand-
ing issues of [LKK13].
In closing we like to remark that their paper due to its immense
appendix may also be attractive for readers interested in results on
Sobolev embeddings, collectively compact operator theory, Hilbert-
Schmidt operators, and non-linear Tikhonov regularization.
2.4 unique determination of contrasts
In Section 2.3 we have already outlined the work of Lechleiter, Kaz-
imierski, and Karamehmedovic´ [LKK13]. Therein, in detail, the sup-
port of the contrast function q modeling the scattering object is as-
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sumed to be in a ball of radius R, i.e., D := supp(q) ⊂ BR, and, conse-
quently, volume potentials V(f)(x) =

BR
Φ(x− y)f(y)dy for x ∈ Rd
and the fundamental solution Φ of (2.5) play a major role. This is
because the arising scattered field can be found as a solution to the
Lippmann-Schwinger integral equation
Id−k2V(q · )us = k2V(qui) in BR. (2.7)
In an additional note we explained that in dimension three the orig-
inally given statement relating to uniqueness of solution of the opera-
tor equation (2.6) can be extended by concerning a uniqueness result
for contrast functions q ∈ Lp(BR) for p > 3/2 instead of p > 3. To
prove this statement, we reproduce in detail the appropriate assump-
tions for which uniqueness of solution to the Lippmann-Schwinger
equation, respectively the Helmholtz equation for the scattered field,
was shown in [LKK13].
Assumption 2.7. Let p > 3/2 ⩾ 1 and choose
t > max

p
p− 1
,
6
5

,
which in fact guarantees t > 1. Compactness results, e.g., shown in
[LKK13, Proposition 2], thus imply that the Lippmann-Schwinger in-
tegral equation (2.7) is well-defined in Lt(BR). Defining additionally
a number p such that
p :=
tp
t+ p
>
6
5
,
enables to apply a unique continuation property of Lp-solutions to
the Helmholtz equation, see, e.g., [LKK13, Lemma 3].
The authors showed that under this assumptions the Lippmann-
Schwinger equation has a unique solution in Lt(BR), which norm
is bounded by the norm of the (arbitrary) right-hand side. Thus, for
an incident field ui ∈ Lt(BR), the Lippmann-Schwinger equation (2.7)
defines a radiating solution us ∈W2,ploc (R3) of the Helmholtz equation
∆us + k2(1+ q)us = −k2qui in Ltloc(R3). (2.8)
Since us can be found as a solution to (2.7), we denote for conve-
nience
Tq :=

Id−k2V(q·)−1 , q ∈ LpIm⩾0(BR),
which is a bounded operator on Lt(BR) due to Assumption 2.7.
Remark 2.8. For t ⩾ 2 the operator Tq : Lt(BR) → Lt(BR) ↩→ L2(BR)
is continuous, such that also its adjoint T∗q is a continuous function
from L2(BR) to Lt
′
(BR) for t ′ ⩽ 2.
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sobolev embeddings Under Assumption 2.7 the authors have
shown that the scattered field is a radiating solution of the Helm-
holtz equation (2.8). We now specify usq(·, θ) ∈ W2,ploc (R3) to be the
unique weak solution of the corresponding scattering problem for
the incident field ui(·, θ) from directions θ ∈ S2. Therefore, we are go-
ing to state some embedding results which indicate that the integrals
arising from equations given in the weak sense are well defined.
Denote by p′ the conjugated exponent of p, such that 1p +
1
p′ = 1.
Then in regard to Remark 2.8 it seems beneficial to aim for t ⩾ 2 as
t > max{p′, 6/5} by Assumption 2.7. Thus, t = 2p′ is a reasonable
choice, since then
p =
tp
t+ p
=

1
p
+
1
2p′
−1
=

1−
1
2p′
−1
=
2p′
2p′ − 1
= (2p′)′.
By that, one shows that p′ = 2p′, where p′ denotes the conjugated
exponent of p, that is 1p +
1
p′ = 1. Now p > 3/2 by Assumption 2.7
implies that p′ < 3, which is equivalent to 2p′ < 6 such that (2p′) ′ =
p > 6/5. Consequently, p,p′ ∈ (6/5, 6).
Assume that p′ ⩾ 3, which implies p > 3/2. Then Sobolev embed-
ding results, see, e.g., [AF03, Theorem 6.3], state that W2,p(BR) ↩→
Lr(BR) for all r ∈ [1,∞). Otherwise if p′ < 3, then W2,p(BR) ↩→
Lr(BR) for all r ∈ [1, 3p3−2p). Note that we can choose r = p′ if 3p3−2p >
p′. Fortunately this holds if and only if 3p2 − 3p > 3p− 2p2, that is
p > 6/5, which is true as we have seen. However, we can always find
a compact embedding of W2,p(BR) into Lp
′
(BR).
Further Sobolev embeddings also show that W1,p(BR) ↩→ Lr(BR)
for all r ∈ [1, 3p3−p). Since p → 3p3−p is strictly monotonically increasing
for p ∈ (6/5, 3), we have that
3p
3− p
>
365
3− 65
=
18/5
(15− 6)/5
=
18
9
= 2,
which means that W1,p(BR) ↩→ L2(BR).
preparatory work The aim of this chapter is to show that the
knowledge of the far field pattern u∞q (xˆ, θ), corresponding to an in-
cident field from direction θ ∈ S2 and measured in direction xˆ ∈ S2,
provides sufficient information to determine the contrast function
uniquely. Therefore we assume to have two functions q1,q2 ∈ Lp(BR),
p > 3/2, such that their corresponding far field patterns coincide.
Then we show that the contrast functions are equal to each other.
Note that for this approach we heavily rely on an analogous proof for
the refractive index n =
√
1+ q ∈ L∞(R3) given by Kirsch [Kir11, Sec-
tion 6.4], which originally rest upon different works from A. Ramm,
R. Novikov, and A. Nachman from the 1980s. The proof is subdivided
into three lemmata which we enroll in the following.
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At first we show, roughly speaking, that for a fixed contrast func-
tion the span of all total fields corresponding to scattering problems
arising from incident plane waves are dense in the space of solutions
to the Helmholtz equation.
Lemma 2.9 (Denseness). Let q ∈ Lp(BR) such that q(x) = 0 for all
x /∈ BR and let uq(·, θ) ∈ W2,ploc (R3) be the total field corresponding to the
incident field ui(x, θ) = eikθ·x. Then the linear span
U := span

uq(·, θ) : BR → C, uq(·, θ) = ui(·, θ) + usq(·, θ) for θ ∈ S2

,
U ⊂W2,p(BR), is dense in the Lp′(BR)-closure of
H :=

v ∈W2,p(BR) ,

BR
∇v · ∇ψ− k2(1+ q)vψdx = 0
for all ψ ∈W2,p′(BR)

⊂ Lp′(BR).
(2.9)
Proof. To handle functions of Lp(BR) and Lp
′
(BR), we extend the
L2(BR)-scalar product, (·, ·)L2 , to the dual product between Lp(BR)
and Lp
′
(BR) for 1 < p < ∞. We thus assume that the closure of U in
Lp
′
is a proper subset of H, i.e., that there exists a function f ∈ Lp(BR)
such that
(f,u(·, θ)) =

BR
f(x)u(x, θ) dx = 0 for all θ ∈ S2
and further there is another function v˜ ∈ H \U such that (f, v˜) > 0.
By definition of Tq = (Id−k2 V(q · ))−1 its adjoint is
T∗q = (Id−[k
2 V(q·)]∗)−1 = (Id−k2qV(·))−1.
Due to that one claims, that
0 = (f,u(·, θ)) = (f, Tq(ui(·, θ))) = (T∗q(f),ui(·, θ)).
Note that the potential V(f) ∈W2,p(BR) solves (∆+ k2)V(f) = −f in
Lp(BR), i.e.,
BR
∇V(f) · ∇ψ− k2 V(f)ψdx = 
BR
fψ dx for all ψ ∈W2,p′0 (BR).
(2.10)
Consequently, w := T∗q(f) ∈ Lp(BR) satisfies
f(x) = w(x) − k2q(x)

BR
Φ(x,y)w(y) dy, x ∈ BR.
Note that g := V(w) =

BR
Φ(x,y)w(y)dy in W2,p(BR) with Lp-
density w. Therefore, g is a weak radiating solution of the Helmholtz
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equation (∆+ k2)g = −w in Lp(BR). Observe that its far field pattern
vanishes:
g∞(−θ) = 1
4π

BR
eikθ·yw(y) dy
=
1
4π

BR
w(y)e−ikθ·y dy =
1
4π
(w,ui(·, θ)) = 0.
Now Rellich’s lemma, see, e.g., [CK13, Lemma 2.12], implies that
g(x) = 0 for all x /∈ BR, that means g,g ∈W2,p0 (BR).
Due to the definition of H, we have for all v ∈ H that
BR
∇v · ∇ψ− k2vψdx = k2 
BR
qvψ dx for all ψ ∈W2,p′0 (BR).
Choosing ψ = g ∈W2,p0 (BR) ↩→ Lp
′
(BR) we have also that
BR
∇v · ∇g− k2vgdx = k2 
BR
qvg dx. (2.11)
In addition the weak formulation corresponding to the Helmholtz
equation solved by g, implies for ψ = v ∈ H after complex conjuga-
tion that 
BR
∇g · ∇v− k2gvdx = 
BR
wv dx. (2.12)
Finally equations (2.11) and (2.12) show that for all v ∈ H it holds that
0 =

BR
v(w− k2qg) dx =

BR
v(w− k2qV(w)) dx =

BR
vf dx = (f, v).
In fact, this contradicts the assumption of existence of v ∈ H such that
(f, v) > 0.
In the next lemma we prove some kind of orthogonality relations
between solutions of the Helmholtz equation corresponding to differ-
ent contrast functions q1 and q2.
Lemma 2.10 (Orthogonality relations). Let q1,q2 ∈ Lp(BR), p > 3/2,
be two contrast functions such that q1(x) = q2(x) = 0 for all x /∈ BR and
assume that u∞q1 = u∞q2 with respect to all directions. Then
BR
v1v2(q1 − q2) dx = 0
for all weak solutions v1,2 ∈ W2,p(BR) of the Helmholtz equation ∆v1,2 +
k2(1+ q1,2)v1,2 = 0 in BR.
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Proof. Fix v1 ∈ W2,p(BR) as a weak solution of ∆v1 + k2(1+ q1)v1 =
0 in BR. Now we have a glance at the difference of the total fields
u := uq1(·, θ) − uq2(·, θ), which corresponds to the difference of the
scattered fields usq1 and u
s
q2
causing the far field patterns u∞q1 and
u∞q2 . Since u∞q1(·, θ) = u∞q2(·, θ) by assumptions, Rellich’s lemma, see,
e.g., [CK13, Lemma 2.12], implies that u vanishes outside of BR, that
is u ∈ W2,p0 (BR). Further u satisfies the Helmholtz equation ∆u +
k2((1+ q1)uq1 − (1+ q2)uq2) = 0, i.e.,
∆u+ k2(1+ q1)u = k
2(q2 − q1)uq2 in BR
in the weak sense, that means for all ψ ∈W2,p′(BR) it holds that
BR
∇u · ∇ψ− k2(1+ q1)uψdx = −k2 
BR
(q2 − q1)uq2ψ dx.
Choosing ψ = v1 as test functions this yields
k2

BR
v1uq2(q1 − q2) dx =

BR
∇u · ∇v1 − k2(1+ q1)uv1dx,
where the right-hand side vanishes, since v1 weakly solves
(∆+ k2(1+ q1))v1 = 0 in BR,
as u is compactly supported in BR, i.e., u ∈ W2,p0 (BR) ↩→ Lp
′
(BR).
Finally by the denseness result of Lemma 2.9 uq2 approximates v2 ∈
W2,p(BR) as it is a weak solution of the Helmholtz equation.
Following the techniques of Serov [Ser12, Lemma 3], for contrast
functions q ∈ Lp(BR) we construct distributional solutions uz ∈
Lp(BR) of the form uz(x) := u(x, z) = eix·z(1 + vz(x)), solving the
Helmholtz equation ∆uz + k2(1 + q)uz = 0 in R3 for z ∈ C3 such
that z · z = 0.
Lemma 2.11 (Distributional solutions). For all z ∈ C3 such that z · z = 0
and |z| large enough, there exists a unique solution vz ∈W2,p(BR) of
(∆+ 2iz · ∇) vz + k2(1+ q)(1+ vz) = 0 in D ′(R3). (2.13)
Further vz satisfies for c > 0 the inequality
∥vz∥Lp′(BR) ⩽
c
|z|γ
,
where γ := (1− 2s)θ for θ = 1− 32p > 0 and 0 < s <
1
2 . Consequently,
there exists a solution uz ∈W2,p(BR) of the form uz(x) = eix·z(1+ vz(x))
solving
∆uz + k
2(1+ q)uz = 0 in R3.
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Proof. We claim that for z ∈ C3 such that z · z = 0 and for vz(x) :=
v(x, z), the searched-for distributional solutions uz(x) := u(x, z) =
eix·z(1+ vz(x)) solve the Helmholtz equation ∆uz + k2(1+ q)uz = 0
in R3. Thus applying the general product rule for the Laplace opera-
tor yields
0 = ∆uz(x) + k
2(1+ q(x))uz(x)
= ∆

eix·z(1+ vz(x))

+ k2(1+ q(x))eix·z(1+ vz(x))
= eix·z∆(1+ vz(x)) + 2∇eix·z · ∇(1+ vz(x)) + (1+ vz(x))∆eix·z
+ k2(1+ q(x))eix·z(1+ vz(x))
= eix·z∆vz(x) + 2ieix·zz · ∇vz(x) − z · zeix·z(1+ vz(x))
+ k2(1+ q(x))eix·z(1+ vz(x)).
This implies that vz solves equation (2.13).
To show that vz satisfies the stated inequality, we rely on the inte-
gral equation
v(x) =

BR
gz(x− y)k
2(1+ q(y))(1+ v(y)) dy
=

gz ∗ k2(1+ q)(1+ v)

(x),
(2.14)
for q ∈ Lp(BR) and the Green-Faddeev function gz(x), which is the
fundamental solution of the following operator with constant coeffi-
cients, see, e.g., [Ser12, p.3]:
(∆+ 2iz · ∇)gz(x) = −δ(x) in D ′(R3). (2.15)
(Here, D ′(R3) is the dual space of the space of test functions D(R3)
on R3 and denotes the space of distributions on R3.) We further de-
note by Gz(f) the convolution of gz with f. Then using the embedding
v ∈W2,p(BR) ↩→ Lp′(BR), we can rewrite equation (2.14) as an opera-
tor equation Az(v) = v in Lp
′
(BR) with integral operator
Az : f → Gz(k2(1+ q)(1+ f)).
For q ∈ Lp(BR) the general Hölder inequality states that
∥qf∥p ⩽ ∥q∥p∥f∥p′ .
Due to that, the convolution operator Gz : Lp(BR)→ Lp′(BR) extends
to Lp
′
(BR) such that application of [LPS08, equation (15)] yields
∥Gz(q·)∥Lp′(BR)→Lp′(BR) ⩽ c∥q∥Lp(BR)/|z|
γ.
If we now assume that v ∈ Bρ(0) = {u | ∥u∥Lp′(BR) < ρ} ⊂ Lp
′
(R3) for
arbitrary ρ > 0, a solution v of Az(v) = v satisfies
∥v∥Lp′(BR) ⩽
ck2
|z|γ
(1+ ρ)∥1+ q∥Lp(BR). (2.16)
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Let further v,w ∈ W2,p(BR) ↩→ Lp′(BR) and |z| be large enough
such that
ck2
|z|γ
∥1+ q∥Lp(BR) < 1.
Consequently, A is contractive, i.e.,
∥A(v) −A(w)∥Lp′(BR) ⩽
ck2
|z|γ
∥1+ q∥Lp(BR)∥v−w∥Lp′(BR),
such that there exists a unique solution vz of Az(v) = v by the Ba-
nach fixed-point theorem. Note that vz(x) = v(x, z) satisfy the esti-
mate (2.16) and solves the integral equation (2.14) as well as equa-
tion (2.13), since gz(x) is the fundamental solution of (2.15).
uniqueness of inverse problem We now show that the set
of products of two solutions of the Helmholtz equation is dense in
Lp
′
(BR). This becomes the key factor of the aimed-for statement to
uniquely determine the contrast function from given far field mea-
surements.
Theorem 2.12. Let q1,q2 ∈ Lp(BR) be two contrast functions compactly
supported in BR. Then the span of the set of products of weak solutions of
the Helmholtz equation, i.e.,
span

u1u2, u1,2 ∈W2,p(BR) weakly solve ∆u1,2+k2(1+q1,2)u1,2=0

,
is dense in Lp
′
(BR).
Proof. Let g ∈ Lp(BR) such that

BR
gu1u2 dx = 0 for all weak so-
lutions u1,2 ∈ W2,p(BR) of the Helmholtz equation. Further fix an
arbitrary vector l ∈ R3 \ {0} such that for a cˆ ∈ S2 it holds that
cˆ · l = 0.
Likewise choose b ∈ R3 as well as a positive number τ > 0, such that
b · l = 0, b · cˆ = 0 and |b|2 = |l|2 + τ2.
Thus, {l, cˆ,b} forms an orthogonal system in R3. By that, define z1,2 ∈
C3 in the sense that
z1 := −
l
2
+
τcˆ
2
+
i
2
b, z2 := −
l
2
−
τcˆ
2
−
i
2
b.
Note that it holds that z1,2 · z1,2 = 0, |z1,2| ⩾ τ/2 and z1 + z2 = −l. By
Lemma 2.11 there exists T > 0 and C > 0 such that there are solutions
uz1,2 ∈ W2,p(BR) of the homogeneous Helmholtz equation in the
form uz1,2 = e
ix·z1,2(1+ vz1,2), where ∥vz1,2∥Lp′(BR) ⩽ C/|z1,2|γ ⩽ 2C/τ
for all τ > T .
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Due to the choice of g, we thus have that
0 =

BR
g(x)uz1(x)uz2(x) dx
=

BR
ei(z1+z2)·x(1+ vz1(x))(1+ vz2(x))g(x) dx.
As p′ > 2 > p > 1, the product of the integrands is in L1(BR) and the
L1-norm is uniformly bounded in τ > T . Consequently, vz1,2 vanish
for τ→∞ after interchanging limit and integral. Thus it holds that
0 =

BR
g(x)e−il·x dx = gˆ(l),
where gˆ denotes the Fourier transform of g. By the inversion theorem,
see, e.g., [Rud91, 7.7(c)], the inverse Fourier transform
g0(x) =

BR
gˆ(l)eil·x dl = 0, x ∈ BR
is identical to g(x) for almost every x ∈ BR. Therefore, also g vanishes
almost everywhere.
Now by Lemma 2.10 we have, almost as a corollary, the aimed-for
uniqueness result.
Theorem 2.13. Let q1,q2 ∈ Lp(BR), p > 3/2, be two contrast functions
such that q1(x) = q2(x) = 0 for all x /∈ BR. Further denote by u∞q1 and
u∞q2 the corresponding far field patterns. If both patterns coincide, that is,
u∞1 (xˆ; θ) = u∞2 (xˆ; θ) for all xˆ, θ ∈ S2, then q1 = q2.
Proof. Lemma 2.10 states that for such q1,q2 ∈ Lp(BR) and all weak
solutions of the Helmholtz equation it holds that
BR
v1v2(q1 − q2) dx = 0.
Since we know from Theorem 2.12 that the set of products of such
solutions is dense in Lp
′
(BR) and, consequently, q1 = q2.
3
I N V E R S E A C O U S T I C S C AT T E R I N G F R O M
A N I S O T R O P I C P E N E T R A B L E M E D I A
In this chapter we consider non-linear Tikhonov regularization and
sparsity-promoting techniques in Banach spaces for inverse scatter-
ing from penetrable anisotropic media. Therefore, we recall in Sec-
tion 3.2 well-known weak solution theory for the anisotropic Helm-
holtz equation (3.1) in the ball B2R for an admissible set of material
parameters with the Lp-topology. While the material parameters per-
form the searched-for contrast, we assume that its support is strictly
included in BR. Although this is not crucial, it avoids technicalities
and enables us to directly rely on a specific bound in Meyers’ semi-
nal work [Mey63].
Using Meyers’ gradient estimate we analyze the dependence of
scattered fields and their Fréchet derivatives on the material param-
eter in Sections 3.3 and 3.4. Section 3.5 extends these results to a
forward operator mapping the contrast to its far field operator. This
allows to show convergence of a non-linear Tikhonov regularization
against a minimum-norm solution to the inverse problem in Sec-
tion 3.6, but also to set up sparsity-promoting versions of that reg-
ularization method. Note, for both approaches, the discrepancy is de-
fined via a q-Schatten norm or an Lq-norm with 1 < q < ∞. Several
numerical examples presented in Section 3.7 indicate the reconstruc-
tion quality of the method, as well as the qualitative dependence of
the reconstructions on q.
Finally, as the adjoint operator of the forward operator’s lineariza-
tion is a crucial ingredient for the reconstruction scheme, an explicit
and computable representation of this adjoint can be found in Sec-
tion 3.8. All results presented in this chapter are already published in
[LR17].
3.1 presentation of the problem
We consider direct and inverse scattering of time harmonic waves
from a penetrable and anisotropic inhomogeneous medium with den-
sity described by a matrix-valued material contrast parameter Q ∈
Cd×d
div((Idd+Q)∇u) + k2u = 0 in Rd, d = 2, 3. (3.1)
To this end, we set up weak solution theory for the scattering prob-
lem in Lebesgue spaces Lt with t ⩾ 2 to be able to treat contrast
functions in Lp with p < ∞ in some admissible set. The analytic re-
sults allow to prove convergence of a sparsity-promoting version of
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Tikhonov regularization in Banach spaces for a specifically designed
penalty term towards, roughly speaking, a minimum-norm solution.
Numerical examples of contrast reconstructions in two dimensions
show feasibility of the proposed algorithm.
Regarding incident waves ui(x, θ) = exp(ikθ · x) from direction
θ ∈ Sd−1 = x ∈ Rd | |x| = 1 we seek solutions u(·, θ) to (3.1) such
that the scattered field us(·, θ) = u(·, θ)−ui(·, θ) additionally satisfies
Sommerfeld’s radiation condition,
lim
r→∞ r(d−1)/2

∂us
∂r
(rxˆ, θ) − ikus(rxˆ, θ)

= 0 (3.2)
uniformly in all directions xˆ ∈ Sd−1. By construction, the scattered
field in particular solves the Helmholtz equation ∆u+ k2u = 0 out-
side some ball BR = {|x| < R} containing D; such solutions are called
radiating in the sequel. It is well-known that radiating solutions to
the Helmholtz equation have the asymptotic behavior
us(rxˆ, θ) = γd
eikr
r(d−1)/2
u∞(xˆ, θ) +O(r−1) as r→∞,
where γ2 = exp(iπ/4)/
√
8πk, γ3 = 1/(4π), and u∞ : Sd−1 × Sd−1 →
C is the so-called far field pattern of the scattered field. This function
is analytic in both variables and defines the far field operator F =
FQ : L
2(Sd−1)→ L2(Sd−1),
FQg

(xˆ) :=

Sd−1
u∞(xˆ, θ)g(θ)dS(θ), xˆ ∈ Sd−1.
The inverse scattering problem we are interested in is to stably ap-
proximate the contrast function Qexa from noisy measurements of
the far field pattern u∞, that is, from a noisy version Fδmeas such that
∥Fexa−Fδmeas∥ ⩽ δ for some noise-level δ. To this end, we show that dif-
ferent variants of Tikhonov regularization can be employed for this
task and in particular suggest a sparsity-promoting variant of that
technique. The latter variant hence provides a solution Q† such that
FQ† = Fexa in the limit as the noise level δ tends to zero, such that
moreover Q† minimizes the sparsity promoting penalty term defin-
ing the Tikhonov functional.
Note that the convergence analysis of minimization-based regular-
ization methods requires Banach spaces with some smoothness prop-
erties that rule out L∞ as a suitable space for contrasts. Following the
ideas of Jin and Maass in [JM12a], we use Meyers’ gradient estimates
for weak solutions to elliptic equations to obtain that gradients of
weak solutions to (3.1) actually belong to Lt-spaces with t > 2. This
in turn allows to prove various analytic properties for the solution
to (3.1) as Lipschitz continuity or directional Gâteaux differentiability
that only require the contrast Q to be measured in some Lp-norm
with 2 < p < ∞. While [JM12a] applies sparsity-promoting regu-
larization methods based on Tikhonov regularization to determine a
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conductivity distribution in electrical impedance tomography (eit),
the only known investigation of corresponding techniques in inverse
scattering was done by Lechleiter, Kazimierski, and Karamehmedovic´
in [LKK13]. As mentioned in Chapter 2.3, their work tackled the sim-
pler Helmholtz equation ∆u+ k2n2u = 0.
A specificity of our approach compared to the ones of Lechleiter,
Kazimierski, and Karamehmedovic´ as well as of Jin and Maass is
that we do not only incorporate penalty terms that are linked to
Hilbert spaces but also measure the discrepancy, that is, the difference
between the measured far field data and the computed approxima-
tion, in a Banach-space: We consider either the full range of Schatten
classes Sq on the space of linear operators on L2(Sd−1) for 1 < q <∞,
or define a norm on the space of measurement operators by consider-
ing the norm of their integral kernels in Lq(Sd−1 ×Sd−1). For q = 2,
both notions coincide. The choice of q significantly influences both
reconstruction time and quality, as we demonstrate numerically.
On the very technical level, the ellipticity of the conductivity equa-
tion tackled in [JM12a] generally makes uniform estimates for solu-
tions to the governing differential equation with different conductivi-
ties arguably easier than for the indefinite Helmholtz equation treated
in this case. (This problem did not occur in [LKK13] due to the much
easier solution theory in Lt handling the simpler Helmholtz equa-
tion.)
Note also that nonlinear Tikhonov regularization requires perfor-
mant minimization routines; we rely on the classical shrinked Land-
weber iteration from Daubechies, Defrise, and De Mol mentioned
in Section 2.2 and also the Chambolle-Pock algorithm from [CP11],
which is connected to trust region algorithms. Since we not attempt
to improve reconstruction algorithms, we leave further algorithmic
tools aside. A proper numerical analysis of these techniques can be
found in [BKL17].
We finally remark that estimates use a generic constant C that
might change its value from one occurrence to the other.
3.2 the scattering problem
In this section, we recall weak solution theory in Sobolev spaces W1,t
with t ⩾ 2 for the anisotropic Helmholtz equation (3.1) subject to the
radiation condition (3.2) for the scattered field. The latter equation is
understood in the distributional sense. After recalling conditions for
solvability of that problem in H1, we provide Lt-theory using Mey-
ers’ gradient estimates. As it leads to somewhat shorter expressions,
we actually tackle the scattering problem for the corresponding scat-
tered fields, which are required to be locally in H1 and to satisfy the
differential equation
div((Idd+Q)∇us) + k2us = −div(Q∇ui) in Rd (3.3)
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weakly in the sense of L2(Rd), subject to the radiation condition (3.2).
Remark 3.1. If the material parameter A = Idd+Q is piecewise dif-
ferentiable, then any weak solution u and its co-normal derivative
∂u/∂νA := ν
⊤A∇u are continuous over interfaces Γ where A jumps:
[u]Γ = 0 and [ν⊤A∇u]Γ = 0, where ν denotes a unit normal to Γ and
[v]Γ denotes the jump of the function v across Γ .
admissible contrasts Before recalling the standard L2-based
solution approach via Riesz-Fredholm theory, we introduce a set of
contrasts that depends on a fixed parameter λ ∈ (0, 1),
Q :=

Q ∈ L∞(B2R, Cd×d)  λ ⩽ 1+Re(z¯⊤Qz) ⩽ λ−1,
−λ−1 ⩽ Im(z¯⊤Qz) ⩽ 0 for all z ∈ Cd with |z| = 1
and such that supp(Q) ⋐ BR

.
(3.4)
Thus, λ determines the class of possible material parameters A =
Idd+Q such that λ ⩽ Re z⊤A(x)z and |A(x)| ⩽ λ−1 for all z ∈ Cd
with |z| = 1 and almost every x ∈ Rd. (We always implicitly extend
Q ∈ Q by zero from B2R to all of Rd.) We further endow Q with the
Lp(B2R)
d×d-norm for 1 ⩽ p ⩽ ∞. Note first that for p < ∞, the
set Q then has no interior points for the Lp-topology, since for any
Q ∈ Q and any ϵ > 0, the open Lp-ball {Q ′ ∈ Lp(B2R)d×d | ∥Q −
Q ′∥Lp(B2R)d×d < ϵ} is not completely contained in Q. Second, any
Q ∈ Q obviously belongs to all spaces Lp(B2R)d×d for 1 ⩽ p ⩽∞.
Remark 3.2. We consider contrasts Q on B2R supported in BR since
this straightforwardly allows to directly rely on a specific Meyers’ es-
timate from [Mey63], avoiding technicalities. (B2R could be replaced
by any bounded domain that strictly contains BR.)
solution theory via riez-fredholm Seeking to solve for the
scattered field instead of the total one, we rewrite equation (3.3) for
all test functions ψ ∈ C∞0 (Rd) in the weak sense by multiplying that
equation with ψ, integrating over B2R, and integrating by parts the
divergence term. Thus,
B2R

(Idd+Q)∇us · ∇ψ¯− k2usψ¯

dx−

∂B2R
∂us
∂ν
ψ¯dS
= −

BR
Q∇ui · ∇ψ¯dx,
(3.5)
and density of smooth functions in H1(B2R) implies that the latter
equation holds for all ψ ∈ H1(B2R). As the trace operator γ(u) =
u|∂B2R has a unique continuation to a linear operator from H
1(B2R)
into H1/2(∂B2R), see [McL00, Lemma 3.35], such that us|∂B2R belongs
to H1/2(∂B2R), see [Mon03, Theorem 3.24]. Further, (Idd+Q)∇us be-
longs to H(div,B2R) since us solves (3.3) in L2(Rd), such that the
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trace theorem in H(div,B2R) shows that ∂us/∂ν = ν · ∇us = ν ·
(Idd+Q)∇us belongs to H−1/2(∂B2R), see [Mon03, Theorem 3.24].
Thus, the boundary integral in (3.5) is well-defined as a duality pair-
ing between H±1/2(∂B2R).
Now, we denote by Λ2R : H1/2(∂B2R) → H−1/2(∂B2R) the exterior
Dirichlet-to-Neumann operator, see [Néd01], which maps Dirichlet
boundary values ϕ on ∂B2R to the normal derivative ∂v/∂ν of the
unique radiating solution v to the exterior Dirichlet scattering bound-
ary problem. More precisely, v ∈ H1loc(Rd \ B2R) is the unique radiat-
ing solution to ∆v+ k2v = 0 in Rd \B2R, and can be written down ex-
plicitly in series form using Hankel functions, see Remark 3.5. As us
is a radiating solution to the Helmholtz equation, Λ2R(γ(us)) equals
∂us/∂ν, such that the left-hand side of (3.5) becomes
B2R

(Idd+Q)∇us · ∇ψ¯− k2usψ¯

dx−

∂B2R
Λ2R(γ(u
s))γ(ψ¯)dS
(3.6)
for all ψ ∈ H1(B2R), equal to the right-hand side Ψ(ψ) = −

BR
Q∇ui ·
∇ψ¯dx. (We omit the trace operator γ from now on if a restriction to
the boundary is obvious.)
To prove existence of solution of (3.6), we follow Hähner [Häh00],
see also the proof of Theorem 5.7 in [CK13], and rely on an additional
Dirichlet-to-Neumann map Λ∆,2R that maps Dirichlet data on ∂B2R
to Neumann data of the solution to an exterior Dirichlet boundary
problem for the Laplace equation. Note that −Λ∆,2R is coercive, that
is, −

∂B2R
Λ∆,2R(ψ)ψ¯dS ⩾ c∥ψ∥2H1/2(∂B2R) for all ψ ∈ H
1/2(∂B2R),
see, e.g., [CK13, p. 131]. The sesquilinear forms
s(φ,ψ) :=

B2R

(Idd+Q)∇φ · ∇ψ¯+φψ¯

dx−

∂B2R
Λ∆,2R(φ)ψ¯dS,
s1(φ,ψ) := (k2 + 1)

B2R
φψ¯dx+

∂B2R
(Λ2R −Λ∆,2R)(φ)ψ¯dS,
allow to reformulate the variational form (3.6) as
s(v,ψ) − s1(v,ψ) = −

BR
Q∇ui · ∇ψ¯dx for all ψ ∈ H1(B2R). (3.7)
Both Λ2R and Λ∆,2R are bounded from H1/2(∂B2R) into H−1/2(∂B2R),
such that s and s1 are bounded sesquilinear forms. The coercivity of
Λ∆,2R implies that s is coercive,
s(φ,φ) ⩾ ∥φ∥2H1(B2R) −

∂B2R
Λ∆,2R(φ)φ¯dS ⩾ C∥φ∥2H1(B2R),
for all φ ∈ H1(B2R). Moreover, compactness of Λ2R −Λ∆,2R, see, e.g.,
[CK13, p. 131], and the compact embedding of H1(B2R) in L2(B2R)
imply that s1 is a compact sesquilinear form.
By Riesz’ representation theorem there exists a bounded opera-
tor S : H1(B2R) → H1(B2R) and a compact operator S1 such that
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s(φ,ψ) = (Sφ,ψ)H1(B2R) and s1(φ,ψ) = (S1φ,ψ)H1(B2R) for all
φ, ψ ∈ H1(B2R). By Lax-Milgram’s lemma, S is further boundedly
invertible. Further introducing r ∈ H1(B2R) such that −

BR
Q∇ui ·
∇ψ¯dx = (r,ψ)H1(B2R) for all ψ ∈ H1(B2R), the variational formula-
tion (3.7) can be equivalently rewritten as S v− S1 v = r in H1(B2R).
Multiplying with the inverse S−1 yields v−K v = S−1 r with a com-
pact operator K := S−1 S1. Thus, Riesz-Fredholm theory implies that
uniqueness of solution to the latter equation implies existence of so-
lution for all right-hand sides.
Lemma 3.3. If the only solution to the homogeneous problem correspond-
ing to (3.6) is the trivial solution, then that variational problem possesses a
unique solution for all bounded anti-linear functionals Ψ ∈ H1(B2R)∗ and
there is CQ independent of Ψ such that
∥v∥H1(B2R) ⩽ CQ∥Ψ∥H1(B2R)∗

= CQ∥Q∥L∞(BR)∥ui∥H1(BR)
if Ψ(ψ) = −

BR
Q∇ui · ∇ψdx

.
(3.8)
Uniqueness of solution for the variational problem (3.6) is strongly
linked to the unique continuation property for solutions to that equa-
tion. In [Häh00], Hähner shows uniqueness of solution for contrasts
Q that are C1-smooth and supported in domains of class C2; this re-
sult can be generalized to contrasts that are piecewise differentiable
on a decomposition of B2R into finitely many Lipschitz domains.
Corollary 3.4. If there is a decomposition of B2R =
n
j=1Ωj of B2R into
finitely many Lipschitz domains Ωj such that Q ∈ Q belongs to C1(Ωj)
for j = 1, . . . ,n, then the variational formulation (3.6) possesses a unique
solution v for all bounded anti-linear functionals Ψ ∈ H1(B2R)∗.
Remark 3.5. It is well-known that solutions v to (3.6) can be uniquely
extended to radiating solutions in H1loc(Rd) of the Helmholtz equa-
tion in H1loc(Rd), see [Néd01]: For the spherical Hankel function h
(1)
n
and the spherical harmonics Ymn this extension is given by
v˜(x) =
∞
n=0
n
m=−n
vmn
h
(1)
n (2k|x|)
h
(1)
n (2kR)
Ymn

x
|x|

, |x| > R, (3.9)
where vmn =
1
R2

∂B2R
vY
m
n dS. Thereby one defines extended functions
as w =

v in BR, v˜ in R3 \B2R

as radiating solutions of (3.3). By
abuse of notation, we denote such functions for simplicity by v again.
regularity estimate To be able to handle derivatives of scat-
tered fields in Lp-spaces, we give a version of Meyers’ well-known
gradient estimate from [Mey63].
3.3 the solution operator 31
Theorem 3.6. For the bounded Lipschitz domain B2R ⊂ Rd and for Q ∈ Q
and f ∈ Lt(B2R)d let v ∈ H1(B2R) be a weak solution to
div((Idd+Q)∇v) + k2v = −div f in B2R,
i.e. v solves the variational formulation (3.6) for all ψ ∈ H10(B2R). Then
there exists a constant Tλ ∈ (2,∞) depending on λ and d such that for all
t ∈ (2, Tλ) the gradient ∇v belongs to Lt(B2R)d and satisfies
∥∇v∥Lt(BR)d ⩽ C

(1+ k2)∥v∥L2(B2R) + ∥f∥Lt(B2R)d

, (3.10)
where C = C(λ,d, t,R). As λ → 0 (or λ → 1) the constant Tλ tends to 2
(or ∞).
Proof. In [Mey63, Theorem 2] the original statement is shown more
generally for f ∈ Lt(B2R)d and h ∈ Lr(B2R) with r∗ ⩾ t > 2, such
that ∇u ∈ L2(B2R) weakly solves
div(A∇u) = div f+ h in B2R.
The number r∗ is defined by 1r∗ =
1
r −
1
d if r < d or as any number
in (1,∞) else. Since in our case h = k2u for u ∈ H1(B2R), the choice
r = 2 is natural. If d = 2, we can hence choose an arbitrary r∗ ∈ (1,∞)
such that r∗ ⩾ t > 2. In three dimensions, the analogous condition
for r∗ is fulfilled: r∗ = 2d/(d− 2) = 6 ⩾ t > 2.
The necessary condition t > 2 enforces t > 2d/(d+ 2), which al-
lows to use estimate (49) of [Mey63, Theorem 2],
∥∇u∥Lt(BR)d ⩽ C

Rd(
1
t−
1
2 )−1∥u∥L2(B2R) + ∥f∥Lt(B2R)d
+Rd(
1
t−
1
2 )+1∥h∥L2(B2R)

,
and gives the stated result for v = u, h = k2u, and r = 2.
3.3 the solution operator
To investigate the solution operator mapping the contrast Q and the
incident field ui to the weak solution of the scattering problem (3.6),
we define a sesquilinear form for Q ∈ Q for all φ, ψ ∈ H1(B2R) by
aQ(φ,ψ) :=

B2R

(Idd+Q)∇φ · ∇ψ¯− k2φψ¯

dx−

∂B2R
Λ2R(φ)ψ¯dS.
For Q ∈ Q, we assume that the forward problem (3.6) is solvable for
all right-hand sides and denote by L(Q, ·) : H1(B2R) → H1(B2R) the
solution operator mapping f ∈ H1(B2R) to the solution of the varia-
tional problem aQ(v,ψ) = −

B2R
Q∇f · ∇ψ¯dx for all ψ ∈ H1(B2R).
Choosing f = ui as a solution to the Helmholtz equation in Rd,
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vQ = L(Q,ui) is hence the weak solution to the variational formu-
lation (3.6), i.e.,
aQ(vQ,ψ) = −

BR
Q∇ui · ∇ψ¯dx for all ψ ∈ H1(B2R) (3.11)
and thus the radiating extension of vQ to Rd, see (3.9), weakly solves
div((Idd+Q)∇v) + k2v = −div(Q∇ui) in Rd.
perturbed contrasts To state a perturbation result for L(Q, ·),
note that boundedness of the solution operator L(Q, ·) implies by
Riesz’ representation theorem the existence of a boundedly invertible
operator AQ : H1(B2R)→ H1(B2R) such that
(AQ vQ,ψ)H1(B2R) = aQ(vQ,ψ) for all ψ ∈ H1(B2R). (3.12)
Lemma 3.7. Assume that for Q ∈ Q the forward problem (3.6) is uniquely
solvable and let Q ′ be a perturbation of Q, small enough such that
∥Q ′∥L∞(B2R)d×d ⩽
1
2
∥A−1Q ∥−1H1(B2R)→H1(B2R). (3.13)
Then for all Ψ ∈ H1(B2R)∗ there is a unique v ∈ H1(B2R) solving
aQ+Q ′(v,ψ) = Ψ(ψ) for all ψ ∈ H1(B2R). (3.14)
Thus, the solution operator L(Q+Q ′, ·) exists for all Q ′ that satisfy (3.13)
and is uniformly bounded by ∥L(Q +Q ′,ui)∥H1(B2R) ⩽ C∥ui∥H1(BR),
with C = C(Q) independent of Q ′.
Proof. Let Q, Q ∈ Q such that ∥Q− Q∥L∞(B2R)d×d ⩽ δ for ∥A−1Q ∥ <
δ−1. (We omit to explicitly denote operator norms in this proof.) De-
fine A Q as the Riesz representation AQ of a Q in (3.12) and note that((AQ−A Q)v,ψ)H1(B2R)= 
B2R
(Q− Q)∇v · ∇ψdx
⩽ ∥Q− Q∥L∞(B2R)∥∇v∥L2(B2R)∥∇ψ∥L2(B2R),
such that ∥AQ−A Q ∥ ⩽ ∥Q− Q∥L∞(B2R) ⩽ δ. Due to the choice of
δ there holds that ∥ Id−A−1Q A Q ∥ ⩽ ∥A−1Q ∥ ∥AQ−A Q ∥ < 1, such
that the Neumann series∞
j=0

Id−A−1Q A Q
j
=

Id−(Id−A−1Q A Q)
−1
= A−1Q AQ,
converges and defines A−1Q AQ. Thus, A−1Q exists as a bounded op-
erator on H1(B2R) and its operator norm is bounded by ∥A−1Q ∥ ⩽
∥A−1Q ∥/(1− δ∥A−1Q ∥). Setting Q ′ = Q−Q and δ = 1/2, the claim
follows from the equivalence of (3.14) and the equation
(AQ vQ,ψ)H1(B2R) = Ψ(ψ)L2(B2R)
holds for all ψ ∈ H1(B2R).
3.3 the solution operator 33
Remark 3.8. a. It is well-known that the technique of the proof of
Lemma 3.7 allows to show solvability for all contrasts of the
form Q+Q ′ with Q ′ ∈ L∞(BR)d×d such that ∥Q ′∥L∞(BR)d×d <
∥A−1Q ∥−1H1(B2R)→H1(B2R).
b. Combining the last Lemma 3.7 with Corollary 3.4, one can show
that the forward problem (3.6) is solvable in the union of open
L∞-balls around, roughly speaking, all piecewise continuously
differentiable contrasts Q with radius ∥A−1Q ∥−1H1(B2R)→H1(B2R).
solution operator’s continuity Recall now that the con-
stant Tλ > 2 has been defined in Theorem 3.6 and that ui denotes
a generic solution to the Helmholtz equation ∆ui + k2ui = 0 in Rd.
Theorem 3.9. For p > 2Tλ/(Tλ − 2) and Q, Q+Q ′ ∈ Q such that the
solution operator L(Q, ·) exists and Q ′ satisfies (3.13), there holds that
∥L(Q+Q ′,ui) − L(Q,ui)∥H1(B2R) ⩽ C∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R),
(3.15)
with a constant C that only depends on Q but not on Q ′ or on ui.
Proof. Due to Lemma 3.7, the assumptions on Q and Q ′ imply that
both solution operators L(Q, ·) and L(Q + Q ′, ·) are bounded ope-
rators on H1(B2R). For the same incident field ui we set vQ+Q ′ =
L(Q+Q ′,ui) and vQ = L(Q,ui) and denote the radiating extensions
(see (3.9)) of these functions to Rd again by vQ+Q ′ and the corre-
sponding total fields by uQ+Q ′ = ui+ vQ+Q ′ and uQ = ui+ vQ. The
difference vQ+Q ′ − vQ = uQ+Q ′ −uQ is the weak, radiating solution
to
div((Idd+Q)∇(uQ+Q ′ − uQ)) + k2(uQ+Q ′ − uQ)
= −div(Q ′∇uQ+Q ′) in Rd.
Thus, the boundedness of the solution operator L(Q, ·) hence shows
that ∥uQ+Q ′ − uQ∥H1(B2R) ⩽ CQ∥Q ′∇uQ+Q ′∥L2(BR)d . Choosing p
and t such that 1/p+ 1/t = 1/2, the generalized Hölder inequality
yields
∥Q ′∇uQ+Q ′∥L2(BR)d ⩽ ∥Q ′∥Lp(BR)d×d∥∇uQ+Q ′∥Lt(BR)d . (3.16)
The choices of p and t imply p = 2t/(t− 2) and since by assumption
p > 2Tλ/(Tλ − 2) we have 2Tλ/(Tλ − 2) < 2t/(t− 2). The strict mono-
tonicity of s → 2s/(s− 2) on (2,∞) consequently implies that t < Tλ,
which allows to conclude by Meyers’ estimate (3.10) that
∥∇uQ+Q ′∥Lt(BR)d ⩽ C∥uQ+Q ′∥L2(B2R). (3.17)
Due to the assumption on Q ′ and Lemma 3.7, the right-hand side of
the latter estimate can be bounded by
∥uQ+Q ′∥L2(B2R) ⩽ ∥ui∥H1(B2R) + ∥vQ+Q ′∥H1(B2R)
⩽ (1+ 2CQ)∥ui∥H1(B2R),
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where CQ is the constant from (3.8). Together, the last four estimates
yield the claim.
Remark 3.10. The case p =∞ is not covered by Meyers’ estimate, but
could be treated directly by standard L2-theory from Lemma 3.3 and
Lemma 3.7. This also holds for all further statements.
Theorem 3.9 requires assumption (3.13) for Q ′ merely to bound the
norm of uQ+Q ′ independently of Q ′. If one knows a-priori that the
norm of solutions to the scattering problem is uniformly bounded,
then assumption (3.13) can obviously be dropped.
Corollary 3.11. Assume that ∥L(Q, ·)∥H1(B2R)→H1(B2R) is uniformly
bounded for all Q in a subset Q ′ of Q. Then for all p > 2Tλ/(Tλ − 2) there is
C∗ > 0 depending on Q ′ and p such that (3.15) holds for all Q, Q+Q ′ ∈ Q ′
with C replaced by C∗.
3.4 differentiability of the solution operator
We now have a glance at the differentiability of the solution operator
and, therefore, fix the incident field ui in this entire section. We fur-
ther fix Q ∈ Q such that the solution operator L(Q, ·) is bounded on
H1(B2R) and denote the derivative of L with respect to Q in direction
Q ′ ∈ Lp(B2R)d×d by v ′ := L ′(Q,ui)[Q ′], defined by
aQ(v
′,ψ) = −

BR
Q ′∇ L(Q,ui) + ui · ∇ψ¯dx for all ψ ∈ H1(B2R).
(3.18)
We show in Theorem 3.15 that v ′ can be interpreted as a Gâteaux
derivative of L(Q,ui) in direction Q ′ (see also Remark 3.16).
continuity properties
Lemma 3.12. For every Q ∈ Q the mapping Q ′ → L ′(Q,ui)[Q ′], which
is in L(Lp(BR)d×d, H1(B2R)), has the following continuity properties:
(i) For p > 2Tλ/(Tλ − 2), there is C = C(Q) > 0 such that
∥L ′(Q,ui)[Q ′]∥H1(B2R) ⩽ C∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R).
(ii) For every p > 2Tλ/(Tλ − 2) there is t ∈ (2, Tλ) and C = C(Q) > 0
such that
∥∇L ′(Q,ui)[Q ′]∥Lt(BR)d ⩽ C∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R).
Proof. (i) Lemma 3.3 implies that
∥L ′(Q,ui)[Q ′]∥H1(B2R) ⩽ C∥Q ′∇uQ∥L2(BR)d ,
where uQ = L(Q,ui) + ui represents the total field whose radiat-
ing extension to Rd, see (3.9), satisfies the anisotropic Helmholtz
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equation div((Idd+Q)∇uQ) + k2u = 0 weakly in Rd. Choosing p
and t such that 1/p+ 1/t = 1/2, the generalized Hölder inequality
further implies that ∥Q ′∇uQ∥L2(BR)d ⩽ ∥Q ′∥Lp(BR)d×d∥∇uQ∥Lt(BR)d .
Again, p = 2t/(t − 2) and, as in the proof of Theorem 3.9, Meyers’
estimate (3.10) yields
∥∇uQ∥Lt(BR)d ⩽ C∥uQ∥L2(B2R).
Next, we exploit Lemma 3.3 to estimate
∥uQ∥L2(B2R) ⩽ ∥vQ∥H1(B2R) + ∥ui∥H1(B2R)
⩽ C∥Q∇ui∥L2(BR)d + ∥ui∥H1(B2R),
such that ∥uQ∥L2(B2R) ⩽

1 + C∥Q∥L∞(BR)d×d
∥ui∥H1(B2R), and we
conclude that
∥L ′(Q,ui)[Q ′]∥H1(B2R) ⩽ C∥Q∥L∞(BR)d×d ∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R).
(ii) For t ∈ (2, Tλ) and p > 2Tλ/(Tλ− 2), Meyers’ estimate (3.10) yields
as in the proof of part (i) that
∥∇L ′(Q,ui)[Q ′]∥Lt(BR)d ⩽ C

∥L ′(Q,ui)[Q ′]∥L2(B2R)
+∥Q ′∇uQ∥Lt(B2R)d

,
(3.19)
where the radiating extension of the total field uQ = L(Q,ui) + ui to
Rd solves div((Idd+Q)∇uQ)+ k2u = 0 weakly in Rd (see (3.9)). The
first term in (3.19) is bounded by C∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R) due to
(i), such that it remains to bound the second term: For arbitrary ϵ > 0
such that t ′ = t+ ϵ ∈ (t, Tλ), we set p = t ′t/(t ′ − t) and compute that
∥Q ′∇uQ∥tLt(B2R)d =

BR
|Q ′|t2|∇uQ|t dx
⩽
 
BR
|Q ′|
tt ′
t ′−tdx
1− t
t ′ ∥∇uQ∥tLt ′(BR)d
(3.10)
⩽ C∥uQ∥tL2(B2R)
 
BR
|Q ′|pdx
1− t
t ′ .
Since p(t ′ − t)/t ′t = 1 and as ∥uQ∥L2(B2R) ⩽ C(Q)∥ui∥H1(B2R) as
seen in the proof of (i), we have that
∥Q ′∇uQ∥Lt(B2R)d ⩽ C∥Q ′∥
t ′−t
t ′t p
Lp(BR)d×d
∥uQ∥L2(B2R)
⩽ C∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R),
which shows the claimed estimate for ∥∇L ′(Q,ui)[Q ′]∥Lt(BR)d .
Lemma 3.13. For p > 2Tλ/(Tλ − 2) and for every Q,Q+Q ′ ∈ Q such
that Q ′ satisfies (3.13), there exists t ∈ (2, Tλ) and C > 0 independent of
Q ′ and ui such that
∥∇L(Q+Q ′,ui) −∇L(Q,ui)∥Lt(BR)d ⩽ C∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R).
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Proof. As in Theorem 3.9, we exploit that the difference of uQ+Q ′ =
ui + L(Q+Q ′,ui) and uQ = ui + L(Q,ui) can be extended to a radi-
ating function in Rd that solves
div((Idd+Q)∇(uQ+Q ′ − uQ)) + k2(uQ+Q ′ − uQ)
= −div(Q ′∇uQ+Q ′) in Rd.
Consequently, Meyers estimate (3.10) implies that
∥∇[L(Q+Q ′,ui) − L(Q,ui)]∥Lt(BR)d
= ∥∇[L(Q+Q ′,ui) + ui − L(Q,ui) − ui]∥Lt(BR)d
⩽ C

∥L(Q+Q ′,ui) − L(Q,ui)∥L2(B2R) + ∥Q ′∇uQ+Q ′∥Lt(B2R)d

.
The first term of the right hand side is bounded by Theorem 3.9,
whereas the second one estimates as in the proof of Lemma 3.12
part (ii),
∥∇[L(Q+Q ′,ui) − L(Q,ui)]∥Lt(BR)d ⩽ C∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R).
Theorem 3.14. Under the assumptions of Lemma 3.13, the map Q →
L ′(Q,ui) is locally Lipschitz continuous: There is C > 0 independent of
Q ′ and ui such that for all P ∈ Lp(BR)d×d there holds
∥L ′(Q+Q ′,ui)[P] − L ′(Q,ui)[P]∥H1(B2R)
⩽ C∥Q ′∥Lp(BR)d×d∥P∥Lp(BR)d×d∥ui∥H1(B2R)
Proof. For P ∈ Lp(BR)d×d, wQ+Q ′ = L ′(Q +Q ′,ui)[P] and wQ =
L ′(Q,ui)[P] satisfy by (3.18) the variational formulations
aQ+Q ′(wQ+Q ′ ,ψ) = −

BR
P∇ L(Q+Q ′,ui) + ui · ∇ψ¯dx and
aQ(wQ,ψ) = −

BR
P∇ L(Q,ui) + ui · ∇ψ¯dx
for all ψ ∈ H1(B2R). Thus, w := wQ+Q ′ −wQ satisfies
aQ(w,ψ) =−

BR
P∇ L(Q+Q ′,ui) − L(Q,ui) · ∇ψ¯dx
−

BR
Q ′∇L ′(Q+Q ′,ui)[P] · ∇ψ¯dx.
Lemma 3.7 and the generalized Hölder inequality with Lebesgue in-
dices p and t, such that 1/p+ 1/t = 1/2, then imply that
∥w∥H1(B2R)
⩽ CQ ∥P∇[L(Q+Q ′,ui) − L(Q,ui)]+Q ′∇L ′(Q+Q ′,ui)[P]∥L2(BR)d
⩽ CQ

∥P∥Lp(BR)d×d∥∇[L(Q+Q ′,ui) − L(Q,ui)]∥Lt(BR)d
+ CQ ∥Q ′∥Lp(BR)d×d∥∇L ′(Q+Q ′,ui)[P]∥Lt(BR)d

.
3.4 differentiability of the solution operator 37
Herein the Lt-norms are bounded by Lemma 3.13
∥∇[L(Q+Q ′,ui)− L(Q,ui)]∥Lt(BR)d ⩽C(Q)∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R)
as well as by Lemma 3.12
∥∇L ′(Q+Q ′,ui)[P]∥Lt(BR)d ⩽ CQ∥P∥Lp(BR)d×d∥ui∥H1(B2R).
Combining these bounds with the above estimate for w shows the
claim, as
∥w∥H1(B2R) ⩽ C∥Q ′∥Lp(BR)d×d∥P∥Lp(BR)d×d∥ui∥H1(B2R).
gâteaux derivative
Theorem 3.15. For p > 2Tλ/(Tλ − 2), the solution operator L is differen-
tiable in the sense that for every Q,Q+Q ′ ∈ Q such that Q ′ satisfies (3.13),
it holds that
∥L(Q+Q ′,ui) − L(Q,ui) − L ′(Q,ui)[Q ′]∥H1(B2R)
is bounded by ∥Q ′∥2
Lp(BR)d×d
∥ui∥H1(B2R), scaled by a constant indepen-
dent of Q ′ and ui. Thus, if {Q ′n}n∈N satisfies (3.13) for all n ∈ N as well
as ∥Q ′n∥Lp(BR)d×d → 0 as n→∞, then
∥L(Q+Q ′n,ui) − L(Q,ui) − L ′(Q,ui)[Q ′n]∥H1(B2R)
∥Q ′n∥Lp(BR)d×d
→ 0 as n→∞.
Proof. For w := L(Q+Q ′,ui) − L(Q,ui) − L ′(Q,ui)[Q ′] we first con-
sider the variational formulations defining all three terms,
aQ+Q ′(L(Q+Q ′,ui),ψ) = −

BR
(Q+Q ′)∇ui · ∇ψ¯dx,
aQ(L(Q,ui),ψ) = −

BR
Q∇ui · ∇ψ¯dx,
aQ(L ′(Q,ui)[Q ′],ψ) = −

BR
Q ′∇[L(Q,ui) + ui] · ∇ψdx
for all ψ ∈ H1(B2R). Thus, for all ψ ∈ H1(B2R) there holds
aQ+Q ′(w,ψ)
= aQ+Q ′(L(Q+Q ′,ui),ψ) − aQ(L(Q,ui),ψ) − aQ(L ′(Q,ui)[Q ′],ψ)
−

B2R
Q ′∇L(Q,ui) · ∇ψdx−

B2R
Q ′∇L ′(Q,ui)[Q ′] · ∇ψdx
=

BR
Q∇ui ·∇ψ¯dx−

BR
(Q+Q ′)∇ui ·∇ψ¯dx−

BR
Q ′∇L(Q,ui) ·∇ψdx
+

BR
Q ′∇ L(Q,ui) + ui · ∇ψdx− 
BR
Q ′∇L ′(Q,ui)[Q ′] · ∇ψdx
= −

BR
Q ′∇L ′(Q,ui)[Q ′] · ∇ψdx.
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Generalized Hölder’s inequality for p and t such that 1/t+ 1/p = 1/2
and Lemma 3.7 imply that
∥w∥H1(B2R) ⩽ 2CQ∥Q ′∇L ′(Q,ui)[Q ′]∥L2(BR)d
⩽ CQ∥Q ′∥Lp(BR)d×d∥∇L ′(Q,ui)[Q ′]∥Lt(BR)d ,
where by Lemma 3.12 part (ii)
∥∇L ′(Q,ui)[Q ′]∥Lt(BR)d ⩽ C∥Q ′∥Lp(BR)d×d∥ui∥H1(B2R),
which finally implies the claimed estimate.
Remark 3.16. For Q ′ ∈ L∞(B2R)d×d that satisfies (3.13), the last the-
orem shows that Q ′ → L ′(Q,ui)[Q ′] is the Gâteaux derivative of
Q → L(Q,ui) at Q in direction Q ′. As Q → L(Q,ui) is, however, not
defined on an open set in Lp(B2R)d×d, see the discussion below (3.4),
Q → L(Q,ui) is not Gâteaux differentiable (or Fréchet differentiable)
in the Lp-sense and L ′(Q,ui) is not a Gâteaux differential.
3.5 the forward operator
In this section, we define the forward operator corresponding to the
inverse scattering problem we are ultimately interested in. This oper-
ator maps a contrast function to the corresponding far field operator.
potential representation Therefore, we reformulate the an-
isotropic Helmholtz equation under investigation for a source f ∈
L2(B2R), extended by zero to all of Rd, as div((Idd+Q)∇v) + k2v = f
in Rd for a radiating weak solution v ∈ H1loc(Rd). By [Kir08, Lemma
2.1], v can be represented as a volume potential defined via
Φk(x) =
 i4H
(1)
0 (k|x|), if d = 2,
exp(ik|x|)
4π|x| , if d = 3,
x ̸= 0,
which is the radiating fundamental solution to the Helmholtz equa-
tion. More precisely,
v = div

BR
Φk(· − y)[Q∇v+ f](y)dy in Rd. (3.20)
Note that the choice of f = ∇ui corresponds to the radiating exten-
sion of v = L(Q,ui) to Rd. In analogy to this potential representation,
the radiating extension of the derivative v ′ = L ′(Q,ui)[Q ′] to Rd
satisfies
v ′ = div

BR
Φk(· − y)

Q∇v ′ +Q ′∇ L(Q,ui) + ui (y)dy (3.21)
in Rd, since v ′ solves, by definition, the variational formulation (3.18).
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Further we assume from now on that the solution operator L(Q,ui)
is well-defined and bounded on H1(B2R) for all Q ∈ Q. Due to
Lemma 3.7, this can always be guaranteed by choosing the param-
eter λ ∈ (0, 1) defining Q small enough.
Assumption 3.17. The solution operator L(Q,ui) exists for all Q ∈ Q
as a bounded operator on H1(B2R).
Due to the potential representation (3.20) of v = L(Q,ui), the far
field pattern of v∞(xˆ) for a direction xˆ ∈ Sd−1 hence equals
v∞(xˆ) =

div

BR
Φk(·− y) Q(y)∇[v(y) + ui(y)]dy
∞
(xˆ)
= −

BR
(∇yΦk(·− y))∞ (xˆ) ·Q(y)∇[v(y) + ui(y)]dy
= −

BR
∇ye−ik xˆ·y ·Q(y)∇[v(y) + ui(y)]dy
= ik xˆ ·

BR
Q(y)∇[v(y) + ui(y)]e−ik xˆ·y dy, xˆ ∈ Sd−1.
(3.22)
constructing the forward operator As the latter integral
expression is an analytic function in xˆ, the far field v∞ is analytic as
well. Let us now introduce, for brevity, the integral operator
V : L2(B2R)
d → H2(B2R)d, Vf =

BR
Φk(· − y)f(y)dy.
(See [CK13, Theorem 8.2] for the mapping properties of V .) The total
field v+ ui restricted to B2R satisfies in H1(B2R):
v+ ui = [Id−divV(Q∇(·))]−1 divV(Q∇ui) + ui
= [Id−divV(Q∇(·))]−1ui.
Thus, we abbreviate the (bounded) inverse of Id−divV(Q∇(·)) on
H1(B2R) by SQ and represent the far field v∞ = L(Q,ui)∞, computed
in (3.22), as
v∞(xˆ) = ik

BR
xˆ ·Q(y)∇SQ ui(y) e−ik xˆ·y dy, xˆ ∈ Sd−1.
If we further introduce the integral operator
Z : Lt(BR)
d → L2(Sd−1), f → ik

BR
xˆ · f(y) e−ik xˆ·y dy, (3.23)
then there holds that
L(Q,ui)∞ = Z ◦ Q∇SQui.
As Q ∈ Q ⊂ L∞(B2R)d×d and SQui ∈ L2(B2R), the following
lemma shows that the composition on the right is well-defined and
bounded. This is basically due to the smoothing property of Z, which
is a trace class operator, see [Gro55].
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Lemma 3.18. Choose m ∈ N , 1 < t <∞, and f ∈ Lt(B2R)d.
(i) There is C = C(m, t) such that ∥Zf∥Cm(Sd−1) ⩽ C(m, t)∥f∥Lt(B2R)d .
(ii) The operator Z is of trace class from Lt(B2R)d into L2(Sd−1).
Proof. (i) The kernel of the integral operator Z is smooth in xˆ and y,
such that one easily shows the claimed bound by partial integration
and the Hölder inequality.
(ii) Due to the bounds shown in part (i), Z is bounded from Lt(B2R)d
into any Hilbert space Hm(Sd−1). Choosing m large enough then
implies that the embedding of Hm(Sd−1) in L2(Sd−1) is a trace class
operator, see [Gra68]. As those operators form an ideal, Z is also a
trace class operator that maps Lt(B2R)d into L2(Sd−1).
We are now ready to rigorously introduce the forward operator
that, by definition, maps contrasts to far field operators. To this end,
we consider incident fields in form of Herglotz wave functions,
vg(x) =

Sd−1
eikx·θg(θ)dS(θ), for x ∈ Rd and g ∈ L2(Sd−1),
(3.24)
that are well-known entire solutions to the Helmholtz equation in
Rd. It is moreover well-known that g → vg|B2R is a bounded opera-
tion from L2(Sd−1) into H1(B2R), see [CK13, Section 3.3]. Using vg
as an incident field then defines a far field operator FQ ∈ L2(Sd−1)
by FQg = (L(Q, vg))
∞ for g ∈ L2(Sd−1). As the integral kernel u∞ =
u∞Q : Sd−1 × Sd−1 → C of F(Q) = FQ is analytic in both variables,
FQ is compact and even belongs to the set S1 of trace class opera-
tors on L2(Sd−1), since its singular values sj(FQ) are summable, i.e.,
∥FQ∥S1 =

j∈N |sj(FQ)| < ∞. The embedding ℓp ⊂ ℓq for 1 ⩽ p <
q ⩽ ∞ of the sequence spaces ℓp further implies that trace class ope-
rators belong to the qth Schatten class Sq for all q ∈ [1,∞), a Banach
space of all compact operators on L2(Sd−1) with q-summable singu-
lar values sj(FQ), equipped with the norm defined by
∥FQ∥qSq =

j∈N
|sj(FQ)|
q, for q ⩾ 1.
This allows to define the contrast-to-far field mapping,
F : Q→ Sq, F(Q)g = Z ◦

Q∇SQ(vg)

for g ∈ L2(Sd−1), q ⩾ 1,
(3.25)
as an operator from Q into the qth Schatten class Sq.
properties of the forward operator
Remark 3.19. a. Due to Lemma 3.18 with t = 2 and the continu-
ity properties of the solution operator L, the composition Z ◦
Q∇SQ(vg)

is well-defined in L2(Sd−1).
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b. Since trace class operators form an ideal in the space of all
bounded operators, and as F(Q)g = Z(L(Q, vg)) with a trace
class operator Z, the forward operator is a trace class operator
as well, and, hence, belongs to all spaces Sq for q ⩾ 1.
c. An alternative to the Sq-norms are Lq-norms for integral opera-
tors on the sphere: Since F(Q)g =

Sd−1 u
∞(·, θ)g(θ)dS(θ) is rep-
resented by the far field pattern u∞(·, θ) of the scattered fields
us = L(Q, vg), the Lq-Norm of u∞ defines an operator norm
for F(Q) by ∥F(Q)∥q := ∥u∞∥Lq(Sd−1×Sd−1), 1 < q < ∞. The
contrast-to-far field map Q → F(Q) as defined in (3.25) is then
continuous from Lq
′
(Sd−1) into Lq(Sd−1) with q ′ = q/(q− 1),
because g → vg|D is continuous from Lq
′
(Sd−1) into C1(D) for
all q ∈ (1,∞). For q = 2, it is well-known that ∥ · ∥S2 = ∥ · ∥2.
The advantage of the Lq-norms with respect to the implementa-
tion of inversion algorithms is that the computation of adjoints
or subdifferentials is straightforward for these spaces. Since the
subsequent theoretic results do not depend on the choice of
the discrepancy norm, we continue to work with the Schatten
norms ∥ · ∥Sq , noting that all results holds as well for the ∥ · ∥q-
norms.
The link between the solution operator L and the non-linear for-
ward operator F enables us to show various properties of F via those
of L. To this end, note first that the far field of the radiating extension
of L(Q, vg) depends boundedly and linearly on L(Q, vg), such that
the derivative Q ′ → F ′(Q)[Q ′] ∈ L(Lp(B2R)d×d, Sq) with respect to
Q ∈ Q of F equals by the product rule in Banach spaces, see [Zei86],
F ′(Q)[Q ′]g = Z ◦ Q∇L ′(Q, vg)[Q ′] +Q ′∇SQ(vg) , (3.26)
since L(Q, vg) = SQ(vg) − vg. This allows to transfer the results of
Theorems 3.9, 3.14, and 3.15 from L to F.
Corollary 3.20. Choose Q ∈ Q and Q +Q ′ ∈ Q such that Q ′ satis-
fies (3.13), and q ⩾ 1.
(i) If p > 2Tλ/(Tλ − 2) then there is C = C(Q) such that
∥F(Q+Q ′) − F(Q)∥Sq ⩽ C ∥Q ′∥Lp(BR)d×d . (3.27)
(ii) The operator F ′(Q) is locally Lipschitz continuous with respect to
Lp(BR)
d×d: There is C = C(Q) such that
∥F ′(Q+Q ′) − F ′(Q)∥L(Lp(B2R)d×d,Sq) ⩽ C ∥Q ′∥Lp(BR)d×d .
(iii) If p > 4Tλ/(Tλ − 2) the far field operator F(Q) is differentiable in the
sense that
∥F(Q+Q ′) − F(Q) − F ′(Q)[Q ′]∥Sq ⩽ C ∥Q ′∥2Lp(BR)d×d
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for C = C(Q). Is there further a sequence {Q ′n}n∈N satisfying (3.13)
for all n ∈ N and if ∥Q ′n∥Lp(BR)d×d → 0 as n→∞, then
∥F(Q+Q ′n) − F(Q) − F ′(Q)[Q ′n]∥Sq/∥Q ′n∥Lp(BR)d×d → 0.
Proof. The basic ingredient of the proof is the smoothing property of
the far field map Z defined in (3.23), which is a trace class operator
from L2(B2R)d into L2(Sd−1). Choosing the incident field ui as a
Herglotz wave function vg for some g ∈ L2(Sd−1),
∥F(Q+Q ′) − F(Q)∥Sq
=
g → Z (Q+Q ′)∇SQ+Q ′(vg) −Q∇SQ(vg) Sq
⩽
g → Z (Q+Q ′)∇SQ+Q ′(vg) −Q∇SQ(vg) S1
(∗)
⩽ C
g → (Q+Q ′)∇SQ+Q ′(vg) −Q∇SQ(vg) L(L2(Sd−1),L2(BR)d)
⩽ C sup
∥g∥
L2
=1
Q ′∇SQ+Q ′(vg)L2(BR)d
+
Q∇[SQ+Q ′(vg) − SQ(vg)]L2(BR)d ,
where inequality (∗) follows from Lemma 3.18(ii) and the fact that the
composition of the trace class operator Z with a bounded and linear
operator is of trace class as well. Now we use again the technique
from the proof of Theorem 3.9, see (3.16) and (3.17), to obtain the
bound
∥Q ′∇SQ+Q ′(vg)∥L2(BR)d ⩽ ∥Q ′∥Lp(BR)d×d∥SQ+Q ′(vg)∥H1(BR)
where due to Lemma 3.7 the total wave field satisfies the estimates
∥SQ+Q ′(vg)∥H1(BR) ⩽ C ∥vg∥H1(B2R) ⩽ C ∥g∥L2(Sd−1) = C,
with a constant C = C(Q) independent of Q ′. As the difference of
the total fields SQ+Q ′(vg) − SQ(vg) equals the difference of the scat-
tered fields L(Q +Q ′, vg) − L(Q, vg) for the fixed incident field vg,
Theorem 3.9 further shows thatQ∇[SQ+Q ′(vg) − SQ(vg)]L2(BR)d
⩽ C ∥Q∥L∞(BR)d×d∥Q ′∥Lp(BR)d×d∥vg∥H1(B2R)
(3.28)
such that by plugging the last estimates together we conclude that
∥F(Q+Q ′) − F(Q)∥Sq ⩽ C(Q)∥Q ′∥Lp(BR)d×d . The bounds in (ii) and
(iii) are shown analogously, using Theorems 3.14 and 3.15 instead of
Theorem 3.9.
As for Theorem 3.9, the last corollary’s assumption that (3.13) holds
for Q ′ can be replaced by uniformly bounded solution operators,
see Corollary 3.11.
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Corollary 3.21. Assume that ∥L(Q, ·)∥H1(B2R)→H1(B2R) is uniformly
bounded for all Q in a subset Q ′ of Q. Then for all p > 2Tλ/(Tλ − 2) there is
C∗ > 0 depending on Q ′ and p such that (3.27) holds for all Q, Q+Q ′ ∈ Q ′
with C replaced by C∗.
Proof. Instead of Theorem 3.9, use Corollary 3.11 to obtain the bound
in (3.28) of the last proof.
3.6 non-linear tikhonov and sparsity regularization
The inverse problem we consider is to stably approximate a contrast
Qexa from perturbed measurements of its far field operator F(Qexa).
More precisely, for noisy measurements Fδmeas with noise level δ > 0
such that ∥F(Qexa) − Fδmeas∥Sq ⩽ δ, we seek to approximate Q by non-
linear Tikhonov regularization. Thus, for some penalty term R we
consider to minimize the Tikhonov functional
Jα,δ(Q) :=
1
q∥F(Q) − Fδmeas∥qSq +αR(Q), q ∈ [1,∞), (3.29)
over some appropriate admissible set of contrasts included in Q. As
the functional Jα,δ requires F(Q) to be well-defined, we suppose for
the rest of the chapter that the variational formulation (3.6) of the
forward problem is uniquely solvable for all Q ∈ Q and all incident
fields ui that solve the Helmholtz equation in Rd.
Assumption 3.22. The variational formulation (3.6) is uniquely solv-
able for all Q ∈ Q and all incident fields ui that solve the Helmholtz
equation in Rd, and the norm of the solution operator L(Q, ·) on
H1(B2R) is uniformly bounded for Q ∈ Q.
Due to Lemma 3.7, the first part of the latter assumption can always
be guaranteed by choosing the parameter λ ∈ (0, 1) that defines the
set Q in (3.4) close enough to one, as (3.6) is uniquely solvable if Q
is the identity matrix. The second part can be guaranteed by merely
considering contrasts in Q ∩ X for some space X ⊂ L∞(B2R)d×d that
embeds compactly into L∞(B2R)d×d.
Before presenting the Tikhonov regularization framework in detail,
we first show Lipschitz continuity of the discrepancy E(Q) := ∥F(Q)−
Fδmeas∥Sq .
Theorem 3.23. If Assumption 3.22 holds, then |E(Q) − E(Q + Q ′)| ⩽
C ∥Q ′∥Lp(BR)d×d for p > 2Tλ/(Tλ − 2) for all elements Q and Q +Q ′
of Q.
Proof. For all contrasts Q and Q+Q ′ in Q the reverse triangle inequal-
ity for norms implies that |E(Q)−E(Q+Q ′)| ⩽ ∥F(Q)−F(Q+Q ′)∥Sq .
By Assumption 3.22, Corollary 3.21 bounds the last right-hand side
uniformly in Q and Q ′ by ∥F(Q) − F(Q+Q ′)∥Sq ⩽ C ∥Q ′∥Lp(BR)d×d
for any choice of p > 2Tλ/(Tλ− 2). Thus, E is Lipschitz continuous on
Q with respect to Lp(BR)d×d for p > 2Tλ/(Tλ − 2).
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tikhonov regularization Fixing p > 2Tλ/(Tλ− 2), let us now
set p∗ = dp/(p + d), such that 1 < p∗ < d. Sobolev’s embedding
theorem then implies that W1,p∗(B2R)d×d embeds compactly into
Lp(B2R)
d×d; moreover, the Sobolev inequality
∥Q∥Lp(B2R)d×d ⩽ C ∥Q∥W1,p∗(B2R)d×d
holds for all Q∈W1,p∗(B2R)d×d. Note that functions in W1,p∗(B2R)d×d
are in general discontinuous, since an embedding into Hölder spaces
would require p∗>d. In the sequel we consider W1,p∗0 (B2R)
d×d to be
the space of functions that vanish on ∂BR and extend those by zero
to all of Rd, such that the intersection of W1,p∗0 (BR)d×d with Q is
well-defined. (By abuse of notation, we do not denote this extension
explicitly.)
Non-linear Tikhonov regularization is classically based on the as-
sumption that the penalty term R is coercive in the space of interest
Lp(BR)
d×d, such that weak convergence results can be obtained for a
minimizing sequence. If R is even coercive in a space compactly em-
bedded in Lp(BR)d×d, then one directly obtains strong convergence
of the minimizing sequence.
Theorem 3.24 (Tikhonov regularization). If we choose the penalty term
R of the Tikhonov functional Jα,δ as R(Q) = ∥Q∥p∗W1,p∗(BR)d×d , then Jα,δ
possesses a minimizer in Q ∩W1,p∗(BR)d×d. If δn → 0 as n → ∞ and if
one chooses αn = αn(δn) such that 0 < αn → 0 and 0 < δ2n/αn → 0,
then every sequence of minimizers of Jαn,δn contains a subsequence that
weakly converges to a solution Q† ∈W1,p∗(BR)d×d∩Q such that F(Q†) =
F(Qexa) holds in Sq and Q† minimizes the W1,p∗(BR)d×d-norm amongst
all solution to the latter equation.
sparsity regularization As the proof of Theorem 3.24 is well-
known, see, e.g., [Sch+12] or the proof of Theorem 3.26 below, we
directly present a sparsity-promoting alternative based on a wavelet
basis of W1,p∗ , see [Tri06]. Assume that ψMo ∈ Cn(R), n ∈ N , is
a compactly supported (mother) wavelet with scaling function ψFa,
associated to a multi-resolution analysis, such that the corresponding
one-dimensional wavelets
ψjm(xr) =
ψFa(xr −m) if j = 0, m ∈ Z ,
2(j−1)/2ψMo(2
j−1xr −m) if j ∈ N , m ∈ Z ,
form a wavelet basis for x = (x1, . . . , xd)⊤ ∈ Rd. By that define d-
dimensional n-wavelets as usual by setting Ψm(x) =
d
r=1ψFa(xr −
mr) for m ∈ Z d. For {Fa, Mo}d∗ = {G ∈ {Fa, Mo}d : at least one
component of G equals Mo } and x ∈ Rd, we further set
ΨGm(x) =
d
r=1
ψGr(xr −mr), m ∈ Z d, G = (Gr)dr=1 ∈ {Fa, Mo}d∗,
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introduce G0 = {(Fa)d} = {(Fa, . . . , Fa)} and Gj = {Fa, Mo}d∗ for j ∈
N , and for m ∈ Z d define n-wavelets on Rd by
Ψj,Gm (x) =
Ψm(x) for j = 0, G ∈ G0,
2(j−1)d/2ΨGm(2
j−1x) for j ∈ N , G ∈ Gj.
We finally define wavelet coefficients of functions Q ∈ L1(Rd)d×d by
Qj,Gm =
 
Rd
Qℓ,ℓ ′Ψ
j,G
m dx
d
ℓ,ℓ ′=1
∈ Cd×d. (3.30)
Examples for suitable wavelets include the well-known Daubechies
wavelets, see [Dau88; Dau92]; however, the following result holds
as well for differently constructed Meyer wavelets, see Chapter 3.1.5
in [Tri06], in particular Theorem 3.12.
Theorem 3.25 (See [Tri06, Theorem 3.5]). For 1 ⩽ p∗ < ∞ and the
above-defined n-wavelets Ψj,Gm with
n ∈ N such that n > max(1, 2 dp∗ + d2 − 1),
there holds that the set of functions {Ψj,Gm } is an unconditional basis in
W1,p∗(Rd)d×d. Further, there are constants A,B > 0 such that for all
Q ∈W1,p∗(Rd)d×d there holds
A∥Q∥W1,p∗(Rd)d×d ⩽
 
j∈N 0
2j(p∗−d)

G∈Gj

m∈Z d
2jdp∗/2
Qj,Gm p∗1/p∗
⩽ B∥Q∥W1,p∗(Rd)d×d .
(3.31)
In the following, we use the representation of the W1,p∗-norm in
(3.31) for contrasts Q ∈ W1,p∗0 (BR)d×d that are extended by zero to
all of Rd and, to this end, abbreviate the series in (3.31) by

j,G,m.
For all numbers 1 ⩽ r ⩽ p∗ and all sequences (aj)j∈N in ℓp∗(N ) there
holds that
∞
j=1 |aj|
p∗
1/p∗ ⩽ ∞j=1 |aj|r1/r. Fix such r ∈ [1,p∗]
and choose any sequence of weights (ωj)j∈N 0 ⊂ R∞ such that ωj ⩾
2j(1−d/p∗+d/2)r. Then the functional
Rr(Q) :=
1
r

j,G,m
ωj
Qj,Gm r ⩾ 1r 
j,G,m
2j(1−d/p∗+d/2)r
Qj,Gm r
⩾ 1
r
 
j,G,m
2j(p∗−d+dp∗/2)
Qj,Gm p∗r/p∗⩾ Arr ∥Q∥rW1,p∗(BR)d×d
(3.32)
bounds the rth power of the W1,p∗-norm of Q ∈W1,p∗0 (BR)d×d from
above.
Recall now that F(Qexa) and Fδmeas ∈ Sq model exact and noisy
measurements, respectively, with noise level ∥F(Qexa) − Fδmeas∥Sq ⩽ δ.
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Due to the the above setting, the following result follows straight-
forwardly from standard non-linear regularization theory, see, e.g.,
[Sch+09; Sch+12].
Theorem 3.26 (Sparsity regularization). For 1 ⩽ r ⩽ p∗ = dp/(p+ d),
the functional Jα,δ with R = Rr from (3.32) possesses a minimizer in Q ∩
W1,p∗(BR)
d×d. If δn → 0 as n → ∞ and if one chooses αn = αn(δn)
such that 0 < αn → 0 and 0 < δ2n/αn → 0, then every sequence of
minimizers of Jαn,δn contains a subsequence that weakly converges to an
Rr-minimizing solution Q† ∈ W1,p∗(BR)d×d ∩ Q of the equation F(Q) =
F(Qexa) in Sq.
Recall that Q† is a Rr-minimizing solution to F(Q†) = F(Qexa) if
Rr(Q
†) = min

Rr(Q), Q ∈ Q∩W1,p∗(BR)d×d, F(Q) = Fexa

.
Proof. We repeat the proof for the existence of a minimizer of Jα,δ.
For an arbitrary minimizing sequence {Q(n)}n∈N ⊂ Q the penalty
{Rr(Q
(n))} is uniformly bounded, such that
∥Q(n)∥rLp(BR)d×d ⩽ C∥Q
(n)∥rW1,p∗(BR)d×d
⩽ Cr
Ar

j,G,m
ωj
(Q(n))j,Gm r = CrArRr(Q(n))
is uniformly bounded as well. As W1,p∗(BR)d×d is a reflexive Banach
space, the sequence {Q(n)}n∈N contains a weakly convergent subse-
quence that converges in Lp(BR)d×d due to the compact embedding
of W1,p∗(BR)d×d in Lp(BR)d×d, say, to Q ∈ W1,p∗(BR)d×d. Since Q
is a convex set, the limit Q belongs to Q and Lipschitz continuity
of the discrepancy term E with respect to Lp(BR)d×d implies that
E(Qn) → E(Q). Lower semi-continuity of the penalty term Rr with
respect to W1,p∗(BR) shows that Q is a minimizer of Jα,δ. Consistency
of the minimizers for vanishing noise level under the given choice of
the regularization parameter α can be shown as in, e.g., [Sch+12].
We omit here to show well-known source conditions that imply
convergence rates of the minimizers, as these are classic and can
be straightforwardly transferred from either abstract results in, e.g.,
[Sch+12], or from [JM12a], to our setting. All required analytic prop-
erties of the forward operator F can be derived from Corollary 3.20.
As it is well-known that a solution Q to the inverse problem F(Q) =
Fδmeas is only unique up to a change of variables, Theorem 3.26 shows
that all we can hope for is to determine an Rr-minimizing solution.
Even if we restrict ourselves to an (scalar) isotropic contrast of the
form Q = qsc Idd, it is unclear to us whether the far field operator
Fqsc corresponding to qsc uniquely determines the isotropic contrast
qsc.
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3.7 numerical examples
After elaborating a theoretic framework that guarantees convergence
of the Tikhonov iterates against a minimum-norm solution, we now
present a couple of numerical experiments for contrasts, that are
sparse in a wavelet basis. Referring to Section 2.2, that means that few
wavelet coefficients of the isotropic contrast function are non-zero.
To this end, we minimize the Tikhonov functional in (3.29) for the
sparsity-promoting penalty (3.32) in a simplified setting: we model
an isotropic test media by merely a scalar material parameter qsc with
wavelet coefficients Wqsc = {(qsc)j,Gm } defined as in (3.30).
Starting with an initial guess qsc0 (that will always be chosen as
zero), we consider a Tikhonov functional for the linearization of the
forward operator at the current iterate qscℓ and seek a minimizer hℓ of
h → 1q∥F(qscℓ ) + F ′(qscℓ )[h] − Fδmeas∥qSq +αRr(qscℓ + h), (3.33)
where Rr is defined in (3.32). We tackle the latter minimization prob-
lem numerically by either a shrinked Landweber iteration as pro-
posed by Daubechies, Defrise, and De Mol [DDD04], or, alternatively,
by a primal-dual algorithm as proposed Chambolle and Pock [CP11],
see also [HH14]. Whilst the first algorithm is simpler to implement
and essentially equals the one used for the numerical experiments in
[LKK13], its disadvantage, to some extend, is that it requires (squared)
Hilbert space norms defining the discrepancy.
computational framework All examples moreover rely on
simulated scattering data for 32 incident and scattering directions.
Computation of synthetic data and the evaluation of the forward op-
erator, as well as the adjoint of its derivative, require to numerically
approximate solutions to the scattering problem (3.1–3.2) or to corre-
sponding adjoint problems. To this end, we discretize the volumetric
integral equation (3.20) by a collocation approach using trigonomet-
ric polynomials as in [Vai00], see also [LN14] for the analysis of a
corresponding Galerkin method applied to a periodic variant of (3.1).
The advantage of the resulting method is that the integral operator
can be rapidly evaluated by the fast Fourier transform, which makes
the solution of the discrete system by an iterative solver attractive.
(We use the generalized minimal residual method (gmres) with an
accuracy of 10−6 as linear solver.) Moreover, the uniform grid of the
domain-of-interest can remain fixed during the iteration.
All synthetic far field data are computed on a uniform grid of size
2048× 2048 of [−0.4, 0.4)2, which leads in the examples to a relative
numerical error of less than one percent. (Wave lengths equal either
π/70 ≈ 0.044 and π/50 ≈ 0.0628.) In the inversion schemes, we ap-
proximate solutions to scattering problems on a grid of size 512× 512
on the same domain; the contrast function itself is resolved on a grid
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of size 128× 128. We did not attempt to speed up the forward solver,
such that most of the inversion time is due to solving (adjoint) for-
ward problems (speeding up the forward solver hence yields a cor-
responding speed-up for the inverse solver). All computations are
coded in Matlab® and indicated computation times are measured on
an eight-core Intel® Core™i7-3770 cpu@3.40GHz with 32GB ram.
When adding artificial noise to the synthetic data, we scale a matrix
containing independent and normally distributed random numbers
with mean zero and standard deviation one such that the sum of the
synthetic data and the random matrix has a prescribed relative er-
ror, equal to δ = 0.01, 0.05, or 0.1. Note that instead of discretizing
the adjoint of the derivative of the forward operator, we rely on the
adjoint of the discretization of the integral operator, to obtain exact
adjunction up to the precision of the iterative solver. Figure 3.1 shows
plots of the two contrasts qsc (1,2) of the isotropic test media we con-
sider for inversion (for the complex-valued qsc (1) we plot real and
imaginary part).
(a) (b) (c)
Figure 3.1: Contrasts plotted in [−0.4, 0.4)2. (a) Real part of qsc (1) (b) Imag-
inary part of qsc (1) (c) Real-valued contrast qsc (2).
shrinked landweber iteration In detail the shrinked Land-
weber iteration determines qscℓ+1 = q
sc
ℓ + hℓ by computing the ℓth
step hℓ by resolving the first-order optimality conditions for a (scalar-
valued) minimum of the non-linear functional Jα,δ in (3.29),
qscℓ +αµ

j,G,m
ωj sign((qscℓ )
j,G
m )
(qscℓ )j,Gm r−1ψj,Gm
= qscℓ − µF
′(qscℓ )
∗(F(qscℓ ) − F
δ
meas)
for all µ > 0, which motivates to compute the update by a traditional
fixed point iteration (see, e.g., [DDD04])
hℓ =W
−1 ◦ S ◦W

qscℓ − µℓF
′(qscℓ )
∗[F(qscℓ ) − F
δ
meas]

,
with a step-size parameter µℓ > 0 determined by Armijo’s rule, see,
e.g., [Arm66], and W and W−1 as the forward and the inverse wavelet
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transform. Further, S = Sαµnω,r is the so-called soft-thresholding op-
erator: For ω˜ = (ω˜j)j with positive entries there holds Sω˜,r(fj) =
(Sω˜j,r(fj))j with scalar functions Sα,r defined as inverse function to
t → t+ α sign(t)|t|r−1 for r > 1, see [DDD04]. (For r = 1 there holds
Sα,r(t) = sign(t) max{|t|−α, 0}.)
Independent of how the update hℓ is computed, we stop the itera-
tion for the qscℓ if the discrepancy is less than a fixed tolerance τ = 1.5
times the (relative) noise level. All examples are computed using the
Cohen-Daubechies-Feauveau 9/7 wavelets.
When choosing the weights ω = (ωj)j∈N such that the penalty
term Rr with r = 1 is for a fixed wavelet discretization numeri-
cally equivalent to the W1,3/2(BR)-norm, the resulting reconstruc-
tions both for the shrinked Landweber iteration and the primal-dual
algorithm did neither substantially differ in the visual norm nor re-
garding the resulting reconstruction errors from reconstructions for
the constant sequence where ωj ≡ 1 (such that R1 is the ℓ1-norm of
the wavelet coefficients). As, additionally, the shrinked Landweber it-
eration required considerably more iteration steps, all results shown
below are computed with for constant weights ωj ≡ 1 and r = 1.
In the following first set of examples we used the shrinked Landwe-
ber iteration sketched above for artificial noise levels δ equal to 0.01,
0.05, and 0.1 and regularization parameter α = δ. The wave number
equals k = 140, such that the wave length is about 0.045. The iteration
is stopped by the discrepancy principle if the (relative) discrepancy
is less than 1.5 δ. Figure 3.2 shows that the shape of the cross in Fig-
ures 3.1a and 3.1b is well reconstructed and that the magnitude of
the reconstruction is roughly matched, at least for small noise level.
However, the small variations of the contrast inside the cross-shape
are not well resolved but tend either to thicken or to thin the width
of the cross. For δ = 0.01, the relative discrepancy does not reach
the prescribed value of 0.015 in 500 iterations, which might be due
to the numerical noise level of the synthetic data. We hence plot the
500th iterate; after the 400th iteration, the first two digits of the recon-
struction do no longer change, such that this is, arguably, justified.
Reconstruction times notably become tremendous for so many itera-
tion steps.
Figure 3.3 shows the corresponding results in the same reconstruc-
tion setting for the real-valued double L-shape from Figure 3.1c. The
inversion scheme converges somewhat faster; again, for δ = 0.01 the
reconstructions do not reach a relative discrepancy of 1.5 δ until the
sequence of reconstructions becomes stationary at about the 200th
iterate. Notably, the imaginary part of the reconstruction remains
small during the iteration without imposing it to vanish by the algo-
rithm. Again, the reconstruction times are rather high, which is a well-
known disadvantage of soft-shrinking techniques. Generally speak-
ing, the inversion problem is to our impression somewhat harder to
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(a) (b) (c)
(d) (e) (f)
Figure 3.2: Reconstructions of qsc (1) by shrinked Landweber method, plot-
ted in [−0.4, 0.4)2 (real parts in top row, imaginary parts in bot-
tom row). (a/d) δ = 0.01, 500 iter., 2145min., rel. error is 0.533
(b/e) δ = 0.05, 300 iter., 748min., rel. error is 0.565 (c/f) δ = 0.1,
57 iter., 126min., rel. error is 0.677.
tackle numerically by the shrinked Landweber iteration compared to
the Helmholtz equation ∆u+ k2(1+ q)u = 0 considered in [LKK13].
Since due to their parallel edges the above shown examples are well
suited for a tensor product basis, Figure 3.4 shows results of the less
restrictive case of non-axis-parallel edges. Therefore, we reconstruct a
rotation by 25◦ of above real-valued double L-shape from Figure 3.1c.
As seen before, for δ = 0.01 the reconstructions do not even reach
a relative discrepancy of 1.7 δ until the sequence of reconstructions
starts to get stationary at about the 300th iterate. Although consider-
ably more iterations are needed, the reconstructions are slightly infe-
rior to those in Figure 3.3.
primal-dual algorithm To cope with the two most obvious
disadvantages of the shrinked Landweber iteration, we finally con-
sider the primal-dual algorithm by Chambolle and Pock. This al-
lows first to consider different norms for the discrepancy term of
the Tikhonov functional (we choose discretized Lp-norms for func-
tions on S1 × S1-norms as explained in Remark 3.19) and second
yields smaller computation times. This algorithm computes the min-
imizer of the Tikhonov functional in (3.33) by explicitly consider-
ing the resolvents of the subdifferentials of the convex functionals
F → ∥F− Fδmeas + F(qscℓ )∥qSq and h → αRr(qscℓ + h). More precisely, let
us consider general proper, convex, and lower semicontinuous func-
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(a) (b) (c)
(d) (e) (f)
Figure 3.3: Reconstructions of qsc (2) by shrinked Landweber method, plot-
ted in [−0.4, 0.4)2 (real parts in top row, imaginary parts in bot-
tom row). (a/d) δ = 0.01, 200 iter., 390min., rel. error is 0.653
(b/e) δ = 0.05, 48 iter., 87min., rel. error is 0.665 (c/f) δ = 0.1,
20 iter., 38min., rel. error is 0.703.
tionals E : Sq → [0,∞] and P : Q → [0,∞], as long as the resolvents
(I+ σ∂E∗)−1 and (I+ η∂P)−1 of the subgradients of the Fenchel con-
jugate E∗ of E and of P are explicitly computable for η,σ > 0. The
primal-dual algorithm then computes the minimizer of
h → E(F ′(qscℓ )[h] − (Fδmeas − F(qscℓ ))) +αP(qscℓ + h) (3.34)
via these resolvents. As already mentioned, E = ∥ · ∥qq/q for 1 < q <∞, see Remark 3.19. We further define P(·) as sum of Rr from (3.32)
and a convex functional 1b that ensures that the reconstructed con-
trast respects a-priori known pointwise bounds: 1b(qsc) = 0 if −1 ⩽
Reqsc(x) ⩽ 3 and 0 ⩽ Imqsc(x) ⩽ 3 in [−0.4, 0.4)2; and 1b(qsc) = ∞
otherwise. For both functionals, the subgradients can be computed
using basic rules of convex analysis, see, e.g., [Roc97], and both resol-
vents can be computed explicitly.
For the remaining example, we invert qsc (2) for scattering data
for k = 100, such that 2π/k ≈ 0.063. The artificial noise level δ is
set to 0.01, the regularization parameter α in (3.34) equals 0.01 and
the remaining parameters η and σ to (5/4∥F ′(qscℓ )∥)1/2. We stop the
primal-dual algorithm applied to the linearized functional in (3.34)
when the relative residuum of the linear equation is less than 0.05
(which typically yields less than ten steps and is finished in less than
a minute). The largest part of the computation time of the primal-
dual algorithm is due to the computation of the entire (factorized)
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(a) (b) (c)
(d) (e) (f)
Figure 3.4: Reconstructions of qsc (2) rotated by 25◦ by shrinked Landweber
method, plotted in [−0.4, 0.4)2 (real parts in top row, imaginary
parts in bottom row). (a/d) δ = 0.01, 300 iter., rel. error is 0.668
(b/e) δ = 0.05, 445 iter., rel. error is 0.669 (c/f) δ = 0.1, 99 iter.,
rel. error is 0.734.
matrix representing the derivative of the forward operator at the cur-
rent iterate qscℓ . (This typically takes less than two minutes for the
examples below.) The numerical computation of the (matrix) norm of
F ′(qscℓ ) takes about one minute and executing the algorithm for one
linearized problem typically less than three minutes. Figure 3.5 shows
the effect of changing the parameter q ∈ (1,∞) of the discrepancy
term ∥ · ∥qq/q by plotting reconstructions for q = 1.6, 2, and 3. (We
simply plot the iterate with the smallest error.) Let us first note that
for all reconstructions, the computation times are much smaller than
for the shrinked Landweber iteration. Generally, choosing q larger/s-
maller results in smaller/larger iteration numbers to reach to optimal
reconstruction in the entire range in between q = 1 and q = 5. On
the other hand, the reconstruction quality is best for q = 2, where the
accuracy roughly matches that of the shrinked Landweber iteration.
(Arguably, this might be due to the Gaussian distribution of the ad-
ditive noise.) Choosing q larger or smaller than 2 yields increasingly
worse reconstructions; in particular, the contrasts do not reach the
true values anymore. Thus, the choice of the discrepancy norm has
obviously a significant influence on the inversion result.
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(a) (b) (c)
Figure 3.5: Real part of reconstructions of qsc (2) by primal-dual algorithm
for different discrepancy norms ∥ · ∥qq/q (see Remark 3.19) and
fixed artificial noise level δ = 0.01, plotted on [−0.4, 0.4)2. (a)
q = 2, 5 iter., 12min., rel. error is 0.658 (b) q = 3, 2 iter., 4min.,
rel. error is 0.738 (c) q = 1.6, 41 iter., 82min., rel. error is 0.763.
3.8 adjoint of the forward operator’s linearization
The adjoint operator of the linearization F ′ is a crucial ingredient
for most gradient-based schemes tackling the inverse scattering prob-
lem to stably solve the non-linear equation F(Q) = Fmeas for some
given Fmeas ∈ Sq. This is our main motivation to give an explicit
and computable representation of this adjoint. We fix Q ∈ Q, con-
sider F ′(Q) : Lp(BR)d×d → Sq and aim to determine F ′(Q)∗ : Sq ′ →
Lp
′
(BR)
d×d such that for all P ∈ Lp(B2R)d×d, K ∈ Sq ′ it holds
(F ′(Q)[P], K)S2
!
= (P, F ′(Q)∗ K)L2(BR)d×d . (3.35)
Here, p ′ and q ′ are the conjugate Lebesgue indices to p and q, respec-
tively, such that 1/p+ 1/p ′ = 1 and 1/q+ 1/q ′ = 1, and (· , ·)L2(BR)d×d
is the usual scalar product in L2(BR)d×d,
(A,B)L2(BR)d×d =

BR
A : Bdx =

BR
d
i,j=1
AijBij dx,
extended to the anti-linear dual product between Lp(BR)d×d and
Lp
′
(BR)
d×d. Further, (·, ·)S2 is the scalar product in the Hilbert space
of Hilbert-Schmidt operators,
(F, K)S2 =

j∈N
sj(F)sj(K) =
∞
j=1
(Fgj, Kgj)L2(Sd−1)
for an arbitrary orthonormal basis (gj)j∈N of L2(Sd−1). Consequently,
(3.35) becomes
∞
j=1
(F ′(Q)[P]gj, Kgj)L2(Sd−1)
!
= (P, F ′(Q)∗ K)L2(BR)d×d
for all P ∈ Lp(B2R)d×d and K ∈ Sq ′ . Thus, we consider at first a
single L2-scalar product for fixed Q ∈ Q and g ∈ L2(Sd−1) and seek
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for A : L2(Sd−1) → Lp ′(B2R)d×d such that for all P ∈ Lp(B2R)d×d
and h ∈ L2(Sd−1) it holds, that
(F ′(Q)[P]g,h)L2(Sd−1)
!
= (P,Ah)L2(BR)d×d .
Recall from (3.21) that L ′(Q, vg)[P] = v ′ ∈ H1(B2R), a function whose
radiating extension satisfies
v ′ = SQ

divV

P∇[L(Q, vg) + vg]

in H1(B2R),
where SQ = [Id−divV(Q∇(·))]−1. Since the derivative F ′, see (3.26),
involves the far field of L ′, we note that
F ′(Q)[P]g = Z ◦ Q∇v ′ + P∇SQ(vg)
= Z ◦ Q∇SQ divVP∇SQ(vg)+ P∇SQ(vg) .
Consequently, we compute that
(F ′(Q)[P]g, h)L2(Sd−1)
=

Q∇SQ

divV

P∇SQ(vg)

+ P∇SQ(vg), Z∗h

L2(BR)d
=

P∇SQ(vg), [Q∇SQ ◦ (divV)]∗ ◦Z∗h

L2(BR)d
+

P∇SQ(vg), Z∗h

L2(BR)d
=

P,

[Q∇SQ ◦ (divV)]∗ + Id
 ◦Z∗h⊗∇SQ(vg)
L2(BR)d×d
where the last matrix-valued function is defined by (a⊗ b)i,j = ai bj
for 1 ⩽ i, j ⩽ d and [Q∇SQ divV]∗ denotes the L2-adjoint of the
bounded operator w → Q∇SQ ◦ (divV(w)) on L2(BR). (If Q is a twice
continuously differentiable function, then the latter adjoint can be
represented by f → V∗(∇S∗Q(div(Q⊤f))) for all f ∈ H2(BR).)
Lemma 3.27. For Q ∈ Q and g ∈ L2(Sd−1), the adjoint of the mapping
P → F ′(Q)[P](g) with respect to the L2-inner product maps L2(Sd−1) into
Lp/(p−1)(B2R)
d×d for p > 2Tλ(Tλ − 2) and is represented by
g →

[Q∇SQ ◦ (divV)]∗ + Id
 ◦Z∗g⊗∇SQ(vg).
For all orthonormal bases {gj}j∈N of L2(Sd−1) and all K ∈ Sq ′ , the bounded
operator F ′(Q)∗ : Sq ′ → Lp/(p−1)(B2R)d×d is represented by
F ′(Q)∗(K) =
∞
j=1

[Q∇SQ ◦ (divV)]∗ + Id
 ◦Z∗Kgj⊗∇SQ[vgj ].
(3.36)
Note. If Q = qsc Idd is represented by a scalar function qsc and h →
F ′(q)[h] maps Lp(BR) into Sq, then F ′(Q)∗(K) = F ′(qsc)∗(K) in (3.36)
becomes scalar, i.e.,
F ′(qsc)∗(K) =
∞
j=1

[qsc∇Sqsc ◦ (divV)]∗+ Id
 ◦Z∗Kgj ·∇Sqsc [vgj ]
is a function in Lp/(p−1)(BR).
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I N V E R S E E L E C T R O M A G N E T I C S C AT T E R I N G F R O M
A N I S O T R O P I C N O N - M A G N E T I C M E D I A
Whereas both the works of Section 2.3 and Chapter 3 deal with acous-
tic waves, we now explore non-linear Tikhonov regularization and
sparsity-promoting techniques for inverse electromagnetic scattering
from penetrable linear inhomogeneous non-magnetic anisotropic me-
dia, like aluminum-copper alloys.
Thus, we expose the scattering problem in more details in Sec-
tion 4.2. For that purpose, as in the previous chapter, we work with
material parameters of an admissible set, equipped with the L∞-topo-
logy. In Section 4.3 we then construct the associated solution operator,
which maps material parameters to scattered fields. Further we estab-
lish H1-regularity estimates, provided by Saranen [Sar82], to analyze
the dependence of scattered fields and their derivatives on the ma-
terial parameter, see Section 4.4 as well. We extend these results in
Section 4.5 to a parameter-to-far field mapping, called the forward
operator. Due to that, we show in Section 4.6 convergence of a non-
linear Tikhonov regularization against a minimum-norm solution to
the inverse problem, which seems to be impossible when one works
in an H(curl)-setting. Hence, we establish sparsity-promoting Tikho-
nov regularization results in wavelet bases as well as for functions
of bounded variation. Finally, the adjoint of the forward operator’s
linearization is calculated in Section 4.7.
Note that in contrast to Section 3.7 numerical results are not pro-
vided, since even computational implementation of Maxwell’s equa-
tions with material parameter in the first order term into the used
framework of [BKL17] is still an open task.
notation By S2 = {x ∈ R3, |x| = 1} we denote the unit sphere in
R3 and BR(x) is the ball of radius R about x ∈ R3. For any bounded
Lipschitz domain B ⊂ R3 we denote the Sobolev space W1,2(B, C3)
by H1(B, C3). Hence, we define the Hilbert space H(curl,B) := {u ∈
L2(B, C3), curlu ∈ L2(B, C3)}, with inner product (u,w)H(curl,B) :=
(u,w)L2(B) + (curlu, curlw)L2(B). The closure of C∞0 (B, C3) in the
norm of H(curl,B) is called H0(curl,B) = {u ∈ H(curl,B), ν× u =
0 on ∂B}. Further,
Hloc(curl, R3) :=

u : R3 → C3, u|B ∈ H(curl,B) for all balls B ⊂ R3

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and H−1/2t (∂B) := {u ∈ H−1/2(∂B, C3), u · ν = 0 a.e. on ∂B} in which
ν denotes the unit outward normal to B. By that one defines the trace
space of H(curl,B) with respect to the trace u → ν× u,
H−1/2(Div,∂B) :=

u ∈ H−1/2t (∂B), ∇∂B · u ∈ H−1/2(∂B)

,
where ∇∂B· denotes the surface divergence. Its dual space is given by
H−1/2(Curl,∂B) := {u ∈ H−1/2t (∂B), ∇∂B × u ∈ H−1/2(∂B)}, within
use of the surface scalar curl∇∂B× (for details see, e.g, Monk [Mon03,
Section 3.4]). By abuse of notation, a duality pairing between the trace
space of H(curl,B) and its dual (see, e.g., [Mon03, Section 3.5.3], or
[BCS02], [BH03]) will for simplicity always be written as a boundary
integral over ∂B. Analogously we define the Hilbert space H(div,B) :=
{u ∈ L2(B, C3), divu ∈ L2(B, C3)} with inner product (u,w)H(div,B) :=
(u,w)L2(B) + (divu, divw)L2(B). To improve readability, we use a ge-
neric constant C in our estimates, maybe changing its value from one
occurrence to the other.
4.1 maxwell’s equations
Recall that in general the propagation of time-harmonic electromag-
netic waves in three dimensions is governed by Maxwell’s equations
for the electric and magnetic fields E and H. Given a circular fre-
quency ω > 0 and a medium with electric permittivity ε, magnetic
permeability µ, and conductivity σ, linear and time-harmonic electro-
magnetic waves are governed by the differential equations
curlE− iωµH = 0 ,
curlH + iωεE = σE
in R3. (4.1)
We assume the tangential components of E and H to be continuous on
interfaces, where σ, ε and µ are discontinuous. (Instead, the normal
components might jump across the material boundary.) Denoting the
constant background permittivity and permeability by ε0 and µ0, we
introduce the anisotropic relative permittivity εr and relative perme-
ability µr
εr(x) =
ε(x)
ε0
+ i
σ(x)
ωε0
, µr(x) =
µ(x)
µ0
.
In the following we assume that ε ≡ ε0, µ ≡ µ0, and σ ≡ 0 outside
some bounded domain. Further the scattered fields satisfy the Silver-
Müller radiation condition
µ0
ε0
Hs(x)× x− |x|Es(x) = O

1
|x|

as |x|→∞,
uniformly with respect to x/|x| ∈ S2. As mentioned above, we in-
tend to handle the important case of non-magnetic media, that is the
magnetic permeability µ is constant and equal to the permeability µ0
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of vacuum such that µr ≡ 1. An example for that case can be seen
during the solidification of an aluminum-copper alloy with a non-
magnetic Al2CU phase. Herein strong magnetic fields are used to
control the crystal growth and the solid-liquid interface morphology
to align the phase and, therefore, avoiding the embrittlement of the
material. Hence, we will work from now on with the magnetic field
H only, which is divergence free in case of non-magnetic media. Thus,
the system (4.1) can be reduced to the second-order Maxwell system
curl

εr
−1 curlH

− k2H = 0 in R3 (4.2)
for the positive wave number k := ω
√
ε0µ0 ∈ C \ {0}, such that Re k >
0 and Im k ⩾ 0. Accordingly, the electric field is determined by E =
i curlH/(ωε0εr).
4.2 scattering from non-magnetic media
We consider the time-harmonic Maxwell’s equations to model scat-
tering of an incident electromagnetic wave from a non-magnetic me-
dium modeled by space-dependent relative electric permittivity εr.
As the material parameter εr ∈ L∞(D, Sym(3)) takes values in the
complex-valued symmetric 3 × 3 matrices Sym(3) ⊂ C3×3, its real
part correlates physically to the electric permittivity, whereas its imag-
inary part is proportional to the electric conductivity σ. We assume
that there exists a positive constant λ > 0 such that λ|ξ|2 ⩽ Re(ξ⊤εr ξ)
for all ξ ∈ C3 and for almost all x on the bounded Lipschitz domain
D ⊂ R3 with connected complement R3 \D. Since in particular we
have that also εr−1 ∈ L∞(D, Sym(3)), we suppose that the closure
of D equals the support of I3−εr−1 and, moreover, that the imagi-
nary part of εr−1 is bounded from above, that is, Im(ξ
⊤
εr
−1ξ) ⩽ 0
for ξ ∈ C3. To generalize notation we thus abbreviate the mate-
rial parameter as an element ρ := εr−1 of the bounded subset P of
L∞(D, Sym(3)), which is equipped with the L∞-topology and defined
for a λ > 0 as
P :=

ρ ∈ L∞(D, Sym(3)), λ|ξ|2 ⩽ Re(ξ⊤ρ−1ξ),
Im(ξ⊤ρ ξ) ⩽ 0, a.e. in D and for all ξ ∈ C3

.
the scattered field Remember that we have already derived
in the introduction that the total magnetic field solves
curl (ρ curlH) − k2H = 0 in R3. (4.3)
On interfaces where ρ−1 is discontinuous, the tangential components
of the magnetic field H and of ρ curlH are continuous across the in-
terface. In particular, if ρ−1 is discontinuous across ∂D, then
ν× [H]∂D = 0 and ν× [ρ curlH]∂D = 0, (4.4)
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where [·]∂D denotes the jump of a function across ∂D. Assume that a
time-harmonic incident plane wave
Hi(x,d;p) := p eikx·d, x ∈ R3, where d ∈ S2, p ∈ C3, and p · d = 0,
with direction d and polarization p propagates through the inhomo-
geneity D. Due to the different material parameters inside D there
arises a scattered wave Hs, solving
curl (ρ curlHs) − k2Hs = curl

(I3−ρ) curlHi

in R3. (4.5)
Since Hi solves curl2Hi− k2Hi = 0 in R3, the total field H = Hi+Hs
is still a solution to (4.3). Furthermore Hs is radiating, i.e., it satisfies
the Silver-Müller radiation condition
curlHs(x)× xˆ− ikHs(x) = O |x|−2 as |x|→∞, (4.6)
uniformly with respect to xˆ := x/|x| ∈ S2.
the far field Since Hs is a radiating solution to 4.5, it has the
asymptotic behavior
Hs(x) =
exp (ik|x|)
4π|x|
H∞(xˆ,d;p) +O |x|−2 , as |x|→∞,
uniformly in all directions xˆ = x/|x| ∈ S2. Here H∞ is called the
far field pattern of Hs, which (see, e.g., [CK13, Theorem 6.9]) is an
analytic and tangential vector field on the unit sphere, i.e.,
H∞(xˆ,d;p) · xˆ = 0 for all xˆ ∈ S2 and all d ∈ S2,p ∈ C3 with p · d = 0.
In particular, H∞ belongs to the space of square-integrable tangential
vector fields
L2t(S2) :=

g ∈ L2(S2, C3), g(xˆ) · xˆ = 0 for a.e. xˆ ∈ S2 ⊂ L2(S2, C3).
The far field patterns H∞ define the far field operator F : L2t(S2) →
L2t(S2) by
(Fg) (xˆ) :=

S2
H∞(xˆ,d;g(d)) dS(d) for xˆ ∈ S2, (4.7)
which is linear since H∞ depends linearly on p, i.e., H∞(xˆ,d;p) =
Hˆ∞(xˆ,d)p for all p ∈ C3 with p · d = 0 and Hˆ∞(xˆ,d) ∈ C3×3. Due to
reciprocity relations, H∞ is moreover a smooth function in both vari-
ables xˆ and d which implies that F is a compact operator on L2t(S2).
Note that Fg with g ∈ L2t(S2) is the far field pattern of the magnetic
field corresponding to an incident Herglotz wave function,
vg(x) =

S2
Hi(x,d;g(d)) dS(d) =

S2
eikx·dg(d) dS(d), x ∈ R3,
(4.8)
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in H(curl,BR).
Regarding general source terms f ∈ C∞(D, C3) on the right-hand
side of (4.5), we seek for weak radiating solutions v ∈ Hloc(curl, R3)
to
curl (ρ curl v) − k2v = curl

(I3−ρ) f

in R3, (4.9)
ν× v|− = ν× v|+ ,
ν× ρ curl v|− − ν× curl v|+ = ν× (I3−ρ) f
on ∂D. (4.10)
Note that we always implicitly use natural, homogeneous transmis-
sion conditions (4.10) on ∂D in the rest of this chapter and that setting
f = curlHi yields the original problem (4.5). The weak radiating so-
lution v ∈ Hloc(curl, R3) thus needs to satisfy
R3

ρ curl v · curlψ− k2v ·ψdx = 
R3
(I3−ρ) f · curlψ dx (4.11)
for all ψ ∈ H(curl, R3) with compact support.
Remark 4.1. a. Choosing ψ = ∇φ to be a gradient field, the equa-
tion curl∇φ = 0 implies that R3 v · ∇φdx = 0 for all φ ∈
H1(R3) with compact support, i.e., div v = 0 in R3. Thus, the
solution v is divergence free.
b. The Silver-Müller radiation condition is well-defined for any
weak solution v to (4.11):
Outside D the solution v solves curl2 v− k2v = 0 together with
div v = 0; thus, the identity ∆ = ∇div− curl2 implies that
∆v + k2v = 0 and elliptic regularity results imply that v is a
smooth function in R3 \D.
4.3 the solution operator
Now we transform the weak formulation (4.11) into a variational
equation on a bounded domain. Therefore, we denote by BR a ball,
containing the support D of I3−ρ in its interior and the tangential
trace mapping γt : H(curl,BR) → H−1/2(Div,∂BR) by γt(u) = ν×
u|∂BR for the outward unit normal vector ν = ν(x) at x ∈ ∂BR. Fur-
ther the “dual” tangential trace γT : H(curl,BR) → H−1/2(Curl,∂BR)
is given by γT (u) = (ν× u)|∂BR × ν, see [Mon03, Theorem 3.31] or
[BCS02] for a generalization to Lipschitz domains. If v ∈Hloc(curl, R3)
solves (4.11), then v solves also
BR

ρ curl v · curlψ− k2v ·ψdx+ 
∂BR
γt(curl v) · γT (ψ) dS
=

D
(I3−ρ) f · curlψ dx,
(4.12)
for all test functions ψ ∈ H(curl,BR) with compact support included
in BR, because ρ ≡ 1 on ∂BR. Regarding both the transmission condi-
tions (4.10) and the relation between the magnetic and electric fields
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(see below (4.2)), we denote the exterior magnetic-to-electric Calderon
operator by
Λ : H−1/2(Div,∂BR)→ H−1/2(Div,∂BR),
mapping φ ∈ H−1/2(Div,∂BR) into (ν× iωε0 curlu)

∂BR
, where u
satisfies
curl2 u− k2u = 0 in R3 \BR, γt(u) = ν× u = −iωε0φ on ∂BR
and the Silver-Müller radiation condition (4.6). Exploiting that, we
can rewrite (4.12) as
BR

ρ curl v · curlψ− k2v ·ψdx+ 
∂BR
Λ(γt(v)) · γT (ψ) dS
=

D
(I3−ρ) f · curlψ dx
(4.13)
for all ψ ∈ H(curl,BR). (We omit the trace operators γt and γT from
now on if a tangential restriction to the boundary is obvious.)
Remark 4.2. If v ∈ H(curl,BR) solves (4.13) then v can be extended
into the exterior of BR: For the spherical Hankel functions h
(1)
n and
the spherical harmonics Ymn there exist unique αmn ,βmn ∈ C, such that
the extension is given by
v˜(x) =
∞
n=1
n
m=−n

αmn curl curl

xh
(1)
n (k|x|) Y
m
n

x
|x|

−βmn curl

xh
(1)
n (k|x|) Y
m
n

x
|x|

, |x| > R.
For details on the coefficients, see Section 9.3.3 of [Mon03], especially
Theorem 9.17 and Remark 9.18, as well as Section 2.7 of [KH15], Corol-
lary 2.47 and Theorem 2.50 in particular. Such defined extended func-
tions w = {v in BR, v˜ in R3 \ BR} solve (4.11) and for simplicity are
denoted by v again.
We now define a sesquilinear form for ρ ∈ P and for all φ, ψ ∈
H(curl,BR) by
aρ(φ,ψ) :=

BR

ρ curlφ · curlψ− k2φ ·ψdx+ 
∂BR
Λ(φ) ·ψdS,
and the solution operator L : P × H(curl,BR) → H(curl,BR), which
maps material parameters ρ and incident fields ui to the solution of
the variational problem
aρ(L(ρ,ui),ψ) =

D
(I3−ρ) curlui · curlψ dx for all ψ ∈ H(curl,BR).
(4.14)
Thus, L(ρ,ui) = v is still the weak solution to the variational formula-
tion (4.13) for f = curlui and the radiating extension of v to R3 (see
Remark 4.2) weakly solves
curl(ρ curl v) − k2v = curl

(I3−ρ) curlui

in R3.
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solution theory via riesz-fredholm Using either this vari-
ational formulation involving the exterior Calderon operator, as done
by Monk [Mon03] or a volume integral approach seen by Kirsch
[Kir07], it is possible to show that the underlying problem (4.11) can
be reduced to a Fredholm problem of index zero (see, e.g., [Kir07,
Lemma 2.4]). Therefore, uniqueness implies existence of solution (see,
e.g., [Kir07, Theorem 2.5], [Mon03, Theorem 10.2]):
Lemma 4.3. The scattering problem (4.9) and (4.10) with radiation condi-
tion (4.6) satisfies the Fredholm alternative, i.e., there exists a unique radiat-
ing solution v ∈ Hloc(curl, R3) of (4.11) for every f ∈ L2(D, C3), provided
uniqueness holds for all ρ ∈ P. If uniqueness holds, then there exists a con-
stant C > 0 (depending on BR,k, ρ only) such that
∥v∥H(curl,BR) ⩽ C∥(I3−ρ)f∥L2(D,C3) (4.15)
for the right-hand side of (4.11). Further, the restriction v|D is the unique
solution of the integro-differential representation (4.24) in H(curl,BR).
Assumption 4.4. We assume in the following that for the connected,
convex set P any solution to (4.11) for f ∈ L2(D, C3) is unique, such
that existence and continuous dependence of this solution follow
from uniqueness. For example, in the case of dielectric media (i.e., σ ≡
0), this assumption is always satisfied if ρ ∈ P is globally Hölder con-
tinuous and differentiable, except at one point of Coulomb-type sin-
gularity, since, under this smoothness assumption, unique continua-
tion results for Maxwell’s equations are applicable, see [O¯02],[Vog91].
Thus, the solution operator L(ρ, ·) exists for all ρ ∈ P, together with
a constant C = C(P) such that ∥L(ρ,ui)∥H(curl,BR) ⩽ C ∥ui∥H(curl,D).
regularity estimate To handle derivatives of L in Lp-spaces,
we use an H1-regularity estimate stated by Saranen [Sar82]. Since
we will work with a couple of solutions to equations with slightly
different right-hand sides, we state the following result for a broader
range of parameters on the right-hand side.
Theorem 4.5. Let ρ ∈ P, f ∈ L2(D, C3) and the support D of A ∈
L∞(BR, Sym(3)) be a subset of the ball BR. If v in H(curl,BR) is a weak
solution of
curl (ρ curl v) − k2v = curl (Af) in R3, (4.16)
then v ∈ H1(BR, C3) and there holds that
∥v∥H1(BR,C3) ⩽ C ∥Af∥L2(BR,C3), (4.17)
for some constant C depending on BR, k, and ρ only.
Proof. To apply results of Saranen [Sar82], we have to ensure that
the solution is part of an appropriate function space. Therefore, we
choose a cut-off function χ ∈ C∞c (R3), such that χ ≡ 1 in BR ⊇
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D = suppA and vanishes outside of the convex domain B2R ⊇ BR.
Then the function w := χv satisfies ν ×w = 0 on ∂B2R, such that
w ∈ H0(curl,B2R). We further have divw ∈ L2(B2R, C3)—as we will
see in the next lines—and, thus, w ∈ H0(curl,B2R)∩H(div,B2R). Due
to Theorem 4.2 of [Sar82], the field w then satisfies
∥w∥H1(B2R,C3) ⩽ C

∥ curlw∥L2(B2R,C3) + ∥divw∥L2(B2R,C3)

.
Considering that w = χv, we can rewrite the norms on the right-hand
side by applying the product rules of the rotation, respectively of the
divergence, as
∥ curlw∥L2(B2R,C3) = ∥χ curl v+∇χ× v∥L2(B2R,C3) <∞,
∥divw∥L2(B2R,C3) = ∥χdiv v+∇χ · v∥L2(B2R,C3) <∞.
Further, for two vectors a and b, the identities
|a× b| = |a||b| sin∢(a,b) and a · b = |a||b| cos∢(a,b),
where the absolute values of sin and cos are bounded by one, provide
estimates for the cross product and dot product respectively. By that,
after applying the triangle-inequality, we gain that
∥χ curl v+∇χ× v∥L2(B2R,C3)
⩽ ∥χ∥L∞(B2R)∥ curl v∥L2(B2R,C3) + ∥χ∥C1(B2R)∥v∥L2(B2R,C3)
and, respecting that div v = 0, further
∥χdiv v+∇χ · v∥L2(B2R,C3) ⩽ ∥χ∥C1(B2R)∥v∥L2(B2R,C3).
So far, we have shown that ∥w∥H1(B2R,C3) ⩽ C(χ)∥v∥H(curl,B2R). Using
Lemma 4.3 and bearing in mind that suppA is strictly contained in
BR only, we have that
∥w∥H1(B2R,C3) ⩽ C(χ, ρ)∥Af∥L2(BR,C3).
Finally, regarding that the H1-norm of w = χv over B2R is bounded
from below by the H1-norm of v over BR, finishes the proof.
Corollary 4.6. Let ρ ∈ P and supp(I3−ρ) = D ⊂ BR ⊂ R3. If v in
H(curl,BR) is a weak solution of (4.9), then v ∈ H1(BR, C3) and there
holds that
∥v∥H1(BR,C3) ⩽ C ∥(I3−ρ) f∥L2(BR,C3), (4.18)
for some constant C depending on BR, k, and ρ only.
Note. Due to Remark 4.1 a, solutions u ∈ H(curl,BR) of (4.11) are di-
vergence free. Since the tangential trace of u is in H−1/2(Div,∂BR),
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ν× u is also an element of H−1/2(∂BR, C3), which can be character-
ized as the completion of L2(∂BR, C3) [McL00, p.98], and further sat-
isfies ν · (ν× u) = 0 a.e. on ∂BR. We thus have that ν× u ∈ L2t(∂BR),
such that u is a function of
WN =

u ∈ H(curl,BR)∩H(div,BR),
divu = 0 in BR, ν× u ∈ L2t(∂BR)

,
which is compactly embedded in L2(BR, C3) [Mon03, Corollary 3.49].
Thus, one can show Theorem 4.5 alternatively via Riesz-Fredholm
theory.
solution operator’s continuity We now show that L is Lip-
schitz continuous:
Theorem 4.7. Let Assumption 4.4 hold and ρ ′ ∈ L∞(BR, Sym(3)) be a
perturbation of ρ ∈ P, such that ρ+ ρ ′ ∈ P, then
∥L(ρ+ρ ′,ui) − L(ρ,ui)∥H1(BR,C3)⩽C∥ρ ′∥L∞(BR,Sym(3))∥ui∥H(curl,BR),
where C > 0 depends on BR, k and ρ, but is independent of ρ ′ and ui.
Proof. For a fixed incident field ui we set vρ+ρ ′ = L(ρ+ ρ ′,ui) and
v = L(ρ,ui) and denote the radiating extensions (see Remark 4.2)
of these functions to R3 again by vρ+ρ ′ , v and the corresponding
total fields by uρ+ρ ′ = ui + vρ+ρ ′ and u = ui + v. The difference
vρ+ρ ′ − v = uρ+ρ ′ − u is the weak, radiating solution in R3 to
curl

ρ curl(uρ+ρ ′ − u)

− k2(uρ+ρ ′ − u) = − curl

ρ ′ curluρ+ρ ′

.
Now applying Theorem 4.5, yields
∥uρ+ρ ′ − u∥H1(BR,C3) ⩽ C(ρ) ∥ρ ′ curluρ+ρ ′∥L2(BR,C3)
⩽ C ∥ρ ′∥L∞(BR,Sym(3))∥uρ+ρ ′∥H(curl,BR).
By triangle-inequality ∥uρ+ρ ′∥ ⩽ ∥ui∥ + ∥vρ+ρ ′∥ in H(curl)-norms,
we get rid of the total field, where due to Assumption 4.4
∥vρ+ρ ′∥H(curl,BR) ⩽ C(BR, ρ)∥ui∥H(curl,BR).
Note that the underlying inequality originally gives an upper bound
in D, but we simply increased the norm by enlarging the domain.
This will be done implicitly during further estimates.
4.4 differentiability of the solution operator
To have a glance at the differentiability of the solution operator, we
fix the incident field and the parameter ρ ∈ P in this section, such
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that the solution operator L(ρ, ·) is bounded on H(curl,BR). Further
we introduce the function v ′ ∈ H(curl,BR) by
aρ(v
′,ψ) = −

D
θ curl

L(ρ,ui) + ui
 · curlψdx, (4.19)
for all ψ ∈ H(curl,BR). In Theorem 4.10 we will show that v ′ is indeed
the derivative L ′(ρ,ui)[θ] of L with respect to ρ ∈ P in direction
θ ∈ L∞(BR, Sym(3)).
continuity properties
Lemma 4.8. For every ρ ∈ P the linear mapping θ → L ′(ρ,ui)[θ] from
L∞(BR, Sym(3)) to H(curl,BR) has the following continuity property:
∥L ′(ρ,ui)[θ]∥H1(BR,C3) ⩽ C∥θ∥L∞(BR,Sym(3))∥ui∥H(curl,BR),
where C > 0 depends on BR, k and ρ only.
Proof. In the following we denote by u = L(ρ,ui) + ui the total field,
such that due to (4.19) applying the H1-estimate of Theorem 4.5 gains
∥L ′(ρ,ui)[θ]∥H1(BR,C3) ⩽ C(ρ) ∥θ curlu∥L2(BR,C3)
⩽ C ∥θ∥L∞(BR,Sym(3))
∥ui∥H(curl,BR) + ∥L(ρ,ui)∥H(curl,BR) ,
where for the last step we estimated the L2-norm by H(curl)-norm
and separated the total field by triangle inequality. Herein Lemma 4.3
states that
∥L(ρ,ui)∥H(curl,BR) ⩽ C ∥ I3−ρ∥L∞(BR,Sym(3))∥ curlui∥L2(BR,C3)
⩽ C ∥ui∥H(curl,BR), (4.20)
due to the boundedness of the L∞-term.
Theorem 4.9. Under the assumptions of Theorem 4.7, the mapping ρ →
L ′(ρ,ui) is locally Lipschitz continuous: There is a C > 0 independent of
ρ ′ and ui such that for all θ ∈ L∞(BR, Sym(3)) there holds
∥L ′(ρ+ ρ ′,ui)[θ] − L ′(ρ,ui)[θ]∥H1(BR,C3)
⩽ C ∥ρ ′∥L∞(BR,Sym(3))∥θ∥L∞(BR,Sym(3))∥ui∥H(curl,BR).
where C > 0 depends on BR, k and ρ only.
Proof. For θ ∈ L∞(BR, Sym(3)), the functions L ′(ρ + ρ ′,ui)[θ] and
L ′(ρ,ui)[θ] satisfy by (4.19) the variational formulations
aρ+ρ ′(L ′(ρ+ ρ ′,ui)[θ],ψ) = −

D
θ curluρ+ρ ′ · curlψdx,
aρ(L ′(ρ,ui)[θ],ψ) = −

D
θ curlu · curlψdx,
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where the perturbed total field uρ+ρ ′ consists of the perturbed scat-
tered field L(ρ + ρ ′,ui) and the incident field ui, analogous u =
L(ρ,ui) + ui. Thus, w := L ′(ρ+ ρ ′,ui)[θ] − L ′(ρ,ui)[θ] satisfies
aρ(w,ψ) =−

D
θ curl(L(ρ+ ρ ′,ui) − L(ρ,ui)) · curlψdx
−

D
ρ ′ curl L ′(ρ+ ρ ′,ui)[θ] · curlψdx.
Therefore, Theorem 4.5 states
∥w∥H1(BR,C3) ⩽ C

∥θ curl(L(ρ+ ρ ′,ui) − L(ρ,ui))∥L2(BR,C3)
+ ∥ρ ′ curl L ′(ρ+ ρ ′,ui)[θ]∥L2(BR,C3)

⩽ C

∥θ∥L∞(BR,Sym(3))∥L(ρ+ ρ ′,ui) − L(ρ,ui)∥H(curl,BR)
+ ∥ρ ′∥L∞(BR,Sym(3))∥L ′(ρ+ ρ ′,ui)[θ]∥H(curl,BR)

.
Here, each H(curl)-norm occurring in the last estimate is bounded by
a constantly scaled H(curl)-norm of ui times a factor; this is for the
first one ∥ρ ′∥L∞(BR,Sym(3)) due to Theorem 4.7 and ∥θ∥L∞(BR,Sym(3))
for the second one due to Lemma 4.8.
gâteaux derivative
Theorem 4.10. Let Assumption 4.4 hold, then the solution operator L is
differentiable in the sense that for every perturbation ρ ′ ∈ L∞(BR, Sym(3))
of ρ ∈ P such that ρ+ ρ ′ ∈ P, it holds that
∥L(ρ+ ρ ′,ui) − L(ρ,ui) − L ′(ρ,ui)[ρ ′]∥H1(BR,C3)
⩽ C ∥ρ ′∥2L∞(BR,Sym(3))∥ui∥H(curl,BR),
where C > 0 depends on BR, k and ρ only.
Thus, if {ρ ′n}n∈N ⊂ L∞(BR, Sym(3)) such that ρ+ ρ ′n ∈ P for all n ∈ N
as well as ∥ρ ′n∥L∞(BR,Sym(3)) → 0 as n→∞, then
∥L(ρ+ ρ ′n,ui) − L(ρ,ui) − L ′(ρ,ui)[ρ ′n]∥H1(BR,C3)
∥ρ ′n∥L∞(BR,Sym(3)) → 0 as n→∞.
Proof. For w := L(ρ+ ρ ′,ui)−L(ρ,ui)−L ′(ρ,ui)[ρ ′] we first consider
the variational formulations defining all three terms,
aρ+ρ ′(L(ρ+ ρ ′,ui),ψ) =

D
(I3−ρ− ρ ′) curlui · curlψdx,
aρ(L(ρ,ui),ψ) =

D
(I3−ρ) curlui · curlψdx,
aρ(L ′(ρ,ui)[ρ ′],ψ) = −

D
ρ ′ curl(L(ρ,ui) + ui) · curlψdx,
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for all ψ ∈ H(curl,BR). Thus, for all ψ ∈ H(curl,BR) there holds
aρ+ρ ′(w,ψ) (4.21)
= aρ+ρ ′(L(ρ+ ρ ′,ui),ψ) − aρ(L(ρ,ui)ψ) − aρ(L ′(ρ,ui)[ρ ′],ψ)
−

BR
ρ ′ curl L(ρ,ui) · curlψdx−

BR
ρ ′ curl L ′(ρ,ui)[ρ ′] · curlψdx
=

D
(I3−ρ− ρ ′) curlui · curlψ dx−

D
ρ ′ curl L(ρ,ui) · curlψ dx
−

D
(I3−ρ) curlui · curlψ dx+

D
ρ ′ curl(L(ρ,ui) + ui) · curlψ dx
−

D
ρ ′ curl L ′(ρ,ui)[ρ ′] · curlψ dx
= −

D
ρ ′ curl L ′(ρ,ui)[ρ ′] · curlψ dx. (4.22)
Now the H1-estimate of Theorem 4.5 implies that
∥w∥H1(BR,C3) ⩽ C(ρ) ∥ρ ′ curl L ′(ρ,ui)[ρ ′]∥L2(BR,C3)
⩽ C ∥ρ ′∥L∞(BR,Sym(3))∥L ′(ρ,ui)[ρ ′]∥H(curl,BR).
Due to the equation (4.22), we gain by Lemma 4.3 that
∥L ′(ρ,ui)[ρ ′]∥H(curl,BR) ⩽ C ∥ρ ′ curlu∥L2(BR,C3)
⩽ C ∥ρ ′∥L∞(BR,Sym(3))∥u∥H(curl,BR),
for the total field u = L(ρ,ui)+ui. After separation into incident and
scattered fields, again applying Lemma 4.3 like in (4.20) finally results
in the stated estimate.
4.5 the forward operator
In this section we define the so called forward operator which maps
material parameters to their corresponding far field operators, such
that the forward operator corresponds to the inverse scattering prob-
lem we are actually interested in.
potential representation Therefore, we follow the volume
integral approach mentioned in Section 4.3, by which one can show,
see Kirsch [Kir07, Theorem 2.3], that the scattering problem (4.9),
(4.10), and (4.6) is equivalent to an integro-differential equation de-
fined via the radiating fundamental solution to the Helmholtz equa-
tion:
Φk(x) =
1
4π|x|
eik|x|, x ̸= 0. (4.23)
More precisely, v ∈ Hloc(curl, R3) is a radiating solution to (4.11) if
and only if v solves in Hloc(curl, R3):
v = curl

BR
Φk(·− y)(I3−ρ)(y) curl

v(y) + ui(y)

dy. (4.24)
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Analogously the radiating extension of the function v ′ = L ′(ρ,ui)[θ]
to R3 satisfies
v ′ = curl

BR
Φk(·− y)

(I3−ρ) curl v ′ − θ curl(L(ρ,ui) + ui)

(y) dy
(4.25)
in H(curl,BR), because v ′ solves, by definition, the variational formu-
lation (4.19). Now for a direction xˆ ∈ S2, the far field pattern of v∞(xˆ)
hence equals (see, e.g., [LR15, Proposition 3])
v∞(xˆ) =

curl

BR
Φk(·− y)(I3−ρ)(y) curl

v(y) + ui(y)

dy
∞
(xˆ)
=

BR
[curl e−ikxˆ·y](I3−ρ)(y) curl

v(y) + ui(y)

dy (4.26)
= ikxˆ×

BR
e−ikxˆ·y(I3−ρ)(y) curl

v(y) + ui(y)

dy, xˆ ∈ S2.
This shows that the far field v∞ is an analytic function, since the latter
integral expression is analytic in xˆ.
constructing the forward operator To keep notation sim-
ple, we introduce the integral operator
V : L2(BR, C3)→ H2(BR, C3), Vf =

BR
Φk(·− y)f(y) dy.
(See [CK13, Theorem 8.2] for the mapping properties of V .) The scat-
tered field restricted to BR satisfies
v =

I3− curlV

(I3−ρ) curl(·)
−1 curlV((I3−ρ) curlui) ,
such that the total field v+ ui equals Sρui, in particular
Sρ(u
i) :=

I3− curlV

(I3−ρ) curl(·)
−1
(ui) = v+ ui.
Thus, we represent the far field pattern v∞ = L(ρ,ui)∞, computed for
direction xˆ ∈ S2 in (4.26), as
v∞(xˆ) = ik

BR
xˆ× (I3−ρ)(y) curl(Sρui)(y) e−ikxˆ·y dy.
If we further introduce the integral operator
Z : Lr(BR, C3)→ L2t(S2), f → ik

BR
xˆ× f(y) e−ikxˆ·y dy, (4.27)
then there holds that
L(ρ,ui)∞ = Z ◦ [(I3−ρ) curlSρ(ui)].
Using smoothing properties of Z, which again as in Chapter 3, is
a trace class operator such that by analogy with Lemma 3.18 the
composition on the right is well-defined and bounded, since I3−ρ ∈
L∞(BR, Sym(3)) and curlSρui ∈ L2(BR, C3).
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Lemma 4.11. Choose m ∈ N , 1 < r <∞, and f ∈ Lr(BR, C3).
(i) There is C = C(m, r) such that ∥Zf∥Cm(S2) ⩽ C(m, r)∥f∥Lr(BR,C3).
(ii) The operator Z is of trace class from Lr(BR, C3) into L2t(S2).
Now we are able to introduce the forward operator, which maps
material parameters to associated far field operators. As mentioned
in Section 4.2, from now on we assume to have Herglotz wave func-
tions vg for g ∈ L2t(S2), see (3.24), as incident fields. Thus, note
that g → vg|BR is a bounded mapping from L2t(S2) into H1(BR),
see Colton and Kress [CK13, Section 3.3]. For the incident field vg
a far field operator Fρ : L2t(S2)→ L2t(S2) defines by Fρg = (L(ρ, vg))∞
for g ∈ L2t(S2). We mention that Fρ is compact, since the integral
kernel u∞ = u∞ρ : S2 × S2 → C of F(ρ) = Fρ is analytic in both vari-
ables. Because of the summability of its singular values sj(Fρ), i.e.,
∥Fρ∥S1 =

j∈N |sj(Fρ)| < ∞, it even belongs to the set S1 of trace
class operators on L2t(S2). The embedding ℓp ⊂ ℓq for 1 ⩽ p < q ⩽∞
of the sequence spaces ℓp further implies that trace class operators
belong to the qth Schatten class Sq for all q ∈ [1,∞), a Banach space
of all compact operators on L2t(S2) with q-summable singular values
sj(Fρ), equipped with the norm defined by
∥Fρ∥qSq =

j∈N
|sj(Fρ)|
q, for q ⩾ 1.
Because of that, the contrast-to-far field mapping defines as an oper-
ator from P into the qth Schatten class Sq for g ∈ L2t(S2), q ⩾ 1:
F(·)g : P→ Sq, F(ρ)g = Z ◦ [(I3−ρ) curlSρ(vg)]. (4.28)
properties of the forward operator We emphasize that
the properties mentioned in Remark 3.19 hold analogously for F. Fur-
ther, be aware that the far field of the radiating extension of L(ρ, vg)
depends boundedly and linearly on L(ρ, vg). Thus, since L(ρ, vg) =
Sρ(vg) − vg, the derivative θ → F ′(ρ)[θ] ∈ L(L∞(BR, Sym(3)), Sq) of F
with respect to ρ ∈ P in direction θ ∈ L∞(BR, Sym(3)) equals, by the
product rule in Banach spaces, see [Zei86],
F ′(ρ)[θ]g = Z ◦ [(I3−ρ) curl(L ′(ρ, vg)[θ]) + θ curl(Sρ(vg))]. (4.29)
Since the non-linear forward operator F is linked to the solution op-
erator L, we are able to transfer the results of Theorem 4.7, 4.9, and
4.10 from L to F.
Corollary 4.12. Let Assumption 4.4 hold and ρ ′ ∈ L∞(BR, Sym(3)) be
a small perturbation of ρ ∈ P, such that ρ+ ρ ′ ∈ P and let q ⩾ 1.
(i) There is a constant C = C(ρ,BR,k) such that
∥F(ρ+ ρ ′) − F(ρ)∥Sq ⩽ C ∥ρ ′∥L∞(BR,Sym(3)). (4.30)
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(ii) The operator F ′(ρ) is locally Lipschitz continuous, i.e., there is a con-
stant C = C(ρ,BR,k) such that
∥F ′(ρ+ ρ ′) − F ′(ρ)∥L(L∞(BR,Sym(3)),Sq) ⩽ C ∥ρ ′∥L∞(BR,Sym(3)).
(iii) The far field operator F(ρ) is differentiable in the sense that
∥F(ρ+ ρ ′) − F(ρ) − F ′(ρ)[ρ ′]∥Sq ⩽ C ∥ρ ′∥2L∞(BR,Sym(3))
for a constant C depending on BR, k and ρ.
If {ρ ′n}n∈N ⊂ L∞(BR, Sym(3)) such that ρ+ ρ ′n ∈ P for all n ∈ N
as well as ∥ρ ′n∥L∞(BR,Sym(3)) → 0 as n → ∞, then ∥F(ρ + ρ ′n) −
F(ρ) − F ′(ρ)[ρ ′n]∥Sq/∥ρ ′n∥L∞(BR,Sym(3)) → 0.
Proof. The basic ingredient of the proof is the smoothing property
of the far field mapping Z defined in (4.27), which is a trace class
operator from L2(BR, C3) into L2t(S2). Since the incident field ui is
chosen to be a Herglotz wave function vg for some g ∈ L2(S2), we
have
∥F(ρ+ ρ ′) − F(ρ)∥Sq
= ∥g → Z (I3−(ρ+ ρ ′)) curlSρ+ρ ′(vg) − (I3−ρ) curlSρ(vg) ∥Sq
⩽ C ∥g → Z (I3−(ρ+ ρ ′)) curlSρ+ρ ′(vg) − (I3−ρ) curlSρ(vg) ∥S1
(∗)
⩽ C ∥g → (I3−(ρ+ ρ ′)) curlSρ+ρ ′(vg)
− (I3−ρ) curlSρ(vg)
∥L(L2t(S2),L2(BR,C3))
⩽ C sup
∥g∥
L2
=1

∥ρ ′ curlSρ+ρ ′(vg)∥L2(BR,C3)
+ ∥(I3−ρ) curl[Sρ+ρ ′(vg) − Sρ(vg)]∥L2(BR,C3)

,
where inequality (∗) follows from Lemma 4.11. Now we obtain the
bound
∥ρ ′ curlSρ+ρ ′(vg)∥L2(BR,C3)
⩽ ∥ρ ′∥L∞(BR,Sym(3))∥ curlSρ+ρ ′(vg)∥L2(BR,C3)
⩽ ∥ρ ′∥L∞(BR,Sym(3))∥Sρ+ρ ′(vg)∥H(curl,BR),
where for the total field ∥Sρ+ρ ′(vg)∥H(curl,BR) ⩽ C∥vg∥H(curl,BR) ⩽
C∥g∥L2(S2) = C with a constant C = C(ρ) independent of ρ ′, due to
Assumption 4.4. The same technique yields
∥(I3−ρ) curl[Sρ+ρ ′(vg) − Sρ(vg)]∥L2(BR,C3)
⩽ ∥ I3−ρ∥L∞(BR,Sym(3))∥Sρ+ρ ′(vg) − Sρ(vg)∥H(curl,BR).
As Sρ+ρ ′(vg) − Sρ(vg) = L(ρ+ ρ ′, vg) − L(ρ, vg), Theorem 4.7 further
shows that
∥Sρ+ρ ′(vg) − Sρ(vg)∥H(curl,BR) ⩽ C ∥ρ ′∥L∞(BR,Sym(3))∥vg∥H(curl,BR),
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such that by plugging the last estimates together we deduce the state-
ment. The bounds in (ii) and (iii) are shown analogously, using Theo-
rems 4.9 and 4.10 instead of Theorem 4.7.
4.6 non-linear tikhonov and sparsity regularization
We observe the stable approximation of ρexa from perturbed measure-
ments of its far field operator F(ρexa). This will be referred to as our
inverse problem. In detail, we seek to approximate ρ by non-linear
Tikhonov regularization, for noisy measurements Fδmeas with noise
level δ > 0 such that ∥F(ρexa) − Fδmeas∥Sq ⩽ δ. Thus, for a convex
regularization functional R we consider to minimize the Tikhonov
functional
Jα,δ(ρ) :=
1
2∥F(ρ) − Fδmeas∥2Sq +αR(ρ), (4.31)
over some appropriate admissible parameter set included in P. Note
that under Assumption 4.4 the operator F(ρ) is well-defined.
Theorem 4.13 (Tikhonov regularization). If D(F) is a closed subset of
a Banach space, equipped with the weak*-topology such that additionally
D(F) is weak*-closed, and if the imagespace of F is also a Banach space for
which any (norm-)bounded subset is weakly precompact, and if F is a (norm-
norm)-continuous map, whose graph is (weak*,weak)-closed, then for any
weak*-lower semicontinuous R with weak*-precompact level sets, such that
R(D(F))∩R ̸= ∅, there exists a minimizer for the Tikhonov functional Jα,δ,
defined in (4.31).
If further δn → 0 as n→∞ and if one chooses αn = αn(δn) such that
0 < αn → 0 and 0 < δ2n/αn → 0, then every sequence of minimizers of
Jαn,δn contains a subsequence that weak*-converges to a solution ρ
† such
that F(ρ†) = F(ρexa) holds in the imagespace of F and ρ† minimizes R.
Proof. Definition 5.2.1 and Theorems 5.2.2 to 5.2.4 of [Res12] provide
a more general version of this theorem for a broader range of topolo-
gies. But due to [Fol84, Chapter 5, Ex. 51], the weak*-topology is suit-
able.
We thus apply this result to our setting by following the techniques
of Ressel [Res12]. Therefore, be aware that the domain of definition
P of F, equipped with the weak*-topology, is a closed and bounded
subset of the Banach space L∞(BR, Sym(3)). Alaoglu’s theorem then
states that closed balls are weak*-compact, in particular P is weak*-
closed. Recalling (4.28), the forward operator F can be written as
F(·)g : P→ Sq, F(ρ)g = Z ◦

(I3−ρ) curl(L(ρ, vg) + vg)
 ∈ L2t(S2),
for all g ∈ L2(S2) and for the Banach space Sq of qth Schatten-
class operators, q ⩾ 1. Additionally, we like to quote the following
statement from [Res12, Corollary 8.3.7], combining results for weak*-
convergent sequences:
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Lemma 4.14. Let {fn} ∈ Lq(X) a weak*-convergent sequence, where (X, λ)
is a finite measure space and q ∈ (1,∞]. Then we find a subsequence {fnk},
converging in the Lr-norm for all 1 ⩽ r < q.
We now show the (weak*,weak)-closedness of the graph of F, i.e.,
F is sequentially closed from (P,weak*) to Sq with its weak topology.
Therefore, one assumes to have a sequence of parameters {ρn}n∈N
from P, such that ρn ⇀∗ ρ0 and F(ρn) ⇀ Fρ0 in Sq for n → ∞.
Then one has to show that this implies that F(ρ0) = Fρ0 (since ρ0 ∈ P
due to the weak*-closedness). Hence, we define vn := L(ρn, vg), i.e.,
F(ρn)g = Z((I3−ρn) curl(vn + vg)) for all g ∈ L2(S2).
Lemma 4.15. F is sequentially closed from (P,weak*) to Sq equipped with
its weak topology.
Proof. As in Banach spaces weak*-convergent sequences are bounded
(see e.g., [Alt12]), the sequence {ρn}n∈N is norm-bounded and due to
Theorem 4.7 L is Lipschitz continuous. Hence, the sequence {vn}n∈N
is bounded in H1-norm. (Alternatively, Theorem 4.5 states the same.)
Thus, there exists a subsequence {vnm}m∈N , weakly converging to
a v ∈ H1(BR, C3) by Alaoglu’s theorem. Because of that, curl vnm ⇀
curl v in L2(BR, C3) and due to the compact embedding of H1(BR, C3)
in Lq(BR, C3) for 1 ⩽ q < 6, we have also that vnm → v in L2(BR, C3)
for m → ∞. (Note that throughout this proof we always mean con-
vergence as m→∞, although it is not mentioned for improved read-
ability.)
Further, by assumption, ρn ⇀∗ ρ0 in L∞(BR, Sym(3)), for the finite
measure space (BR, λ) with λ denoting the Lebesgue-measure, such
that Lemma 4.14 implies the existence of a subsequence {ρnm}m∈N
which converges in Lr(BR, Sym(3)) for all 1 ⩽ r < ∞; hence, ρnm →
ρ0 in L2(BR, Sym(3)).
We first reformulate
Z ◦ [(I3−ρnm) curl(vnm + vg)]→ Z ◦ [(I3−ρ0) curl(v+ vg)] in L2t(S2),
as
ik

BR
xˆ× e−ikxˆ·y curl(vnm− v) − curl vg(ρ0 − ρnm)
− ρnm curl vnm + ρ0 curl v

(y) dy→ 0.
Note that the absolute value of the integral is bounded by
∥ curl e−ikxˆ·y∥∞∥vnm− v∥H1(BR,C3)
+∥ curl e−ikxˆ·y∥∞∥ curl vg∥∞∥ρ0 − ρnm∥L1(BR,Sym(3))
+∥ curl e−ikxˆ·y∥∞∥ curl(vnm− v)∥L2(BR,C3)∥ρ0 − ρnm∥L2(BR,Sym(3)).
The terms vanish due to the boundedness of the maximum norms
and to the above discussion. Since we have by assumption that
Z((I3−ρn) curl(vn + vg)) = F(ρn)g⇀ Fρ0g in L
2
t(S2)
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for all g ∈ L2(S2), we deduce that
Fρ0g = Z((I3−ρ0) curl(v+ vg)).
Now we show that v = L(ρ0, vg), because this implies Fρ0g =
Z((I3−ρ0) curl(v+ vg)) = Z((I3−ρ0) curl(L(ρ0, vg) + vg)) = F(ρ0)g.
Therefore remember that, according to (4.14), vnm solves
aρnm (vnm ,ψ) =

D
(I3−ρnm) curl vg · curlψ dx for all ψ ∈ C1(BR)
for
aρnm (vnm ,ψ) =

BR
[ρnm curl vnm · curlψ− k2vnmψ] dx
+

∂BR
Λ(ν× vnm) · γT (ψ) dS.
Note that the equation was originally stated for test functions in
H(curl,BR), but since C1(BR, C3)-functions are dense in H(curl,BR),
we switch to those test functions to profit from their boundedness in
the maximum norm.
Now, instead of showing that aρnm (vnm ,ψ) − aρ0(v,ψ) → 0 we
rewrite the difference into aρnm (v,ψ) − aρ0(v,ψ) + aρnm (vnm− v,ψ).
To show convergence of the difference of the first terms, note that
both the boundary integrals and the integrals which do not contain
any parameter ρ cancel themselves out, such that we only have to
have a glance at 
BR
(ρnm− ρ0) curl v · curlψ dx

⩽ ∥ρnm− ρ0∥L2(BR,Sym(3))∥ curl v · curlψ∥L2(BR,C3).
As discussed above, we know that ρnm → ρ0 in L2(BR, Sym(3)). Since
the other term is bounded, the integral tends to zero.
To show that
aρnm (vnm− v,ψ) =

BR
[ρnm curl(vnm− v) · curlψ− k2(vnm− v)ψ] dx
+

∂BR
Λ(ν× (vnm− v)) · γT (ψ) dS
converges to zero, we first have a glance at the integral over BR with-
out material parameter. Recall that vnm → v in L2(BR, C3) and, thus,k2 
BR
(vnm− v)ψ dx
 ⩽ k2∥vnm− v∥L2(BR,C3)∥ψ∥L2(BR,C3) → 0.
To show convergence of the integral containing the material param-
eter, recall that curl vnm ⇀ curl v in L
2(BR, C3) and by the same ar-
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guments as above we deduce again that ρnm → ρ0 in L2(BR, Sym(3)).
Respecting the a.e. boundedness of ψ and curlψ, this implies 
BR
ρnm curl(vnm− v) · curlψ dx

⩽
 
BR
(ρnm− ρ0) curl(vnm− v) · curlψ dx

+
 
BR
ρ0 curl(vnm− v) · curlψ dx

⩽ ∥ρnm− ρ0∥L2(BR,Sym(3))∥ curl(vnm− v) · curlψ∥L2(BR,C3)
+
 
BR
ρ0 curl(vnm− v) · curlψ dx
.
As in Banach spaces also weakly convergent sequences are bounded
(see e.g., [Alt12]), curl(vnm− v) is a bounded term and while ∥ρnm−
ρ0∥L2(BR,Sym(3)) → 0, the first term vanishes. The last one converges
since curl(vnm− v)⇀ 0 in L
2(BR, C3).
At least, to see the convergence of the boundary integral, we have
to be aware, that the solution is a smooth function on a neighborhood
S of ∂BR, not containing D, such that S∩D = ∅. To see this, we choose
a cut-off function χ ∈ C∞0 (R3) with supp(χ) ⊂ S, such that χ ≡ 1 in
a neighborhood of ∂BR but vanishes elsewhere. Therefore, v|S := χv
is a smooth function outside D, see Remark 4.1 b, and, thus, for j ⩾ 1
one derives, using the integro-differential form (4.24) of the solution,
the estimate
∥ v|S ∥Cj(S) ⩽ C(S, j)∥(I3−ρ) [curl v+ f]∥L2(BR,C3)
⩽ C(S, j)∥ I3−ρ∥L∞(BR,C3)

∥v∥H(curl,BR) + ∥f∥L2(BR,C3)

,
where in fact f = curl vg. That shows vnm |S , v|S ∈ C∞(S) for all
m ∈ N , implying vnm → v in H(curl,S) due to the density of C∞(S)
in H(curl,S), from where the tangential trace mapping γt and the
exterior Calderon operator Λ maps vnm − v into H
−1/2(Div,∂BR), the
dual space of the range H−1/2(Curl,∂BR) of the trace γT . Thus,
∂BR
Λ(γt(vnm− v)) · γT (ψ) dS→ 0.
Hence, we have shown that
BR
[ρnm curl vnm · curlψ− k2vnmψ] dx+

∂BR
Λ(ν× vnm) · γT (ψ) dS
→

BR
[ρ0 curl v · curlψ− k2vψ] dx+

∂BR
Λ(ν× v) · γT (ψ) dS,
i.e., aρnm (vnm ,ψ) → aρ0(v,ψ) for all ψ ∈ C1(BR). Since due to
Assumption 4.4 the problem is uniquely solvable, this implies that
v = L(ρ0, vg).
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sparsity regularization To gain sparse reconstruction tech-
niques, we follow an approach with respect to basis functions of
D(F). Note that, since BR is of finite measure, it holds that P ⊆
L∞(BR, Sym(3)) ⊆ L2(BR, Sym(3)) with continuous embedding. We
thus fix a biorthogonal wavelet Riesz basis {ψi}i, {ψi}i, assuming that
each ψi is also a function in L∞(BR, Sym(3)). Further, due to Hölder
interpolation it holds that (Lp(BR, Sym(3))∩P) ⊆ L2(BR, Sym(3)) for
p ∈ (1, 2], such that we define our penalty term as some weighted
ℓp-norm, i.e.,
Rp(ρ) :=
1
p

i∈N
ωi|⟨ ρ , ψi⟩|p, ρ ∈ P, p ∈ (1, 2], (4.32)
with non-negative weights (ωi)i, satisfying ∥ρ∥L∞ ⩽ Rp(ρ). Note that
such weights exist, since one can achieve a norm equivalence for an
appropriate Besov space (see, e.g., [Coh03, Theorem 3.7.7]), such that
Sobolev/Besov embedding theorems yield an L∞-embedding.
Theorem 4.16 (Sparsity regularization I). For p ∈ (1, 2], the Tikhonov
functional Jα,δ, defined in (3.29), with R = Rp, defined in (3.32), possesses
a minimizer in P∩ Lp(BR, Sym(3)).
If δn → 0 as n → ∞ and if one chooses αn = αn(δn) such that
0 < αn → 0 and 0 < δ2n/αn → 0, then every sequence of minimizers of
Jαn,δn contains a subsequence that converges P-weakly to a Rp-minimizing
solution ρ† ∈ P∩ Lp(BR, Sym(3)) of the equation F(ρ) = F(ρexa) in Sq.
Recall that ρ† is a Rp-minimizing solution to F(ρ†) = F(ρexa) if
Rp(ρ
†) = min {Rp(ρ), ρ ∈ P∩ Lp(BR, Sym(3)), F(ρ) = Fexa}.
Proof. As carried out above, the choices of P and Sq satisfy the con-
ditions for the Tikhonov regularization of Theorem 4.13, as well as
the sequentially closedness of F, shown in Lemma 4.15. Further note
that |⟨ · , ψi⟩|p is L2-weakly lower semicontinuous and any P-weak*
convergent sequence is also L2-weakly convergent due to continuous
embedding of P into L2(BR, Sym(3)). Since scalar multiplication does
not impact lower semicontinuity properties as well as summation of
lower semicontinuous functions (see, e.g., [BL11, Lemma 6.14]), the
penalty term Rp is weak*-lower semicontinuous, for p ∈ (1, 2]. Finally,
it has weak*-precompact sublevel sets, since P itself is weak*-compact
by Alaoglu’s theorem.
To avoid Hölder continuous spaces we now give a second approach
by adapting techniques of image processing, where the gradient is
used to highlight edges of objects, whereas homogeneous regions stay
as more connected areas. Traditionally this leads to Sobolev penalty
terms ∥Dmw∥Lp(Ω) for all w ∈ Wm,p(Ω) with p ∈ (1,∞) and m ⩾ 1
in a bounded Lipschitz domain Ω ⊂ R3. It can be shown that p → 1
yields better reconstructions. Since the W1,1-seminorm is not lower
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semicontinuous [BL11, Satz 6.101], the boundedness of a sequence
does not imply the existence of a weak-convergent subsequence, such
that the Sobolev penalty term for p = 1 can not be used directly.
In fact, this holds in general for p = 1, since L1(Ω) without a σ-
finite measure is not a reflexive dual space of L∞(Ω). Thus, one gen-
eralizes the integral

Ω |Dw|dx by regarding L
1(Ω) as a subset of the
space M(Ω, R3) of vector valued, finite Radon measures µ : B(Ω) →
R3, which is equipped with the norm ∥µ∥M(Ω,R3) = |µ|(Ω), called
the total variation measure. Therefore, M(Ω, R3) is a Banach space
and isometrically isomorphic to the dual space C0(Ω, R3)∗ by Riesz-
Markow’s representation theorem. Note that the characterization as
a dual space implies a weak*-convergence.
Due to that, one then defines the distributional gradient by the
representation of such a vector-valued finite Radon measure:
Definition 4.17. For a domain Ω ⊂ R3, µ ∈ M(Ω, R3) is the dis-
tributional gradient of w ∈ L1loc(Ω), if for every ψ ∈ C∞0 (Ω, R3) it
holds, that 
Ω
wdivψ dx = −

Ω
ψ dµ.
The norm of such a measure µ is called total variation of w and we
write
TVΩ(w) :=
∥Dw∥M(Ω,R3) if the measure µ =: Dw exists,∞ else.
If the distributional derivative of w can be written as a finite Radon
measure, we say the function w has bounded total variation. There-
fore, one often also writes
TVΩ(w) = sup

Ω
wdivψ dx, ψ ∈ C∞0 (Ω), ∥ψ∥L∞(Ω) ⩽ 1

.
(4.33)
The space of all functions with bounded total variation is thus defined
by
BV(Ω) :=

w ∈ L1(Ω), TVΩ(w) <∞ .
Roughly speaking, BV(Ω) contains functions in L1(Ω), whose distri-
butional gradients are finite Radon measures, and is a Banach space
equipped with the norm ∥w∥BV(Ω) := ∥w∥L1(Ω) + TVΩ(w), whereas
TVΩ(w) is the BV-seminorm (obviously ∥w∥W1,1(Ω) = ∥w∥BV(Ω) for
w ∈ W1,1(Ω)). Note that compared to Sobolev spaces, the BV-space
also contains piecewise smooth functions, such that by total variation
as penalty, one can handle functions with discontinuities.
Since BV is the dual space of the separable space L1 on which
bounded sets are pre-compact (see, e.g., [AFP00, Theorem 3.23] and
[AVCM04, Remark B.7]) a weak*-convergence can be defined which
yields the general weak*-topology, i.e.,
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Definition 4.18. Let w,wn ∈ BV(Ω), then {wn}n∈N is said to be
weakly*-convergent to w in BV(Ω), if wn → w in L1(Ω) and Dwn M⇀
Dw in Ω, i.e.,
lim
n→∞

Ω
ψ dDwn =

Ω
ψ dDw for all ψ ∈ C0(Ω).
We now restrict our set P and further operate on the set of material
parameters, called
PTV :=

ρ ∈ P, TV(BR,Sym(3))(ρ) <∞ .
Although Schuster et al. [Sch+12] suggest to use the BV-seminorm
(4.33) as penalty, i.e., R = TVΩ, Bachmayr and Burger [BB09] remark
that using only the BV-seminorm as penalty, does not guarantee the
possibility to make the to-be-solved variational problem locally con-
vex, such that the global minimum can be computed by local de-
scent methods. Because of that, they add a multiple of the squared
L2-norm to gain sufficient compactness properties of the functional.
Even though the full BV-norm as penalty would provide the same
compactness properties, they state that numerical minimization can
be handled easier by adding L2-norm instead of L1-norm. However,
since Bürgel, Kazimierski, and Lechleiter [BKL17] provide promising
reconstructions for the full BV-norm (taking into account an addi-
tional term respecting some physical constraints), we suppose to use
for ρ ∈ P the penalty
RBV(ρ) := ∥ρ∥BV(BR,Sym(3)) = ∥ρ∥L1(BR,Sym(3)) + TV(BR,Sym(3))(ρ).
(4.34)
Theorem 4.19 (Sparsity regularization II). The Tikhonov functional Jα,δ,
defined in (4.31), with R = RBV , defined in (4.34), possesses a minimizer
in PTV ∩BV(BR, Sym(3)).
If δn → 0 as n → ∞ and if one chooses αn = αn(δn) such that 0 <
αn → 0 and 0 < δ2n/αn → 0, then every sequence of minimizers of Jαn,δn
contains a subsequence that converges PTV -weakly to an RBV -minimizing
solution ρ† ∈ PTV ∩ BV(BR, Sym(3)) of the equation F(ρ) = F(ρexa) in
Sq.
Proof. As in Theorem 4.16, Sq and especially PTV satisfy the condi-
tions for the Tikhonov regularization of Theorem 4.13, since PTV ⊂ P.
Further, Lemma 4.15, i.e., the sequentially closedness of F, also holds
for PTV . Since the total variation TV is weak*-lower semicontinu-
ous (see, e.g., [BO13, Proposition 3.7]) as well as the L1-norm, the
penalty RBV is weak*-lower semicontinuous as well. Again, R has
weak*-precompact sublevel sets, since PTV is again weak*-compact
by Alaoglu’s theorem.
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4.7 adjoint of the forward operator’s linearization
Most gradient-based schemes, which are used to solve the inverse
scattering problem, i.e., stably solving the non-linear equation F(ρ) =
Fmeas for some given data Fmeas ∈ Sq, like iterated shrinkage algo-
rithm, rely on the adjoint operator of the linearization F ′. This is why
we give an explicit and computable representation, following Sec-
tion 3.8. Therefore, we fix ρ ∈ P, consider F ′(ρ) : L∞(BR, Sym(3)) →
Sq and aim to determine F ′(ρ)∗ : Sq ′ → L1(BR, Sym(3)) such that
(F ′(ρ)[θ], K)S2
!
= (θ, F ′(ρ)∗ K)L2 for all θ ∈ L∞(BR, Sym(3)), K ∈ Sq ′ .
(4.35)
Here, q ′ denotes the conjugate Lebesgue index to q, such that 1/q+
1/q ′ = 1, and (· , ·)L2 is the usual scalar product in L2(BR, Sym(3)),
(A,B)L2 =

BR
A : Bdx =

BR
d
i,j=1
AijBij dx.
extended to the anti-linear dual product between L∞(BR, Sym(3)) and
L1(BR, Sym(3)). Further, (·, ·)S2 is the scalar product in the Hilbert
space of Hilbert-Schmidt operators,
(F, K)S2 =

j∈N
sj(F)sj(K) =
∞
j=1
(Fgj, Kgj)L2t(S2)
for an arbitrary orthonormal basis (gj)j∈N of L2t(S2). Consequently,
(4.35) becomes
∞
j=1
(F ′(ρ)[θ]gj, Kgj)L2t(S2)
!
= (θ, F ′(ρ)∗ K)L2
for all θ ∈ L∞(BR, Sym(3)), K ∈ Sq ′ . Thus, we consider at first a
single L2-scalar product and for fixed ρ ∈ P and g ∈ L2t(S2) we seek
for A : L2t(S2)→ L1(BR, Sym(3)), such that for all θ ∈ L∞(BR, Sym(3))
and f ∈ L2t(S2) it holds that
(F ′(ρ)[θ]g, f)L2t(S2)
!
= (θ,Af)L2 .
Recall from (4.25) that L ′(ρ, vg)[θ] = v ′ ∈ H(curl,BR), a function
whose radiating extension satisfies
v ′ = −Sρ [curlV(θ curl[L(ρ, vg) + vg])] in H(curl,BR),
where Sρ = [I3− curlV((I3−ρ) curl)]−1. Since F ′ involves the far field
of L ′, see (4.29), we note that
F ′(ρ)[θ]g = Z ◦ (I3−ρ) curl v ′ + θ curlSρ(vg)
= Z ◦ θ curlSρ(vg) − (I3−ρ) curlSρ [curlV(θ curlSρ(vg))] .
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Consequently, we compute that
(F ′(ρ)[θ]g, f)L2t(S2)
=

θ curlSρ(vg) − (I3−ρ) curlSρ[curlV(θ curlSρ(vg))] ,Z∗f

L2(BR,C3)
=

θ curlSρ(vg), Z∗f

L2(BR,C3)
−

θ curlSρ(vg), [curlV]∗ ◦ [(I3−ρ) curlSρ]∗ ◦Z∗f

L2(BR,C3)
=

θ,

I3−[(I3−ρ) curlSρ◦ curlV]∗
◦Z∗f⊗ curlSρ(vg)L2
where the last matrix-valued function is defined by (a⊗ b)i,j = aibj
for 1 ⩽ i, j ⩽ 3.
Lemma 4.20. For ρ ∈ P and g ∈ L2t(S2), the adjoint of θ → F ′(ρ)[θ](g)
with respect to the L2-inner product maps L2t(S2) into L1(BR, Sym(3)) and
is represented by
g →

I3−[(I3−ρ) curlSρ ◦ curlV]∗
 ◦Z∗g⊗ curlSρ(vg).
For all orthonormal bases {gj}j∈N of L2t(S2) and all K ∈ Sq ′ , the bounded
operator F ′(ρ)∗ : Sq ′ → L1(BR, Sym(3)) is represented by
F ′(ρ)∗(K)=
∞
j=1

I3−[(I3−ρ)curlSρ◦ curlV]∗
◦Z∗Kgj⊗ curlSρ[vgj ].
(4.36)
5
A N I S O T R O P I C M A G N E T I C M E D I A
In Chapter 4 we derived some non-linear Tikhonov regularization
and sparsity-promoting schemes for inverse electromagnetic scatter-
ing from anisotropic inhomogeneities which are non-magnetic. Com-
plementarily, we now set aside this limitation and take also magnetic
media into account, see Section 5.1. As pointed out in Section 5.2,
this results into significant complexity regarding the techniques we
use for our analysis. Hence, Sections 5.3 and 5.4 provide an analysis
related to the one given in the chapter before, pointing out the main
differences and where additional assumptions are required. Due to a
short discussion in Section 5.5, we finally rely on the regularization
techniques derived for the non-magnetic case and, again, close with
the calculation of the adjoint of the forward operator’s linearization,
see Section 5.6.
Consider Maxwell’s equations governing the propagation of time-
harmonic electric and magnetic fields E and H in R3. Remember that
the anisotropic relative permittivity εr and relative permeability µr
are defined as
εr(x) =
ε(x)
ε0
+ i
σ(x)
ωε0
, µr(x) =
µ(x)
µ0
and assumed to equal the constant background permittivity ε0 and
permeability µ0 outside some bounded domain, i.e., ε ≡ ε0 and µ ≡
µ0. Working with the magnetic field only, the problem can be reduced
to a second-order Maxwell system once more. For the positive wave
number k := ω
√
ε0µ0 this reads
curl

ε−1r curlH

− k2µrH = 0 in R3. (5.1)
Accordingly, the electric field is determined by E = i curlH/(ωε0εr).
Remark 5.1. Alternatively, one could also represent the magnetic field
H by curlE/(iωµ0µr) and derive
curl

µ−1r curlE

− k2εrE = 0 in R3.
Interchanging the roles of εr and µr in the following, hence, yields
analogous results for the electric instead of the magnetic field.
5.1 medium scattering
In contrast to Chapter 4 we now assume that the irradiated medium
is modeled by relative electric permittivity εr ∈ L∞(D, Sym(3)) as
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well as relative magnetic permeability µr ∈ W1,3+δloc (R3, Sym(3)) for
some δ > 0. The material parameters are supposed to take values in
the complex-valued symmetric 3× 3 matrices Sym(3) ⊂ C3×3 with
uniformly positive definite real parts and symmetric imaginary parts,
i.e., there exist a positive constant λ > 0 such that
2λ|ξ|2⩽ξ⊤Re(εr)ξ, 2λ|ξ|2⩽ξ
⊤Re(µr)ξ, and |µr|+ |εr|⩽λ−1, (5.2)
for almost all x ∈ D and ξ ∈ C3. Thus, the real part of εr is the phys-
ical electric permittivity, whereas its imaginary part is proportional
to the electric conductivity σ. Further the imaginary part of the com-
plex magnetic permeability µr, modeling, e.g., magnetic dissipation
or lag time, shall be bounded from below, i.e., ξ⊤ Im(µr)ξ ⩾ 0 for
ξ ∈ C3. In particular we have that also ε−1r ∈ L∞(D, Sym(3)), such
that the imaginary part of ε−1r is bounded from above, that is to say
ξ⊤ Im(ε−1r )ξ ⩽ 0 for ξ ∈ C3. Moreover, we suppose that the support
of I3−ε−1r and µr − I3 is the closure of a bounded and connected open
set D ⊂ R3 with C1,1-boundary and connected complement R3 \D.
Suppose also that supp(µr − µ0) ⊂ BR, where D ⊂ BR.
To keep notation simple and related to the one of Chapter 4, we
assume the parameters ρ := (ε−1r ,µr) to be in P = Pεr ×Pµr , for
Pεr =

εr ∈ L∞(D, Sym(3)), λ|ξ|2 ⩽ Re(ξ⊤εr ξ),
Im(ξ⊤ε−1r ξ) ⩽ 0, a.e. in D and for all ξ ∈ C3

.
and
Pµr =

µr ∈W1,3+δloc (R3, Sym(3)), δ > 0, λ|ξ|2 ⩽ Re(ξ
⊤
µr ξ),
Im(ξ⊤µr ξ) ⩾ 0, a.e. in D and for all ξ ∈ C3

.
Both parameter sets could be equipped with the topology induced
by Lq-norms, 2 ⩽ q ⩽ ∞. But note that the sets will not contain any
interior point if q <∞. However, as we need q =∞ for regularization
results, we follow the approach of Chapter 4 and directly assume
that the parameter sets are equipped with the topology induced by
the L∞-norm. P is endowed with the product norm, i.e., ∥ · ∥P =
∥ · ∥Pεr + ∥ · ∥Pµr .
scattering problem Remember that the scattering problem in
Chapter 4 was given by (4.9) and (4.10), where its solution satisfies
the Silver-Müller radiation condition
curl v(x)× xˆ− ikv(x) = O |x|−2 , as |x|→∞, (5.3)
uniformly with respect to xˆ ∈ S2. In the following, we are going to
evolve an analogous analysis for the problem, which is to seek for
f,g ∈ C∞(D, C3) a weak radiating solution v ∈ Hloc(curl, R3) to
curl

ε−1r curl v

− k2µrv = k
2(µr − I3)g+ curl

(I3−ε−1r ) f

in R3,
(5.4)
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ν× v|− = ν× v|+ ,
ν× ε−1r curl v|− − ν× v|+ = ν× (I3−ε−1r ) f
on ∂D. (5.5)
Thus, the weak solution v ∈ Hloc(curl, R3) needs to satisfy
R3

ε−1r curl v · curlψ− k2µrv ·ψ

dx
=

R3

k2(µr − I3)g ·ψ+ (I3−ε−1r ) f · curlψ

dx
(5.6)
for all ψ ∈ H(curl, R3) with compact support and, additionally, the
Silver-Müller radiation condition (5.3).
Remark 5.2. Note that choosing ψ = ∇φ as a gradient field, the equa-
tion curl∇φ = 0 implies that R3 µrv · ∇φdx = − R3 Ph · ∇ϕdx for
all φ ∈ H1(R3) with compact support, i.e., div(µrv) = −div(Ph) in
R3. In contrast to the non-magnetic case, the solution v is not neces-
sarily divergence free anymore.
5.2 the solution operator
Following Section 4.3 we transform the weak formulation (5.6) into
a variational equation on a bounded domain. Therefore, we integrate
over a ball BR, containing the supports of I3−ε−1r and µr − I3 in its
interior, against test functions ψ ∈ H(curl, R3) with compact support,
and integrating by parts the rotation term. Since ε−1r ≡ 1 on ∂BR, it
holds that
BR

ε−1r curl v · curlψ− k2µrv ·ψ

dx+

∂BR
γt(curl v) · γT (ψ) dS
=

D

k2(µr − I3)g ·ψ+ (I3−ε−1r ) f · curlψ

dx,
(5.7)
where γt and γT denote the tangential trace and the “dual” tangential
trace mapping defined in Section 4.3. Again, bringing the exterior
Calderon operator Λ into play, motivates to define for ρ ∈ P and for
all φ, ψ ∈ H(curl,BR) the sesquilinear form
aρ(φ,ψ) :=

BR

ε−1r curlφ · curlψ− k2µrφ ·ψ

dx+

∂BR
Λ(φ) ·ψdS.
Due to that, we define the solution operator
L : P×H(curl,BR)→ H(curl,BR),
mapping the parameters ρ = (ε−1r ,µr) and the incident field ui to the
weak solution of the scattering problem (5.7). Choosing f = curlui
and g = ui in (5.7), L(ρ,ui) becomes hence the weak solution to
aρ(L(ρ,ui),ψ) =

D

(I3−ε−1r ) curlu
i · curlψ+ k2(µr − I3)ui ·ψ

dx
(5.8)
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for all ψ ∈ H(curl,BR), such that the radiating extension v of L(ρ,ui)
to R3 weakly solves
curl(ε−1r curl v) − k
2µrv = curl

(I3−ε−1r ) curlu
i

+ k2(µr − I3)ui.
Remark 5.3. Note that for non-magnetic media we have µ ≡ µ0 and,
therefore, the material parameter ρ solely equals ε−1r , such that the
sesquilinear form was defined as
aρ(φ,ψ) :=

BR

ε−1r curlφ · curlψ− k2φ ·ψ

dx+

∂BR
Λ(φ) ·ψdS.
Thus, the solution operator was for all ψ ∈ H(curl,BR) the solution
of
aρ(L(ρ,ui),ψ) =

D
(I3−ε−1r ) curlu
i · curlψdx.
Again, existence of solution can be provided by uniqueness such
that Lemma 4.3 holds analogously according to the right-hand side
of (5.6).
Assumption 5.4. We assume in the following that for the set P any
solution to (5.6) for f,g ∈ L2(D, C3) is unique, such that existence and
continuous dependence of this solution follow from uniqueness. For
example, conductors (i.e., complex-valued εr) satisfy this assumption
if εr ∈ C1,α(D) and µr ∈ C2,α(D), see [Kir07, Theorem 2.5]. Further
uniqueness for Maxwell’s equations also holds, if εr, µr ∈ L∞(R3)3×3
satisfy the ellipticity conditions (5.2) and if |k| is sufficiently small, or
if for a fixed k the domain is of small measure and bounded diameter,
see [BCTX12].
Therefore, the solution operator L(ρ, ·) exists for all ρ ∈ P, with a
constant C=C(P)>0 such that ∥L(ρ,ui)∥H(curl,BR)⩽ C∥ui∥H(curl,BR).
notation To improve readability, we abbreviate from now on no-
tation of norms. Due to its frequent occurrence, we simply denote
the norm of L∞(BR, Sym(3)) by ∥ · ∥. Further we indicate the norm of
H(div,BR) by H(div), if the domain does not differ from BR. Anal-
ogously, H(curl) abbreviates H(curl,BR). Finally, we rely on nota-
tion used in [Mon03] and write L2(BR)3 instead of L2(BR, C3) and
H1(BR)
3 for H1(BR, C3) respectively. Otherwise, deviations of this
notation is indicated.
elliptic regularity Like in Chapter 4 we are going to han-
dle derivatives of scattered fields in Lp-spaces and, hence, use H1-
estimates stated for Maxwell’s equations by Alberti and Capdeboscq
[AC14, Theorem 2].
Theorem 5.5. For ρ ∈ P let v ∈ H(curl,BR) be a weak solution of
curl

ε−1r curl v

− k2µrv = curl (Af1) + k2B f2 in R3, (5.9)
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where A,B ∈ L∞(BR, Sym(3)) denote arbitrary coefficients and f1, f2 are
functions in L2(BR)3 ×H(div,BR).
Then v ∈ H1(BR)3 and there holds that
∥v∥H1(BR)3 ⩽ C

1+ ∥B∥+ ∥A∥∥v∥H(curl) + ∥B∥∥f2∥L2(BR)3
+
∥A∥+ ∥εrA∥∥f1∥L2(BR)3 + |k| ∥B f2∥H(div). (5.10)
for a constant C depending on D ⊂ BR, λ, k, and ∥µr∥W1,3+δ(BR,Sym(3))
only.
Proof. Due to Kirsch [Kir07, Theorem 2.3] v can be written in the form
of an integro-differential equation
v(x) = (k2 +∇div)

BR
B [v(y) + f2(y)]Φk(x,y)dy
+ curl

BR
A [curl v(y) + f1(y)]Φk(x,y)dy,
with densities in L2(BR)3 and kernel in C∞(BR)3 for x ∈ S. Here
S denotes a neighborhood of ∂BR such that S does not contain D.
Therefore, v is a smooth function outside D, see Remark 4.1 b, and
one derives for j ⩾ 1 the estimate
∥ v|S ∥Cj(BR)⩽ C(S, j)

∥B [v+ f2]∥L2(BR)3+ ∥A [curl v+ f1]∥L2(BR)3

⩽ C(S, j)

∥B∥(∥v∥H(curl) + ∥f2∥L2(BR)3)
+∥A∥(∥v∥H(curl) + ∥f1∥L2(BR)3)

.
Thus, v|S ∈ C∞(BR) yields a boundary condition which is bounded
from above in the H1(BR)-norm.
Now we rewrite the second-order form (5.9) as curlw + ikµrv =
−ikB f2, where ikw = ε−1r curl v−Af1. Consequently, (5.9) turns into
the first-order system
curl v− ikεrw = εrAf1 ,
curlw+ ikµrv = −ikB f2,
in BR, (5.11)
v× ν = v|S × ν on ∂BR.
Note that the right-hand side of its first equation is in L2(BR)3, since
f1 ∈ L2(BR)3 and A ∈ L∞(BR, Sym(3)). Likewise we have the same
for the right-hand side of the second equation as f2 ∈ H(div,BR) and
B ∈ L∞(BR, Sym(3)).
Thus, the first-order system is equivalent to the Maxwell’s equa-
tions (2) of [AC14] with interchanged roles of the electric and mag-
netic fields. Since the ball BR ⊂ R3 is a bounded and connected
domain with C1,1-boundary, Theorem 1 of Alberti and Capdeboscq
[AC14] for the case p = 2 therefore provides the estimate
∥v∥H1(BR)3 ⩽ C
∥v∥H(curl) + ∥ v|S ∥H1(BR) + ∥εrAf1∥L2(BR)3
+|k|∥B f2∥H(div)

.
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Using the estimate of the boundary term as above, one derives the
statement (5.10).
Corollary 5.6. For ρ ∈ P let v ∈ H(curl,BR) be a weak solution of (5.4),
then v ∈ H1(BR)3 and there holds that
∥v∥H1(BR)3 ⩽ C
 
1+ ∥(µr − I3)∥+ ∥(I3−ε−1r )∥
 ∥v∥H(curl)
+
∥ I3−ε−1r ∥+ ∥(εr − I3)∥ ∥f∥L2(BR)3
+∥(µr − I3)∥∥g∥L2(BR)3 + |k| ∥(µr − I3)g∥H(div)

,
(5.12)
where C is a constant depending on D, λ, k, and ∥µr∥W1,3+δ(BR,Sym(3))
only.
Proof. Remember that v solves equation (4.9), means v is a solution to
curl

ε−1r curl v

− k2µrv = k
2(µr − I3)g+ curl

(I3−ε−1r ) f

in R3
and, thus, is of the form (5.9) for A = I3−ε−1r and B = µr − I3 and
(f1, f2) = (f,g). Thus, Theorem 5.5 yields (5.12).
Remark 5.7. In comparison to the non-magnetic scattering problem
handled in Chapter 4, the regularity estimate of Theorem 4.5 and
its resulting Corollary 4.6 respectively, provides a similar although
less complex statement. Having a glance at the magnetic case, first
of all we observe that the constant C, scaling the upper bound of the
solution, depends on the norm of the relative magnetic permeabil-
ity µr, but which in this case can be compactly embedded into ap-
propriate differentiability classes Ck by general Sobolev inequalities,
see, e.g., [Eva02, Theorem 6]. Further, the arising extra terms cost us
slightly more effort in the ongoing analysis of the solution operator’s
properties. Most problematic is the H(div,BR)-norm containing the
part of the right-hand side of (5.4), linked to the relative magnetic
permeability µr. To provide analogous properties to the ones derived
in Sections 4.3 and 4.4 this term has somehow to be bounded by the
H(curl,BR)-norm of the incident field. At this point we are not aware
how to get naturally such a bound without stating massive smooth-
ness assumptions for µr. However, during the analysis of the solu-
tion operator we drag this term along, such that it becomes apparent
where such a bound would be necessary.
solution operator’s continuity For the ongoing part we
assume to have a perturbation ρ ′ = (ρ ′1, ρ
′
2) of the parameter ρ ∈ P,
small enough such that ρ ′ is bounded in the L∞(BR, Sym(3))-norm
and ρ+ ρ ′ ∈ P.
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Theorem 5.8. Let ρ, ρ + ρ ′ ∈ P satisfying Assumption 5.4. Then there
holds that
∥L(ρ+ ρ ′,ui) − L(ρ,ui)∥H1(BR)3 ⩽ C

(∥ρ ′1∥+ ∥ρ ′2∥)3
+(2+ ∥εr∥∞)(∥ρ ′1∥+ ∥ρ ′2∥)2 ∥ui∥H(curl)
+|k|∥ρ ′2 [L(ρ+ ρ ′,ui) + ui]∥H(div)

,
where C > 0 depends on BR, k, ρ, ∥ I3−ε−1r ∥ and ∥µr − I3 ∥ only.
Proof. For the same incident field ui we set vρ+ρ ′ = L(ρ+ ρ ′,ui) and
v = L(ρ,ui) and denote the radiating extensions of these functions to
R3 again by vρ+ρ ′ , v and the corresponding total fields by uρ+ρ ′ =
ui + vρ+ρ ′ and u = ui + v. The difference vρ+ρ ′ − v = uρ+ρ ′ − u is
the weak, radiating solution to
curl

ε−1r curl(uρ+ρ ′ − u)

− k2µr(uρ+ρ ′ − u)
= k2ρ ′2uρ+ρ ′ − curl

ρ ′1 curluρ+ρ ′

in R3.
Now applying Theorem 5.5, yields
∥uρ+ρ ′ − u∥H1(BR)3 ⩽ C
 
1+ ∥ρ ′2∥+ ∥ρ ′1∥
 ∥uρ+ρ ′ − u∥H(curl)
+
∥ρ ′1∥+ ∥εrρ ′1∥ ∥ curluρ+ρ ′∥L2(BR)3
+∥ρ ′2∥∥uρ+ρ ′∥L2(BR)3 + |k| ∥ρ ′2 uρ+ρ ′∥H(div)

,
where, in fact, εr is bounded to its maximum norm, such that for a
large enough constant the second line simplifies to
[1+C∗]∥ρ ′1∥∥ curluρ+ρ ′∥L2(BR)3 .
Due to analogous version of Lemma 4.3 we further have the bound
∥uρ+ρ ′ − u∥H(curl) ⩽ C

∥ρ ′2∥L∞(D,Sym(3))∥uρ+ρ ′∥L2(D)3
+∥ρ ′1∥L∞(D,Sym(3))∥ curluρ+ρ ′∥L2(D)3

,
note that here we dropped down in the domain; we therefore increase
the norm by enlarging the domain again. We will do this implicitly
during further estimates without mentioning. Estimating norms in L2
by norms in H(curl), we thus yield—not regarding the H(div)-term—
inside the curly brackets∥ρ ′1∥2 + (2+C∗)∥ρ ′1∥+ 2∥ρ ′1∥∥ρ ′2∥+ 2∥ρ ′2∥+ ∥ρ ′2∥2 ∥uρ+ρ ′∥H(curl).
Afterwards we use triangle-inequality ∥uρ+ρ ′∥ ⩽ ∥ui∥+ ∥vρ+ρ ′∥ in
H(curl)-norm to get rid of the total field, where the analogous of
Lemma 4.3 again implies
∥vρ+ρ ′∥H(curl) ⩽ C

∥ I3−ε−1r − ρ ′1∥∥ curlui∥L2(BR)
+∥µr + ρ ′2 − I3 ∥∥ui∥L2(BR)

.
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Herein triangle-inequality again yields
∥ I3−ε−1r − ρ ′1∥ ⩽ ∥ I3−ε−1r ∥+ ∥ρ ′1∥,
where the first term is bounded by a constant C. Do the same proce-
dure for ∥µr − I3+ρ ′2∥ to get another constant C. Thus, we have that
∥vρ+ρ ′∥H(curl) ⩽ C(∥ρ ′1∥+ ∥ρ ′2∥)∥ui∥H(curl).
Putting this altogether yields the inequality
∥uρ+ρ ′ − u∥H1(BR)3 ⩽ C

T(ρ ′) ∥ui∥H(curl) + |k|∥ρ ′2uρ+ρ ′∥H(div)

,
such that T(ρ ′) denotes a term, depending on the L∞(BR, Sym(3))-
norm of the perturbation ρ ′, defined by
(∥ρ ′1∥+ ∥ρ ′2∥)3 +

(2+C∗)∥ρ ′1∥2 + (4+C∗)∥ρ ′1∥∥ρ ′2∥+ 2∥ρ ′2∥2

⩽ (∥ρ ′1∥+∥ρ ′2∥)3+

(2+C∗)∥ρ ′1∥2+(4+C∗)∥ρ ′1∥∥ρ ′2∥+(2+C∗)∥ρ ′2∥2

=(∥ρ ′1∥+∥ρ ′2∥)3+(2+C∗)(∥ρ ′1∥+∥ρ ′2∥)2. (5.13)
Thus, we have T bounded by the last two terms and, therefore, yield
the statement.
Note. As mentioned in Remark 5.7 the just derived estimate is slightly
more complex compared to the one of Theorem 4.7. In particular,
therein, the term concerning the L∞-norm of the perturbation ρ ′ ex-
tends to (5.13). Further note that the H(div)-term has to be bounded
by the H(curl)-norm of the incident field to provide Lipschitz conti-
nuity for the solution operator L.
5.3 differentiability of the solution operator
To have a glance at the differentiability of the solution operator, we
fix the incident field in this section and the parameters ρ ∈ P, such
that the solution operator L(ρ, ·) is bounded on H(curl,BR). Then
we denote the derivative of L with respect to ρ in direction ρ ′ ∈
L∞(BR, Sym(3)) by v ′ := L ′(ρ,ui)[ρ ′], defined by
aρ(v
′,ψ) = −

D

ρ ′1 curl

L(ρ,ui) + ui
 · curlψ
− k2ρ ′2

L(ρ,ui) + ui
 ·ψdx. (5.14)
continuity properties
Lemma 5.9. For every ρ ∈ P the linear mapping ρ ′ → L ′(ρ,ui][ρ ′] from
L∞(BR, Sym(3)) to H(curl,BR)) has the following continuity property:
∥L ′(ρ,ui)[ρ ′]∥H1(BR)3 ⩽ C

(∥ρ ′1∥+ ∥ρ ′2∥)2
+ (2+ ∥εr∥∞)∥ρ ′1∥+ 2∥ρ ′2∥

∥ui∥H(curl)
+ |k|∥ρ ′2 [L(ρ,ui) + ui]∥H(div)

,
where C > 0 depends on BR, k, ρ, ∥ I3−ε−1r ∥ and ∥µr − I3 ∥ only.
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Proof. In the following we denote by u = L(ρ,ui) + ui the total field
and, thus, apply the H1-estimate of Theorem 5.5 to gain
∥L ′(ρ,ui)[ρ ′]∥H1(BR)3 ⩽ C
 
1+ ∥ρ ′1∥+ ∥ρ ′2∥
 ∥L ′(ρ,ui)[ρ ′]∥H(curl)
+ [1+C∗]∥ρ ′1∥∥ curlu∥L2(BR)3
+ ∥ρ ′2∥∥u∥L2(BR)3 + |k| ∥ρ ′2 u∥H(div)

,
using again that the maximum norm ∥εr∥∞ is bounded by C∗. Herein
Lemma 4.3 states that
∥L ′(ρ,ui)[ρ ′]∥H(curl) ⩽ C

∥ρ ′2 u∥L2(BR)3 + ∥ρ ′1 curlu∥L2(BR)3

⩽ C

∥ρ ′2∥∥u∥L2(BR)3 + ∥ρ ′1∥∥ curlu∥L2(BR)3

,
(In the last line we could also have used Hölders inequality for some
indices p, t such that 1/p+ 1/t = 1/2 if there would be an equivalent
to Meyers gradient estimate for the curl-operator.) Now estimating
both ∥ curlu∥L2 and ∥u∥L2 by ∥u∥H(curl) we have
∥L ′(ρ,ui)[ρ ′]∥H1(BR)3 ⩽ C

∥ρ ′1∥2 + (2+C∗)∥ρ ′1∥+ 2∥ρ ′1∥∥ρ ′2∥
+2∥ρ ′2∥+ ∥ρ ′2∥2

∥u∥H(curl) + |k| ∥ρ ′2 u∥H(div)

,
Again triangle-inequality estimates the total field u by the incident
field ui and the scattered field L(ρ,ui). Further, the analogous of
Lemma 4.3 yields
∥L(ρ,ui)∥H(curl) ⩽ C

∥ I3−ε−1r ∥∥ curlui∥L2(BR)3
+ ∥µr − I3 ∥∥ui∥L2(BR)3

,
where the L∞-terms are bounded by constants as beforehand, such
that
∥L(ρ,ui)∥H(curl) ⩽ C
√
2∥ui∥H(curl),
where we used that ∥u∥L2(BR)3 +∥ curlu∥L2(BR)3 ⩽
√
2∥u∥H(curl). Sum-
ming everything up, one finally yields
∥L ′(ρ,ui)[ρ ′]∥H1(BR)3 ⩽ C

(∥ρ ′1∥+ ∥ρ ′2∥)2 + (2+C∗)∥ρ ′1∥
+2∥ρ ′2∥

2
√
2C∥ui∥H(curl) + |k|∥ρ ′2 [L(ρ,ui) + ui]∥H(div)

.
Theorem 5.10. The map ρ → L ′(ρ,ui) is locally Lipschitz continuous:
There is a C > 0 independent of ρ ′ and ui, such that it holds for all θ ∈
L∞(BR, Sym(3))2 that
∥L ′(ρ+ ρ ′,ui)[θ] − L ′(ρ,ui)[θ]∥H1(BR)3 ⩽ C

2 Tˆ(ρ ′, θ) ∥ui∥H(curl)
+|k|
∥θ2(L(ρ+ρ ′,ui)−L(ρ,ui))∥H(div)+∥ρ ′2 L ′(ρ+ρ ′,ui)[θ]∥H(div).
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where Tˆ(ρ ′, θ) is given by (5.15) and C > 0 depends on BR, k, ρ, ∥ I3−ε−1r ∥
and ∥µr − I3 ∥ only.
Proof. For θ ∈ L∞(BR, Sym(3))2, wρ+ρ ′ = L ′(ρ+ ρ ′,ui)[θ] and wρ =
L ′(ρ,ui)[θ] satisfy by (5.14) the variational formulations
aρ+ρ ′(wρ+ρ ′ ,ψ) = −

D

θ1 curluρ+ρ ′ · curlψ− k2θ2uρ+ρ ′ ·ψ

dx,
aρ(wρ,ψ) = −

D

θ1 curlu · curlψ− k2θ2u ·ψ

dx,
where the perturbed total field uρ+ρ ′ consists of the perturbed scat-
tered field vρ+ρ ′ = L(ρ + ρ ′,ui) and the incident field ui. Thus,
w := wρ+ρ ′ −wρ satisfies
aρ(w,ψ) =−

D

θ1 curl(vρ+ρ ′ − v) · curlψ− k2θ2(vρ+ρ ′ − v) ·ψ

dx
−

D

ρ ′1 curlwρ+ρ ′ · curlψ− k2ρ ′2wρ+ρ ′ ·ψ

dx.
Therefore, Theorem 5.5 states
∥w∥H1(BR)3 ⩽ C

1+ ∥θ1∥+ ∥θ2∥+ ∥ρ ′1∥+ ∥ρ ′2∥

∥w∥H(curl)
+

∥θ1∥+ ∥εrθ1∥

∥ curl(vρ+ρ ′ − v)∥L2(BR)3
+

∥ρ ′1∥+ ∥εrρ ′1∥

∥ curlwρ+ρ ′∥L2(BR)3
+∥θ2∥∥vρ+ρ ′ − v∥L2(BR)3 + ∥ρ ′2∥∥wρ+ρ ′∥L2(BR)3
+|k|∥θ2(vρ+ρ ′ − v)∥H(div) + |k|∥ρ ′2wρ+ρ ′∥H(div)

.
Further, use that the maximum norm ∥εr∥∞ is bounded by a generic
C∗ and that the analogous of Lemma 4.3 states that
∥w∥H(curl) ⩽ C

∥θ1∥∥ curl(vρ+ρ ′ − v)∥L2(BR)3 + ∥ρ ′2∥∥wρ+ρ ′∥L2(BR)3
+∥θ2∥∥vρ+ρ ′ − v∥L2(BR)3 + ∥ρ ′1∥∥ curlwρ+ρ ′∥L2(BR)3

.
We thus gain that
∥w∥H1(BR)3 ⩽ C

(2+C∗)∥θ1∥+ ∥θ1∥2 + ∥θ1∥∥ρ ′1∥+ ∥θ1∥∥θ2∥
+∥θ1∥∥ρ ′2∥

∥ curl(vρ+ρ ′ − v)∥L2(BR)3 +

2∥θ2∥+ ∥θ2∥2 + ∥θ2∥∥ρ ′2∥
+∥θ1∥∥θ2∥+ ∥θ2∥∥ρ ′1∥

∥vρ+ρ ′ − v∥L2(BR)3 +

(2+C∗)∥ρ ′1∥+ ∥ρ ′1∥2
+∥θ1∥∥ρ ′1∥+ ∥ρ ′1∥∥ρ ′2∥+ ∥θ2∥∥ρ ′1∥

∥ curlwρ+ρ ′∥L2(BR)3
+

2∥ρ ′2∥+ ∥ρ ′2∥2 + ∥θ2∥∥ρ ′2∥+ ∥ρ ′1∥∥ρ ′2∥+ ∥θ1∥∥ρ ′2∥

∥wρ+ρ ′∥L2(BR)3
+|k|∥θ2(vρ+ρ ′ − v)∥H(div) + |k|∥ρ ′2wρ+ρ ′∥H(div)

.
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Now we can estimate ∥wρ+ρ ′∥L2(BR)3 and ∥ curlwρ+ρ ′∥L2(BR)3 by
∥wρ+ρ ′∥H(curl); analogously for the norms of vρ+ρ ′ − v. Therefore,
again in analogy to Lemma 4.3 it holds that
∥wρ+ρ ′∥H(curl) ⩽ C

∥θ1∥∥ curluρ+ρ ′∥L2(BR)3 + ∥θ2∥∥uρ+ρ ′∥L2(BR)3

⩽ C(∥θ1∥+ ∥θ2∥)∥uρ+ρ ′∥H(curl).
Since ∥vρ+ρ ′∥H(curl) ⩽ C(∥ρ ′1∥ + ∥ρ ′2∥)∥ui∥H(curl) for a constant de-
pending also on the L∞-norms of µr− I3 and I3−εr, triangle inequality
implies that
∥wρ+ρ ′∥H(curl) ⩽ C

(∥θ1∥+ ∥θ2∥)∥ui∥H(curl)
+(∥θ1∥+ ∥θ2∥)(∥ρ ′1∥+ ∥ρ ′2∥)∥ui∥H(curl)

.
By the same way we also gain that
∥vρ+ρ ′ − v∥H(curl) ⩽ C

(∥ρ ′1∥+ ∥ρ ′2∥)∥ui∥H(curl)
+(∥ρ ′1∥+ ∥ρ ′2∥)2∥ui∥H(curl)

.
Plugging these in and sorting the terms, we finally gain
∥w∥H1(BR)3 ⩽ C

2 Tˆ(ρ ′, θ) ∥ui∥H(curl)
+|k|

∥θ2(vρ+ρ ′ − v)∥H(div) + ∥ρ ′2wρ+ρ ′∥H(div)

,
where Tˆ(ρ ′, θ), depending on the L∞(BR, Sym(3))-norms of θ and ρ ′,
is defined by
Tˆ(ρ ′, θ) := (∥ρ ′1∥+ ∥ρ ′2∥)3(∥θ1∥+ ∥θ2∥)
+(∥ρ ′1∥+ ∥ρ ′2∥)2(∥θ1∥+ ∥θ2∥)2 + (∥ρ ′1∥+ ∥ρ ′2∥)(∥θ1∥+ ∥θ2∥)2
+

(3+∥εr∥∞)(∥ρ ′1∥+∥ρ ′2∥)+(2+∥εr∥∞)(∥ρ ′1∥+∥ρ ′2∥)(∥θ1∥+∥θ2∥)
(5.15)
gâteaux derivative
Theorem 5.11. The solution operator L is differentiable in the sense that
for every ρ, ρ+ ρ ′ ∈ P, satisfying Assumption 5.4, it holds that
∥L(ρ+ ρ ′,ui) − L(ρ,ui) − L ′(ρ,ui)[ρ ′]∥H1(BR)3 ⩽ C

(∥ρ ′1∥+ ∥ρ ′2∥)3
+(2+ ∥εr∥∞)(∥ρ ′1∥+ ∥ρ ′2∥)2

∥ui∥H(curl) + |k|∥ρ ′2 L ′(ρ,ui)[ρ ′]∥H(div)

,
where C > 0 depends on BR, k, ρ, ∥ I3−ε−1r ∥ and ∥µr − I3 ∥ only.
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Proof. For w := L(ρ+ ρ ′,ui)−L(ρ,ui)−L ′(ρ,ui)[ρ ′] we first consider
the variational formulations defining all three terms,
aρ+ρ ′(L(ρ+ ρ ′,ui),ψ) =

D

(I3−ε−1r − ρ
′
1) curlu
i · curlψ
+ k2(µr − I3+ρ ′2)u
i ·ψ

dx,
aρ(L(ρ,ui),ψ) =

D

(I3−ε−1r ) curlu
i · curlψ
+ k2(µr − I3)ui ·ψ

dx,
aρ(L ′(ρ,ui)[ρ ′],ψ) = −

D

ρ ′1 curl(L(ρ,u
i) + ui) · curlψ
− k2ρ ′2(L(ρ,u
i) + ui) ·ψ

dx,
for all ψ ∈ H(curl,BR). A short calculation analogously to the one
seen for example in the proof of Theorem 4.10, shows that for all
ψ ∈ H(curl,BR) there holds
aρ+ρ ′(w,ψ) =

D
k2ρ ′2 L
′(ρ,ui)[ρ ′] ·ψ dx
−

D
ρ ′1 curl L
′(ρ,ui)[ρ ′] · curlψ dx.
Now the H1-estimate of Theorem 5.5 implies that
∥w∥H1(BR)3 ⩽ C

[1+ ∥ρ ′1∥]∥w∥H(curl) + [1+C∗]∥ρ ′1∥∥ curl v ′∥L2(BR)3
+∥ρ ′2∥∥w∥H(curl) + ∥ρ ′2∥∥v ′∥L2 + |k|∥ρ ′2v ′∥H(div)

using again that ∥εr∥∞ is bounded to its maximum norm by C∗. Due
to the above shown equation, the analogous of Lemma 4.3 implies
that
∥w∥H(curl) ⩽ C

∥ρ ′2 v ′∥L2(BR)3 + ∥ρ ′1 curl v ′∥L2(BR)3

⩽ C

∥ρ ′2∥∥v ′∥L2(BR)3 + ∥ρ ′1∥∥ curl v ′∥L2(BR)3

,
Further estimating ∥v ′∥L2(BR)3 and ∥ curl v ′∥L2(BR)3 by ∥v ′∥H(curl) and,
again, the analogous of Lemma 4.3 states
∥w∥H1(BR)3 ⩽ C

T(ρ ′) ∥ui∥H(curl) + |k|∥ρ ′2uρ ′∥H(div)

,
where T is bounded as in (5.13).
5.4 the forward operator
In this section, we define the forward operator corresponding to the
inverse scattering problem we are ultimately interested in. This oper-
ator maps a contrast function to the corresponding far field operator.
We recall that, to shorten notation, a parameter ρ ∈ P was set to be
ρ = (ρ1, ρ2) = (ε−1r ,µr).
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potential representation As in Section 4.5, we rely on a vol-
ume integral approach, see [Kir07, Theorem 2.3]. Thus, the scattering
problem (5.4), (5.5), and (5.3) is equivalent to an integro-differential
equation defined via the radiating fundamental solution Φk(x) to the
Helmholtz equation in R3, see (4.23). In detail, v ∈ Hloc(curl, R3) is a
radiating solution to (5.6) if and only if v satisfies
v = (k2 +∇div)

BR
Φk(·− y)(ρ2 − I3)(y)

v(y) + ui(y)

dy
+ curl

BR
Φk(·− y)(I3−ρ1)(y) curl

v(y) + ui(y)

dy in R3.
In analogy, the radiating extension of v ′ = L ′(ρ,ui)[ρ ′] to R3 satisfies
v ′=(k2 +∇div)

BR
Φk(·− y)

(ρ2 − I3)v ′(y) + ρ ′2(L(ρ,u
i) + ui)(y)

dy
+ curl

BR
Φk(·− y)

(I3−ρ1) curl v ′(y) − ρ ′1 curl(L(ρ,u
i) + ui)(y)

dy,
(5.16)
because v ′ solves, by definition, the variational formulation (5.14).
far field pattern Technically, the potential representation of a
radiating solution consists of the two potentials
u1 = curl

BR
Φx(·− y)f1(y) dy, (5.17)
u2 = (k
2 +∇div)

BR
Φk(·− y)f2(y) dy, (5.18)
for appropriate densities f1,2. Note that in both cases the tangential
components are continuous on the boundary and u1,2 satisfy the
Silver-Müller radiation condition uniformly with respect to directions
xˆ ∈ S2.
As seen in the non-magnetic case, see also, e.g., [LR15, Proposition
3], the corresponding far field pattern to radiated waves described by
(5.17) is given by
u∞(xˆ) = ikxˆ
4π
×

BR
e−ikxˆ·yf1(y) dy, xˆ ∈ S2.
Further, the far field pattern for radiated waves of the form (5.18) is
given by
u∞(xˆ) = k2
4π

1− Xˆ
 
BR
e−ikxˆ·yf2(y) dy, xˆ ∈ S2,
where the matrix Xˆ is defined as in (5.19). This can be seen as follows:
the first part of the sum simply deduces from [CK13, eq. (5.94)] where
(Φk(·− y))∞(xˆ) is claimed to be exp(−ikxˆ · y), while the other part
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can be seen as the adjoint of the operator H : L2(S2)3 → L2(BR)3
defined by
(Hp)(y) := ∇y divy

S2
p(xˆ)eikxˆ·y dS(xˆ), y ∈ BR.
For its calculation we first remind the following identities for scalar
valued functions λ : R3 → C and vector valued functions F,G : R3 →
C3 [KH15, (6.6)]
div(λF) = F · ∇λ+ λdiv F,
so that divy(eikxˆ·yp(xˆ)) = p(xˆ) · ∇yeikxˆ·y. Now [KH15, (6.8)] states
∇y(F ·G) = (F ′)⊤G+ (G ′)⊤F,
where F ′(y),G ′(y) ∈ C3×3 are the Jacobian matrices of F and G at
y, i.e. F ′i,j = ∂Fi/∂yj. Thus, we have ∇y(p(xˆ) · ∇yeikxˆ·y) = (E ′)⊤p(xˆ),
where E ′ denotes the Jacobian matrix of ∇yeikxˆ·y and is given by
E ′ := −k2eikxˆ·yXˆ = −k2eikxˆ·y
 xˆ
2
1 xˆ1xˆ2 xˆ1xˆ3
xˆ1xˆ2 xˆ
2
2 xˆ2xˆ3
xˆ1xˆ3 xˆ2xˆ3 xˆ
2
3
 . (5.19)
Note. Since Xˆ is symmetric, we have that Xˆ⊤ = Xˆ and, therefore,
(E ′)⊤ = E ′.
Hence, we obtain
(Hp, f)L2(BR)3 =

BR

∇y divy

S2
p(xˆ)eikxˆ·y dS(xˆ)

f(y) dy
=

BR

S2
∇y divy

p(xˆ)eikxˆ·y

dS(xˆ) f(y) dy
=

BR

S2
E ′p(xˆ) dS(xˆ) f(y) dy
=

S2
(−k2)

BR
e−ikxˆ·yf(y) dy Xˆp(xˆ) dS(xˆ)
= (H∗ f,p)L2(S2)3 .
Combined with the first part yields the stated far field pattern.
Consequently, for a direction xˆ ∈ S2, the far field pattern of v∞(xˆ)
hence equals,
v∞(xˆ) =

(k2 +∇div)

BR
Φk(·− y)(ρ2 − I3)(y)

v(y) + ui(y)

dy

(xˆ)
+

curl

BR
Φk(·− y)(I3−ρ1)(y) curl

v(y) + ui(y)

dy

(xˆ)
=

BR
[(k2 +∇div)e−ikxˆ·y](ρ2 − I3)(y)

v(y) + ui(y)

dy
+

BR
[curl e−ikxˆ·y](I3−ρ1)(y) curl

v(y) + ui(y)

dy
(5.20)
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= k2(1− Xˆ)

BR
e−ikxˆ·y(ρ2 − I3)(y)

v(y) + ui(y)

dy
+ ikxˆ×

BR
e−ikxˆ·y(I3−ρ1)(y) curl

v(y) + ui(y)

dy,
where the matrix Xˆ is given in (5.19). As the latter integral expression
is an analytic function in xˆ, the far field v∞ is analytic as well.
constructing the forward operator Let us now introduce,
for brevity, the integral operator
V : L2(BR)
3 → H2(BR)3, Vf =

BR
Φk(·− y)f(y) dy.
(See [CK13] for the mapping properties of V .) Now abbreviate
Sρ :=

I3−[(k2 +∇div)V((ρ2 − I3)·) + curlV((I3−ρ1) curl ·)]
−1
as (bounded) linear inverse. Thereby, the scattered field restricted to
BR satisfies
v = Sρ

(k2 +∇div)V((ρ2 − I3)ui) + curlV((I3−ρ1) curlui)

.
Consequently, the total field v+ui equals Sρui. According to that we
represent the far field v∞ = L(ρ,ui)∞, computed into direction xˆ ∈ S2
in (5.20), as
v∞(xˆ) = k2(1− Xˆ)

BR
(ρ2 − I3)(y)(Sρui)(y) e−ikxˆ·y dy
+ ik

BR
xˆ× (I3−ρ1)(y) curl(Sρui)(y) e−ikxˆ·y dy.
If we further introduce the integral operators
Zρ1 : L
2(BR)
3 → L2t(S2), f → ik

BR
xˆ× f(y) e−ikxˆ·y dy, (5.21)
Zρ2 : L
2(BR)
3 → L2t(S2), f → k2(1− Xˆ)

BR
f(y) e−ikxˆ·y dy, (5.22)
then there holds that
L(ρ,ui)∞ = Zρ1 ◦ [(I3−ρ1) curlSρ(ui)] +Zρ2 ◦ [(ρ2 − I3)Sρ(ui)].
As ρ ∈ P ⊂ L∞(BR, Sym(3))2 and Sρui ∈ L2(BR)3, the smooth-
ing properties of Lemma 4.11 hold for Zρ1,ρ2 as well. Consequently,
the forward operator defines analogous to Section 4.5, that is, the
contrast-to-far field mapping F(·)g : P→ Sq, defined by
F(ρ)g = Zρ2 ◦ [(ρ2 − I3)Sρ(vg)] +Zρ1 ◦ [(I3−ρ1) curlSρ(vg)] (5.23)
for g ∈ L2t(S2), q ⩾ 1, is an operator from P into the qth Schatten
class Sq.
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properties of the forward operator Again, we refer to
Remark 3.19, which still holds for this case. Further, the link be-
tween the solution operator L and the non-linear forward operator
F enables us to show various properties of F via those of L, too.
To this end, note first that the far field of the radiating extension
of L(ρ, vg) depends boundedly and linearly on L(ρ, vg). Thus, since
L(ρ, vg) = Sρ(vg) − vg, the derivative ρ ′ → F ′(ρ)[ρ ′] with respect to
ρ ∈ P of F equals, by the product rule in Banach spaces, see [Zei86],
F ′(ρ)[ρ ′]g = Zρ1 ◦ [(I3−ρ1) curl(L ′(ρ, vg)[ρ ′]) + ρ ′1 curl(Sρ(vg))]
+Zρ2 ◦ [(ρ2 − I3)L ′(ρ, vg)[ρ ′] + ρ ′2Sρ(vg)] (5.24)
This allows to transfer the results of Theorem 5.8, 5.10, and 5.11 from
L to F.
Corollary 5.12. Choose ρ, ρ+ ρ ′ ∈ P such that Assumption 5.4 holds
and q ⩾ 1.
(i) There is C = C(ρ) such that
∥F(ρ+ ρ ′) − F(ρ)∥Sq ⩽ C

(∥ρ ′1∥+ ∥ρ ′2∥)3 + (∥ρ ′1∥+ ∥ρ ′2∥)
+(2+ ∥εr∥∞)(∥ρ ′1∥+ ∥ρ ′2∥)2 + |k|∥ρ ′2 [L(ρ+ ρ ′, vg) + vg]∥H(div)

.
(5.25)
(ii) If one bounds Tˆ of (5.15) by ∥ρ ′∥∥θ∥, scaled by a term depending on
the L∞(BR, Sym(3))-norms of ρ ′ and θ, then the operator F ′(ρ) is
locally Lipschitz continuous with respect to L∞(BR, Sym(3))2: There
is C = C(ρ) such that
∥F ′(ρ+ ρ ′) − F ′(ρ)∥ ⩽ C∥ρ ′∥+

∥θ2(vρ+ρ ′ − v)∥H(div)
+∥ρ ′2wρ+ρ ′∥H(div)

.
(iii) The far field operator F(ρ) is differentiable in the sense that
∥F(ρ+ ρ ′) − F(ρ) − F ′(ρ)[ρ ′]∥ ⩽ C

(∥ρ ′1∥+ ∥ρ ′2∥)3
+(2+ ∥εr∥∞)(∥ρ ′1∥+ ∥ρ ′2∥)2

∥ui∥H(curl)
+|k|∥ρ ′2 L ′(ρ,ui)[ρ ′]∥H(div)

for C = C(ρ). By abuse of notation denote the right-hand side by a
scaling factor, depending on the L∞(BR, Sym(3))-norm of ρ ′, of ∥ρ ′∥2.
Hence, if {ρ ′n}n∈N ⊂ L∞(BR, Sym(3))2, such that ρ+ ρ ′n ∈ P satis-
fies Assumption 5.4 for all n ∈ N as well as ∥ρ ′n∥ → 0 as n → ∞,
then ∥F(ρ+ ρ ′n) − F(ρ) − F ′(ρ)[ρ ′n]∥Sq/∥ρ ′n∥ → 0.
Proof. The basic ingredient of the proof is the smoothing property of
the far field mappings Zρ1 and Zρ2 definied in (5.21),(5.22), which are
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trace class operators from L2(BR)3 into L2t(S2). Choosing the incident
field ui as a Herglotz wave function vg for some g ∈ L2t(S2),
∥F(ρ+ ρ ′) − F(ρ)∥Sq
= ∥g → Zρ2

(ρ2 + ρ
′
2 − I3)Sρ+ρ ′(vg) − (ρ2 − I3)Sρ(vg)

+Zρ1

(I3−(ρ1 + ρ ′1)) curlSρ+ρ ′(vg) − (I3−ρ1) curlSρ(vg)
 ∥Sq
(∗)
⩽ C∥g → (I3−(ρ1 + ρ ′1)) curlSρ+ρ ′(vg) − (I3−ρ1) curlSρ(vg)
+ (ρ2 + ρ
′
2 − I3)Sρ+ρ ′(vg) − (ρ2 − I3)Sρ(vg)
 ∥L(L2t(S2),L2(BR)3)
⩽ C sup
∥g∥
L2
=1

∥ρ ′2Sρ+ρ ′(vg) − ρ ′1 curlSρ+ρ ′(vg)∥L2(BR)3
+∥(I3−ρ1)curl[Sρ+ρ ′(vg)−Sρ(vg)]+(ρ2−I3)[Sρ+ρ ′(vg)−Sρ(vg)]∥L2(BR)3

,
where inequality (∗) follows from Lemma 3.18. Now we use triangle
inequality to obtain the bound
∥ρ ′2Sρ+ρ ′(vg) − ρ ′1 curlSρ+ρ ′(vg)∥L2(BR)3
⩽ ∥ρ ′2∥∥Sρ+ρ ′(vg)∥L2(BR)3 + ∥ρ ′1∥∥ curlSρ+ρ ′(vg)∥L2(BR)3
⩽ (∥ρ ′1∥+ ∥ρ ′2∥)∥Sρ+ρ ′(vg)∥H(curl)
together with the estimate
∥Sρ+ρ ′(vg)∥H(curl) ⩽ C∥vg∥H(curl) ⩽ C∥g∥L2t(S2) = C
for the total wave field, with a constant C = C(ρ) independent of ρ ′.
The same technique yields
∥(I3−ρ1) curl[Sρ+ρ ′(vg)−Sρ(vg)] + (ρ2−I3)[Sρ+ρ ′(vg)−Sρ(vg)]∥L2(BR)3
⩽ ∥ I3−ρ1∥∥ curl[Sρ+ρ ′(vg) − Sρ(vg)]∥L2(BR)3
+∥ρ2 − I3 ∥∥Sρ+ρ ′(vg) − Sρ(vg)∥L2(BR)3
⩽ C(∥ I3−ρ1∥, ∥ρ2 − I3 ∥)
√
2∥Sρ+ρ ′(vg) − Sρ(vg)∥H(curl).
As Sρ+ρ ′(v− g) − Sρ(vg) = L(ρ+ ρ ′, vg) − L(ρ, vg), Theorem 5.8 fur-
ther shows that
∥Sρ+ρ ′(vg) − Sρ(vg)∥H(curl) ⩽ C

|k|∥ρ ′2 [L(ρ+ ρ ′, vg) + vg]∥H(div)
+(∥ρ ′1∥+ ∥ρ ′2∥)3 + (2+ ∥εr∥∞)(∥ρ ′1∥+ ∥ρ ′2∥)2

∥vg∥H(curl)

,
such that by plugging the last estimates together we deduce the state-
ment. The bounds in (ii) and (iii) are shown analogously, using Theo-
rems 5.10 and 5.11 instead of Theorem 5.8.
Remark 5.13. Note that, as mentioned in Remark 5.7, the properties of
F, stated in the last corollary, just hold, in fact, if the H(div)-terms are
bounded appropriately, that is, the H(curl)-norm of the incident field
scaled by the L∞(BR, Sym(3))-norm of the contained perturbations.
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5.5 non-linear tikhonov regularization
In analogy to the non-magnetic case of Chapter 4, we want to stably
approximate ρexa from perturbed measurements of its far field oper-
ator F(ρexa). As we seek approximations ρ by non-linear Tikhonov
regularization, where the given data Fδmeas is again perturbed with
noise level δ > 0 such that ∥F(ρexa) − Fδmeas∥Sq ⩽ δ, we consider to
minimize the Tikhonov functional
Jα,δ(ρ) :=
1
2∥F(ρ) − Fδmeas∥2Sq +αR(ρ).
Note that from viewpoint of notation this equals the functional (4.31)
of the non-magnetic case, but now the admissible set of parameters—
over which the minimization is assumed—includes in P = Pεr ×
Pµr . Further, the Tikhonov regularization results of Theorem 4.13 still
holds for a convex functional R.
To apply these regularization results we again rely on the tech-
niques of Ressel [Res12]. Note that therefore we already fixed the
topologies of the admissible parameter sets to be induced by the
L∞-norm. Thus, we gain closed, bounded subsets of Banach spaces,
which we equip with the weak*-topology. Due to Alaoglu’s theorem
closed balls are weak*-compact, such that the sets are closed with
respect to their topology. Thus, the tuple of sets P is itself a closed
and bounded subset of a Banach space and weak*-closed. We further
assume, that for all the beforehand mentioned H(div)-norms there
exists a bound, depending on the H(curl)-norm of the incident field,
such that Corollary 5.12 holds as mentioned in Remark 5.13 (as well
as all related Theorems). Consequently, the forward operator F be-
comes for fixed g ∈ L2t(S2) a mapping from P to Sq(L2t(S2),L2t(S2)).
One then shows analogously to the proof of Lemma 4.15, that F is
sequentially closed from (P,weak*) to Sq with its weak topology.
5.6 adjoint of the forward operator’s linearization
Again, as in Sections 3.8 and 4.7, we are going to calculate the adjoint
operator of the linearization F ′. Recall that ρ = (ρ1, ρ2) = (ε−1r ,µr),
then we fix ρ ∈ P, consider F ′(ρ) : L∞(BR, Sym(3))2 → Sq and aim to
determine F ′(ρ)∗ : Sq ′ → L1(BR, Sym(3))2 such that
(F ′(ρ)[θ], K)S2
!
= (θ, F ′(ρ)∗ K)L2 for all θ ∈ L∞(BR, Sym(3)), K ∈ Sq ′ .
(5.26)
Here, q ′ is the conjugate Lebesgue index to q, such that 1/p+ 1/p ′ =
1 and 1/q+ 1/q ′ = 1. Further (· , ·)L2 denotes the usual scalar product
in L2(BR, Sym(3)),
(A,B)L2 =

BR
A : Bdx =

BR
d
i,j=1
AijBij dx.
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extended to the anti-linear dual product between L∞(BR, Sym(3)) and
L1(BR, Sym(3)). Further, (·, ·)S2 is the scalar product in the Hilbert
space of Hilbert-Schmidt operators,
(F, K)S2 =

j∈N
sj(F)sj(K) =
∞
j=1
(Fgj, Kgj)L2t(S2)
for an arbitrary orthonormal basis (gj)j∈N of L2t(S2). Consequently,
(5.26) becomes
∞
j=1
(F ′(ρ)[θ]gj, Kgj)L2t(S2)
!
= (θ, F ′(ρ)∗ K)L2
for all θ ∈ L∞(BR, Sym(3))2, K ∈ Sq ′ . Thus, we consider at first a
single L2-scalar product for fixed ρ ∈ P and g ∈ L2t(S2) we seek for
A : L2t(S2)→ L1(BR, Sym(3))2, such that
(F ′(ρ)[θ]g, f)L2t(S2)
!
= (θ,Af)L2
for all θ ∈ L∞(BR, Sym(3))2 and f ∈ L2t(S2). Recall from (5.16) that
L ′(ρ, vg)[θ] = v ′ ∈ H(curl,BR), a function whose radiating extension
satisfies
v ′=Sρ

(k2+∇div)V(θ2[L(ρ, vg)+vg])−curlV(θ1 curl[L(ρ, vg)+vg])

in H(curl,BR), for the bounded linear inverse
Sρ = [I3−((k2 +∇div)V((ρ2 − I3)·) + curlV((I3−ρ1) curl ·))]−1.
Since F ′ involves the far field of L ′, see (5.24), we note that
F ′(ρ)[θ]g = Zρ2 ◦

(ρ2 − I3)v ′ + θ2Sρ(vg)

+Zρ1 ◦

(I3−ρ1) curl v ′ + θ1 curlSρ(vg)

= Zρ2 ◦

(ρ2 − I3)Sρ

(k2 +∇div)V(θ2Sρ(vg))
− curlV(θ1 curlSρ(vg))] + θ2Sρ(vg)]
+Zρ1 ◦

(I3−ρ1) curlSρ

(k2 +∇div)V(θ2Sρ(vg))
− curlV(θ1 curlSρ(vg))] + θ1 curlSρ(vg)] .
Consequently, one computes that
(F ′(ρ)[θ]g, f)L2t(S2) =

θ1,

[I3−[(I3−ρ1) curlSρ ◦ curlV]∗] ◦Z∗ρ1f
−[(ρ2 − I3)Sρ ◦ curlV]∗ ◦Z∗ρ2f
⊗ curlSρ(vg)L2
+

θ2,

[(I3−ρ1) curlSρ ◦ (k2 +∇div)V]∗ ◦Z∗ρ1f
+[[(ρ2 − I3)Sρ ◦ (k2 +∇div)V]∗ + I3] ◦Z∗ρ2f
⊗ Sρ(vg)L2 ,
where the last matrix-valued function is defined by (a⊗ b)i,j = aibj
for 1 ⩽ i, j ⩽ 3.
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Lemma 5.14. For ρ ∈ P and g ∈ L2t(S2), the adjoint of θ → F ′(ρ)[θ](g)
with respect to the L2-inner product maps L2t(S2) into L1(BR, Sym(3)) and
is represented by
g →

I3−[(I3−ρ1) curlSρ ◦ curlV]∗
 ◦Z∗ρ1g
− [(ρ2 − I3)Sρ ◦ curlV]∗ ◦Z∗ρ2g

⊗ curlSρ(vg)
+

[(I3−ρ1) curlSρ ◦ (k2 +∇div)V]∗ ◦Z∗ρ1g
+

[(ρ2 − I3)Sρ ◦ (k2 +∇div)V]∗+ I3
◦Z∗ρ2g⊗ Sρ(vg).
For all orthonormal bases {gj}j∈N of L2t(S2) and all K ∈ Sq ′ , the bounded
operator F ′(ρ)∗ : Sq ′ → L1(BR, Sym(3)) is represented by
F ′(ρ)∗(K)=
∞
j=1

I3−[(I3−ρ1) curlSρ◦ curlV]∗
◦Z∗ρ1Kgj
−[(ρ2 − I3)Sρ◦ curlV]∗◦Z∗ρ2

Kgj
⊗ curlSρ[vgj ]
+
∞
j=1

[(I3−ρ1) curlSρ◦ (k2+∇div)V]∗◦Z∗ρ1

Kgj

+

[(ρ2−I3)Sρ◦ (k2+∇div)V]∗+I3
◦Z∗ρ2Kgj⊗ Sρ[vgj ].
(5.27)
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I N V E R S E A C O U S T I C B A C K S C AT T E R I N G
In this chapter we want to recover informations of an object by send-
ing in acoustic plane waves of a certain direction and measuring the
far field of the corresponding scattered field in the opposite direc-
tion, see Figure 6.1. This concept is known as inverse backscattering
problem and differs from the settings of the previous chapters, where
measurements from different angles, perhaps distinct from the inci-
dent ones, were considered.
In contrast to the scattering problems treated before, the setting of
backscattering is remarkably underrepresented in the literature. An
in-depth investigation of the mapping from a potential q(x) on R3 to
the backscattering amplitude associated with the Hamiltonian −∆+
q(x) is given by Eskin and Ralston [ER89], as well as an addendum
for two dimensions, see [ER91].
In 1990, Stefanov [Ste90] derived partial results on uniqueness of
the backscattering problem in three dimensions under certain condi-
tions on potentials, considering both wave equation and Schrödinger
equation. Some time later Rakesh and Uhlmann [RU14] stated some
further uniqueness results for the three dimensional backscattering
problem, yet also limited to potentials with certain conditions (see
also [RU15]). Consequently, global uniqueness of the backscattering
problem remains unsolved.
Additionally, uniqueness of reconstruction from the inverse prob-
lem is not necessarily guaranteed, as we only have, e.g., for the two di-
mensional problem, scalar valued measurements. Therefore, it is not
clear, how to uniquely reconstruct a multi dimensional object from
lower dimensional data.
However, we provide some regularization techniques in analogy to
the concepts seen before, although uniqueness of solution is not guar-
anteed. To begin with we introduce the acoustic scattering problem in
Section 6.1 to provide an appropriate setting. We emphasize, that in
contrast to previous techniques, we rely directly on a volume poten-
tial approach to gain from regularity results of [LKK13]. In line with
the course of action established in the chapters before, we thereby
show properties of the solutions of the problem, see Section 6.2, and
define a forward operator corresponding to our model in Section 6.3.
Finally, Section 6.4 contains results on regularized solutions of the
inverse problem.
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D
ui( · , θ)
u∞(−θ, θ)
Figure 6.1: Illumination of a medium D from direction θ (solid arrow) and
measurement of the corresponding far field pattern u∞ in direc-
tion −θ (dashed arrow). Directions θ of incident field ui vary
over Sd−1 (dashdotted arrow).
6.1 the scattering problem
For our scattering problem in Rd, d = 2, 3, we illuminate an inhomo-
geneous medium D in direction θ by an incident plane wave ui(·, θ),
which solves the homogeneous Helmholtz equation. Assuming D to
be the support of a contrast function q ∈ L∞(D) with Im(q) ⩾ 0 (such
that uniqueness holds) the therefore present total field u then solves
∆u+ k2(1+ q)u = 0 in Rd, d = 2, 3. (6.1)
The herein covered scattered field us = u−ui satisfies Sommerfeld’s
radiation condition,
lim
r→∞ r(d−1)/2

∂us
∂r
(rxˆ, θ) − ikus(rxˆ, θ)

= 0 (6.2)
uniformly in all directions xˆ ∈ Sd−1. We call such solutions radiating
in the sequel. The radiation condition implies an asymptotic behavior
of the scattered field at infinity:
us(rxˆ, θ) = γd
eikr
r(d−1)/2
u∞(xˆ, θ) +O(r−1) as r→∞,
for γ2 = exp(iπ/4)/
√
8πk, γ3 = 1/(4π). Note that the so-called far
field pattern u∞ : Sd−1 × Sd−1 → C is an analytic function in both
variables and is uniquely determined by the scattered field.
solution theory via riesz-fredholm Integrating the Helm-
holtz equation (6.1) against test functions ψ ∈ C∞0 (Rd) over the ball
B2R ⊂ Rd, which contains D ⊆ BR, and using Green’s theorem yields
B2R
∇u · ∇ψ¯− k2(1+ q)uψ¯ dx = 
∂B2R
∂u
∂ν
ψ¯dS. (6.3)
Since smooth functions are dense in H1(B2R), the latter equation
holds for all ψ ∈ H1(B2R). As the trace operator γ(u) = u|∂B2R
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has a unique continuation to a linear operator from H1(B2R) into
H1/2(∂B2R), see [McL00, Lemma 3.35], u|∂B2R belongs to H
1/2(∂B2R).
Further, ∇u belongs to H1(B2R) and in particular to H(div,B2R) since
u solves (6.1) in L2(Rd), such that the trace theorem in H(div,B2R)
shows that ∂u/∂ν = ν ·∇u belongs to H−1/2(∂B2R), see [Mon03, The-
orem 3.24]. Thus, the boundary integral in (6.3) is well-defined as a
duality pairing between H±1/2(∂B2R).
Denote by Λ2R : H1/2(∂B2R)→ H−1/2(∂B2R) the exterior Dirich-let-
to-Neumann operator, see [Néd01], which maps Dirichlet boundary
values ϕ on ∂B2R to the normal derivative ∂v/∂ν of the unique radiat-
ing solution v to the exterior Dirichlet scattering boundary problem.
More precisely, v ∈ H1loc(Rd \ B2R) is the unique radiating solution
to ∆v+ k2v = 0 in Rd \ B2R, and can be written down explicitly in
series form using Hankel functions. As u is a radiating solution to
the Helmholtz equation, Λ2R(γ(u)) equals ∂u/∂ν, such that (6.3) be-
comes
B2R
∇u · ∇ψ¯− k2(1+ q)uψ¯ dx− 
∂B2R
Λ2R(γ(u))γ(ψ¯)dS = Ψ(ψ)
(6.4)
for all ψ ∈ H1(B2R), with right-hand side
Ψ(ψ) =

∂BR

∂ui
∂ν
−Λ2R(γ(u
i))

γ(ψ¯)dS.
(We omit the trace operator γ from now on if a restriction to the
boundary is obvious.)
To prove the existence of a solution of (6.4), we follow the ideas
of Kirsch [Kir93], also presented in the book of Colton and Kress
[CK13, Proof of Theorem 5.7], and rely on an additional Dirichlet-to-
Neumann map Λ∆,2R that maps Dirichlet data on ∂B2R to Neumann
data of the solution to an exterior Dirichlet boundary problem for the
Laplace equation. Note that −Λ∆,R is coercive, that is
−

∂B2R
Λ∆,2R(ψ)ψ¯dS ⩾ c∥ψ∥2H1/2(∂B2R), for all ψ ∈ H
1/2(∂B2R).
The sesquilinear forms
s(φ,ψ) :=

B2R
∇φ · ∇ψ¯+φψ¯dx− 
∂B2R
Λ∆,2R(φ)ψ¯dS,
s1(φ,ψ) :=

B2R
[k2(1+ q) + 1]φψ¯dx+

∂B2R
(Λ2R −Λ∆,2R)(φ)ψ¯dS,
allow to reformulate the variational form (6.4) for all ψ ∈ H1(B2R) as
s(u,ψ) − s1(u,ψ) =

∂BR

∂ui
∂ν
−Λ2R(γ(u
i))

ψ¯dS. (6.5)
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Both Λ2R and Λ∆,2R are bounded from H1/2(∂B2R) into H−1/2(∂B2R),
such that s and s1 are bounded sesquilinear forms. The coercivity of
Λ∆,2R implies that s is coercive,
s(φ,φ) = ∥φ∥2H1(B2R) −

∂B2R
Λ∆,2R(φ)φ¯dS ⩾ C∥φ∥2H1(B2R),
for all φ ∈ H1(B2R). Moreover, compactness of Λ2R −Λ∆,2R, see, e.g.,
[CK13, p. 131] and the compact embedding of H1(B2R) in L2(B2R)
imply that s1 is a compact sesquilinear form.
By the representation theorem of Riesz there exists a bounded op-
erator S : H1(B2R) → H1(B2R) and a compact operator S1 such that
s(φ,ψ) = (Sφ,ψ)H1(B2R) and s1(φ,ψ) = (S1φ,ψ)H1(B2R) for all
φ, ψ ∈ H1(B2R). By Lax-Milgram’s lemma, S is further boundedly
invertible. Further introducing r ∈ H1(B2R) such that

∂BR
[∂u
i
∂ν −
Λ2R(γ(u
i))]γ(ψ¯)dS = (r,ψ)H1(B2R) for all ψ ∈ H1(B2R), the varia-
tional formulation (6.5) can be equivalently rewritten as Su−S1 u = r
in H1(B2R). Multiplying with the inverse S−1 yields u−Ku = S−1 r
with a compact operator K := S−1 S1. Thus, Riesz-Fredholm theory
implies that uniqueness of solution to the latter equation implies ex-
istence of solution for all right-hand sides.
Lemma 6.1. If the only solution to the homogeneous problem correspond-
ing to (6.4) is the trivial solution, then that variational problem possesses a
unique solution for all bounded anti-linear functionals Ψ ∈ H1(B2R)∗ and
there is Cq independent of Ψ such that
∥u∥H1(B2R) ⩽ Cq∥Ψ∥H1(B2R)∗ . (6.6)
Corollary 6.2 (See [Kir11, Theorem 6.5]). For q ∈ L∞(BR) such that
Im(q) ⩾ 0, the scattering problem (6.1) and (6.2) has at most one solution,
that is, if u is a solution corresponding to an incident wave ui = 0 then
u = 0.
Proof. Using Sommerfeld’s radiation condition and Green’s first the-
orem, one can exploit the non-negativity of the contrast’s imaginary
part. Owing to that, one shows that the integral of the solution u to
the Helmholtz equation vanishes, such that u itself vanishes outside
BR. Finally u equals zero in the whole space due to a unique contin-
uation principle, see, e.g., [Kir11, Theorem 6.4].
integral equations We now use an integral equation approach
to profit from regularity results presented in the work of Lechleiter,
Kazimierski, and Karamehmedovic´ [LKK13], already discussed in
Section 2.3. Therefore, we reformulate the scattering problem (6.1)
and (6.2) into the equivalent problem of solving the integral equation
u(x) = ui + k2

Rd
Φ(x− y)q(y)u(y) dy, x ∈ Rd, d = 2, 3, (6.7)
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where Φ denotes the radiating fundamental solution of the Helm-
holtz equation, given by
Φk(x) =
 i4H
(1)
0 (k|x|), if d = 2,
exp(ik|x|)
4π|x| , if d = 3,
x ̸= 0.
Note that (6.7) is known as Lippmann-Schwinger equation (for its
derivation see, e.g., [CK13, Section 8.2]). Due to [LKK13, Lemma 1]
the radiating volume potential
(Vf)(x) =

BR
Φ(x− y)f(y) dy, x ∈ Rd, d = 2, 3,
extends to a bounded operator from Ls(BR) into W2,s(BR) for all
s ∈ (1,∞).
Assumption 6.3. From now on we fix the contrast q to be a function
in Lp(BR) for p > d/(d− 1) ⩾ d/2. Additionally, we choose
t > max

p
p− 1
,
2d
d+ 2

large enough, such that
tp
t+ p
⩾ d
2
.
Note that the assumptions on p and t ensure that, first, the Lipp-
mann-Schwinger integral equation is well-defined in Lt(BR) and, sec-
ond, that a unique continuation principle holds to its solutions for
q ∈ Lp(BR). To abbreviate Assumption 6.3, we define a set of con-
trasts, which also satisfy appropriate properties emphasized before-
hand, as
Q :=

q ∈ Lp(BR), p > d/2, Im(q) ⩾ 0
 ⊂ LpIm⩾0(BR). (6.8)
Therefore, compactness of v → V(qv) on Lt(BR) as well as unique-
ness of solution holds:
Lemma 6.4 (See [LKK13, Theorem 6]). Let q ∈ Q and choose t > 1
according to Assumption 6.3. Then the Lippmann-Schwinger equation
v− k2V(qv) = f,
has a unique solution v ∈ Lt(BR) such that ∥v∥Lt(BR) ⩽ C∥f∥Lt(BR).
If f = k2V(qui) for some incident field ui ∈ Lt(BR), then (6.7) de-
fines a radiating solution us ∈W2,tp/(t+p)loc (Rd) to the Helmholtz equation
∆us + k2(1+ q)us = −k2qui in Ltloc(Rd).
We now collect a couple of techniques, which will be used fre-
quently in the ongoing analysis. Thus, assume to have a scattered
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field us satisfying (6.7). By Lemma 6.4, the radiating solution is in
W2,r(BR) for r := tp/(t+ p), such that
∥us∥W2,r(BR) = k2∥V(q(us + ui))∥W2,r(BR).
As mentioned above, the volume potential V is a bounded operator
from Lr(BR) into W2,r(BR) and, hence,
k2∥V(q(us + ui))∥W2,r(BR) ⩽ C(k) ∥q(us + ui)∥Lr(BR).
Applying the generalized Hölder inequality for r = tp/(t+ p), see,
e.g., [LKK13, Appendix (A.1)], and triangle inequality, the right-hand
side is further bounded by
∥q(us + ui)∥Lr(BR) ⩽ ∥q∥Lp(BR)
∥us∥Lt(BR) + ∥ui∥Lt(BR) .
Now exploit that the scattered field is bounded due to Lemma 6.4,
that is
∥us∥Lt(BR) ⩽ C(k) ∥V(qui)∥Lt(BR).
Therefore, compactness results forV (see, e.g., [LKK13, Proposition 2]),
basing, in fact, on Sobolev embedding theorems, imply that
∥V(qui)∥Lt(BR) ⩽ C∥V(qui)∥W2,r(BR) ⩽ C(k,q) ∥ui∥Lt(BR), (6.9)
with C(k,q) = C(k, ∥q∥Lp(BR)) depending continuously on ∥q∥Lp(BR).
Plugging all estimates together finally yields, that
∥us∥W2,r(BR) ⩽ C(k,q) ∥q∥Lp(BR)∥ui∥Lt(BR).
6.2 properties of the total field
As in the case of anisotropic acoustic and electromagnetic scattering,
we collect necessary properties of the solutions. Therefore, in the fol-
lowing we indicate the dependency of the total field on the contrast
q by writing uq = u(·, θ), corresponding to an incident plane wave
ui(·, θ) from direction θ. Note that we still abbreviate r = tp/(t+ p).
At first show Lipschitz continuity of the total field.
Theorem 6.5. Let q+ q ′ ∈ Q be a perturbed contrast, such that Assump-
tion 6.3 holds. Then
∥uq+q ′ − uq∥W2,tp/(t+p)(BR) ⩽ C ∥q ′∥Lp(BR)∥ui∥Lt(BR),
where the constant C depends on k and the Lp-norms of q and q+ q ′ but
not on q ′ itself.
Proof. Regarding that uq solves (6.1), uq+q ′ for the perturbed contrast
q+ q ′ consequently solves
∆uq+q ′ + k
2(1+ q+ q ′)uq+q ′ = 0.
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Because of that, the difference of the total fields is a solution to
∆(uq+q ′ − uq) + k
2(1+ q)(uq+q ′ − uq) = −k
2q ′uq+q ′ .
As mentioned beforehand, this is equivalent to solving a Lippmann-
Schwinger equation in the form of (6.7), such that Lemma 6.4 states
for r := tp/(t+ p) that
∥uq+q ′ − uq∥W2,r(BR) = k2∥V(q(usq+q ′ − usq) + q ′uq+q ′)∥W2,r(BR).
(Note that ∥uq+q ′ − uq∥ = ∥usq+q ′ − usq∥ for fixed incident fields.)
Exploiting boundedness of V and triangle inequality, we have that
∥V(q(usq+q ′ − usq) + q ′uq+q ′))∥W2,r(BR) ⩽Ck ∥q(usq+q ′ − usq)∥Lr(BR)
+Ck ∥q ′uq+q ′∥Lr(BR).
Now apply generalized Hölder inequality to each term. Then the sec-
ond norm is bounded by ∥q ′∥Lp(BR)∥uq+q ′∥Lt(BR) times some con-
stant, which is fine as we incorporate that later just as it is. However,
for the first term we obtain the following inequality:
∥q(usq+q ′ − usq)∥Lr(BR) ⩽ C ∥q∥Lp(BR)∥usq+q ′ − usq∥Lt(BR)
⩽ C ∥q∥Lp(BR)∥V(q ′uq+q ′)∥Lt(BR),
where we made use of the boundedness of solution by its right-hand
side, see Lemma 6.4. Now, an analogous sleight of hand as in (6.9),
that is, relying on compactness results of V , and subsequently ex-
ploiting boundedness of the operator V as well as generalized Hölder
inequality, consequently yields in order of appearance:
∥q∥Lp(BR)∥V(q ′uq+q ′)∥Lt(BR)⩽∥q∥Lp(BR)Cq+q ′∥V(q ′uq+q ′)∥W2,r(BR)
⩽Cq,q+q ′ ∥q ′uq+q ′∥Lr(BR)
⩽Cq,q+q ′ ∥q ′∥Lp(BR)∥uq+q ′∥Lt(BR),
where Cq indicates a constant depending only on the Lp-norm of
q ∈ Q. At long last, we have shown that
∥uq+q ′ − uq∥W2,r(BR) ⩽ C ∥q ′∥Lp(BR)∥uq+q ′∥Lt(BR)
for a constant C = C(k, ∥q∥Lp(BR), ∥q + q ′∥Lp(BR)), which does not
depend on q ′ itself.
In a final step one shows that the Lt-norm of uq+q ′ is bounded
by the Lt-norm of the incident field. Separating the total field into its
scattered and incident parts, this can be achieved using the same tech-
niques as before. In detail, that is, triangle inequality, boundedness of
solution by Lemma 6.4, compactness of V as in (6.9), boundedness of
V , and generalized Hölder inequality. Putting all estimates together
finally yields the claimed statement.
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derivative of total fields For convenience we now define
the sequilinear form
aq(φ,ψ) :=

B2R
∇φ · ∇ψ¯− k2(1+ q)φψ¯ dx
−

∂B2R
Λ2R(γ(φ))γ(ψ¯)dS
for all φ,ψ ∈ H1(B2R). Note that this equals the difference s(φ,ψ) −
s1(φ,ψ) of sesquilinear forms in (6.5), such that (6.4) can be written
as aq(uq,ψ) = Ψ(ψ). Due to that, we define a function u ′ that is for
all ψ ∈ H1(B2R) a solution to
aq(u
′,ψ) = k2

BR
huqψ¯dx. (6.10)
We foreclose that u ′ = u ′q[h] is somewhat the derivative of uq with
respect to q in direction h ∈ Lp(BR) as we show in Theorem 6.7.
Theorem 6.6. For h ∈ Lp(BR) and a perturbed contrast q+ q ′ ∈ Q, such
that Assumption6.3 holds, the map q → u ′q is Lipschitz continuous:
∥u ′q+q ′ [h] − u ′q[h]∥W2,tp/(t+p)(BR)⩽C ∥q ′∥Lp(BR)∥h∥Lp(BR)∥ui∥Lt(BR),
where C depends on k and the Lp-norms of q and q+q ′ but not on q ′ itself.
Proof. Relying on (6.10), the functions u ′q+q ′ [h] and u
′
q[h] satisfy for
h ∈ Lp(BR) and all test functions ψ ∈ H1(BR), the formulations
aq+q ′(u
′
q+q ′ [h],ψ) = k
2

BR
huq+q ′ψ¯dx
and
aq(u
′
q[h],ψ) = k
2

BR
huqψ¯dx.
Consequently, w := u ′q+q ′ [h] − u
′
q[h] satisfies
aq(w,ψ) = k2

D

h(uq+q ′ − uq) − q
′u ′q+q ′ [h]

ψ¯ dx.
For the proof we rely on the techniques used beforehand in the
proof of Theorem 6.5, which is somewhat technical, but does not con-
tain new ideas. That’s why we just present the overall picture but
not every detailed step. To start with, for r := tp/(t+ p), Lemma 6.4
implies that
∥w∥W2,r(BR) = k2∥V(qw+ h(uq+q ′ − uq) − q ′u ′q+q ′ [h])∥W2,r(BR).
Again, benefit from the boundedness of V and triangle inequality,
such that
∥w∥W2,r(BR) ⩽ Ck
∥qw∥Lr(BR) + ∥h(uq+q ′ − uq)∥Lr(BR)
+∥q ′u ′q+q ′ [h])∥Lr(BR)

.
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Initially, note that the first term ∥qw∥Lr(BR)—due to generalized
Hölder inequality, Lemma 6.4, compactness as well as boundedness
of V—is bounded by
C(k,q)
∥h(uq+q ′ − uq)∥Lr(BR) + ∥q ′u ′q+q ′ [h])∥Lr(BR) ,
where the constant C only depends on the Lp-norms of q and q+ q ′
but not on q ′ itself. We emphasize that this equals the other terms
from the last inequality, such that it is sufficient to estimate these
terms appropriately. To make a long story short, utilizing the promi-
nently used techniques one derives the claimed estimate.
Theorem 6.7. For q ′ ∈ Lp(B2R) such that q+ q ′ ∈ Q, it holds that
∥uq+q ′ − uq − u ′q[q ′]∥W2,tp/(t+p)(BR) ⩽ C ∥q ′∥2Lp(BR)∥ui∥Lt(BR).
for a constant C depending on k and Lp-norms of q and q+ q ′ but not on
q ′ itself.
Proof. Be aware that
aq+q ′(uq+q ′ ,ψ) =

∂BR

∂ui
∂ν
−Λ2R(γ(u
i))

γ(ψ¯)dS,
aq(uq,ψ) =

∂BR

∂ui
∂ν
−Λ2R(γ(u
i))

γ(ψ¯)dS,
aq(u
′
q[q
′],ψ) = k2

BR
q ′uqψ¯dx,
holds for all test functions ψ ∈ H1(BR). Thus, w := uq+q ′ − uq −
u ′q[q ′] is a solution to
aq(w,ψ) = k2

BR
q ′(uq+q ′ − uq)ψ dx.
In a nutshell, exploiting the overall set of techniques, one can show
that for C = C(k,p) it holds that
∥w∥W2,tp/(t+p)(BR) ⩽ C
∥w∥Lt(BR) + ∥q ′∥Lp(BR)∥uq+q ′ − uq∥Lt(BR).
Note that, as seen in the proof of Theorem 6.6, the first term ∥w∥Lt(BR)
is bounded by the second addend, such that only ∥q ′∥Lp(BR)∥uq+q ′ −
uq∥Lt(BR) remains. During the proof of Theorem 6.5 we have seen,
that the Lt-term is bounded by a constant times ∥q ′∥Lp(BR)∥ui∥Lt(BR).
Consequently, the statement holds.
Remark 6.8. Note that the solution theory exposed in Section 6.1 also
holds for the scattered field usq = uq − ui. Therefore, the statement
of Theorem 6.5 is also true for usq, because ∥uq+q ′ −uq∥ = ∥usq+q ′ −
usq∥ assuming a fixed incident field ui. Thus, defining u ′q[h] to be the
derivative of usq which still solves equation (6.10), a corresponding
version of Theorem 6.7 can be shown analogously for the scattered
field. Because of that, the properties of the derivative of the total field
shown in this section hold true in the same manner for the scattered
field.
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6.3 the forward operator
As in Chapters 3 and 4 concerning the anisotropic acoustic and elec-
tromagnetic scattering problem, we aim to gain information of the
contrast q from measurements of the far field pattern. Consequently,
therein all regularization results solving arising inverse problems rely
on the far field operator. However, the actual setting of backscattering
limits the angle of measurement to the direction −θ for the corre-
sponding scattered field us(·, θ), arising from incident plane waves
ui(·, θ) from direction θ. Obviously the superposition of far fields
that forms the far field operator g → Sd−1 u∞(·, θ)g(θ) dS(θ), then
simplifies to the far field u∞(−θ, θ).
To transfer the properties of the total field, shown in Theorems 6.5
to 6.7, to the far field pattern, we define the total-to-far field mapping
from Lr(BR) into L2(Sd−1):
Zθ : f → γd

BR
e−ikθ·yf(y) dy. (6.11)
Due to [CK13, eq. (8.28)], the function θ → u∞(−θ, θ) is then repre-
sented by
u∞(−θ, θ) = Z−θ ◦ [qu(·, θ)] = γd

BR
eikθ·yq(y)u(y, θ) dy. (6.12)
The composition is well-defined due to the smoothing properties of
the total-to-far field mapping Zθ, which is a trace class operator, see
Lemma 3.18.
To make notation clear and provide a consistent concept, we define
a forward operator modeling our problem, by
F : Q→ L2(Sd−1), F(q)θ = u∞q (−θ, θ) = Z−θ ◦ [quq(·, θ)] , θ ∈ Sd−1.
(6.13)
Regarding (6.12), we thus find the derivative of h → F ′(q)[h] in
L(Lp(BR),L2(Sd−1)) with respect to q of F(q) by the product rule,
as
F ′(q)[h]θ = u∞ ′q (−θ, θ)[h] = Z−θ ◦ qu ′q(·, θ)[h] + huq(·, θ) . (6.14)
properties of the forward operator Again, since the for-
ward operator F is linked to the total-to-far field map, we can show
various properties of F via Theorems 6.5, 6.6, and 6.7.
Corollary 6.9. Let Assumption 6.3 hold and assume to have an incident
plane wave such that ∥ui∥Lt(B2R) ⩽ C for C > 0.
(i) Let q ′ be a perturbation such that q + q ′ ∈ Q, then there is C =
C(k,q) such that
∥F(q) − F(q+ q ′)∥L2(Sd−1) ⩽ C ∥q ′∥Lp(BR).
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(ii) The operator F ′(q) is Lipschitz continuous with respect to Lp(BR), i.e.,
there is a constant C = C(k,q) such that
∥F ′(q+ q ′) − F ′(q)∥L(Lp(BR),L2(Sd−1))⩽C ∥q ′∥Lp(BR).
(iii) The forward operator is differentiable in the sense that
∥F(q+ q ′) − F(q) − F ′(q)[q ′]∥L2(Sd−1) ⩽ C ∥q ′∥2Lp(BR),
for C = C(k,q) and q+ q ′ ∈ Q. If there is {q ′n}n∈N such that q+
q ′n ∈ Q for every n ∈ N and ∥q ′n∥Lp(BR) → 0 as n → ∞, then
∥F(q+ q ′n) − F(q) − F ′(q)[q ′n]∥L2(Sd−1)/∥q ′n∥Lp(BR) → 0.
Proof. Due to the smoothing properties of Z, see Lemma 3.18, we have
that
∥F(q) − F(q+ q ′)∥L2(Sd−1) = ∥Z ◦

quq − (q+ q
′)uq+q ′
 ∥L2(Sd−1)
⩽ C

∥q uq − uq+q ′ ∥Lr(Sd−1) + ∥q ′uq+q ′∥Lr(Sd−1) ,
for r = tp/(t + p). As shown in the proof of Theorem 6.5, both
terms are bounded by a constant C, depending on the Lp-norm of
q and q+ q ′ only, times ∥q ′∥Lp(BR)∥ui∥Lt(B2R). Thus, for an incident
wave satisfying the given assumption we have the stated inequality.
Statements (ii) and (iii) can be shown analogously by exploiting The-
orems 6.6 and 6.7.
6.4 non-linear tikhonov and sparsity regularization
As said before, the inverse problem is to stably approximate a con-
trast qexa from perturbed measurements of its far field pattern F(qexa).
Once more, for noisy measurements Fδmeas with noise level δ > 0 such
that ∥F(qexa) − Fδmeas∥L2(Sd−1) ⩽ δ, we seek approximations of q from
non-linear Tikhonov regularization. Thus, we consider to minimize
the Tikhonov functional
Jα,δ(q) :=
1
2∥F(q) − Fδmeas∥2L2(Sd−1) +αR(q), (6.15)
over some appropriate admissible set of contrasts included in Q, a
subset of the closed and convex set LpIm⩾0(BR), and for some penalty
term R. Hence, we emphasize that the graph of F is weak-to-strong
closed, due to [LKK13, Lemma 7], that is, for a weakly convergent se-
quence qn ∈ Q to q implies q ∈ Q and uqn → uq in Lt(BR) pointwise,
as n→∞.
In analogy to Section 3.6, recall that p > d/(d− 1) ⩾ d/2 due to
Assumption 6.3 and set p∗ = dp/(p+d), such that 1 < p∗ < d. Again,
Sobolev’s embedding states that W1,p∗(BR) embeds compactly into
Lp(BR), such that
∥q∥Lp(BR) ⩽ C∥q∥W1,p∗(BR) for all q ∈W1,p∗(BR).
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Note that an embedding into Hölder spaces would require p∗ > d.
As in the case of anisotropic contrasts, we are going to consider an
extension by zero to all of Rd of functions of W1,p∗0 (BR), the space of
functions that vanish on ∂BR that is, without denoting it explicitly.
Therefore, we derive standard Tikhonov regularization statements,
analogous to Theorem 3.24:
Theorem 6.10 (Tikhonov regularization). Let the penalty of the Tikhonov
functional Jα,δ be R(q) = ∥q∥p∗W1,p∗(BR), then Jα,δ possesses a minimizer
in Q ∩W1,p∗(BR). If δn → 0 as n → ∞ and if one chooses αn = αn(δn)
such that 0 < αn → 0 and 0 < δ2n/αn → 0, then every sequence of
minimizers of Jαn,δn contains a subsequence that weakly converges to a
solution q† ∈W1,p∗(BR)∩Q such that F(q†) = F(qexa) holds in L2(Sd−1)
and q† minimizes the W1,p∗(BR)-norm amongst all solution to the latter
equation.
sparsity regularization A sparsity-promoting alternative yet
again bases on a wavelet basis of W1,p∗ as seen in Section 3.6. There-
fore, we assume that ψMo ∈ Cn(R), n ∈ N , is a compactly supported
mother wavelet with scaling function ψFa, the so-called father wavelet.
Consequently, an associated multi-resolution analysis provides one-
dimensional wavelets
ψjm(·) =
ψFa(·−m) if j = 0, m ∈ Z ,
2(j−1)/2ψMo(2
j−1 ·−m) if j ∈ N , m ∈ Z .
As shown in Section 3.6, those define d-dimensional n-wavelets Ψj,Gm .
Then for all numbers 1 ⩽ r ⩽ p∗ choose weights {ωj}j∈N 0 such that
ωj ⩾ 2j(1−d/p∗+d/2)r, which is a normalizing factor coming from
Theorem 3.25. Thus, the functional
Rr(q) :=
1
r

j,G,m
ωj
qj,Gm r , (6.16)
defines an appropriate penalty term as described by (3.32). One more
time, this yields a result for non-linear Tikhonov regularization which
provides sparsity, analogous to Theorem 3.26.
Theorem 6.11 (Sparsity regularization). For 1 ⩽ r ⩽ p∗ = dp/(p+ d),
the functional Jα,δ with R = Rr from (6.16) possesses a minimizer in Q ∩
W1,p∗(BR). If δn → 0 as n → ∞ and if one chooses αn = αn(δn) such
that 0 < αn → 0 and 0 < δ2n/αn → 0, then every sequence of minimizers of
Jαn,δn contains a subsequence that weakly converges to an Rr-minimizing
solution q† ∈W1,p∗(BR)∩Q of the equation F(q) = F(qexa) in L2(Sd−1).
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