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ABSTRACT
A Tale of Four Seasons:
Investigating the seasonality of physical structure and its
biogeochemical responses in a temperate continental shelf sea
Juliane Uta Wihsgott
Due to their high biological productivity, continental shelf seas are significant sinks of
anthropogenic carbon. To better understand the cycling of carbon within them, an
accurate prediction of their vertical density stratification is required, as this is a critical
control on the carbon drawdown. While the dominant controls on density structure are
boundary driven mixing and seasonal heating, internal waves have been shown to play
a small but critical role in both open ocean and shelf sea physical and biogeochemical
cycles. Current knowledge on the spatial and temporal variability in internal mixing
is however still severely limited.
The aim of the work in this thesis was to develop new insight into the seasonal variabil-
ity of physical controls on the vertical density structure and examine its biogeochemical
responses in a temperate shelf sea.
This thesis presents and examines new results that test the impact of boundary layer
and internal wave forcing on stratification and vertical density structure in continental
shelves. A new series of continuous measurements of full depth density and velocity
structure, meteorological and wave forcing, surface nitrate and surface chlorophyll a
spanning 17 months (March’14 − July’15) provide unprecedented coverage over a full
seasonal cycle at a station 120 km north-east from the continental shelf break.
Work within this thesis showed that the controls on vertical density structure at the
mooring site were largely analogous to that of open-ocean environments with tidal
mixing only playing a minor role. This result contrasts with the well-known tidally
controlled frontal systems described by Simpson and Hunter (1974). Since a large
proportion of continental shelf regions are away from tidal mixing fronts this result
suggest the requirement for an adjusted third regime that bridges the gap between
open-ocean environments and frontal regions, to accurately predict the vertical density
structure within them.
The long-term observations presented in this thesis reveal a seasonality within the
internal wave energy, which suggest internal mixing varying relative to the seasonal
cycle of stratification, represented by N2. By investigating the representation of this
seasonality by three commonly used internal wave parameterisations it was shown
that each predicted a seasonality that directly contradicted that observed within the
internal wave energy. It was suggested that the reason for this was most likely due to
iv
their failure to introduce the enhanced S2 that is attributable to internal waves, which
have been shown in this work to have a strong seasonal cycle with maximum energy
levels during the summer. In an attempt to provide realistic scaling of turbulence
an adjusted iteration of the MacKinnon and Gregg (2003a) scaling of turbulence was
employed using an observed close relationship between N2 and S2 to introduce a state
of marginal stability in the pycnocline, thus introducing a seasonally varying level of
internal mixing that follows the observed seasonality in internal wave energy.
Examining the biogeochemical response to the seasonal change in vertical density struc-
ture also highlighted the importance of the autumn phytoplankton bloom within the
annual cycle of primary production. By putting the autumn phytoplankton bloom
within the context of the seasonal cycle it was shown that it has the potential to be
as productive as the well-studied spring phytoplankton bloom and the summer sub-
surface chlorophyll maximum and thus has the capacity to significantly contribute to
the drawdown of atmospheric carbon dioxide.
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Chapter 1
Introduction
1.1 Background and motivation
Continental shelf seas connect the deep ocean with our coasts. They are typically
less than 500 metres deep and extend all the way from the coast to the continental
shelf break, where the sea bed dramatically drops to the average open-ocean depth
of approximately 4 km. These regions of rapid changes in depth are known as the
continental slopes or shelf edges, and are responsible for dramatic changes in physical
processes between the deep ocean and the shelf seas. Shelf seas are typically described
by ocean depths ≤ 500 metres, and it is evident in Figure 1.1 that they only account
for ∼ 9% of the global ocean surface area (Liu, 2010) and less than 0.5% of its volume.
However, shelf seas have an influence and importance that is vastly underrepresented
by these numbers.
As open ocean tides cross onto the continental shelf they undergo a process of am-
plification (Simpson, 1998). This subsequent increase in available mechanical energy
results in between 60 - 70% of the global tidal energy dissipation occurring within shelf
sea environments (Egbert and Ray, 2000), causing vigorous turbulent mixing at the
sea bed. With the addition of less regular inputs of energy from wind and waves, the
1
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Figure 1.1: Global ocean depths [km] based on General Bathymetric Chart of the
Oceans (GEBCO) bathymetry, split by shelf (white), slope (grey) and deep-ocean
(colours). Adapted from Simpson and Sharples (2012).
shelf sea environment is significantly more energetic than open ocean environments.
Combined with strong gradients in physical, biological and chemical properties, shelf
seas are typically complex environments that are difficult to predict.
The relatively shallow depths of shelf seas results in tight coupling with cycles in
solar radiation, which act to alter their density structure horizontally and vertically
throughout the year. While the buoyancy input in the majority of mid-latitude shelf
seas is temperature controlled, driven by the seasonal cycle of solar radiation (Pingree,
1975), large amounts of freshwater (from rivers) can also become the dominant control
on density in regions near the coast (Simpson, 1997), or during particularly heavy
rainfall (Pingree et al., 1976).
This dynamic nature results in shelf seas supporting relatively high levels of biologi-
cal productivity. Despite only accounting for ∼ 9% of the global ocean surface area
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(Figure 1.1) they perform a disproportionately important role within the global car-
bon cycle and marine ecosystem (Liu, 2010). Shelf seas support up to a third of all
oceanic primary productivity (Wollast, 1998; Bauer et al., 2013), and at least 40 %
of oceanic particulate organic carbon (POC) is sequestered on continental margins of
depth < 200 metres (Muller-Karger et al., 2005; Dunne et al., 2007; Regnier et al.,
2013). Temperate shelf seas have also been highlighted as being substantial sinks for
atmospheric carbon dioxide (CO2) (Thomas et al., 2004; Borges et al., 2005; Cai et al.,
2006; Cai, 2011), and they provide an important link between terrestrial, oceanic and
atmospheric carbon reservoirs. Atmospheric CO2 concentrations have been observed to
rise to levels unprecedented within the last 800,000 years (Stocker, 2014), increasing by
40% since pre-industrial times. As a result, the ocean has taken up approximately 30%
of this anthropogenic CO2 (Doney and Schimel, 2007; Stocker, 2014), understanding
the shelf seas’ role in the oceanic carbon sink is thus of growing importance.
The global significance of these biogeochemical processes arises from the vertical den-
sity structure (Thomas et al., 2004; Bianchi et al., 2005) due to the dependence of
biological productivity on the cycle of stratification, which in temperate regions has a
strong annual seasonality.
The often quoted first-order paradigm of vertical density structure in shelf seas is a
competition between the stratifying influence of seasonally varying surface solar irra-
diance and boundary driven turbulent mixing that has been reported to be dominated
by tidal bed stress, with minor contributions from wind stress acting on the sea sur-
face and convective overturning (Simpson and Hunter, 1974; Simpson et al., 1978;
Simpson and Bowers, 1984). While shallow regions with high tidal velocities remain
vertically mixed all year round, the majority (≈ 70 %) of the North-West European
shelf stratifies seasonally (Pingree et al., 1978). In these regions the water column is
fully mixed during the winter months, as solar radiation is insufficient to overcome the
dissipation of energy from wind and tides and heat loss at the surface provides regular
periods of convection. In spring, solar radiation eventually becomes strong enough to
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out-compete the combined mixing effects of the tide, wind and convection to allow
the water column to stratify. The developing stratification acts to divide the water
column into a well mixed surface and bottom mixed layer separated by a region of a
sharp temperature/density gradient (thermocline/pycnocline). This interface acts to
restrict the diapycnal transfer of momentum, heat and tracers such as nutrients and
oxygen. The common hypothesis is that stratification persists until heat losses in au-
tumn destabilise the water column sufficiently to return to a fully mixed winter state.
(Edinger et al., 1968; Nielsen and St. John, 2001; Townsend et al., 2010).
This seasonal cycle of stratification has strong implications on primary production as
the vertical density structure affects the light and nutrient availability to phytoplankton
throughout the year. In a year-round well mixed water column, primary production is
limited as phytoplankton are constantly mixed throughout the water column, thereby
decreasing their average light intake, despite nutrient replete conditions (Holligan et al.,
1984).
In a seasonally stratifying water column however, phytoplankton are split into two
separate communities, each of them trapped within a new mixed layer. As long as
the pycnocline developed above the critical depth (here phytoplankton losses balance
gains) the community in the surface layer will receive enough light to outcompete
losses from grazing and respiration and rapid growth occurs (Sverdrup, 1953). This
transition is known as the spring phytoplankton bloom, which is generally thought
to be the most important event within the annual cycle of primary production in
shelf seas (e.g. Holligan, 1989; Pingree et al., 1976) and the open-ocean (e.g. Siegel
et al., 2002; Waniek, 2003; Brody and Lozier, 2014). During the spring bloom, nutrient
concentrations become quickly depleted O(weeks) (Pingree et al., 1976; Sieracki et al.,
1993; Birchill et al., 2017) in the surface layer, the phytoplankton community becomes
nutrient limited and the biomass reduces. During the following summer months, the
majority of the phytoplankton biomass is concentrated in the thermocline region. This
narrow region enhanced growth is often termed the subsurface chlorophyll maximum
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(SCM) has recently been identified as a significant contributor to the total annual
production within shelf sea environments (Hickman et al., 2012). Figure 1.2 shows
vertical profiles of temperature, chlorophyll and nitrate typical of a summer stratified
shelf sea. Clearly evident are the depleted nitrate concentrations in the surface layer,
which result in near background levels of chlorophyll.
Figure 1.2: Vertical profiles of temperature (solid line), chlorophyll (dashed line) and
nitrate (dots) during summer. Collected at the western English Channel. Adapted
from Simpson and Sharples (2012).
The existence of the SCM suggests the availability of sufficient light for photosynthesis
and a diapycnal flux of nutrients from the light limited, nutrient rich bottom layer. This
diapycnal flux of nutrients is often thought to be a direct consequence and indicator of
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midwater mixing that sustains this upward flux in combination with a strong nutrient
gradient (Sharples et al., 2001; Williams et al., 2013; Lee et al., 2016). Loss of heat
in autumn results in convective overturning of the water column, which often results
in an autumnal phytoplankton bloom. Due to their relatively small surface signature,
short duration, and spatial and temporal variability (Colebrook and Robinson, 1961;
Hu et al., 2011; Chiswell, 2011; Song et al., 2011), autumn phytoplankton blooms
have been less well studied than the spring phytoplankton bloom or the summer SCM
(Findlay et al., 2006; Painter et al., 2016).
One of the key mechanisms contributing to interior mixing in shelf sea thermoclines
is the dissipation of turbulent kinetic energy by internal waves (e.g. Sandstrom and
Elliott, 1984; Sharples et al., 2007, 2009; Inall et al., 2011).
In the deep ocean internal waves also play a key role in the heat budget of the ocean
and in maintaining the meridional overturning circulation (e.g. Munk and Wunsch,
1998; Wunsch and Ferrari, 2004; Nikurashin and Ferrari, 2013). In an oversimplified
view, the zonally averaged meridional overturning circulation (MOC) is formed by
cold waters sinking at the poles, which is balanced by upwelling of deep water at lower
latitudes. In order to transform this deep water into lighter water diapycnal mixing
with the overlying water masses is required. Breaking of internal waves are thought to
provide this mixing (Gregg, 1989; Polzin et al., 1997; Garrett and Kunze, 2007).
Internal waves are generated by baroclinic conversion of energy from the barotropic
flow. Energy is typically extracted either directly by wave breaking, or through the
introduction of enhanced vertical shear in the horizontal flow, which acts to help desta-
bilise the water column. Despite generally having far lower energy levels than other
mixing mechanisms, such as boundary driven mixing by wind and tide, internal waves
propagate along density interfaces and so are able to introduce mixing directly into
the pycnocline/thermocline, which typically exists at or beyond the limit of boundary
forcing.
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Internal waves are typically generated by the interaction of stratified flow with topogra-
phy (e.g. Kunze et al., 2002; Naveira Garabato et al., 2004; Nash et al., 2006). In shelf
seas, the most obvious source of internal waves is the continental shelf break (Baines,
1982; Stigebrandt and Aure, 1989; Simpson, 1998; Rippeth and Inall, 2002), which
forces the oscillating barotropic flow to generate internal waves through the elevation
and depression of the pycnocline (Figure 1.3). As a result of this periodic perturbation
a wave at the tidal frequency then radiates both onto the shelf and into the deep ocean.
Due to their period these internal waves are also called internal or baroclinic tides.
Figure 1.3: Generation of the internal tide at the continental shelf edge. Taken from
Simpson (1998)
Inertial oscillations are another baroclinic oscillatory mechanism by which interior
mixing can occur in the thermocline (e.g. van Haren et al., 1999; Waterhouse et al.,
2014; Rumyantseva et al., 2015). Inertial oscillations are periodic motions with a
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frequency I = f/2pi, where f is the Coriolis parameter. They are generated by sudden
changes in wind forcing, either changes in direction or magnitude. As the direct forcing
from the wind is removed or changed the only force acting on the flow is the Coriolis
force, which sets the resulting frequency of the oscillation. During stratified conditions,
such flows are triggered in the upper layer and permitted to continue until its energy
is dissipated. The proximity of the coast in shelf seas can result in these oscillations
being ∼180◦ out of phase within the surface and bottom layers, due to continuity,
which promotes shear within the pycnocline (Rippeth et al., 2002).
While numerous studies have attempted to provide thorough understanding of the
contribution that internal waves, including inertial oscillations, make to interior mixing,
there is no general solution and so internal mixing remains poorly represented in global
ocean or regional scale models. The primary reason for this is that internal waves are
simply not resolvable by the majority of ocean models, and so either direct mixing or
that attributable to enhanced shear is not accurately introduced.
1.2 Thesis aims
From this brief review it is evident that the vertical density structure provides a key
control on the biogeochemical cycle. It is therefore critical to accurately predict and
reproduce this density structure to assess the contribution that temperate shelf seas
make to global carbon budgets and Earth’s climate.
While the dominant controls on vertical density structure are boundary driven mixing
and seasonal heating, internal waves have been shown to play a small but significant
role in both open ocean and shelf sea physical and biogeochemical cycles. The current
knowledge on the spatial and temporal variability in internal mixing is however still
severely limited. The aims of this thesis are therefore to develop new insight into,
Chapter 1 Introduction 9
(1) physical controls on the seasonal cycle of vertical density structure in temperate
shelf seas
(2) the contribution from internal waves to internal mixing throughout the seasonal
cycle of stratification
(3) the capabilities of current turbulence models and empirically derived parameter-
isations replicating the observed internal wave characteristics
(4) the biogeochemical response to the change in vertical density structure
1.2.1 Thesis structure
Chapter 2 provides a more complete review of the current state of knowledge in pro-
cesses controlling stratification in shelf sea environments and introduces three models
of increasing complexity.
In Chapter 3 the instrumentation used to collect the observational data presented in
this thesis is introduced, along with the analytical methods employed.
Chapter 4 presents a new, high-resolution, long-term observational time series, which
is used throughout this thesis. These data are then used to provide an overview of
the seasonal cycle of vertical density structure and its main controls throughout the
observational campaign.
Chapter 5 examines the capability of heating-stirring approaches in replicating the
observed stratification. Any discrepancies between the predicted and observed water
column structure will be used to identify missing or poorly parameterised processes
within these models.
Chapter 6 investigates the observed internal wave field in detail. Three commonly used
internal wave parameterisations are tested to see whether they replicate the mixing
induced by the observed internal wave field. By examining the relationship between the
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predicted and observed stratification a new internal wave parameterisation is suggested
and implemented within the heating-stirring framework.
Chapter 7 provides a first attempt at examining the biogeochemical response to the
observed seasonal cycle of stratification, with a particular focus on the breakdown of
stratification in autumn 2014. This aim of this chapter is to establish the role the
autumn phytoplankton bloom plays within the seasonal cycle of primary production.
This thesis concludes in Chapter 8 by summarising the key findings of this thesis and
assessing their wider implications.
Chapter 2
Modelling stratification and
mixing in shelf seas
Introduction
This chapter will provide the theoretical background to the work presented in this
thesis, as well as introductions to the three numerical approaches of increasing com-
plexities, which will be used later in Chapter 5 to investigate the seasonal cycle of
internal wave mixing in a temperate shelf sea.
This chapter first considers the physical principles of stratified fluids due to changes in
potential energy, and how the strength of stratification can be quantified using these
principles (Section 2.1). This is then followed by the introduction of three models
and their assumptions in Section 2.2, 2.3 and 2.4. The model described in Section 2.2
provides the most basic approach considering stratification as a simple 0-dimensional
(0D) balance of competing potential energy sink and source terms, i.e. heating vs.
stirring (by tide and wind). In Section 2.3 these energy considerations are applied
to a 1-dimensional (1D) framework, but similar to the 0D approach, the supply of
potential energy to the water column, i.e. mixing, is still prescribed. The final model
11
12 Chapter 2 Modelling stratification and mixing in shelf seas
introduced in Section 2.4 is fundamentally different to the former two, as it employs
a turbulence closure scheme (Section 2.4.1) and is thus able to regulate the amount
of turbulence based on the stability of the water column. This results in an improved
representation of turbulent processes, which is illustrated in Section 2.4.5. Another
key difference between the former prescriptive mixing models and the final model is
the representation of internal mixing processes in the latter.
2.1 Energetics of stratification
Energetically the water column’s potential energy (PE) is at its highest relative level
during vertically mixed conditions, as the centre of mass is at its highest vertical posi-
tion. Vertical stratification lowers the centre of mass, and as a result PE levels decrease
compared to the mixed reference state. When turbulent mixing erodes stratification
the water column’s PE increases until the water column becomes vertically mixed
again.
2.1.1 Measuring stratification
Based on the principles of PE source and sinks, Simpson (1981) developed a method
to quantify the strength of stratification by calculating the potential energy anomaly
(PEA) Φ [J m−3],
Φ =
1
h
∫ 0
−h
(ρ− ρ(z)) gz dz ρ = 1
h
∫ 0
−h
ρ(z) dz (2.1)
where h [metre] is the water column depth, ρ(z) [kg m−3] is the density profile and
ρ is the depth-average density, g = 9.81 m s−2 is the acceleration due to gravity,
and z [metre] is the depth. Φ is calculated from observations of the vertical density
structure and is a quantitative measure of stratification. It represents the difference in
PE between a vertically mixed and stratified water column for a thermodynamically
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closed system, i.e.;
Φ =
1
h
[PE(mixed)− PE(stratified)] = ∆PE
h
(2.2)
Hence Φ is a measure of the energy that needs to be supplied as mixing in order to
restore vertically homogeneous conditions. Φ can therefore be defined as the amount
of mechanical work per unit volume (J m−3) required to completely mix the water
column with a given initial density stratification. By definition, when Φ = 0 J m−3
the water column is completely vertically mixed.
2.2 Heating-stirring competition: 0D approach
Knowledge about the physical forcing underpinning shelf sea stratification was first
developed to better predict the locations of strong discontinuities observed in SST
over relatively short horizontal distances (≥ 1◦C km−1, Figure 2.1 and Figure 2.2b),
known as tidal mixing fronts (hereafter fronts) e.g. Simpson and Hunter (1974). Fronts,
within the shelf sea context, are transitional regions separating stratified (Φ > 0 J m−3)
and vertically mixed (Φ = 0 J m−3) parts of shelf seas (Figure 2.2), such as the St.
Georges Channel Front between the Celtic and Irish Sea (Figure 2.1). They have also
been linked to high biological activity, often being characterised by enhanced surface
chlorophyll a concentrations (Holligan, 1981).
In order to predict the locations of these features, Simpson and Hunter (1974) proposed
a simple model using only the dominant PE terms controlling stratification. They ar-
gued that stratification is to first-order controlled by the seasonal cycle of solar radia-
tion competing against turbulent mixing processes at the sea bed, namely tidal mixing.
Away from the influence of freshwater on density and during positive heat input from
the atmosphere, an amount of heat per unit area ∆Q [J m−2] acts as the sole term
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Figure 2.1: Summer 2016 sea surface temperature (SST, ◦C) on the NW European
shelf. Away from coastal boundaries, warmer SSTs represent seasonally stratified
regions and colder SSTs the year-round vertically mixed regions. The arrows mark two
prominent fronts. The thick, white line denotes the 200 metre bathymetry contour,
which marks the edge of the NW European continental shelf. This satellite image
is a 1 week median SST composite, 21st - 27th June 2016, courtesy of NEODAAS
Plymouth Marine Laboratory, UK.
supplying positive buoyancy by increasing the temperature by:
∆T =
∆Q
cpρ0h1
[◦C], (2.3)
where cp = 3985 J kg
−1 ◦C−1 is the specific heat capacity of sea water, ρ0 [kg m−3]
is a reference density, h1 [metre] is the thickness of thin mixed surface layer that the
incoming heat. The increase in temperature due to positive ∆Q (Equation 2.3) imposes
a reduction in density ∆ρ, which implies a total force of positive buoyancy per unit
area of:
B = g∆ρh1 = gαρ0∆Th1 =
αg∆Q
cp
[N m−2] (2.4)
where, α [◦C−1] is the thermal expansion coefficient of seawater. Since the density
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Figure 2.2: Tidal mixing fronts. a) Model and b) temperature observations illus-
trating the partitioning of shelf seas into stratified and mixed regimes, separated by a
tidal mixing front. PT represents the tidal stirring power, which is proportional to the
tidal velocity profile, here depicted by u(z, t). Adapted from Simpson and Sharples
(2012).
change is distributed over the entire water depth, h [metre], the average work that is
being done is therefore Bh/2. If the heat is supplied over a short period, ∆t at a rate
Qnet [W m
−2], then the change of Φ is:
h∆Φ = ∆PE =
αgh
2cp
Qnet∆t. (2.5)
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Here Qnet [W m
−2] is the surface net heat flux, which is generally considered to be the
sum of all in- and outgoing heat fluxes:
Qnet = Qsw +Qlw +Qsen +Qlat, (2.6)
where Qsw [W m
−2] represents shortwave radiation due to solar irradiance, Qlw [W
m−2] is the longwave heat flux due to approximate black body radiation, Qsen [W
m−2] is the sensible heat flux due to convection and conduction of heat, and Qlat
[W m−2] is the latent heat flux and represents heat transfer due to evaporation and
transpiration.
As ∆t→ 0 in the absence of any stirring, and only considering surface net heat fluxes
as the sole source for positive stratification, Φ increases at a rate given by
(
dΦ
dt
)
heat
=
αgQnet
2cp
[W m−3], (2.7)
Equation 2.7 only considers the local heat exchange with the atmosphere and no hor-
izontal processes such as diffusion and/or advection of heat.
The energetics model (Section 2.1) further states that in order to vertically mix the
water column, (Φ→ 0), a source must supply sufficient levels of mechanical energy to
the water column. Simpson and Hunter (1974) proposed that the tidal flow exerting
stress on the seabed is the dominant source of this energy on the NW European Shelf.
This stress on the seabed, τb [N m
−2], can be quantified by:
τb = kbρ0uˆ
2 [N m−2], (2.8)
Here, kb ∼ 0.0025 and is the bottom drag coefficient in the assumed quadratic drag
law and uˆ denotes the depth average of the velocity profile u(z, t) [m s−1] (direction is
not important). The turbulent energy production by the tide can then be quantified
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as
PT = −τbuˆ = kbρ0|uˆ|3 [W m−2], (2.9)
where |uˆ| is the modulus (magnitude) of uˆ. Combining the two competing mechanisms
Simpson and Hunter (1974) established the overall change in Φ as a balance of heating
vs. stirring (by the tide):
∂Φ
∂t
=
αgQnet
2cp
− ekbρ0|uˆ|
3
h
[W m−3]
heating stirring
(2.10)
While most of the turbulent energy is dissipated and transformed into heat, it is
assumed that a fixed fraction, e, of PT is available to decrease Φ. Hence, the factor e
acts as a mixing efficiency of tidal stirring and was initially taken to be constant.
By using this basic 0D, energy-based argument one can determine whether a shelf sea
region will become thermally stratified (∂Φ∂t > 0) or vertically mixed (
∂Φ
∂t < 0) during
periods of positive buoyancy input. Between these two conditions, where PE gains
from stirring balance PE losses from heating ∂Φ∂t = 0 and Equation 2.10 simplifies to
αgQnet
2cp
=
ekbρ0|uˆ|3
h
. (2.11)
This state marks the position of fronts (Figure 2.2). At either side of these fronts the
competing forces are imbalanced, which results in the partitioning observed on the
NW European Shelf (Figure 2.1 and Figure 2.2): If the buoyancy input is greater than
vertical mixing by the tide, shelf seas stratify. Regions that are either shallow or have
strong tides will overcome the stratifying influence and stay vertically mixed all year
round.
Considering that most terms in Equation 2.11 are held constant, frontal positions are
predominantly controlled by
Qneth
|uˆ3| (2.12)
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where if it is further assumed that Qnet is spatially uniform within a certain region, at
least relative to tidal mixing, the locations of fronts can now simply be determined by
(Simpson and Hunter, 1974):
χ =
h
|uˆ3| (2.13)
For known stratification, heating and tidal amplitude, the tidal mixing efficiency, e, can
be calculated by rearranging Equation 2.10. Typical values for e are ∼ 0.002− 0.006
(e.g. Simpson et al., 1978; Garrett et al., 1978; Simpson and Bowers, 1981; Bowers and
Simpson, 1987). These small values indicate that the majority of the available stirring
energy is transformed into heat, and only a fraction of ∼ 0.5% is utilised to perform
vertical mixing and raise the system’s PE. The reason for the low efficiency of tidal
mixing is that tidal current shear, and hence turbulence, is concentrated in the region
near the sea bed, i.e within the bottom boundary layer. In order to be more effective in
reducing Φ, turbulent kinetic energy needs to be injected closer the pycnocline, which
will be nearer to the surface because of the rapid absorption of heat.
2.2.1 Mixing at the sea surface
In a typical summer situation the pycnocline is usually located closer to the sea surface
than to the sea bed, especially in depths exceeding 100 metres. Therefore it is useful to
consider additional sources of PE that act at the sea surface, such as the wind stress.
Similarly in shelf seas with weak tidal flows, wind stirring can be the dominant mixing
mechanism.
Similar to the tidal stress on the seas bed, τb (Equation 2.8), the wind stress on the
sea surface, τs [ N m
−2] can be quantified as:
τs = cDρaw
2 [N m−2], (2.14)
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Here, cD ≈ 0.0012 is the drag coefficient of the wind over the sea surface, ρa [kg m−3]
is the density of air and w [m s−1] is the wind speed. The stirring power of the wind,
PW , can be defined as:
PW = ksρaw
3 [W m−2], (2.15)
where ks is the product of cD multiplied by the slippage factor (γs ≈ 0.02). Simpson
et al. (1978) extended the traditional boundary mixing theory by adding the effect of
the wind stress at the sea surface. Now energy was supplied by tidal and wind stirring
and the energy balance could be defined as
∂Φ
∂t
=
αgQnet
2cp
− ekbρ0|uˆ|
3
h
− δksρaw
3
h
[W m−3]
∂Φ
∂t
=
∂Φ
∂t heat
+
∂Φ
∂t tide
+
∂Φ
∂t wind
[W m−3]
(2.16)
where δ is the constant mixing efficiency of wind stirring. Although Simpson et al.
(1978) noted that the addition of wind mixing improved the fit of the predictions with
the observations, they concluded that mixing by tidal currents remains the dominant
control on influencing the location of fronts, due to a greater spatial homogeneity of
the wind across shelf areas.
Further additions to the traditional boundary mixing theory have been developed since
particularly to investigate the physical processes affecting stratification in regions of
freshwater influence and in the presence of strong horizontal density gradients (e.g. van
Aken, 1986; Simpson et al., 1990; Ranasinghe and Pattiaratchi, 1999; De Boer et al.,
2008; Hofmeister et al., 2009).
2.2.2 0D model operation
To illustrate the model operation, Equation 2.16 was solved at regular time steps for
one year using idealised forcing terms (Figure 2.3a) for a hypothetical site with a water
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depth of h = 90 metres, and then integrated.
Figure 2.3: Energetics model: Idealised run for typical seasonally stratifying shelf
sea site. a) forcing terms of Equation 2.16: ∂Φ∂t heat (red),
∂Φ
∂t wind
(blue) and ∂Φ∂t tide
(grey) and their sum, ∂Φ∂t (dashed cyan) [W m
−3] b) 0D model result: Φ [J m−3]
Here, both ∂Φ∂t heat and
∂Φ
∂t wind
are characterised by a seasonal cycle typical for the NW
European Shelf (James, 1977). The tidal stirring term, ∂Φ∂t tide, is kept constant here.
When winds speeds are low in the summer months, ∂Φ∂t tide becomes the dominant
negative term in Equation 2.16. Once integrated over the entire year, the seasonal
cycle of Φ (Figure 2.3b) suggests that this hypothetical water column was stratified
(Φ > 0 J m−3) between early-April and mid-December. As can be seen from the sum
of all forcing terms, ∂Φ∂t (cyan in Figure 2.3a), which is the left hand side term of
Equation 2.16, Φ is increasing for ∂Φ∂t > 0 W m
−3 and decreasing for the opposite.
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2.2.3 Note on mixing efficiencies
As already mentioned, both stirring terms in Equation 2.16 are scaled by an efficiency
constant. Mixing efficiency is the ratio of energy available to mixing to the total amount
of dissipated kinetic energy (KE). Using Equation 2.16 and observations of frontal
positions from the Irish and Celtic Sea collected in May 1978, Simpson and Bowers
(1981) found efficiency values of e ' 0.0037 and δ ' 0.023. The higher efficiency of
the wind mixing, δ, compared to e can be explained by the closer proximity of wind
stirring to the location of the strongest density gradient (pycnocline).
2.2.4 Performance - model validation at tidal mixing fronts
The success of the energetics model predicting the observed state of the water column,
i.e. either vertically stratified or fully mixed, has been widely tested using data from
in-situ (Garrett et al., 1978; Pingree and Griffiths, 1978) and remote sensing observa-
tions (Simpson et al., 1977; Simpson and Bowers, 1979). Both approaches have largely
found good agreement for the averaged partitioning of shelf seas. In principle, the en-
ergetics model might therefore also be capable of describing the shelf seas in response
to varying PE sinks and source terms, and in particular the tidal spring-neap cycle.
Simpson and Bowers (1981) found, however, that the model overestimated the erosion
of stratification, as the predicted movement of the frontal position between neap and
spring tides was more than typically observed in satellite images. This overestimation
was attributed to the fixed mixing efficiency e, which in reality becomes modulated by
the existing level of stratification. In order for stratified areas to become mixed, the
stirring has to overcome two sources of buoyancy. Firstly mixing has to counteract any
buoyancy input from surface heating, and secondly it needs to remove any stored buoy-
ancy that was established during neap periods. This had been previously shown using
tank experiments by Linden (1979). Simpson and Bowers (1981) therefore suggested
the introduction of a feedback constraint, where mixing efficiencies were stability de-
pendent. Hence, they proposed to multiply the efficiency factors e and δ by a factor
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F :
F =
(
Φ0
Φ0 − Φ
) 1
2
, (2.17)
where Φ0 [J m
−3] is a constant. Using this stability criterion Simpson and Bowers
(1981) found that the magnitude of the inferred mixing could be reduced close to the
observations using a value of Φ0 = 5 J m
−3 and choosing 0.25 as a lower limit for
F . While Yanagi and Tamaru (1990) successfully used the variable efficiency model
proposed by Simpson and Bowers (1981), relating mixing efficiencies to stability (as
proposed in Equation 2.17), has been argued to be a somewhat arbitrary parameteri-
sation (Sharples and Simpson, 1996; Simpson and Sharples, 2012).
2.2.5 Summary: 0D heating-stirring model
In summary, the 0D heating-stirring model (hereafter referred to as SH74), introduced
in Section 2.2, is based on a simple energy criterion, where stratification is a vertical
exchange process balanced by heating vs. stirring at the boundaries (Equation 2.16,
Figure 2.3). It is a powerful tool to predict the state of the water column using only
a single variable, Φ. However, Φ is only a quantitative measure of the strength of the
vertical density stratification and is unable to inform about the vertical density profile,
important for biological processes and thus air-sea gas exchange (e.g. Thomas et al.,
2004). The following Section 2.3 therefore expands this framework into the vertical
dimension.
2.3 Heating-stirring competition: 1D approach
Mixing efficiencies are not the only aspects of the heating-stirring competition that are
affected by stored buoyancy. Pingree (1975) noted that the vertical heat exchange of a
system is similarly affected by its existing heat storage. Due to the 0D approach, the
surface heat flux used by Simpson and Hunter (1974) and Simpson and Bowers (1981)
was independent of the water column’s depth, h, and its energetic state i.e. its potential
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energy anomaly (Φ, Equation 2.1). However this is physically incorrect, as heat losses
are proportional to sea surface temperatures (SST); a shallow surface layer of warm
water (such as a stratified water column) will be warmer but will absorb less heat overall
than an adjacent fully mixed water column. As a result, Simpson and Bowers (1984)
proposed to mediate the heat flux by the existing SST. This naturally led on to the
question how heat is vertically distributed in the water column due to vertical mixing.
In order to answer this question, the original heating-stirring framework needed to be
extended to a 1D model (Simpson and Bowers, 1984).
In order to vertically distribute energy/heat, Simpson and Bowers (1984) developed
a 1D model based on the heating-stirring approach developed in earlier work (Simp-
son and Hunter, 1974; Simpson et al., 1978; Simpson and Bowers, 1981). This new
framework was able to directly model the sea surface temperature, and thus able to
influence the heat flux at the surface. As in previous models, horizontal processes of
heat transfer (such as advection and diffusion) were ignored, as they were considered
small compared to the vertical flux of heat. Furthermore, mixing efficiencies were kept
constant throughout the seasonal cycle. The 1D heating-stirring model is hereafter
referred to as SB84.
2.3.1 SB84 description and operation
Figure 2.4 demonstrates the operation of the SB84. The SB84 initiation consists of
setting values representative of the study area, i.e. the total depth, h [metre], which
is split into evenly spaced bins of thickness ∆z [metre], which then determines the
number of vertical bins, n (Figure 2.4). The total duration of the model run [days]
is split into evenly spaced time steps, ∆t [hours]. As the model directly modelled the
vertical temperature structure it also required an initial temperature profile, T0. In
order to calculate Φ from a vertical density profile, SB84 assumed a constant salinity
profile.
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Figure 2.4: SB84 operation: distribution of heat at each time step of the model.
a) heating phase: here heat is distributed in the surface layers (dashed line) Solid
lines denotes the temperature profile at Tn. b) mixing phase: the new temperature
profile (dashed line) is altered by boundary stresses, distributing heat in the vertical.
The final temperature profile at Tn+1 (after heating and stirring has taken place) is
denoted by the solid black line in b). Adapted from Simpson and Bowers (1984).
In contrast to SH74, within SB84 the net heat flux term Qnet [W m
−2] (Equation 2.6),
was split into an incoming (net heat gain, which generally comes from the shortwave
radiation) component, Qsw [W m
−2], and an outgoing (net heat loss) component, Qu
[W m−2], i.e.:
Qnet = Qsw +Qu. (2.18)
Here, Qu is equivalent to the sum of all other main heat flux terms i.e.
Qu = Qlw +Qsen +Qlat, (2.19)
Rather than estimating each heat flux component separately, Qu was simply parame-
terised as:
Qu = k(Td − Ts) (2.20)
Chapter 2 Modelling stratification and mixing in shelf seas 25
Here, k(Td, Ts, w) [W m
−2 ◦C−1] is a thermal exchange coefficient (Brady et al., 1969;
Edinger et al., 1974), and Td and Ts [
◦C] are the dew point and sea surface temperate,
respectively.
Seasonal values of Qsw [W m
−2], Td [◦C] and w [m s−1] were taken from sinusoidal fits
to observational data in the Celtic Sea (Simpson and Sharples, 2012):
Qsw = 136.1 + 109.34 sin(ωatJ − 1.378) (2.21)
Td = 8.65 + 5.07 sin(ωatJ − 1.4612) (2.22)
w = 7.35 + 1.94 sin(ωatJ + 1.569) (2.23)
Here, ωa is the annual frequency and tJ the Julian day.
At the beginning of each time step, the heat terms are applied to the surface layers
(Figure 2.4a): After the heat loss, Qu, is applied to the surface grid cell only, the
incoming heat flux, Qsw, is distributed in the near surface according to a typical vertical
distribution of shortwave radiation in coastal areas (Ivanoff, 1977). Here, 55% of Qsw
were input to the top layer, which represents the rapid attenuation of the red end of the
spectrum. The remaining 45% are distributed exponentially with depth (dashed line in
Figure 2.4a). The new temperature profile is then stirred due to the input of wind and
tidal energy at the sea surface and bed, respectively. In order to stir the profile, SB84
takes the following steps: A density profile is calculated using the new temperature
profile and a constant salinity profile. For each energy input (wind and tidal) the
model then iteratively loops from the respective boundary through the vertical profile
as long as the available energy from either wind, PW or tide, PT is greater or equal to
the amount of PE required to mix the water column to this point. Once these levels
are found for each energy input, SB84 then homogenises the temperature profile up to
this point. This process of stirring is illustrated in Figure 2.4b as the change from the
dashed to the bold temperature profile. Hence depending on the source of the energy,
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the stirring either takes place from the bottom upwards (tidal) or from the top down
(wind stirring). The amount of PE gained by the water column at each time step is
equivalent to the effective stirring energy input by tide (ePT , Equation 2.9) and wind
(δPW , Equation 2.15). If less than the available PE was used for mixing at each time
step, ∆t, than the remaining PE is carried over to the next time step, unless the water
column is already fully mixed. Similar to SH74, and of relevance to the implications
of the results presented later in this thesis, SB84 was solely driven by forces acting on
the boundaries (sea surface and sea bed) and therefore lacked any representation of
processes supplying PE in midwater, such as mixing due to internal waves.
To illustrate the model operation and output, SB84 was run for one year for a hy-
pothetical site with a water depth of h = 90 metres. The time step used here was
∆t = 24 hrs, the vertical resolution was set to ∆z = 1 metre and the initial tempera-
ture profile was set to T0 = 8
◦C. This run was forced using the idealised forcing terms
shown in Figure 2.5.
The heat flux terms, Qsw and Qu (Figure 2.5a), and the dew point temperature Td
(Figure 2.5b) were obtained by evaluating Equations 2.21 - 2.22. Here Ts was taken
from the model output at each time step (Figure 2.4b). Figure 2.5c shows the wind
stirring term, δPW [W m
−2], which was calculated using a seasonal cycle of wind speed
(not shown) obtained by evaluating Equation 2.23. A typical time series of the tidal
stirring term, ePT [W m
−2] is shown in Figure 2.5d. Here ePT was based on a constant
tidal amplitude of ∼ 0.4 m s−1.
Since SB84 operates over a 1D domain, i.e. depth, the forcing terms (Figure 2.5) of
SB84 have units of W m−2 rather than W m−3, as was the case for SH74 (Figure 2.3a),
where PE sources and sinks were scaled by the depth, h, of the water column (Equa-
tion 2.16).
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Figure 2.5: SB84 forcing terms. a) heat fluxes: Qsw (red) and Qu (blue) [W m
−2]
b) dew point temperature, Td, [
◦C] c) δPW [W m−2] d) ePT [W m−2].
Figure 2.6 illustrates the SB84 model output, over the entire time domain (Figure 2.6a).
Using the constant salinity profile set at the start to calculate density profiles (not
shown), Φ (Equation 2.1) was then evaluated (Figure 2.6b).
This hypothetical water column was fully mixed until late March and stratification
broke down at the end of November (Figure 2.6). Both the surface and bottom layer
temperature increased, until they equilibrated when stratification became completely
eroded in November (Figure 2.6a).
2.3.2 Seasonal heat storage
In order to investigate how vertical stirring and depth affects the seasonal heat stor-
age of a water column, Simpson and Bowers (1984) ran SB84 using several setups
(Figure 2.7).
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Figure 2.6: SB84 output. a) Temperature [◦C] b) Φ [J m−3]
They found that for depths of h < 50 metres the amplitude of the seasonal heating
cycle increased with increasing depth (Figure 2.7). However, for h > 50 metres, the
amount of tidal stirring (here denoted by χ, Equation 2.13) became the dominant
control on the seasonal heat storage of a water column (Figure 2.7). In fact, high
levels of tidal mixing, i.e. low χ, resulted in the highest heat storage. In a stratified
water column, the lack of vertical heat distribution concentrates incoming heat in
the top layer, hence why stratified areas are associated with higher SSTs (Figure 2.1,
Figure 2.2). This leads to an increased heat flux back to the atmosphere and an overall
reduced amount of stored heat. Whereas in mixed water columns, high levels of tidal
mixing result in heat being uniformly distributed, lower SSTs and less heat loss, and
therefore a higher heat storage overall. The difference in amplitude of seasonal heat
storage between mixed and stratified regimes was predicted to be of factor ∼ 2 and
agreed well with observations (Simpson and Bowers, 1984, 1990).
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Figure 2.7: Amplitude of seasonal heat storage [ J m−2] for typical shelf sea depths
[metre] and levels of tidal stirring, χ [m2 s−3]. Taken from Simpson and Bowers
(1984).
2.3.3 Summary: 1D heating-stirring model
The 1D SB84, introduced in Section 2.3, uses the same energy criterion (Equation 2.16)
and assumptions regarding the efficiency of mixing as the SH74 (Section 2.2). Due to
its additional dimension it is able to distribute heat more realistically, and thereby
give a quantitative (Φ) and qualitative (T (z)) estimate of the vertical water column
structure, and it has been shown to predict the seasonal cycle of surface and bottom
temperatures well in stratified regions (Bowers and Simpson, 1987; Elliott and Clarke,
1991). However, similar to SH74 it only considers the mixing driven at the boundaries
and thus lacks any internal mixing mechanisms. While the model’s prescriptive nature
of mixing processes makes it cheap and easy to run, the boundary-driven nature of the
model could limit it in simulating the vertical density structure correctly (Simpson and
Sharples, 2012). The SB84 also neglects the modification of mixing efficiencies due to
varying stratification (Turner, 1973; James, 1977).
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In order to avoid these aforementioned limitations (lack of internal mixing mechanism,
prescribing mixing without modification due to varying stratification) imposed by the
prescriptive models (SH74 and SB84), introduced in Sections 2.2 and 2.3, respectively,
the following Section 2.4 will introduce a simple 1D turbulence closure (TC) model.
2.4 TC model
The TC model used in this thesis is the Shelf Sea Physics and Primary Production
(S2P3) model available in Simpson and Sharples (2012). This TC model is similar
to the one previously used and described in Sharples et al. (2006), but differs by
the inclusion of 3 possible internal mixing parameterisations that the TC model can
employ. By employing a turbulence closure scheme (Section 2.4.1) and a choice of three
internal wave mixing schemes (Section 2.4.3) the TC model should be able to represent
turbulent mixing processes throughout the water column more accurately than the
prescriptive models (SH74 and SB84), as the turbulence closure scheme enables to link
the stability of the water column to the amount of mixing that is taking place. While an
attempt had been made within SH74 to take account of the effect stability of the water
column has on the mixing efficiencies (Equation 2.17), the description seemed rather
arbitrary (Section 2.2.4). In contrast, the TC model is based on theory and knowledge
gained in laboratory experiments. The implications of the improved representation of
turbulence within the TC model compared to using prescriptive mixing models will
be illustrated in Section 2.4.5. Figure 2.8 demonstrates the operation of the 1D TC
model. Similar to the SB84, the TC model consists of n vertical levels (grid cells)
spread evenly over the total depth h [metre], of thickness ∆z = h/n [metre], with z
the vertical co-ordinate positive upwards (Figure 2.8).
Rather than prescribing the effects of mixing as done by SH74 (Simpson and Hunter,
1974) and SB84 (Simpson and Bowers, 1984), this numerical model simulates vertical
profiles of currents, turbulence and temperature. The core component of this model
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Figure 2.8: TC model grid and operation of physical processes. Velocity and scalar
values are representative of the centre of the grid cells, however turbulent processes
act on the lower boundary of the grid cell. Taken from Sharples (1999).
uses an implicit scheme to integrate the Navier Stokes equations (equations of motion).
The linearised momentum equations for the horizontal x and y velocity components,
u and v [m s−1], in the absence of horizontal density gradients, are given by:
∂u
∂t
= −g
m∑
i=1
Aix cos(ωit− φix) + fv + ∂
∂z
(
Nz
∂u
∂z
)
(2.24)
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∂v
∂t
= −g
m∑
i=1
Aiy cos(ωit− φiy)− fu+ ∂
∂z
(
Nz
∂v
∂z
)
(2.25)
Here, the first term of of the right hand side of Equations (2.24) and (2.25) represents
the total barotropic tidal forcing of m tidal constituents. For the ith tidal constituent,
Aix, iy are the surface slope amplitudes, φix, iy are the tidal slope phases in the x and
y directions and ωi [s
−1] is the angular frequency of tidal constituent i. Tidal slope
amplitudes are calculated as:
Aix =
Ci
g
(ωi + Pilf); Aiy =
Ci
g
(ωiPil + f) (2.26)
Here, Ci [m s
−1] is the length of the semi-major axis of the tidal ellipse, f is the Coriolis
parameter and Pl is the polarity, which is sometimes also referred to as polarisation
(Simpson and Tinker, 2009) or ellipticity (Pugh, 1996; Souza and Simpson, 1996). Both
Ci and Pil were derived from results of harmonic analysis on the u and v component
of the observed flow following Souza and Simpson (1996).
The Coriolis term is the second term on the right hand side of Equations (2.24) and
(2.25). This term describes the force exerted on a moving parcel of water on Earth
due to Earth’s rotation.
The final term on the right hand side of Equations (2.24) and (2.25) is the frictional
term. This term represents the vertical transfer of momentum by relating the stress
to a vertical gradient of horizontal velocity through the vertical eddy viscosity, Nz [m
2
s−1].
At the sea surface (z = h), surface stresses are equal to the wind stresses, which are
driven by the x and y component of the wind velocity, wx and wy [m s
−1]. The
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horizontal components of these surface stresses are calculated as:
τsx = −ρNz ∂u
∂z
= −cDρa
√(
w2x + w
2
y
)
wx
τsy = −ρNz ∂v
∂z
= −cDρa
√(
w2x + w
2
y
)
wy
(2.27)
Here, ρa = 1.3 kg m
−3 is the air density, and the surface drag coefficient cD is related
to the wind speed, w, following Smith and Banke (1975):
cD = (0.63 + 0.066w)ρ
−1
s (2.28)
Here, ρs is the density of the top grid cell.
At the bottom boundary (z = 0), a quadratic stress law (see also Equation 2.9) is
applied in both horizontal directions, x and y:
τbx = −kbρb
√(
u21 + v
2
1
)
u1; τby = −kbρb
√(
u21 + v
2
1
)
v1 (2.29)
Here, ρb is the density of the lowest grid cell, and u1 and v1 are the velocity components
1 metre above the sea floor.
In the absence of horizontal gradients and rotation, the vertical distribution of heat
and salt due to turbulent mixing is controlled by
∂(T, S)
∂t
=
∂
∂z
(
Kz
∂(T, S)
∂z
)
(2.30)
where Kz [m
2 s−1] is the vertical eddy diffusivity, and is taken to be equal for salt and
heat.
In order to solve and integrate the momentum equations (2.24) and (2.25), and the
diffusion equation (2.30) forward in time values for the vertical mixing coefficients, Nz
and Kz, need to be found. These variables represent the vertical transport of scalar and
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momentum due to turbulent processes, and thus depend on the amount of turbulence
within the flow. To derive them, the TC model employs a k − ε turbulence closure
scheme developed by Canuto et al. (2001), which will be introduced in Section 2.4.1.
2.4.1 k − ε turbulence closure scheme
Like other turbulence closure schemes, the k − ε scheme uses several expressions to
relate fluctuations of a scalar to properties of the mean flow (e.g. Mellor and Yamada,
1982; Burchard et al., 1998; Canuto et al., 2001). Firstly, it assumes that turbulent
kinetic energy (TKE) is in local equilibrium, i.e. TKE is produced and dissipated in
the same location (Equation 2.31):
∂TKE
∂t
= NzS
2 −KzN2 − ε
= P − B − TKE dissipation
(2.31)
Here, S2 [s−2] is the vertical shear of horizontal velocities squared:
S2 =
dU
dz
2
=
(
du
dz
2
+
dv
dz
2)
(2.32)
and P represents the shear production of turbulence. P is always positive, as kinetic
energy from shear flows is transformed into TKE. The term, B represents buoyancy
production of TKE, where N2 [s−2] (Equation 2.33) is the Brunt Va¨ilsa¨la¨, or buoyancy
frequency squared. N depicts the frequency of oscillation of a vertically displaced water
parcel when displaced within a stably stratified fluid.
N2 = −g
ρ
∂ρ
∂z
(2.33)
For unstable density stratification, B is negative (promotion of convective mixing),
whereas during stable conditions, TKE is used to work on buoyancy, hence B becomes
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positive. The final term, ε [m2 s−3], on the right hand side of Equation 2.31 represents
the TKE dissipation.
During stratified conditions (B>0), turbulence becomes a balance of shear production
(P ) working against buoyancy production (B) and dissipation (ε). For turbulence
to develop in stably stratified fluids, shear production must therefore outweigh the
buoyancy production. This ratio of supply and demand of TKE production is known
as the flux Richardson number :
Rif =
Kz
Nz
−gρ ∂ρ∂z(
du
dz
2
+ dvdz
2
) = Kz
Nz
N2
S2
(2.34)
The ratio of Kz and Nz is called the Prandtl number :
Pr =
Kz
Nz
(2.35)
If it is further assumed that the transfer of turbulence (Nz) is equal to energy that
mixes vertical gradients of scalars (Kz), Pr = 1, and thus Equation 2.34 simplifies to:
Rig =
N2
S2
=
−gρ ∂ρ∂z(
du
dz
2
+ dvdz
2
) (2.36)
This is known as the gradient Richardson number, Rig. Rig or its inverse, 1/Rig,
have been used widely as an indicator for the likelihood of shear driven instability to
occur (e.g. van Haren et al., 1999; MacKinnon and Gregg, 2005b; Moum et al., 2008).
Miles (1961) and Howard (1961) used stability analysis of shear flows to show that the
critical threshold for instabilities to occur and the generation of excess TKE to erode
stratification is Ricr ≤ 0.25.
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The k− ε turbulence closure scheme by Canuto et al. (2001) is based on two governing
equations for the local rate of change of TKE and ε:
∂TKE
∂t
− ∂
∂z
(
Nz
∂TKE
∂z
)
= NzS
2 −KzN2 − ε (2.37)
∂ε
∂t
− ∂
∂z
(
Nz/1.08
∂ε
∂z
)
=
ε
TKE
[
c1NzS
2 − c3KzN2 − c2ε
]
(2.38)
Here, c1−3 are constants (Canuto et al., 2001), and ε is related to TKE via a turbulent
length scale, L [metre], by
ε = 0.55623
TKE3/2
L
(2.39)
Once TKE, ε and L are known, Nz and Kz can be derived from:
Nz = SM
√
TKE L; Kz = SH
√
TKE L (2.40)
SM and SH are momentum and heat stability functions (Galperin et al., 1988), which
relate Nz and Kz to the gradient Richardson number Rig (Equation 2.36, Figure 2.9).
Figure 2.9: Predicted variations of stability functions, SH and SM , to changes in
Rig (here denoted as Ri). Taken from Canuto et al. (2001).
For unstable stratification (Rig < 0) SH and SM are greatest, and they reduce as
water column stability increases, until a critical point, Ricr = 0.85, where turbulence
is arrested.
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2.4.2 Heat flux calculations
Instead of parameterising the heat flux terms Qsw and Qu, as was done in SB84 (Equa-
tions 2.21 and 2.20), here the individual heat flux terms that make up Qnet (Equa-
tion 2.6) are calculated from bulk parameterisations (Gill, 1982). In order to derive
the shortwave radiation term Qsw, the solar radiation at the top of the atmosphere,
Qs = 1368 W m
−2, is modified by cloud cover, Earth’s albedo, and solar declination,
which depends on the time of year, latitude and time of day. Daily variation of the
of solar irradiance is then calculated as a half-sinusoid variation between sunset and
sunrise times, which were based on latitude and time of year. Similarly to the SB84
model, 55% of Qsw are input to the top layer and the remaining 45% were distributed
exponentially with depth.
The remaining heat flux terms that make up Qu (Equation 2.19) were calculated as
outlined in Gill (1982) and Sharples et al. (2006):
The longwave heat flux, Qlw, is the radiative heat flux due to cooling of earth’s surface
is usually calculated as a product of black body radiation and the fraction of cloud
cover nc:
Qlw = emσ(Ts + 273.15)
4 (0.39− 0.05 e1/2a )(1− 0.6 n2c) (2.41)
The emissivity, em = 0.985, is a correction factor for the departure of the ocean’s
surface from blackbody behaviour, σ is Stefan’s constant (5.67 × 10−8 W m−2 K−4),
and ea [mbar] is the vapour pressure of water calculated as:
ea = 0.01rhew (2.42)
where rh [%] is relative humidity and ew [mbar] is the saturated vapour pressure
calculated as a function of air temperature Ta:
log10 ew =
0.7859 + 0.03477 Ta
1 + 0.00412 Ta
(2.43)
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The sensible heat flux, Qsen, is representative for the exchange of heat due to conduction
or convection, and was calculated as:
Qsen = chρacpaw(Ts − Ta) (2.44)
Here, ch is the Stanton number (1.45 × 10−3), and cpa is the specific heat capacity of
air (1004 J kg−1 K−1).
The latent heat flux, Qlat, is associated with phase changes of water and therefore
represents the heat flux due to evaporation or condensation. This was calculated as:
Qlat = cetlρaw(qw − qa) (2.45)
Here, ce is the unitless Dalton number (1.5 × 10−3), tl is the latent heat of vaporisation
of water (2.5 × 106 - 2.3 × 103 Ts J kg−1), and qw and qa are the specific humidities
of air at sea and air temperature, respectively:
qw =
0.62 ew
pa − 0.38ew qa =
0.62 ea
pa − 0.38ea (2.46)
where pa [mbar] is air pressure.
2.4.3 Internal wave mixing parameterisation
While the TC model itself can be considered a boundary driven model like SH74 and
SB84, it is the inclusion of internal mixing parameterisations that enable the TC model
to include the influence of internal mixing at the thermocline. The way these schemes
parameterise the influence of shear driven mixing at the thermocline due to internal
mixing processes such as internal waves will be outlined below:
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2.4.3.1 Simple background viscosity and diffusivity − BG
The first parameterisation is the most basic approach, as it simply limits the minimum
values of Nz and Kz, as a representation of background mixing taking place as a result
on non-resolved processes, i.e.
Nminz = K
min
z = background (2.47)
Within this thesis, these background values were set to Nminz = K
min
z = 1 × 10−5 m2
s−1 to represent typical background values of weak internal wave mixing away from
large topographic features (Townsend, 1991; Benitez-Nelson et al., 2000; Sharples et al.,
2001, 2009). Results of the TC model that employed this background based internal
mixing parameterisation will be identified by using the subscript BG.
2.4.3.2 Kantha & Clayson − KC
The second scheme parameterises shear-induced mixing as a decreasing function of Rig
as is it increases towards a critical value, RiKC = 0.7 (Kantha and Clayson, 1994).
Within the thermocline region, which is identified by the value of TKE falling below a
threshold of TKEmin = 1 × 10−6 m2 s−2, the following three scenarios are possible:
If Rig > RiKC , diffusivity and viscosity are internal wave (
iw) driven, here:
Nz = N
iw
z ; Kz = K
iw
z ; (2.48)
where N iwz = 1 × 10−4 m2 s−1 and K iwz = 5 × 10−5 m2 s−1. This is similar to the BG
parameterisation described in Section 2.4.3.1.
If Rig < 0 (convectively unstable) diffusivity and viscosity are elevated to rapidly mix
the fluid.
Nz = 5× 10−3 m2 s−1 Kz = 5× 10−3 m2 s−1. (2.49)
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In an unstable fluid the effect of internal waves on mixing is small, and the dominant
effect is vigorous mixing from increased shear driven mixing (sh), i.e. convection.
If 0 < Rig < RiKC , diffusivity and viscosity are derived according to:
Nz = N
iw
z + cKC N
sh
z ; Kz = K
iw
z + cKC K
sh
z ; (2.50)
where cKC is a scaling factor:
cKC =
[
1−
(
Rig
RiKC
)2]3
(2.51)
Results of the TC model that employed this Kantha and Clayson (1994) based internal
mixing parameterisation will be identified by using the subscript KC.
2.4.3.3 Canuto − CA
For the third parameterisation Canuto et al. (2001) argues that critical Richardson
number for internal wave mixing is of the form
Riiw =
N2
S2iw
(2.52)
where S2iw is the shear due to internal waves. In an attempt to avoid overmixing due
to internal waves, Canuto et al. (2001) suggests a constant Ricr-factor, cCA = 0.88, by
which the turbulence closure schemes Ricr is scaled by to get Riiw:
Riiw = cCA Ricr = 0.88 Ricr (2.53)
Using the predicted N2, S2iw can then be found by rearranging Equation 2.52:
S2iw =
N2
Riiw
(2.54)
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Results of the TC model that employed the Canuto et al. (2001) based internal mixing
parameterisation will be identified by using the subscript CA.
2.4.4 TC model operation
To illustrate the model operation and demonstrate the typical model output, the TC
model was run for one year for a hypothetical site in the Celtic Sea using the background
(BG) scheme described in Section 2.4.3.1. The model’s default values were set to a
water depth of h = 80 metres, n = 40 vertical levels, thus ∆z = 2 metres, Nminz =
Kminz = 1 × 10 −5 m2 s−1, latitude = 50◦N. Except for AM2u = 0.4 m s−1, all other
values of Aiu, iv and φiu, iv were kept constant at 0. The time step, ∆t was calculated
by the model based on the vertical resolution, ∆z, and the maximum value for Nz and
Kz using:
∆t <
∆z2
2Nmaxz
(2.55)
For default settings of h, n and Nmaxz = K
max
z = 1 × 10 −1 m2 s−1, ∆t = 37.5 seconds.
In order to evaluate Equations 2.41 - 2.46, the TC model required daily meteorological
data of wind speed, w, [m s−1], wind direction [◦N], cloud cover, nc, [%], air temper-
ature, Ta [
◦C], air pressure, pa [mbar] and relative humidity, rh [%]. If these were not
available, the TC model defaulted to using sinusoidal fits (Equations not shown) to
UK Met Office data representative of the grid cell 50◦N and 7 ◦W instead. The default
meteorological data are shown in Figure 2.10.
Except for the wind direction (purple in Figure 2.10a) and air pressure (green in
Figure 2.10c) all other meteorological variables display a typical seasonal cycle. The
wind direction was rotated by 72◦ every day, due to observations of wind direction
not displaying a seasonal cycle in the Celtic Sea (Simpson and Sharples, 2012). Air
pressure was kept constant for practical reasons, as Sharples (2008) noted that the
annual variability of pa was weak in the Celtic Sea.
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Figure 2.10: Smoothed daily meteorological input a) wind speed, w [m s−1] and
direction [◦N] b) cloud cover, nc [%] c) air temperature, Ta [◦C] and air pressure, pa
[mbar] d) relative humidity, rh [%].
The typical hourly TC data output includes vertical profiles of temperature [◦C], σt [kg
m−3], E-W (u) and N-S (v) velocity component [m s−1], log10Kz [m2 s−1] and log10 ε
[m2 s−3]. Here, the values of temperature, σt, u and v are instantaneous representative
of the centre of the grid cell, whereas the values of the turbulent parameters are averages
of the previous hour located at the boundaries of the grid cell (Figure 2.8).
Figure 2.11 shows some of the hourly output data produced by TCBG when run with
the above described default input settings and forcing terms. This hypothetical water
column was stratified between March and early November (Figure 2.11a-b). By only
setting one tidal constituent of the u velocity component, this site experienced recti-
linear currents, which displayed a strong M2 tidal cycle (Figure 2.11c). This strong
M2 tide results in ε values exhibiting a strong M4 in the bottom boundary layer (Fig-
ure 2.11d), as the tide flows back and forth twice a day. This is in good agreement
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with observations of many other shelf sites with similarly strong tidal currents, e.g.
Simpson et al., 2002; Palmer et al., 2008
Figure 2.11: TCBG run with default settings a) σt [kg m
−3] b) Φ [J m−3] c) depth
averaged u (blue) and v (red) velocity components [m s−1] d) log10 ε [m
2 s−3].
2.4.5 Prescribing vs. parameterising turbulent processes
To illustrate the effect the improved representation of dynamical and turbulent pro-
cesses within the TC model has on reproducing the vertical water column structure,
this section will review studies investigating an alternative constraint on stratification.
While the prescriptive models, SH74 and SB84, provided strong evidence (Section 2.2.4,
Section 2.3.2) that stratification is to first order controlled by the heating-stirring com-
petition (Equation 2.16). Garrett et al. (1978) first proposed that the influence of
Earth’s rotation provides an alternative control on stratification. They argued that
assuming a constant eddy diffusivity, Nz, which is a prerequisite for prescribing mixing
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within SB74 and SB84, is only valid for areas where
h ≤ hbl (2.56)
where h is the full water depth and hbl the sum of the boundary layer thickness.
Consequently in areas where the water depth exceeds hbl, i.e. in stratified areas,
rotation may need to be taken into account.
Earth’s rotation limits the vertical extent of mixing to an Ekman layer near the bound-
aries. Here, the influence of friction is restricted to a thickness layer, d [metre], which
can be approximated by
d ≈
(
2Nz
f
)1/2
(2.57)
At 49◦N and a typical eddy viscosity, Nz, of O(10−2) m2 s −1 , d ∼ 14 metres. If the
stress, τ , is known, d can also be approximated using:
d ≈ cu∗
f
. (2.58)
where u∗ = (τ/ρ)1/2 is the friction velocity [m s−1], and c a constant. Usually c ∼ 0.4,
although Stigebrandt (1988) has suggested a lower value of c ∼ 0.2 with a corresponding
decrease of the depth that is affected by friction.
For tidal flow confined to the horizontal dimensions, the particle trajectories can be
described as ellipses. This elliptical motion can be decomposed into cyclonic (anti-
clockwise in northern hemisphere) and anticyclonic (clockwise in northern hemisphere)
circular components (Prandle, 1982). Soulsby (1983) then derived the corresponding
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boundary thicknesses as:
d+ ≈ cu∗
ω + f
for cyclonic (anticlockwise) and
d− ≈ cu∗
ω − f for anticyclonic (clockwise) motion
(2.59)
Here, ω is the frequency of oscillation such as the semidiurnal tidal constituent, M2.
Due to the differing effect of tidal rotation compared to Earth’s rotation, the boundary
layers of these two circular components differ in height. In mid-latitudes f is close
to ωM2 , and here d+  d−, which means that the anticyclonic component penetrates
much further into the interior of the water column. This would imply that stratification
is not merely dependent on the strength of the tidal velocities but also on the polarity,
Pl of the currents. Polarity is defined as
Pl = ±minor axis
major axis
(2.60)
with a positive/negative value indicating cyclonic/anticyclonic rotation.
Following this, Stigebrandt (1988) suggested that a frontal position is not controlled
by an energy balance. Instead he suggested that fronts are located where the frictional
boundary layer, d, is equal to the depth of the water column, h.
In response to this alternative explanation, attempts have been made at verifying either
method by using observations of frontal positions (Loder and Greenberg, 1986; Bowers
and Simpson, 1987). Yet studies found that both criteria result in predictions that are
rather similar and hard to distinguish, when compared to the available observational
data.
In order to test the problem numerically, Simpson and Sharples (1994) investigated the
effect of rotation by simulating the seasonal cycle of stratification and frontal positions
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using a 1D turbulence closure (TC2) model, and compared it to the above described
prescriptive model, SB84 (Section 2.3), by Simpson and Bowers (1984). The TC2
model used by Simpson and Sharples (1994) is similar to the TC model described in
Section 2.4, but used a Mellor-Yamada (level 2) turbulence closure scheme (Mellor and
Yamada, 1974; Simpson and Sharples, 1994).
While both models predicted a similar seasonal cycle of surface and bottom temper-
atures, the timing of onset in spring and breakdown of stratification in autumn were
delayed in the TC2 model (Figure 2.12a). These phase lags were associated with the
inverse relationship of Nz to Φ implemented by the turbulence closure scheme (Simpson
and Sharples, 1994). The variable mixing efficiency in the TC2 model was also evident
in the seasonal cycle of the net heat flux (Figure 2.12b). High surface temperatures in
late summer inhibited heat gain in the TC2 model, but not in the SB84 model.
Figure 2.12: Comparison of TC2 (dotted line) and SB84 (solid line) model results
over two seasonal cycles. a) Surface-bottom temperature difference [◦C] b) net heat
flux [W m−2]. Taken from Simpson and Sharples (1994).
Figure 2.13 shows the effect polarity (Equation 2.60) has on frontal positions in mid-
summer for a water depth of h = 100 metres. Here, the frontal positions were denoted
by log (χ) (Equation 2.13). For an anticyclonic site (Pl < 0) both models were in
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agreement (Figure 2.13a, d) with observed values of frontal positions (Simpson and
James, 1986). Since anticyclonic boundary layers penetrate further into the water col-
umn, an omission of rotational effects in SB84 was therefore unlikely to deteriorate
the prediction. For rectilinear tidal ellipses (Pl = 0, equal cyclonic and anticyclonic
components), the TC2 model predicted frontal positions at lower values of log(χ) (Fig-
ure 2.13c) compared to the SB84 model (Figure 2.13d), due to a reduced boundary layer
thickness, d. This effect was further accentuated for the cyclonic site (Pl > 0). Here,
the TC2 model was predicting a significant frontal displacement of ∆ log (χ) ∼ 1.5 due
to the shallower bottom boundary layer (Figure 2.13b), which was not captured by the
descriptive model SB84 (Figure 2.13d).
In summary, Simpson and Sharples (1994) concluded that the influence of rotation
was small for anticyclonic sites but increased as the polarity of the currents became
positive. They also noted that the effect of rotation on the boundary layers increased
with increasing water depth, h.
In relation to the northwest European shelf, Simpson and Sharples (1994) argued that
the shelf-wide influence of rotation on stratification is limited however, as the majority
(95 %) of this shelf has a polarity of Pl < 0.3 (Flather, 1976). Here, the changes in
stratification should be sufficiently captured by the prescriptive SB84 model. Yet in
areas where Pl ≥ 0.3, rotation considerably thins the bottom boundary layer thickness,
d, and therefore also shifts the location of fronts to shallower depths. Here, using
prescriptive mixing models could significantly overestimate the bottom boundary layer
and thus underestimate the strength of stratification.
Simpson and Tinker (2009) tested these earlier conclusions using observations collected
in the Celtic Sea, choosing a cyclonic and an anticyclonic site. As expected, they
found a significant difference in the thickness of the bottom boundary layer, d, and
vertical extent of turbulent kinetic energy dissipation, ε [W kg−1], between the two sites
(Figure 2.14). The observed difference in water column structure between both sites
48 Chapter 2 Modelling stratification and mixing in shelf seas
Figure 2.13: Contours of temperature as a function of depth and log (h/u3). TC2
model results for tidal currents with a) Pl < 0 b) Pl > 0 c) Pl = 0. d) SB84 model
results. Taken from Simpson and Sharples (1994).
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Figure 2.14: Effect of tidal ellipse rotation on d. Observations of TKE dissipation
rate, log10 ε [W m
−3]. a) Cyclonic site b) anticyclonic site. Adapted from Simpson
and Tinker (2009).
was attributed to a combination of rotation and positive feedback through the effects
of stratification itself. Positive rotation reduces the upward penetration of mixing,
which allows strengthening of stratification, which itself inhibits further mixing, due
to reduced eddy viscosity restricting vertical transfer of momentum.
2.4.6 Summary: TC model
The TC model introduced in Section 2.4 significantly differs from the prescriptive
models, SH74 and SB84 described in Section 2.2 and Section 2.3, respectively, due to
its application of a turbulence closure scheme (Section 2.4.1) and the representation
of internal mixing processes (Section 2.4.3). Out of the three numerical approaches,
the TC model thus constituted the most complex one. Section 2.4.5 highlighted the
implications an improved representation of turbulent processes within the TC model
has on studying the dominant controls on stratification. Here, particularly for sites
with cyclonic rotating tidal ellipses, it is important for turbulent processes to be scaled
by the existing stratification in order to replicate the vertical water column structure
realistically (Simpson and Tinker, 2009).
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2.5 Summary: Modelling stratification and mixing in shelf
seas
In summary, this chapter has provided the theoretical background of stratified fluids
and introduced three models of increasing complexity. The first two models were
based on basic PE considerations of the water column: To first-order stratification is
considered a vertical exchange processes driven by the competition of PE sink and
source terms at the boundaries (sea bed and sea surface). Namely, buoyancy input
from solar heating competes against wind and tidal mixing. Both SH74 and SB84 are
solely driven by forces at the boundaries (sea bed and sea surface), and hence they do
not describe the generally weaker mixing found around the pycnocline. In contrast to
to this, the TC model is able to represent interior mixing by employing internal wave
mixing parameterisations to act on the pycnocline.
In Chapters 5 and 6, the performance of these three models will be tested by comparing
their results to the observations. The failures of each model will then be used to better
understand any missing or poorly parameterised physics within them.
The following Chapter 3 will however first introduce the instruments and methodologies
used in this thesis to process the observations, which will be presented and examined
in Chapter 4.
Chapter 3
Data collection, processing and
quality control procedures
Introduction
To meet the aims of this thesis, the objectives of the observational component were:
1. Observe the transition of the vertical density and velocity structure throughout
a typical seasonal cycle in a temperate continental shelf sea.
2. Observe and quantify the critical processes shaping the observed changes in phys-
ical structure
3. Observe and quantify the biogeochemical response driven by the change in ver-
tical density structure throughout the year.
This chapter presents a detailed description of the instruments and methods used to
collect, process and quality control the observational and reanalysis data interpreted
in this thesis.
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This chapter starts with a brief overview of the research site in Section 3.1. This is
followed by an introduction of all observational platforms, outlining the instruments
and data channels used, along with their profiling setups. For each platform, a com-
prehensive account of the processing and quality control methods applied to those data
channels is given.
Since the focus of this research deals with the seasonality, the long-term temperature-
salinity (TS) logger mooring, introduced in Section 3.3, and acoustic current profiler
(ACP) time series, introduced in Section 3.4, provide the core datasets of this thesis.
Two additional surface buoys provided invaluable long-term, near-surface observations
of oceanographic, meteorological and biogeochemical variables. These were the Smart-
Buoy, maintained by Centre for Environment, Fisheries and Aquaculture Science (Ce-
fas) (Section 3.3.2 and Section 3.6) and, an Ocean Data Acquisition System (ODAS)
buoy maintained by the UK Met Office (Section 3.3.2 and Section 3.5). The observed
meteorological field was further complemented by the addition of meteorological data
from the extended-range European Reanalysis Interim product of gridded meteorolog-
ical fields (Dee et al., 2011) from the European Centre for Medium-Range Weather
Forecasts.
While the conductivity-temperature-depth (CTD) data (Section 3.2) provided primary
calibration data for the TS mooring, its vertical profiles of chlorophyll-a fluorescence
and nitrate+nitrite values, derived from its bottle samples (Section 3.7), were cru-
cial in better understanding the depth variation of the biogeochemical environment
throughout the observational campaign.
Where data channels were supplied processed or quality controlled by other contribu-
tors than the author, this is acknowledged at the end of each section.
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3.1 Rationale and overview of the central Celtic Sea site
Figure 3.1: Summer 2014 sea surface temperature (SST) [◦C] around the British
Isles. Overlaid are the central Celtic Sea (CCS) mooring array location (white triangle,
49.4◦N, 8.6◦W) and the 200 metres bathymetry contour (thick, white line). This
satellite image is a 1 week median SST composite, 25th June - 1st July 2014, courtesy
of NEODAAS (Plymouth Marine Laboratory, UK).
All observations presented in this thesis were collected as part of the UK Shelf Sea
Biogeochemistry (SSB) programme. SSB was a large strategic programme jointly
funded by the UK Natural Environment Research Council (NERC) and Department
of Environment, Food & Rural Affairs (Defra) researching the carbon and nutrient
dynamics and fluxes within and across temperate continental shelf seas.
The sampling location was at the centre of the Celtic Sea, which is part of the North-
west European Shelf (Figure 3.1). Depths in the Celtic Sea typically range from 50 to
200 metres and descend quickly beyond the 200 metre contour of the continental shelf
54 Chapter 3 Data collection, processing and quality control procedures
edge (black contour in Figure 3.1) to over 4000 metres. The central Celtic Sea mooring
site (CCS) was located on the continental shelf, ∼120 km northeast of the continental
shelf break and ∼ 200 km south-west from the British Isles. Its nominal location was
49.4◦N and 8.6◦W, in a mean water depth of 145.4 metres, this is marked by the white
triangle in Figure 3.1. The relatively warm sea surface temperatures (SSTs) surround-
ing the CCS site (orange in Figure 3.1), represent seasonally stratified regions (away
from coastal boundaries). Colder SSTs (e.g. in the Irish Sea) represent the year-round
vertically mixed regions. The site was located well away from any tidal mixing fronts,
which can be inferred by the sharp gradients from warm to cold SSTs e.g. between
the Irish and the Celtic Sea. Its central location within this seasonally-stratifying re-
gion, and its distance to tidal mixing fronts, as well as a lack of large topographic
features such as banks or the shelf edge, made CCS an ideal location to represent the
background state of a temperate, seasonally stratifying continental shelf sea. Due to
this quiescent nature, CCS is characterised of minimal fishing activity (Sharples et al.,
2013), which significantly improved the chances of a successful observational campaign,
without substantial losses due to collision or trawling.
At CCS, a long-term mooring array collected continuous measurements spanning 17
months (March 2014 − July 2015). A full-depth temperature-salinity logger mooring
collected hydrographic data. A bottom mounted, upward facing, narrowband 150 kHz
acoustic current profiler (ACP) recorded horizontal velocities. A SmartBuoy, main-
tained by Cefas, collected surface nitrate+nitrite (hereafter nitrate), photosyntheti-
cally active radiation (PAR), surface chlorophyll-a fluorescence (hereafter chl a) and
near-surface temperature data. An ODAS buoy, maintained by the UK Met Office,
supplied meteorological forcing and near-surface sea temperature observations.
The SSB field campaign was supported by nine process cruises; their names and dates
can be found in Table 3.1. In addition to the mooring array, full-depth profiles of CTD
including chl a and nitrate data collected during these nine process cruises were also
used.
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Cruise Dates
DY008 18.03. − 13.04.2014
JC105 15.06. − 24.06.2014
DY026a 03.08. − 15.08.2014
DY026b 15.08. − 25.08.2014
DY018 09.11. − 03.12.2014
DY021 01.03. − 26.03.2015
DY029 01.04. − 30.04.2015
DY030 04.05. − 25.05.2015
DY033 11.07. − 03.08.2015
Table 3.1: SSB process cruises. Here, DY stands for RRS Discovery and JC for
RRS James Cook.
The following sections will explain the setup, processing and quality control procedures
applied to the data streams used on each of those platforms.
3.2 CTD data
During each cruise a Sea-Bird Electronic (SBE) 911plus CTD and a Chelsea Technology
Group (CTG) Aquatracka fluorometer mounted on a 24-bottle rosette system collected
vertical profiles of temperature, salinity, and chl a fluorescence at CCS. The following
methods were employed to quality control the raw data: The raw 24 Hz profiles were
extracted, filtered and corrected for thermal inertia using SBE Data processing Soft-
ware (Seasave V 7.23.2). The data were subsequently screened and anomalous data
removed, averaged onto a 1 db grid and calibrated against samples of chl a concentra-
tion and salinity.
These data were supplied quality controlled by Jo Hopkins (National Oceanography
Centre).
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3.3 Long-term temperature-salinity mooring
The long-term hydrographic time series data were collected by the full-depth temper-
ature - salinity (TS) logger mooring. Five continuous deployments recorded data for
17 consecutive months, which span from March 26th 2014 to July 25th 2015. The TS
mooring was designed to capture the vertical structure of the whole water column and
had a vertical resolution of 2.5 metres in the pycnocline and 5 - 20 metres resolution
in the surface and bottom layer. The instruments temporal sampling resolution was 5
minutes.
The exact set-up of instruments changed during every deployment: see TS mooring
Table A.2 - Table A.6 for details in Appendix A. Table 3.2 summarises the general
mooring setup, and Figure 3.2 shows the technical mooring diagram for the first de-
ployment period.
Instrument type Typical deployment depths
SBE 16plus SeaCAT CTD 10, 45, 129, 145 metres
SBE 37 MicroCAT CTD 30, 49, 69, 99 metres
16 temperature loggers
(mixture of Star Oddi DST Centi
Temperature, Star Oddi Starmon
mini underwater temperature &
RBRsolo T | Temperature Logger)
15, 20, 25, 35, 37,40, 42, 47, 54, 59,
64, 74, 79, 89, 109, 120 metres
Table 3.2: General instrument setup of long-term TS mooring
While the lowest SBE16plus instrument (at 145 metres) was not physically attached
to the TS mooring (Figure 3.2) its data were included as part of the full-depth hydro-
graphic time series. The instrument was attached to an alongside bed frame housing
the acoustic current profiler (Section 3.4), which was deployed at the same nominal
location as the TS mooring. The separation distance of both platforms was always <
1 km.
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Figure 3.2: Diagram of first CCS TS logger mooring deployed on March 26th 2014.
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3.3.1 TS mooring quality control
3.3.1.1 Linear offset and de-spiking
In order to quality control the TS mooring instruments, all temperature and salinity
observations were calibrated using post-deployment and pre-recovery CTD profiles to
find linear offsets, which could then be applied to the entire instrument deployment
time series.
Once casts were identified, mooring instrument time stamps were matched to coin-
cide with the CTD downcast profile times. Similarly, pressure records of the mooring
were used to match the CTD data to the instruments on the mooring. Only the SBE
instruments, however, recorded pressure themselves. The pressure of the remaining
instruments was estimated based on a) the pressure record from the nearest or most
appropriate SBE instrument and b) the separation distances to those reference in-
struments converted into pressure using the Gibbs-SeaWater (GSW) Oceanographic
Toolbox gsw p from z.m routine (McDougall and Barker, 2011). These distances were
taken from mooring diagrams (e.g. Figure 3.2) or engineers’ log sheets. If pressure
data of the SBE instruments were missing or suspect, they have been blanked with
non values (NaNs) and subsequently reconstructed using harmonic analysis of the M2,
S2, N2, O1 and K1 tidal constituents, which were obtained from the remaining pressure
record.
The final correction was taken as the average offset for each instrument relative to the
post-deployment and pre-recovery CTD profiles. Figure 3.3 demonstrates this process
using data from the first mooring deployment: Here, the mean offset is the difference
between the raw temperature data, shown as red crosses, and the CTD profiles, shown
as a continuous blue line. The black stars already have the offset applied, and therefore
match both the post-deployment and pre-recovery cast well.
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Figure 3.3: Temperature calibration using CTD casts. a) post-deployment b-c) pre-
recovery (note different axes). CTD casts in blue, raw temperature observations (red
crosses), temperature observations with corrections applied (black stars).
To avoid over-correcting the TS observations, the calculated offsets were only applied if
the average offset > temperature/conductivity accuracy, (aT [
◦C], aC [S m−1] ) of each
instrument. Otherwise the deviation to the CTD data were considered to be caused by
instrument inaccuracies, rather than a consistent offset throughout the instrument’s
deployment time. The accuracies of the different temperature/conductivity sensors
differed between aT = ± 0.1 - 0.002◦C and aC = ± 0.0003-0.0005 S m−1 depending
on instrument type and make (Star Oddi, 2015a,b; RBR, 2015; Sea-Bird Electronics,
2015a,b).
If necessary, the temperature and salinity data have also been de-spiked using appro-
priate windows, depending on the length of the deployments (Figure 3.4).
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Figure 3.4: De-Spiking. Raw (black) compared to de-spiked (red) temperature data.
3.3.1.2 Full-depth salinity and density fields
Similarly to pressure observations, conductivity/salinity observations were only taken
by 8 SBE instruments situated throughout the water column (Table 3.2, Figure 3.2).
In order to construct full-depth profiles of salinity, a salinity surface of the form salin-
ity = function(time, salinity, temperature) was fitted to all simultaneous observations
of salinity, temperature and time. This was constructed using a nearest neighbour,
three-dimensional interpolation function, similar to the methods employed by Hop-
kins et al., 2014. Delaunay triangulation was then used to evaluate salinity for all
available temperature measurements. Here, a new salinity surface was calculated for
each TS mooring deployement. Potential density [kg m−3] was derived using the GSW
Oceanographic Toolbox (McDougall and Barker, 2011).
During periods of little or no stratification (March 2014, November 2014 - April 2015)
the temperature resolution, rT [
◦C], of the Star Oddi DST Centi Temperature logger
(rT = 0.032
◦C, Star Oddi, 2015a) appeared insufficient to resolve small scale temper-
ature changes with depth. While the blue and yellow lines in Figure 3.5 denote SBE
instruments that have temperature resolutions of rT = 0.0001
◦C (Sea-Bird Electronics,
2015a,b), the step changes notable in the red line mark the rT = 0.032
◦C temperature
resolution of the Star Oddi DST centi logger.
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Figure 3.5: Temperature resolution in vertically mixed conditions. Colours denotes
temperature observations of 3 instruments located at 45-49 metres below the sea
surface.
Without accounting for these comparatively low resolutions, an interpolation onto a
regular depth grid resulted in temperature, and ultimately density inversions that
persisted for O(hours) and were deemed unrealistic. It was therefore checked whether
the absolute temperature difference between two adjacent SBE instruments was less
than the temperature resolution of all instruments physically situated between these
two reference points. If this was the case, the relevant data were excluded from the
salinity surface triangulation, and the final interpolation onto the regularly spaced
temporal and spatial grid.
3.3.1.3 Further processing and quality control
The depths of the TS mooring instruments were derived using the GSW Oceanographic
Toolbox gsw z from p.m routine (McDougall and Barker, 2011).
While time drift data were available for some instruments (taken from engineers’ log
sheets), these were not applied as they were O(sec) and therefore considered negli-
gible compared to the sampling resolution of 5 minutes and deployment periods of
O(months).
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For the majority of the analysis the TS data were interpolated onto a regular 5 min x
2.5 metres resolution grid.
These quality controlled data have been published and are available through the British
Oceanographic Data Centre (Wihsgott et al., 2016).
3.3.2 Near-surface temperature observations
To complement near-surface observations of the TS mooring, temperature data col-
lected by instruments tethered to the Cefas SmartBuoy and the Met Office ODAS
buoy were also incorporated into the main TS mooring time series.
The SmartBuoy collected near-surface temperature observations at 2.5 and 5.0 metres
below the sea surface tethered from a surface buoy. These data were available between
19th June 2014 and 26th August 2015 and had a temporal sampling resolution of 5
minutes. Instruments used on this platform were Star Oddi DST Centi Temperature
recorders at 5.0 metres and Star Oddi Starmon mini underwater temperature recorders
at 2.5 metres below the sea surface. From October 2014 onwards all except one Star
Oddi DST Centi Temperature recorder were replaced with RBRsolo T | Temperature
Loggers. The instruments were supplied by the National Oceanography Centre and
processed data were supplied by Dave Sivyer (Cefas).
Between 21st August 2014 and 26th August 2015, 5 SBE 56 Temperature Loggers were
suspended from the SmartBuoy at 0.3, 0.6, 1.6, 3.5 and 7.0 metres below the sea
surface (in addition to the instruments at 2.5 and 5 metres). These instruments had a
temporal sampling resolution of 15 seconds, and the data were supplied processed by
Tom Bell (Plymouth Marine Laboratory, PML).
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The Met Office ODAS buoy also collected near-surface temperature observations at 1
metre below the sea surface with a temporal resolution of 1 hour. Due to their compar-
atively low temporal resolution, but also coarse temperature resolution of rT = 0.1
◦C
(J. Turton, personal communication, 02.09.2014) these observations were only incor-
porated into the TS mooring data between March and June 2014, when no other
near-surface data were available. These data were supplied quality controlled by Jon
Turton (Met Office) as part of the Met Office ODAS buoy data further described in
Section 3.5.
3.3.2.1 Quality control of near-surface temperature observations
Initially, the pressure data for all additional (SmartBuoy and ODAS buoy) near-surface
thermistors (Section 3.3.2) were estimated using methods outlined in Section 3.3.1.1.
Here, existing pressure records and log sheet data were used to generate corresponding
pressure time series for each instrument.
In order to quality control the near-surface temperature sensors, it was initially at-
tempted to calibrate these data using the same post-deployment and pre-recovery
CTD used for the TS mooring (see Section 3.3.1.1). Yet, for most of the CTD casts,
the top 5 metres (or more depending on sea state) of near-surface data were removed
owing to the CTD surface soaking prior to the downcast profile (J. Hopkins, personal
communication, 22.03.2015). As a result the CTD could have missed considerable
fine-scale structure evident in the near-surface (Figure 3.6), and any calibration to the
nearest available data point could have meant the loss of high-resolution data or the
introduction of errors.
Instead, the near-surface data were cross-calibrated with the near-surface TS moor-
ing observations. If, by combining the near-surface thermistor with the TS mooring
data, temperature/density inversions persisted for O(hours), these data were deemed
unrealistic and excluded from the final data product.
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Figure 3.6: Selection of near-surface temperature loggers during August 2014. Log-
gers were located at 0.3 (blue), 0.6 (red), 1.6 (yellow), 3.5 (purple) and 7 (green)
metres below the sea surface.
Since none of the near-surface thermistors took conductivity/salinity observations,
salinity data were derived using the same methods used for the TS mooring data (Sec-
tion 3.3.1.2). However, the lack of any near-surface salinity data required using the
already fitted salinity functions, which were obtained using coincident measurements
of time, salinity and temperature for each TS mooring deployment. These functions
were then evaluated using the near-surface temperature data to derive a near-surface
salinity field.
The quality controlled near-surface data were then interpolated onto the same 5 min-
utes x 2.5 metres resolution grid as the TS mooring. The combined and quality
controlled full depth observations of vertical water column structure can be seen in
Figure 3.7. For reference, the cruise times, during which CTD casts exist, have been
overlaid to Figure 3.7.
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Figure 3.7: Full depth potential density [kg m−3] over the entire 17 month observa-
tional period. Black bars above denote the cruise dates (Table 3.1).
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3.4 Acoustic current profiler
A bottom mounted, upward facing, narrowband 150 kHz FlowQuest acoustic current
profiler (ACP) recorded horizontal velocities between March 26th 2014 and July 31st
2015 throughout the whole water column using the setup found in Table 3.3.
Make FlowQuest
Frequency 150 kHz (narrowband)
Beam angle 22◦
Beam configuration 4 beam convex
Blanking distance 2.8 metres
Velocity accuracy ± 5 mm s−1
Compass accuracy ± 2.0◦
Bin size (vertical resolution) 2 metres
Temporal resolution 2 min 30 sec
Pings per ensemble 75
Table 3.3: ACP specification (LinkQuest Inc., 2013), and setup during deployments
3.4.1 ACP processing and quality control
The along beam velocities were averaged over each bin and then converted into hori-
zontal (E-W, N-S) [m s−1] using the FlowQuest software. In order to remove all data
recorded above the sea surface, the sea surface elevation (or depth) was calculated us-
ing the pressure of an alongside SBE 16plus in addition to its height above the sea bed
(taken from engineers’ notes). All bins above the sea surface were blanked with non
values (NaNs). After the sea surface was calculated, significant side lobe contamination
was found in the first seven near-surface bins.
Side lobes are on an angle to the main acoustic lobes of each transducer (Figure 3.8)
and are typically suppressed relative to the main lobe. Echoes from a relatively hard
surface however, such as the sea surface, can overwhelm this suppression, which results
in contaminated data near this ’hard’ surface (RD Instruments, 2011).
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Figure 3.8: Relationship between transducer beam angle and the thickness of con-
taminated surface layer. RD Instruments (2011)
By examining the horizontal velocities within individual bins (Figure 3.9a) evidence
of side lobe contamination within the first 6 near-surface bins (blue to light blue)
manifested itself as deviations of up to 1.5 m s−1 from the lower bins (thick purple,
turquoise and orange), which are in agreement. The 7th near-surface bin (pink line
in Figure 3.9a) only showed occasional small deviations of 0.2 m s−1 compared to
the lower bins during the ebb tide. To verify whether the 7th bin was unaffected by
side lobe contamination, vertical shear of the horizontal velocities squared, S2 [s−2]
(Equation 2.32) was calculated (Figure 3.9b). Since S2 is representative of the TKE
shear production term, P (Equation 2.31), elevated levels of S2 are indicative of shear
driven turbulence.
While it is expected to observe elevated levels of S2 due to turbulent processes such as
wind, or wave driven mixing near the sea surface (e.g. MacKinnon and Gregg, 2003a),
it is rarely confined to particular bins for the entire mooring deployment period. The
fact that elevated levels of S2 (S2 > 1 × 10−2 s−2 compared to S2 values below 7th
bin of ≤ 3 × 10−3 s−2) persisted throughout the top seven bins below the sea surface
(Figure 3.9b) suggested that all seven near-surface bins had been affected by side
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Figure 3.9: a) N-S horizontal velocities [m s−1] of the ten topmost near-surface
bins b) vertical shear of horizontal velocities squared, S2 [s−2]. c) Raw N-S horizontal
velocity observations [m s−1]. Overlaid to b and c are the sea surface elevation (black),
the top of bins unaffected by side lobe contamination (cyan), and the cut-off point
due to a battery failure in May 2014 (vertical purple line). Note b-c only show the
top 80 metres of the water column.
lobe contamination. These were subsequently blanked with non values (NaNs). This
resulted in a near full-depth coverage between 6.5 and 130 metres above the seabed.
The presence of noise within the horizontal velocities and strong S2 signal that com-
menced around 10 am on May 6th 2014 seen in Figure 3.9b-c is indicative of re-
duced data quality, and has been linked to a battery failure of the first deployed
ACP (SN11043). As a result, data recorded after May 6th 2014 at 09:35 were not
recoverable and had to be blanked with non values (NaNs). The vertical purple lines
in Figure 3.9b-c represent the chosen cut-off point based on increased levels of back-
ground S2, which is used here to mark the beginning of reduced data quality due to
battery failure.
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After removal of near-surface data, horizontal velocity observations were corrected for
compass and declination errors. Compass errors are caused by local magnetic fields
of the surrounding batteries and metal frames affecting the inbuilt compass of the
ACP. These errors manifest themselves as deviations to the true direction of the tidal
currents (Figure 3.10). The direction of the semi-major or semi minor axis for a tidal
constituent is usually measured positive cyclonically (anticlockwise) from east. This
means the direction indicates the orientation of the maximum current induced.
Figure 3.10: Basic parameters of a current ellipse. Example shows an anticycloni-
cally rotating current ellipse with an ellipse orientation of 45◦ cyclonic from east.
Adapted from Pugh (1996).
The true orientation of the M2 tidal ellipse at CCS was found using independent hor-
izontal velocity observations recorded by the ships’ acoustic Doppler current profilers
(ADCPs) at CCS during DY018 and DY033. Here, one 75 kHz and one 150 kHz RDI
ADCP independently recorded horizontal velocities during each cruise. Since the ship’s
GPS corrected compass was used to orientate the velocities, these measurements are
free of local magnetic field disturbances and therefore free of compass errors.
Applying a least squares fit method of harmonic analysis to the depth averaged hor-
izontal velocities recorded by the ship’s ADCPs revealed that the orientation of the
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Figure 3.11: Ellipse orientations at CCS a) ship’s ADCP observations during DY018
& DY033 (markers) compared to POLPRED model (blue dots). The overlaid black
ellipse in a-c constitutes the true M2 ellipse orientation of 45.2
◦ (cyclonic from east).
b) Uncorrected ACP M2 ellipse orientations. c) Corrected ACP M2 ellipse orientation.
Colours denote different ACP deployments.
M2 tidal ellipse, which is the major tidal constituent at CCS, was 44.5
◦ ± 1.0◦ (cy-
clonic from east, black line in Figure 3.11). This was in good agreement with the
Proudman Oceanographic Laboratory Predictions (POLPRED) software output (Na-
tional Oceanography Centre, 2014) for CCS (blue markers in Figure 3.11a-c), which
suggested a M2 tidal ellipse orientation of 45.2
◦ (cyclonic from east). The uncorrected
ACP M2 tidal ellipse orientations varied between deployments between 59.5
◦ and 80.2◦
(cyclonic from east, Figure 3.11b). The resulting deviation to the true orientation was
therefore beyond the compass accuracy of ± 2.0◦ (Table 3.3), and horizontal velocities
were subsequently rotated accordingly (Figure 3.11c), using one angle per deployment.
Magnetic declination is the angle between magnetic and true north. It varies spatially
and with time due to the change of earth’s magnetic field. For each deployment, a dec-
lination was computed using Geomag 7.0 (International Association of Geomagnetism
and Aeronomy et al., 2010). Declinations found using this toolbox ranged between
-3.6◦N and -3.9◦N during the observational campaign. However, since the final data
were corrected using data based on the ship’s GPS-corrected compasses, declinations
did not need to be applied separately.
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After the initial data quality control, the ACP data still showed signs of relatively high
instrument noise, which resulted in comparatively high S2 levels over the whole water
column (Figure 3.12). Therefore a third-order low pass Butterworth filter with a low
pass cut-off frequency of ωn=
1
0.25 cycles m
−1 was applied to each velocity profile to
reduce noise (Figure 3.12c).
Figure 3.12: Butterworth filter. S2 [s−2] (Equation 2.32) of a) raw and b) smoothed
horizontal velocities. c) Single profile: Smoothed (red) compared to raw (blue) veloc-
ity observations [m s−1]
This removed high frequency variations in space in the horizontal velocities in order
to isolate processes caused by large scale events (Figure 3.12b), while at the same
time preserve the high temporal resolution, which would have been lost by taking time
averages of profiles.
For the majority of the analysis, the velocity data were interpolated onto the same
5 minute x 2.5 metre resolution grid as the TS logger mooring to enable direct com-
parison to the temperature/density structure with the local current field.
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These quality controlled data have been published and are available through the British
Oceanographic Data Centre (Wihsgott et al., 2018).
3.5 Meteorological data
In addition to near-surface temperature observations, Ts [
◦C], introduced in Section 3.3.2,
the Met Office Ocean Data Acquisition Systems (ODAS) buoy provided the majority
of the meteorological data as well as surface wave observations. It took hourly obser-
vations (10 min averages) of wind speed, w [knots] & direction [◦N], relative humidity,
rh [%], air temperature, Ta [
◦C], air pressure, pa [mbar], air density, ρa [kg m−3], sig-
nificant wave height, Hs [metre] and wave period, Tp [s]. Hourly observations from the
ODAS buoy were available between March 26th 2014 to August 31st 2015.
The data were supplied quality controlled by Jon Turton (Met Office).
3.5.1 Wind data conversion
Due to the wind speed units being in knots, the observations were first converted from
knots to m s−1. Since the wind observations were taken at a height of at 3.75 metres
above the sea surface (J. Turton, personal communication, 21.07.2015), these data
were then converted to an equivalent height of 10 metres, as this is the international
reference standard for surface wind observations. Within the atmospheric boundary
layer, the vertical velocity profile, w(z), is generally accepted to vary according to the
logarithmic law:
w(z) =
w∗
κ
ln
z
z0
(3.1)
Here, w(z) [m s−1] is the wind speed measured by the anemometer at a height of z
above the sea surface. w∗ [m s−1] is the friction velocity, κ = 0.41 is the von Ka´rma´n’s
constant and z0 [metre] is the roughness length of the boundary.
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In order to convert wind speeds to the 10 metre reference height, Equation 3.1 was
rearranged and a roughness length generally representative for the ocean was chosen:
z0 = 0.0002 metres (Geernaert, 1987; Zhang and Mcphaden, 1995).
Hereafter, all wind observations and calculations were based on 10 metre wind speeds
in m s−1.
3.5.2 Heat flux calculations
In order to calculate heat fluxes, which were used to force the prescriptive models
SH74 (Section 2.2) and SB84 (Section 2.3) in Chapter 5, ODAS buoy meteorological
observations were complemented with shortwave radiation, Qsw [W m
−2], and total
cloud cover, nc [%], data from the extended-range European Reanalysis (ERA) In-
terim product of gridded meteorological fields (Dee et al., 2011) from the European
Centre for Medium-Range Weather Forecasts (ECMWF). This product integrates ob-
servations to model the atmospheric fields across the globe to give 3-hourly datasets
with 80 km spatial resolution. The time series used here has been interpolated onto
the CCS mooring location. In order to verify the model data, they were compared to
observations of the Met Office buoy and the overall fit for the wind speed was found
to be good (R2=0.9097, Figure 3.13).
Using these combined data, Qlw, Qsen and Qlat [W m
−2] were calculated using Equa-
tions 2.41 − 2.46 (Gill, 1982; Sharples et al., 2006). The sum of these derived fluxes
and Qsw [W m
−2] (Figure 4.2a), which was obtained from the ERA-Interim product
(Dee et al., 2011) made up Qnet [W m
−2] (Equation 2.6). All heat flux components
will be investigated in Section 4.1.
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Figure 3.13: A comparison of 10 metres, hourly wind speed [m s−1] observations by
the Met Office ODAS buoy (black) and 3 hourly ERA-Interim reanalysis data (red).
3.6 Cefas SmartBuoy
In addition to near-surface temperature sensors mentioned in Section 3.3.2, the Centre
for Environment, Fisheries and Aquaculture Science (Cefas) SmartBuoy sensor package
(Figure 3.14) also consisted of a Seapoint Chlorophyll Fluorometer (SCF) [mg m−3]
and a quantum photosynthetically active radiation (PAR) [µE m−2 s−1] meter (PAR;
LiCor Inc., USA).
The data were stored using the ESM2 data logger, which was configured to sample for
10 min at 1 Hz every 30 min as outlined in Kro¨ger et al. (2009); Hull et al. (2016). In
order to correct for instrument drift, the SCF was standardised to arbitrary fluorometry
units using fluorescent sulphate microspheres (FluoSpheres, Thermo Fisher Scientific
Inc.) after each deployment at the Cefas laboratories.
While chl a is not a direct measure of cell abundance, it is used here as a proxy for
chlorophyll biomass. In order to omit artefacts due to non-photochemical quenching,
only chl a data that were collected when PAR < 10 µE m−2 s−1 (i.e. hours of darkness)
were included here.
Observation of surface nitrate concentrations [µmol l−1] were collected using automated
water samplers operated by pumping samples into polyethylene bags pre-injected with
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Figure 3.14: Cefas SmartBuoy setup. Photos supplied by Tom Hull (Cefas).
5 ml of 1.4 g l−1 mercuric chloride (HgCl2 in ultrapure water) as a preservative. On
return to shore bag samples were then filtered using 0.2 µm pore size Whatman Cy-
clopore polycarbonate filters and analysed using a Skalar SAN plus segmented flow
autoanalyser, by standard spectrophotometric methods (Kirkwood, 1996).
With the exception of the near-surface temperature data, all SmartBuoy observations
were supplied processed and quality controlled by Tom Hull (Cefas).
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3.7 Nitrate derived from CTD bottle samples
Nitrate samples from the CTD bottle water samples, were all analysed on board the re-
search ships using a Bran and Luebbe segmented flow colorimetric auto-analyser using
classical analytical techniques as described in Woodward and Rees (2001). Clean sam-
pling and handling techniques were employed during the sampling and manipulations
within the laboratory, and where possible carried out according to the International
GO-SHIP nutrient manual recommendations (Hydes et al., 2010). Nutrient reference
materials (KANSO Japan) were run each day to check analyser performance and to
guarantee the quality control of the final reported data. The typical uncertainty of the
analytical results was between 2-3%, and the limits of detection for nitrate were 0.02
µmol l−1 and nitrite 0.01 µmol l−1.
All nitrate data derived from CTD bottle samples were supplied quality controlled by
Malcolm Woodward (Plymouth Marine Laboratory).
Chapter 4
Observations: Physical
environment
Introduction
This chapter will present the high-resolution, long-term observational data introduced
in Chapter 3 to provide an overview of the physical conditions that prevailed at CCS
throughout the 17-month observational campaign of the SSB programme. The length
of the observational campaign provided an excellent opportunity to focus particularly
on the seasonality, and the chance also to investigate the variability between 2014 and
2015.
This chapter first considers the surface observations of meteorology and the wave cli-
mate at CCS (Section 4.1). Section 4.2 introduces the velocity field and determines
the dominant tidal constituents. Section 4.3 then combines findings from Sections 4.1
and 4.2, to investigate the evolution of the vertical water column structure in response
to meteorological and tidal forcing throughout the seasonal cycle.
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4.1 Meteorological and wave observations
Between 26th March 2014 and 31st August 2015 a Met Office Ocean Data Acqui-
sition System (ODAS) buoy collected hourly meteorological and wave observations
(Section 3.5). By complementing these data with European Reanalysis (ERA)-Interim
data (Dee et al., 2011) from the European Centre for Medium-Range Weather Fore-
casts (ECMWF), heat fluxes were calculated for CCS according to Equations 2.41 −
2.46 (Gill, 1982; Sharples et al., 2006) and Equation 2.6.
Here, the data are presented using daily and monthly averages. Monthly averaged
data for March 2014 were excluded from the analysis as the short data record did not
warrant a representative value for the entire month.
4.1.1 Wind observations
Over the observational campaign, wind speeds averaged 7.9 ± 2.8 (1 standard devi-
ation) m s−1 (Figure 4.1a). While wind speeds in spring months (April - May) 2014
averaged 7.8 ± 0.9 m s−1, averaged wind speeds decreased during summer months
(June - August) 2014 to 6.9 ± 1.1 m s−1. During autumn months (September -
November) 2014 and winter months (December - February) 2014/2015, wind speeds
increased again, averaging 7.3 ± 3.6 and 9.1 ± 3.1 m s−1, respectively. Wind speeds
during spring (March - May) and summer months (June - August) 2015, were consid-
erably higher compared to the similar periods in 2014, reaching averages of 9.5 ± 1.4
and 8.6 ± 3.7 m s−1, respectively. Generally, the wind speed was characterised by a
weak seasonal signal, with a winter maximum. Although short-term variability had a
considerably larger range of values than that of the seasonal cycle.
The dominant wind direction was from the southwest (Figure 4.1b) in line with the
large-scale North Atlantic weather systems driving westerlies in the mid-latitudes.
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Figure 4.1: Wind observations. a) w [m s−1], daily averaged (solid line), monthly
averaged (red line with crosses). b) wind direction [◦N], occurrence (%), and intensity
[m s−1].
4.1.2 Heat fluxes
As expected for any mid-latitude site, the incident solar radiation, Qsw, which controls
the succession of seasons throughout the year, showed a clear seasonal cycle at CCS
(Figure 4.2a). Daily averaged shortwave fluxes reached 373 and 336 W m−2 in the
summers of 2014 and 2015, respectively. While the lowest daily averaged values of
3.7 W m−2 occurred in December 2014. In contrast, the radiative heat flux, Qlw, was
relatively constant throughout the observational campaign (Figure 4.2b), radiating on
average -54.5 ± 15.5 W m−2 to the overlying atmosphere. Qlw (Equation 2.41) is
primarily a function of the earth’s temperature, here the sea surface temperature, Ts,
and the earth’s emissivity, em, due to the ocean not behaving as a perfect black body.
The lack of seasonality observed in Qlw (Figure 4.2b) might therefore be explained by
the relatively constant Ts only varying 9.0
◦C over the seasonal cycle, compared to a
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general surface temperature range in continental Europe of approximately 40◦C over
a seasonal cycle.
Figure 4.2: Heat fluxes at CCS [W m−2] a) shortwave radiation, Qsw b) longwave
radiation, Qlw c) sensible heat flux, Qsen d) latent heat flux, Qlat e) net heat flux,
Qnet. Daily averaged values (solid line), monthly averaged values (black line with
crosses). A positive sign denotes heat gain by the ocean, whereas a negative sign
means the ocean is losing heat to the overlying atmosphere.
The sensible heat flux, Qsen (Figure 4.2c) only made a relatively small contribution to
the net heat flux, Qnet (Figure 4.2e, Equation 2.6) between April - September 2014.
During this time, the sensible heat flux was on average -6.7± 8.5 W m−2. Contributions
between October - February 2014/2015 increased and showed a larger variability of -
17.4 ± 21.9 W m−2. From March to August 2015, average values of Qsen increased
again to -6.9 ± 10.9 W m−2. Since Qsen is a function of air-sea temperature difference
and wind speed (Equation 2.44), the absolute magnitude of Qsen was greatest (-77.6
W m−2) and showed the largest range in values during autumn and winter months
(October - February), when wind speeds were high but variable (Figure 4.1a), and a
drop in air temperature increased the differential between the sea and air temperature.
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The latent heat flux, Qlat (Figure 4.2d) averaged -53.5 ± 33.8 W m−2 over the entire
observational period. At times Qlat became the dominant term in altering the polarity
of the net heat flux (Figure 4.2e). Similar to Qsen, Qlat is a function of the wind speed
(Equation 2.45) and was therefore strongest in winter months (Figure 4.2d).
The combined sum of all outgoing and incoming heat flux terms (Equation 2.6) denotes
the net heat flux, Qnet (Figure 4.2e). Qnet at CCS was clearly dominated by the
incoming solar radiation, Qsw (Figure 4.2a) and follows a similarly evident seasonal
cycle (Figure 4.2e). As a result, the ocean was gaining heat between the end of March
to the end of September 2014. At the beginning of October 2014, the ocean started
losing heat to the overlying atmosphere until March 2015, indicated by the sign of the
net heat flux turning positive again (Figure 4.2e).
4.1.3 Air temperature and relative humidity
Air temperatures, Ta [
◦C], at CCS were on average 13.0 ± 3.1◦C and varied seasonally
between minimum values of 6.5◦C in February 2015 and maximum values of 19.7◦C in
July 2015 (Figure 4.3a). While Ta was driven by the seasonal changes in solar radia-
tion (Figure 4.2a), maximum and minimum Ta exhibited a phase lag of approximately
one month compared to Qsw (Figure 4.2a). Interestingly, monthly averaged air tem-
peratures between April - August 2015 were all colder by 0.3◦C (April) - 1.5◦C (July)
compared to their 2014 equivalent periods.
Relative humidity, rh [%] (Figure 4.3b), is a function of air temperature (Figure 4.3a)
and air pressure (not shown). Values of rh maintained an average value of 85.2 ± 7.3
% between April - August 2014 and then declined as Ta started to decrease in October
2014. Between October - February 2014/2015, values of rh averaged 79.2 ± 9.4 %. As
soon as Ta increased again in March 2015, values of rh responded, averaging 85.2 ± 8.6
% during March - August 2015. The monthly averaged value during August 2014 was
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Figure 4.3: Meteorological observations. a) air temperature, Ta [
◦C] b) relative
humidity, rh [%]. Daily averaged values (solid line), monthly averaged values (black
line with crosses).
similar to winter levels, averaging 78.9 ± 7.6 %. This corresponded to a decrease in Ta
of 3.2◦C throughout August 2014, which could be associated with a cold front, passing
over the mooring location and thereby bringing cold, dry air to CCS. An example of
this is shown in Figure 4.4.
Figure 4.4: Synoptic weather charts of NE Atlantic centred on British Isles. Left:
17th and right: 18th August 2014. Green triangle shows the CCS location. Adapted
from Met Office (2014).
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4.1.4 Wave observations
Throughout the observational campaign, significant wave height, Hs [metre], which
is the mean wave height of the highest 13 of waves, was on average 3.2 ± 1.7 me-
tres (Figure 4.5a). While lowest values of Hs were recorded in the summer months
(June - August) 2014, averaging 2.0 ± 0.8 metres, they more than doubled during the
winter months (December - February) 2014/2015 with peaks approaching 10 metres
(Figure 4.5a). As might be expected from the signal seen in the wind speed observa-
tions (Figure 4.1a), values of Hs were higher during spring (April - May) and summer
months (June - August) 2015 compared to their 2014 equivalent periods by 24 and 20
%, respectively.
Figure 4.5: Wave observations. a) significant wave height, Hs [metre] b) wave
period, Tp [s]. Daily averaged values (solid line), monthly averaged values (solid line
with crosses).
Unsurprisingly the wave period, Tp [s], also showed a seasonal signal (Figure 4.5b) in
parallel to Hs. The shortest wave periods were observed in the summer months (June
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- August) 2014 averaging 5.3 ± 0.8 s. Whereas the longest wave periods were recorded
during the winter months (December - February) 2014/2015 averaging 7.9 ± 1.4 s.
The increase in wave period during spring (April - May) and summer months (June -
August) 2015 compared to their 2014 equivalent periods, was 11 and 10 %, respectively
and thus less pronounced than the increase seen in Hs.
The wave climate (Figure 4.5) observed at CCS portrayed an apparent stronger sea-
sonal signal compared to the wind speed (Figure 4.1a). Values of Hs and Tp showed an
increase from summer to winter values of 37 and 33%, respectively. While wind speeds
only increased by 24% over the same period (Section 4.1.1). While the smaller, shorter
period waves were likely locally generated, the larger, longer period waves, known as
swell, typically required fetch distances in excess of 500 km (Bascom, 1964), so were
most likely remotely generated by big storms in the NE Atlantic. This is likely due to
an increased number of low-pressure systems in the NE Atlantic during winter months
(Young, 1999), generating large swell that can propagate to CCS.
4.2 Currents
A bottom mounted, upward facing, narrowband 150 kHz FlowQuest acoustic current
profiler (ACP) collected horizontal velocities [m s−1], along the E-W (u) and N-S (v)
direction, between 26th March 2014 and 31st July 2015 at CCS. After quality control
(Section 3.4) the velocity data were interpolated onto the same 5 minute x 2.5 metre
resolution grid as the TS logger mooring (Section 3.3) to enable direct comparison to
the temperature/density structure with the local current field.
The full observational record of the E-W (u) velocity is shown in Figure 4.6a. The large
gap of data between May and June 2014, was linked to a battery failure (Section 3.4),
whereas the smaller, and often barely visible gaps in August and November 2014, and
more notably in April 2015 in Figure 4.6, corresponded to servicing of the moorings.
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Naturally, the same gaps will apply to all products derived from the velocity data here
(e.g. Figure 4.6b) and later on in this thesis.
Figure 4.6: Full depth observations of the u (E-W) velocity component [m s−1] b)
total vertical shear squared of the horizontal velocities, S2 [s−2] (Equation 2.32).
During the observational campaign peak horizontal velocities reaching 0.88 and 0.50
m s−1 were observed during spring and neap tides, respectively. Figure 4.6b shows
the instantaneous vertical shear of the horizontal velocities squared, S2 [s−2] (Equa-
tion 2.32), which is representative of the TKE shear production term, P (Equa-
tion 2.31). Throughout the observational period S2 was high (≈ 1 × 10 −2 s−2)
at the sea surface and sea bed. This is a result of stresses from wind (Equation 2.14)
and tide (Equation 2.8), respectively. Elevated levels of S2 of 2 × 10 −3 s−2 were
also present in midwater. These increased levels of shear started near the sea surface
in both spring 2014 and 2015, and then continued to deepen throughout the seasonal
cycle, clearly detaching itself from both boundary layers. These elevated levels of mid-
water shear are typically associated with density interfaces (Rippeth et al., 2005), and
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thus followed the deepening of the pycnocline throughout the seasonal cycle. Sources
of this shear are likely to be interaction with boundary driven flows from wind and tide
due to the local reduction in eddy viscosity (Section 2.4.5), and the pycnocline-focused
opposing baroclinic velocity attributable to internal waves. Internal waves, including
those generated by topographic interaction of stratified flow and wind-triggered iner-
tial oscillations, have often been attributed to be the main source of internal shear and
associated mixing in shelf seas (e.g. Rippeth, 2005; Shroyer et al., 2011) and in the
open ocean (e.g. Gregg, 1989; Garrett and Munk, 1979). The internal wave field at
CCS will be investigated in-depth in Chapter 6.
In order to find the dominant harmonic constituents of the barotropic tide, rotary
power spectral density (PSD) spectra were calculated for the complex form, uˆ+ ivˆ, of
the depth averaged horizontal velocities. This was done using a Welch’s periodogram
with a Hanning window of the size of 50% of the total data record of 123747 data
points with windows overlapping by 50%. Here, the anticyclonic (clockwise) spectra
are defined for frequencies, F < 0, and the cyclonic (anticlockwise) spectra for F >
0 (e.g. Thomson and Emery, 2014). The one-sided PSD spectra, where both rotary
components are plotted as functions of |F | ≥ 0, can be seen in Figure 4.7.
The spectra were dominated by three peaks at semi-diurnal frequencies (Figure 4.7b):
the principal lunar component, M2, the principal solar component, S2 and the larger lu-
nar elliptic component, N2 (Figure 4.7a). An increase in energy was also observed at the
local inertial frequency (Figure 4.7a), which at 49.4◦N has a period of Tf = 15.76 hours.
As expected for inertial currents in the northern hemisphere, this was confined to the
anti-cyclonic rotating component. The spectra also showed significant peaks at the
diurnal frequencies representative of the two lunar diurnal components, K1 and O1.
Furthermore, there were two peaks at the M4 and M6 frequencies present (Figure 4.7a).
Both are M2 overtides, which are caused by the interaction of the M2 frequency with
itself due to the shallow bathymetry of continental shelves (depths up to 500 metres,
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Figure 4.7: One-sided rotary PSD spectra [(m s−1)2/ cycles hour−1] of depth av-
eraged rotary current components: anticyclonic (grey) and cyclonic (orange). a) full
spectra b) focusing on the frequency range of the semi-diurnal tidal constituents.
Vertical lines denote frequencies of dominant tidal constituents.
compared to the deep ocean where depth average 4 km). Hence these overtides are
also referred to as shallow water constituents.
Using the dominant frequencies found through spectral analysis (Figure 4.7), a least
squares fit method of harmonic analysis was then applied to the depth averaged hori-
zontal velocities. This revealed the tidal ellipse properties of the dominant tidal con-
stituents (Table 4.1).
The principal lunar component, M2, dominated, however the S2 and N2 frequencies also
showed moderate contribution (Table 4.1), which resulted in the horizontal velocities
exhibiting a pronounced spring-neap cycle, which was modulated by the N2 tide (Fig-
ure 4.8a). Due to this N2 modulation, the spring-neap cycle was stronger (increased
difference between peak spring and neap tides) in mid-August − mid October 2014
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Constituent Period
[hr]
Semi-major
axis [m s−1]
Pl(
minor
major axis
) Ellipse
orientation
[◦ anticlock-
wise from E]
Phase [◦]
Semi-diurnal constituents
M2 12.42 0.357 -0.553 45 177.7
S2 12 0.132 -0.556 44.3 121.7
N2 12.66 0.068 -0.577 42.9 135.3
Diurnal constituents
O1 25.82 0.011 -0.515 160 129.6
K1 23.98 0.015 -0.644 155 158.4
Shallow water constituents
M4 6.21 0.009 -0.078 46.2 306.5
M6 4.14 0.002 -0.403 13.9 197.2
Table 4.1: Tidal ellipse properties for dominant tidal constituents at CCS
and mid January − mid-April 2015 than during the rest of the observational period
(Figure 4.8a). The polarity, Pl (Equation 2.60), of all tidal constituents suggested an-
ticyclonic (clockwise) rotation (Table 4.1) at CCS, as previously predicted by Simpson
and Tinker (2009) using M2 tidal velocities simulated with the POLCOMS regional
scale ocean model (Holt and James, 2001). The semi-major axes of the semi-diurnal
constituents were all roughly aligned, being orientated ≈45◦ cyclonic from east (Fig-
ure 4.8b). Depth averaged horizontal velocities reached speeds of typically 0.35-0.50
m s−1 during spring tides and up to 0.25 m s−1 during neap tides (Figure 4.8a). The
tidal excursion distance, which represents the Lagrangian distance moved by a water
particle during a single tidal cycle, ranged between ∼ 9 km during neap and ∼ 21 km
during spring tides.
4.2.1 Barotropic and baroclinic velocities
While several studies have used the observed depth averaged velocity (uˆ) to represent
the barotropic component, 〈u〉, of the flow (e.g. MacKinnon and Gregg, 2005b; Palmer
et al., 2008; Shroyer et al., 2011). In this thesis barotropic velocities were estimated
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Figure 4.8: Tidal velocities. a) E-W depth averaged currents [m s−1]. b) tidal ellipse
of main tidal constituents: M2(blue), S2(red), N2(yellow), O1(purple), K1(green),
M4(light blue) and M6(pink).
as the predicted part of the depth averaged velocities, as these were considered more
representative of the barotropic tidal forcing. An example of the error in estimating
tidal velocities from the depth averaged current can occur due contamination of tem-
porary mean flows, such as caused by persistent winds, or other non-tidal components
of the observed velocity. These effects on the flow are visible as enhanced levels of S2
in the surface and bottom boundary layers of the raw velocities (Figure 4.6b). Here,
S2 increased in the surface layer during autumn and winter months as wind speeds
strengthened (Section 4.1).
In order to derive barotropic velocities from the raw velocities, a least squares fit
method of harmonic analysis was performed to the depth averaged horizontal velocities
using the frequencies of the five dominant tidal constituents, M2, S2, N2, O1 and K1
(Table 4.1). Barotropic currents were then derived by reconstructing u and v velocity
components using the amplitudes and phases found through the fit (Figure 4.9). For
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completeness barotropic currents were also reconstructed for the duration of the ACP
battery failure (May 6th- June 19th 2014).
Figure 4.9: Depth averaged (grey) vs barotropic (blue) velocities [m s−1].
Baroclinic velocities (u′) were then derived according to
u′ = U − 〈u〉 − u¯ (4.1)
Here, U(z, t) is the raw velocity, 〈u〉 is the barotropic velocity and u¯ is the residual
velocity. The residual velocities were calculated as the time average of the depth-
averaged velocities using a window size of 4 M2 periods. The observed baroclinic
velocities will be discussed later as part of the investigation into the internal wave field
at CCS in Chapter 6.
4.3 Vertical density structure
The seasonal change of the vertical water column density structure was captured by the
long-term TS logger mooring (Wihsgott et al., 2016) and the additional near-surface
temperature sensors, described in Section 3.3. The observed evolution of potential
density, potential temperature and absolute salinity (McDougall et al., 2012) through-
out the 17 months deployment period can be seen in Figure 4.10. Similar to the
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current data presented in Section 4.2, the gaps of TS mooring data in June, August
and November 2014, and most notably in April 2015 in Figure 4.10, corresponded to
mooring servicing. Naturally, the same gaps will apply to all products derived from
the TS logger data that will be analysed later in this thesis.
These data are currently the longest and best resolved time series of water column
structure on the European Shelf and comparable to data collected during the North
Sea Project (Simpson, 1994).
At CCS 99% of the variability in density was explained by the variability in tempera-
ture (Figure 4.10a-b), thus temperature plays the leading role in defining the density
structure at CCS. This confirms previous findings that away from coastal boundaries,
the leading control on density in the Celtic Sea is predominantly temperature, (e.g.
Pingree, 1975; Simpson and Hunter, 1974; Simpson and Bowers, 1984). There is how-
ever occasional variability in the salinity field (Figure 4.10c) that may have a controlling
effect on the density structure. Pingree et al. (1976) suggested that during the early
part of the year, when the net heat gain of the ocean is weak, buoyancy input from
precipitation could become a leading control over short time-scales.
The overall pattern in density structure observed at CCS shows a typical seasonal
cycle of stratification. Throughout the winter months, CCS was fully mixed, while the
positive net heat flux (Figure 4.2e) during spring and summer months resulted in the
development of stratified conditions (Figure 4.10). The following Sections 4.3.1, 4.3.2
and 4.3.3 will explore the transition made throughout the observational campaign
in more detail. Here, changes in density, stratification (Φ [J m−3], Equation 2.1)
and surface mixed layer (SML) depth will be investigated in response to the seasonal
influences of heating and stirring (by wind and tide).
The mixed layer depth (MLD) describes the topmost layer of the ocean in contact
and with the atmosphere, which is assumed to be homogeneous up to a certain depth
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Figure 4.10: Full depth observation of a) potential density [kg m−3] SML depth
overlaid (pink) b) potential temperature [◦C] c) absolute salinity [g kg−1] d) N2 [s−2]
e) Φ [J m−3] (black - instantaneous, green - 25 hr running average)
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owing its existence to turbulent processes such as wind stress, waves and convective
overturning keeping it mixed. There are several methods to determine the depth of
the mixed layer (e.g. de Boyer Monte´gut et al., 2004; D’Ortenzio et al., 2005; Holte
and Talley, 2009; Mignot et al., 2009). In this thesis, mixed layer depth estimates were
derived using a fixed density threshold relative to the a near surface/bed value, as this
most closely resembled the MLD when tested on individual profiles. The depth of the
surface mixed layer (SML) was defined as a density change of +0.02 kg m−3 relative
to the value at 10 metres depth and the depth of the bottom mixed layer (BML) as
a density change of -0.02 kg m−3 relative to the value closest to the bed, as this was
found to be consistently representative of the transitional points between the surface
and bottom mixed layer and the seasonally stratified interfaces.
4.3.1 Onset of stratification in spring 2014
When the TS mooring was first deployed on 26th March 2014, the water column was still
vertically mixed from the previous winter (Figure 4.11a). This is evident from the SML
depth extending to the full depth (Figure 4.11a), and the potential energy anomaly
(Φ [J m−3], Equation 2.1) shown in Figure 4.11b. Here, Φ ≈ = 0 J m−3 indicates the
water column was fully mixed. On 30th March 2014 a period of prolonged positive
Qnet (Figure 4.11c) was observed, which resulted in the onset of stratification in 2014,
indicated by SML < h and Φ > 0 J m−3 (Figure 4.11a, b). While the wind stress,
τs (Equation 2.14), was low during this period, it is interesting to note that the onset
of stratification coincided with waxing (increasing) spring tides (Figure 4.11d), during
which barotropic velocities were increasing to 0.45 m s−1 (Figure 4.9). This suggests
that even relatively strong tidal mixing was not sufficient to prevent stratification
occurring at this time.
In the following days stratification continued to strengthen until April 26th 2014, when
a storm passed over the mooring site (Figure 4.12). Wind speeds in excess of 18 m s−1
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Figure 4.11: Onset of stratification 2014. a) potential density [kg m−3] overlaid
is the SML depth (pink) b) Φ [J m−3] (grey - instantaneous, green - 25 hr running
average) c) Qnet [W m
−2] (blue - daily averaged, red -15 day running average). d)
daily averages of wind, τs, (red) and hourly averages of tidal, τb (grey) stresses [N
m−2] acting on the sea surface and bed, respectively.
(Figure 4.12b) resulted in surface stresses that exceeded tidal stresses (Figure 4.11d)
on April 26th 2014. The combined effect of high winds and extreme wave conditions
(Hs > 9 metres, Figure 4.11c) produced a significant increase in surface mixing, which
is evident as a reduction in Φ of ≈ 11 J m−3 and a rapid deepening of the SML of ≈
20 metres over a 36 hour period.
Following this stormy period a reduction in surface mixing permitted the formation of
new stratification in the near surface layer (Figure 4.12a).
4.3.2 Return to a vertically mixed state in autumn 2014
In October 2014 Qnet changed from its mainly positive condition during summer, to
a predominantly negative condition signifying the start of steady heat loss from the
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Figure 4.12: Spring storm 2014: a) potential density [kg m−3], overlaid is the SML
depth (pink) b) w [m s−1] and direction [◦N] c) Hs [metre]
ocean (Figure 4.2e and Figure 4.13c). At the same time wind speeds had increased to
an average of 8.8 ± 3.3 m s−1 (October-December 2014) compared to an average of 6.8
± 1.1 m s−1 during July - September 2014 (Figure 4.1a). This increase in mean wind
speed resulted in the wind stress often exceeding tidal stresses to become the dominant
mixing term during autumn and winter months. This was particularly evident during
neap tides (Figure 4.13d).
The combination of strong winds and a predominantly negative Qnet led to persistent
deepening of the SML depth (Figure 4.13a). This steady deepening of the pycnocline
marked the beginning of the breakdown of seasonal stratification in 2014 (Figure 4.13a-
b). The breakdown began with a sharp drop in stratification, Φ, of ≈ 70 J m−3 at
the beginning of October 2014 (Figure 4.13b). Here, negative Qnet, high wind speeds
(often exceeding 11 m s−1) and waxing spring tides coincided (Figure 4.13c-d) to
result in a peak in mixing through the combined contribution from the three mixing
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Figure 4.13: 4 month period including the breakdown of stratification in autumn
2014: a) potential density [kg m−3] with SML depth overlaid (pink) b) Φ [J m−3]
(grey - instantaneous, green - 25 hr running average) c) net heat flux [W m−2] (blue -
daily averaged, red -15 day running average). d) daily averages of τs (red) and hourly
averages of τb (grey) stresses [N m
−2].
mechanisms. While the SML depth was steadily increasing throughout autumn, a
sharp increase of SML depth of 25 ± 3 metres was observed between 10th and 14th
December 2014 (Figure 4.13a). This event coincided with strong wind speeds with
maximum instantaneous values of 18 m s−1 that resulted in wind stresses exceeding
tidal stresses at this time (Figure 4.13d). However, this change in SML depth did not
result in a similarly dramatic response evident in Φ. Following this event, Φ remained
near constant, despite high wind speeds often exceeding instantaneous values of 11 m
s−1. During the 7 day period (14th and 21th December 2014) Φ only decreased by ≈ 3
J m−3. This period, however, also coincided with weak neap tides, which are a result
of the N2 modulation of the spring-neap cycle (Section 4.2). During this time depth-
averaged horizontal velocities rarely exceeded 0.2 m s−1, which potentially explains
why stratification had not been sufficiently eroded during this time. It appears that
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after the SML deepening had taken place in mid-December 2014, high wind stresses
had little or no effect in reducing Φ. Only waxing spring tides at the end of December
2014 eroded stratification completely and the water column became fully mixed on
December 31st 2014 (Figure 4.13a-b). The contribution of the dominant processes
eroding stratification in autumn 2014, will be explored in more detail in Section 4.3.2.1.
Along with the heat gain at the sea surface through direct exchange with the atmo-
sphere, the temperature at the sea bed also increased by 1.8 ± 0.02◦C between April
and December 2014 (Figure 4.14).
Figure 4.14: Evolution of near surface (red) near bottom (blue) temperature [◦C].
Similar to observations made by Simpson and Bowers (1984) the maximum in sea bot-
tom temperature of 11.2 ± 0.02◦C (Figure 4.14a) coincided with the complete break-
down of stratification at the end of 2014 (Figure 4.13). During the winter months,
January - March 2015, the water column was persistently losing heat to the overlying
atmosphere and eventually cooling down to an average of 10.0 ± 0.05 ◦C during March
2015. Bed temperatures between April and July 2015 were consistently warmer be-
tween 0.1 and 0.5 ◦C warmer compared to the bed temperatures during the equivalent
period in 2014 (Figure 4.14a).
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4.3.2.1 Breakdown of stratification
During the autumn period negative heat fluxes rarely occurred in isolation from strong
wind forcing at CCS (Figure 4.13c-d). In order to determine whether the breakdown
of stratification in 2014 was driven by shear driven processes caused by wind stress,
or by convective mixing due to buoyancy reduction initiated by negative heat fluxes,
the Obukhov length scale, LOB [metre], (Obukhov, 1946) was used to examine this
competition:
LOB = − w
3∗
κB0
(4.2)
Where, w∗ [m s−1] is the water friction velocity and B0 [m2 s−3] is the surface buoyancy
flux. Here, w∗ is a function of the wind stress:
w∗ =
(
τs
ρ0
)1/2
(4.3)
τs [N m
−2] is the surface stress (Equation 2.14) and ρ0 = 1026 kg m−3 is the reference
density. The drag coefficient, cD, within Equation 2.14 was here calculated as a function
of the wind speed, w, (Garratt, 1977), according to:
cD = (0.75 + 0.067w)× 10−3 (4.4)
Considering that temperature is the dominant control on density at CCS (Section 4.3)
B0 was estimated to be directly proportional to the surface net heat flux (Qnet) using
B0 =
αg
cpρ0
Qnet (4.5)
Here, the thermal expansion coefficient of seawater, α [◦C−1], was calculated using
the Gibbs-SeaWater (GSW) Oceanographic Toolbox (McDougall and Barker, 2011).
Similar to the observed and calculated heat flux terms in Section 4.1, B0 was defined
to be positive downwards.
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The |LOB| specifies the vertical extent over which either convection or mechanical stir-
ring (at the boundary) is the dominant surface mixing mechanism (Taylor and Ferrari,
2011). LOB > 0 occurs when there is strong surface cooling, and thus unstable stratifi-
cation. LOB < 0 requires positive heat fluxes and hence indicates stable stratification.
Following the framework developed by Brody and Lozier (2014), Table 4.2 defines three
surface regimes/cases shaping the SML depth.
Convective mixing regime (case 1) |LOB| < SML
while Qnet < 0 and hence B0 < 0
Here, the buoyancy/net heat flux is large
and negative (ocean loses heat), and wind
speeds are low. As a result the dominant
surface deepening mechanism is convective
mixing due to surface cooling.
Wind mixing regime (case 2) |LOB| > SML
For surface deepening to be driven by wind
mixing, wind speeds have to be moderate
or large. The sign of the buoyancy/net heat
flux is irrelevant on this occasion. In case
of a small positive buoyancy/net heat flux
(stable stratification, LOB < 0) the wind
becomes the sole surface mixing mechanism
by default.
Heating regime (case 3) |LOB| < SML
while Qnet > 0 and hence B0 > 0
When the buoyancy/net heat flux becomes
large and positive, vertical momentum
transfer is inhibited. Here, stable stratifi-
cation counteracts wind mixing and SML
deepening is suppressed.
Table 4.2: Surface regimes shaping the SML depth, according to Brody and Lozier
(2014).
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Using hourly data of observed wind speed, w, and net heat flux, Qnet, LOB was calcu-
lated for the entire time series. These hourly results of LOB were then compared to the
SML depth (Figure 4.13a) and categorised accordingly for each day, using the criteria
in Table 4.2. Subsequently, a relative contribution was attributed to each regime on
a daily basis, e.g. if |LOB| > SML for 12 hours during 10th October 2014, then wind
forcing was considered the dominant SML shaping mechanism during 50% of that day.
To filter out some of the short term variability owing to sporadic events in heating
and wind forcing, the daily contributions were then smoothed using an 8 day running
average (Figure 4.15a).
As might be expected from the observed Qnet (Section 4.1), the convective and heating
regime (cases 1 & 3) displayed a clear seasonal cycle (Figure 4.15), with convection
more dominant during winter and heating in the summer months. While the wind
regime (case 2), was less seasonal, it dominated throughout the observational cam-
paign (53% of the entire observational period). During the period of the active SML
deepening (2nd October - 31st December 2014, grey bar Figure 4.15a), the contribu-
tion of both wind and convection (case 1 & 2) increased compared to the rest of the
year, and the heating regime (case 3) was completely shut off at times. Despite sev-
eral periods of sustained surface cooling occurring during autumn 2014 (Figure 4.13c),
the wind regime further increased its control on the SML depth, being dominant 63%
of the time the SML deepened (2nd October - 31st December 2014). Periods when
the convective regime was dominant accounted for 32% of this time, which coincided
with low wind speed/stresses. Periods when positive stratification counteracted wind
mixing (heating regime) accounted for the least amount of time during the SML deep-
ening period, of 5%. While shear stresses due to wind appear to be the dominant SML
deepening mechanism, considerable variability between and within days was observed
(Figure 4.15b & c). The main sources of this variability was the diurnal heat cycle and
the relatively short duration of some wind events.
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Figure 4.15: Dominant SML shaping mechanisms: 8 day running average of propor-
tional control on SML: wind (grey), convective (blue) and heat (red) regime. The grey
bar above marks the SML deepening period, 2nd October - 31st December 2014 b)
& c) Two example periods during this period. Here, SML depth [metre] (turquoise),
|LOB| [metre] (dark grey), convective regime (blue circles) and wind regime (red dia-
monds). For plotting purposes all values of |LOB| > 145 metres were set equal to 145
metres.
Considering that convection has been suggested to dominate over wind driven mixing
during the autumnal SML deepening period in shelf seas (Edinger et al., 1968; Nielsen
and St. John, 2001; Townsend et al., 2010), as well as in open-ocean environments,
(Kraus and Turner, 1967; Lacombe et al., 1970; Marshall and Schott, 1999; Taylor and
Ferrari, 2011), this was an interesting result. This should though be treated with some
caution since the balance of terms that LOB (Equation 4.2) represents, originated in
atmospheric sciences (Obukhov, 1946), and hence does not consider secondary mixing
mechanisms in the ocean surface boundary, such as wave induced turbulence, which
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will be explored in more detail in Section 5.1.3. Secondly, the Obukhov length has
no knowledge of the existing strength of stratification such as that from the seasonal
thermocline, which would moderate any mixing and thus SML deepening that takes
place by providing additional buoyancy for surface mixing to work against.
This is an interesting and potentially significant result as it challenges many previous
assumptions that convection is the dominant mechanism driving seasonal breakdown
of stratification. While an attempt has been made to separate the individual contribu-
tions from wind and convection, the observed mixing effects on density structure are
difficult to distinguish as they both contribute to the same process. In an attempt to
investigate each forcing mechanism in isolation, the 1-dimensional prescriptive mixing
model, SB84, will be used explore the competition of wind and convection further in
Section 5.2.3.2.
4.3.3 Onset of stratification in spring 2015
While the water column was fully mixed for most of the winter months, periods of
transient stratification (defined here as Φ ≥ 2 J m−3) occurred during winter months
prior to the onset of stratification in 2015. These transient states rarely lasted more
than one day but were observed to occur for four consecutive days between 11th -
15th and 17th - 21st March 2015 (Figure 4.16b). Such stratification typically only
manifested itself in the top 10 metres of the water column (Figure 4.16a) and were
typically eroded by night time convection. On the 26th March 2015 the buoyancy
input of Qnet (Figure 4.16c) became strong enough to overcome the wind, tide and
convective mixing and the water column began to restratify (Figure 4.16a-b).
The wind stress, τs, was low during the onset of stratification (26
th March 2015) but
then increased to > 0.4 N m−2 (Figure 4.16d), equivalent to a wind speed of ≈ 15 m s−1
(Figure 4.1a). This resulted in stratification staying at a constant strength of Φ = 5 ± 1
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Figure 4.16: Onset of stratification 2015. a) potential density [kg m−3] with SML
depth overlaid (pink) b) Φ [J m−3] (grey - instantaneous, green - 25 hr running
average) c) Qnet [W m
−2] (blue - daily averaged, red -15 day running average). d)
daily averages of τs, (red) and hourly averages of τb (grey) stresses [N m
−2].
J m−3, despite increasing Qnet until the wind subsided again 2 days later (Figure 4.16b)
and Φ continued to strengthen. In contrast to 2014, the onset of stratification in 2015
occurred during a waning spring tide, yet maximum observed current velocities were
still significant, reaching 0.4 m s−1.
4.3.4 2014 vs. 2015
While the timing of the onset of stratification in both years occurred during the end of
March (Section 4.3.1 and Section 4.3.3), the rate at which stratification was strength-
ening was lower during 2015 (1.5 J m−3 d−1) compared to the same time in 2014 (1.9
J m−3 d−1). This resulted in the water column being less strongly stratified at any
time during 2015 compared to the previous year (Figure 4.17a). At the end of the
observational period, in July 2015, the difference in Φ was 42.4 ± 1.9 J m−3 or ≈ 20%
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less than observed compared to July 2014 (Figure 4.17a). The change in vertical tem-
perature distribution provides a reasonable explanation for the weakened stratification
in spring/summer 2015: The combination of generally lower near-surface temperatures
(peaking at 1.5 ◦C in July), and higher near bed temperatures (Section 4.3.2) during
2015 compared to 2014, resulted in a reduced mean top-bottom temperature difference
that peaked at 3.4◦C between the two years (Figure 4.17).
Figure 4.17: Stratification 2014 vs. 2015. a) 15 day running average of Φ [J m−3]
b) near surface temperature c) top bottom temperature difference. Blue and red lines
denote observations taken in 2014 and 2015, respectively.
A potential candidate for this change in temperature distribution and thus strength
of stratification in spring/summer 2015 is the increased wind and wave states in 2015
compared to 2014 mentioned in Section 4.1.1 and Section 4.1.4. This observed differ-
ences between 2014 and 2015 will be explored in more detail in Chapter 5.
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4.4 Summary: Observations describing the physical en-
vironment at CCS
The aim of this chapter was to present the newly collected, long-term time series
of observational data collected at CCS and to provide an overview of the physical
environment during the 17-month observational campaign. The main findings of this
chapter are summarised below.
Meteorological conditions intuitively displayed a strong seasonal cycle (Section 4.1),
most evident in the solar radiation, which formed a key component of boundary forc-
ing. This periodicity was less evident in wind speeds, which despite displaying winter
maxima were highly variable throughout the observations and provided a constant
source of energy with minimum monthly averages of around 7 m s−1 during summer
2014. Winds were predominantly coming from the southwest.
The seasonal cycle of surface net heat flux, Qnet, had maxima during June during both
2014 and 2015 and was at a minimum during December - January 2014/2015. Daily
averaged Qnet reveals the ocean to be gaining heat between the end of March until
the end of September and losing heat from October to March. While the seasonal
cycle was the dominant signal in Qnet, other processes were observed to have limited
control. Among other components, relative humidity (rh) moderates the flux of heat
between ocean and atmosphere (Equation 2.42) and was shown to be highly variable
throughout the year, with only subtle differences between seasons. A passing cold
front (Figure 4.4) was observed to have a dramatic effect on Ta and rh (Figure 4.3)
and subsequently SST (Figure 4.14).
Despite the close link between wind and wave fields, significant wave height (Hs) and
period (Tp) were shown to exhibit a stronger seasonal cycle than wind (Figure 4.5). The
largest waves were observed during winter months (December - February) 2014/2015
averaging Hs ≈ 5.0 metres (Tp ≈ 7.9 s). The summer (June - August) 2014 wave field
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was significantly weaker averaging Hs ≈ 2.0m (Tp ≈ 5.3 s). While monthly averaged
wave heights and periods were typical of locally generated waves, occasional larger
magnitude, longer period swell waves were identified approaching Hs of 10 metres and
Tp of 10 s that were likely generated remotely in the North Atlantic.
The long duration current observations at CCS enabled accurate calculation of the
barotropic tide (Table 4.1) by harmonic reconstitution of the dominant tidal frequen-
cies, identified by spectral analysis (Figure 4.7). Aside from the expected dominance
of the M2 and S2 constituents, a strong N2 contribution was identified resulting in a
modulation of the spring-neap cycle (Figure 4.8a).
The impacts of meteorological seasonality is clearly evident in the vertical structure
provided by the TS mooring at CCS (Section 4.3.1, Section 4.3.2 and Section 4.3.3).
Spring stratification was seen to occur on the 30th March 2014 and 26th March 2015.
Due to the 17 month duration of the observations only one breakdown period was
observed, with the water column becoming fully mixed at the very end of 2014 on
December 31st.
Spring (Section 4.3.1 and Section 4.3.3) was characterised by increasing stratification
(Figure 4.10e) and the depth of the SML was variable (Figure 4.10a). Unsurprisingly
stratification was strongest in summer and early autumn (Figure 4.10e), here the SML
depth was on average 16.7 ± 5.8 metres (Figure 4.10a). Instantaneous values of Φ
reached maximum values of 308 J m−3 in late July. During this time, observed profiles
of N2 [s−2] (Equation 2.33) had two midwater maxima (Figure 4.10d). Once these
two maxima merged in September 2014, maximum values of N2 were in excess of 3 ×
10−3 s−2. After which time the location of maximum N2 and the SML depth started
to deepen (Figure 4.10a, d), but Φ stayed relatively constant (Figure 4.10e), until the
breakdown of stratification commenced in autumn (Section 4.3.2).
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In an attempt to investigate the relative contributions to the vertical density structure
from wind mixing, heating and convection, the Obukhov length scale (LOB, Equa-
tion 4.2) was used, as it represents a balance between wind stress and buoyancy fluxes.
The framework of Brody and Lozier (2014) provided a useful framework for this (Ta-
ble 4.2). Wind mixing (case 2 conditions) was shown to be the dominant control on
ocean structure making the largest contribution for 53% of the time. This influence
was found to further increase during October - December 2014 prior to breakdown of
stratification, wind being the dominant control for 63% during this period. This is
a potentially significant result since convection is typically thought to dominate SML
deepening in autumn. While contributions to mixing are difficult to distinguish using
observational data, the competition of wind and convection driving the breakdown of
stratification will therefore be further explored in Section 5.2.3.2.
During the winter months (January - March) 2015 transient periods of stratification
were observed to last for short periods as daily increases in surface heating competed
against wind, wave and convective mixing. As seasonal stratification was approached
there was evidence of transient stratification occurring for four consecutive days.
In summary, the mooring site exhibited a response typical of seasonally stratifying
mid-latitude shelf seas under the influence of net heat flux (Figure 4.2e), wind (Fig-
ure 4.1a) and tides (Figure 4.8) as it transitioned through the seasons (Section 4.3.1,
Section 4.3.2 and Section 4.3.3). The system generally appeared to behave in response
to the well-recognised heating-stirring framework (Simpson and Hunter, 1974; Simpson
et al., 1978) introduced in Section 2.2, however also exhibited behaviours when this
relationship seemingly broke down. Examples of this are the onset of stratification in
2014 occurring during waxing tides (Section 4.3.1), and the dominance of wind mixing
over buoyancy during the erosion of stratification (Section 4.3.2.1). This will be further
investigated in Chapter 5.
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The following Chapter 5 will now investigate how the models introduced in Chapter 2
perform at reproducing the observed stratification at CCS.
The TS mooring and ACP datasets that were quality controlled and used within
this thesis are available freely from the British Oceanographic Data Centre under
doi:10/bqwf (Wihsgott et al., 2016) and doi:10.5285/631ddd2a-48df-143b-e053-
6c86abc0d49f (Wihsgott et al., 2018).
Chapter 5
Prescriptive mixing models
Introduction
In this chapter the prescriptive mixing models SH74 (Section 2.2) and SB84 (Sec-
tion 2.3) are examined to test their capability in replicating the observed stratification
at CCS. Any discrepancies between the predicted and observed water column structure
will be used to identify missing or poorly parameterised processes within the models.
At the beginning of each section, the setup of each model is explained and the main
forcing terms will be introduced. The results of each model will then be compared to
the observations, introduced in Chapter 4. Here, the results show that the bulk of the
seasonal cycle is replicated well by both models, and improves with complexity of the
model. The failures within each model were similar, and linked to an overestimation of
Φ due to a potential underestimation of mixing and an insufficient response to sudden
meteorological forcing. The following discussion then explores possible explanations
for the discrepancies seen in the models. A key result shows, that tidal stirring is a
less dominant term in controlling the vertical water column structure than previously
assumed. In fact, CCS seems to behave more like an open-ocean site, exhibiting
a predominant surface-forcing control on stratification. It is also shown that both
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wind and convection are necessary to fully mix the water column in autumn. This
chapter finishes by demonstrating that an addition of a previously unaccounted source
of internal mixing can improve the results significantly. It is hypothesised that the
energetic internal wave field at CCS, which has been described in earlier studies and
will be investigated in depth in Section 6.1, is the source of this ’missing mixing’.
However, the discrepancy seen between the model and the observations highlights
an apparent seasonality in the internal wave field, which will be further explored in
Chapter 6.
5.1 0D approach - SH74
5.1.1 Model setup SH74
In order to test SH74 (Section 2.2) for the CCS location, Equation 2.16 was solved
at regular time steps from January 1st 2014 to the end of 2015 and then integrated.
The model started on January 1st 2014 as the water column in this region is usually
fully mixed and hence Φ = 0 J m−3, which removed the requirement to estimate an
integration constant.
During the dates when meteorological observations recorded by the Met Office ODAS
buoy (Section 3.5) were available (March 26th 2014 to August 31st 2015), SH74 was
forced using observed values of the parameters required to calculate the net heat flux,
Qnet (Equations 2.6 and 2.41 − 2.46) and wind speed, w. Outside of this date range,
Qnet and w data were complemented using data from the extended-range reanalysis
ERA-Interim product of gridded meteorological fields (Dee et al., 2011) from the Eu-
ropean Centre for Medium-Range Weather Forecasts (ECMWF). Similarly, during the
date range of the ACP frame deployment (March 26th 2014 to July 25th 2015) SH74
was forced using observed values of barotropic currents, 〈u〉, while outside of this date
range, the record of currents was extended by reconstructing the barotropic u and v
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components from the results of least squares fit method of harmonic analysis to the
observed currents.
Since this approach considers just the energetics of the water column, and the model
has no knowledge of the water column’s initial temperature and/or state, all remain-
ing variables were held constant, yet representative for the CCS location: these were
α = 1.77 × 10−4 ◦C−1, cp = 3985 J kg −1, ρ0 = 1027 kg m−3, h = 145 metres and
ρa = 1.3 kg m
−3. Mixing efficiencies for wind and tidal mixing were held constant at
δ = 0.023 and e = 0.0037, respectively. This was done as CCS was located in the cen-
tre of the seasonally stratifying Celtic Sea, which corresponds to same location where
the well validated mixing efficiencies were originally empirically derived from (Simpson
and Hunter, 1974; Simpson and Bowers, 1981). Without further analysis, no reason
was identified to significantly change these in order to test the performance of SH74 at
CCS. Since the ECMWF data had the lowest temporal resolution, ∆t = 3 hours, all
other data were interpolated onto the same time grid.
Using these data and constants the three forcing terms on the right hand side of Equa-
tion 2.16, i.e. heat (∂Φ∂t heat), wind (
∂Φ
∂t wind
) and tidal stirring (∂Φ∂t tide) were calculated
for the entire time domain of 2014 and 2015 (Figure 5.1).
Throughout 2014 and 2015, ∂Φ∂t heat constituted the dominant forcing term (Figure 5.1).
The second most dominant term was ∂Φ∂t wind. However, this was only the case during
winter months November-February (Figure 5.1) when wind speeds were high (Sec-
tion 4.1.1). ∂Φ∂t tide was the smallest forcing term overall, except for periods with low
wind speeds such as during the summer months. As might be expected from the ob-
served meteorological forcing described in Section 4.1, both ∂Φ∂t heat and
∂Φ
∂t wind
were
characterised by a strong seasonal cycle (Figure 5.1), due to their dependence on Qnet
(Equation 2.7) and the cube of the wind speed (Equation 2.15), respectively. Similar
to the barotropic velocities (Figure 4.9), the tidal stirring term showed a clear spring-
neap cycle, which was modulated by the interaction with the N2 tide (Figure 5.1).
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Figure 5.1: SH74 forcing terms [W m−3]: ∂Φ∂t heat (red),
∂Φ
∂t wind
(blue) and
∂Φ
∂t tide
(grey).
This modulation is accentuated by ∂Φ∂t tide being dependent on the cube of the modulus
of the complex barotropic velocities (Equation 2.9).
The additional modelled values introduced to SH74 for the meteorological forcing
(ECMWF) and tidal forcing (obtained by harmonic analysis) provide further insight
into conditions affecting CCS prior to and after the mooring deployment took place,
which potentially explain some of the differences between the observed conditions in
2014 and 2015 (Section 4.3.4).
The period before observations began, winter 2013/2014, was classified as the stormiest
within the last 20 years (Matthews et al., 2014; Kendon and McCarthy, 2015). The
period following the mooring recovery was characterised by particularly mild condi-
tions, with winter 2015/2016 being reported as one of the warmest and wettest since
records began in the UK (Barker et al., 2016; McCarthy et al., 2016). In good agree-
ment with these UK wide observations, values of ∂Φ∂t wind often exceeded 5 × 10−5 W
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m−3 and averaged 1.3 × 10−5 W m−3 during January and February 2014, while values
during January and February 2015 only averaged 7 × 10−6 W m−3 (Figure 5.1). The
mild conditions in winter 2015/2016 resulted in ∂Φ∂t heat being significantly higher dur-
ing November and December 2015, than during the equivalent period in 2014. This
suggests that the water column experienced fewer instances of convective instability at
the end of 2015 than the year before.
5.1.2 Results SH74
Figure 5.2a shows the result of solving and integrating Equation 2.16 forward in time
using the forcing terms shown in Figure 5.1 and a regular time step ∆t = 3 hours.
These model data are plotted alongside the observed strength in stratification at CCS
(Φobs) for direct comparison. Overall, SH74 was able to predict the general behaviour
of the seasonal cycle of stratification observed at CCS, however due to several failures
the model only achieved a relatively low correlation coefficient of R2 = 0.5196 (for
the whole period). While this general behaviour of SH74 reflects the dominance of the
vertical processes over horizontal processes, such as advection, which were not included
in SH74, the model suffered from the following failures.
SH74 struggled to predict the timing of onset and breakdown of stratification accu-
rately. The onset of stratification in 2014 was predicted to occur ∼ 3 weeks earlier than
observed, and stratification was eroded a month too late, compared to observations.
In 2015, the timing of the onset of stratification was predicted accurately. However,
SH74 suggested stratification would not have been broken down by the end of 2015.
The magnitude of ΦSH74 at the end of 2015 was as strong as observed peak summer
values of Φ in 2014. Even though winter 2015/2016 was considered anomalously warm
(McCarthy et al., 2016), such high stratification at the end of the year is unlikely.
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Figure 5.2: SH74 performance: a) 25 hr moving mean of Φobs (black) and ΦSH74
(purple) b) ΦSH74 - Φobs [J m
−3]
The model also appeared to perform poorly at capturing effects of short meteorological
events. For instance, a spring storm in late April 2014 caused a decrease in Φobs of
12 J m−3 as a result of a strong wind event (Section 4.3.1), yet SH74 only predicted
a decrease in ΦSH74 of 4 J m
−3 (April 25th - 27th 2014). Another such event was the
start of the breakdown of stratification in October 2014, when negative Qnet, high wind
speeds and waxing spring tides coincided (Section 4.3.2). At this time, a decrease of
≈ 70 J m−3 was observed over a 7 day period, yet SH74 only predicted a decrease of
22 J m−3.
It was also obvious that SH74 was unable to replicate the magnitude of Φobs correctly.
The model overestimated Φ in both years during the summer months (Figure 5.2a)
as stratification was gradually being accumulated at higher rates than was observed
during this time. Figure 5.2b shows the difference in predicted and observed Φ, which
accumulated steadily at a rate of 0.25 J m−3 d−1 (April 1st - September 30th 2014),
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until it abruptly increased when the observed stratification started to break down in
autumn 2014 (Section 4.3.2). In 2015, the difference between modelled to observed Φ
(Figure 5.2b) increased at a rate of 0.34 J m−3 d−1 (April 1st - July 25th 2015). This
increased rate potentially explains the high ΦSH74 at the end of 2015, compared to the
predicted signal in 2014.
In summary, SH74 suffered from three major modes of failure: (1) Additional stratifi-
cation was gradually being accumulated during the summer months. (2) Despite using
observed forcing terms (Figure 5.1) SH74 responded insufficiently to sudden events
of O(days). (3) SH74 predicted the timing of onset and breakdown of stratification
inaccurately.
5.1.3 Discussion SH74
The lack of response to sudden events in both spring and autumn 2014 could be linked
to a lack of surface forcing not currently included in SH74. A possible candidate
mechanism is wave-driven mixing (e.g. Belcher et al., 2012; D’Asaro, 2014). There
are two ways by which surface waves can influence the surface boundary layer of the
ocean. The most obvious one is wave breaking. While wave breaking is thought
to be an important component affecting air-sea fluxes (Melville, 1996), its influence is
restricted to a relatively shallow surface layer, as its vertical profile of dissipation decays
within the length scale set by a few Hs away from the sea surface (D’Asaro, 2014). The
second mechanism is caused by the interaction of the Stokes drift and vertically aligned
vortices (which are created by a steady wind blowing over the sea surface) leading
to instabilities, which is known as Langmuir turbulence (Langmuir, 1938; Craik and
Leibovich, 1976; Thorpe, 2004). To investigate the influence of Langmuir turbulence on
the surface mixed layer further, the turbulent Langmuir number, Lat, was calculated:
Lat =
(
w∗
S0
)1/2
(5.1)
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Where w∗ [m s−1] is the friction velocity (Equation 4.3) and S0 [m s−1] is the surface
Stokes drift velocity. Webb and Fox-Kemper (2011) defined the surface Stokes drift as
a function of Hs and Tp by:
S0 =
pi3
g
H2s
T 2p
(5.2)
Lat is a non-dimensional parameter proposed by McWilliams et al. (1997) to charac-
terise surface regimes of turbulence, in the presence of both shear driven turbulence
due to wind, and Langmuir turbulence due to waves. At Lat ≈ 0.3 wind and waves
are thought to be in equilibrium, and the sea state is often referred to as ’fully de-
veloped’, i.e. the energy supplied to the ocean by the wind is balanced to the energy
lost to wave field evolution and dissipation of TKE by breaking waves. Li et al. (2005)
and Belcher et al. (2012) argue that at this equilibrium point, Lat = 0.3, Langmuir
turbulence becomes important, whereas Lat > 0.3 implies the dominance of the wind
forcing over wave driven turbulence. However, previous observational evidence has not
been conclusive on the role of Langmuir turbulence deepening the surface mixed layer
(e.g. Thorpe, 2004; D’Asaro, 2014; D’Asaro et al., 2014).
During the entire observational period, Lat varied around an average of 0.30 ± 0.04
(1 std) at CCS. As can be seen from Figure 5.3, Lat displayed a weak seasonal signal,
with monthly averaged values of Lat > 0.3 during the spring and summer months,
compared to autumn and winter months when Lat was largely < 0.3. This change from
the equilibrium state was most likely due to remotely generated swell propagating to
the mooring site, something which was already noted in the seasonal signal of the wave
conditions at CCS (Section 4.1.4).
While the long term average of Lat = 0.30 suggests that waves played an important
role in deepening the surface mixed layer throughout the observational campaign, it is
plausible to assume that the wind mixing efficiency, δ, already accounted for the wind
and wave forcing during months wind and waves were in equilibrium, as it was empir-
ically derived in such conditions (Simpson and Bowers, 1981). Hence for the majority
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Figure 5.3: Turbulent Langmuir number, Lat, daily averaged (solid line), monthly
averaged (black line with crosses). The red line marks Lat = 0.3, the equilibrium
state of wind and waves.
of the stratified period 2014 and 2015, it seems reasonable to represent wind and wave
forcing by just wind alone, as was done in the energetics model (Equation 2.16). In the
autumn and winter months however, the relationship between wind and wave forcing
broke down (Figure 5.3), due to remotely generated swell (Section 4.1.4). Here, ∂Φ∂t wind
might be insufficient and thus an additional source of mixing representing wave-driven
turbulence may be required to fully represent the Φ budget at CCS.
The erroneously high levels of stratification predicted during both years suggests that
either too much heat or insufficient levels of stirring were supplied to the water column.
A simple way to allow less stratification to build up and hence improve the predictions,
without including further sources of boundary driven PE, is by increasing the mixing
efficiencies, thereby increasing the amount of available energy that supplies PE to the
water column (Section 2.2.3).
To investigate whether it may be justified to increase the tidal mixing efficiency, e,
the vertical extent of the bottom boundary layer, d, was compared to the depth of the
main pycnocline. Here, only observed density and velocity measurements, presented in
Chapter 4, were used. First, the depth of the main pycnocline was defined as the depth
of the maximum value of N2 [s−2] at each time step (Equation 2.33). The combined
boundary layer, d was calculated as the sum of the boundary thickness of clockwise and
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anticlockwise motion, i.e. d = d+ + d− (Prandle, 1982; Soulsby, 1983; Simpson and
Sharples, 1994). The rotary current components of the barotropic velocity were calcu-
lated by splitting the results of a windowed FFT into positive (cyclonic) and negative
(anticyclonic) frequency ranges (Thomson and Emery, 2014), similar to determining
the rotary spectra of the depth averaged velocities (Section 4.2). Equation 2.59 was
then used to calculate the individual boundary layers of the decomposed rotary cur-
rents using the local inertial frequency, f , at CCS, before they were combined to give
d.
Figure 5.4 shows the vertical extent of the bottom boundary layer, d, compared to the
depth of the main pycnocline (here depicted by the depth of maximum N2). As could
be expected from the earlier shown current record (Section 4.2), d is characterised
by a strong spring-neap cycle that is modulated by the N2 tidal constituent. The
vertical extent of d only approaches the depth of the main pycnocline from summer
2014 onwards during strong peak tides until stratification is eroded in December. This
suggest that the prevailing tidal currents at CCS are too weak to sufficiently erode
any existing stratification. There is thus no physical basis to increase the tidal mixing
efficiency, e, that modulates how effectively tidal mixing erodes any stratification within
the water column, as tidal stirring potentially only provides a small fraction to the
overall PE budget (Figure 5.4).
Clearly, tidal mixing keeps the bottom boundary layer vertically mixed throughout the
year. However, an increase of PE in the water column only occurs if stratification is
actively eroded, i.e. a contribution to the overall PE budget is only present if tidal
stirring is actively eroding any existing stratification. The separation between the top
of the bottom boundary layer d to the depth of maximumN2 suggests that tidal stirring
seems to only significantly supply PE to the water column once the pycnocline position
has been sufficiently lowered towards the end of the stratified period (Figure 5.4). This
had already been suggested during the introduction of the breakdown of stratification
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Figure 5.4: Observed vertical extent of bottom boundary layer, d (black) overlaid
to observed potential density [kg m−3]. Orange line marks depth of maximum N2.
in autumn 2014 in Section 4.3.2. Considering the depth of the mooring site of h ≈
145 metres and an average pycnocline depth of ∼50 metres, the tidal mixing efficiency,
e, is therefore unlikely to be greater than originally proposed by Garrett et al. (1978);
Simpson and Bowers (1981); Bowers and Simpson (1987). In fact, one could argue that
the original fit of e, which was empirically derived based on observed frontal positions
(Simpson and Bowers, 1981), is an over-estimation to predict the efficiency of tidal
mixing away from areas of frontal movement, such as CCS. Here, the tidal mixing
efficiency could potentially be lower. One of the reasons for this is that tidal fronts
tend to occur in shallower water (80 - 100 metres), here the bottom boundary layer is
sufficiently thick to actively erode stratification (Garrett et al., 1978; Simpson, 1981).
Furthermore, the lack of stratification on the mixed side of fronts does not restrict the
vertical transfer of momentum, as is the case in stratified conditions. Stratification
reduces the eddy viscosity, which in turn results in a decreased vertical extent of the
boundary layer (Section 2.4.5).
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This leaves the wind mixing efficiency, δ, to be increased to improve the fit. The
efficiency values computed by Simpson and Bowers (1981) were derived from frontal
positions observed in the Irish and Celtic Sea in summer 1987, which corresponds to
the same area the observations presented in this thesis originated from. Instead of
tuning δ to match the observations and thereby potentially fitting a result for the
wrong reason, it was decided to look for alternative missing processes in the following
sections.
5.1.4 Summary SH74
Using observed forcing terms (Figure 5.1), SH74 was able to predict the bulk sense
of stratification, successfully replicating the general pattern of the seasonal cycle of
Φ observed in 2014 and 2015 at CCS. This supports the hypothesis of Simpson and
Hunter (1974); Simpson and Bowers (1984) that away from the influence of freshwater,
stratification is to first order a vertical exchange process driven by the competition
of buoyancy input versus stirring at the boundaries i.e. sea surface/bed. Considering
the simplicity of this model, and how easily obtainable the main variables of net heat
flux, wind and tidal speed are, this work confirms that SH74 can be a useful tool in
determining the state of a water column with some confidence. However, its simplicity
is also the reason for its main weakness. The main modes of failure within SH74
were found to be (1) higher than observed accumulation of strong stratification, (2)
insufficient response to sudden meteorological forcing (3) poor timing of the onset
and breakdown of stratification. By keeping this problem 0-dimensional, SH74 has
no knowledge or memory of the vertical stratification, which in reality would lead to
an adjustment of the PE sink and source terms. Without further investigating this
problem in a 0D framework, the next section will deal with stratification at CCS using
the 1-dimensional (1D) approach introduced as SB84 in Section 2.3.
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5.2 1D approach - SB84
5.2.1 Model setup SB84
In order to test SB84 (Section 2.3) for the CCS location, SB84 was run to simulate
the same 2 year period as SH74 (January 1st 2014 - December 31st 2015). To allow
comparison between the performances of the two prescriptive models (SH74 and SB84),
the same observed values of barotropic velocities, 〈u〉, and meteorological forcing, i.e.
w, Qsw, Qu (Equation 2.19), were used to force SB84, as were used to force SH74 earlier
in this thesis (Section 5.1.1). Similarly, the same additional modelled and reanalysis
data, respectively, were used outside of the observational date ranges of the ACP frame
and the ODAS buoy deployment, explained in Section 5.1.1. This approach is thus
different to the original setup of SB84 (Section 2.3.1), which parameterised Qu as a
function of modelled SST and fitted Td (Equation 2.20) and used a sinusoidal fit to
derive Qsw (Equation 2.21). However, since w and the heat fluxes were taken or derived
from observed values (Sections 3.5, 4.1), they were considered a preferable choice to
the fitted alternatives proposed by Simpson and Sharples (2012).
The model grid was defined to have a depth h = 145 metres, with n = 145 vertical levels
(bins) each 1 metre high (∆z) and time steps of ∆t = 24 hours, and the model was
thus forced with daily averaged values of tidal and meteorological forcing. The daily
time steps were chosen as the emphasis of this research was on the seasonal cycle and
hence SB84’s performance replicating the diurnal heat cycle became less important.
The variables in Equation 2.9 & 2.15 were kept constant as suggested by Simpson and
Bowers (1984), i.e. kb= 0.0025, ρ0 = 1027 kg m
−3, ks = 6.4 × 10−5 and ρa = 1.3 kg
m−3.
As described in Section 2.3 SB84 directly models the vertical temperature structure.
It therefore requires an initial temperature profile, which was set to 9.65 ◦C based
on the earliest and coldest measurements made in spring 2014. After the model run,
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the density of the water column was computed using a fixed salinity of 35.5 g kg−1,
which corresponded to the average observed salinity at CCS (Section 4.3). While this
simplification introduces a possible error by not accounting for salinity changes, these
were observed to play only a minor role in defining density structure, as 99% of the
variability in density was explained by the variability in temperature (Section 4.3).
The daily averaged forcing terms used to run SB84, are shown in Figure 5.5. While the
shortwave heat flux, Qsw, displayed a typical seasonal cycle, Qu was particularly high at
the end of 2015 (Figure 5.5a), most likely linked to the conditions associated with the
mild winter 2015/2016 (McCarthy et al., 2016). As expected, both δPW (Figure 5.5b)
and ePT (Figure 5.5c) were closely linked to the observed wind speed (Section 4.1.1)
and tidal velocities (Section 4.9). Similar to ∂Φ∂t wind within SH74 (Figure 5.1), ePT
rarely exceeded δPW .
Figure 5.5: SB84 forcing terms [W m−2] a) Qsw (red) and Qu (dark blue) b) δPW
(blue) c) ePT (grey).
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5.2.2 Results: SB84
Figure 5.6a shows the results from SB84 (ΦSB84) alongside observations (Φobs) and
model results from the previous 0D model, SH74 (ΦSH74, Section 5.1.2). SB84 repli-
cated the seasonal cycle of Φobs well (R
2 = 0.88 for the whole period), and was able to
better predict the timing of onset and breakdown of stratification compared to SH74
(Figure 5.6a). Similar to SH74 (purple line Figure 5.6a), SB84 also overestimated
stratification in both years, particularly during summer and early autumn. In fact,
SB84 appeared to have suffered from similar problems as SH74 (Section 5.1.2), i.e.
accumulation of additional stratification during spring and summer, and insufficient
response to sudden meteorological forcing, albeit to a lesser degree.
Figure 5.6: SB84 and SH74: a) Φ [J m−3] observations (black), SH74 (purple) and
SB84 (green) b) ΦSB84 - Φobs [J m
−3].
Surprisingly, both models predicted peak values of ΦSH74 & SB84 ∼ 290 J m−3 around
October 1st 2014. Furthermore, SB84 also agreed with SH74 that stratification would
not have been completely eroded by the end of 2015 (Figure 5.6a), although the final
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value in SB84 in 2015 is less than half that of SH74 and is rapidly approaching mixed
conditions, which seems a more plausible result. Here, SB84 predicted Φ ∼ 75 J m−3 at
the end of 2015, which was comparable to levels of Φobs at the beginning of December
2014, and thus roughly one month away from complete breakdown of stratification in
2014 (see Section 4.3). Interestingly, SB84 predicted a brief period of stratification
before the observational campaign even began in March 2014 (Figure 5.6a) that obser-
vations agree was mixed out prior to the deployment date. SH74 however erroneously
predicted this event to be the onset for seasonal stratification in 2014.
Between April and June in both years, SB84 stratified at roughly the same rate as the
observations (1.23 vs. 1.30 J m−3 d−1), which is also evident by the near constant
difference between ΦSB84 and Φobs during this time (Figure 5.6c). After this period,
the difference between ΦSB84 and Φobs accumulated at 0.56 J m
−3 d−1 during June 1st
- September 30th 2014, and at 0.66 J m−3 d−1 during June 1st - July 25th 2015, which
potentially explains the overestimation of Φ in the summers of both years.
Figure 5.7a-b shows the observed and predicted full depth temperature time series
for comparison. SB84 replicated the overall temperature structure observed at CCS
well (Figure 5.7c), however it was unable to vertically distribute the heat realisti-
cally. During both years, SB84 retained too much heat within the surface boundary
layer compared to the observations (Figure 5.7a-c). During August 2014, SB84 pre-
dicted near-surface temperatures of up to 22.75◦C compared to the maximum observed
near-surface temperatures of ∼ 20.3◦C. Similarly in July 2015, SB84 predicted peak
temperatures of 20.3◦C at the sea surface, almost 2◦C higher than was observed during
this time. The lack of vertical heat distribution can also be seen by the sharp ther-
mocline predicted by SB84 (Figure 5.7b) and the lack of heat being transferred into
the bottom boundary layer (Figure 5.7d). Between April and December 2014 the ob-
served near bed temperature increased at 0.074◦C d−1 compared to the predicted rate
of 0.0027◦C d−1. The near bed temperature predictions only matched the observations
in January 2015, when SB84 equilibrated surface and near-bed temperatures due to
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complete breakdown of stratification. In contrast to the observed near bed temper-
atures, which only started to increase again in mid-April 2015, SB84 predicted near
bed temperatures to start rising in March 2015. This discrepancy was only observed
in 2015, as the initial profile was carefully tuned to match the March profiles in 2014.
Figure 5.7: Temperature [◦C]: a) observations b) SB84 results c) SB84 temperature
difference to daily averaged observations [◦C] d) near bed temperature: observations
(black) and predictions (green)
Despite SB84 including an improved consideration of physical process controlling strat-
ification than SH74, SB84 still overestimated stratification in both years (Figure 5.6).
The most probable cause for this is its poor vertical heat distribution. While the ob-
served thermocline is rather diffuse and several metres deep (Figure 5.7a), the modelled
thermocline only spanned a maximum of 10 metres between August and the beginning
of October 2014 (Figure 5.7b), which is also when the biggest difference in predicted
and observed Φ (Figure 5.6b), and bed temperatures (Figure 5.7d) were noted.
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The diffuse nature of the observed thermocline is often considered to be indicative of
internal mixing processes (Rippeth, 2005; Green et al., 2008; Simpson and Sharples,
2012), a potential PE source term currently unaccounted for in the boundary driven
model, SB84. Internal mixing processes, especially those driven by internal waves, have
been documented extensively in the Celtic Sea and other temperate shelf seas around
the world (e.g. Holloway, 1994; Sharples et al., 2001; MacKinnon and Gregg, 2003b;
Moum et al., 2008). Observations of vertical density structure (Section 4.3) and S2
(Section 4.2) at CCS also suggested evidence of an active internal wave field at CCS,
which will be further investigated in Section 6.1.
Whether the consideration of internal mixing processes within SB84 will improve the
predictions will be further examined in Section 5.2.3.3, after the dominant boundary
driven forcing terms are explored in more detail.
5.2.3 Discussion SB84
5.2.3.1 Importance of tidal mixing
Despite CCS seemingly behaving as described by the energetics model presented in
Chapter 2, it was already noticed in Section 4.3.1 and Section 4.3.3 that the onset of
stratification at CCS did not necessarily coincide with the lowest tidal speeds, as could
be expected from the energetics balance (Equation 2.16). In fact, during the onset of
stratification in spring 2014 (Section 4.3.1), tidal amplitudes were increasing to their
fortnightly maxima, i.e. spring tides. This is in contrast to observations made in the
North Sea, where the suggestion was made that stratification most likely to develop
as tides reduced towards neaps, however these observations were made in a much
shallower water column of depth h = 60 metres (Sharples et al., 2006). Furthermore,
it was shown in Section 5.1.3, that the boundary layer d might only supply PE towards
the end of the year, when the pycnocline deepened sufficiently to overlap the bottom
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boundary layer (Figure 5.4). This raised the hypothesis that the depth of the CCS site
reduces the impact of the tide on stratification (Section 5.1.3).
To test this hypothesis, SB84 was forced with tidal velocities removed, and thus PT
(Equation 2.9) set to 0 J m−3, while all other forcing terms were kept unchanged
(Figure 5.5). The results of this run, SB84T, are shown in Figure 5.8. For comparison
the results of SB84 (ΦSB84) have also been overlaid. SB84T replicated the seasonal
cycle of Φobs surprisingly well (R
2 = 0.64 for the whole period). While the lack of
tidal stirring input, PT , was expected to lead to an increase in the overall magnitude
of ΦSB84T , the timing of the onset of stratification in 2014 and 2015 was not affected
(Figure 5.8a). The overall increase in magnitude of Φ however, which peaked at the
end of each year, led to a delayed breakdown of stratification compared to the observed
timing by ∼ 1 week in 2014. ΦSB84T at the end of 2015 was predicted to be ∼ 50 J m−3
greater than ΦSB84.
Compared to the observed vertical temperature structure (Figure 5.8b) and the ear-
lier SB84 prediction (Figure 5.7b), the overall seasonal cycle was well replicated by
SB84T (Figure 5.8c). Like SB84, SB84T also suffered from too much heat retention
in the surface, which was only slightly greater than near-surface temperatures pre-
dicted by SB84, reaching 22.88◦C compared to peak SB84 temperatures of 22.75◦C
(Section 5.2.2). While the lack of tidal stirring clearly affected the thickness of the
thermocline, its main shape and location were replicated reasonably well by SB84T
compared to the observations (Figure 5.8d), which suggests that overall tidal stirring
might not be a significant PE source at CCS.
To study the contribution of tidal stirring (
∫
∂Φ
∂t tide
dt) [J m−3] to the overall Φ budget
in more detail, daily values of all three forcing terms were derived as a difference in Φ of
the vertical ρ profile before and after each term was applied using Equation 2.1. Similar
to the buoyancy production term, B in the TKE equation (2.31), the
∫
∂Φ
∂t heat
dt can
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Figure 5.8: SB84T a) Φ [J m
−3] observations (black), SB84 (green). SB84T (or-
ange). Temperature [◦C] b) observations c) SB84T predictions. d) SB84T temperature
difference to daily averaged observations [◦C].
supply or reduce Φ, as it is either promoting stable stratification or convective over-
turning due to heat loss to the atmosphere. Whereas
∫
∂Φ
∂t wind
dt and
∫
∂Φ
∂t tide
dt are
representative of the TKE production term, P , and thus can only erode stratification
and thereby reduce Φ. In agreement with the magnitude of the forcing terms (Fig-
ure 5.1),
∫
∂Φ
∂t tide
dt accounted for the smallest contribution to the overall Φ budget. In
both years
∫
∂Φ
∂t tide
dt contributed only 5% to the overall Φ budget, while
∫
∂Φ
∂t heat
dt
amounted to the largest contribution of 65% in 2014, which decreased to 58% in 2015.
In correspondence with this shift, the contribution of
∫
∂Φ
∂t wind
dt increased from 29%
during 2014 to 36% during 2016.
This result contradicts Simpson and Hunter (1974); Simpson et al. (1978) and Simpson
and Bowers (1984) conclusion to some extent, who considered tidal mixing the domi-
nant control on the vertical water column structure. However, their results particularly
focused on frontal regions. As already mentioned in Section 5.1.3, frontal regions are
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characterised by thick bottom boundary layers, where stratification is actively being
eroded. Away from frontal regions in sufficiently deep water, such as at CCS, the effect
of tidal mixing on the overall water column structure is shown here to be much re-
duced, due to the distance of the pycnocline from the bottom boundary layer for most
of the stratified period (Figure 5.4). While CCS was clearly portraying characteristics
of a seasonally-stratifying shelf sea site, with clearly defined upper and lower mixed
layers separated by a seasonal pycnocline of O(20 metres) thickness, the controls on
vertical density structure were largely analogous to that of the open-ocean (Kraus and
Turner, 1967; Waniek, 2003) rather than the tidally dominated system described by
Simpson and Hunter (1974); Simpson et al. (1978). In fact, it is only its relatively shal-
low depth that made CCS completely mix regardless of whether tidal mixing is present
(Figure 5.7b) or not (Figure 5.8c), as surface forcing appears sufficiently strong to cause
a complete breakdown of stratification within each seasonal cycle. While the positions
of frontal regions are closely dependent on the parameter χ (Section 2.2), away from
frontal regions surface forcing dominates, which is a clear shift from the often quoted
paradigm of the water column structure in temperate shelf seas proposed by Simpson
and Hunter (1974). This suggests that an additional third regime is required that
connects the tidally dominated Simpson-Hunter (Simpson and Hunter, 1974) regime
to the open-ocean Kraus-Turner (Kraus and Turner, 1967), regime.
5.2.3.2 Importance of wind mixing
To further study the importance of wind mixing, SB84 was also run with wind mixing
term (Equation 2.15), PW = 0 J m
−3, while the remaining forcing from tides and heat
flux were kept unchanged to SB84 (Figure 5.5a, c). The results of this run, SB84W, are
shown in Figure 5.9. For comparison the results of SB84 (ΦSB84) have been overlaid.
Setting PW = 0 J m
−3 leads to complete failure in replicating the seasonal cycle of
Φobs (R
2 = 0 for the whole period), which was expected considering that wind was the
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Figure 5.9: SB84W a) Φ [J m
−3] observations (black), SB84 (green). SB84W (pink).
Temperature [◦C] b) observations c) SB84W predictions.
second most important contributor to the overall Φ budget in SB84 (Section 5.2.3.1).
While the overall shape of ΦSB84W displayed a seasonal signal (Figure 5.9c), the lack
of PW resulted in SB84W accumulating an unrealistic amount of heat in the near
surface (>100◦C), and the pycnocline only extended to a depth of 10 metres during
summer 2014 and 2015. Two clear examples of this occur during July of both years,
when a step-like increase in Φ was observed O(100) J m−3 (Figure 5.9c). This excess
heat was retained within only the near surface layer, which promoted a prolonged
period of increasing stratification that lasted for a number of months during both
years, but is not replicated in the observations. Subsequently, stratification in SB84W
never completely broke down and ΦSB84W only reached minimum values of 35 J m
−3
by March 2015, before stratification was re-established in April 2015 (Figure 5.9a).
Negative Qnet in early October then changed the polarity of
∆ΦSB84W
∆t (not shown) in
early October, in agreement with the observed start of the breakdown of stratification
(Section 4.3.2). Negative Qnet resulted in loss of heat and eventual deepening of the
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pycnocline to a maximum depth of 37 metres, which coincided with some of the coldest
fully mixed conditions at CCS (Figure 5.9b). The poor timing and overestimated
heat retention within SB84W certainly confirms that wind mixing is a key component
driving vertical heat distribution, and thus SML deepening throughout the year. The
previously discussed step-like increases during July introduced a greater amount of Φ
that was observed as the winter minimum in SB84W (March 2015), suggesting that
stratification resulting from the observed heat flux could not have been broken down
without wind mixing.
As previously discussed in Section 4.3.2, autumn 2014 was characterised by the arrival
of winter storms, which eventually led to the complete breakdown of stratification at
CCS (Section 4.3.2). During the breakdown period 2014 strong negative heat fluxes
rarely occurred in isolation from strong wind forcing, as the heat exchange with the
atmosphere is intrinsically linked to the wind speed (see Equations 2.44 and 2.45). Fol-
lowing these observations, an attempt was made in Section 4.3.2.1 to determine wether
the breakdown of stratification in 2014 was driven by shear driven processes caused by
wind stress, or by convective mixing due to buoyancy reduction initiated by negative
heat fluxes using the Obukhov length scale, LOB (Equation 4.2) (Obukhov, 1946). This
analysis suggested a potentially significant result that during the autumnal breakdown
of stratification, wind was the dominant SML deepening mechanism. However, due to
wind and convection both acting to erode the SML, it was difficult to distinguish their
contribution conclusively. It was thus suggested to further study wind and convection
during the breakdown of stratification in isolation using the SB84.
As demonstrated in Figure 5.9, setting PW = 0 J m
−3 led to complete failure, partly due
to retention of legacy heat within the SB84 framework (Section 2.3.1). Furthermore,
in order to return to colder sea water temperatures during winter, a heat loss to the
atmosphere is clearly required. By only changing PW or Qnet once stratification was
observed to start breaking down, the contribution of each event was easier to study.
Thus the model was run again with PW (Equation 2.9) or Qnet (Equation 2.18) set to
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0 J m−3 from Julian Day 274 (1st October) onwards, which corresponds to the start
of the breakdown of stratification in 2014 (Section 4.3.2), while the remaining forcing
terms were kept unchanged (Figure 5.5). The results of those runs are referred to as
SB84WB (breakdown solely driven by Qnet) and SB84QB (breakdown solely driven by
wind), respectively, and are shown in Figure 5.10. For comparison the results of SB84
(ΦSB84) have also been overlaid.
Figure 5.10: Onset and breakdown of stratification 2014 a) Φ [J m−3] observations
(black), SB84 (green). SB84QB (red) SB84WB (blue). Temperature [
◦C] b) observa-
tions c) SB84WB d) SB84QB predictions.
Figure 5.10a demonstrates that all variations of SB84 were identical until either PW
or Qnet was set to 0 J m
−3 after and including Julian Day 274. SB84QB (red in
Figure 5.10a) took the longest time to completely break down. Surface and bed tem-
peratures did equilibrate at the end of April 2015 (Figure 5.10d), however temperatures
were 2.5◦C warmer than observed (Figure 5.10b), which is easily explained by the lack
of heat loss to the atmosphere. If however, the breakdown was solely driven by Qnet,
SB84WB retained too much heat in the surface layer (Figure 5.10c) compared to the
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observations (Figure 5.10b), and thus breakdown was delayed until the end of January
2015 (blue in Figure 5.10a).
These results suggest that the presence of both convection and wind stirring are impor-
tant to accurately reproduce vertical heat distribution and thus the timing of break-
down realistically. Particularly, convection can act to better connect surface mixing
processes with the stratified interior by homogenising the surface boundary layer, sup-
porting further breakdown of seasonal stratification. Further, the dependence of both
Qsen (Equation 2.44) and Qlat (Equation 2.45) on the wind speed, w, ensures that Qnet
can never act fully decoupled from the wind forcing.
5.2.3.3 Addition of an internal source of PE
At the end of Section 5.2.2, it was noted that one of the main reasons for SB84 to fail
to reproduce the seasonal cycle in Φ was caused due its poor distribution of heat in the
vertical. Without including any further boundary driven sources of PE or arbitrarily
increasing mixing efficiencies, this poor distribution could be attributed to the lack
of an internal source of PE. Observations of an active internal wave field had been
previously observed in this study area (Pingree et al., 1982; Palmer et al., 2008; Inall
et al., 2011), and the newly collected observations also suggested the presence an active
internal wave field at CCS (Section 4.3). It can therefore be hypothesised that this
unrealistic distribution of heat in the vertical could be improved by the addition of an
internal PE source.
In order to include an internal source of PE as a means of parameterising internal wave
mixing within SB84, a few assumptions must be made. Firstly, it is assumed that the
internal PE will be generated by shear driven mixing due to internal wave activity.
Secondly, given the predominately low mode structure of internal waves that have pre-
viously been observed in the Celtic Sea (Palmer et al., 2008; Hopkins et al., 2014), and
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other shelf seas (Sharples et al., 2001; MacKinnon and Gregg, 2003a; van der Lee and
Umlauf, 2011), any associated internal mixing would act on the main pycnocline, where
N2 is strongest. Furthermore, since mixing is prescribed within SB84 (Section 2.3),
it was unsuitable to simply set a constant background eddy diffusivity and viscosity,
which is considered the most basic approach to parameterising internal wave mixing
(e.g. Section 2.4.3). However, in a similarly basic way, a constant source of PE was
added internally, PEint, supplying PE directly to the main pycnocline. Hereafter model
runs of SB84 that included an internal PE source will be referred to as SB84int.
During the initialisation of SB84int, a fixed value of ε [W m
−3] is set, which is then
multiplied by an internal mixing efficiency of 0.2, akin to the mixing efficiency, Γ,
empirically derived by Osborn (1980). Before any mixing takes place in the model,
the main pycnocline location is found at each time step by searching for the vertical
level (bin) containing the maximum value of N2 [s−2] (Equation 2.33), and its two
surrounding bins (one bin above and one below the bins containing maximum N2).
Similarly to the stirring input by tide and wind within SB84 (Section 2.3.1), the influ-
ence of PEint, i.e. the number of bins which would be mixed, depend on the existing
stratification (Φ) and the available energy, i.e. PEint. The amount of PE gained by
the water column at each time step is equivalent to the effective stirring energy input
by internal mixing, PEint. If less than the available PE is used for mixing at each time
step, than this remaining PE is carried over to the next time step, unless the water
column is already fully mixed.
To test the effectiveness of the addition of an internal PE source, SB84int was run
using the same boundary forcing used for SB84 (Figure 5.5), and background values
of ε [W m−3] typically found within pycnoclines of temperate shelf seas. These range
from 1 × 10−6 − 2 × 10−3 W m−3 (Sharples et al., 2001; MacKinnon and Gregg,
2005b; Williams et al., 2013; Palmer et al., 2013). Figure 5.11 shows the results of
a selection of runs using low, medium and high values of εl = 5 × 10−6 W m−3, εm
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= 1 × 10−5 W m−3 and εh = 2 × 10−5 W m−3, marked as SB84intl , SB84intm , and
SB84inth , respectively.
Figure 5.11: SB84int: a) Φ [J m
−3] observations (black), SB84 (green), SB84intl (yel-
low) SB84intm (red) SB84inth (blue). Temperature [
◦C]: b) observations c) SB84intl
d) SB84intm e) SB84inth .
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Figure 5.11a shows the performance of SB84int (ΦSB84int) alongside the observed strength
of stratification at CCS (Φobs) and the previous solely boundary-driven run, SB84
(ΦSB84). The reduction in ΦSB84int was evident compared to ΦSB84 and further de-
clined, as might be expected, with increasing levels of ε. The timing of the onset of
stratification in both 2014 and 2015 was unaffected by the level of internal PE supplied.
The breakdown of stratification in both years, however, was clearly tightly linked to
values of ε. The best simulation producing a correlation coefficient of R2 = 0.98 (for
the whole period) was found using εm = 1 × 10−5 W m−3. The correlation did differ
slightly if the years were considered separately. While the best fit of R2 = 0.96 was
achieved using εm in 2014, the higher value of εh = 2 × 10−5 W m−3 in 2015 produced
the best fit solution, with R2=0.99. The impact of this higher value on the timing of
the breakdown of stratification, which was shown to have the largest error, could not
however be tested due to the length of the observations.
The values of ε, for which the best fits were achieved, were in the lower range of the
observed pycnocline values of ε, which can reach one or two magnitudes higher. This
is probably due to the fact that CCS is representative of a more quiescent site, away
from topographic features that could enhance ε, such as observed around banks (e.g.
Palmer et al., 2013), or close to the shelf break (e.g. Sharples et al., 2001; Green et al.,
2008). Furthermore, since this value is applied constantly, it should be considered
a long-term average and thus does not include some of the higher, sporadic values
typically associated with pycnocline turbulence in shelf seas.
The effects of adding a source of internal PE on the vertical temperature distribution
are evident when comparing the results of SB84int to the observations (Figure 5.11b-e).
Increasing ε leads to a more realistic vertical heat distribution in the summer months,
which thus improves the predicted surface temperatures by distributing surface heat
deeper into the water column (Figure 5.12a).
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Figure 5.12: Temperature [◦C] a) near-surface and b) near-bed, observations
(black), SB84intl (yellow) SB84intm (red) SB84inth (blue).
It is also apparent, however, that despite improved vertical heat distribution, there
is still not enough heat being fluxed into the near-bed region in the summer months
(Figure 5.11b). While at the same time, every increase in ε leads to the breakdown of
stratification being advanced too quickly (Figure 5.11a), and the thermocline in spring
being driven too deep (Figure 5.11d-e).
While the method used here to add internal mixing into the prescriptive mixing model
SB84 is somewhat arbitrary it is analogous to the modifications to mixing efficien-
cies that Simpson and Bowers (1981) implemented when tuning SH74 to spring-neap
adjustments (Section 2.2.4). It should thus be considered a first proof-of-concept of
the need to include interior mixing in SB84 in order to replicate the vertical density
structure more realistically. Furthermore, by supplying amounts of energy to midwa-
ter mixing, which are similar to those known to exist within shelf sea environments
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(Sharples et al., 2001; MacKinnon and Gregg, 2005b; Williams et al., 2013; Palmer
et al., 2013), removes some of the arbitrariness of this method.
These results suggest that including a constant source of internal PE certainly im-
proves the predictions of Φ by redistributing heat more realistically. However, they
also suggest that a constant supply results in a seasonal discrepancy, which causes
too little mixing during strongly stratified periods and too much mixing during peri-
ods with weak stratification. This in turn suggest that internal mixing at CCS has a
seasonal cycle with the greatest effect in summer months and the least during transi-
tional periods of stratification. This seasonality of internal mixing had been previously
predicted to occur in the Clyde Sea (Simpson and Rippeth, 1993). Observational ev-
idence presented by Cottier et al. (2004) revealed that the internal wave field in the
Clyde Sea was tied to the state of the water column, as the energy within the internal
wave field ceased when stratification was completely eroded. Cottier et al. (2004) did
however not find any evidence of a clear seasonal cycle within the internal wave field,
which strengthened during strongly stratified periods in the Clyde Sea. To investigate
whether a seasonal cycle is evident within the internal wave field at CCS, the long-term
observations of density and velocity structure will be further explored in the following
Chapter 6.
5.2.4 Summary: SB84
Using observed forcing terms (Figure 5.5), SB84 provided an improved prediction of
the seasonal cycle of Φ (Section 5.2.2), compared to SH74 (Section 5.1.2). While SB84
still overestimated Φ, it was able to improve on the SH74 predictions of the timing of
the onset of stratification in 2014 and 2015 and breakdown of stratification in 2014.
SB84 suffered from a poor vertical distribution of heat, which was attributed to the
lack of an internal source of PE from a constantly energetic internal wave field at
CCS. Exploiting the simplicity but also functionality of SB84, the importance of wind
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and tidal stirring was then investigated in Section 5.2.3. Surprisingly, tidal mixing
was found not to be a leading term controlling stratification at CCS, which suggests
that away from shallow or frontal regions, the control on the vertical density structure
is more analogous to that of the open-ocean than tidally dominated coastal regions
(Section 5.2.3.1). Furthermore, by focusing on the 2014 autumn period, it was shown
that both convection and wind driven mixing were important to fully break down
stratification (Section 5.2.3.2). The final Section 5.2.3.3 explored the addition of an
internal source of PE to improve the previously noted poor vertical heat distribution
within SB84. While the addition of an additional source of turbulent mixing is shown
to improve simulation of summer heat distribution and vertical structure, there appears
to be a seasonal cycle in internal wave related turbulence indicated by over-mixing by
the model during spring and winter/autumn months.
5.3 Summary: Prescriptive mixing models
In this chapter the prescriptive mixing models SH74 (Section 2.2) and SB84 (Sec-
tion 2.3) were tested to replicate the observed stratification at CCS. Overall the
heating-stirring based approaches were able to predict the general behaviour of the
observed seasonal cycle of Φ. However, both models seemed to suffer from similar
failures, namely an insufficient response to sudden events of O(days) and the overes-
timation of Φ. The latter failure was attributed to an underrepresentation of internal
mixing when only boundary driven mixing terms are employed. While the results of
SH74 first suggested that CCS behaves according to the classical balance between tidal
mixing and solar heating (Simpson and Hunter, 1974), manipulation of SB84 identi-
fied CCS to be controlled predominantly by surface driven processes, analogous to an
open-ocean environment (Kraus and Turner, 1967; Waniek, 2003). Manipulating SB84
further showed that both wind and convection are necessary to fully mix the water
column in autumn. By adding a constant source of internal PE to represent a constant
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level of internal wave mixing within SB84, it was shown that vertical heat distribution
can be replicated realistically. However a seasonal discrepancy was identified, with
too little mixing occurring during strongly stratified periods and an excess of mixing
occurring during the transitional periods. The hypothesised seasonality within the
internal wave field will be further explored in Chapter 6.
Chapter 6
Seasonality of internal waves and
mixing
Introduction
This chapter aims to investigate the seasonality of internal waves and mixing at CCS
using observational data and a combination of modelling tools.
Firstly the internal wave field at CCS is introduced using observations of vertical
density and velocity structure (Section 6.1). The internal wave field was found to be
active for the majority of the stratified period and dominated by internal tides and
inertial oscillations. By evaluating the total amount of energy within the internal wave
field an apparent seasonality with a super-imposed spring-neap variability was found.
Here, peaks in energy were observed during summer and autumn months, while weaker
levels occurred during the transitional periods of stratification. This result supported
the hypothesis raised in Section 5.2.3, which suggested that seasonally varying levels of
internal mixing were required to balance the energy budget according to SB84, which
were attributed to the internal wave field.
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The following Section 6.2 investigates the representation of internal wave seasonality
and mixing in models. Initially three commonly used internal wave parameterisations
were each included in the TC model to investigate their skill to represent realistic lev-
els of internal mixing (Section 6.2.1). The results showed that each model predicted a
seasonal cycle in internal mixing that was opposite to that suggested by energy within
the internal wave field. Section 6.2.2 explores the implementation of a new parame-
terisation that is a modification of a suggested turbulence scaling that has previously
been shown to be effective under similar forcing conditions to those observed at CCS.
This new parameterisation successfully predicted the seasonality in internal mixing
and improved on previous results of the prescriptive mixing model SB84, producing
the most realistic representation of the observed seasonal cycle of Φ.
6.1 Observational evidence of internal wave seasonality
As already suggested by observations of vertical density structure (Section 4.3) and S2
(Section 4.2), an active internal wave field was observed at CCS. Figure 6.1 presents the
temperature observations [◦C] from the 5 mooring deployments (Section 3.3). Internal
waves with periods of ≈ 12 hours are visible during the stratified periods in 2014 and
2015. Wave heights typically ranged around 10- 20 metres in the spring and summer
2014 and 2015 (Figure 6.1a-b, e). Maximum wave heights of ≈ 40 metres were observed
in late summer - autumn 2014 (Figure 6.1c).
The near-simultaneous occurrence of the onset of spring stratification and internal
waves propagating past the mooring site is particularly evident when presenting the
vertical temperature structure alongside Φ and focussing solely on the transitional
period of stratification (Figure 6.2a-b, e-f). It is clear to see that during spring 2014 and
2015 (Figure 6.2a-b,e-f), internal waves were observed propagating past the mooring
site soon after the initial onset of stratification. Pycnocline oscillations were however
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Figure 6.1: Internal wave field at CCS: a) - e) temperature observations [◦C] of
five mooring deployments. Note different temperature scales. Vertical blue line in
a) marks the onset of stratification in 2014. The vertical blue and yellow lines in d)
mark the breakdown of stratification in 2014 and the onset of stratification in 2015,
respectively.
absent during the first 6 days of established stratification (Figure 6.2a, d-e). Since the
CCS site was specifically chosen to be far away from topographic features and thus
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representative of the background state, the seabed around CCS is not thought to be
a generation zone of internal waves. Thus the observed internal wave field was most
likely generated elsewhere and propagated to CCS. A likely source of these waves is
the continental shelf break, which has often been identified as a major internal tide
generation site (e.g. Huthnance, 1989; Green et al., 2008). Assuming that the area
between the shelf break and CCS was similarly stratified to CCS, the propagation
time from the shelf break can be estimated using a simple two-layer approximation to
calculate the phase speed c [m s−1] of mode-1 internal waves:
c =
√
(g′h) (6.1)
Where, g′ is the reduced gravity
g′ = g
∆ρ
ρ0
. (6.2)
due to the density difference ∆ρ between the two layers supporting the internal wave.
Using the observed density profiles during the onset of stratification in 2014 and 2015,
wave speeds of c ≈ 0.3 m s−1 were likely. This would infer a propagation time of ≈
5 days for an internal wave to travel from the shelf break to CCS. It is questionable
however, whether shelf break generated internal tides are the only source of internal
tides observed at CCS. While shelf break generated internal waves have been observed
far into the shelf (Inall et al., 2011) it has been shown that many other topographic fea-
tures also generate energetic internal waves, that locally may be of greater importance
(Marsden, 1986; Palmer et al., 2013; Vlasenko et al., 2014). Whether locally, shelf
break or even more remotely generated waves make up the observed internal wave field
at CCS (e.g. Nash et al., 2012), is however beyond the scope of the work in this thesis.
Here the focus lies on their local impact. The lack of internal wave activity in the
very first days of established stratification could be considered an indication that the
generation sites were not yet stratified due to their shallower depth and thus would
not have allowed internal waves generation to occur.
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Figure 6.2: Internal wave field during transitional periods of stratification: a), c)
and e) 25 hr running average of Φ [J m−3] b), d) and f) temperature observations [◦C]
At the end of the stratified period, internal waves were observed until mid-December
2014 (Figure 6.2c-d), the depth of the SML had deepened dramatically by 25± 3 metres
(Section 4.3.2). After this event, internal wave activity was seen to dramatically reduce,
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potentially indicating that internal waves were no longer being generated, despite the
continued weak stratification at CCS.
In order to determine the dominant frequencies within the internal wave field a power
spectral density (PSD) was calculated for the complex form u + iv of the baroclinic
velocity within the BML. This was done using a Welch’s periodogram with a Hanning
window of the size of 50% of the total data record of 8640 data points, which is
equivalent to a window size of 30 days, and windows overlapping by 50%. The combined
spectrum was dominated by peaks at the semi-diurnal and local near-inertial frequency
(Figure 6.3). This is in agreement with previous studies that showed that the internal
wave field in the Celtic Sea is dominated by internal tides (semi-diurnal periods) and
inertial oscillations (local inertial period at CCS is f = 15.76 hours) (Palmer et al.,
2008; Inall et al., 2011; Hopkins et al., 2014). The spectrum also showed significant
peaks at the frequencies of the M2 overtides, M4 and M6.
Figure 6.3: Total PSD spectra [(m s−1)2/ cycles hour−1] of baroclinic energy (black),
with 90% confidence limit (grey). Vertical lines denote frequency of dominant frequen-
cies.
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To investigate the variability of the dominant wave periods, semi-diurnal and f , through-
out the seasonal cycle at CCS, a wavelet analysis was performed on the baroclinic
velocities during stratified periods (Φ ≥ 2 J m−3). By decomposing a time series
into time-frequency space, a wavelet power spectrum is able to show the dominant
frequencies of the internal wave field and how their strength varies. Wavelet analysis
essentially entails the convolution of a time series with a range of wavelet functions,
which are based on a ’mother wavelet’ that is being altered in frequency (dilated) and
time (translated) along the time series. Here the Morlet Wavelet (Figure 6.4) was used
as it is the standard ’mother wavelet’ in geophysical applications (e.g. Farge, 1992;
Jevrejeva et al., 2003).
The wavelet analysis was performed following the methods described by Torrence and
Compo (1998). Due to data gaps and mixed conditions in January - April 2015, a
windowed analysis of five discrete segments was computed for each depth.
Figure 6.4: Real (solid) and imaginary (dashed) part of the Morlet Wavelet over
time, t.
The depth average results are shown in Figure 6.5 and confirm the dominance of
the semi-diurnal and the local inertial period throughout the observational period
(Figure 6.5b). Increased amounts of power were also present at the periods of the
diurnal tidal constituents and the M2 overtides, reaching 0.07 m
2 s−2 and 0.1 m2 s−2,
respectively.
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Figure 6.5: Wavelet analysis. a) Φ [J m−3] b) Log10 of depth averaged wavelet
power spectra [m2 s−2]. Dotted black lines mark the cone of influence of each segment,
outside which the calculation becomes uncertain. Horizontal lines mark M2 tidal (red)
and inertial (blue) period c) daily average wind, τs, (red) and hourly averaged tidal,
τb (grey) stresses [N m
−1] acting on the sea surface and bed, respectively.
The strongest power of 0.51 m2 s−2 was observed at the semi-diurnal period during
September 2014 (Figure 6.5). This peak occurred during strongly stratified conditions
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(Φ = 230 J m−3, Figure 6.5a) and the maximum tidal stresses (τb, Equation 2.8)
observed during the observational campaign (Figure 6.5c). Power levels at the local
inertial period reached maximum values of 0.26 m2 s−2 in October 2014 (Figure 6.5b),
which coincided with the sharp drop of 70 J m−3 over 6 days associated with the
start of the breakdown of stratification in autumn 2014 (Section 4.3.2). In spring
2014, a local maximum in power levels at the local inertial frequency (0.1 m2 s−2)
also coincided with a decrease in Φ of ≈ 11 J m−3 over a 36 hour period (Figure 6.5),
associated with the storm in late April 2014 (Section 4.3.1). Generally, power levels
at the local inertial frequency increased with increasing wind speeds in autumn and
winter months 2014 (Section 4.1.1), but significantly decreased as stratification became
weaker in December 2014.
While the results of the wavelet analysis provide a useful tool to observe the variability
of the dominant wavebands at CCS, it fails to adequately separate between peaks of the
internal tide (semi-diurnal period) and inertial oscillations (f period) distinctively. It
is therefore a rather descriptive way of analysing the internal wave field. To analyse the
seasonality more effectively the total depth integrated kinetic energy of the horizontal
baroclinic velocities was calculated. This will hereafter be referred to as HKEtot.
HKEtot is defined as:
HKEtot =
∫ h
0
1
2
ρ
[
u(z)2 + v(z)2
]
dz (6.3)
Within this thesis HKEtot was determined spectrally according to:
HKEtot =
∫ h
0
∫ N
0
E(fr) dfr dz (6.4)
Where, E(fr) is the power spectrum density of the horizontal kinetic energy. Rather
than analysing the baroclinic velocities at fixed locations in the water column, baro-
clinic velocities were first interpolated into isopycnal coordinates thus providing a more
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realistic representation of oscillations along density interfaces. To derive the time aver-
aged u and v components of the flow, a windowed fast Fourier transform (FFT) of the
complex baroclinic velocities in isopycnal space was then computed. To successfully
separate the dominant semi-diurnal component, M2 and the inertial frequency, f , the
window size, win, had to be large enough according to:
win >
2∆fr
3
(6.5)
Where ∆ fr is the difference in frequency. At CCS the minimum window size required
to separate M2 (1/12.42 hours) and the local inertial frequency (1/15.76 hours) well
was therefore winmin ≥ 88 hours.
The 25 hr moving average of HKEtot, is shown in Figure 6.6b. HKEtot displayed
some evidence of a seasonal cycle with an apparent strong spring-neap variability,
which includes some evidence of the N2 modulation as observed in the barotropic tide
(Figure 6.6c). Weakest energy levels were clearly observed during transitional periods
of stratification in spring and late autumn 2014 and spring 2015. Strongest peaks were
observed during summer and autumn periods (Figure 6.6a-b). Values during spring
and summer 2015 were significantly higher compared to the values in spring 2014.
The observed seasonality in the internal wave energy is generally consistent with the
theory of internal tide generation. Following Nash et al. (2006) the total rate of work
of the barotropic tide interacting with topography is given by the product of Baines
(1982) body force (Fbt) and the barotropically induced vertical velocity (vbt), which
Nash et al. (2006) combines as:
Fbtvbt =
N2v2bt
ω
(6.6)
Which is indicative of the barotropic to baroclinic energy conversion. Here, vbt is the
result of the barotropic flow interacting with topography as it flows over a sloping
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Figure 6.6: HKEtot a) Φ [J m
−3] b) 25 hr running average of HKEtot [J m−2] c)
|〈u〉| full record (grey), period corresponding to available HKEtot (black) d) depth
averaged Fbtvbt [W kg
−1]. To aid the comparison, the full record of |〈u〉| and Fbtvbt
was plotted in grey, while periods when estimates of HKEtot were also available, were
highlighted in black and green, respectively.
bottom thereby inducing a vertical velocity:
vbt = |〈u〉|s(z/H) (6.7)
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where s is the slope of the sea bed. As already mentioned, the location of the CCS
site was specifically chosen to be away from any significant bathymetric features that
could generate internal waves at CCS. However, power at the semi-diurnal period
was present almost the entire stratified period (Figure 6.5), suggesting that a slope
somewhere within a suitable propagation distance of CCS must have been sufficient
to generate internal tides under the given conditions. Thus for the CCS location it is
assumed that
vbt ∝ |〈u〉| (6.8)
and thus a descriptive version of Equation 6.6 is used to indicate the likely relative
energy level of the internal tide at CCS by
Fbtvbt =
N2|〈u〉|2
ω
[W kg−1] (6.9)
Setting ω to the frequency of oscillation of the M2 tidal constituent, Fbtvbt was cal-
culated using observed values of N2 [s−2] (Equation 2.33, Figure 4.10d) and |〈u〉|
(Figure 6.6c). The depth averaged Fbtvbt [W kg
−1] is shown in Figure 6.6d. Fbtvbt
(Equation 6.9) intuitively follows the seasonal cycle of N2, modulated by the spring
neap variability of |〈u〉|. While the general behaviour of the observed internal wave
energy compared relatively well to the indicative barotropic to baroclinic energy con-
version term, Fbtvbt, a direct comparison highlighted that the timing of HKEtot only
occasionally matched that of Fbtvbt. Given that internal tides are generated elsewhere,
there is likely a lag associated with their propagation time to CCS. The lag itself is also
subject to change due to varying phase speed (Equation 6.1) and generation site, as
|〈u〉| and stratification changes. Interestingly, the highest measured values of HKEtot
during 2014 were in autumn, in contrast to the behaviour of Fbtvbt, which was generally
reducing at this time.
Figure 6.7 presents the contributions to HKEtot from the semi-diurnal internal tide
(HKEt2) and inertial oscillations (HKEf ). As was already noticed from the results of
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the wavelet analysis (Figure 6.5), HKEf increased as wind speeds increased in autumn
2014 (Section 4.1.1). While energy contribution from the semi-diurnal internal tide
follows the overall pattern predicted by Equation 6.9 (Figure 6.6d), inertial oscillations
potentially supplied the extra energy evident in autumn 2014. This suggests that wind,
as well as being the primary control on SML depth (Section 4.3.2.1) also has a secondary
role in supplying energy available to mixing via inertial oscillations.
Figure 6.7: Contribution from semi-diurnal internal tide (HKEt2) and inertial os-
cillations (HKEf ) a) HKEtot [J m
−2] b) 25 hr moving average of depth integrated
HKEt2 (grey) and HKEf (red) [J m
−2] c) daily averaged wind, τs, (red) and hourly
averaged tidal, τb (grey) stresses [N m
−2].
There is a clear difference in HKEtot during both spring and summer periods 2014
and 2015. 2015 exhibited significantly higher levels of energy with peak values in
June and July, which exceeded those of the observed maximum during autumn 2014
(Figure 6.7a). This is largely due to an apparent increase in semi-diurnal internal tidal
energy (Figure 6.7b), which is seen to be greatly enhanced over 2014 levels, despite
barotropic forcing remaining the same (Figure 6.6d). This could indicate differing
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conditions at the generation sites producing varying internal wave production between
2014 and 2015 (e.g. Vlasenko et al., 2013) or that differing levels of energy loss between
generation and observation at CCS existed.
6.2 Representation of internal wave seasonality and mix-
ing in models
The previous Section 6.1 confirmed a seasonality in baroclinic energy associated with
the internal wave field at CCS. Since internal waves are often cited as a likely contrib-
utor to internal mixing, (e.g. Gregg, 1989; Munk and Wunsch, 1998; Inall et al., 2000
this seasonality conforms to the hypothesis raised in Section 5.2.3, which suggested
that seasonally varying levels of internal mixing were required to balance the energy
budget according to SB84, which were attributed to the internal wave field.
In order to test how different internal wave parameterisations deal with the observed
internal wave seasonality at CCS, the TC model, described in Section 2.4, was run for
two years starting on 1st January 2014, using all three internal wave parameterisations
that were introduced in Section 2.4.3.
6.2.1 TC model
6.2.1.1 Model setup: TC
The model grid was set to have a depth of h = 146 metres, with n = 73 bins each 2
metres high (∆z), at a latitude 49.4◦N. Using this setup, and keeping Nmaxz = Kmaxz =
1 × 10 −1 m2, resulted in a time step of ∆t = 12.5 seconds according to Equation 2.55.
By carefully tuning the TC model to replicate the observed fully mixed temperature
profile at the start of the observations, the initial temperature profile was found to be
10.7◦C on 1st January 2014.
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During the dates when meteorological observations recorded by the Met Office ODAS
buoy (Section 3.5) were available, the TC model was forced using observed, daily
averaged values of the parameters required to evaluate air sea fluxes (Equations 2.41
- 2.46). Outside of this date range, these variables were complemented using daily
averaged values from the extended-range ERA-Interim product (Dee et al., 2011).
Daily averaged values of cloud cover, nc [%], were also taken from the ERA-Interim
product. The combined observed and reanalysis input variables of meteorological data
are shown in Figure 6.8.
Figure 6.8: TC meteorological forcing. a) wind speed, w [m s−1], b) wind direction
[◦N], c) cloud cover, nc [%], d) air temperature, Ta [◦C], e) air pressure, pa [mbar] e)
relative humidity, rh [%].
In order to generate sea surface slopes (Equation 2.26), which are required to solve the
equations of motions (Equations 2.24 and Equation 2.25), the model further required
input of tidal parameters for the tidal constituents, M2, S2, N2, O1 and K1. These were
found by applying a least squares fit method of harmonic analysis to the earlier derived
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barotropic (〈u〉) components of the observed velocities. The results of the harmonic
analysis, which were used to force the model, are shown in Table 6.1.
Constituent Au [m s
−1] φu [rad] Av [m s−1] φv [rad]
M2 0.288 1.44 0.289 0.43
S2 0.108 2.62 0.107 1.60
N2 0.056 6.19 0.054 5.15
O1 0.010 4.59 0.006 2.60
K1 0.014 0.73 0.010 5.12
Table 6.1: Tidal parameters to force TC model
To validate the model, the hourly output data was then compared to the observed
barotropic components of u and v (Figure 6.9) and found to have a good fit throughout.
Figure 6.9: Model validation: Tides [m s−1]. TC depth averaged velocities (cyan)
vs. observed barotropic (grey) components of a) u and b) v.
To assess the modelled velocity components in a more quantitive way, the absolute
root mean square error (RMSE), D (Equation 6.10), and relative RMSE, D/Ao, were
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calculated for each tidal component, u and v, for all five tidal constituents (M2, S2,
N2, O1 and K1) following the methods by Cummins and Oey (1997):
D =
[
1
2
(
A2o −A2m
)−AoAm cos (φo − φm)] (6.10)
Here, A and φ denotes amplitudes and phases of a tidal constituents and the subscripts
o and m depict the observational and model data, respectively. The results for the
absolute and relative RMSE during the observational period are shown in Table 6.2.
Constituent Du [cm s
−1] relative
erroru [%]
Dv [cm s
−1] relative
errorv [%]
M2 4.16 14.4 3.61 13.0
S2 0.59 5.43 0.49 4.81
N2 0.16 2.82 0.12 2.33
O1 < 0.01 0.48 < 0.01 0.24
K1 < 0.01 0.71 < 0.01 0.43
Table 6.2: Model performance. Absolute, D [cm s−1], and relative RMSE [%].
Based on the results shown in Figure 6.9 and Table 6.2, it was concluded that the
tidal velocities were reasonably well replicated by the TC model to continue forcing
the model using the parameters found in Table 6.1.
Each of three runs of the TC model used the same boundary forcing to permit direct
comparison of results base purely on the different methods to parameterise internal
wave mixing. By using the same meteorological forcing as used in the prescriptive
models, SH74 (Section 5.1.1) and SB84 (Section 5.2.1), and the well validated tidal
velocities also allows direct comparison, between TC and prescriptive mixing models
(Chapter 5).
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Hereafter, the TC model results employing the background (Section 2.4.3.1), Kantha
and Clayson (1994) (Section 2.4.3.2) and Canuto et al. (2001) (Section 2.4.3.3) in-
ternal wave mixing parameterisations will be referred to as TCBG, TCKC and TCCA,
respectively.
6.2.1.2 Results: TC model
Figure 6.10 presents the results of all TC variations alongside those of the observations
and their differences to the observations. All TC models were able to replicate the
overall seasonal cycle of Φ well (R2BG = 0.96, R
2
KC = 0.96 and R
2
CA = 0.84) and were
able to correctly predict the timing of the onset of stratification (± 1 day) during both
years. While ΦBG and ΦKC appeared indistinguishable (R
2 = 1.0) from each other
throughout 2014 and 2015, ΦCA was predicted to be significantly lower overall. In con-
trast to the prescriptive models investigated in Chapter 5, all TC runs underestimated
peak stratification values in the summer months in 2014 (Figure 6.10a-b). In 2015
however both TCBG and TCKC overestimated Φ until the end of the observational pe-
riod in July 2015, at which point they were in good agreement. In 2014 ΦBG and ΦKC
appeared to replicate the observations well up to July. Whereas TCCA underestimated
Φ throughout most of this period (green in Figure 6.10a-b). Comparing the same pe-
riod in 2015, TCBG and TCKC significantly overestimate Φ, while the relatively higher
mixing of the TCCA produced an improved estimate for spring 2015.
The general underestimation of the predicted Φ in all TC models in 2014, potentially
led to the breakdown of stratification being predicted 16 days (TCBG and TCKC),
and 28 days (TCCA) earlier than observed. It is also noted however, that similar
to the prescriptive models in Chapter 5, all TC models suffered from an insufficient
response to sudden events (of O(days)). An example of this is the onset of breakdown
of stratification in autumn 2014 (Section 4.3.2). Between 3rd and 10th October 2014,
stratification changed at an observed rate of -10.0 J m−3 d−1. Over the same time
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Figure 6.10: TC model vs observations a) Φ [J m−3] observations (black), TCBG
(blue solid), TCKC (red dashed), TCCA (green) b) difference of modelled Φ to obser-
vations, same colours as a). Temperature [◦C]: b) observations d) TCBG f) TCKC h)
TCCA. Temperature difference to observations c) [
◦C]: e) TCBG g) TCKC i) TCCA.
period, both TCBG and TCKC only predicted a rate of -5.7 J m
−3 d−1, while TCCA
predicted a rate of -5.1 J m−3 d−1. Interestingly, all TC variations also predicted a
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brief, temporary period of stratification before the observational campaign began in
March 2014. This had been previously also predicted by SB84 (Figure 5.6a).
Figure 6.10c-i shows the observed and predicted full depth temperature time series
for comparison and their differences. All TC models replicated (Figure 6.10d, f, e)
the overall temperature structure observed at CCS well. Again, the results of both
TCBG and TCKC (Figure 6.10d, f) appeared indistinguishable from each other, which
explains their close match in predicted Φ (Figure 6.10a-b). Unlike SB84, which strug-
gled with heat retention at the surface, all TC models successfully predicted realistic
SML temperatures, at most 3.6 ◦C higher than the observations (Figure 6.10e, g, i).
Despite this, the distribution of heat with depth was poorly replicated compared to the
observations (Figure 6.10e, g, i). This is also evident in the predicted SML depth and
location of the seasonal thermocline being too shallow. This failure likely contributed
significantly to the general underestimation of Φ in 2014 since the centre of mass was
artificially raised in the water column (Section 2.1).
The temperature structure predicted by TCCA (Figure 6.10h, i) showed clear evidence
of enhanced internal mixing, due to a greater increase in bottom mixed layer temper-
ature compared to TCBG (Figure 6.10d, e) and TCKC (Figure 6.10f, g), which was
better aligned with the observations evident in the generally low temperature differ-
ence (maximum of 2.9◦C) to the observations shown in Figure 6.10i. In addition, a
more diffuse thermocline with greater levels of variability was predicted.
To investigate the different responses from the three internal wave parameterisations,
the predicted levels of pycnocline mixing was examined (Figure 6.11). Each TC model
predicted order magnitude variability in Kz over relatively short time scales. As might
be expected from similar results in Φ and temperature, TCBG and TCKC only varied
slightly from each other. Overall, TCCA predicted higher levels of pycnocline mixing.
Average values across the two seasons were, Kz = 3.16 ± 2.80 × 10−4, 3.11 ± 2.78 ×
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10−4 and 5.66 ± 6.19 × 10−4 m2 s−1 for the three models TCBG, TCCL and TCCA,
respectively.
Pycnocline mixing within each model was also characterised by a clear seasonal cycle,
with lowest values during summer months and highest during the transitional periods
of stratification (Figure 6.11). This in direct contradiction to the missing mixing that
was hypothesised to close the PE budget within SB84 (Section 5.2.3.3). Similarly, this
contradicts the observational evidence that shows internal wave energy to be closed
related to the seasonal cycle in Φ, with maximum in summer and autumn (Section 6.1).
The enhanced mixing seen in all models during autumn and winter months is a poten-
tial cause of the breakdown of stratification being predicted too early (Figure 6.10).
Figure 6.11: Kz [m
2 s−1] within thermocline region as predicted from a) TCBG
(blue) TCKC (red dashed) TCCA (green).
To try to better understand the individual parameterisations’ response to forcing con-
ditions the predicted energy available for mixing, ε [W kg−1], will be examined relative
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to the buoyancy, B, and shear production, P , terms of the TKE equation (Equa-
tion 2.31), represented by N2 and S2 (Figure 6.12). This allows comparison of ε from
each model in a non-dimensional stability space and permits a focus on turbulence
within the pycnocline. To assist this only data with N2 > 10−6 s−2 were included in
the analysis.
Figure 6.12: log10 ε [W kg
−1] in stability space, N2 [s−2] vs S2 [s−2] predicted from
a) TCBG b) TCKC c) TCCA. Overlaid are Ricr = 1/4 (black) and Rig = 1 (red)
for reference.
Each model predicted a clear transition of ε at Rig = 1/4 (Section 2.36), which is as
should be expected since this typically indicates the Ricr (critical gradient Richardson
number) when shear driven instability is likely to occur (Section 2.4.1). Similar to Φ,
the temperature structure (Figure 6.10) and Kz (Figure 6.11), the behaviour of ε in
stability space predicted by TCBG and TCKC appeared indistinguishable (Figure 6.12a-
b). Both schemes associated strongest levels of ε with weak stratification, which is likely
due to boundary forcing acting on the periphery of the thermocline rather than any
parameterisation effects designed to represent internal wave mixing. Within regions
of stronger stratification (N2 >10−4 s−2) ε was observed to increase with reducing
stability. However, the Rig was rarely seen to become sub-critical and thus turbulence
was maintained within only 2-3 orders of magnitude above background levels.
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The distribution of ε in stability space as predicted by TCCA (Figure 6.12c) clearly
differed from TCBG and TCKC (Figure 6.12a-b). Within less stratified regions (N
2
<10−4 s−2), peak values of ε were significantly lower in magnitude and, a greater
range of Rig space was occupied. Within the more strongly stratified region (N
2
>10−4 s−2) there appeared to be more noise in the system. Similar to the TCBG and
TCKC, ε increased with decreasing stability up to Ricr. Within this space, values were
sometimes elevated by ∼ 1 order of magnitude. Again, an increased area within the
sub-critical stability space was occupied, with strongest values of ε associated close to
Ricr.
In summary, each TC model captured the general behaviour of the seasonality of strat-
ification observed at CCS well. While TCBG and TCKC appeared to behave similarly,
TCCA predicted a significantly different temperature field and thus Φ (Figure 6.10).
Comparing the rates of pycnocline mixing between the three parameterisations sug-
gested that TCCA predicted the highest overall values of Kz within the pycnocline
(Figure 6.11). Most importantly however, all TC variations predicted a seasonal cy-
cle of internal mixing. This cycle however was the inverse of that suggested to be
missing by SB84int (Section 5.2.3.3) implied by the energy levels within the observed
internal wave field. The response of TCBG and TCKC to predicted N
2 and S2 goes
some way to answering their failures in predicting turbulence due to internal waves
(Figure 6.12a-b). Neither scheme introduces sufficient shear within pycnocline regions
to drive the required criticality (indicated by Ricr) to produce internal mixing. This is
contrary to high levels of pycnocline shear that were observed (Section 4.3), and are at-
tributable to the internal wave field at CCS. TCCA does appear to introduce enhanced
levels of shear in pycnocline regions leading to sub-critical Rig and subsequently en-
hanced turbulence (Figure 6.12c). Despite this TCCA still predicts the highest mixing
at transitional stages of stratification.
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6.2.2 Introducing internal wave seasonality and mixing into models
Within the deep open ocean internal wave energy is often described following the
observed cascade of energy as described by Garrett and Munk (1979). A typical appli-
cation of this method is described by Gregg (1989) to estimate the amount of energy
available for mixing by internal waves, εiw, as
εiw = ε0
〈
N2
N20
〉〈
S4
S4GM
〉
(6.11)
Where N and S are the modelled buoyancy frequency and shear respectively, N0 is a
background N and SGM is an estimate of shear following the Garrett and Munk (1979)
cascade of energy. Within shallower, shelf sea environments however such parameteri-
sations of internal wave mixing have been shown to fail as internal wave spectra have a
greater level of variability. MacKinnon and Gregg (2003a) proposed a significant mod-
ification to the Gregg (1989) parameterisation based on observations of low frequency
dominated internal wave mixing on the New England shelf. Here, ε becomes a function
of low-frequency shear (Slf ) and buoyancy frequency (Nlf ) according to:
εMG = ε0
(
N
N0
)(
Slf
S0
)
[W m−3] (6.12)
where ε0 is a background level of turbulence, N0 and S0 are reference buoyancy fre-
quency and shear values.
Palmer et al. (2008, 2013) later showed that pycnocline turbulence in the summer
stratified Celtic Sea, in a region away from direct forcing of internal wave genera-
tion, followed the MacKinnon and Gregg (2003a) scaling of turbulence relative to low
frequency stratification and shear. In addition to this proposed scaling, it has been
extensively observed on the NW European shelf (e.g. van Haren et al., 1999; Rippeth
et al., 2009; Palmer et al., 2013) and in comparable shelf sea systems (e.g. MacKinnon
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and Gregg, 2005a,b) that the seasonal pycnocline exists in a state of ’marginal sta-
bility’. Under this state, local stratification (N) and shear (S) introduced by internal
waves maintain a near constant, low level of stability that is characterised by a Rig ≈ 1
(Equation 2.36).
To test whether the pycnocline at CCS was in a comparable state to these previous
studies, Rig (Equation 2.36) was calculated using all available observed values of N
2
(Equation 2.33) and S2 (Equation 2.32). Since only values within the pycnocline region
were of interest, weakly stratified and highly turbulent areas, such as the surface and
bottom boundary layer, were discarded, by setting Rig(N
2 < 1 × 10−4 s−2) = non-
values (NaNs). The probability density function (PDF) of the Rig was then computed
and is presented in Figure 6.13. The mode value was Rig = 0.45, which contributes to
the growing body of evidence that the seasonal pycnocline in shelf seas is commonly
maintained in this state of marginal stability.
Figure 6.13: PDF of Rig(N
2 > 1× 10−4 s−2).
While the distribution of RigCCS shows that higher stability states do exist, the distri-
bution shows that a low stability state is often likely to occur. The tight relationship
between N2 and S2 is therefore used to justify a further iteration to the MacKinnon
and Gregg (2003a) parameterisation in an attempt to predict the supposed seasonality
in pycnocline mixing, inferred by the SB84int results presented in Section 5.2.3.3.
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Assuming that Rig = N
2/S2 = 0.45 at CCS, Equation 6.12 can be rewritten as
εCCS = ε0
(
N2
N20
√
Ri0
)
[W m−3] (6.13)
Where Ri0 = 0.45 and N0 = S0 = 6 cph.
To test this newly suggested iteration on the MacKinnon and Gregg (2003a) parame-
terisation SB84 was rerun with the same forcing as SB84int but with Equation 6.13 in
place of the constant background value for internal mixing. Results from this new run
of SB84 will hereafter be referred to as SB84MG.
6.2.2.1 SB84MG results
Figure 6.14 shows the results from SB84MG alongside observations and model results
from previous runs that included only boundary forces (SB84, Section 5.2.2) and a
constant level of internal mixing (SB84intm , Section 5.2.3.3). To produce these results
ε0 was set to 8 × 10−8 W m−3 since this provided the optimal fit observed values
(R2 = 0.99). It is immediately evident that the SB84MG parameterisation introduces
a greater level of mixing than had previously been included in SB84, bringing spring
and summer results more in line with the observations. SB84MG also succeeded in
better reproducing the observed summer variability, being the only iteration of the
SB84 framework to not predict increasing Φ between August and October 2014.
The impact of the new parameterisation on the vertical structure was immediately
evident (Figure 6.14e) as it produced a greater levels of pycnocline diffusion and so
broke down the unrealistically tight interfaces that were particularly evident at the
base of the pycnocline during summer months in SB84 (Figure 6.14c). While spring
and summer conditions were best replicated in SB84MG the model does still unfor-
tunately overmix during autumn months, leading to breakdown being predicted too
early, similar to results from SB84int (Section 5.2.3.3).
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Figure 6.14: SB84MG: a) Φ [J m
−3] observations (black), SB84 (green),
SB84intm (red) SB84MG (purple). Temperature [
◦C]: b) observations c) SB84 d)
SB84intm e) SB84MG
Despite Equation 6.13 successfully managing to dampen internal mixing during autumn
months (Figure 6.15) it is clear that mixing during these latter stages of stratification
was still too high to accurately predict the full seasonal cycle. It is unlikely however
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that this is solely due to inaccurate internal mixing alone since the initial run of SB84,
which lacks any representation for internal mixing processes, still underestimated the
timing of breakdown of stratification in 2014 (Section 5.2.2). Interestingly, the seasonal
average of εCCS was 1.7 × 10−5 W m−3, slightly increased compared to the best
overall fit using a constant background ε = 1 × 10−5 W m−3 rate used in SB84intm
(Section 5.2.3.3).
Figure 6.15: εCCS [W m
−3] as predicted by Equation 6.13 within SB84MG
6.3 Discussion
Results from the SB84 suggested a seasonally varying source of internal mixing was
required to close the Φ budget at CCS, which is often assumed attributable to enhanced
midwater shear driven by internal waves. Analysis of the active internal wave field at
CCS support this hypothesis, revealing internal wave energy to peak through summer
months and reducing during transitional periods of stratification. The TC model was
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run with three commonly used internal wave parameterisations. Each produced a
seasonal cycle in pycnocline mixing, however the seasonal cycle was the inverse of
that expected, at a minimum during summer months and peaking during transitional
periods of stratification (Figure 6.11). It was interesting to note, that both TCBG and
TCKC produced similar results throughout. In contrast to this, TCCA predicted more
pycnocline mixing overall as the pycnocline regions were able to become sub-critical
and therefore turbulence was introduced to the more stratified regions (Figure 6.12c).
In an attempt to address the inaccurate scaling of turbulence produced by the TC mod-
els a modification of a parameterisation proposed for stratified shelf seas was employed
that was directly dependent on varying N2. This parameterisation (Equation 6.13)
includes two tuneable parameters prescribing a background level of turbulence, repre-
sented by ε0 and a background criticality represented by Ri0. This parameterisation
is analogous to that proposed by MacKinnon and Gregg (2003a), but enables repre-
sentation of internal wave shear via an assumption of persistent marginal stability. ε0
= 8 × 10−8 W m−3 was chosen as optimal fit of SB84MG at CCS. This is significantly
lower than suggested values of ε0 proposed by (MacKinnon and Gregg, 2003a, 2005a)
on the New England Shelf and by (Palmer et al., 2008) during a previous study in
the Celtic Sea, which ranged between 6.9 × 10−7 - 1.75 ×10−5 W m−3. Within this
new parameterisation however, ε0 is scaled by the empirically derived Rig at CCS. It
is possible that differences in ε0 between studies are due to varying background states
of criticality.
By prescribing the state of constant near-critical stability within the pycnocline, Equa-
tion 6.13 successfully introduces internal mixing directly relative to the seasonal cycle
N2, which is in direct contradiction to the TC solutions, which scaled mixing inversely
with N2 (Figure 6.11).
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6.4 Summary: Seasonality of internal waves and mixing
The aim of this chapter was to investigate the seasonality of internal waves and mixing
at CCS using observational data and a combination of modelling tools. The main
findings of this chapter are summarised below.
An active internal wave field was observed throughout the majority of the stratified
periods at CCS. Wave heights typically reached 10-20 metres during spring and summer
2014/2015, and during autumn 2014, internal waves occasionally reached heights of
40 metres. Analysis of the observed baroclinic velocities revealed that the internal
wave field was dominated by semi-diurnal internal tides and inertial oscillations. By
evaluating the total amount of energy within the internal wave field (HKEtot) an
apparent seasonality with a super-imposed spring-neap variability was found. Here,
peaks in energy were observed during summer and autumn months, while weaker levels
occurred during the transitional periods of stratification. The apparent spring-neap
variability appeared to be further affected by an N2 modulation, similar to observations
of the barotropic velocities, which suggests a level of predictability of the internal
wave field. The observed signal of HKEtot was generally in good agreement to the
barotropic forcing term Fbtvbt, but showed a number of disparities. Firstly, a variable
lag relative to Fbtvbt was observed. This suggests a variable internal wave field that is
characterised by waves with different phase speeds and generation sites as a result of N2
changing throughout the year. Secondly, high levels of HKEtot were observed during
autumn 2014. At this time the overall pattern of Fbtvbt was generally decreasing. This
additional amount of energy was potentially supplied by inertial oscillations in good
agreement with increasing wind speeds reported during this time. Thirdly, total energy
levels within the internal wave field were significantly higher during spring and summer
2015 than spring and summer 2014. This was mostly due to an apparent increase in
semi-diurnal internal tide energy (HKEt2), but the reason for this was unknown.
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To investigate the capabilities of three described, commonly used internal wave param-
eterisations to produce the suggested seasonality in internal mixing, they were each
included in the TC model. Each TC model was able to replicate the overall seasonal
cycle of stratification observed at CCS well. However, each parameterisation suffered
from poor vertical heat distribution, which led to the SML and thermocline depth being
predicted too shallow. By investigating rates of mixing (Kz) within the thermocline,
a large variability was found to occur throughout the stratified periods. It was clear
however, that each parameterisation predicted a strong seasonal cycle of thermocline
mixing that peaked during the transitional regions of stratification, but were lowest
during peak stratification in summer months. It was hypothesised that those high
levels of Kz during autumn were responsible for the early breakdown of stratification
predicted by the model. The seasonality predicted by each TC variation is in direct
contradiction with the suggested seasonality of internal mixing implied by the SB84int
results and supported by the energy levels within the observed internal wave field. By
examining the predicted energy available for mixing, ε, provides some suggestions for
the responses seen in the models. While TCBG and TCKC generally appeared to behave
similarly, both failed at introducing sufficient levels of shear within pycnocline regions
to drive the criticality required to produce internal mixing. Despite TCCA correctly
predicting sub-criticality to occur within pycnocline regions, it overmixed during the
transitional periods of stratification.
In an attempt to address the inaccurate scaling of turbulence found within the TC
models, an iteration of MacKinnon and Gregg (2003a) scaling of turbulence relative to
low frequency stratification and shear was employed within the SB84 framework. The
prescriptive mixing model SB84 does not include any of the dynamics (Section 2.3)
required to simulate the transfer of energy via enhanced levels of shear from internal
waves. The MacKinnon and Gregg (2003a) parameterisation was thus adjusted to take
account of the criticality observed within the pycnocline region at CCS to enable the
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representation of internal wave shear due to persistent marginal stability. The im-
pact of the new parameterisation was immediately evident on the vertical structure of
temperature, which removed previously unrealistically tight interfaces during summer
months. At the same time internal mixing was reduced during the transitional periods
of stratification and subsequently provides a seasonal cycle in internal mixing.
Chapter 7
Biogeochemical environment
Introduction
In this chapter a first attempt is made at investigating the biogeochemical environment
in response to the evolution of the vertical density structure throughout the seasonal
cycle, with a particular focus on the SML deepening period in autumn 2014. The focus
of this chapter was to establish the role the autumn phytoplankton bloom plays within
the seasonal cycle of primary production in a temperate shelf sea. While its significance
has previously not been well quantified, it is shown that the autumn phytoplankton
bloom can be as productive in fixing carbon as the spring phytoplankton bloom or the
well-studied subsurface chlorophyll maximum (SCM) during summer months. This
is done by combining observations of vertical density structure collected by the TS
mooring, introduced in Section 4.3, with measurements of chl a and nitrate, which
were collected during CTD profiles (Section 3.2 andSection 3.7) and by the Cefas
SmartBuoy (Section 3.6).
173
174 Chapter 7 Biogeochemical environment
7.1 Motivation
Autumnal phytoplankton blooms are considered characteristic features of the seasonal
cycle of primary productivity in most temperate and subpolar oceans (Longhurst,
1995; Findlay et al., 2006; Behrenfeld, 2010; Song et al., 2010; Martinez et al., 2011).
The classical view suggests that autumn blooms are caused by the deepening of the
surface mixed layer (SML) at the end of summer. Here the SML depth is increased
by a combination of shear driven mixing due to wind stress acting on the sea surface,
and convective overturning of the water column due to cooling of the sea surface. The
increase in SML depth subsequently leads to replenishment of nutrients to the euphotic
layer by entraining them from below the pycnocline. For a bloom to occur, light levels
need to remain high enough during the deepening to support photosynthesis, despite
the increase in SML depth resulting in phytoplankton receiving less light on average.
The deepening of SML depth has also been linked to the dilution of grazers (thus
reducing the prey predator encounter rate), which can further promote phytoplankton
growth by decoupling phytoplankton biomass from grazing pressure by zooplankton
(Smayda, 1957; Landry and Hassett, 1982; Martinez et al., 2011; Behrenfeld, 2010).
Compared to the sub-surface chlorophyll maximum (SCM) in summer months or the
spring phytoplankton bloom, autumn blooms are less well studied. Often this is due
to their relatively small surface signature, short duration and spatial and temporal
variability (Colebrook and Robinson, 1961; Hu et al., 2011; Chiswell, 2011; Song et al.,
2011), although some of these characteristics can also be attributed to the spring
bloom (Thomas et al., 2003; Chiswell, 2011; Song et al., 2011). While observations
of its occurrence and strength have been documented extensively (e.g. Thomas et al.,
2003; Aiken et al., 2004; Henson et al., 2009; Chiswell, 2011; Chiswell et al., 2013),
its significance within the seasonal cycle of primary production is not well quantified.
The full seasonal coverage provided by this study permits quantitative analysis of the
autumn bloom period in terms of total seasonal productivity.
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7.2 Biogeochemical observations
The seasonal cycle of primary production in the Celtic Sea is, like in other seasonally
stratifying shelf sea regions, tightly coupled to the change in vertical water column
structure (Tett et al., 1993; Thomas et al., 2003; Hu et al., 2011; Sharples et al., 2013).
The long-term observations of surface chl a [mg m−3] and nitrate [µmol l−1] shown in
Figure 7.1c & d demonstrated a clear response to the seasonal cycle of vertical density
structure described in Section 4.3.
Figure 7.1: Combined physical and biogeochemical observations: a) top-bottom
potential density difference [kg m−3]. b) daily averaged photosynthetically active
radiation (PAR) [µE m−2 s−1]. c) surface chl a [mg m−3]. In order to omit artefacts
due to non-photochemical quenching only data when PAR < 10 µE m−2 s−1 were
included here. d) nitrate concentration [µmol l−1] in the surface mixed layer. Markers
denote the SmartBuoy platform and CTD derived values during the process cruises
(Table 3.1).
At the beginning of the observations in March 2014, before stratification was fully
established, chl a concentrations were low (< 1 mg m−3) and nitrate concentrations
were high (∼ 9 µmol l−1) throughout the water column from the previous winter. As
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spring stratification became established a phytoplankton bloom was initiated, which
peaked on April 11th 2014 with surface chl a concentrations of up to 6.2 mg m−3.
Consequently the available nitrate in the SML became quickly depleted and concen-
trations dropped to ∼ 2.5 µmol l−1. During stratified periods, the diapycnal transport
of momentum, heat and tracers is restricted due to suppressed turbulent motions in
the pycnocline. Thus the resupply of inorganic nutrients from the dark, nutrient rich
bottom waters to the well-lit, nutrient depleted surface waters is inhibited. The result-
ing nutrient limitation, and potentially also an increased impact of grazers, led to a
decrease in the surface population and the demise of the spring bloom. The secondary
peak in surface nitrate concentration around April 26th 2014 was induced by a strong
storm event (Section 4.3.1). Here, strong wind and waves deepened the SML by ≈ 20
metres over a 36 hour period (Figure 4.12a) and thereby entrained dissolved nutrients
from the bottom mixed layer (BML), raising surface nitrate concentrations to 6.9 µmol
l−1. Subsequently a secondary phytoplankton bloom was initiated, with surface chl a
concentrations of up to 9 mg m−3 that peaked on May 4th 2014.
On May 12th the Cefas SmartBuoy platform drifted away from its location and hence
no surface nitrate and chl a observations were available from CCS until June 19th 2014.
At this time the vertical profiles of density, nitrate and chl a resembled that of a typical
shelf sea summer profile as also observed in other studies e.g. (Pingree et al., 1976;
Williams et al., 2013; Townsend et al., 2015). Compared to the spring phytoplankton
bloom at the surface, the biomass peak had been shifted to the interior of the water
column to the SCM. In all coincident, full depth profiles of CTD, nitrate and chl a at
CCS, the SCM was located within the base of the pycnocline and in the vicinity of the
nitracline. Here, turbulence from internal mixing mechanisms, for example internal
waves, together with the strong nutrient gradient (the nitracline) caused an upward
flux of nutrients that sustained this biomass peak (Holligan et al., 1984; Williams et al.,
2013; Lee et al., 2016). Peak concentrations of chl a within the sub-surface chlorophyll
maximum (SCM) were variable (average 2.06 ± 0.92 mg chl a m−3; ns=9), while chl a
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concentrations within the SML were uniformly low (average 0.31 ± 0.1 mg chl a m−3;
ns=9).
Figure 7.2: Vertical profiles during a)-c): summer (DY026a/b) and d)-f): autumn
(DY018). a) & d) potential density [kg m−3]. b) & e) nitrate [µmol l−1]. c) & f) chl
a [mg m−3].
The breakdown of stratification commenced in early October 2014 due to increased
wind mixing and surface cooling (Section 4.3.2). While this resulted in a deepening of
the SML and sharpening of the pycnocline (Figure 7.2a, d), it also transformed the ver-
tical structure of chlorophyll biomass and inorganic nutrients. Figure 7.2 illustrates the
change in vertical structure between summer (Figure 7.2a-c) and autumn (Figure 7.2d-
f) 2014: The deepening of the mixed layer resulted in entrainment of nutrients from
below the pycnocline, which increased surface nitrate concentrations by 2.24 ± 0.36
µmol l−1 (Figure 7.1d). This increase was seen over the entire SML (Figure 7.2b &
e). The deepening also led to the erosion of the SCM and instead a vertically homoge-
nous profile of chlorophyll biomass was established above the pycnocline (Figure 7.2c
& f). Simultaneously an increase in surface chl a concentrations of up to 2.2 mg m−3
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(Figure 7.1c) was observed, which could be indicative of an autumnal bloom driven by
the resupply of nutrients replenished by SML deepening. Surface light levels were low
during this period, and less than half of spring and summer photosynthetically active
radiation (PAR) levels (Figure 7.1b).
Surface chl a concentrations dropped to winter background levels of < 1 mg m−3
around December 13 th 2014 and stayed low during the mixed winter period. While
nitrate data were unusable between October 16th 2014 and March 20th 2015 due to
problems with the preservative (T. Hull, personal communication, 29.04.2016), pre
bloom nitrate concentrations of ∼7.5 µmol l−1 were observed during the DY021 March
process cruise.
The phytoplankton spring bloom that followed the onset of stratification in 2015 (Sec-
tion 4.3.3), was significantly stronger in magnitude compared to 2014, with peak surface
chl a concentrations of up to 11 mg m−3. In general, the 2015 bloom had more peaks
and hence the main phytoplankton bloom event was less well defined compared to
2014. Following the spring phytoplankton bloom in 2015 chl a concentrations within
the SML dropped back to low summer values (average 0.16 ± 0.05 mg chl a m−3;
ns=40). Peak chl a concentrations within the SCM were again variable (average 1.05
± 0.41 mg chl a m−3; ns=40).
7.3 Discussion
New observations of surface chl a and nitrate concentrations collected at CCS through-
out the 17-month observational campaign were presented. These showed a clear re-
sponse to the seasonal evolution of vertical density structure presented in Section 4.3.
It was shown that the deepening of the SML depth in autumn 2014, replenished inor-
ganic nutrient concentrations in the surface layer. At the same time, the erosion of the
summer SCM peak by homogenising the vertical chlorophyll biomass profile over the
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entire SML was observed. Thus it raised the question whether the observed increase in
surface chl a was linked to in-situ growth due to replenishment of nutrients that was
indicative of an autumn phytoplankton bloom, or simply a redistribution of the subsur-
face phytoplankton community, which was available before surface deepening began.
In an attempt to answer this question the depth integrated chlorophyll biomass was
computed.
Figure 7.3 shows the seasonal cycle of depth integrated chlorophyll biomass [mg m−2]
during the stratified periods of 2014 and 2015. These were calculated by taking the
depth integral from the surface to the top of the BML depth for all available CTD
profiles. In most vertical profiles of chl a evidence of photochemical quenching was
found during daytime CTDs in the near surface. To avoid underestimating the depth
integrated chlorophyll biomass values, chl a values were extrapolated from the SML
depth to the near surface using nearest neighbour extrapolation for all daytime CTDs.
This led to an average increase of 4% compared to using non-corrected profiles of chl a.
To estimate depth integrated biomass from surface chl a concentrations, recorded by
the SmartBuoy, a homogeneous profile of chl a throughout the SML was assumed, as
had been observed during DY018 (Figure 7.2f). The depth integral from the surface
to the SML depth was then taken and hence this should be considered as a minimum
estimate of chlorophyll biomass.
As might be expected, the highest observed values of 186 mg m−2 were found during
the spring bloom cruise (DY029) in 2015. In contrast to this, the summer values
(JC105, DY026a/b, DY030 and DY033) were relatively low, yet variable (average
21.33 ± 9.89 mg Chl a m−2, n= 55), but similar in magnitude to values observed by
Hickman et al. (2012) during a previous study in the Celtic Sea. As soon as the vertical
water column structure began to break down in early October 2014 (Section 4.3.2),
a sharp increase in integrated chlorophyll biomass of up to 90 mg m−2 compared to
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Figure 7.3: Depth integrated chl a biomass [mg m−2]. Markers denote the Smart-
Buoy platform and CTD derived values during the stratified periods of observations.
The shaded area denotes the time of active SML deepening (October 2nd - December
31st 2014). For comparison SmartBuoy data before the breakdown of stratification
had started was also included.
summer values was observed (Figure 7.3). This increase is indicative of in-situ growth
fuelled by the resupply of inorganic nutrients to the euphotic layer from depth, as
opposed to a redistribution of chl a, and the availability of sufficient light to sustain an
autumnal phytoplankton bloom. However, these relatively low light levels during this
period (Figure 7.1b) resulted in primary production becoming light limited, as not all
available inorganic nutrients in the SML were used up during the bloom (Figure 7.2e).
To further study this light limitation the SML depth was compared to the critical depth,
zcr, the depth where integrated losses and production balances. The concept of zcr was
developed by Sverdrup in 1953 as part of his critical depth theory (SCD) (Sverdrup,
1953), which predicts the onset of a phytoplankton bloom when the actively turbulent
layer shoals above the critical depth (Franks, 2015). As a result phytoplankton are no
longer light limited, growth outweighs losses, and a phytoplankton bloom can occur.
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This concept has been usually applied to study the mechanisms triggering the onset of
the spring phytoplankton bloom (Siegel et al., 2002) but has recently received consid-
erable debate regarding its validity (Behrenfeld, 2010; Taylor and Ferrari, 2011; Brody
and Lozier, 2014). Interestingly, Chiswell (2011) & Chiswell et al. (2015) proposed
that the SCD may actually apply in autumn and winter to determine the shut-off of
primary production. One of the SCD’s main assumption regards an actively turbulent
surface layer that ensures equal light exposure, rather than a surface mixed layer that
is defined by a fixed difference in temperature/density to a near surface value, (Franks,
2015). In contrast to most spring conditions, during autumn the SML ' the ’actively
turbulent layer’, as the SML is being actively deepened, which homogenises the surface
layer (Figure 7.2d-f). The SML depth was therefore here used as an indicator for the
depth of the turbulent layer during autumn. Values for zcr [metres] were calculated
following Siegel et al. (2002):
1
Kzcr
(
1− e−Kzcr) = Ic
I0
(7.1)
where K = 0.1 m−1 is the attenuation coefficient, Ic [mol m−2 d−1] is the compensation
irradiance, where integrated losses and production balances, and I0 [mol m
−2 d−1] is
the surface irradiance. Here zcr was evaluated for for Ic = 1.24 mol m
−2 d−1 a value
obtained by Siegel et al. (2002) for an open ocean zonal average between 45-50◦ N, and
Ic = 3.03 mol m
−2 d−1 a value observed by Langdon (1988) for a coastal dinoflagellate.
For comparison, values of zcr calculated for the Celtic Sea by Pingree et al. (1976) were
also included.
As might be expected, all variants of zcr showed a clear seasonal cycle with deepest
values during summer and shallowest during winter (Figure 7.4a), which is in good
agreement with the magnitude of surface irradiance (Figure 7.1b). While the values
calculated by Pingree et al. (1976) clearly show a stronger response to the seasonal
cycle, the timings at which zcr became shallower/deeper than the SML were similar to
the values calculated within this thesis. Without knowledge of the observed turbulence
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during the onset of spring stratification one cannot draw a conclusion from the SML
depth versus zcr to predict the onset of the spring phytoplankton bloom. The focus
within this thesis is therefore solely on the autumn period (Figure 7.4b-c). During the
first half of the autumn bloom period the SML < zcr (Figure 7.4b) and surface chl a
concentrations were increasing (Figure 7.4c). During the second half of this period the
SML approached zcr, while surface chl a concentrations were steadily decreasing. SML
> zcr around December 13
th 2014 (Section 4.3.2), which coincided with surface chl
a concentrations dropping to winter background levels of < 1 mg m−3 (Figure 7.1c).
This observed relationship does suggest that the SCD might be applicable to winter
conditions and can be used to predict the shut-down of the autumn bloom, based on
SML depth and surface irradiance values.
Figure 7.4: Critical depth hypothesis. a) Seasonal cycle of SML depth [metre]
(turquoise) compared to calculated values of zcr using Ic = 1.24 mol m
−2 d−1 (orange),
Ic = 3.03 mol m
−2 d−1 (yellow) and zcr by Pingree et al. (1976) (black) b) same as
a) but focused on autumn phytoplankton bloom period. c) surface chl a [mg m−3]
during autumn phytoplankton bloom period.
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In order to quantify the autumn bloom’s magnitude within the seasonal cycle of pri-
mary production its potential contribution to the annual budget and rates of carbon
fixation were calculated:
At first the average change in SML depth between summer (DY026) and autumn
(DY018) was estimated as ≈ 32 metres, and the total new supply of nitrate due to
SML deepening as 5.5 ± 0.1 µmol l−1. The uptake of nitrate was then derived from
the difference of the newly replenished nitrate concentration and the surface nitrate
concentrations observed during the bloom event as 3.4 ± 0.1 µmol l−1 and a new
SML depth of ≈ 52 metres (Figure 7.2e). Assuming the phytoplankton growth main-
tained a C:N Redfield ratio of 6.625 (Redfield, 1934) the autumn phytoplankton bloom
potentially supported 14.1 ± 0.2 g C m−2.
In order to put the autumn phytoplankton bloom into context with other events during
the seasonal cycle the equivalent new production was calculated per season (Figure 7.5).
To enable direct comparison to the autumn production the same fixed C:N ratio of
6.625 was used for all seasons. While it is well documented that the C:N ratio varies
seasonally and for different species (e.g. Sterner and Elser, 2002), observed rates of
C:N were not available for all seasons, and hence a fixed uptake ratio was used.
For spring values calculations of new primary production were based on the initial ni-
trate concentration in the SML prior to the bloom and the average depth of the SML
during the spring bloom. During summer months surface nutrients were depleted (Fig-
ure 7.1d) and hence new primary production within the SCM depended on diapycnal
nutrient fluxes from the BML, which is the product of the vertical diffusivity at the
base of the pycnocline, Kz [m
2 s−1], multiplied by the vertical nitrate gradient ∆Ni∆z
[mmol m−4]. Here, ∆Ni is difference of nitrate within the SML and BML, and ∆z is
the thickness of the nitracline.
Due to the relatively low vertical resolution of discrete bottle samples, especially com-
pared to physical data (Figure 7.2a-c), deducing the thickness of the nitracline from
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Figure 7.5: Seasonal cycle of carbon fixation. Circles denote amounts of g carbon
m−2 fixed per season (spring 2014, summer 2014, autumn 2014, spring 2015, summer
2015). Red lines represent 1 standard deviation. Black bars show duration of each
event.
discrete data points would have resulted in an underestimate of the nitrate gradient.
Instead, following the methods by Sharples et al. (2001), the thickness of the nitracline
was defined as the distance between the depth of the SCM peak and the BML depth.
For Kz a typical background diffusivity (at the base of the pycnocline) of 1× 10−5 m2
s−1 (Townsend, 1991; Benitez-Nelson et al., 2000; Sharples et al., 2001, 2009) was used.
As already mentioned by Townsend (1991), the amount of new production is extremely
sensitive to the chosen value of Kz, and in reality the nitrate flux will vary with time
in response to changes in tidal, wind and internal mixing (Sharples, 2008; Burchard
and Rippeth, 2009; Williams et al., 2013), e.g. Chapter 6. The error bounds presented
here take, account of uncertainties in nitrate concentrations (1 standard deviation,
DY026a,b ns=35, DY018 ns=26) within the SML & BML.
As can be seen from Figure 7.5 the estimate of carbon fixation during the autumn
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phytoplankton bloom of 14.1 ± 0.2 g C m−2 was similar in magnitude to the spring
and summer production 2014, each of these fixing 14.1 ± 0.1 and 13.9 ± 0.1 g C m−2,
respectively. Carbon fixation throughout 2014 also appeared to be greater than spring
and summer production in the following year, during which spring and summer pro-
duction each fixed 13.3 ± 0.1 and 11.1 ± 0.3 g C m−2 respectively. This suggest that
the autumn phytoplankton bloom was between 6 and 20% stronger than the observed
spring and summer seasons in 2015. In summary, the autumn phytoplankton bloom
thus has the potential to be as productive as the well studied spring bloom and summer
SCM.
A potential reason for this decreased production observed in 2015, is the decreased
nitrate inventory at the start of the onset of stratification in 2015, which was 21%
lower compared to 2014 levels (Figure 7.1d). Secondly, reduced levels of stratification
in 2015 compared to 2014 (Section 4.3.4), led to ∆Ni∆z being 24% lower than observed
during 2015.
7.4 Summary: Biogeochemical environment
This aim of this chapter was to provide a first attempt at investigating the biogeo-
chemical response to the change in vertical density structure observed throughout the
seasonal cycle at CCS. The focus of the chapter was on the effect the transition of verti-
cal water column structure from summer to autumn had on the inorganic nutrients and
chlorophyll biomass. SML deepening during this period eroded an established SCM,
whilst replenishing surface concentrations of nitrate. A subsequent increase in sur-
face chl a concentrations suggested in-situ growth, which was confirmed by examining
depth integrated chlorophyll biomass. The presence of detectable nitrate concentra-
tions within the surface layer also suggested that primary production had shifted to
become light limited.
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It was further investigated what role the autumn phytoplankton bloom plays within
the seasonal cycle and estimated its contribution to the annual primary production.
It was illustrated that the autumn phytoplankton bloom has the potential to be as
productive as the well-studied spring phytoplankton bloom and the summer SCM and
the capacity to significantly contribute to the drawdown of atmospheric CO2.
Chapter 8
Summary and conclusions
This thesis has presented and examined new, high-resolution measurements of un-
precedented detail spanning 17-months (March 2014 − July 2015) collected on the
North-West European Shelf as part of the UK Shelf Sea Biogeochemistry programme.
A long-term mooring array collected measurements of full-depth density (Wihsgott
et al., 2016) and velocity structure, meteorological and wave forcing, surface nitrate
and surface chl a at the centre of the Celtic Sea (CCS), in a mean water depth of 145.4
metres. The observations at CCS captured a full seasonal cycle of stratification and its
control on the seasonal cycle of primary production. The key strengths of this dataset
were the combination of its length and its high sampling resolution. This provided
an excellent opportunity to investigate the seasonality of key controls on the vertical
density structure and its biogeochemical response in a temperate shelf sea. The length
of the observations ensured that signals could be interpreted against a clear, long-term
context, for instance allowing the assessment of the N2 modulation of the spring-neap
effects. While key events could be investigated in detail, the long-term record enabled
putting them in context within the seasonal cycle.
An important result of this thesis showed that the controls on vertical density structure
at CCS were largely analogous to that of open-ocean environments (Kraus and Turner,
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1967), with tidal mixing only playing a minor role. While the tide keeps the bottom
boundary layer mixed all year round it appeared to only erode stratification towards
the end of the seasonal cycle as the pycnocline had been lowered sufficiently. This
result contrasts with the well-known tidally controlled frontal systems described by
Simpson and Hunter (1974); Simpson et al. (1978) and Simpson and Bowers (1984).
Since a large proportion of continental shelf regions are away from tidal mixing fronts
this is an important result as it highlights the need for an adjusted third regime that
bridges the gap between open-ocean environments and frontal regions.
A second key result of this thesis was the observed seasonality in internal wave energy,
which suggested seasonally varying levels of internal wave mixing due to enhanced
levels of S2 that varied relative to the seasonal cycle of N2. By investigating the repre-
sentation of this seasonality by three commonly used internal wave parameterisations
it was shown that each predicted a seasonality that directly contradicted that observed
within the internal wave energy. It was suggested that the reason for this was that the
models scaled internal mixing inversely with N2. In an attempt to provide realistic
scaling of turbulence an adjusted iteration of the MacKinnon and Gregg (2003a) scal-
ing of turbulence was employed, which proved successful in replicating the suggested
seasonal cycle of internal wave mixing relative to N2. This is an important result as
it highlights the need of future internal wave mixing parameterisations to scale mixing
due to enhanced levels of S2 from internal waves relative to the seasonal cycle of N2.
This result is also important in relation to better representing the supply of nutrients
to the SCM during the summer stratified period of temperate shelf seas.
The final significant result of this thesis shows that the autumn phytoplankton bloom
is a highly productive event within the seasonal cycle of primary production. It was
shown that in-situ growth due to replenishment of surface nutrients during the autum-
nal breakdown of stratification fuelled an autumn phytoplankton bloom. By putting
the autumn phytoplankton bloom within the context of the seasonal cycle it was shown
that is has the potential to be as productive as the well-studied spring phytoplankton
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bloom and the summer sub-surface chlorophyll maximum and thus the capacity to
significantly contribute to the drawdown of atmospheric CO2. Improving our under-
standing of the significance these events play within the seasonal cycle is of fundamen-
tal importance to better represent global carbon budgets and predict the response of
temperate shelf seas to future climate change.
To successfully predict the observed seasonal cycle of primary production in a bio-
geochemical model the findings of this thesis must be appropriately parameterised to
ensure accurate internal mixing. This is necessary to produce a realistic vertical density
structure, and subsequently accurate light and nutrient availability, but also to provide
correct timing of onset and breakdown of stratification. The identified seasonality in
internal wave behaviour and its implied mixing is likely to play a critical role in balanc-
ing the energy budget, and the performance of coupled physical-biogeochemical models
will likely be improved by inclusion of the reported processes. Future work stemming
from this research will be to extend the capability of the prescriptive model SB84
by including a suitable biogeochemical model to assess the impact of the suggested
turbulence parameterisation on biogeochemical cycles. Additionally, further work is
required to extend this parameterisation for inclusion in regional scale hydrodynamic
models to assess its impact on shelf sea seasonal cycles.

Appendix A
TS mooring diagrams
Instrument type Data channels used [units]
SBE 16plus SeaCAT CTD Temperature [◦C]
Salinity/and or conductivity [S m−1]
Pressue [dbar]
SBE 37 MicroCAT CTD Temperature [◦C]
Salinity/and or conductivity [S m−1]
Pressue [dbar]
Star Oddi Starmon mini un-
derwater temperature logger
Temperature [◦C]
Star Oddi DST Centi Temper-
ature
Temperature [◦C]
RBRsolo T — Temperature
Logger
Temperature [◦C]
Table A.1: Instrument types and data channels used during 5 TS mooring deploy-
ments.
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Planned
deployment
depth [m]
Instrument Serial
#
Comments
10 SBE 16plus 4597
15 Star Oddi DST 5753
20 Star Oddi Starmon 3578
25 Star Oddi DST 5768
30 SBE 37 4998
35 Star Oddi Starmon 3584
37 Star Oddi DST 3278
40 Star Oddi Starmon 3580
42 Star Oddi DST 3654
45 SBE 16plus 5309
47 Star Oddi DST 3653
49 SBE 37 7459
54 Star Oddi Starmon 3890
59 Star Oddi Starmon 3581
64 Star Oddi Starmon 3891
69 SBE 37 2010
79 Star Oddi Starmon 3582
89 Star Oddi Starmon 3583
99 SBE 37 4550 Instrument stopped
recording on June 5th
2014 at 05:20:01
109 Star Oddi DST 5284
120 Star Oddi DST 5264
129 SBE 16plus 4738
145 SBE 16plus 4596
Table A.2: TS1: Available instrument data from 1st TS mooring deployment.
Colours denote instrument type specified in Table A.1.
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Planned
deployment
depth [m]
Instrument Serial
#
Comments
10 SBE 16plus 4848
15 Star Oddi DST 5286
20 Star Oddi Starmon 3893
25 Star Oddi DST 5763
30 SBE 37 2506
35 Star Oddi Starmon 3594
37 Star Oddi DST 3614
40 Star Oddi Starmon 3896
42 Star Oddi DST 3271
45 SBE 16plus 5310
47 Star Oddi DST 3270
49 SBE 37 7460
54 Star Oddi Starmon 3897
59 Star Oddi Starmon 3899
64 Star Oddi Starmon 3901
69 SBE 37 2081
74 Star Oddi DST 3655
79 Star Oddi Starmon 3903
89 Star Oddi Starmon 3905
99 SBE 37 7458
109 Star Oddi DST 3269
120 Star Oddi DST 5263
129 SBE 16plus 4737
145 SBE 16plus 4736 The bedframe containing
the SBE 16plus was de-
ployed 3 days after the TS
mooring.
Table A.3: TS2: Available instrument data from 2nd TS mooring deployment.
Colours denote instrument type specified in Table A.1.
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Planned
deployment
depth [m]
Instrument Serial
#
Comments
10 SBE 16plus 4597
15 Star Oddi DST 5753
20 Star Oddi Starmon 3578
25 Star Oddi DST 5768
30 SBE 37 4998
35 Star Oddi Starmon 3584
37 Star Oddi DST 3278
40 Star Oddi Starmon 3580
42 Star Oddi DST 3654
45 SBE 16plus 5309
47 Star Oddi DST 3653
49 SBE 37 7459
54 Star Oddi Starmon 3890
59 Star Oddi Starmon 3581
64 Star Oddi Starmon 3891
69 SBE 37 2010
74 Star Oddi DST 3661
79 Star Oddi Starmon 3582
89 Star Oddi Starmon 3583
99 SBE 37 4550
109 Star Oddi DST 5284
120 Star Oddi DST 5264
129 SBE 16plus 4738
145 SBE 16plus 4596 Pressure data were sus-
pect after 13.11.2014
19:15:03 and have been
reconstructed using har-
monic analysis using
M2, S2, N2 and K1
constituents, which were
obtained form the re-
maining pressure record.
Table A.4: TS3: Available instrument data from 3rd TS mooring deployment.
Colours denote instrument type specified in Table A.1.
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Planned
deployment
depth [m]
Instrument Serial
#
Comments
10 SBE 16plus 4848
15 RBR Solo 76789
20 Star Oddi Starmon 3893
25 RBR Solo 76790
30 SBE 37 2506 Only data that was
recorded from 26.11.2014
10:10:01 onward is avail-
able as some of the
initial data had been
overwritten.
35 Star Oddi Starmon 3594
37 RBR Solo 76791
40 Star Oddi Starmon 3896
42 RBR Solo 76792
45 SBE 16plus 5310
47 Star Oddi DST 3613
49 SBE 37 7460
54 Star Oddi Starmon 3897
59 Star Oddi Starmon 3899
64 Star Oddi Starmon 3901
69 SBE 37 2081 Only data that was
recorded from 27.11.2014
13:45:01 onward is avail-
able as some of the
initial data had been
overwritten.
74 RBR Solo 76794
79 Star Oddi Starmon 3903
89 Star Oddi Starmon 3905
99 SBE 37 7458
109 RBR Solo 76795
120 RBR Solo 76796
129 SBE 16plus 4737
145 SBE 16plus 4736 Due to recovery problems
the bedframe stayed de-
ployed during TS4 and
TS5.
Table A.5: TS4: Available instrument data from 4th TS mooring deployment.
Colours denote instrument type specified in Table A.1.
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Planned
deployment
depth [m]
Instrument Serial
#
Comments
10 SBE 16plus 4597
15 RBR Solo 76797
20 Star Oddi Starmon 3578
25 RBR Solo 76806
30 SBE 37 4998
35 Star Oddi Starmon 3584
37 RBR Solo 76807
40 Star Oddi Starmon 3580
42 RBR Solo 76798
45 SBE 16plus 5309
47 Star Oddi Starmon 2836
49 SBE 37 7459
54 Star Oddi Starmon 3890
59 Star Oddi Starmon 3581
64 Star Oddi Starmon 3891
69 SBE 37 2010
74 RBR Solo 76799
79 Star Oddi Starmon 3582
89 Star Oddi Starmon 3583
99 SBE 37 5434
109 RBR Solo 76800
120 RBR Solo 76801
129 SBE 16plus 4738
145 SBE 16plus 4596 Pressure data were
suspect after 9.6.2015,
11:40:01 and have been
reconstructed using har-
monic analysis using
M2, S2, N2 and K1
constituents, which were
obtained form the re-
maining pressure record.
Table A.6: TS5: Available instrument data from 5th TS mooring deployment.
Colours denote instrument type specified in Table A.1.
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