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It is shown that every n-superconcentrator of depth 2 has size l2(n log n); that there exist n- 
superconcentrators of depth 2 and size O(n(log n)‘); and that there exist n-superconcentrators 
on which the pebble game can be played in space S and time O((n log n)‘/S), for a wide 
range of values of S. 
1. INTRODUCTION 
An n-network is an acyclic directed graph’ with n distinguished vertices called 
inputs and n other distinguished vertices called outputs. An n-superconcentrator is an 
n-network in which, for any 1 < m < n, any set X of m inputs and any set Y of m 
outputs, there exist m vertex-disjoint paths from X to Y. By the size of an n-network 
we mean the number of edges, and by the depth we mean the number of edges in the 
longest path from an input to an output. 
Valiant [5] showed that there exist n-superconcentrators of size O(n), and 
Pippenger 121 showed that there exist n-superconcentrators of size O(n) and depth 
O(log n). 
In this paper we shall study superconcentrators of depth 2. In such a network, 
every path from an input to an output either has length 1 and thus consists of a single 
edge or has length 2 and thus consists of an edge directed into an intermediate vertex 
(which will be called a link) together with an edge directed out of this intermediate 
vertex. If each path of length 1 is replaced by a path of length 2 through a newly 
adjoined link, the size of the network will be affected at most by a factor of 2. We 
shall adopt the technically convenient assumption that every path from an input to an 
output in a network of depth 2 has length 2, for a factor of 2 will be negligible as 
compared with other factors of imprecision in our estimates. 
In Section 2 we shall show that all n-superconcentrators of depth 2 have size 
L!(n log n), and in Section 3 we shall show that there exist n-superconcentrators of 
depth 2 and size O(n(log n)‘). 
A subsidiary objective of this paper is to study the pebble game on superconcen- 
trators. A pfay of this game is a sequence of moves according to the following two 
rules. 
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Rule 1. If the immediate predecessors of a vertex all have pebbles on them, a 
pebble may be put on that vertex. 
Rule 2. A pebble may be taken off a vertex. 
A complete play of the game is one that starts with no pebbles on the graph and 
puts a pebble on each vertex at some move of the play. The game abstracts certain 
properties of computations, especially those dealing with time (reckoned as the 
number of moves in a play) and space (reckoned as the maximum number of pebbles 
on the graph at any move of the play). 
Tompa [3] showed that any complete play on an n-superconcentrator in space S 
requires time Q(n’/S). This raises the question of whether there exist superconcen- 
trators for which this bound can be achieved over a broad range of values of S. 
Lengauer and Tarjan [l] showed that the n-superconcentrators described by 
Pippenger [2] have complete plays in space S and time O(n2+a/S’+a), where a = 
2 log,,, 6 = 8.837..., for any S in the range A(n) < S <B(n) (where A(n) = O(log n) 
and B(n) = Q(n)). 
Pippenger (see Tompa [3]) claimed that a certain n-superconcentrator -4;(n) (of 
size O(n log n)) has complete plays in space S and time O((n log n)‘/S) for any S in 
the range A,(n) < S <B,(n) (where A,(n) = O(log n) and B,(n) = fi(n log n)). 
Tompa [4] showed that in fact any complete play on ,KO(n) in space S requires time 
Q(n’/S’), refuting this claim. Tompa [4] also showed that x0(n) has complete plays 
in space S and time O((n log n)“/S”) for any S in the range indicated above. 
In Section 4, we shall show that a certain n-superconcentrator M’(n) (of size 
O(n(log n)‘)) has complete plays in space S and time O((n log n)‘/S) for any S in 
the range A’(n) < S < B’(n) (where A’(n) = O(1) and B’(n) = Q(n)), thus showing 
that the lower bound cited above for arbitrary superconcentrators is, to within 
logarithmic factors, the best possible. 
2. THE LOWERBOUND 
In this section we shall show that an n-superconcentrator of depth 2 must have size 
J2(n log n). Our proof, and that of the upper bound in the next section, will employ 
probability theory. We shall use P(E) to denote the probability of a random event E, 
and E(k) and V(k) to denote the expectation and the variance (the expectation of 
(k - E(k))‘), respectively, of a random variable k. 
Let ,K be an n-superconcentrator of size N and depth 2. Let X be a random set of 
inputs in which each input appears independently with probability p and let the 
random variable x denote the cardinality of X. Let Y be a random set of outputs in 
which each output appears independently with probability p and let the random 
variable y denote the cardinality of Y. Since ,/Y- is a superconcentrator, there exists a 
set of m = min(x, y} vertex-disjoint paths from inputs in X to outputs in Y. 
We shall need a lower bound for E(m). The following estimate will be sufficient for 
our purposes. (A more careful estimate shows that, in fact, E(m) > np + O((np)“‘).) 
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LEMMA 2-1. 
E(m) > np + O((np)“‘). 
Proof. We begin with Markov’s inequality, 
E(k) > Wk > K), 
which yields 
E(m) > np( 1 - e) P(m > np( 1 - s)) 
= np( 1 - E) P(x > np( 1 - s), y > np( 1 - E)). 
Since x and y are independent and identically distributed, we have 
E(m) > np( 1 - E) P(x > np( 1 - E))*. 
Next, we use Chebyshev’s inequality, 
V(k) > (E(k) - K)* P(k < K), 
which yields 
P(x < np( 1 - E)) < V(x)/@(x) - np( 1 - 6))‘. 
(2-l) 
The random variable x is the sum of n independent random variables that assume 
the value 1 with probability p and 0 with probability 1 - p. These n random 
variables each have expectation p and variance p(1 - p) and, since they are 
independent, their sum has expectation E(x) = np and variance V(x) = 
np(1 - p) < np. Thus 
and 
P(x < np(1 - c)) < l/npc2 
P(x > np(1 - E)) 2 1 - l/rips*. P-2) 
Combining (2-l) and (2-2) yields 
E(m) > np(1 - e)(l - l/ripe*)* 
2 np( 1 - E)( 1 - 2/ripe*). 
Setting E = (2/np)“’ yields 
E(m) > np( 1 - (2/np)‘j3)* 
> np( 1 - 2(2/np)“‘) 
= np + O((np)““), 
as was to be shown. I 
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Let v be a link of JV, let f, denote the number of edges directed into v and let g,. 
denote the number of edges directed out of v. Then 
N = c (fu + g,>. (2-3) 
” 
We shall say that a link is useful if it is connected by an edge from an input in X 
and connected by an edge to an output in Y. Let the random variable U denote the 
set of useful links and let the random variable u denote the cardinality of U. 
We shall need the inequality 1 - (1 - p)” < hp for 0 < p < 1 and natural numbers 
h > 0. For h = 0 it is obvious, and for h > 1 it follows from the observation that 
hp + (1 - p)” - 1 vanishes for p = 0 and has a nonnegative derivative for 0 < p < 1. 
The probability that a link v is connected by an edge from an input in x is 1 - 
(1 - pp < f,p and the probability that v it is connected by an edge to an output in y 
is 1 - (1 - p)“~, < g,p. Thus the probability that u is useful is at most f,, gL,p2 < 
df, + g,)” p2/4. This probability is also at most 1, of course, so that 
E(u) = 2 P(v E U) < 2 min{ (f, + g,)’ p2/4, 1 }. 
” ” 
(2-4) 
Each of the m vertex-disjoint paths from X to Y must pass through a different one 
of the u useful links in U, so that E(m) < E(u). Thus, by Lemma 2-l and (2-4), 
T min{(f, + gJ2p2/4, 1 I > np + O((~P)~‘~). 
Setting p = 2-“, multiplying by 2” and summing over 1 < p < v = [log, n J yields 
,<T<. T min{(f, + g,)’ z-“/4 2”) 2 n log, n + o(n). V-5) 
LEMMA 2-2. For h > 0, 
1 min{h22-“, 2”) < 3h. 
1<w<u 
ProoJ For h = 0, the lemma is obvious. For h > 0, let h = 2A’e, where A is an 
integer and 0 < 0 < 1. Then 
< 2’-eh + 2eh. 
Since 2e + 21Pe is convex in 0 < 0 < 1, its supremum must occur at an endpoint of 
this interval. Thus 2B + 21-e < 3, which completes the proof. I 
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From (2-S) and Lemma 2-2 we have 
\’ 3(f,. + g,,p > n log, n + O(n). - 
Combining this with (2-3) yields 
N > (2n log, n)/3 + O(n), 
which completes the proof of the lower bound. 
3. THE UPPER BOUND 
In this section we shall show that there exist n-superconcentrators of depth 2 and 
size O(n (log n)‘). 
An (a, b)-partial n-superconcentrator is an n-network in which, for any 
b + 1 < m < a, any set X of m inputs and any set Y of m outputs, there exist m - b 
vertex-disjoint paths from X to Y. (Loosely speaking, an (a, b)-partial n- 
superconcentrator reduces the problem of finding a vertex-disjoint paths to that of 
finding at most b.) 
LEMMA 3-l. For every 1 < ,a < v - 1, there exists a (2”-p, 2”-‘-‘)-partial 2”- 
superconcentrator with 2”-” links, into each of which and out of each of which at 
most 15~2~ + ’ edges are directed. 
Proof: Let, 4 be a random network with 2” inputs, 2” outputs and 2”-” links in 
which each link has edges directed into it from a set of inputs comprising those 
chosen in 1.5~2”~’ independent and uniformly distributed draws with replacement 
from among all inputs and as edges directed out of it to a set of outputs comprising 
those chosen in 15~2”~’ independent and uniformly distributed draws with 
replacement from among all outputs. It will suffice to show that the probability that 
I is not a (2”-@, 2”PP’1)-partial 2”-superconcentrator is strictly less than 1. 
The number of ways of choosing 2”-” out of 2” inputs is 
and the number of ways of choosing a subset of these chosen inputs is 22L’-U, so the 
number of ways of choosing a set X of m inputs for which 2”-W-’ + 1 < m < 2”-” is 
at most (e2M + ‘)*“-‘. Similarly, the number of ways of choosing a set Y of m outputs 
for which 2”-I”-r + 1 < m < 2’-” is at most (e2P+1)2”-r. Thus, the number of ways 
of choosing the sets X and Y is at most (e2”+1)20~“+‘, and it will suffice to show that 
for a particular 2”-P-’ + 1 Q m < 2”-‘, a particular set X of m inputs and a 
particular set Y of m outputs, the probability that M does not contain m - 2”--L1-’ 
vertex-disjoint paths from X to Y is strictly less than (e2Wf’))2”~““. 
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Given particular sets X of m inputs and Y of m outputs, for some 2”--p-’ + 1 < 
m < 2”-c, we shall attempt to find m - 2”-“-’ vertex-disjoint paths from X to Y in 
the following way. We shall consider each link v in turn. If there is an edge directed 
into v from an input in X and an edge directed out of v to an output in Y, we shall 
call the link Y a success, delete some such input from X, delete some such output from 
Y and add the path from the deleted input through v to the deleted output to our set 
of vertex-disjoint paths. Otherwise, we shall call the link v a failure. 
If this procedure does not yield a set of at least m - 2”-U-’ vertex-disjoint paths, 
then there must be at least 2”-’ - (m - 2”-@-‘) > 2”-‘-’ failures among the 2”-P 
links. There are 2*“-” ways of choosing a subset of the links. It will therefore suffice 
to show that the probability that a particular set of 2”-U-1 links are failures is 
strictly less than (e2“+ l)--z”‘-rr+’ 2-*“-‘, and thus it will suffice to show that the 
probability that a particular link is a failure is strictly less than (e2fi+1)-4 2-*. 
We shall need the inequality 1 - q < emq, which follows from the observation that 
eeq + q - 1 and its first derivative vanish at q = 0 and that the second derivative is 
positive for all q. 
If the procedure does not yield a set of m - 2”--p-1 vertex-disjoint paths, then X 
must contain at least 2”-p-’ inputs and Y must contain at least 21’--Ll-’ outputs when 
each link v is considered. The probability that there is no edge directed into v from an 
input in X is thus at most 
(1 _ y-11-1/y)15iu*“+‘~ (1 _ p-l)15P*~+‘< e-15ue 
Similarly, the probability that there is no edge directed out of v to an output in Y is at 
most e- lsL. Thus the probability that v is a failure is at most 2e-I”‘. This is strictly 
less than (e2rr+1)-4 2-*, as was to be shown. 1 
Let .A’& be a 2”-network in which the inputs are connected by disjoint paths of 
length 2 in any one-to-one fashion to the outputs. The network Jy;,, is a (2”, 2’-‘)- 
partial 2”superconcentrator of size 2”+‘. 
For 1 < ,D < v - 1, let MU,, be a (2”-*, 2”-““-‘)-partial 2”-superconcentrator of size 
at most 15,~2”+*, as provided by Lemma 3-l. 
Let A& be a 2”-network in which the inputs are each connected by edges to a 
single link, which is in turn connected by edges to each of the outputs. The network 
,Y^,,, is a (1, 0).partial 2”.superconcentrator of size 2”+‘. 
If J and 9 are n-networks, let M’ 119 denote an n-network obtained from a 
disjoint union of & and A9 by identifying the inputs of A’ in any one-to-one fashion 
with the inputs of 9 and identifying the outputs of M’ in any one-to-one fashion with 
the outputs of 3. If ~6’ is an (a, b)-partial n-superconcentrator and 9 is a (b, c)- 
partial n-superconcentrator, then J II9 is an (a, c)-partial n-superconcentrator. It 
follows that MU,, IIJv^,,l 11 ’ .. I/J& I (1 NV,, is a (2”, 0)partial 2”-supercon- 
centrator-that is, a 2”-superconcentrator-of depth 2 and size 
2 ut1 + T’ 
I&i”-1 
0@2”) + 2”+’ = O(v22”). 
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Taking v = [log, nl and deleting all but n inputs and all but n outputs (together with 
the edges incident with them) yields an n-superconcentrator A“(n) of depth 2 and size 
O(n(log n)‘). 
4. APPLICATION TO THE PEBBLE GAME 
In this section we shall show that modified versions of the n-superconcentrators 
described in the preceding section have complete plays of the pebble game in space S 
and time O((n log n)‘/S) for a wide range of values of S. 
Let .4/‘(n) (or, if no confusion is possible, simply A”‘) denote the network 
obtained from .X(n) as follows. First, adjoin to each link v into which f, > 3 edges 
are directed f, - 2 new vertices and arrange these vertices into a tree in which each 
vertex has two immediate predecessors, at most one of which is a new vertex. The 
leaves of these trees are inputs. The links together with these new vertices will be 
called prelinks. Second, adjoin to each output w into which h, > 3 edges are directed 
h, - 2 new vertices and arrange these vertices into a tree in which each vertex has 
two immediate predecessors, at most one of which is a new vertex. The leaves of 
these trees are links. The outputs together with these new vertices will be called 
postlinks. 
We shall describe a strategy for playing the pebble game on J’“‘. This strategy will 
have as a parameter a partition of the links of .N”’ into two sets: a set A of transient 
links and a set B of permanent links. By choosing this partition in various ways, 
various combinations of time and space for the strategy will be obtained. 
STRATEGY 4- 1. 
1. For each permanent link V, get a pebble on v (use Substrategy 4-3 below). 
2. For each output w: 
2-a. Get a pebble on w (use Substrategy 4-2 below). 
2-b. Take the pebble off w. 
3. For each permanent link V, take the pebble off V. 
SUBSTRATEGY 4-2. (To get a pebble on a postlink w.) 
1. If w has an immediate predecessor v that is also a postlink, get a pebble on v 
(use Substrategy 4-2 recursively). 
2. For each immediate predecessor v of w that is a transient link, get a pebble on 
1’ (use Subst.rategy 4-3 below). 
3. Put a pebble on w. 
4. For each immediate predecessor v of w that is not a permanent link, take the 
pebble off v. 
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SUBSTRATEGY 4-3. (To get a pebble on a prelink v.) 
1. If v has an immemdiate predecessor u that is also a prelink, get a pebble on u 
(use Substrategy 4-3 recursively). 
2. For each immediate predecessor u of v that is an input, put a pebble on u. 
3. Put a pebble on v. 
4. For each immediate predecessor u of v, take the pebble off U. 
Let T denote the number of moves of Strategy 4-l that put a pebble on a vertex. 
First let us consider moves that put pebbles on inputs and prelinks. All such moves 
occur in executions of Substrategy 4-3. When Substrategy 4-3 is invoked to get a 
pebble on a link v, and if there are f, edges of Jy‘ directed into v, then pebbles are put 
on f, inputs and f, - 1 prelinks, for a total contribution of 2fU - 1 < 2fL, to T. For 
each permanent link v, Substrategy 4-3 is invoked once by Step 1 of Strategy 4-1, for 
a total contribution of 
to T. For each transient link V, if there are g, edges of .H directed out of v, then 
Substrategy 4-3 is invoked g, times by Step 2 of Substrategy 4-2, for a total 
contribution of 
c 2f"g" 
VEA 
to T. 
Finally, let us consider moves that put pebbles on postlinks. There is one such 
move for each postlink, and there are 
postlinks. Summming these contributions to T yields 
T< 2f”&+ 3N. 
Let S denote the maximum number of pebbles on JY’ at any point in the execution 
of Strategy 4- 1. Strategy 4- 1 itself leaves at most 1 B 1 pebbles on M’ when it invokes 
Substrategy 4-2 or 4-3. 
Substrategy 4-2 leaves no additional pebbles on J’“’ when it invokes itself recur- 
sively, it leaves at most one additional pebble on N’ when it invokes Substrategy 4-3 
and it has at most three additional pebbles on N’ at other times during its execution. 
Substrategy 4-3 leaves no additional pebbles on X’ when it invokes itself and it 
has at most 3 additional pebbles on M’ at other times during its execution. From 
these facts it follows that S <)BJ + 4. 
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For any 0 < A < v - 1, let the transient links be those in . f ,,0 11 ... I/ Ji,.I and let 
the permanent links be those in . d;,,, , 11 e.. II,“,,,. The network .4’i.0 contains 2“ 
links v, for which f,,g, = 1. By Lemma 3-1, for 1 <,D < P- 1, .A<,,, contains 2”-W 
links v, for whichf,, g,. < (1.5~2Ut’)2. Finally, Pi,, contains 1 link. Thus 
T< 2"+' + x 0@*2"+")+ O(v22") 
l<r<A 
= o(11'2"+A)+ O(v22") 
= 0(2%z(log n)‘) + O(n(log n)‘) 
and 
s< 1 2v-u. + 1 
,l+I<~<L~--I 
= 0(2”4) 
= O(n/29 
From these bounds it follows that there are complete plays of the pebble game on 
I “(n) in space S and time O((n log n)‘/S) for any S in the range A’(n) < S <B’(n), 
where A’(n) = 0( 1) and B’(n) = Q(n). 
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