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ABSTRACT
Rapid remediation of an urban environment after a large-scale nuclear or radiological ma-
terial release requires simple, non-destructive decontamination techniques with manageable
waste. The Integrated Wash-Aid Treatment Emergency Reuse System (IWATERS) was de-
veloped for this purpose. In IWATERS, urban surfaces are sprayed, the contaminated wash
solution is collected and treated, and the treated wash solution is recycled. This work adds
to IWATERS by simulating the logistics of IWATERS and performing experiments that pro-
vide insight into optimal IWATERS operating parameters and changes in decontamination
efficacy over time. The simulation of material transport and top-level operations of washing
down surfaces to remediate four blocks of downtown Chicago, IL identified clay for the treat-
ment of wash solution as the limiting factor in decontamination progress. More importantly,
this work created the framework for future simulations of IWATERS deployment to aid re-
covery optimization. Decontamination experiments showed longer solution application times
improve soluble cesium removal and runoff solution can effectively decontaminate larger sur-
faces. Combined, these results suggest the optimal spray pattern for responders washing
down surfaces is spraying along the top portion of buildings for 15 minutes per section and
allowing the solution runoff to decontaminate lower portions of buildings. However, the
removal of soluble cesium decreases over the first 5 - 10 days following contamination until
removals are insignificant (<12%). Changes in the removal efficacy of contaminants that are
primarily removed via physical decontamination mechanisms over time, such as inert parti-
cles encapsulating radioactivity, were insignificant. Contaminant depth profiles showed that
particles did not migrate into the subsurface whereas cesium did. After two months of aging
at 65% - 75% average relative humidity with artificial rainfall events, the majority of cesium
was found within the first one millimeter of the subsurface. The application of rainfall events
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after contamination facilitated the migration of cesium into the concrete subsurface. The
understanding of decontamination efficacy changes and contaminant-surface interactions as
the time between contamination and decontamination increases will aid in recovery planning
efforts.
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The risk from a large-scale nuclear contamination event warrants developing effective re-
sponse and recovery plans. One part of effective recovery is understanding how decontami-
nation operating parameters affect contaminant removal and projected waste accumulation.
A second part is understanding the relationship between remediation duration and outcomes.
This work provides additional insight on both subjects for decontaminating concrete sur-
faces with wash solution applied via fire suppression pumps. Experiments were performed for
various flow rates and volume of applied solution, as well as measuring decontamination ef-
ficacy as a function of contaminant aging. Also, a medium-level framework and GoldSimTM
simulation describing the remediation of an urban center using the Integrated Wash Aid
Treatment Emergency Reuse System (IWATERS) were developed. This work culminates
in using experimental data in the remediation simulation to observe potential differences in
remediation outcomes.
1.1 Motivation
Historic wide-scale radiological dispersal events (RDE) have occurred worldwide and re-
sulted in severe consequences. Examples include radiological dispersal from the Chernobyl
and Fukushima Daiichi nuclear power plant accidents, nuclear weapons testing, nuclear re-
processing accidents and the accident with the therapeutic Cs-137 source in Goiânia [1–5].
RDEs can create billions dollars of direct and indirect economic loss [1, 6–8]. These costs
partly stem from increased paranoia and psychosomatic symptoms affecting a large popu-
lation long after an RDE [3, 9–11]. Surveys show that the perception of danger following
a radiological release is much higher due to a lack of knowledge and experience, despite
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assurances from radiation experts [1, 3, 9, 12].
These long-term consequences make contamination of high-value targets, such as large
airports or urban centers, an appealing attack method for terrorist groups [13, 14]. This
threat may be executed using an improvised nuclear device (IND) or radiological dispersal
device (RDD). An IND relies on special nuclear material to detonate via a nuclear reaction
and requires expert knowledge to build. A RDD is a device that disperses radiological
material, with a common example being a ”dirty-bomb”. Differences between an RDE
caused by a nuclear power plant accident and an RDE from a terrorist attack in an urban area
include contaminant fallout patterns, types of contaminated materials, nearby population
density, and pre-response knowledge of contaminants [15]. These differences, along with the
possibility of an RDE despite nuclear non-proliferation efforts, necessitate development of
recovery strategies to mitigate the effects of an RDE in an urban center.
One way to reduce the effects of an RDE is to compress the recovery timeline follow-
ing an RDE. Recovery concludes once decontamination and cleanup efforts have reduced
dose to acceptable levels, typically dictated by balancing risk reduction from additional
decontamination with the effects of continued operations on the community’s quality of
life [16]. Compressing the recovery timeline reduces evacuation times, provides people with
a sense of normalcy sooner, can improve the decontamination and simplify waste manage-
ment. Decontamination, particularly using minimally-destructive techniques, can improve
if contaminants have less time to become fixed on contaminated surfaces. Contaminants
may become fixed by migrating into the subsurface or chemically binding to the surface
material, such as through ion exchange or precipitation reactions [17]. This work refers to
contaminant fixation over time as ’contaminant-aging’. The limited experiments comparing
decontamination efficacy as a function of contaminant aging in urban materials evidence
difficulty in removing contaminants as they age [18–20]. Executing decontamination sooner
may allow remediation of more areas without resorting to destructive techniques. This can
further shorten the recovery timeline and simplify waste management. Thus, a primary goal
of RDE recovery planning should be compressing the recovery timeline.
Typically the recovery timeline is broken into three phases: early, intermediate, and late.
Early phase, or response, is the life and property-saving efforts immediately following the
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incident. Immediately following the early phase, the intermediate phase involves stabilizing
the situation (e.g. helping with evacuations and using nuclear forensics to help identify the
contaminants and culprits). Lastly, the late phase – or remediation – is the process of clean-
ing and rebuilding the affected area until dose levels are satisfactorily decreased and everyday
activities return to normal [21]. There have been a number of exercises to improve early
and intermediate phase guidance, but less attention has been given to developing late-phase
guidance [22, 23]. Providing guidance for late-phase activities is difficult because many fac-
tors are involved: physical characteristics of the contamination site, such as contaminants,
weather, and contaminated materials; social aspects such as potential ostracism of evacu-
ated persons by surrounding communities; political drivers, such as transitioning between
decision-making agencies; and the cost of different remediation strategies [24]. Although de-
veloping detailed late-phase guidance is difficult, there are technological and planning gaps
that have little dependence on the social, economic, and political factors influencing detailed
late-phase activities. One such technology gap is identifying decontamination method(s)
with manageable waste forms, flexible deployment options, and known efficacy on urban
materials.
Myriad decontamination technologies have been developed for standard operations (e.g.
nuclear installation decommissioning) and for remediation following an uncontrolled large-
scale nuclear contamination release. Decontamination technologies can be loosely divided
into methods that decontaminate primarily through physical means or chemical means. An
example of the former is ablation of the surface through sand-blasting and an example of
the latter is application of an ion-exchange agent. The techniques used for standard nuclear
installation decontamination – such as scabbling and acid washing – are not ideal for reme-
diation after an RDE because they use harsh chemicals or destroy contaminated surfaces.
Particularly for urban environments, remediation techniques should preserve structures to
reduce the overall economic losses. Competing with the desire to preserve affected struc-
tures is the fact that many surfaces in the urban environment are porous and hygroscopic,
making them increasingly susceptible to contaminant aging. This limits the discussion to
methods removing minimal surface material, such as application of gels or solution that
remove contaminants using ion exchange or chelating agents. The advantages, disadvan-
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tages, and previous experience using these technologies will be further discussed in Chapter
2. Suffice to say, there is still a need for a decontamination/remediation technology that
is rapid, non-destructive, and flexible to a variety of geographies, surface materials, and
contaminants.
This thesis focuses on the Integrated Wash Aid Treatment Emergency Reuse System (IWA-
TERS), a three-step system designed to facilitate rapid decontamination of urban structures
while preserving the clean water resource (Fig. 1.1) [25]. There are three primary steps in
IWATERS. First, urban surfaces are decontaminated by applying an ionic wash solution via
hosing, pressure washing, or using available municipal equipment. Next, the contaminated
wash solution is collected and processed in ad-hoc treatment beds to selectively remove con-
taminants. Last, the treated wash solution is recycled throughout decontamination, reducing
the water consumed and managing the waste solution as it is generated.
IWATERS has been characterized by lab-scale experiments, simulation, and field-scale
demonstrations. The decontamination efficacy of IWATERS has been measured for soluble
Cs-137, Sr-85, and Eu-152 on common urban materials using different wash solution applica-
tion methods and compositions. Contamination was aged one day at ambient lab conditions
in these experiments. Recycling of the wash solution has been simulated and experimen-
tally validated using a lab-scale sand/clay column and Eu-152, Sr-85, and Cs-137 in water.
Adsorption properties for potential treatment bed infill materials and solution compositions
have been quantified through batch experiments of varying time. Experimental results have
been paired with the wash-solution recycling simulation to estimate the material and time
to clean a contaminated building façade. Field-scale demonstrations have been performed
to communicate the system to stakeholders, responders, and decontamination experts. One
of the next steps in IWATERS research is performing experiments and/or simulations to
understand large-scale remediation using IWATERS.
Tools and decision aids have been developed for wide-area remediation following a chem-
ical, biological, radiological, or nuclear (CBRN) contaminant release. Many of these tools
stem from research by the United States Environmental Protection Agency (U.S. EPA) be-
cause it is a coordinating and primary agency for the cleanup of hazardous waste under
Emergency Support Function (ESF) #10 as defined by the National Support Framework
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Figure 1.1: Artist’s rendition of potential deployment of the IWATERS for large (building)
and small-scale (vehicle) nuclear contaminations. Early responders clean building with
ionic wash solution (Step 1: red dashes) and treat contaminated wash solution in one —or
more— sand/clay beds (Step 2: yellow dashes), suitable for recycle (Step 3). [25]
(NSF) [26]. Tools available from the U.S. EPA include I-WASTE, WEST, and the Hot Spot
Calculator. I-WASTE, the Incident Waste Decision Support Tool, uses a database of tech-
nical and regulatory information to aid decision-making related to the management of waste
generated from response activities following wide area CBRN contamination [27]. This tools
aims to reduce remediation time and cost of integrated response and recovery activities by
containing all reference materials required for decision-making. WEST, Waste Estimation
Support Tool, is a multi-platform tool relying on geographic information system (GIS), a na-
tional building inventory, and database of decontamination methods to calculate first-order
estimates of waste quantities generated from remediation following an RDE [28]. While
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the first two tools focus on a specific aspect of remediation, the Hot Spot Calculator takes
an integrated approach. The Hot Spot Calculator combines gamma-ray imaging technology
with a database of decontamination method characteristics (e.g. waste generated, cost, areal
cleaning rate) to predict the interplay between decisions and remediation outcomes [29]. In
their effort to provide guidance for large areas, these tools neglect details of decontamina-
tion, such as a reduction in decontamination efficacy because of contaminant-aging, that
impact final remediation outcomes. To supplement the evaluation of IWATERS as a reme-
diation method by the available wide-area remediation tools, a more detailed simulation of
IWATERS logistics is needed.
The simulation of IWATERS operations can be achieved using techniques from supply
chain management (SCM) research. SCM is comprised of material acquisition, distribution,
and transferring of finances, information, or materials [30]. By understanding the logistics
of a given process or system, resource movements can be optimized to minimize the use
of material goods, reduce cost, or complete a task in a shorter time. SCM research has
been applied to industry, military, and disaster response activities [31, 32]. Many disaster
response simulations focus on early-phase activities such as evacuation traffic and patient
influx into nearby emergency care facilities. These activities are often limited by resource
availability and unnecessary traffic (people visiting emergency rooms or evacuating despite
being asymptomatic or instructed to stay in place) [33, 34]. Some techniques leveraged by
these studies, either coded or using high-level simulation software, include queuing network
analysis, discrete event simulation, and agent-based models. Like emergency operations,
IWATERS will operate in a time of limited resource availability and can be described by a
task sequence. Therefore, this work adopts techniques from emergency logistics studies to
simulate IWATERS operations.
1.2 Research Goals
This thesis aims to provide insight on how decontamination logistics affect the remediation
timeline and cleanup efficacy following wide-spread nuclear contamination of an urban envi-
ronment. Additionally, stakeholders and decision-makers can use the conclusions from this
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work to help optimize remediation and compress the recovery timeline.
Chapter 2 contains background information on topics relevant to contaminant aging and
sequestration, as well as experience with minimally-destructive decontamination techniques.
First, the chapter lists potential contaminants and gives an overview of the contaminant
detection techniques used in this work. Next, Chapter 2 relates relevant concrete properties
and reviews contaminant transport in urban environments and porous media. Following this,
findings from lab and field-scale decontamination of concrete and significant advantages
or disadvantages of each technique are summarized. Chapter 2 then gives a summary of
experiments to characterize the IWATERS treatment beds. Finally, Chapter 2 provides an
overview of the simulation software and definitions to support the study described in Chapter
3.
Chapter 3 recounts the development of the logistics simulation framework to study a
hypothetical IWATERS deployment. It also presents the baseline simulation results and
discusses the implications of these results.
Chapter 4 provides details on the experimental materials and methods used throughout
this work. These methods include sample preparation and characterization, contaminant
preparation and characterization, decontamination, contaminant-aging, and depth-profile
measurements of contaminants in samples.
Chapter 5 describes experiments designed to supplement operations knowledge on the
washdown of large urban surfaces. Decontamination efficacy was measured as a function
of the flow rate and volume of applied wash solution. Also, experiments tested the ability
of runoff wash solution to decontaminate large surfaces. By understanding the optimal
operating parameters for washdown operations, detailed responder guidance and improved
secondary waste estimates can be generated.
Chapter 6 discusses the results from experiments designed to gain additional insight on
the relationship between contaminant aging and the decontamination efficacy. Contami-
nants were aged, with or without artificial rainfall, for up to 59 days before decontaminating.
Samples were either decontaminated by flowing solution across the coupon face or applying
pressurized wash solution normal to the coupon face. The contaminant penetration into
the coupon subsurface was measured for two coupons from each aging group. These re-
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sults provided insight on the removal mechanisms of contaminants over time and possible
decontamination strategies to optimize total contaminant removal.
Chapter 7 relates the two experimental chapters to the logistics simulation by repeating
the logistics simulation with new assumptions based on the Chapter 5 and 6 experimental
results. The implications of the new logistics simulation results, particularly the required
wash solution, duration, and average decontamination efficacy, are discussed.
Finally, Chapter 8 summarizes the most important findings of this work as related to






The contaminants present following a wide-spread radiological dispersal event depend on
the accident conditions. The primary long-term contaminants of concern following a nuclear
power plant accident are 134Cs, 137Cs, and 90Sr. 134Cs has a 2 y half-life, 137Cs has a 30
y half-life and 90Sr has a 28.8 y half-life. 137Cs and 90Sr either emit penetrating gamma
radiation (662 keV from 137mBa, daughter of 137Cs) or high energy beta radiation (2.3 MeV
from 90Y, daughter of 90Sr) [35,36]. Contaminants of concern for an RDD include Category
2 quantities of radionuclides widely used for commercial and medical purposes such as 137Cs,
241Am, 192Ir, and 60Co [13,37].
Contamination can be in different forms depending on the deposition method and site
conditions. Within the Chernobyl exclusion zone, particulates comprised of fuel and volatile
fission products accounted for 65% of the contamination [38]. The primary source of activity
in these particles was cesium. In addition to particles derived from fuel fragments, glass-
like radioactive particles containing isolated radionuclides, often ruthenium isotopes, were
also identified [39]. When the Fukushima accident occurred, the high temperatures (2200K)
caused some of the reactor material to aerosolize. As this material, primarily concrete and
steel, cooled, it solidified into silica particles containing cesium. Sample analysis showed
cesium, along with other fission products, encapsulated in 2µm particles [40–42]. These
particles were not water soluble and therefore would not leach cesium in water. Characteri-
zation of particle sizes following the weapons testing supports the presence of particles in the
far-field with diameters less than 10µm and minimal leaching of activity in water [43–45].
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2.1.1 Detection of Radioactivity
During experiments, contaminants were quantified using gamma energy spectroscopy using
either a high-purity germanium (HPGe) detector or sodium-iodide (NaI) detector. 137Cs was
quantified using its 662 keV photon emission, which has a branching ratio of 85%. 152Eu
decays by beta emission and electron capture, and has a 13.2 y half life and gamma emissions
at myriad energies [46]. The 121 keV and 344 keV gamma energy peaks were used to detect
europium. 125Sb undergoes beta decay followed by release of one or more photons, and has a
2.76 y half-life [47]. The gamma energy with the highest intensity, 427 keV at 30% branching
ratio, was used to identify 125Sb throughout this work. 153Gd has a 240 day half-life and
decays via electron capture [48]. 153Gd emits photons at 97.4 keV and 100 keV energies with
branching ratios 29% and 21% respectively. These photons were measured within one region
of interest (ROI) to quantify 153Gd throughout this work.
The NaI and HPGe detectors have different methods of translating incident radiation into
electron current, affecting the spectra produced by each detector [49,50]. When a radioactive
source is measured by the NaI detector, incident radiation interacts excites electrons in a
NaI(Tl) crystal. As these electrons return to ground state, photons are emitted through
fluorescence and phosphorescence. These photons enter a photomultiplier tube, where a
fraction of them are converted into photoelectrons by a photocathode. The number of these
photoelectrons are multiplied by a factor of 107 - 1010 using a series of dynodes before the
electronic signal is converted to detector readout. The conversion of incident radiation to
detector readout, particularly the electron multiplication, leads to high detection efficiency
but lower-resolution energy spectra. On the other hand, the HPGe employs a germanium
crystal to produce high-resolution electronic readout. Germanium is a semiconductor and has
a small energy gap (∼ 0.67 eV) between the valence and conduction bands. When incident
radiation interacts with the semiconductor, electrons are promoted to the conduction band,
creating an equal number of holes in the valence band. The electrons produce from this
interaction can be collected by applying voltage. Because of the low pair-production energy
of the semiconductor, less signal amplification is required as compared to the NaI detector.
The intrinsic efficiency of a HPGe detector can be comparable to a NaI detector, but is
10
usually lower.
In addition to the intrinsic detection efficiency and resolution, the counting geometry is
important. Counting geometry, or geometric efficiency, is the fraction of emitted radiation
from a source that is incident on the detector. This efficiency is typically quantified using







where Ω is the solid angle, A is the area of the detector face, r is the distance between the
detector section dA and the source, and α is the angle between the source and the section
dA of the detector [49]. Equations to estimate the solid angle for common source-detector
geometries are available. One such setup is a disk source placed sufficiently far away from a
detector with a circular face, which is used frequently in this study. One approximation for
this system is given in Eq. 2.2 - 2.6:












































where a is the radius of the detector, d is the distance between the detector and the source,
and s is the radius of the source. The defined terms F1 and F2 do not have any physical sig-
nificance. Note that these equations assume a flat source and sufficient distance between the
source and detector. These equations were used to quantify experimental error in detecting
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activity on concrete samples.
2.2 Concrete Properties
This section provides an overview of the properties of concrete to better discuss the binding
and decontamination mechanisms of contaminants on concrete in subsequent chapters. The
following definitions are adapted from Concrete: Microstructure, Properties, and Materials
[51]. Concrete is made of aggregate embedded in a binding medium, usually hydrated
cement. Aggregate is granular material such as sand, gravel, or crushed stone that is added
to a binding medium to produce concrete. Cement is a fine powder comprised of clinker,
primarily (CaO)3SiO2 and (CaO)2SiO2, and calcium sulfate that produces a binding medium
when hydrated. Concretes may also contain admixtures, which are components other than
aggregate, cement and water. These admixtures modify the properties of the concrete such
as the density, water resistance, or strength.
Concrete is formed when the components defined in the previous paragraph are mixed
with water and cured. Concrete is cured by maintaining a sufficiently moist and warm en-
vironment for the cement hydration reaction. Once cured, the hydrated cement is primarily
comprised of different calcium-silicate-hydride (CSH) structures and calcium hydroxide. The
CSH structures can be varied throughout a single concrete sample partly because the hy-
dration of the cement is heterogeneous. In other words, the water content was not constant
throughout the sample during hydration, leading to different hydrated cement products.
The cement approximately doubles in volume as the hydration reaction progresses. Most of
this volume change can be attributed to the formation of capillary pores. The size of these
pores depends on the water to cement ratio (w:c) used to make the concrete and the curing
time. Low w:c ratios will produce low porosity concrete and average pore sizes in the tens of
nanometers. In concretes with high w:c ratio, these voids can be in the hundreds, sometimes
thousands, of nanometers (Fig. 2.1, a). The capillary voids also tend to increase in size with
decreased curing time (Fig. 2.1, b).
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Figure 2.1: Concrete pore size distribution as a function of curing time (bottom) and water
to cement ratio (top) from [51].
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2.2.1 Moisture in Building Materials
Because the concrete coupons used in this dissertation are initially dry before spiking with
contaminated solution, the absorption of contaminated solution into the coupons depends
both on the diffusivity of the spike solution in the concrete and the capillary forces acting
on the contaminated solution (or suction). To quantify the initial absorption of fluid into




where I is the depth the fluid has penetrated, Si is the sorptivity of the concrete, and t is
time since the concrete was placed in a water source in a one-dimensional sorptivity test.
According to ASTM C1585, the initial sorptivity of concrete is measured using water contact
times less than six hours or as soon as the plot of weight gain vs. time begins to taper [52].





with a 1:2:4 weight ratio of cement, sand, and aggregate and varying w:c ratios, age, and
curing times [53–57].
The water absorption and water content in concrete will vary based on the relative hu-
midity, temperature, and curing time of the concrete. Figure 2.2 shows the relative water
content changes as a function of relative humidity (from [58]). As the initial water content
approaches wcrit in Fig. 2.2, the observed initial sorptivity decreases and/or occurs in a
shorter time. The temperature affects the water content and absorption for two reasons.
First, thermal expansion of the concrete increases the pore space in the concrete. Second,
as the temperature increases the surface tension of water decreases, allowing liquid water
to adsorb faster [59]. As mentioned earlier, the curing time of the concrete affects the pore
structure of the concrete, which in turn changes the sorptivity and permeability properties
of concrete. Extended curing times will decrease sorptivity and permeability.
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Figure 2.2: Moisture storage in porous materials as a function of relative humidity (fig.
4.18 from [58]). The moisture storage is shown as the water in the porous materials
relative to the water in porous materials at saturation.
15
2.2.2 Pore Water Chemistry
Because the surface area of the connected pore space is primarily composed of hydrated
cement paste, the aggregate typically has little influence on the pore water chemistry. Es-








gate and less than 0.001 m
2
g
for coarse aggregate. In addition to this surface area difference,
small capillary pores will be the first to become saturated due to their increased suction
forces and small diameters.
The pore water in newly formed concrete is basic, with a pH of about 13.5 and an abun-
dance of Na+, K+, and OH1 ions [60]. Concrete interactions with the environment can
change the pore water pH. For example, carbonation of concrete reduces the concrete pore
water to approximately pH 8 - 9. Carbonation is when carbon dioxide in the air interacts
with pore water to form carbonic acid, which then interacts with the calcium hydroxide
in the concrete to form either calcium carbonate or calcium bicarbonate depending on the
carbon dioxide concentration in the pore water [51]. Not only can physical and chemical
weathering phenomena alter the pore water chemistry, they can alter the pore structure.
Again, using carbonation of concrete as a example, the calcium bicarbonate formed during
carbonation is soluble. Leaching of the calcium bicarbonate into solution increases the pore
volume.
2.3 Cesium Interactions in the Environment
Contaminant interactions and transport in the environment can depend on the contaminant
physical and chemical properties, the deposition conditions, the climate/weathering condi-
tions, and the physical and chemical properties of the contaminated substrate. Cesium is
found as Cs+ across a wide range of solution pH and its high solubility makes it very mobile
in the environment [61]. Before reviewing studies of cesium behavior in the environment, it
is useful to define a handful of terms.
Adsorption occurs when a chemical adheres to the side of a surface, which differs from the
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incorporation of a chemical into the three dimensional structure of a substance (absorption)





where A is a negatively charged sorption site on the surface and cesium is the species of
interest in the aqueous phase (aq) and solid phase (s). An example of a sorption site is
shown later in this section. The double arrow indicates the sorption in Eq. 2.8 is reversible
and will reach an equilibrium. Note that not all adsorption reactions are reversible. The
equilibrium of a sorption reaction is dependent on the species, solution, and substrate (or
sorption site) and can be quantified by a partition coefficient (Eq. 2.9). The partition
coefficient is a function of temperature and, in many cases, species concentration. Partition
coefficients are quantified in sorption experiments for a given solid mass to solution volume





where Kd is the partition coefficient and cesium is the species of interest in the aqueous and
solid phases. Kd has units of
volume
mass
and in this work is typically listed with units of mL
g
.
The concentration in the numerator is relative to solid mass and relative to the solution
volume in the denominator. One mechanism of adsorption is ion exchange, where ions of
similar charge exchange positions on an adsorption site. These reactions are critical for
understanding cesium transport in the environment. Equation 2.8 can be modified to better
represent ion exchange (Eq. 2.10):
Cs+(aq) + NaA(s) −−⇀↽− CsA(s) + Na+(aq) (2.10)
where the reactants are a cesium ion in the aqueous phase and sodium adsorbed onto a
negatively-charged adsorption site and the products are cesium adsorbed onto the negatively-
charged sorption site and a sodium ion in solution. Note that the interaction with water
with porous media (for instance the layering shown in Fig. 2.2) is also adsorption, but does
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not result in electron exchange (physio-adsorption). Using these definitions, an overview
of cesium fate in the environment can be provided. There have been numerous studies on
cesium transport in the environment, particularly in groundwater systems. These studies
can loosely be divided into those that model cesium fate and transport in groundwater
systems [63–65] and those that characterize cesium adsorption onto different minerals and
clay [66–73]. The section emphasizes the latter.
Studies analyzing soil samples of contaminated regions have found that cesium localizes
on 2:1 or 1:1 layered micaceous clay. A 2:1 clay has a layer of Al2O4(OH)2 surrounded
by an upper and lower SiO3 layer in tetrahedral coordination (example 2:1 clay in Fig.
2.3). Vermiculite (weathered biotite, montmorillonite, and illite are examples of 2:1 clay.
Substitutions of Fe2+ or Mg2+ for Al3+ and Al3+ for Si4+ in the layers cause negative charge
buildup between layers. This negative charge between the clay layers attracts positive ions
in the environment. The cation exchange capacity (CEC) quantifies a material’s potential to
hold exchanging cations in milliequivalents per unit mass. The CECs [meq
100g
] for vermiculite
and Na-montmorillonite are approximately 80 - 160 compared to 5-40 for kaolinite and
illite [74]. The elevated CEC of Na-montmorillonite and vermiculite can be attributed to
increased charge between layers and more readily-exchanged cations.
Still, these traits do not explain the selective adsorption of cesium by clay. While the CEC
quantifies the potential for cation exchange, the adsorption sites (planar, edge, and frayed-
edge) of clay have different affinities for cesium [76]. In particular, the frayed-edge-sites
(FES) of hydrated clay have a high selectively for cesium because the sites are larger than
dehydrated competing ions (K+, Na+, Ca2+, or Mg2+) but smaller than hydrated competing
ions (Fig. 2.4). Although the FES account for less than 2% of total adsorption sites on clay,
they dominate cesium adsorption. The selectively of cesium for FES also stems from the low
hydration energy of cesium. Once adsorbed to a FES cesium sheds its water layer, leading
to interlayer collapse in the clay. Cesium desorption can take weeks or months, making the
adsorption of cesium to FES effectively irreversible. Of the clay mentioned thus far, illite and
vermiculite demonstrate high selective adsorption of cesium in the presence of competing
cations.
In the context of remediation after a RDE in an urban environment, there is more interest
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Figure 2.3: Structure of montmorillonite as an example of a 2:1 aluminosilicate clay [75],
printed with permission. Substitutions of cations with lower oxidation states for aluminum
and silicon result in negative charge between layers.
Figure 2.4: Diagram of cesium interaction with frayed edge site from [75], printed with
permission.
19
in how cesium interacts with concrete. From section 2.2, concrete is made of hydrated cement
and aggregate. Studies show that CSH, the primary component of hydrated cement has low
adsorption of cesium in solution and almost all of this cesium can be desorbed in batch exper-
iments [60, 77]. A decrease in competing cation concentration in pore water (e.g. reduction
in calcium oxide or aluminum oxide) results in increased cesium adsorption [60,78]. The Kd
for cesium interacting with young, saturated concrete is approximately 0.1 - 50 mL
g
[60]. For
comparison, illite and vermiculite have Kd values 10
2 - 104 mL
g
depending on the solution, in-
teraction time, and concentration of competing cations. Aggregate, though comprising little
of the pore surface area in concrete, may have a large role in cesium adsorption in concrete.
Studies show that mica components of aggregate selectively adsorb cesium. Furthermore, a
study by Kaminski et al. showed that desorption of cesium from these components, even
in solutions with 0.1M K+ concentrations, is effectively irreversible [77]. The interaction of
cesium with concrete will be explored in the next section in the context of decontamination.
2.4 Minimally-Destructive Decontamination of Concrete
This section focuses on minimally-destructive decontamination techniques applied to con-
crete in field and lab environments. In the case of soluble cesium, these techniques must
primarily rely on chemical reactions to mobilize cesium from adsorption sites and transport
cesium to the decontamination fluid (or gel phase) so that it can be collected. On the other
hand, particles are removed from a surface by mechanical means such as sweeping or dis-
placement by pressurized washing. Of the two types of contaminants, decontamination of
soluble cesium from concrete presents more problems because of chemical fixation to ad-
sorption sites and penetration into the subsurface. Therefore, this section mainly describes
soluble cesium decontamination experience with a brief mention of particle decontamination
at the end.
When comparing field and lab experiments, a few experimental and environmental aspects
must be considered. Field-scale decontamination that was performed as part of remedia-
tion efforts usually did not characterize the contaminant form, unlike lab-scale experiments.
Also, calculated decontamination efficacy from field work is more susceptible to interference
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from re-suspension of radionuclides, interfering radionuclides, and background radiation from
other contaminated surfaces. Differences in location and climate lead to different concrete
compositions and weathering conditions. Introducing different aggregate may alter the ce-
sium adsorption properties of concrete [77]. Differences in climate may alter the rate of
cesium penetration into the sample, in turn affecting the efficacy of non-destructive meth-
ods. There is also a difference in contaminant aging because of delays in executing field
decontamination. Overall, these differences between lab and field experiments typically re-
sult in lower observed decontamination efficacy for field experiments than lab experiments.
One of the lowest technology decontamination methods is washing down surfaces with
fire hoses. The effectiveness of fire hosing to remove contamination has been studied for
cleanup of nuclear weapons fallout and remediation following nuclear power plant accidents.
The reported decontamination efficacy for cesium following field-scale decontamination of
concrete varied widely. Studies that reported elevated cesium decontamination efficacy from
concrete via fire hosing were likely removing cesium encapsulated in particles. Warming
studied the use of fire hosing to decontaminate concrete with soluble 134Cs and Rb-86, a
cesium surrogate, contamination, but found removals less than 25% [79, 80]. However, the
data from Warming only includes two data points; overall, there are very few studies on the
decontamination of soluble cesium from concrete via fire hosing.
As an alternative to fire hosing, pressuring washing using low to moderate pressures has
been explored. As part of the Chernobyl remediation efforts, pressurized washing varying the
nozzle configuration was tested on a variety of urban surfaces using 6.5 - 15.0 MPa pressures
and a turbo nozzle [81]. Between 20% and 40% of contamination was removed during these
tests, with elevated removals occurring when the contamination was fixed onto removable
biological debris. Following Fukushima, concrete surfaces that were decontaminated with
moderate pressures (10 – 50 MPa) showed removals around 30% [82]. It is difficult to
compare these studies as there is no operational information such as the distance between
the spray nozzle and the contaminated surface.
Much of the field-scale decontamination data for high pressure washing does not have data
on the cesium partitioning between the ablated surface material and the wash solution. This
data would help identify the removal mechanism(s) of cesium. An EPA report measured the
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decontamination efficacy of pressure washing using different power washers ranging from
20 MPa to 48 MPa (3000 psi to 7000 psi). The applied pressure to the contaminated
surface was bench-marked based on the force applied to a pressure plate. For cesium on
concrete, decontamination efficacy ranged from 12% to 21% with as much as 50% cesium
on the solid phase following decontamination [83]. Jolin et al. also took steps to measure
the partitioning of contaminants that were removed with surface ablation equivalent to
170µm using pressurized washing [84]. This study found greater than 90% of the cesium
contamination removed following pressure washing and the majority of cesium was in the
solid phase of the waste. Overall, pressure washing with minimal ablation may be effective
for contaminants on the surface, but less effective for contaminants fixed in the substrate.
To improve removals after fire hosing and low-pressure washing, exchanging ions have been
added to wash solutions. These ions aid in mobilizing cesium from adsorption sites. Sandalls
and de Witt tested different exchanging ions and found ammonium ions (NH+4 ) were good
ion-exchangers for cesium [39,85]. For soaking tests lasting 15 minutes, Sandalls found 44%
- 53% of cesium had been desorbed from concrete block. De Witt measured removals in
terms of applied solution per unit area, and found removals on paving slabs reached more
than 50% after applying 45 L/m2 of solution with 0.2 M NH+4 , with insignificant increases
in cesium removal after increasing the NH+4 concentration to 1 M. Samuleev reported an
increase in cesium decontamination of concrete from 18% to 55% by adding K3Fe(CN)6 to
wash down solution [20]. Kaminski et al. measured the effectiveness of NH+4 , K
+, Na+,
and Ca2+ exchanging ions at different concentrations for removing 137Cs, Sr-85, and 152Eu
from concrete. Samples surfaces were either soaked in ion exchange solution for one hour
or solution was flowed across the contaminated surface for five minutes. Up to 60% of
cesium was removed from concrete during these tests. Initial tests identified K+ as the best
exchanging ion for cesium removal with NH+4 yielding effective removals as well. Like de
Witt, Kaminski et. al. identified a diminishing point of return for ion concentrations greater
than 0.5 M [86].
Instead of applying exchanging ions in solution for short times, others sought to incor-
porate them into gels, foam, or sprays that could remain on contaminated surfaces longer
(30 min to days) before removal. Clay fixatives are particularly appealing because of their
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abundance, safety, effectiveness, and relatively high areal decontamination rates (about 2
m2
min
). One downside of the clay applications is they lose effectiveness on porous, non-uniform
surfaces (30-35% efficacy on rough concrete compared to 50% on smooth concrete and 6-
hour application times of Na-montmorillonite) [87]. Extending the application time to two
days improved decontamination of porous surfaces to 50% - 70% [88]. Researchers have also
developed synthetic foams and gels for removing cesium. Examples include RadRelease I
and II, Argonne Supergel, multiple versions of DeconGel, and Universal Decontamination
Formula. Many of these applications can wick pore solution from the pores of the contam-
inated surface, which removes loosely bound cesium from the subsurface. The U.S. EPA
reported cesium removals from concrete between 45% and 75%, with the Argonne Supergel
and RadRelease II performing the best [19, 89]. Contamination was aged 2 - 4 weeks in
low relative humidity environments before decontamination, and the time between gel/foam
application and removal ranged between 30 minutes and 12 hours. On coupons that had con-
tamination aged for one year in the same conditions, the performance of these applications
dropped by 20% - 35% [19]. The disadvantages to synthetic foam and gel applications are the
elevated cost, moderate areal decontamination rates, creation of secondary hazardous waste,
and potential difficulties providing enough material for large-scale decontamination. The
work by Yang et al. on the development of a PVA-borate hydrogel-based strippable decon-
tamination agent aims to address some of these disadvantages [90], but the decontamination
efficacy on porous surfaces needs to be improved.
An alternative to promoting cesium mobility through introduction of exchanging or chelat-
ing agents is electrokinetic remediation. During electrokinetic remediation, contaminated
concrete is placed in solution that is in contact with a cathode and anode. Applying direct
current to this setup facilitates the migration of ions in solution to either the cathode or
anode. Because cesium is present as Cs+ in most solutions, it will localize primarily at the
cathode [91]. Decontamination of radioactivity from concrete using electrokinetic techniques
has mostly been studied in the context of nuclear power plant decommissioning and min-
imizing concrete waste [92]. Despite being a non-destructive decontamination technique,
electrokinetic remediation is not appropriate for rapid decontamination following an unex-
pected contamination event because the technique requires specialized equipment, relies on
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a potentially limited commodity (electricity), has a very low areal decontamination rate,
and the range of reported cesium decontamination efficacy is little better than using ion
exchange and chelating agents in a solution, foam, or gel [92].
If contamination is in the form of particulates instead of soluble ions, the decontamina-
tion method must either mechanically remove particles from surfaces or leach contaminates
from particles before removing chemically. Vacuuming, fire hosing, sweeping, and strippable
agents have all been used to remove particulates. Street flushing yielded the best removals
for small quantities of large particles (350 - 700 µm) deposited on a relatively smooth surface,
but even the worst removals, using 44 - 88 µm particles on a rough surface, exceeded 90%
decontamination efficacy [93]. Studies are limited on radioactive particles sized less than 10
µm. One way to circumvent this limitation is to look at decontamination of similarly-sized
non-radioactive contaminants. Specifically, the spores of Bacillus atrophaeus, also referred
to as B. globigii (Bg) and used as a surrogate for Bacillus anthracis, are slightly rod-like
with average lengths and widths of 1.2 µm and 0.65 µm respectively. The EPA has re-
ported at least 99% removal of these spores by flowing solution across vertically-oriented,
contaminated concrete or by cleaning horizontal surfaces with street sweepers [94,95].
2.5 IWATERS Treatment Beds
Wash down of contaminated surfaces with ionic wash solution will generate a large volume
of liquid contamination. One of the steps in the Integrated Wash Aid Treatment Emergency
Reuse System (IWATERS) introduced in Chapter 1 is to minimize liquid waste by recycling
wash solution throughout operations. Contaminated wash solution is fed through treatment
beds, which contain a porous medium that selectively adsorbs contaminants, to remove con-
taminants from the wash solution. Thus, the wash solution can be reused. Ideally, the porous
medium is comprised of materials that are abundant, inexpensive, and have adsorption sites
with high-selectivity of the contaminants. To achieve these traits for cesium-contaminated
wash solution, micaceous clay is blended with coarse sand to create a homogeneous medium
with adequate permeability and sorption of contaminants. The coarse sand allows solution
to flow through the bed; otherwise the small hydraulic conductivity of the clay would limit
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flow.
The IWATERS treatment beds have been characterized through experimentation and
simulation. Initial work measured the Kd for cesium, strontium, and europium for a variety
of naturally-abundant adsorbing materials and wash-solution compositions in batch experi-
ments [96]. The batch experiments showed vermiculite as a good adsorbent of cesium, even
in the presence of competing cations, and moderate sorption of Sr and Eu contaminants.
Montmorillonite demonstrated moderate sorption of cesium, strontium, and europium in
tap water [97]. Using the partition coefficients and flow properties of the sand and clay, a
GoldSimTM contamination transport simulation was developed and experimentally validated
for 137Cs, Sr-85, and 152Eu contaminants [97]. An aquifer element predicted the elution of
contaminants based on the porous medium properties, the system dimensions (shown in Fig
2.5), and solution inflow rate determined by Darcy’s Law. The aquifer element is designed
to solve the one-dimensional advection-diffusion equation (see Appendix A) numerically for
a given number of grid steps.
This treatment bed simulation generates two important outputs: the breakthrough time
of the contaminant(s) and the total volume of contaminated wash solution processed. Con-
taminant breakthrough time is the time between the start of treatment bed operations and
elution of solution above a threshold concentration of contaminant(s). This threshold may
be a percentage of the contaminant concentration in the inflow or a constant value, depend-
ing on the application. The ‘total volume of contaminated wash solution processed’ is the
amount of solution treated between start-up and the breakthrough time. Simple relationships
between the bed design and simulation outputs were identified via sensitivity analysis [98],
which may be used to develop guidance for responders. Estimates of remediation timeline
and resource requirements to decontaminate a cesium-contaminated concrete facade were
made in [98] using the treatment bed simulation and experimental decontamination results.
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Figure 2.5: Simple diagram of a cylindrical treatment bed. First the treatment bed
container is filled with drainage material, then the homogeneous infill mixture of sand and
clay. When processing solution, a constant head height is maintained above the bed. The
cross sectional area and the estimated average linear velocity inform the volumetric flow
rate of solution through the bed.
2.6 Discrete Event Simulation
In this dissertation, discrete-event simulation was used to represent the completion of tasks
and transport of resources during IWATERS operations. Discrete-event simulation is useful
for systems that can be represented by simultaneous changes in state. One example is
estimating the completion status of a series of events. GoldSim is a useful software because
it allows the user to superimpose consequences of discrete events on a continuous system.
This work avoids the details of queueing theory because the simulations in Chapter 3 adopt
the simplest queue setup. There is always one server with a range of processing times and a
set maximum capacity. If queues form, the simulation always uses a first-in-first-out setup.
As an example, imagine three customers in a drive thru. A first-in-first-out setup is when
the first person in line gets their food first, then the second and third. In addition to only
using one server per task, many of the task sequences in Chapter 3 are in series, not parallel.
In other words, there is only task that can be performed before starting the next task. Using
the same drive thru example, each customer must first place their order, then pay for their
food, and finally pick up their food.
The GoldSim simulation in Chapter 3 leverages a handful of GoldSim elements for dis-
crete event simulation and material transfer. Discrete change and discrete change delay
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elements primarily dictate the immediate consequences of discrete events in the GoldSim
simulation. A discrete change element dictates the number of items and when a change
occurs. Triggers for executing the discrete change can be defined discrete events that occur
based on true/false relationships defined by other simulation variables, a pre-defined event
frequency, time elapsed or calendar time [99]. The discrete change delay elements inform
the simulation of the signal delay length (task duration) and the maximum number of items
that can be simultaneously processed. In this work, the duration of most tasks was based
on a beta-PERT distribution. The beta-PERT distribution is commonly used for operations
research and emphasizes the modal value within a typical beta distribution by adopting a
scaling value of four. The equations defining a beta-PERT distribution are
fpd(t) =
(t− α)u−1 × (β − t)v−1





t(u−1) × (1− t)(v−1)dt (2.12)
µ =
tmin + tmax + tmodeλ
λ+ 2
(2.13)
where fpd is the general probability density function of a beta distribution, B is the beta
function, µ is the mean of the beta function, λ is the scaling parameter, α and β are the
lower and upper bounds respectively, and u and v are shaping parameters of the beta function




3.1 Contamination Scenario: Scope and Definitions
To gain an understanding of remediation logistics through simulation, a hypothetical sce-
nario is required. The Department of Homeland Security published a series of national
planning scenarios for preparedness and emergency training. National Planning Scenario
#11 describes a terrorist event where three RDDs each containing 2300 Ci of 137Cs in the
form of CsCl powder are detonated in three city centers [101]. Each blast affects thirty six
blocks, destroying part of one building and contaminating surfaces with 5 - 50 µCi/m2 of
cesium. Experts estimate a months-to-years long recovery timeline.
A modified version of National Planning Scenario #11 was used in this study. Instead
of 36 blocks, the hypothetical scenario in this work covers a 4-block region within one city
(Fig 3.1). The building and street surfaces in this region are uniformly contaminated with
50 µCi/m2 of soluble cesium. Buildings only have contamination below the sixth floor. This
assumption removes the need for specialized equipment and personnel to decontaminate tall
buildings. Plume modeling suggests a RDD detonated in an urban environment might result
in more contaminant deposition on lower, vertical surfaces because of low temperatures of a
RDD and complexity of wind patterns in an urban environment [102,103].
Two methods were used to estimate the contaminated surface area. First, a plume map
was created in ArcMAP and input into the Waste Estimation Support Tool (WEST). WEST
estimates the total contaminated surface area using FEMA’s Hazus database of estimated
building perimeters, surface areas, and structural materials. Hazus relies on building classi-
fications to estimate building dimensions. WEST translates the colors of the ESRI satellite
basemap into estimates of the fractional composition (asphalt, concrete, or soil) of the non-
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roof horizontal surfaces. The quantities of each surface can be determined by subtracting
the estimated roof surface area from the plume area. ArcGIS was also used in the second
method to calculate the contaminated surface area. Polygons were drawn around each con-
taminated building (Fig 3.1). The perimeters of these polygons were generated in ArcGIS
and then multiplied by 15 m, the assumed height of contamination on each building. One of
the east-west street areas was estimated in ArcGIS and then multiplied by five to calculate
the area of street surface contaminated. The results for each polygon are in Table A.1.
Upon reviewing the WEST results for the map in Fig 3.1, the contaminated area was sig-
nificantly overestimated. The Hazus database classifies large buildings as multiple buildings,
which causes the roof surface areas to be overestimated, among other consequences [104].
This surface area estimate also did not account for the desire to limit contamination to the
fifth floor of buildings and below. For these reasons, the contaminated surface area generated
from the second method, 65,200 m2, was adopted for the scenario.
Figure 3.1: Black rectangle outlines hypothetical contamination area in downtown
Chicago, IL. The green polygons are building outlines used to estimate the contaminated
buildings surface area. An additional 12,000m2 is estimated for street contamination.
To organize the recovery operations, it was useful to define a few key places: ’various
sites’, the original locations of all of the required resources; the ’staging site’, a large section
of land outside of the contaminated area where preparatory actions take place and resources
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are delivered; the ’contaminated zone’, the area affected by the RDE; and interim waste
storage site (IWSS), where the waste from the exhausted treatment beds is deposited until
a permanent waste management plan is executed. These locations — except the various
sites — are shown in Fig. 3.2. The staging site was selected because it was the closest open
area that appeared large enough to accommodate the necessary equipment, materials, and
personnel. The contaminated zone was selected to represent a potential high-value target.
The IWSS was selected because the area is well-removed from the contaminated zone and has
enough space to accommodate secondary waste. These selections are entirely hypothetical
and do not represent guidance for an actual contamination event in this region.
Figure 3.2: Map showing the different regions associated with remediation activities
created using ArcGIS Online.
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3.2 IWATERS Pre-Planning
Urban surfaces were decontaminated by spraying down facades with salt water and recycling
the contaminated water through sand/vermiculite treatment beds. Pre-planning efforts as-
sumed ten decontamination teams and ten treatment bed teams would be deployed during
peak operations, resulting in a decontamination time between 10 days and 15 days after
deployment. The next sections describe with more detail the operating parameters and
required tasks to complete remediation.
3.2.1 Developing Task Diagrams
Before determining the resource requirements for IWATERS, it was necessary to make a
task diagram encompassing all activities between the initiation of IWATERS deployment
and the end of operations. A top-down approach was adopted for developing the task di-
agram and simulation, resulting in a simulation that encompasses medium and top-level
material logistics within the IWATERS deployment. The initial task mapping was based off
the IWATERS permutation shown in Fig 1.1, personal communications with first responders
collected through workshops and interviews, and experience gained through IWATERS field
demonstrations. Fig 3.3 shows the simplest task diagram for the remediation of the contam-
inated site using IWATERS. Medium-level diagrams describing each box in the diagram are
dispersed throughout the chapter by their corresponding geographies.
Dividing these tasks by location created a clear way to determine which simulation software
would execute each task. The Analysis for Mobility Platform (AMP) was leveraged to
simulate the transport of all resources from the various sites to the staging site. AMP is a
spatially-aware, discrete event simulator for global transportation logistics of hundreds, or
thousands, of requirement line items and has been used by the U.S. Department of Defense
for more than two decades [105]. Activities at the staging, contamination, and interim waste
storage sites were simulated in GoldSim, which has been used to create decision-making tools
by utilizing probabilistic, discrete-event simulation and contamination transport capabilities.
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Figure 3.3: The broadest grouping of tasks required to remediate a contaminated area
starting with the decision to deploy IWATERS.
3.2.2 Decontamination
Guidance for decontaminating concrete using IWATERS was created based on field demon-
strations and experiments [106]. This guidance depends on the type of equipment used and
composition of the wash solution. In this scenario, fire suppression pumps applied wash so-
lution composed of 7.45 g of potassium chloride (KCl) per liter of wash solution (0.1M KCl)
at 340 L
min
to contaminated surfaces. The practical guidance estimates a 2 m2 area coverage
for the fire suppression pumps. To ensure cesium desorption kinetics did not limit observed
decontamination efficacy, responders are instructed to spray each 2 m2 surface for 5 minutes.
This guidance results in an average areal decontamination rate of 0.4 m2/min. Using 0.1M
KCl wash solution represented a compromise between improving decontamination efficacy
and improving the performance of the sand/clay treatment beds. As discussion in Ch. 2,
the decontamination efficacy improves with increased exchanging ion concentrations up to
0.5 M – 1 M. However, cesium adsorption in the sand/clay beds decreases with increased
exchanging ion concentrations. A cesium decontamination efficacy of 30% was assumed to
match Sander’s treatment-bed dose-estimate study [107]. By matching the decontamination
efficacy used in the studies, dose estimates can be readily approximated for new treatment
bed designs in this work.
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Wash down operations required equipment to apply solution to contaminated surfaces and
sequester solution for treatment and reuse. The potassium chloride solution was made in a
collapsible liquid storage container (Fold-A-Tank). This solution was applied to buildings
using fire suppression pumps with 80-gallon-per-minute capacities. After comparing different
waste solution sequestering options, this scenario allowed contaminated solution to drain into
the waste water collection system. The transport of solution in the wastewater collection
system can be limited by building weirs before operations begin [108]. An additional set
of equipment, ’Miscellaneous Equipment’, was added to the decontamination team resource
requirements. This set of equipment would include simple, readily-available equipment to
perform the decontamination operations. For example, at least two hoses would be required
for each decontamination team. Because this equipment set is comprised of everyday items
and scenario planning followed a top-down approach, lumping these materials together was
appropriate.
3.2.2.1 Simulation Decontamination Crew Rotations
People performing decontamination and monitoring treatment beds are deemed ’responders’.
These people would be different than first responders involved in life and property saving
efforts immediately after the contamination event. Responders performing decontamination
were divided into shifts and each shift had a set number of crews. Each decontamination
crew needed at least 3 people and should limit deployment times to an hour [109]. Another
personal communication indicated shifts of 12 hours are typical for recovery operations
[108]. These conditions informed a simulation of the decontamination crew rotations (Fig
3.4). To complete the simulation, assumptions about the number of crews per shift, transit
times, and setup time were made. The number of shifts per day was calculated in the
simulation and informed the number of responders required per decontamination team to
maintain continuous operations. The operating parameters for a decontamination team are
summarized in Table 3.1.
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Figure 3.4: Conceptual model for the movement of decontamination crews in the warm and
contaminated sites.
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Table 3.1: Decontamination parameters and resource requirements for IWATERS
operation using fire hosing decontamination.
Parameter Value
Decontamination areal cleaning rate 0.4 m
2
min
Decontamination flow rate 340 L
min
Responders per decontamination crew 3
Rotations per shift for each decontamination crew 4
Number of crews per shift 4
Shifts per day to maintain decontamination operations 4
Total time per decontamination crew rotation 1 hour
Dilution factor of KCl in sewer 0.5
Total volume of wash solution for operation 5.5 * 107 L
Total KCl salt required 83 MT
Percent of total water that is pulled from
clean water supply to make-up wash solu-
tion
10%
Assumed waste water sequestration system capacity 1.1 * 107 L
Miscellaneous Equipment Required per Team 2 packages




Transport Trucks per Team 2
3.2.3 Wash Solution Treatment and Reuse
In an emergency situation with minimal planning time and resources, lookup tables have
been developed for designing ad-hoc treatment beds to process contaminated solution [110].
Alternatively, treatment bed design can be optimized through simulation when time and
resource availability are not limited (as in this study). Before simulating the beds, the oper-
ating conditions must be defined. The cesium inflow concentration (Cinflow) was estimated















where Reff is the fraction of cesium removed during decontamination, Ȧ is the areal cleaning
rate of the decontamination method, C0 is the assumed cesium activity per unit area, and
V̇ is the wash solution flow rate of the decontamination method.
There are other characteristics of the treatment bed system, besides the inflow cesium
concentration, that must be defined or found via simulation to complete estimations of IWA-
TERS resource requirements. Each team used three successive beds to process contaminated
solution (that is, the contaminated solution passes through three treatment beds before being
available for reuse, as in Fig 1.1). The infill material was assumed 0.7 mass-fraction sand and
0.3 mass-fraction vermiculite clay with Kd values for cesium in 0.1 M KCl found via in-house





were adopted for sand and vermiculite
respectively. Because the contaminated wash solution contains low concentrations of cesium,
use of constant Kd values for for the infill for different cesium concentrations was valid [61].
The initial assumption for the size of treatment beds was a 55-gallon drum; however, the
quantity of 55-gallon drums required to maintain ten decontamination teams was unreason-
able and would require numerous people to manage. Instead, large cargo truck trailers with
interior dimensions 12.1 m x 2.38 m x 2.4 m (28.8 m2) were adopted as treatment beds. The
remaining assumptions are a solution head height of 50 cm above the treatment bed, bed
depth of 45 cm, and a breakthrough definition of an outlet concentration equal to 10% of
the inlet cesium concentration. In other words, the lead bed reaches exhaustion when the
outflow has a cesium concentration of 1.76 nCi
L
. Because technology to measure very low
cesium concentrations rapidly in the field has not been developed, treatment bed operators
would likely gauge bed exhaustion either by the estimated volume of solution processed
or the total operating time of a treatment bed. The treated wash solution was stored in
10,000-gallon water bladders until needed by the decontamination teams.
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Running the treatment bed simulation with these assumptions resulted in an exhaustion
time of 0.92 day, 0.01 Ci of activity captured, flow rate of 446 L
min
, and after flowing through
three beds an outflow concentration of 17.6 pCi
L
137Cs. Dose to responders one meter from
the beds was estimated by comparing the activity captured in the cargo beds to the activity
per bed in Sander’s study (0.77 Ci of 137Cs, HESCO Jackbox design) [107]. The dose
rate estimate for the beds containing 0.77 Ci without shielding was 4.2 mR/hr. Ignoring
influences of different bed configurations, the dose of the cargo beds will be proportional to
the change in captured activity. Dose rates at one meter away from the cargo were estimated
≤ 0.06 mR/hr. For comparison, the threshold public exposure rate for a licensed source is
2 mR/hr as defined by the Nuclear Regulatory Commission [107]. This confirmed that no
shielding was necessary for the cargo truck trailer treatment beds. Furthermore, comparing
this study to Sander’s work shows accumulated dose would not limit responder deployment
times. Table 3.2 summarizes the operating parameters and resource requirements for a
treatment bed team.
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Table 3.2: Treatment bed parameters for IWATERS deployment. *If less than ten
treatment bed teams were deployed, the remaining water bladders would be evenly
distributed among the teams to maximize storage of reusable wash solution.
Parameter Value
Bed cross sectional area 28.8 m2
Head height 50 cm
Bed depth 45 cm
Mass fraction of clay infill 0.3
Kd of cesium in 0.1M KCl on vermiculite 212 mL/g
Amount of sand per bed 14152 kg
Amount of vermiculite clay per bed 6065 kg
Breakthrough definition 10% inflow Cs
Inflow 137Cs Concentration 17.6 nCi
L
Breakthrough time 0.92 day
Volume processed per bed 592000 L
Activity captured in each bed 0.01 Ci
Beds per line 3
Bed lines per team 1
Treatment flow rate per team 446 L
min
Responders per shift 10
Truck drivers per shift 2
Shifts per day 3
Water bladders per team 1*
Storage capacity for reusable wash solution 378500 L
3.2.4 Resource Identification and Acquisition
The bulk of resource acquisition information was gathered after the task diagram and pre-
planning simulations were complete. Resource planning assumed ten decontamination teams
and ten treatment bed teams operating constantly at peak operations. Estimates of resource
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availability were either gathered through personal communications or assumptions based on
online searches of local inventories [98,108,109]. These estimates, shown in Tables 3.3 - 3.4,
informed AMP simulations performed by the Modeling and Analytics Group at Argonne
National Laboratory. AMP simulations assumed that the available transport resource would
be available at the resource origins. In other words, the trucks and truck drivers to transport
the resource from their origins to the staging site would not be pulled from the planned trucks
and truck drivers. The output resource delivery schedules from AMP were imported into
GoldSim using time series elements [111].
Table 3.3: Location and availability information for short-term supply of resources. The
Medium Tactical Vehicles (MTVs) used have 4,500-kg capacities. 1 Indicates the entire







Truck Drivers 60 persons National Guard Springfield, IL 1 day 24
Transportation
Trucks
60 MTVs National Guard
(MTVs)
Springfield, IL 1 day 20
KCl Stockpile 22.3 MT Local Home Im-
provement
Bolingbrook, IL 0.5 day 1.81
Sand Stockpile 1351 MT Local Home Im-
provement
Bolingbrook, IL 0.5 day 11.521
Miscellaneous
Equipment
20 sets City of Chicago Forest Park, IL 2 day 201
350 Lmin Pumps 20 Local Vendors Joliet, IL 3 day 5
Treatment Truck
Containers
50 Container Port Joliet, IL 3 day 10
Front Loaders 8 CAT R© Elmhurst, IL 1 day 2
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KCl Stockpile 22.3 MT Jamestown, Rhode Is-
land (LTJY)
100+ MT 7 days 10 MT
Sand Stockpile 1351 MT Xylem, Ltd. Channa-
hon, IL (DJCG)
2,400 MT 2 days 100 MT
Vermiculite 580 MT Gray Court, SC 600 MT 7 days 17 MT
4000-gallon Col-
lapsible Tanks







5 days 2 blad-
ders
3.3 Logistics Simulation
Once the task planning and resource logistics were determined, this information was written
into the logistics simulation. The logistics simulation was organized by the location (stag-
ing site, contaminated site) and teams (decontamination and treatment bed). Using the
resource arrival data from AMP simulations, GoldSim simulated the activities occurring at
the staging, contamination, and interim waste storage sites.
3.3.1 Staging Site
3.3.1.1 Treatment Bed Teams
To fill a treatment bed, a front loader transports sand and vermiculite into a cement mixing
truck, which mixed the two mediums for 15 minutes. The mixture was then loaded into a 40-
foot shipping container. It took three loads from the cement mixing truck to fill a treatment
bed container. These beds were set aside at the staging site until they were needed at the
contamination sites. The tasks to fill a treatment bed container are in Fig. 3.5 and the time
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for each process is given in Table 3.5.
Table 3.5: The beta distribution values for the tasks to fill a treatment bed container.
Task Minimum Mode Maximum
Load concrete mixer with sand/clay 5 min 5 min 5 min
Mix sand and clay 5 min 15 min 20 min
Load treatment container with infill 5 min 10 min 20 min
Clean concrete mixer 0 min 15 min 30 min
Once a sufficient number of treatment beds were filled, assuming the other resources in
Table 3.2 are available, the treatment teams can be deployed. The simulation estimated
the maximum number of treatment teams based on the treatment bed fill rate for the first
ten treatment beds and the predicted exhaustion time for a treatment bed. The calcula-
tion assumed the arrival of infill materials occurred at a similar rate throughout recovery
operations.
3.3.1.2 Decontamination Team Preparations
Assuming that the resources for forming a decontamination team were available (see Table
3.6), the only preparatory action before deploying a decontamination team was distribut-
ing supplies. If operations started immediately following the contamination incident, an
additional task for responder training would be added. Because remediation follows site
characterization, this work assumed there would be sufficient time to train responders be-
fore remediation began.
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Figure 3.5: Task diagram for filling treatment beds, which starts in the upper left corner.
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The logic for deploying decontamination teams is generally shown in Fig. 3.6. There is
a new concept introduced in this diagram: the wash solution balance. This concept, which
is described in more detail in section 3.3.2.1, represents the conservation of wash solution
throughout operations. In Fig. 3.6, the wash solution balance refers to the difference between
the generation of reusable wash solution by the treatment bed teams and the consumption
of wash solution by the decontamination teams. If the consumption and production of
wash solution are similar, there is no need to send more decontamination teams. The
next consideration in Fig 3.6 was designed to control the deployment of decontamination
teams before the treatment bed teams were deployed. The initial decontamination teams
were limited to three based on the delivery schedule of the vermiculite. The last major
fork in the logic was based on whether the deployed decontamination team exceeded the
maximum number of teams deployed during the scenario. If not, the supporting equipment
(e.g. FoldATank and Miscellaneous Equipment) was not sent with the new decontamination
team. There were also limitations imposed on the deployment of decontamination teams if
a team was being retracted from the contaminated site; a team had been sent within the
past two hours; the resources were not available to send a team.
Table 3.6: Resources required to send a decontamination team to the contamination site.
The amount of KCl was enough for a decontamination team to operate for one day
continuously. When a team was removed, only the responders, transportation truck, and
drivers were removed from the contaminated site.
Resource Amount
Responders 48
Fire Suppression Pumps 2
Miscellaneous Equipment 2
FoldATank 1




Figure 3.6: Starting in the upper left corner, the logic for sending decontamination teams
throughout the scenario. *The KCl was sent with new teams until the entire quantity of
wash solution had been created.
3.3.1.3 Transit Logistics
Transit occurred between the staging site, contamination site, and interim waste storage site
throughout the simulation. Estimates of the transit times were based on transit times from
Google Maps, but modified to account for slower travel speeds of heavy equipment. Also,
any delays from normal traffic patterns were ignored. The statistics in Table 3.7 are adopted
for all vehicle and load types. As more is understood about the limitations of the vehicle
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and/or load types, these statistics can be modified.
Table 3.7: Transit times between the different locations. An estimate of transit time from
responders’ lodging is important to estimate the working time for a given shift.
Task Minimum Mode Maximum
Transit from staging site to decon site 25 min 40 min 50 min
Transit from decon site to IWSS 50 min 60 min 90 min
Transit from IWSS to staging site 45 min 60 min 70 min
Transit from temporary lodging to staging site 20 min 40 min 50 min
3.3.2 Contaminated Site
3.3.2.1 Wash Solution Conservation
The decontamination and treatment bed operations are inherently tied to one another
through the balance of wash solution (Fig. 3.7). For example, if the decontamination
teams exhaust the supply of reusable wash solution, then they must stop decontaminating
until the treatment beds process enough wash solution to replenish the reusable wash. Fig-
ure 3.7 lumps the solution requirements and storage capabilities of all teams of each type
together. The two manual valves in the flow diagram show changes in the flowrate due to
changes in the number of decontamination teams operating (left) and changes in the number
of operating treatment beds (right).
Figure 3.7: Diagram of the wash solution cycle at the contamination site. Based on the
level of the reuse solution, measured by the gauge (L), decontamination teams were added
or retracted.
The capacities of each reservoir in the wash solution cycle are defined in Table 3.8. The
reusable wash solution capacity was defined by the capacity of the water bladders, the sewer
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capacity equalled twice the amount the initial clean solution, and the treatment beds had a
capacity equal to the residence time of wash solution in the beds multiplied by the number
of operating teams. The calculated residence time was
Vteam = 3[(hhAb) + (Abblη)] (3.3)
Vteam = 3× [(50cm× 28.8m2) + (28.8m2 × 45cm× 0.594)] = 66300L (3.4)
where Vteam is the total volume of solution in the treatment beds for a treatment team, hh
is the head height, η is the bulk interconnected porosity, Ab is the cross sectional area of the
treatment bed, and bl is the length/depth of the bed. The combined volume of wash solution
above and within a treatment bed was multiplied by three to account for the number of beds










where Ft is the bed flow rate and Rt is the residence time. Instead of modeling the treatment
beds as a reservoir, they were modeled as a delay element with a delay time equal to the
residence time.
Based on the relative size of the reservoirs for this scenario, the reusable wash solution
availability was the limiting factor on operations; therefore, the level of the reuse solution
(measured by the gauge in Fig. 3.7) dictated the addition or removal of decontamination
teams.
Table 3.8: Capacities of the reservoirs holding wash solution.
Initial Clean Solution Wastewater Collection System Reusable Solution
Capacity 5.6 * 106 L 1.1 * 107 L 3.8 * 105 L
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3.3.2.2 Addition and Removal of Decontamination Teams
If reusable wash solution levels approached either the lower or upper boundary, then de-
contamination teams were removed or added respectively. The upper bound was defined by
the difference between ninety-five percent of the maximum water bladder capacity and the
amount of contaminated wash solution generated by the deployed decontamination teams
in the total time to deploy a decontamination team (approximately 87 minutes). The lower
bound for the reuse reservoir was defined by the amount of wash solution required for the
deployed decontamination teams to operate for at least one hour. The choice of one hour for
the lower bound was arbitrary. Unlike the cue to add a decontamination team triggered by
the upper bound condition, the cue to remove a decontamination team would immediately
affect the wash solution consumed by decontamination. During peak operations decontami-
nation teams were removed or added one at a time. If the trigger condition persisted after
the decontamination team reached its new destination, the removal/addition was cued again
until the change in reusable wash solution reversed. The number of operating treatment
bed teams was unmodified because their deployment was the limiting factor in the speed of
operations.
The number of operating decontamination teams was also regulated prior to peak opera-
tions. To avoid a rapid buildup of contamination wash solution and avoid the unnecessary
contamination of equipment, the maximum number of decontamination teams was limited.
A prediction was made early in the simulation using the vermiculite delivery frequency
to estimate the maximum operating treatment bed teams. The maximum number of de-
contamination teams was limited based on this prediction and the relative flow rates of a
decontamination team to a treatment bed. Resource availability was also considered when
deploying decontamination teams.
3.3.3 Interim Waste Storage Site
When a treatment bed was exhausted, the bed was drained of wash solution and transported
to the interim waste storage site (IWSS). After arriving at the IWSS, the infill was removed
from the treatment bed container, the container was cleaned, and the container was returned
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to the staging site for reuse. To empty the infill from the treatment beds, the IWSS employs
one front loader, one driver, and ten general responders. Minimal supplies were allocated for
unloading and cleaning treatment beds because only one bed would be exhausted per day per
team. The beta distribution to unload and clean beds had a minimum of 20 minutes, median
of 35 minutes, and maximum of 60 minutes. It is important to note that the management
and disposal of treatment bed infill will likely be much more involved.
3.3.4 Post-Decontamination Activities
A delay of 24 hours was added into the simulation to analyze cesium concentrations in
recycled wash solution. In reality, post-decontamination activities would take more time and
include tasks such as measuring dose across the sites and clean up and disposal of secondary
waste and contaminated equipment. The reductions in dose may not directly correspond to
observed decontamination efficacy due to contaminant re-suspension or redistribution in the
environment from decontamination activities.
3.4 Results and Discussion
Remediation of four contaminated blocks in downtown Chicago took 49 days, with decontam-
ination teams operating intermittently 36 of those days and treatment bed teams operating
33 of those days. The remediation progress was measured by the contaminated area remain-
ing, which has a slope equal to the number of operating decontamination teams multiplied
by the areal cleaning rate (Fig. 3.8, upper left). Peak operations used four decontamination
teams and three treatment bed teams and lasted approximately 25 days (Fig. 3.8, lower
left and upper right). These numbers are less than planned for because the resources to
make treatment beds were limited. Specifically, the availability of vermiculite was enough
to make three treatment beds (Fig. 3.9). Combined with a bed exhaustion time of 0.92
days and drainage time of approximately 50 min, this vermiculite availability allowed three
continuously operating treatment bed teams.
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Figure 3.8: The progress of decontamination was measured by calculating the
contaminated area remaining (upper left). The deployed decontamination teams (lower
left) and treatment beds teams (upper right) area also shown. The available solution for
recycle is shown in the lower right graph.
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Figure 3.9: Plot of the available vermiculite at the staging site and the required vermiculite
per treatment bed. Each day treatment beds were made immediately after vermiculite
delivery until the vermiculite was depleted.
Because of the lack of experience with this type of contamination scenario and immediate
recovery plan, there is no way to validate the simulation. However, the development of
a framework relating decontamination operating parameters to remediation outcomes was
the most important takeaway from this project. This simulation already took major steps
away from a realistic situation by not including finance or information logistics (except when
embedded in lead time for resource shipment) or the delays from early/mid-phase actions
following a RDE. The simulation results are discussed with the goals of highlighting results
that verify the simulation, identifying limiting factors in compressing the recovery timeline
in the context of material logistics, and identifying priorities for lab-scale and field-scale
decontamination research.
The addition and retraction of decontamination teams followed the conceptual model.
Before peak operations, there are two instances when all of the decontamination teams
were retracted. The first instance was caused by a shortage of KCl salt to create wash
solution. However, the chances of an extended salt shortage, at least in the northern United
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States, is slim. While there may not be KCl salt available, most municipalities keep large
quantities of salt, usually NaCl or MgCl2, to prepare for icy winter weather. Although these
salts in solution achieve a lower decontamination efficacy than KCl salt, the gains from
expedited operations may give an overall higher decontamination efficacy. Or, if it is known
in advance the short-term KCl supply will be depleted before the long-term KCl supply
shipments arrive, mixing the winter salt with the KCl salt is another option. There are not
experiments that measure the decontamination efficacy of a mixed-salt solution compared
to the decontamination efficacy observed using each salt separately. The second drop in
operating decontaminating teams was caused by depletion of the initial clean water for wash
solution. More wash solution was not available until treatment teams were deployed and
processed enough solution to start filling the reuse solution reservoir (Fig. 3.8, lower right).
The behavior of the decontamination teams during peak operations can be correlated to
the reuse reservoir levels. When treatment bed teams switched beds, the reuse reservoir
level showed a sharp decrease. This decrease was caused by the generation of reuse solution
dropping by 33% while the consumption of reuse solution was unchanged. Every few days,
this decrease would cause the reuse reservoir to reach its lower bound and cue the removal
of a decontamination team. Once all three treatment bed teams were online, the reuse reser-
voir reached its upper bound quickly because the collective flowrate of the treatment beds
exceeded the decontamination teams by approximately 330 L
min
, and cued the deployment
of a decontamination team.
The triggers for adding and removing decontamination teams relied on a lumped rep-
resentation of the wash solution cycle. While this may be acceptable for a small number
of operating teams, it would misrepresent larger operations. For instance, a decontami-
nation team that is producing contaminated wash solution could not rely on a treatment
bed team five blocks away to process its solution. There must be a limit to the number
of decontamination and treatment bed teams included in a single wash solution balance.
This limitation should be based on the relative flow rates of the two different teams, the
amount of space required for each type of team, and the space available for the teams at
the contaminated site. Information about the space requirements for decontamination and
treatment bed teams can be garnered during future IWATERS field-scale demonstrations.
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As an immediate solution, firefighters and other responders can be interviewed for the typical
space requirements during washdown operations. Available space at the contamination site
may be dictated by height limitations (overhead obstacles), building density, and ongoing
construction projects. If space is a priority for the operation, additional time and resources
must be allocated to clear any movable structures and materials before decontamination
begins. This puts additional strain on an already slim responder supply. Additionally, fixed
constraints such as height limitations would either require specialized equipment or result
in slower decontamination rates from procedure changes.
Another limiting factor with larger operations will be the availability of responders. In this
simulation, a value of 1000 available responders was chosen to eliminate responder shortage
as a cause for delayed operations. There was not a good way to estimate available responders
at the time of an incident because of random, external variables such as ongoing recovery
efforts at the time of the contamination event. Also, the effective available responders would
depend on the length of remediation operations. In the short term the responders can work
12-hour shifts daily. However, the entire responder body, or at least those with physically
demanding tasks, would likely need to be replaced within a couple weeks of operating. This
was not accurately reflected in the simulation. Replacing all of the responders for an extended
period of time would double the responder requirements, assuming the two major responder
groups worked equally. This would increase the maximum number of responders required
from 232 responders to 464. If the planned peak number of operating decontamination
and treatment bed teams had been reached, 1000 responders would have been insufficient
to maintain operations. Ideally the number of available responders would increase as the
operations progressed, but this is a non-conservative estimate.
Although the large treatment bed containers were selected to ease the responder require-
ments for treating the large quantities of contaminated solution, these large treatment beds
may have different contaminant elution properties than smaller beds. The simulation of the
treatment bed performance was validated for two treatment bed sizes: a lab-scale column
and a 55-gallon drum. The cargo containers in this study have a smaller infill depth to cross-
sectional area ratio than the validated bed sizes, which raises concern about asymmetric flow
properties in the bed. By not exposing the infill equally to contaminated wash solution, the
52
bed would be exhausted faster and capture less cesium than predicted. The simplest way
to correct for this is an efficiency factor. One way to define an efficiency factor is the ratio
between the captured cesium from an experimental bed and the calculated cesium captured
by the simulation. Establishing this factor for a variety of treatment beds may be difficult
because testing large bed sizes is not feasible. Scaling down the bed configuration while
maintaining the ratio between the infill and bed dimensions is one option to measure an
efficiency factor. If this efficiency is dependent on residence time, then scaling down the bed
size would underestimate the efficiency. Performing these tests using a contaminant with
fast reaction kinetics, such as cesium, would be ideal.
Overall, this simulation and framework development was a good exercise in understanding
important parameters for planning immediate recovery efforts. The results showed vermi-
culite availability as a limiting factor, although for larger operations the responder avail-
ability will be a major consideration. Uncertainties from lack of experience with immediate
radiological decontamination operations can be estimated by dialogue with experts in non-
radiological hazardous cleanup operations and non-radiological field-scale demonstrations.
Incorporation of spatial information, particularly databases of infill materials and available
space for large operating equipment, should be investigated in the future. With a current
projected timeline of 49 days to remediate four blocks, the constant decontamination efficacy
adopted for the simulation may be invalid. This assumption is investigated in Chapter 6.
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CHAPTER 4
EXPERIMENTAL MATERIALS AND METHODS
This chapter provides the materials and methods used throughout the experiments discussed
in Chapters 5 and 6. First an overview of the radiation detectors is provided. Following
this overview, the concrete sample preparation and characterization are reported. Next, the
method for radiolabeling silica particles is described. The size of the radiolabeled particles
and amount of radiolabel leached from particles in soap solution and 0.5M HNO3 solution
were measured to verify the radiolabeling procedure. After detailing the procedure for
contaminating coupons with the particles and soluble cesium, the decontamination methods
and calculation of decontamination efficacy are described. The next section recounts how the
artificial rainwater was made along with the artificial rainfall event intensity and frequency.
Finally, the methods for creating depth profiles of contaminants in samples are reported.
The last two sections are only relevant for the Chapter 6 experiments.
4.1 Detection Systems
Sample radioactivity was quantified using gamma energy spectroscopy output from either a
NaI detector or High Purity Germanium (HPGe) detector. Leaching-test samples and depth-
profile layers were counted on a Perkin Elmer Minaxi γ Auto-Gamma Counter Model A5550
NaI detector. The Perkin Elmer software outputs background- and spillover-corrected net
counts and relative error for each radionuclide in a user-defined measurement protocol. The
NaI detector has a well-configuration and moves samples into position using a robotic arm,
which results in a high geometric efficiency and no counting error from changes in detection
geometry. Concrete coupons were counted using an Ortec GEM-35190-P HPGe detector
via gamma energy spectroscopy. The net counts and counting error were calculated by
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the MAESTRO32 software, which accounted for background and other present/interfering
radionuclides. Because samples were manually placed a set distance from the HPGe detector
face, results were subject to error from changes in the counting geometry. Using the disk-disk
approximation described in Chapter 2.1.1 for the HPGe configuration resulted in potential
relative error of 7% - 13% for a coupon up to 3 mm out of position (based on observation).
137Cs was quantified using its 662 keV photon emission, 152Eu with its 344 keV and 121
keV emissions, 125Sb with its 429 keV emission, and 153Gd with its 97.4 keV and 100 keV
emissions.
4.2 Concrete Sample Preparation
All test samples were low porosity concrete monoliths made using a ratio of 250 g Quikrete
concrete mix (No. 1101 Standard 4000 psi, Atlanta, GA) to 21 mL of deionized water (18.2
MΩ-cm). The concrete mix and deionized water were mixed for 15 - 30 seconds and then
this mixture was used to fill cylindrical PVC molds 2.5-cm tall with 3.8-cm inner diameters.
After smoothing the top of the filled molds, some bleeding was observed. Bleeding is when
water pools on the top of a hydrated concrete mixture. Bleeding can lead to heterogeneous
samples in the z-direction and concave coupon surfaces. To reduce the bleeding, a putty
knife was swept across the surface 5 - 10 minutes after filling the molds. The filled coupons
were then cured 14 days in their molds in 100% relative humidity and misted with deionized
water periodically. After 14 days, the coupons were removed from the PVC molds, rinsed in
distilled water, and cured for at least 13 more days. Once cured, the perimeter and bottom
of the coupons were epoxied with Devcon Quickdry Epoxy (Danvers, MA) and labeled for
testing.
The surface roughness of two coupons were measured at Oak Ridge National Laboratory
using a Keyence VR-3000 microscope [112]. Coupon B (Figure 4.1) had visible roughness on
50% of the coupon face. Approximately 10% - 20% of coupons tested had areas of roughness
similar to the lower portion of the coupon in Fig. 4.1, caption B. The line roughness analysis
for coupon B showed a range of 0.47 mm along the line, with the maximum valley occurring
at the visibly rough patch of the coupon (Fig. 4.1, caption A). The coupon in caption C
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of Figure 4.1 had small, parallel ridges along its surface. Some of these ridges are apparent
in the line roughness graph (Figure 4.1, caption D). Between 20% - 30% of coupons were
estimated to have similar ridges along part or all of their surfaces. The line roughness graphs
for each sample show slightly concave surfaces, in addition to each sample’s unique roughness
features.
Figure 4.1: A: Roughness along the line shown in B from lower left to upper right. B: The
light-grey spots in the bottom half of the coupon face are pitting of the coupon surface. C:
The faint beige-tinted lines running from the bottom left to the upper right of the coupon
face are ridges in the coupon surface. D: Line profile of the caption C sample from lower
right to upper left quantifying the depth of some ridges.
56
4.3 Radiolabeling Particle Contaminants
To mimic fallout particles, spherical silica particles were radiolabeled with 152Eu, 125Sb, or
153Gd and then coated with a thin silica layer. Tests were performed to ensure particles did
not leach radioactivity in solution, which could misrepresent particle behavior.
4.3.1 Materials
Two-micrometer and 0.5 µm diameter mesoporous silica particles from Sigma-Aldrich were
used in these experiments. Pure ethanol (≥ 99.5%, ACS grade) was purchased from Sigma-
Aldrich. Solutions with 152Eu (approximately 1 mCi/mL in 0.5 M HCl), 125Sb (0.2 mCi/mL
in 6 M HCl), and 153Gd (1 mCi/mL in 1 M HCl) were purchased from Eckert and Ziegler (Va-
lencia, CA). Solution activity concentrations had an uncertainty ± 15%. All other materials
were American Chemical Society (ACS) grade.
4.3.2 Method
Surrogate fallout particles were manufactured using a modified version of a procedure de-
veloped in-house to create mono-disperse, spherical silica particles tagged with a single ra-
dionuclide and coated with a layer of silica [113]. To start part 1 of the procedure, 100
µL of ethanol was transferred into a centrifuge tube containing 50 mg of mesoporous silica
particles either 0.5µm or 2µm in diameter. This mixture was sonicated for 5 - 10 minutes
(Fisher Scientific FS3 compact ultrasonic bath) and then centrifuged for 3 minutes at 2000g
(ThermoScientific IEC Centra CL2 centrifuge). The particle-ethanol slurry was then spiked
with 2.5 µL of radiolabel solution – which had been diluted to 0.3 mCi
mL
with deionized water
– and centrifuged for another three minutes. The centrifuge tube was gently mixed (Fisher
Scientific Vortex Mixer setting 1) for 5 minutes, placed in an ultrasonic water bath for 15
minutes, and dried for 30 - 45 minutes by opening the centrifuge tube in a fume hood. These
three steps were repeated until the vial contents were visibly dry. During these steps, Jolin
et al. hypothesized the radionuclide was reacting to form a hydrated silicate complex on the
surface of the silica particles [113].
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Once the particles were visibly dry, they were sonicated for five minutes and transferred
into an alumina crucible. The particles were heated to 750 ◦C in a muffle furnace (Fisher
Scientific), soaked at that temperature for one hour, and allowed to cool to ambient tem-
perature overnight. A micro-spatula was used to break apart any noticeable particle clumps
before and after calcination. The heating of the particles allowed the formation of a sesquiox-
ide (either Eu2O3, Sb2O3, or Gd2O3) which bonds to the silica surface. This ends part one
of the procedure.
After cooling to ambient temperature, the particles were transferred from the crucible
to a clean centrifuge tube to start part two of the procedure. One milliliter of deionized
water was added to the centrifuge tube with the particles and sonicated for 10 minutes.
This slurry was then vigorously mixed (Fisher Scientific Vortex Mixer setting 10) for either
one minute or until no particle clumps were visible. The mixture was centrifuged for three
minutes or until particles had settled in the bottom of the centrifuge tube. Seven hundred
fifty microliters of solution was removed from the centrifuge tube, replaced with an equal
amount of deionized water, and the rinse process was repeated twice more. On the final
iteration, instead of adding 750 µL of deionized water, an extra 100 µL of rinse solution
was removed. The centrifuge tube was then left open and the particles were allowed to dry,
typically overnight. If the lab humidity was high (≥60%), then drying took multiple days.
This ends part two of the procedure.
Once the particles were dry, part one was repeated except instead of adding 100 µL of
ethanol and the radiolabel solution, 90 µL of ethanol and 10 µL of 1.0M Na2SiO3 were added.
Adding the Na2SiO3 solution and then drying the sample allowed a thin silicate layer to form
around the radiolabeled particles. Upon heating, it has been postulated this layer changes
to a silica layer, making the radiolabel inert while preserving the shape of the particles [113].
Once dry and cooled to room temperature, the particles were rinsed to remove any mobile
radioactivity (repeating part two).
The decontamination experiments in Chapters 5 and 6 used 2 µm particles radiolabeled




4.4.1 Particle Size Measurements
Bulk sizing of the particles was determined using a Brookhaven Zeta Potential Analyzer
(dynamic light scattering, Brookhaven instruments). Silica particles were suspended in
deionized water and assumed to be spheres with a refractive index of 1.48. Each sample
was counted ten times for one minute at a 661 nm wavelength. After the particle-coating
procedure, the 2 µm particles had a 2207 nm average size with 0.152 polydispersivity and
the 0.5µm particles had a 734.1 nm average size with 0.018 polydispersivity.
4.4.2 Radioactivity Leaching Tests
The particles were radiolabeled to track their movement and measure particle decontamina-
tion efficacy. However, if the radioactivity leached from particles in solution, the calculated
decontamination efficacy would misrepresent the particle behavior. Instead, the decontam-
ination efficacy would be a combination of the particle removal and soluble radionuclide
removal. To ensure the radiolabel remained fixed on particles in solution, leaching tests
were performed.
Leaching tests were performed using 0.5M HNO3 in deionized water and diluted SSDX-12
soap solution for direct comparison to leaching tests from [113]. The dilute SSDX-12 solution
was made by adding 3 mL of SSDX-12 soap to 12 mL of deionized water. One milliliter of
either solution was added to centrifuge tubes containing 1 - 2 mg of 2 µm or 0.5 µm particles.
The tubes were centrifuged for 5 minutes and then counted for 5 minutes each on the HPGe
detector. After counting, samples were mixed for one hour using an end-over-end mixer.
Samples were centrifuged for 5 minutes at 2000g to separate the particles from the leaching
solution. A 250 µL aliquot of leaching solution was removed from each sample, placed in a
filtered centrifuge tube, and centrifuged for another 5 minutes. After centrifuging, a 100 µL
aliquot was removed from each sample, diluted to 1 mL with deionized water, and counted
for 10 minutes with the NaI detector. Leaching tests were performed in triplicate for each
particle-size and solution pair.
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The fraction of activity in the aliquots relative to the total sample activity was determined
using two methods. For convenience, these methods are referred to as the indirect and direct
methods. The indirect method, used in [113], was to establish a conversion factor for each
radionuclide between the two detectors. A sample of known, relatively high activity was
counted on the HPGe and NaI detectors for one minute. The conversion factor was equal
to the NaI counts divided by the HPGe counts. The fraction of activity leached for each





where F is the fraction of activity leached from the sample, Ca is the total counts in the
aliquot using the NaI detector,Vs is the solution volume in the sample, Va is the volume of
the aliquot, Cs is the counts in the sample before the leaching experiment using the HPGe
detector, and β is the detector conversion factor.
To calculate the fraction of CPM in the solution aliquot relative to the total sample using
the direct method, the remaining leaching test solution and particles from each sample were
transferred to gamma tubes and counted on the NaI detector. The leaching test centrifuge
tubes were rinsed twice with deionized water to remove the contents. Even after rinsing,
particularly for the samples containing soap solution, there was material remaining in some
sample vials. These samples were noted, but no additional rinses were performed. The
gamma tubes with the sample contents were counted for ten minutes on the NaI detec-
tor. The measured total sample CPM was used to calculate the percentage of radioactivity
leaching per milliliter of solution.
Table 4.1: Leaching test results in terms of percent of original activity leached into
solution. The leaching results were calculated using the indirect method in [113]. While
both studies radiolabeled the 2 µm particles with 152Eu, this work labeled the 0.5 µm













0.5M HNO3 1.0% 3.7% 4.7% 13.3% 6.2% 4.3%
dilute SSDX-12 0.6% 2.0% 0.7% 5.8% 0.7% 3.1%
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Table 4.1 shows the leaching test results from [113] and those in this work. The calculated
leached activity in [113] is less than this work’s calculated leached activity, particularly for
the 0.5 µm particles. Comparing the percentage of activity leached as calculated by the direct
and indirect methods results shows that the 153Gd conversion factor is an overestimate. The
direct method calculation of the 0.5 µm particle leaching is closer to the results from [113].
Using 153Gd instead of Am-241 to label the 0.5 µm particles may have affected the validity of
the conversion factor method. Even with the direct method correction, Jolin et al. observed
less leaching of radioactivity from particles. The primary objective of using the dilute nitric
acid and soap solutions for the leaching test was comparison to the original particle results
in [113]. However, the leaching in these solutions are not important for this dissertation,
which only exposes particles to ethanol, artificial rainwater solution, and 0.1 M KCl solution.
These solutions are less likely to promote leaching of activity from the particles than the
dilute nitric acid solution. Therefore, the experiments were carried out using the method
described in section 4.2.2 to radiolabel particles.
4.5 Contaminating Samples
Each concrete coupon received a 200 µL aliquot of 137Cs solution [in-house stock diluted to
1000 - 2000 counts per minute (CPM) in deionized water] and then dried for at least 30
minutes. Next, the coupons received a 100 µL aliquot of solution containing the 0.5 µm
particles either tagged with 125Sb or 153Gd (˜200CPM per 100 µL of >99.5% pure ethanol)
and were allowed to dry for 30 minutes. Finally, a 200 µL aliquot of ethanol solution
with 2.0 µm silica particles tagged with 152Eu was applied to each coupon surface and
allowed to dry for at least one hour (˜200CPM per 100 µL of >99.5% pure ethanol). Each
sample’s radioactivity was measured with the HPGe detector for 10 minutes before and after
decontamination. Coupons were placed 1 cm from the detector face, with the center of the
coupon face in line with the center of the detector face (Fig. 4.3).
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Figure 4.2: Example of contaminated coupons.
Figure 4.3: Picture of the Ortec HPGe detector with the sample holder for cylindrical
coupons placed 1 cm from the detector face.
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4.6 Decontamination Methods
Coupons were decontaminated either by passing a stream of water over the coupon face
(low-pressure flow test) or passing the face under pressurized water flow (pressurized flow
test). The flow test was designed to mimic the application of wash solution across a contam-
inated surface with low pressure (e.g. using a fire or garden hose). The pressure washing test
represents the decontamination of urban surfaces using pressurized application of wash so-
lution (e.g. with a pressure washer outfitted with a nozzle having a fan pattern greater than
0◦). Ideally, this type of pressure washing would remove particulates from the contaminated
surface but not ablate the surface. The experiments in Chapter 5 only use low-pressure
flow tests to decontaminate samples, while Chapter 6 uses both low-pressure flow tests and
pressurized flow to decontaminate samples. Each technique is described in more detail below.
4.6.1 Low-Pressure Flow Test
During low-pressure flow tests, coupons were decontaminated by pumping (Fischer Scientific
Mini-Pump Variable Flow) wash solution onto the top of a coupon-holder conduit tilted
about 30◦ downward (Fig. 4.4). The wash solution flowed across the coupon face and
into a collection bin. Before placing coupons in the sample holder, they were wrapped in
parafilm (approximately 7 cm x 10 cm strips) and the parafilm stretched to extend outside
the coupon slot. The parafilm was kept in place using a rubber band double wrapped around
the coupon near the contaminated surface. It was important to keep the rubber band near
the contaminated surface and the parafilm extended outside the coupon slot to reduce the
solution that pooled around the coupon. Pump calibrations determined the feed- and exit-
tube diameters and initial pump setting (between 0 and 100) for a given flow rate. Once a
flow test started, the pump setting was changed based on the average volumetric flow rate
calculated from the volume of applied solution and duration of the test. The volume in
applied solution was monitored indirectly by measuring the solution volume change in the
large beaker in Fig 4.4 using the graduation on the side of the beaker.
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Figure 4.4: Picture of the low-pressure flow test setup. The beaker is filled with fresh
solution which is pumped onto the sample holder by the peristaltic pump. Contaminated
runoff is collected in the bin underneath the sample holder.
4.6.2 Pressurized Flow Test Setup
A pressurized spray chamber consisted of a pressure washer (Ryobi electric pressure washer,
4.52 L/min & 13790 kPa rating, Home Depot, IL) connected to a containment chamber
with the outlet wand directed downward at the center of the chamber (Fig. 4.5). During the
pressurized washing decontamination, a sample holder containing 2 or 3 samples was drawn
through the spray using two motors located under the chamber. These motors could move
the sample holder in two dimensions and they controlled the linear cleaning rate during
decontamination experiments. This study used a linear cleaning rate of 5 mm/sec, which
resulted in solution contacting samples for about five seconds. The power washer, wand
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length, and spray nozzle are all exchangeable; wand position 27-cm from the coupon surface,
and 15◦ nozzle were used in this study. Previous work has bench-marked the pressure output
of this system [98].
Figure 4.5: Computer-aided design (CAD) drawing of the high-pressure test chamber
tipped to its side showing spraying of vertical surfaces.
4.6.3 Calculation of Decontamination Efficacy
The decontamination efficacy was represented using the fraction of activity removed from





where Fremoved is the fraction removal, CPMf is the final counts per minute on the sample,
and CPMi is the initial counts per minute on the sample. The final and initial counts were
independent of each other; therefore, the general error propagation function was used to

























where Eq. 4.3 shows the error for a generic function f dependent on x and y and Eq. 4.4 &
4.5 are the two partial differentials required to calculate the error in the fraction removed.






















where σFremoved is the error in the calculated fraction of activity removed, σCPMi is the error
in the initial net counts, and σCPMf is the error in the final net counts. σCPMi and σCPMf
are calculated by the MAESTRO32 software for the HPGe detector. The calculated Fremoved
and σFremoved from each sample are included in Appendix B.
4.7 Contamination Aging
The experiments in Chapter 6 were designed to provide additional insight on the relationship
between contaminant aging and decontamination efficacy. Contaminant aging in this work
refers to the fixation of contaminants after deposition through subsurface migration and
chemically bonding to the contaminated surface. To understand this relationship, samples
were decontaminated after aging for different time spans and under different conditions.
This section details the contaminant aging conditions and methods applied in Chapter 6.
Coupons were aged two different ways: via artificial rainfall events over time (”precipita-
tion aging”) or only over time (”time-only aging”). During aging, coupons were kept between
19 - 21 ◦C in a moderately humid environment, averaging 65% - 75% relative humidity. (Hu-
midity records are in Appendix C.) Including both aging methods allows comparison between
an ideal condition and a realistic condition – the time-only aging and precipitation aging re-
spectively. Time-only aging can be considered ideal because there is the minimal amount of
66
pore solution present, which limits the migration of soluble contaminants into the subsurface.
To perform the artificial rainfall events, artificial rainwater was pipetted onto coupon sur-
faces periodically. Artificial rainwater solution was made by combining 9.1 mg of magnesium
sulfate anhydrous (Sigma Aldrich), 90.9 mg of potassium nitrate (Fisher Scientific), 91.3 mg
of sodium nitrate (Fisher Scientific), 126.5 mg of potassium chloride (Fisher Scientific), 299.3
mg of sodium chloride (Fisher Scientific), and 46.9 mg of calcium chloride dihydrate with
approximately 45 mL of deionized water. All salts had purity greater than 98% and the
salts were weighed on a D160 Denver Instrument Company scale with certainty ±0.01mg.
After letting the salts dissolve overnight, the concentrated solution was diluted to 1 L in
a volumetric flask and sealed with two layers of parafilm. The projected rainfall schedule
required approximately 800 mL of rainwater, so this solution was used for all rainfall events.
Ten milliliters of rainwater solution was sent to Argonne National Laboratory’s Ana-
lytical Chemistry Group for analysis using inductively coupled plasma mass spectrometry
(PerkinElmer NexION 2000 Inductively Coupled Plasma Mass Spectrometer, relative un-
certainty ± 10%). The ion concentrations in the artificial rainwater are in Table 4.2 along
with the ion concentrations used in the U.S. EPA’s study of spore transport via rainfall
runoff [114]. This work deviates from the U.S. EPA’s spore transport study by not including
the zinc or copper components in the artificial rainwater. Zinc and copper were included
in [114] because they complex with organics; however, interactions with organic material
are irrelevant for these experiments. The recommended zinc and copper concentrations are
three orders of magnitude less than the Na+ and K+ ions, and, unlike Na+ and K+, zinc and
copper ions do not selectively compete with cesium. For this reason, the zinc and copper
were excluded.
Coupons received artificial rainfall with a frequency corresponding to the average rainfall
occurrence in Chicago, IL, which is approximately once every three days [115]. Rainfall
events occurred every 2 - 4 days with the following pattern: Tuesday, Friday, Monday,
Thursday, Monday, Wednesday, Friday. Most test sets were spiked on a Monday and followed
the pattern exactly, repeating as necessary. Some sets were contaminated on different days
and, as a result, started in the middle of the pattern and repeated the pattern as necessary.
(The calendar schedule for each coupon set and lab conditions are in Appendix C.)
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Table 4.2: The concentrations of ions in [114] and this study compared. *The sulfate ion
concentration was calculated using the Mg2+ concentration. The chloride and nitrate ion
concentrations are not included.
Ion Concentrations from [114] This study This study molarity
Mg2+ 1482 µg/L 2100 µg/L 0.085 mmol/L
K+ 100446 µg/L 1.1 ∗ 105 µg/L 2.8 mmol/L
Na+ 143256 µg/L 1.6 ∗ 105 µg/L 7.1 mmol/L
Ca2+ 12789 µg/L 1.3 ∗ 104 µg/L 0.32 mmol/L
SO2−4 5854 µg/L 8200* µg/L 0.085 mmol/L
During a rainfall event, each coupon received 1 mL of artificial rainwater over the course
of 3 - 4.5 hr. The exception was the coupons receiving rain in the 12-Event test matrix.
These coupons did not readily absorb rainwater and combined with high relative humidity
(>80%) the rainfall would have lasted six or more hours. Instead, these rainfall events were
deemed complete once the coupon faces had been saturated with rainwater for at least five
hours. Comparing this saturation time to the duration of recorded precipitation events for
Chicago shows that five hours of saturation more than adequately represented a typical
rainfall event [115]. Equation 4.8 shows how the rainfall depth was calculated from the
rainfall volume:
V = h× SA (4.8)
where V is the volume of water deposited, SA is the surface area of the surface receiving the
rainwater, and h is the precipitation height equivalent for the system. Using a total volume


















The rainfall depth of 0.107 cm represented a low-volume precipitation event [115]. Because
the artificial rainfall event procedure in this work avoided producing runoff, a smaller volume
of rainwater was required to simulate an actual rainfall event. Urban areas typically have
a high runoff to rainfall ratio, which is related to the concept of sorptivity introduced in
Chapter 2. Note that this work neglected potential effects of the kinetics of incoming rain
droplets on decontamination.
4.8 Depth Profile Measurements
In addition to characterizing the relationship between decontamination efficacy and con-
taminant aging through decontamination tests, the subsurface migration of contaminants
was measured for two coupons from each aging group that were not decontaminated. These
measurements, referred to as depth-profile tests, help provide insight on potential decontam-
ination mechanisms for the different contaminants. Like the contaminant-aging section, this
section only applies to select experiments in Chapter 6. More detail on the depth-profile
measurement procedure and calculations are provided below.
The procedure for determining depth profiles in this work was modified from previous
studies [84,98,116,117]. Before each depth profile test, the coupon dimensions were measured
using a caliper with precision 0.01 cm and weighed on a Mettler AT261 scale with 0.01 mg
precision. Coupons were ground against strips (5.5 cm by 11 cm) of 100-grit sandpaper (3M,
Grainger, IL) to remove surface material, then weighed again. This strip of sand paper with
the contaminated surface material was rolled, placed in a gamma tube, and counted for 30
min using the NaI detector. This sequence was repeated at least 15 times (15 layers), with
additional layers removed until acceptable contaminant removals were achieved. Coupons
were counted on the HPGe detector for 10 minutes before and after tests to determine the
total fraction of activity removed.
Depth-profile results are portrayed as ’fraction of total contamination remaining on the
coupon’ vs. depth below the coupon surface. To calculate the fraction of activity remaining
on the coupon after each layer was removed, the layer counts detected by the NaI were
normalized to the total fraction of activity removed (Eq. 4.2 and Eq. 4.12 - 4.13):
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where Cj is the sum of the activity removed through the j
th layer, Ci is the counts per layer,
Fremainingj is the fraction of activity remaining after the j
th layer is removed, Fremoved is the
fraction of activity removed calculated from the coupon counts, and C is the sum of the
activity removed across all layers.
Error in the counts removed from each layer was determined by the NaI detector for each






where σCj is the error in the sum of the activity removed through the j
th layer and σCi is the
error in the counts removed per layer provided by the NaI detector software. The error in the
removed activity was derived in section 4.5.3 (Eq. 4.7). Using the general error propagation































where σFremainingj is the error in the fraction of activity remaining after the j
th layer, σFremoved
is the error in the fraction of activity removed during the depth-profile test, and σC is the
error in the activity removed for all layers as calculated using the NaI detector measurements.
4.8.1 Estimating Depth Removed
An estimate of the surface thickness, or depth, removed for each layer was necessary to plot
the data. The depth was estimated using the change in mass of the coupon, the diameter of











where mi is the mass of the coupon after layer i has been removed, mi+1 is the mass of
the coupon after layer i+1 has been removed, ρ is the bulk density of the coupon, d is
the diameter of the coupon in inches, and ∆h is the calculated thickness removed for the
i+1 layer in µm. The numerator of Eq. 4.17 is the volume of material removed and the
denominator of the Eq. 4.17 is the surface area of the coupon.
The error of the removed thickness came from uncertainty in weighing coupons, measuring
the diameter of coupons, and uncertainty in the density of the coupons. The scale used
to weigh coupons has an uncertainty of ± 0.01 mg, but there were small fluctuations in
measurements due to laboratory air currents. Therefore, the estimated coupon mass error
was ±0.1 mg. Each coupon diameter was measured at the start of grind tests using a caliper
with ± 0.01 cm uncertainty. This value was adopted as the diameter measurement error,
recognizing that there may be larger deviations from human error in identifying the diameter.
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Finally, the same density measurement was used for all grind tests. Every coupon with a
relatively flat bottom – to avoid underestimating the density – had its density calculated
by dividing the initial mass by the calculated coupon volume. These densities, taken from





standard deviation in the average density was larger than the calculated measurement error,
the standard deviation was adopted as the error for the average density.
Each of the measurements contributing to the calculated thickness error were independent
of each other. Therefore, the general error propagation formula was applied. The partial
























































The error in ∆h was calculated by substituting the definitions in Eq. 4.18, 4.19, 4.22, and











































where σ∆h is the calculated error in the thickness removed per layer, σmi is the error in the
initial mass of the coupon, σmi+1 is the error in the final mass of the coupon, σd is the error
in the diameter measurement, and σρ is the standard deviation of the average density.
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CHAPTER 5
EXPERIMENTS FOR PRACTICAL GUIDANCE
This chapter presents and discusses the results of decontamination experiments designed to
provide practical guidance for decontamination using wash down techniques following wide-
spread radiological contamination. Experiments measured the removal of contaminants after
flowing solution across contaminated concrete surfaces at two different flow rates. Recurring
sampling throughout select experiments provided insight on how the decontamination effi-
cacy changed as more wash solution was applied. A final set of experiments measured the
ability of runoff wash solution to decontaminate surfaces and the potential for cross contam-
ination from contaminated runoff wash solution. The results from these experiments suggest
soluble cesium removal improves with longer duration wash down operations, particles are
not effectively removed at flow rates typical of wash down operations, and wash solution
runoff may be effective at decontaminating large concrete areas.
5.1 Experiment Test Matrix
All of the decontamination experiments in this chapter used the low-pressure flow test pro-
cedure to decontaminate samples. The first set of experiments in this chapter compared the





flow rates approximately represent the lower and upper bounds of wash down flow rates
using fire suppression pumps. Using the coupon face surface area – approximately 9.6 cm2
– the flow rate per unit area was calculated for both flow rates. Normalizing the flow rates
to the coupon surface area gave 10.4 mL
min−cm2 and 46.9
mL





flow rates respectively. As a comparison, the scenario in Chapter 3 used pumps that applied
wash solution at 340 L
min




The same volume of wash solution, three liters, was applied for the two flow rates during
the flow tests. In other words, the 450 mL
min
flow rate tests lasted approximately 6.5 minutes
and the 100 mL
min
lasted approximately 30 minutes. Coupons receiving solution at 100 mL
min
were counted with the HPGe detector for 90 seconds after 1, 3, 5, 10, and 15 minutes of
applying solution. These measurements provided additional insight on the relationships
between decontamination efficacy and volume of applied solution. The two flow rates were
compared for tap water wash solution and 0.1M KCl wash solution. The 0.1M KCl wash
solution was made in 15 L increments by mixing 14.95 L of tap water with 111.82 g KCl
(Nature’s Own Potassium Chloride Pool Cubes, ≥ 99% purity, Home Depot, IL). Tests
were performed in quadruples or quintuples except for the 100 mL
min
tests using 0.1M KCl,
which was performed in duplicate. Following contamination, coupons were kept at ambient
laboratory conditions (18 - 20 ◦C, 16%-25% relative humidity) between seven and ten days
before decontamination.
A second set of experiments measured the ability of contaminated wash solution runoff
to decontaminate. This knowledge would be useful for providing guidance on how to decon-
taminate large surfaces such as streets and the sides of contaminated buildings. To create
this situation at the lab scale, three coupons were placed in the sample holder instead of
one (Fig. 5.1). The top and middle samples were contaminated while the bottom sample
was void of contamination. During the test, the contaminated runoff from the top coupon
would contact the second coupon and the combined runoff from the top two coupons would
contact the third, bottom coupon. Three liters of wash solution was applied at 100 mL
min
,
and the tests were performed in quintuples for tap water and 0.1M KCl wash solutions. No
recurring sampling was performed during the runoff experiments. Coupons were kept at
ambient laboratory conditions after contamination for eleven days before decontamination.
5.2 Results and Discussion





using either 0.1M KCl wash solution or tap water (Fig. 5.2). A higher decontamination
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Figure 5.1: Depiction of coupon setup during the runoff experiments. The top two coupons
were contaminated (magenta) and the bottom coupon was not contaminated (gray). The
wash solution (blue arrow) was applied at the top of the sample holder and flowed over all
three coupons before being collected.
efficacy was observed for both particles sizes and wash solutions during the 100 mL
min
flow
rate tests. Soluble cesium removal was significantly higher using 0.1M KCl solution than
tap water, and the 100 mL
min
flow rate tests resulted in elevated decontamination efficacy
compared to the 450 mL
min
flow rate tests.
The elevated particle removals using the 100 mL
min
flow rate compared to the 450 mL
min
flow
rate was unexpected. Because the outer silica coating on the particles renders the radiolabel
inert, the particles must be decontaminated using a physical mechanism. Thus, higher
flow rates would improve particle decontamination. To estimate the velocity that would
transport the particles, the Shields diagram can be used. The Shields diagram describes
particle transport for given set of particle properties, represented as the critical Shields
parameter, and fluid properties. Assuming silica particle transport can be approximated
by soil sediment transport, the estimated fluid velocity to move 1 µm particles is 0.18 m
s
(adopted from [114], which evaluated B.g. spore transport). The maximum fluid velocity in
these tests can be approximated using the exit tube dimensions and volumetric flow rate.
For the 100 mL
min
tests, which used tubing with a 0.476 cm inner diameter, the estimated
maximum linear fluid velocity was 0.094 m
s
. The estimated maximum linear fluid velocity
for the 450 mL
min
tests, which used tubing with a 0.635 cm inner diameter, was 0.23 m
s
. Note
that these calculations do not account for reductions in fluid velocity between the pump
outlet and contacting the coupon surface, such as drag and widening of the flow stream.
Furthermore, in the EPA study of spore removal, despite measuring decontamination for a
six-fold increase in volumetric flow rate, the change in calculated linear fluid velocity was
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insignificant. Thus, it is reasonable to assume the bulk fluid velocity in these flow tests was
too low to remove particles.










Figure 5.2: Particle removal is higher for the 100 mL
min
flow rate than the 450 mL
min
flow rate
tests. Cesium removal is significantly higher when using KCl solution compared to tap
water and using a 100 mL
min
instead of 450 mL
min
flow rate.
In addition to not having a sufficiently high bulk fluid velocity, many of the particles may
not have been accessed by the bulk fluid flow. The line and surface roughness measurements
performed in Chapter 4 (Fig. 4.1) indicate coupons may have had depressions up to 300 -
500 µm deep. Although the fluid behavior in these depressions is unknown, it is reasonable
to assume the surface roughness of the coupons hindered particle removal.
The decontamination efficacy measurements taken throughout the 100 mL
min
tests provide
insight on why the particle removal was elevated for the lower volumetric flow rate (Fig.
5.3). These diagrams show the majority of particle removal occurred within the first three
minutes of the test, or two sampling occurrences. It is possible that the act of transferring
the sample in and out of sampling bags was enough to remove some particles. Particles that
were less accessible, by either the bag surface or the flow solution, remained on the samples
throughout the test. One way to test this hypothesis is to perform flow tests using a 100 mL
min
flow rate that did not include recurring sampling of the coupon. Conveniently enough, the
second set of experiments measuring the decontamination efficacy of runoff wash solution
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were performed using these conditions.
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Figure 5.3: The average particles removals (2 µm on the left and 0.5 µm on the right)
measured after 1, 3, 5, 10, 15, and 30 minutes of applying wash solution at 100 mL
min
. Both
particle sizes had the majority of their decontamination efficacy achieved within the first 3
minutes of testing. These results suggest the sampling process may have interfered with
the results.
Unlike the particle removal, the cesium removal for the first set of practical guidance
experiments followed theoretical expectations. Wash solution containing ions has been shown
to significantly improve cesium decontamination from building materials [20, 39, 117]. The
100 mL
min
flow tests resulted in a higher cesium removal because of the increased contact
time of the wash solution with the coupon. This extra time allowed the wash solution to
saturate more of the sample subsurface, increasing the percentage of cesium accessed by the
wash solution and allowing more cesium to migrate to the bulk solution flow. Though not
apparent for 0.1M KCl plot in Fig. 5.4, the removal efficacy plot should flatten as the system
approaches equilibrium.
The observed cesium decontamination in these flow tests is low compared to other tests
decontaminating concrete with ionic wash solution with minimal contact times. Previous
studies found a cesium decontamination efficacy from concrete between 25% - 60%, with so-
lution being applied in five minutes or less [19,20,39,117]. However, without more knowledge
about the concrete characteristics and/or contaminant aging conditions in these studies, the
cause(s) of these large fluctuations in decontamination efficacy cannot be identified.
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Figure 5.4: Cesium removal plotted for sampling after 1, 3, 5, 10, 15, and 30 minutes of
applying wash solution at 100 mL
min
. The tap water removal efficacy is insignificant after 5
minutes of application. However, the cesium removal increases the entire test when
applying KCl solution.
The results from the experiments measuring the decontamination efficacy of contaminated
runoff solution are shown in Fig. 5.5. These results indicate there was no significant dif-
ference in decontamination of the top and middle coupons for either wash solution. Also,
there was no evidence of cross contamination. The similarity between the top and mid-
dle coupon decontamination efficacy indicates that using solution runoff to decontaminate
large surfaces may be a viable strategy. Using solution runoff to achieve comparable decon-
tamination would reduce the volume of contaminated solution generated during washdown
operations, increase the areal decontamination rate, and/or increase the cesium removal ef-
ficacy observed by increasing the contact time of wash solution with contaminated surfaces.
Comparing the particle removal during the runoff tests to the first set of 100 mL
min
flow tests
(20% - 45% particles removed) suggests that the elevated particle removal was caused by
brushing the coupon against the sample bag during recurring sampling. Cesium removal




Figure 5.5: Decontamination efficacy for the three contaminants from the top and middle
(lower) coupons. There was no significant different in removal efficacy between the two




EFFECTS OF CONTAMINANT-AGING ON
DECONTAMINATION EFFICACY
In the event of a wide-spread contamination incident, knowing how the decontamination ef-
ficacy of different techniques changes as the contaminant(s) interact with the contaminated
substrate is crucial. This chapter presents results from experiments measuring decontami-
nation efficacy as a function of contaminant aging and decontamination method. The time
between contamination and decontamination was either 1, 3, 5, 8, 14, 23, 35, 48, or 59 days.
For coupons receiving artificial rainfall, this test matrix corresponds to 0, 1, 2, 3, 5, 8, 12,
16, or 20 rainfall events. Daily averages of lab humidity and temperature are detailed in
Appendix C, along with the dates different sets of coupons were aging. After aging, coupons
were decontaminated using either the flow test procedure with 100 mL
min
flow rate for 15 min-
utes or the pressurized washing system from Chapter 4. Both decontamination methods
used 0.1M KCl wash solution and tests were performed in quintuples. To better understand
the contaminant interactions with the concrete, additional experiments were performed to
measure the subsurface migration of contaminants in coupons that were aged but not de-
contaminated. The depth-profile procedure is detailed in section 4.7. For each time between
contamination and decontamination, depth profile experiments were performed in duplicate
for samples that were aged with and without artificial rainfall events.
6.1 Decontamination Results and Discussion
Figures 6.1 - 6.3 show the decontamination results for coupons aged between 24 hours and
59 days. The error bars on each data point show the standard deviation between the five
samples for each test condition. The counting error was propagated through the average
calculation, but the resulting errors were less than the standard deviations. The data in Fig.
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6.1 & 6.2 show that the particles exhibited minimal removal during flow tests but had high
removals using pressurized washing. Cesium removal was significantly better for coupons
that experienced no rainfall when the contamination was aged less than eight days (Fig.
6.3). The flow tests yielded greater removals of cesium than pressurized washing during
this time frame. However, after 5-10 days, the cesium removals are low (≤12%) for both
decontamination methods.
Figure 6.1: Decontamination results for 2 µm particles with time-only aging (left) and
precipitation aging (right) using 0.1M KCl. The large standard deviation for the 14-day
(5-event) low-pressure flow test can be attributed to the combined effect of deviations in
coupon distance from the detector and the small amount of activity deposited onto each
coupon.
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Figure 6.2: Decontamination results for 0.5 µm particles with time-only aging (left) and
precipitation aging (right) using 0.1M KCl.
Figure 6.3: Decontamination results for soluble 137Cs with time-only aging (left) and
precipitation aging (right) using 0.1M KCl.
The 2µm particle removals were significantly larger for pressurized washing than low-
pressure flow decontamination and the removals did not significantly change overtime. The
2µm particle removals averaged greater than 75% for every pressurized washing test. In
comparison, the removals averaged less than 25% for all flow tests. The difference in particle
removal between the flow tests and pressurized washing tests indicates a physical removal
mechanism for the particles. Because the applied pressure in this work is ten times less
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than that in [84], it is likely minimal surface material was removed. Another indication that
minimal surface material was removed was the coupon surface after high-pressure washing.
The cement top-surface was still intact: no aggregate was visible. The high particle removal
efficacy with minimal surface ablation supports the idea that particles have settled into
depressions across the coupon surface but are readily accessible by solution sprayed normal
to the surface, postulated in Chapter 5. Comparing the removals of 2µm particles from the
time-only aged to the precipitation-aged coupons, the precipitation-aged coupons exhibited
more deviation in average removal over time but the difference between the time-only and
precipitation-aged coupons is insignificant for the 59-day tests.
The 0.5µm particle removals exhibit many of the same trends as the 2µm particle removals
over time and between decontamination methods (Fig. 6.2). Flow tests removed 0.5µm
particles with less than 30% efficacy for all aging conditions. Pressurized washing removed
on average more than 80% of the 0.5µm particles on time-only aged coupons. In comparison,
the average removals after pressure-washing precipitation-aged coupons varied between 35%
and 94%. The 0.5µm particle removals applying pressurized wash solution to coupons aged
with either 12 or 16 artificial rainfall events yielded average removals 30% - 50%. The
deviation in the 12-event, 0.5µm particle removals indicates the 12-event coupons behaved
differently from one another. However, the small deviation in the 16-event removals shows
the opposite.
There are two possible explanations for the reduction in 0.5µm particle removal. One is
that activity leached from the particles during rainfall events, making the observed removals
a combination of the soluble 153Gd removal and the particle removal. Leaching of activity
in the ethanol spike solution was checked twice throughout the experiments, with less than
0.1% of total solution activity found in the liquid phase. If activity leached from the 0.5µm
particles during rainfall events, soluble 153Gd would precipitate onto the coupon surface upon
deposition and exhibit minimal migration into the coupon surface. Gadolinium exhibits
similar chemical behavior to europium, and both will precipitate (for example, as carbonate
or hydroxide compounds) in neutral or basic solutions. It is difficult to predict the removal
of soluble 153Gd for the given pressurized test conditions. The second possibility is that the
0.5µm particles migrated into the coupon subsurface. The pore size distribution of concrete
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(Fig. 2.1, Ch. 2) shows there are micropores with diameters larger than 0.5µm. The
combination of the rainwater and high relative humidity while aging the contamination on
the 16-event coupons may have facilitated the migration of particles far enough into these
micropores to not be removed during testing. Despite not knowing which explanation is
correct, contaminant removal can be increased by increasing the applied pressure enough to
ablate a very thin layer of the surface.
Cesium exhibited different trends than the particles because it is a soluble contaminant.
The cesium removals following pressurized washing with 0.1M KCl averaged less than 20%
for all aging experiments. This observation could mean one, or both, of the following. First,
the pressurized washing experiments removed a fine layer of dust, of which approximately
0% - 15% of the cesium was adsorbed onto. The amount of cesium adsorbed onto the
removable surface material did not change over time. Second, the amount of cesium close
enough to the coupon surface to chemically interact with the pressurized wash solution did
not change throughout the 59 days. The two suggestions are very similar, except the first is
describing physical removal of fine surface material and the second describes a rapid chemical
interaction between the wash solution and cesium fixed on or near the coupon surface. The
slight increase in cesium removal for the 1-day time-only aged tests (far left blue data point
on the left graph in Fig. 6.3) compared to all other data points, weakly supports the second
hypothesis.
Unlike the pressurized washing tests, the low-pressure flow tests primarily rely on a chem-
ical removal mechanism. The largest cesium removals were observed for the 1-day time-only
aged coupons after decontamination using by low-pressure flow tests. The cesium removal
significantly drops between coupons that have been aged one day and those that were aged
eight days (Fig. 6.3, left orange plot). As the coupons are allowed to age, cesium migrates
into the subsurface. However, the depth accessed by the wash solution during the low-
pressure low tests does not change. As discussed in Chapter 2, the sorptivity is a function
of time in contact with source solution. Yet, the removal data in Fig. 6.3 shows non-zero
average removals after sixty days. Thus, some of the cesium on the coupons must stay at
a depth that can be accessed by the wash solution during low-pressure flow tests. As a
potential decontamination technique following a wide-spread dispersal event, low-pressure
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flow application of wash solution must be applied within the first ten days after an incident
to have decontamination efficacy above 12% for soluble cesium contaminating concrete.
Comparing the observed cesium removals after low-pressure flow tests to those in Chapter
5 yields an interesting result. The decontamination efficacy observed after 7 – 11 days of
aging (45% - 55%) in Chapter 5 was similar to the decontamination efficacy after one day
of aging in the Chapter 6 experiments (45%). The decontamination efficacy observed after
eight days of aging without precipitation events is less than 20%. The most likely cause of
this drop in removal efficacy for similar aging times is the relative humidity the coupons
were kept in while the contamination aged. The average relative humidity for the coupons
in Chapter 5 was 16% - 25%, whereas the coupons in the aging experiments were kept
at humidity averaging 70% - 75% (see Appendix C for more details). As can be seen in
Fig. 2.2 from Ch. 2, the elevated relative humidity allowed water to fill capillary pores.
This additional pore water likely facilitated the migration of more cesium into the coupon
subsurface in a shorter period of time. This hypothesis will be expanded upon in the next
section.
6.2 Contaminant Subsurface Penetration Results and Discussion
The contaminant subsurface penetration profiles, or depth profiles, were generated following
the method in section 4.8. For each coupon, a thin layer of surface material was removed
with sand paper and the radioactivity in that surface material was measured. The activity
removed in each layer was normalized to the total fraction of activity removed from the
coupon. These normalized removals were plotted against the estimated removed depth of
surface material to create contaminant depth profiles (Fig. 6.4 - 6.12). This section compares
the depth profiles across aging time, aging method, and coupon surface characteristics to
give insight into the factors affecting contaminant subsurface penetration.
The contaminant depth profiles indicate most particles have insignificant subsurface pene-
tration and the majority of cesium can be found in the first one millimeter of the subsurface
after 60 days of aging with precipitation events in moderately humid environments. Particle
depth profiles were dependent on the coupon surface roughness and uniformity of contami-
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nation. Cesium depth profiles were also dependent on surface roughness and uniformity of
contamination, but to a lesser degree. Unlike the particles, there was a significant difference
between coupons aged with precipitation events and those aged only over time. These con-
clusions were drawn by comparing the 34 depth profiles to each other rather than relying on
comparisons within one figure or aging time.
This section is broken into subsections which aim to expand upon the conclusions in
the previous paragraph. First, the effect of surface roughness on the contaminant depth
profiles is discussed. The next subsection describes the influence of contaminant aging on
contaminant subsurface penetration. The cesium depth profiles are then compared to results
from previous studies of cesium penetration in concrete. Finally, a theoretical estimate of
the cesium penetration depth is calculated.
6.2.1 Surface Roughness Effects
There is a discrepancy between the plotted depth and the actual depth. While removing
the first few layers, the sand paper only contacts the peaks of the coupon surface. The peak
height was mainly along the outer few millimeters of the coupon face. As the edges were
removed, the sand paper started to contact the central areas of the coupon face. The degree
of sand paper contact with the different parts of the coupon face was qualitatively noted
by observing the percentage of aggregate exposure throughout the test. The aggregate was
gradually exposed working from the edge of the coupon inward (see example in Fig. 6.13).
Once aggregate was visible on the majority of the surface, the calculated depth of subsequent
layers was more accurate. This behavior, caused by the degree of coupon surface dipping,
would not be present for large concrete surfaces. Cracks and other major surface irregularities
aside, the estimated penetration depth of contaminants on large concrete surfaces would be
less than predicted by these experiments.
Examining the particle depth profiles in Fig. 6.4 - 6.12, almost all particle activity is
found within the first 200 µm - 400 µm. There were two primary shapes for particle depth
profiles: exponential decay and linear. The adhesion of the particles to the coupon surface,
coupon surface roughness, and uniformity of contamination likely dictated which trend the
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penetration profile followed. The depth profiles showed no dependence on aging time or
method. Because all coupons exhibit some degree of surface dipping, particles in the center
of the coupon would not be removed within the first few layers. If the dipping was the
primary source of roughness for a sample and the particle contamination was uniform in the
radial direction, then particle penetration profiles would be more linear. The only exception
is if particles adhered poorly to the coupon surface, in which case particles may have been
removed in the first few layers when the coupon was tapped against the sand paper to remove
residual concrete powder. Coupons that yielded particle depth profiles following more of an
exponential decay had particle contamination that was removed within the first few layers.
This pattern likely indicates a smoother coupon surface and that a greater percentage of the
coupon surface was contacted by the sand paper during removal of the initial layers.
Like the particles, the cesium penetration profiles were affected by the surface roughness
of the sample. Increased coupon dipping resulted in more linear cesium penetration profiles.
Conversely, smoother samples with shorter aging times had cesium contamination profiles
shaped similar to an exponential decay. Some coupons had less cesium removed in initial
layers, resulting in a flattened depth profile near the surface. This is a product of coupon
dipping and the contamination procedure. When contaminating the coupons, solution was
deposited a few millimeters from the coupon edge and inward. The solution spread close to
the edge of the coupon but not always completely to the edge. If coupons had little cesium
deposited near the edge of the coupon, the initial layers would contain minimal cesium. The
flattened beginning of cesium contaminant profiles may be less pronounced for coupons that
underwent rainfall events because rainwater promotes cesium diffusion.
6.2.2 Aging Method Effects
The particle depth profiles were independent of aging time or aging method. This is most
clearly shown by comparing the 59-day particle depth profiles (Fig. 6.12) to profiles from
the other aging times. If particles did migrate into the subsurface, the penetration depth
was insignificant relative to the effects of the surface roughness.
Cesium migration into the subsurface was influenced by aging time and aging method. The
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majority of grind tests suggest cesium penetrates further into coupons exposed to rainfall.
Using 20% of cesium remaining as a standard for comparing aging methods, differences
emerge by the second and third rainfall events (within the first ten days, Fig. 6.6 & 6.7). As
the aging time increases, the difference between aging methods becomes more pronounced.
There are certain exceptions, such as in Fig. 6.9, which are likely caused by surface roughness
differences. By the 48-day and 59-day measurements (Fig. 6.11 - 6.12), it is clear cesium
has migrated deeper into the subsurface regardless of exposure to precipitation events. It
is postulated the primary mechanism for cesium migration is diffusion in the concrete pore
water and that the rainfall events aid cesium migration by creating conditions that result in
a larger quantity of pore water in samples.
6.2.3 Comparison of Cesium Subsurface Penetration to Previous Studies
The penetration depth of cesium found in this work is within the range of values found by
previous studies. First, the results from this work will be compared to five other studies using
the same method to generate depth profiles. Table 6.1 summarizes the findings of cesium
penetration for studies on non-saturated concrete and lists different test conditions. The
data from the 2013 study by Maslova et al. clearly show the relationship between relative
humidity and cesium penetration [116]. As the relative humidity during aging increases,
the rate of cesium migration into the subsurface increases. Thus, the studies by Jolin et al.
(2018 and 2019) which were performed aging contamination at low relative humidity, showed
minimal subsurface penetration of cesium [84, 118]. As a ’worst-case’ scenario comparison,
penetration of cesium was recorded in water-saturated cement at 25 ◦C. After exposing one
side of a coupon to cesium solution for thirty days, the cesium was mostly found within 1
mm of the surface [119, 120]. This dissertation aged coupons at an average of 65% - 75%
relative humidity. Most of the cesium profiles measured after less than 34 days of aging
found 80% of the activity within the first 600 µm. Even after 59 days of aging with or
without precipitation events, the cesium only migrated approximately 700 µm - 900 µm into
the subsurface.
Two studies using coarser depth increments and longer aging times also indicate cesium
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migrates slowly through concrete. A U.S. EPA study examined the effects of rainfall on
contaminant removal and penetration after weeks of aging [121] with half the samples expe-
riencing a rainfall event. Samples were aged in low humidity environments prior to rainfall
(about 20 days) and high humidity (≥ 90% R.H.) for about 20 days after half the samples
received rainfall. Depth profiles were analyzed using laser ablation ICP-MS removing surface
material in 100 µm increments. The majority of cesium contamination was found within 300
µm of the surface for control samples and within 500 µm for samples experiencing rainfall
(based on estimates from activity distribution charts) [121]. Another study examined ce-
sium penetration in concrete after more than two decades of aging. The samples, taken from
Pripyat, were analyzed by slicing them into 5-mm thick disks and measuring the activity of
each disk. Greater than 90% of the activity was found in the upper five millimeters of most
concrete samples [122].
Table 6.1: Cesium depth profile data in concrete at different relative humidity and test
conditions [84,116,118]. From section 4.6.3, Fremoved is the percent of activity removed
following an experiment. Based on the figures in [116] and comparison to similar
experiments, the two values exceeding 2 mm were likely due to high coupon surface
roughness.
2013 [116] 2018 [118] 2019 [84]
FRemoved = 90% FRemoved at 70µm FRemoved = 80%
Relative humidity 30% 87% Unknown 20% ± 5%
Days Aged Sample
1 day a 2590 µm 300 µm 79% 150µm
b 240 µm 600 µm
7 days a 240 µm 760 µm
b 5200 µm 600 µm
8 days 100µm
9 days 45%
14 days a 240 µm 600 µm
b 280 µm 370 µm
28 days a 500 µm 443 µm
b 380 µm 730 µm
90 days 43%
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6.2.4 Theoretical Approximation of Cesium Penetration
The limited solution penetration in samples can be explained by concrete’s low water sorp-
tivity, diffusivity, and permeability. Extrapolating from section 4.7, 200 µL of solution will
cover a coupon surface with an approximate height of 0.2 mm. When rain water or wash
solution initially contacted the coupon, the sorptivity dominated the absorption of solution.




where I is the total depth of saturation, Si is the sorptivity coefficient, and t is the time in
contact with solution. Using a sorptivity of 0.25 mm
min0.5
(from [59]) and a drying time of 30






30min = 1.4mm (6.2)
The selected sorptivity is a mid-range sorptivity of those found in the literature and listed
in Chapter 2. The upper and lower values of the sorptivity in Chapter 2 were each an order of
magnitude different than the value used in Eq. 6.2. Estimating the solution penetration using
Eq. 6.2 may lead to overestimating solution penetration because it assumes an infinite supply
of liquid and does not account for solution evaporation. Solution evaporation definitely
played a role during contamination and throughout the rainfall events as evidenced by the
change in rainfall event duration for changes in lab relative humidity (see Appendix C).
Still, this is a simple approximation of initial solution penetration which can be improved
by performing experiments that quantify coupon sorptivity (ASTM C1585) and evaporation
characteristics for a given spike solution and laboratory environment.
Once the exposed surface was saturated with solution, the permeability and diffusivity of
water in the coupon dictated solution subsurface penetration. Water permeability in concrete
can vary widely depending on the concrete micro-pore properties and sample conditioning.




[51,123]. Even for the
longest rainfall events, which lasted 5 hours and mostly occurred during 12-event coupon ag-
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ing, solution penetration would have been a few micrometers beyond the saturation depth.
Once the rainfall events ended, the saturated surface boundary was removed and surface
conditions promoted evaporation of solution. It is hypothesized this boundary condition led
to pore solution diffusing toward the coupon surface until the coupon moisture content was
at equilibrium with the laboratory conditions. While it is possible some of the artificial rain-
water was retained by samples, the rain aliquot time tables (Appendix C) do not indicate a
change in water absorption as coupons experienced more rainfall events. If coupons had re-
tained rain solution from each precipitation event, one would expect the water absorption to
decrease and the rainfall events to take more time as the number of rainfall events increased.
From the previous two paragraphs, one would suspect the majority of cesium transporta-
tion after contamination was dictated by the cesium diffusion in pore water and adsorption
to the concrete. As a conservative estimate for the diffusion of cesium into the sample, the







where c(x,t) is the concentration as a function of position (x) and time (t) and D is the
diffusion coefficient of cesium in pore water. Based on Andersson’s and Atkinson’s studies, a
diffusion coefficient of 10−13 m
2
s
is appropriate for bulk cesium transport [119, 120]. Solving







where M is an arbitrary quantity of cesium spiked at the boundary at t=0. Integrating
this solution between x=0 and x=L, where L is an unknown depth, for a given time yields
the fraction of cesium between x=0 and x=L. The result can be used to find the maximum

















da = 0.8 (6.6)
where a is used as a substitution variable to simplify the integration. Equation 6.6 yields




) = 0.8 (6.7)
Tabulated input and output values for the complimentary error function determined the









× 5.2 · 106s = 2.4mm (6.9)
This calculation might overestimate of the actual cesium penetration depth for two reasons.
First, the partitioning of cesium between the solid and liquid phase was not considered. Some
of the aggregate in concrete exhibit high selective, irreversible adsorption of cesium in water
[77]. The influence of these aggregate components on cesium transport may depend on how
much pore water is in contact with the aggregate. As mentioned in Chapter 2, the majority
of the liquid-solid interface will be between pore solution and hydrated cement, which loosely
adsorbs cesium. In addition to not accounting for contaminant-solid interactions, the above
equations are not designed for contaminant transport in an unsaturated medium. Assuming
a constant partition coefficient for the solid medium, by definition the total cesium in solution
decreases as the amount of pore water decreases. Thus, more cesium is retained near the
surface of the coupon.
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Figure 6.4: Depth profiles for two coupons (A and B) using 320 grit (A) and 150 grit (B)
sand paper. The least penetrating contaminant in A is cesium and particle profiles overlap.
The cesium penetration in the coupons show good agreement through 60 µm.
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Figure 6.5: Depth profiles for 3-day/1-event coupons plotted by radionuclide. Coupon A is
an outlier, likely because of errors from counting geometry. The cluster of data points in
the first 100 µm were from layers removed with 320 grit sand paper. The remaining
material was removed using 100 grit sand paper. The flat line in profile B was caused by a
missing layer count.
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Figure 6.6: Depth profiles for 7-day/2-event coupons plotted by radionuclide. The flat
parts in the sample D plot show missing layers: the material was removed but the amount
of removed activity was not counted. Despite coupon B being precipitation-aged and C
being time-only aged, the two coupons’ depth profiles are similar.
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Figure 6.7: Depth profiles for 10-day/3-event coupons plotted by radionuclide. Sample C
shows deeper penetration of both particle sizes. This observation likely stems from
additional surface roughness, where particles reside in depressions only accessed after
removing most of the surface material. This also explains why the C cesium penetration
curve is closer to the B and D cesium curves despite the lack of rainfall.
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Figure 6.8: Depth profiles for 14-day/5-event coupons plotted by radionuclide. The
penetration of the 0.5 µm particles for sample D is likely elevated because of counting
uncertainty. This is supported by the lack of particle activity measured in the layers after
removing an estimated 250 µm of surface material.
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Figure 6.9: Depth profiles for 21-day/8-event coupons plotted by radionuclide. Because
sample B is missing layers, the true profiles have slightly flatter slopes than shown. This is
particularly noticeable for the Cs plot.
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Figure 6.10: Depth profiles for 34-day/12-event coupons plotted by radionuclide. Of the
coupons, coupon B had the least contaminant penetration in all three plots. This coupon,
examined visually, had a very smooth surface. Without depressions to localize in, the
particles were readily removed in the first few layers.
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Figure 6.11: Depth profiles for 48-day/16-event coupons plotted by radionuclide. Flat
portions of depth profiles are because of missing layers. After 600 µm depth the
precipitation-aged coupons can be differentiated from the time-only aged coupons in the
cesium depth profiles.
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Figure 6.12: Depth profiles for 59-day/20-event coupons plotted by radionuclide. The
majority of particle contamination is still within the first 200 µm of the surface. The
precipitation-aged coupon depth profiles can be distinguished from the time-only coupon
depth profiles for cesium.
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Figure 6.13: Changes in the exposed aggregate throughout depth profile tests. The number
of layers removed is indicated by the number with each sub-image. Aggregate appears as
dark speckling on the coupon surface.
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CHAPTER 7
PAIRED EXPERIMENTS AND SIMULATION
Thus far this work has described and discussed results from a top-level decontamination
logistics simulation and two sets of experiments designed to provide guidance for responders
and insight for stakeholders. To gain an understanding of the full implications of these
results, the logistics simulation was repeated with modified assumptions and simulation
elements to correspond with Chapter 5 and Chapter 6 results.
7.1 Logistics Simulation using Practical Guidance Experiment
Results
The runoff test results from Chapter 5 informed the areal cleaning rate for two additional
scenarios. Because the lower coupon showed no difference in decontamination efficacy com-
pared to the top coupon, new simulations assumed wash solution was applied for a longer
time per unit area. Figure 7.1 represents the change in spray area coverage and required
spray pathway to decontaminate a building facade. The new areal cleaning rates were cal-
culated assuming for a building facade 15 m tall the runoff will cover 20 m2 (values in Table
7.1). Admittedly, assuming the runoff can cover 15 m of vertical surface is not conserva-
tive. This assumption can be modified by measuring area coverage during future field-scale
IWATERS demonstrations.
Table 7.1: Areal cleaning rates for the three operating scenarios.
Baseline 30 min Runoff 15 min Runoff









The remediation for the base case scenario ended after 45 days (September 14), the 30-
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Figure 7.1: The facade on the left shows the spray pattern assuming the wash solution
spray only covers 2m2. The facade on the right represents the spray pattern assuming
runoff can decontaminate surfaces below the spray target. The black dashed arrow
represents the spray pathway to decontaminate the entire facade.
minute runoff scenario remediation ended after 33 days (September 2), and the 15-minute
runoff scenario remediation ended after 25 days (August 25). The decontamination teams
follow almost the same deployment pattern, with the only difference occurring between days
6 and 11 (Fig. 7.2). As discussed in Chapter 3, the second retraction of decontamination
teams occurred because the initial clean solution had been depleted. Because the initial
clean solution was dependent on the projected total wash solution required for operations,
increasing the areal cleaning rate reduced the total wash solution required. The 15-minute
runoff case had the smallest amount of initial clean solution available, which led to the need
to retract decontamination teams earlier than the other two scenarios.
Reducing the total wash solution required for operations had other repercussions. The
number of treatment beds required to complete the decontamination was less for the runoff
scenarios than the base case. The number of new bed requests was 25 for the 15-minute
runoff case, 50 for the 30-minute runoff case, and 77 for the base case. Including the initial
twelve beds sent with the three treatment bed teams, this still reduced the treatment bed
requirement by more than half for the 15-minute runoff case compared to the base case.
The reduction in required wash solution also led to a reduction in KCl consumed during
operations. The KCl demand was reduced by 20% for the 30-minute runoff case and by
35% for the 15-minute runoff case. Despite the reduction in select resource requirements,
the limiting factor for all of the scenarios remained the same: the vermiculite availability.
To investigate the importance of this limitation, the washdown scenarios were repeated with
decontamination data from the aging experiments.
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Figure 7.2: The addition and removal of decontamination teams for each wash down
scenario. The ’30Runoff’ line represented the 30-minute runoff scenario and the ’15Runoff’
line represented the 15-minute runoff scenario. The peak operation deployment was the
same in each scenario, but the scenarios with larger areal decontamination rates ended
sooner.
7.2 Logistics Simulation using Practical Guidance and
Contaminant-Aging Experiment Results
In Chapter 6, contaminant aging effects on decontamination efficacy were examined for two
aging methods. The first method, referred to as time-only aging, conditioned coupons at
20 ◦C and moderately-high humidity for a predefined time. Coupons aged with the second
method, precipitation-aging, were maintained at the same conditions as the time-only aged
coupons but had 1 mL of rainwater aliquoted onto the surface every 2 - 4 days.
The aging experiments (Ch. 6) were included in the model by creating a time series element
for the decontamination efficacy. During each time step, the current decontamination efficacy
was multiplied by the area cleaned during the current time step and divided by the total
contaminated area. Summing this value for each time step gave an average decontamination








where Deff is the decontamination efficacy, N is the total time steps in the simulation, Ndn
is the number of decontamination teams deployed at the current time step, ts is the length
of a time step, Ar is the areal cleaning rate for a single decontamination team, and At is the
total area to clean in the scenario. Equation 7.1 was executed in an integrator element in
Goldsim.
Each areal cleaning rate scenario was simulated twice, using data from time-only aging
experiments in one simulation and using the precipitation-aged experiment results in the sec-
ond simulation (Table 7.2). There was no interpolation of the decontamination data when
defining the decontamination efficacy during the simulation. The operating parameters of
the 15-minute runoff scenario were adopted for all simulations. Only the average decontam-
ination efficacy experimental results were used in these simulations, but future work should
consider the standard deviations for each data point as well.
Table 7.2: The average fraction removals for aged cesium on concrete from Chapter 6
experiments. The ”*” indicates values were adopted from the neighboring data points.
0 day 1 day 3 day 5 day 8 day 15 day 23 day 35 day 48 day
time-only 0.45* 0.45 0.33 0.25 0.16 0.05 0.02 0.10 0.10
precipitation 0.09* 0.09* 0.09 0.16 0.12 0.06 0.10 0.11 0.09
Table 7.3: Average cesium removal for three operating scenarios using both the time-only
aged and precipitation-aged data sets.
Baseline 30 min Runoff 15 min Runoff
Time-Only 7.1% 8.2% 10.8%
Precipitation 9.3% 8.5% 8.1%
The average decontamination efficacy for all scenarios was between 7.1% and 10.8% (Table
7.3). The scenarios using the time-only data show an increase in decontamination efficacy
with higher areal cleaning rates. However, the scenarios using precipitation-aged data show
the reverse trend. Because the majority of the decontamination for the 15-minute runoff
takes place between between the tenth and 25th day (see Fig. 7.1), the average decontami-
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nation efficacy was primarily dependent on the 15-day and 8-day data points. The 30-minute
runoff scenario extends the peak decontamination window to 32 days, which shifts the main
data points to the 15-day and 23-day. For the time-only data the 23-day data point decreases
compared to the 15-day, but the reverse is true for the precipitation-aged data. This, along
with a lower starting decontamination efficacy for the precipitation-aged data, explains the
differences in average decontamination efficacy for the two scenario sets. No matter which
scenario set is considered, it is apparent the assumption of a constant decontamination effi-




CONCLUSIONS AND FUTURE WORK
8.1 Conclusions
This work has simulated execution of a decontamination strategy and identified trends in
contaminant removal based on the form of the contaminant, application method of wash
solution, and duration of contaminant aging.
Simulation of an IWATERS deployment suggests availability of treatment bed infill that
selectively binds cesium is the limiting factor in compressing the remediation timeline. Al-
though responder availability was not a limiting factor in this simulation, this may prove
a limiting factor in large-scale operations. Developing the framework to simulate remedi-
ation operations hopefully will aid further development of recovery plans and technologies
while considering the influence of more detailed decontamination logistics on remediation
outcomes.
Decontamination experiments providing guidance on optimal spray patterns suggest that
the spray duration is more important than the flow rate of applied wash solution in removing
soluble cesium. The increased time allows more cesium ions to undergo ion exchange reaction
and diffuse to the bulk surface fluid. Particulate decontamination from concrete showed no
dependence on the average applied flow rate, and flowing solution across the contaminated
surface was ineffective in removing particles. This trend was attributed primarily to the
surface roughness of the coupon protecting particles in surface depressions from the sheer
force applied by the bulk motion of the wash solution across the contaminated surface and
the insufficient linear flow velocity of the bulk fluid flow. Results from low-pressure flow tests
measuring the efficacy of wash solution runoff to decontaminate large surfaces suggest that
applying wash solution along the top perimeter of buildings for extended times will improve
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overall decontamination efficacy while increasing the areal decontamination rate.
Experiments measuring changes in decontamination efficacy and contaminant surface pen-
etration over time using two different aging methods identified trends based on the contam-
inant, decontamination method, and aging method. Particulates were readily removed via
pressurized washing, independent of aging time. Pressurized washing was ineffective in re-
moving cesium contamination at the applied pressure and flow rate used in this study, and
flowing solution across the cesium contaminated surface became ineffective (≤ ∼ 10%) after
ten days of time-only aging or two precipitation events. The rapid drop in cesium decontam-
ination efficacy suggests allowing Do-it-Yourself (DiY) operations immediately after fallout
has settled. The ineffectiveness of the decontamination methods to remove cesium after
extended aging times was attributed to subsurface migration, which is supported by the
depth-profile results.
8.2 Future Works
The framework to simulate detailed logistics of IWATERS deployment can complement other
tools to aid recovery planning. Adding different IWATERS permutations to the simulation
capabilities, such as use of pressurized washers or other available municipal equipment,
would greatly help this effort. Including alternative shift patterns to optimize the num-
ber and placement of responders would also be beneficial. As a long-term supplement to
the framework or a stand-alone product, developing a GIS database for treatment bed in-
fill, equipment inventories, and areas with restricted transportation requirements would aid
planning efforts.
Two treatment bed performance considerations that should be investigated are the per-
formance of wide, shallow bed designs and the transport of particles. Both considerations
may result in decreased retention of soluble contaminants; the former from asymmetric flow
or decreased residence time and the latter from interstitial pore blockage. Furthermore, the
particles may not adhere to the governing equations of the current treatment bed simulation.
Decontamination experiments should continue to provide practical guidance, explore meth-
ods that result in acceptable decontamination efficacy for the projected remediation timeline,
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and explore the influence of material properties on decontamination efficacy. Practical guid-
ance may focus on the decontamination of particles deposited on vertical surfaces and con-
tinued investigation of operating parameters’ influence on decontamination efficacy. Given
the projected remediation timeline from the simulations and the contamination profiles over
time, decontamination methods involving ablation of a thin layer of surface material must
be investigated for soluble cesium removal. Although decontamination and contaminant
penetration profiles demonstrated the important role of surface and immediate subsurface
characteristics on decontamination, there was too much sample deviation to draw conclu-
sions or model contaminant behaviors. Future works should investigate the effects of surface
roughness, aggregate composition, and micro pore structure on decontamination efficacy.
These experiments would require careful control of sample properties, but resulting models
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Agency, 1988.
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This appendix has additional calculations, data, and diagrams that could be useful in repli-
cating the simulations performed in Ch 3 and 6.
A.1 Contaminant Transport through Porous Media
A.1.1 Advective Transport and Darcy’s Law
The bulk velocity of fluid traveling through a porous media in one dimension can be described










where v is the average linear velocity, ν is the specific discharge, n is the porosity of the
medium, K is the hydraulic conductivity of the medium, and ∂h
∂l
is the hydraulic gradient.
This bulk fluid motion is termed advective transport.
Note that Darcy’s Law is not valid for cases with large flow or very small flow through
media with low permeabilities (for example, clays). To verify the flow is sufficiently small,





where ρ is the fluid density, µ the fluid viscosity, d is a representative dimension, and ν is the
specific discharge. Using an average grain size as the representative dimension, the Reynolds





× 2.3 · 10−4 m
s
× 7 · 10−5m
8.9 · 10−4 sN
m2
= 0.02 (A.3)
The upper limit of Darcy’s Law is defined by Reynolds numbers greater than 1 - 10.
A.1.2 Hydrodynamic Dispersion
If the fluid only experienced advective transport, then the transport of fluid would follow
plug flow. In other words, at some point ’x’ along the transport pathway all residual fluid
would be replaced by new/inflow fluid. Instead, experiments have shown the replacement
of residual fluid by inflow fluid at a certain position occurs over an extended time. This
observed breakthrough pattern is caused by hydrodynamic dispersion.
Hydrodynamic dispersion occurs from mechanical dispersion and molecular diffusion from
advective transport. The motion of the fluid and interactions of the fluid with the porous
media cause the solution to spread (disperse) in the porous medium. For contaminant
transport in one direction, the contribution from hydrodynamic dispersion can be written
as
D = αν + D∗ (A.4)
where α is the dynamic dispersivity and D* is the coefficient of molecular diffusion. Both
depend on the porous medium and D* also depends on the fluid.
A.1.3 1-D Contaminant Transport
For a given control volume, the contaminant mass balance can be written as Eq. A.5. If the
contaminant does not interact with the porous medium, the transport of the contaminant
will be directly related to the fluid transport due to advection and hydrodynamic dispersion.
The governing equation for one-dimensional contaminant transport through a homogeneous
porous medium can be written as A.6.
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where C is the contaminant concentration in the fluid, ν is the average fluid linear velocity,
l is the flow direction, and D is the coefficient of hydrodynamic dispersion. For a porous
medium initially containing no contaminant (C=0 at t = 0 s) and a boundary condition of
















Chemical interactions of the contaminant with the porous medium, such as sorption re-
actions, will delay the breakthrough of the contaminant. The sorption of the contaminant
onto the solid medium can be represented by Eq A.8 [124],
S = KdC
b (A.8)
where S is the contaminant concentration on the solid material; Kd is the partition coefficient
for the given contaminant, fluid, and solid material; b is a variable determined by the
relationship between S and C; and C is the contaminant concentration in the fluid. Kd
and b must be determined through experimentation. For adsorption that follows a linear
isotherm has b=1 and Kd is constant across all concentrations. Eq. A.6 is adjusted for
sorption by adding a term that quantifies the amount of contaminant sequestered by the













where ρm is the bulk density of the solid material and n is the interconnected porosity. This
equation is solved numerically using GoldSim to determine the breakthrough of contaminants
in a sand/clay treatment bed.
125
A.2 Geo-spatial Results for Building Perimeters
Table A.1: This table has the perimeter and area of every polygon created to characterize
the contaminated site. The area is calculated from the perimeter by multiplying by the
number of stories (5) and the number of meters per story (3 m). Polygons 15 - 17 only
used half their areas for the simulations because only the sides facing Jackson St. were
contaminated.
Shape ID Perimeter Calculated Area Shape ID Perimeter Calculated Area
0 204.9 m 3073.3 m2 10 185.0 m 2774.9 m2
1 178.8 m 2681.4 m2 11 150.3 m 2255.0 m2
2 300.1 m 4500.8 m2 12 176.8 m 2651.3 m2
3 210.4 m 3155.8 m2 13 226.3 m 3394.1 m2
4 290.8 m 4362.6 m2 14 349.2 m 5237.6 m2
5 185.3 m 2779.6 m2 15 130.0 m 974.8 m2
6 167.2 m 2508.1 m2 16 109.3 m 819.4 m2
7 201.6 m 3024.5 m2 17 135.9 m 1019.3 m2
8 206.2 m 3093.6 m2 18 180.4 m 2706.7 m2





This section includes count data for concrete samples and depth profile tests. The concrete
samples were counted on an Ortec HPGe detector with pre-programmed regions of interest
(ROIs) for each radionuclide. Unless otherwise noted, concrete samples were counted for 10
minutes. Layers for the depth profile test were counted for one hour using a NaI(Tl) well
detector. The differentiating test characteristics (wash solution, aging method, decontami-
nation method, aging time) for each set of data is noted within the individual tables.
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B.1 Practical Guidance
This section tabulates the raw counting data from the regions of interest for the contaminant aging experiments.
Table B.1: Raw count data and calculated percent removals with error for all practical guidance tests. The solution type is
either 0.1 M KCl (K) or tap water (T). The test type is either F450 (450 mL/min flow rate) or F100 (100 mL/min flow rate).
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removal Error
18060 KF450 2.0um Eu-152 5930 3454 89 4617 2481 79 28% 4%
18060 KF450 0.5um Sb-125 3567 2148 72 3103 2010 66 6% 5%
18060 KF450 Cs-137 20666 14719 194 14839 10214 164 31% 2%
18074 KF100 2.0um Eu-152 6693 4103 94 3773 2271 70 45% 4%
18074 KF100 0.5um Sb-125 4212 2568 78 2751 1905 61 26% 4%
18074 KF100 Cs-137 22221 15132 202 10408 7001 139 54% 3%
18065 KF450 2.0um Eu-152 5902 3134 90 5313 2944 85 6% 4%
18065 KF450 0.5um Sb-125 5697 4117 86 5399 4316 81 -5% 3%
18065 KF450 Cs-137 20098 13700 192 13444 9118 158 33% 2%
18004 TF450 2.0um Eu-152 6472 3939 92 5382 3084 85 22% 3%
18004 TF450 0.5um Sb-125 4230 2583 78 3600 2165 72 16% 4%
18004 TF450 Cs-137 21143 14292 198 18951 13024 186 9% 2%
18046 TF450 2.0um Eu-152 5952 3286 90 4827 2603 81 21% 4%
18046 TF450 0.5um Sb-125 4218 2635 77 3513 2189 71 17% 4%
18046 TF450 Cs-137 21639 14616 200 19425 13050 190 11% 2%
18073 TF100 2.0um Eu-152 6963 4317 95 4802 2697 80 38% 4%
18073 TF100 0.5um Sb-125 4428 2762 79 3182 1953 67 29% 4%
18073 TF100 Cs-137 21830 14951 200 18448 12717 183 15% 2%
18058 TF100 2.0um Eu-152 6941 4249 95 5441 3230 85 24% 3%
18058 TF100 0.5um Sb-125 4420 2868 78 3839 2617 72 9% 4%
18058 TF100 Cs-137 21079 14522 196 17110 11608 178 20% 2%
18069 TF450 2.0um Eu-152 6237 3613 91 5688 3277 87 9% 4%
18069 TF450 0.5um Sb-125 3971 2432 75 3768 2295 74 6% 4%
18069 TF450 Cs-137 21488 14987 197 20778 13918 197 7% 2%
18070 TF450 2.0um Eu-152 6608 3970 93 5274 3016 84 24% 3%
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Table B.1: Raw count data and calculated percent removals with error for all practical guidance tests. The solution type is
either 0.1 M KCl (K) or tap water (T). The test type is either F450 (450 mL/min flow rate) or F100 (100 mL/min flow rate).
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removal Error
18070 TF450 0.5um Sb-125 4147 2567 77 3645 2252 72 12% 4%
18070 TF450 Cs-137 21416 14374 200 18875 13018 185 9% 2%
18061 KF100 2.0um Eu-152 6416 3897 92 4164 2478 74 36% 4%
18061 KF100 0.5um Sb-125 4115 2506 77 2886 2189 60 13% 4%
18061 KF100 Cs-137 21204 14409 198 9275 6274 131 56% 3%
18066 TF100 2.0um Eu-152 6695 4074 94 3307 1352 70 67% 7%
18066 TF100 0.5um Sb-125 4131 2586 77 2312 1178 60 54% 7%
18066 TF100 Cs-137 21116 14452 197 17958 12251 182 15% 2%
18068 KF450 2.0um Eu-152 6693 3930 94 5625 3330 86 15% 3%
18068 KF450 0.5um Sb-125 4093 2519 77 3678 2490 71 1% 4%
18068 KF450 Cs-137 21072 14137 198 15751 10664 171 25% 2%
18067 KF450 2.0um Eu-152 7152 4344 97 5542 3397 85 22% 3%
18067 KF450 0.5um Sb-125 4250 2553 78 3589 2363 70 7% 4%
18067 KF450 Cs-137 21881 15063 200 14304 9819 162 35% 2%
18064 TF100 2.0um Eu-152 6783 4185 94 3521 1512 72 64% 6%
18064 TF100 0.5um Sb-125 4338 2758 78 2792 1614 64 41% 5%
18064 TF100 Cs-137 22473 15501 202 17879 12419 180 20% 2%
18062 KF450 2.0um Eu-152 7198 4379 97 6281 4040 90 8% 3%
18062 KF450 0.5um Sb-125 4620 2862 81 4010 2848 73 0% 4%
18062 KF450 Cs-137 22122 15001 202 15253 10199 169 32% 2%
18057 TF450 2.0um Eu-152 6208 3630 91 5914 3395 89 6% 4%
18057 TF450 0.5um Sb-125 3628 2121 73 3731 2072 75 2% 5%
18057 TF450 Cs-137 20989 14708 194 21534 14767 198 0% 2%
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Table B.2: Raw count data and calculated percent removals with error for intermittent sample measurements. These are the
same coupons as F100 tests. Time is the approximate time after the test start time that the measurement was made. The
solution type is either 0.1 M KCl (K) or tap water (T).
Sample ID Solution Time [min] Radionuclide Count Time Final Gross FInal Net Error Percent Removal Error
Sample ID Solution Time [min] Radionuclide Count Time Final Gross FInal Net Error Percent Removal Error
18074 K 1 2.0um Eu-152 1.5 min 809 421 33 32% 22%
18074 K 1 0.5um Sb-125 1.5 min 535 307 28 20% 25%
18074 K 1 Cs-137 1.5 min 2925 1880 75 17% 11%
18074 K 3 2.0um Eu-152 1.5 min 750 464 31 25% 20%
18074 K 3 0.5um Sb-125 1.5 min 552 337 28 13% 23%
18074 K 3 Cs-137 1.5 min 2664 1739 71 23% 12%
18074 K 5 2.0um Eu-152 1.5 min 632 400 28 35% 24%
18074 K 5 0.5um Sb-125 1.5 min 493 325 26 16% 24%
18074 K 5 Cs-137 1.5 min 2359 1598 66 30% 13%
18074 K 10 2.0um Eu-152 1.5 min 637 359 29 42% 26%
18074 K 10 0.5um Sb-125 1.5 min 421 301 23 22% 26%
18074 K 10 Cs-137 1.5 min 1996 1403 59 38% 14%
18074 K 15 2.0um Eu-152 1.5 min 570 321 27 48% 29%
18074 K 15 0.5um Sb-125 1.5 min 435 308 24 20% 25%
18074 K 15 Cs-137 1.5 min 1851 1319 57 42% 15%
18061 K 1 2.0um Eu-152 1.5 min 789 455 32 22% 20%
18061 K 1 0.5um Sb-125 1.5 min 542 308 28 18% 25%
18061 K 1 Cs-137 1.5 min 2819 1914 72 11% 10%
18061 K 3 2.0um Eu-152 1.5 min 728 377 31 36% 24%
18061 K 3 0.5um Sb-125 1.5 min 484 303 26 19% 25%
18061 K 3 Cs-137 1.5 min 2280 1519 65 30% 13%
18061 K 5 2.0um Eu-152 1.5 min 689 417 30 29% 22%
18061 K 5 0.5um Sb-125 1.5 min 478 339 25 10% 23%
18061 K 5 Cs-137 1.5 min 2178 1534 62 29% 13%
18061 K 10 2.0um Eu-152 1.5 min 650 367 29 37% 25%
18061 K 10 0.5um Sb-125 1.5 min 473 302 25 20% 25%
18061 K 10 Cs-137 1.5 min 1870 1310 57 39% 15%
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Table B.2: Raw count data and calculated percent removals with error for intermittent sample measurements. These are the
same coupons as F100 tests. Time is the approximate time after the test start time that the measurement was made. The
solution type is either 0.1 M KCl (K) or tap water (T).
Sample ID Solution Time [min] Radionuclide Count Time Final Gross FInal Net Error Percent Removal Error
18061 K 15 2.0um Eu-152 1.5 min 637 354 29 39% 26%
18061 K 15 0.5um Sb-125 1.5 min 466 349 24 7% 22%
18061 K 15 Cs-137 1.5 min 1637 1142 54 47% 17%
18066 T 1 2.0um Eu-152 1.5 min 860 523 33 14% 18%
18066 T 1 0.5um Sb-125 1.5 min 610 350 30 10% 22%
18066 T 1 Cs-137 1.5 min 3264 2261 77 -4% 9%
18066 T 3 2.0um Eu-152 1.5 min 758 361 32 41% 26%
18066 T 3 0.5um Sb-125 1.5 min 509 265 28 32% 29%
18066 T 3 Cs-137 1.5 min 3045 2074 75 4% 9%
18066 T 5 2.0um Eu-152 1.5 min 747 376 32 38% 25%
18066 T 5 0.5um Sb-125 1.5 min 480 227 27 41% 34%
18066 T 5 Cs-137 1.5 min 2967 2020 74 7% 10%
18066 T 10 2.0um Eu-152 1.5 min 666 326 30 47% 29%
18066 T 10 0.5um Sb-125 1.5 min 411 227 25 41% 34%
18066 T 10 Cs-137 1.5 min 2909 1945 74 10% 10%
18066 T 15 2.0um Eu-152 1.5 min 532 263 27 57% 36%
18066 T 15 0.5um Sb-125 1.5 min 394 220 24 43% 35%
18066 T 15 Cs-137 1.5 min 2680 1849 69 15% 11%
18064 T 1 2.0um Eu-152 1.5 min 867 507 34 19% 19%
18064 T 1 0.5um Sb-125 1.5 min 568 343 28 17% 23%
18064 T 1 Cs-137 1.5 min 3156 2097 77 10% 10%
18064 T 3 2.0um Eu-152 1.5 min 681 347 30 45% 27%
18064 T 3 0.5um Sb-125 1.5 min 500 304 27 27% 26%
18064 T 3 Cs-137 1.5 min 2876 1985 72 15% 10%
18064 T 5 2.0um Eu-152 1.5 min 681 361 30 42% 26%
18064 T 5 0.5um Sb-125 1.5 min 488 276 27 33% 28%
18064 T 5 Cs-137 1.5 min 2843 2087 69 10% 10%
18064 T 10 2.0um Eu-152 1.5 min 628 316 29 50% 30%
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Table B.2: Raw count data and calculated percent removals with error for intermittent sample measurements. These are the
same coupons as F100 tests. Time is the approximate time after the test start time that the measurement was made. The
solution type is either 0.1 M KCl (K) or tap water (T).
Sample ID Solution Time [min] Radionuclide Count Time Final Gross FInal Net Error Percent Removal Error
18064 T 10 0.5um Sb-125 1.5 min 489 274 27 34% 28%
18064 T 10 Cs-137 1.5 min 2771 1730 74 26% 12%
18064 T 15 2.0um Eu-152 1.5 min 575 263 28 58% 36%
18064 T 15 0.5um Sb-125 1.5 min 423 236 25 43% 33%
18064 T 15 Cs-137 1.5 min 2849 1944 72 16% 10%
18058 T 1 2.0um Eu-152 1.5 min 946 555 35 13% 17%
18058 T 1 0.5um Sb-125 1.5 min 619 375 30 13% 21%
18058 T 1 Cs-137 1.5 min 3146 2227 74 -2% 9%
18058 T 3 2.0um Eu-152 1.5 min 1031 620 37 3% 15%
18058 T 3 0.5um Sb-125 1.5 min 675 428 31 1% 18%
18058 T 3 Cs-137 1.5 min 3203 2311 74 -6% 8%
18058 T 5 2.0um Eu-152 1.5 min 890 533 34 16% 18%
18058 T 5 0.5um Sb-125 1.5 min 582 370 28 14% 21%
18058 T 5 Cs-137 1.5 min 2594 1726 70 21% 11%
18058 T 10 2.0um Eu-152 1.5 min 895 552 34 13% 17%
18058 T 10 0.5um Sb-125 1.5 min 611 408 29 5% 19%
18058 T 10 Cs-137 1.5 min 2847 2040 70 6% 10%
18058 T 15 2.0um Eu-152 1.5 min 829 497 33 22% 19%
18058 T 15 0.5um Sb-125 1.5 min 561 355 28 17% 22%
18058 T 15 Cs-137 1.5 min 2491 1702 67 22% 12%
18073 T 1 2.0um Eu-152 1.5 min 856 437 34 33% 22%
18073 T 1 0.5um Sb-125 1.5 min 591 357 29 14% 22%
18073 T 1 Cs-137 1.5 min 2963 2081 72 7% 10%
18073 T 3 2.0um Eu-152 1.5 min 820 480 33 26% 20%
18073 T 3 0.5um Sb-125 1.5 min 529 304 28 27% 26%
18073 T 3 Cs-137 1.5 min 2759 1905 70 15% 10%
18073 T 5 2.0um Eu-152 1.5 min 779 467 32 28% 20%
18073 T 5 0.5um Sb-125 1.5 min 514 289 27 30% 27%
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Table B.2: Raw count data and calculated percent removals with error for intermittent sample measurements. These are the
same coupons as F100 tests. Time is the approximate time after the test start time that the measurement was made. The
solution type is either 0.1 M KCl (K) or tap water (T).
Sample ID Solution Time [min] Radionuclide Count Time Final Gross FInal Net Error Percent Removal Error
18073 T 5 Cs-137 1.5 min 2871 1980 72 12% 10%
18073 T 10 2.0um Eu-152 1.5 min 796 456 32 30% 21%
18073 T 10 0.5um Sb-125 1.5 min 534 284 28 31% 28%
18073 T 10 Cs-137 1.5 min 2844 1957 72 13% 10%
18073 T 15 2.0um Eu-152 1.5 min 771 451 32 30% 21%
18073 T 15 0.5um Sb-125 1.5 min 503 332 26 20% 24%
18073 T 15 Cs-137 1.5 min 2771 1940 70 13% 10%
Table B.3: Raw count data for blank coupons before and after runoff experiments. There is no significant increase in activity
on any coupons.
Sample ID Radionuclide Count Time Initial Gross Initial Net Final Gross Final Net
18087 2.0um Eu-152 10 min 308 -7 312 9
18087 0.5um Sb-125 10 min 23 10 33 8
18087 Cs-137 10 min 26 -7 54 45
18026 2.0um Eu-152 10 min 291 -4 304 9
18026 0.5um Sb-125 10 min 40 5 41 16
18026 Cs-137 10 min 33 24 46 32
18082 2.0um Eu-152 10 min 318 9 329 26
18082 0.5um Sb-125 10 min 24 2 48 10
18082 Cs-137 10 min 28 9 75 33
18014 2.0um Eu-152 10 min 288 5 311 8
18014 0.5um Sb-125 10 min 32 3 46 24
18014 Cs-137 10 min 23 18 68 21
18103 2.0um Eu-152 10 min 306 40 294 25
18103 0.5um Sb-125 10 min 31 -7 39 4
18103 Cs-137 10 min 23 14 77 44
18013 2.0um Eu-152 10 min 270 4 314 31
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Table B.3: Raw count data for blank coupons before and after runoff experiments. There is no significant increase in activity
on any coupons.
Sample ID Radionuclide Count Time Initial Gross Initial Net Final Gross Final Net
18013 0.5um Sb-125 10 min 31 -10 37 8
18013 Cs-137 10 min 23 14 76 39
18099 2.0um Eu-152 10 min 293 -27 311 2
18099 0.5um Sb-125 10 min 32 16 49 8
18099 Cs-137 10 min 26 7 54 17
18098 2.0um Eu-152 10 min 266 5 308 -38
18098 0.5um Sb-125 10 min 34 -1 51 10
18098 Cs-137 10 min 24 1 61 19
18078 2.0um Eu-152 10 min 284 43 318 15
18078 0.5um Sb-125 10 min 37 18 40 8
18078 Cs-137 10 min 28 -5 58 25
18038 2.0um Eu-152 10 min 283 0 310 1
18038 0.5um Sb-125 10 min 41 6 56 15
18038 Cs-137 10 min 18 -5 41 32
Table B.4: Raw count data for coupons before and after runoff experiments. The position is either ’Top’, the highest/first
coupon in the sample holder, or ’Middle’, the middle/second coupon in the sample holder. A ’K’ before the position
indicates decontamination with 0.1 M KCl while a ’T’ indicates use of tap water.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removal Error
18059 KTop 2.0um Eu-152 6696 3953 94 5356 3356 83 15% 3%
18059 KTop 0.5um Sb-125 4157 2634 77 3318 2393 66 9% 4%
18059 KTop Cs-137 21327 14416 199 10878 7485 141 48% 3%
18101 TTop 2.0um Eu-152 7611 4710 100 6079 3707 89 21% 3%
18101 TTop 0.5um Sb-125 4591 3014 80 3675 2399 71 20% 4%
18101 TTop Cs-137 22000 14897 202 16664 11372 175 24% 2%
18083 KMiddle 2.0um Eu-152 6630 3859 94 4865 2927 80 24% 4%
18083 KMiddle 0.5um Sb-125 4318 2839 77 3025 2164 63 24% 4%
18083 KMiddle Cs-137 20021 13674 192 11349 7774 144 43% 3%
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Table B.4: Raw count data for coupons before and after runoff experiments. The position is either ’Top’, the highest/first
coupon in the sample holder, or ’Middle’, the middle/second coupon in the sample holder. A ’K’ before the position
indicates decontamination with 0.1 M KCl while a ’T’ indicates use of tap water.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removal Error
18039 KTop 2.0um Eu-152 7394 4629 98 5954 4075 86 12% 3%
18039 KTop 0.5um Sb-125 4282 2901 76 3458 2593 66 11% 4%
18039 KTop Cs-137 21046 14102 198 9122 6061 131 57% 3%
18091 KMiddle 2.0um Eu-152 7130 4356 97 6260 4376 88 0% 3%
18091 KMiddle 0.5um Sb-125 4375 2982 77 3621 2715 68 9% 4%
18091 KMiddle Cs-137 19992 13818 190 9769 6596 135 52% 3%
18018 KMiddle 2.0um Eu-152 7364 4477 98 6614 4441 91 1% 3%
18018 KMiddle 0.5um Sb-125 4349 2861 78 3701 2922 67 -2% 4%
18018 KMiddle Cs-137 20409 13740 195 9544 6623 131 52% 3%
18090 KMiddle 2.0um Eu-152 6604 4051 93 5558 3753 84 7% 3%
18090 KMiddle 0.5um Sb-125 4123 2663 76 3291 2537 64 5% 4%
18090 KMiddle Cs-137 20017 13596 192 8956 6077 128 55% 3%
18063 TTop 2.0um Eu-152 6455 4021 92 5911 3576 88 11% 3%
18063 TTop 0.5um Sb-125 3793 2308 74 3616 2200 72 5% 4%
18063 TTop Cs-137 19609 13267 191 18516 12762 184 4% 2%
18006 KTop 2.0um Eu-152 7309 4546 98 5902 4040 86 11% 3%
18006 KTop 0.5um Sb-125 4443 2920 78 3309 2400 66 18% 4%
18006 KTop Cs-137 21227 14670 196 10467 7284 137 50% 3%
18022 KTop 2.0um Eu-152 8459 5405 104 6962 4732 93 12% 3%
18022 KTop 0.5um Sb-125 5261 3665 84 3932 3086 70 16% 3%
18022 KTop Cs-137 20951 14177 197 11132 7329 145 48% 3%
18089 KMiddle 2.0um Eu-152 9624 6544 110 7638 5306 97 19% 2%
18089 KMiddle 0.5um Sb-125 4417 2827 79 3239 2365 65 16% 4%
18089 KMiddle Cs-137 20825 14063 197 11272 7651 144 46% 3%
18025 KTop 2.0um Eu-152 8479 5578 104 7311 5104 95 8% 3%
18025 KTop 0.5um Sb-125 4175 2560 77 3657 2716 68 -6% 4%
18025 KTop Cs-137 19797 13240 193 10959 7366 143 44% 3%
18079 TMiddle 2.0um Eu-152 8238 5453 102 7070 4480 96 18% 3%
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Table B.4: Raw count data for coupons before and after runoff experiments. The position is either ’Top’, the highest/first
coupon in the sample holder, or ’Middle’, the middle/second coupon in the sample holder. A ’K’ before the position
indicates decontamination with 0.1 M KCl while a ’T’ indicates use of tap water.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removal Error
18079 TMiddle 0.5um Sb-125 4025 2581 75 3597 2308 71 11% 4%
18079 TMiddle Cs-137 19052 12883 188 16928 11501 177 11% 2%
18073 TMiddle 2.0um Eu-152 7270 4493 97 5555 3260 86 27% 3%
18073 TMiddle 0.5um Sb-125 4440 2825 79 3411 2128 70 25% 4%
18073 TMiddle Cs-137 21101 14208 198 17467 11769 180 17% 2%
18084 TTop 2.0um Eu-152 6960 4200 96 6089 3717 89 12% 3%
18084 TTop 0.5um Sb-125 4326 2648 79 3881 2519 73 5% 4%
18084 TTop Cs-137 21400 14199 201 18436 12332 186 13% 2%
18031 TMiddle 2.0um Eu-152 6959 4188 96 5978 3674 88 12% 3%
18031 TMiddle 0.5um Sb-125 4129 2637 76 3821 2554 72 3% 4%
18031 TMiddle Cs-137 19996 13453 193 18218 12221 184 9% 2%
180z5 TTop 2.0um Eu-152 7226 4421 97 6177 3607 91 18% 3%
180z5 TTop 0.5um Sb-125 5057 3607 82 4256 2923 76 19% 3%
180z5 TTop Cs-137 19989 13437 193 18380 12533 184 7% 2%
18020 TMiddle 2.0um Eu-152 5683 3530 86 5907 3601 88 -2% 3%
18020 TMiddle 0.5um Sb-125 3359 2133 69 3652 2319 72 -9% 5%
18020 TMiddle Cs-137 16453 10825 177 16380 11027 175 -2% 2%
18003 TTop 2.0um Eu-152 8528 5471 105 8294 5376 103 2% 3%
18003 TTop 0.5um Sb-125 4322 2853 77 4324 2870 77 -1% 4%
18003 TTop Cs-137 21219 13902 201 19085 12967 188 7% 2%
18012 TMiddle 2.0um Eu-152 5540 3375 85 5854 3477 88 -3% 4%
18012 TMiddle 0.5um Sb-125 3453 2155 70 3527 2308 70 -7% 5%
18012 TMiddle Cs-137 16391 10996 175 16207 11013 173 0% 2%
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B.2 Aging Experiment Decontamination
This section tabulates the raw counting data from the regions of interest for the contaminant aging experiments. The test
types are ’PFlow’, ’TFlow’, ’HP’, and ’HT’. They indicate flow test with coupons aged by precipitation events, flow test with
coupons aged over time, pressurized washing tests using coupons aged by precipitation, and pressurized washing tests using
coupons aged over time only. The numbers next to the flow tests show the order the coupons were decontaminated in. The
first number next to the pressurized washing test type shows what run the coupon was decontaminated. The second number
indicates where the coupon was placed in the sample holder. For example, a HP21 coupon was placed first in the sample
holder for the second run of the precipitation-aged coupons.
Table B.5: 0-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
181 TFlow1 2.0um Eu-152 4693 2619 80 3848 2482 70 5% 4%
181 0.5um Gd-153 6551 2497 144 5143 2607 118 -4% 8%
181 Cs-137 22609 15604 203 11042 7425 143 52% 1%
177 TFLow2 2.0um Eu-152 5019 2919 82 4039 2560 72 12% 3%
177 0.5um Gd-153 6895 2627 147 5557 2686 124 -2% 7%
177 Cs-137 22826 15523 205 13637 9213 159 41% 1%
173 TFlow3 2.0um Eu-152 5255 3204 83 4521 2977 76 7% 3%
173 0.5um Gd-153 8884 4242 158 6526 3281 133 23% 4%
173 Cs-137 22512 15451 203 13502 9167 158 41% 1%
169 TFlow4 2.0um Eu-152 7748 5181 99 5984 4020 87 22% 2%
169 0.5um Gd-153 7630 2707 157 6216 2778 135 -3% 8%
169 Cs-137 23901 16262 210 14828 10007 166 38% 1%
145 TFlow5 2.0um Eu-152 9652 6807 109 8386 6264 100 8% 2%
145 0.5um Gd-153 11038 5444 174 6335 2666 138 51% 3%
145 Cs-137 23255 15620 208 11562 7707 147 51% 1%
172 HT22 2.0um Eu-152 5602 3412 86 1415 100 50 97% 1%
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Table B.5: 0-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
172 0.5um Gd-153 7303 3139 147 2706 77 109 98% 3%
172 Cs-137 23603 16346 207 17237 11810 178 28% 1%
179 HT21 2.0um Eu-152 9231 6519 107 1597 124 53 98% 1%
179 0.5um Gd-153 9840 4703 166 2953 214 111 95% 2%
179 Cs-137 22005 14907 202 18211 12560 182 16% 2%
168 HT13 2.0um Eu-152 6327 4086 90 1478 73 51 98% 1%
168 0.5um Gd-153 6906 2544 148 2808 140 110 94% 4%
168 Cs-137 22334 15199 203 18076 12513 181 18% 2%
178 HT12 2.0um Eu-152 5458 3305 85 1645 155 53 95% 2%
178 0.5um Gd-153 9089 4458 159 3125 369 113 92% 3%
178 Cs-137 23125 15546 208 19487 13439 188 14% 2%
180 HT11 2.0um Eu-152 6202 3879 80 1481 107 51 97% 1%
180 0.5um Gd-153 7227 2662 152 2859 384 107 86% 4%
180 Cs-137 22991 15585 206 17367 11828 179 24% 2%
170 Tdepth 2.0um Eu-152 6270 3881 90 4103 2332 74 40% 2%
170 0.5um Gd-153 6386 2013 147 4899 1258 132 38% 8%
170 Cs-137 21480 14284 201 19731 13044 193 9% 2%
183 Tdepth 2.0um Eu-152 5329 3170 84 2552 1121 61 65% 2%
183 0.5um Gd-153 7029 2475 151 3971 1034 45 58% 3%
183 Cs-137 22109 15072 202 16872 11216 178 26% 2%
Table B.6: 1-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error ± CPM Final Gross Final Net Error Percent Removed Error
125 PFlow1 2.0um Eu-152 3978 1754 76 3824 1883 73 -7% 6%
125 0.5um Gd-153 6130 1889 144 5680 1786 138 5% 10%
125 Cs-137 23436 15745 209 19775 13326 192 15% 2%
121 PFlow2 2.0um Eu-152 3530 1602 71 3671 1758 72 -10% 7%
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Table B.6: 1-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error ± CPM Final Gross Final Net Error Percent Removed Error
121 0.5um Gd-153 5281 1480 136 5274 1809 131 -22% 14%
121 Cs-137 21705 14598 201 20126 13686 193 6% 2%
196 PFlow3 2.0um Eu-152 4113 1977 76 3944 2020 74 -2% 5%
196 0.5um Gd-153 5862 1676 143 5325 1590 135 5% 11%
196 Cs-137 24269 16625 211 21892 14901 201 10% 2%
127 PFlow4 2.0um Eu-152 3771 1810 73 3749 1825 73 -1% 6%
127 0.5um Gd-153 5744 1789 139 5579 2026 134 -13% 12%
127 Cs-137 23151 15932 205 21210 14695 196 8% 2%
203 PFlow5 2.0um Eu-152 4191 1987 77 4079 2098 75 -6% 6%
203 0.5um Gd-153 5965 2137 139 6068 2042 141 4% 9%
203 Cs-137 24560 16585 214 23271 16070 206 3% 2%
184 TFlow1 2.0um Eu-152 6636 4324 92 6266 4353 88 -1% 3%
184 0.5um Gd-153 6773 2241 150 6169 2137 142 5% 9%
184 Cs-137 23113 15856 206 16910 11571 176 27% 1%
176 TFlow2 2.0um Eu-152 5628 3407 86 4426 2947 75 14% 3%
176 0.5um Gd-153 6780 2275 150 5054 1886 127 17% 8%
176 Cs-137 25382 17220 217 13372 9055 157 47% 1%
188 TFlow3 2.0um Eu-152 6630 4154 93 6093 3855 89 7% 3%
188 0.5um Gd-153 7254 2683 152 6173 2218 141 17% 7%
188 Cs-137 25128 16999 216 17163 11428 180 33% 1%
186 TFlow4 2.0um Eu-152 7598 4850 99 6052 4148 87 14% 3%
186 0.5um Gd-153 7456 2544 156 5940 1980 140 22% 7%
186 Cs-137 24032 16281 211 16451 11336 173 30% 1%
182 TFlow5 2.0um Eu-152 6972 4442 95 5753 3670 86 17% 3%
182 0.5um Gd-153 8035 2964 160 6233 2124 143 28% 6%
182 Cs-137 27961 18768 229 20543 13832 196 26% 1%
142 HP11 2.0um Eu-152 3730 1645 73 1860 86 57 95% 3%
142 0.5um Gd-153 6004 2099 140 3517 222 122 89% 6%
142 Cs-137 24706 16591 215 22877 15658 205 6% 2%
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Table B.6: 1-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error ± CPM Final Gross Final Net Error Percent Removed Error
124 HP12 2.0um Eu-152 3627 1590 72 1829 126 56 92% 4%
124 0.5um Gd-153 9070 4582 157 3667 389 123 92% 3%
124 Cs-137 24527 16967 211 22204 14868 204 12% 2%
122 HP13 2.0um Eu-152 4365 2382 77 1925 114 58 95% 2%
122 0.5um Gd-153 6714 2539 146 3705 75 128 97% 5%
122 Cs-137 22197 15141 202 23526 15513 211 -2% 2%
130 HP21 2.0um Eu-152 3873 1703 75 1686 6 55 100% 3%
130 0.5um Gd-153 10388 5883 161 3362 78 121 99% 2%
130 Cs-137 25309 17371 215 21773 14607 201 16% 2%
126 HP22 2.0um Eu-152 4051 1841 76 1769 92 56 95% 3%
126 0.5um Gd-153 7178 2464 153 3471 358 119 85% 5%
126 Cs-137 27414 18300 227 22489 14994 206 18% 2%
193 HT22 2.0um Eu-152 5988 3645 89 2424 650 62 82% 2%
193 0.5um Gd-153 6346 2072 145 4159 611 128 71% 7%
193 Cs-137 23855 16164 210 22455 15222 204 6% 2%
187 HT21 2.0um Eu-152 6127 3787 89 1726 -31 56 101% 1%
187 0.5um Gd-153 7193 2600 152 3268 6 121 100% 5%
187 Cs-137 24907 16932 214 21812 14943 200 12% 2%
190 HT13 2.0um Eu-152 7137 4386 97 1747 -35 56 101% 1%
190 0.5um Gd-153 7485 2546 157 3404 175 121 93% 5%
190 Cs-137 26186 18127 218 22207 15216 202 16% 2%
189 HT12 2.0um Eu-152 6166 3854 89 1616 4 54 100% 1%
189 0.5um Gd-153 6678 2162 149 2854 -50 114 102% 5%
189 Cs-137 23259 15797 207 19146 13033 188 17% 2%
175 HT11 2.0um Eu-152 6369 3910 91 1834 208 56 95% 1%
175 0.5um Gd-153 6885 2402 140 3411 133 122 94% 5%
175 Cs-137 25138 17172 215 21064 14339 197 16% 2%
174 Tdepth 2.0um Eu-152 5213 3099 83 5728 3399 87 -10% 4%
174 Tdepth 0.5um Gd-153 5899 1988 139 6557 1986 150 0% 10%
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Table B.6: 1-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error ± CPM Final Gross Final Net Error Percent Removed Error
174 Tdepth Cs-137 20525 13194 194 24878 16861 215 -28% 2%
185 Tdepth 2.0um Eu-152 7037 4425 95 3490 1849 69 58% 2%
185 Tdepth 0.5um Gd-153 8278 3020 163 4499 1001 129 67% 5%
185 Tdepth Cs-137 26196 17675 221 19610 13347 190 24% 1%
129 Pdepth 2.0um Eu-152 5658 3176 87 3678 1760 72 45% 3%
129 Pdepth 0.5um Gd-153 6221 1854 146 4644 1195 129 36% 9%
129 Pdepth Cs-137 24583 16650 213 21713 14652 201 12% 2%
144 Pdepth 2.0um Eu-152 3655 1731 72 2549 704 63 59% 4%
144 Pdepth 0.5um Gd-153 6953 3015 144 4605 925 132 69% 5%
144 Pdepth Cs-137 23453 15982 208 21360 14603 198 9% 2%
Table B.7: 2-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
119 PFlow1 2.0um Eu-152 3152 1458 67 2647 1046 63 28% 5%
119 0.5um Gd-153 5595 1987 134 4645 1845 120 7% 9%
119 Cs-137 21732 15479 195 16232 11393 170 26% 1%
120 PFlow2 2.0um Eu-152 4174 2194 76 3239 1712 67 22% 4%
120 0.5um Gd-153 8382 4521 147 6804 3647 133 19% 4%
120 Cs-137 19989 14128 188 14891 10322 164 27% 2%
117 PFlow3 2.0um Eu-152 2845 1255 64 2490 915 61 27% 6%
117 0.5um Gd-153 5765 2283 133 5268 2094 127 8% 8%
117 Cs-137 19209 13660 184 166607 11828 171 13% 2%
113 PFlow4 2.0um Eu-152 3449 1755 69 2490 915 61 48% 4%
113 0.5um Gd-153 4966 1897 125 5268 2094 127 -10% 10%
113 Cs-137 17917 12756 177 16607 11828 171 7% 2%
97 PFlow5 2.0um Eu-152 3169 1492 67 2911 1415 64 5% 6%
97 0.5um Gd-153 5578 2074 133 5196 2220 124 -7% 9%
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Table B.7: 2-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
97 Cs-137 18468 12840 182 16700 11819 172 8% 2%
93 TFlow1 2.0um Eu-152 3098 1268 67 2430 1121 59 12% 7%
93 0.5um Gd-153 6489 2886 138 5362 2612 122 9% 6%
93 Cs-137 20673 14289 194 12897 9126 151 36% 1%
111 TFlow2 2.0um Eu-152 8291 5772 101 5871 4007 86 31% 2%
111 0.5um Gd-153 14481 9052 182 11171 6952 48 23% 2%
111 Cs-137 19940 13957 189 14476 10449 158 25% 2%
233 TFlow3 2.0um Eu-152 5896 3762 87 4471 2842 76 24% 3%
233 0.5um Gd-153 12361 7257 173 9627 6283 146 13% 3%
233 Cs-137 20860 14686 193 13324 9395 154 36% 1%
290 TFlow4 2.0um Eu-152 2581 904 63 2184 776 57 14% 9%
290 0.5um Gd-153 5837 2509 132 5391 2586 123 -3% 7%
290 Cs-137 19343 13547 186 15319 10932 164 19% 2%
74 TFlow5 2.0um Eu-152 3248 1420 69 2885 1307 64 8% 6%
74 0.5um Gd-153 7980 4311 144 7386 3910 139 9% 4%
74 Cs-137 18994 13128 186 17117 12236 173 7% 2%
105 HP11 2.0um Eu-152 3021 1378 66 1450 70 50 95% 4%
105 0.5um Gd-153 5472 2023 132 3136 463 111 77% 6%
105 Cs-137 19888 14092 188 18349 12861 181 9% 2%
110 HP12 2.0um Eu-152 2869 1090 65 1822 94 57 91% 5%
110 0.5um Gd-153 6467 2666 140 3992 587 126 78% 5%
110 Cs-137 20461 14656 189 21373 15054 195 -3% 2%
108 HP13 2.0um Eu-152 7513 5187 97 1609 133 53 97% 1%
108 0.5um Gd-153 6203 1995 144 3404 632 114 68% 6%
108 Cs-137 17818 12325 180 18380 12864 181 -4% 2%
96 HP21 2.0um Eu-152 2947 1221 66 1672 119 54 90% 4%
96 0.5um Gd-153 5308 1848 131 3498 286 121 85% 7%
96 Cs-137 19915 13844 190 19221 13425 186 3% 2%
116 HP22 2.0um Eu-152 2902 1134 66 1467 53 51 95% 5%
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Table B.7: 2-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
116 0.5um Gd-153 5491 2207 130 3242 321 116 85% 5%
116 Cs-137 18494 13202 180 18825 13556 181 -3% 2%
115 HT22 2.0um Eu-152 10109 7650 110 1674 -6 55 100% 1%
115 0.5um Gd-153 15785 10279 187 3263 205 118 98% 1%
115 Cs-137 17345 11941 178 20281 14466 189 -21% 2%
94 HT21 2.0um Eu-152 3255 1515 68 1692 261 53 83% 4%
94 0.5um Gd-153 8967 5144 149 3640 923 114 82% 2%
94 Cs-137 19379 13196 189 17378 12371 175 6% 2%
107 HT13 2.0um Eu-152 5458 3483 84 1507 76 51 98% 1%
107 0.5um Gd-153 8491 4349 151 2877 138 111 97% 3%
107 Cs-137 18754 13149 183 18251 12726 181 3% 2%
95 HT12 2.0um Eu-152 5191 3015 83 3057 208 114 93% 4%
95 0.5um Gd-153 6538 2363 145 3057 208 114 91% 5%
95 Cs-137 19998 13973 189 18565 13147 181 6% 2%
92 HT11 2.0um Eu-152 6826 4596 93 1676 109 54 98% 1%
92 0.5um Gd-153 7244 3014 148 3251 600 111 80% 4%
92 Cs-137 18850 13115 184 18839 13197 184 -1% 2%
109 Tdepth 2.0um Eu-152 2800 1205 64 386 35 26 97% 2%
109 Tdepth 0.5um Gd-153 5745 2335 132 688 39 54 98% 2%
109 Tdepth Cs-137 18378 12951 181 678 482 34 96% 0%
118 Tdepth 2.0um Eu-152 13969 10838 128 1024 350 39 97% 0%
118 Tdepth 0.5um Gd-153 8121 3017 161 1519 122 80 96% 3%
118 Tdepth Cs-137 18166 12874 179 5100 3607 95 72% 1%
106 Pdepth 2.0um Eu-152 2941 1224 66 459 -57 29 105% 2%
106 Pdepth 0.5um Gd-153 5224 2078 127 849 106 58 95% 3%
106 Pdepth Cs-137 18641 13092 182 2243 1562 63 88% 1%
112 Pdepth 2.0um Eu-152 3343 1643 68 490 34 29 98% 2%
112 Pdepth 0.5um Gd-153 6104 2166 141 894 124 59 94% 3%
112 Pdepth Cs-137 21016 14609 195 2265 1528 65 90% 0%
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Table B.8: 3-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
161 PFlow1 2.0um Eu-152 3058 1179 67 2925 1004 67 15% 7%
161 0.5um Gd-153 6769 2726 144 7110 3199 144 -17% 8%
161 Cs-137 23259 16455 203 22608 15846 201 4% 2%
162 PFlow2 2.0um Eu-152 3916 1683 76 3528 1615 71 4% 6%
162 0.5um Gd-153 8608 4285 154 7382 3119 149 27% 4%
162 Cs-137 25393 17590 214 22393 15598 201 11% 2%
155 PFlow3 2.0um Eu-152 2744 916 65 2500 738 62 19% 9%
155 0.5um Gd-153 7263 2945 149 6796 2935 142 0% 7%
155 Cs-137 25183 17548 213 21617 15149 197 14% 2%
165 PFlow4 2.0um Eu-152 2741 826 65 2313 678 60 18% 10%
165 0.5um Gd-153 7203 3265 144 6080 2818 132 14% 6%
165 Cs-137 25054 17788 210 20226 14052 191 21% 1%
150 PFlow5 2.0um Eu-152 24837 19663 170 23227 18365 165 7% 1%
150 0.5um Gd-153 11252 2941 200 10882 2929 196 0% 10%
150 Cs-137 25626 17567 217 23357 15783 208 10% 2%
128 TFlow1 2.0um Eu-152 2227 552 60 1891 474 55 14% 14%
128 0.5um Gd-153 6701 2950 140 6319 3074 132 -4% 7%
128 Cs-137 21013 14769 194 18469 13126 180 11% 2%
11 TFlow2 2.0um Eu-152 2432 556 63 1856 465 54 16% 14%
11 0.5um Gd-153 7178 3372 143 6005 2881 130 15% 5%
11 Cs-137 22096 15488 199 16877 11720 175 24% 1%
148 TFlow3 2.0um Eu-152 2142 501 59 1954 469 56 6% 16%
148 0.5um Gd-153 6630 3137 137 6234 3253 129 -4% 6%
148 Cs-137 20713 14380 193 17227 12252 174 15% 2%
163 TFlow4 2.0um Eu-152 2250 621 60 1976 576 56 7% 13%
163 0.5um Gd-153 6770 3233 138 6323 3166 131 2% 6%
163 Cs-137 21142 14665 195 18107 12918 178 12% 2%
158 TFlow5 2.0um Eu-152 2080 558 57 1873 496 54 11% 13%
158 0.5um Gd-153 6473 2898 137 5878 2836 128 2% 6%
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Table B.8: 3-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
158 Cs-137 20242 14227 190 16868 11772 174 17% 2%
153 HP11 2.0um Eu-152 2459 558 63 1997 87 59 84% 11%
153 0.5um Gd-153 7041 3026 145 4981 1208 134 60% 5%
153 Cs-137 24827 17174 212 24847 17292 212 -1% 2%
167 HP12 2.0um Eu-152 2347 570 61 1823 103 57 82% 10%
167 0.5um Gd-153 7346 3281 146 4200 922 125 72% 4%
167 Cs-137 25372 17714 213 24149 16902 208 5% 2%
166 HP13 2.0um Eu-152 2524 617 64 1821 127 56 79% 9%
166 0.5um Gd-153 7391 3123 149 4235 830 127 73% 4%
166 Cs-137 26071 18021 218 24161 16825 209 7% 2%
164 HP21 2.0um Eu-152 3877 1811 74 2002 166 59 91% 3%
164 0.5um Gd-153 7319 3172 147 4634 1051 131 67% 4%
164 Cs-137 25703 17956 215 24021 16942 207 6% 2%
152 HP22 2.0um Eu-152 2220 398 61 1755 100 55 75% 14%
152 0.5um Gd-153 6564 2752 141 4216 778 127 72% 5%
152 Cs-137 23008 15793 205 23032 16340 202 -3% 2%
191 HT22 2.0um Eu-152 2258 498 61 1515 0 52 100% 10%
191 0.5um Gd-153 7093 3441 140 3232 163 118 95% 3%
191 Cs-137 21294 14868 196 19287 13589 185 9% 2%
157 HT21 2.0um Eu-152 2047 387 58 1464 22 51 94% 13%
157 0.5um Gd-153 6119 2940 131 3016 244 112 92% 4%
157 Cs-137 19812 13843 189 18491 13134 181 5% 2%
159 HT13 2.0um Eu-152 2177 341 60 1517 41 52 88% 15%
159 0.5um Gd-153 7100 3673 138 3203 310 115 92% 3%
159 Cs-137 21179 14767 195 20026 14291 187 3% 2%
146 HT12 2.0um Eu-152 2170 515 59 1412 191 49 63% 10%
146 0.5um Gd-153 6759 3200 138 3595 1180 109 63% 4%
146 Cs-137 20856 14243 196 14869 10170 165 29% 2%
156 HT11 2.0um Eu-152 2122 430 59 1592 130 53 70% 13%
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Table B.8: 3-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
156 0.5um Gd-153 6359 2927 135 3604 711 117 76% 4%
156 Cs-137 20134 14277 189 20123 14042 190 2% 2%
151 Tdepth 2.0um Eu-152 2202 539 59 834 18 38 97% 7%
151 Tdepth 0.5um Gd-153 6558 3010 137 1835 155 95% 0%
151 Tdepth Cs-137 21484 15002 196 8904 6146 127 59% 1%
160 Tdepth 2.0um Eu-152 2201 566 59 651 73 33 87% 6%
160 Tdepth 0.5um Gd-153 6440 3041 135 1262 151 71 95% 2%
160 Tdepth Cs-137 21380 14931 196 4971 3464 94 77% 1%
171 Pdepth 2.0um Eu-152 2954 863 68 908 0 41 100% 5%
171 Pdepth 0.5um Gd-153 7133 3228 144 1672 0 87 100% 3%
171 Pdepth Cs-137 24519 17062 210 9247 6260 131 63% 1%
149 Pdepth 2.0um Eu-152 2910 921 67 1373 95 49 90% 5%
149 Pdepth 0.5um Gd-153 7250 2998 148 2825 399 106 87% 4%
149 Pdepth Cs-137 24311 17176 208 15349 10645 167 38% 1%
171 E1 Pdepth-extra 2.0um Eu-152 2954 863 782 0 38 100% 4%
171 E2 Pdepth-extra 0.5um Gd-153 7133 3228 1538 135 80 96% 2%
171 E3 Pdepth-extra Cs-137 24519 17062 8246 5801 121 66% 1%
Table B.9: 5-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error +/- CPM Final Gross Final Net Error Percent Removed Error
245 PFlow1 2.0um Eu-152 2768 1229 63 1205 12 20 100% 1%
245 0.5um Gd-153 3428 436 117 6245 778 159 11% 30%
245 Cs-137 18166 12743 180 32246 22651 240 11% 2%
250 PFlow2 2.0um Eu-152 3080 1388 67 5338 2298 88 17% 5%
250 0.5um Gd-153 4274 798 128 7194 1254 167 21% 16%
250 Cs-137 20579 14596 191 32797 23300 241 20% 1%
270 PFlow3 2.0um Eu-152 2291 905 58 4703 1561 85 14% 7%
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Table B.9: 5-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error +/- CPM Final Gross Final Net Error Percent Removed Error
270 0.5um Gd-153 3189 400 113 6645 463 168 42% 27%
270 Cs-137 18574 13249 181 36971 25093 256 5% 2%
231 PFlow4 2.0um Eu-152 2604 1122 61 5870 2518 93 -12% 7%
231 0.5um Gd-153 3188 130 117 6965 849 168 -227% 301%
231 Cs-137 16716 11797 172 38179 27049 260 -15% 2%
259 PFlow5 2.0um Eu-152 2786 1185 64 5447 2421 89 -2% 7%
259 0.5um Gd-153 3259 377 115 6588 802 163 -6% 39%
259 Cs-137 17909 12608 179 32406 22629 241 10% 2%
267 TFlow1 2.0um Eu-152 2112 687 57 1929 679 54 1% 11%
267 0.5um Gd-153 3334 408 116 3102 440 111 -8% 41%
267 Cs-137 17671 12426 177 15848 11419 166 8% 2%
230 TFlow2 2.0um Eu-152 2801 1387 63 2746 1247 63 10% 6%
230 0.5um Gd-153 7037 3478 139 3936 872 121 75% 4%
230 Cs-137 18307 12992 180 16218 11419 169 12% 2%
235 TFlow3 2.0um Eu-152 2886 1173 62 2746 1247 63 -6% 8%
235 0.5um Gd-153 3335 634 113 3936 872 121 -38% 31%
235 Cs-137 16986 11899 174 16218 11491 169 3% 2%
237 TFlow4 2.0um Eu-152 2874 1293 64 2868 1423 63 -10% 7%
237 0.5um Gd-153 3594 706 117 3350 490 115 31% 20%
237 Cs-137 17022 11870 175 16094 11404 169 4% 2%
246 TFlow5 2.0um Eu-152 2123 689 57 1996 548 56 20% 10%
246 0.5um Gd-153 3178 279 115 3040 620 107 -122% 99%
246 Cs-137 17757 12334 179 17244 12419 173 -1% 2%
271 HP11 2.0um Eu-152 2230 929 57 2740 -8 70 100% 4%
271 0.5um Gd-153 3052 450 110 5264 176 151 80% 17%
271 Cs-137 14713 10154 163 32487 23350 238 -15% 2%
248 HP12 2.0um Eu-152 2889 1257 65 3126 162 74 94% 3%
248 0.5um Gd-153 3308 217 118 5734 360 156 17% 58%
248 Cs-137 17900 12400 180 36038 25524 253 -3% 2%
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Table B.9: 5-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error +/- CPM Final Gross Final Net Error Percent Removed Error
252 HP13 2.0um Eu-152 2138 687 57 2896 88 72 94% 5%
252 0.5um Gd-153 3246 397 114 5688 166 158 79% 21%
252 Cs-137 18152 12865 179 36166 25433 254 1% 2%
253 HP21 2.0um Eu-152 3062 1257 67 2985 78 73 97% 3%
253 0.5um Gd-153 4025 835 123 5548 108 156 94% 9%
253 Cs-137 19917 14084 188 35408 24675 253 12% 1%
232 HP22 2.0um Eu-152 3721 1882 72 2789 24 71 99% 2%
232 0.5um Gd-153 3916 594 124 5423 22 155 98% 13%
232 Cs-137 20823 14766 192 35058 24642 250 17% 1%
262 HT22 2.0um Eu-152 2261 830 58 1417 57 50 93% 6%
262 0.5um Gd-153 3128 427 112 2551 4 107 99% 25%
262 Cs-137 16675 11481 174 16895 11836 174 -3% 2%
263 HT21 2.0um Eu-152 3314 1685 68 1434 51 50 97% 3%
263 0.5um Gd-153 4148 1035 122 2681 79 108 92% 10%
263 Cs-137 17908 12490 179 17995 12652 179 -1% 2%
251 HT13 2.0um Eu-152 3354 1634 69 1505 88 51 95% 3%
251 0.5um Gd-153 4070 726 125 2817 78 111 89% 15%
251 Cs-137 20084 14027 190 18598 13138 182 6% 2%
264 HT12 2.0um Eu-152 3087 1325 67 1549 67 52 95% 4%
264 0.5um Gd-153 4887 1735 126 2981 49 115 97% 7%
264 Cs-137 17751 12356 179 19799 13807 189 -12% 2%
247 HT11 2.0um Eu-152 2708 1141 63 1413 93 50 92% 4%
247 0.5um Gd-153 3359 378 117 1444 -28 43 107% 12%
247 Cs-137 17598 12488 176 17832 12619 178 -1% 2%
268 Tdepth 2.0um Eu-152 2724 1092 63 480 -30 30 103% 3%
268 Tdepth 0.5um Gd-153 4208 1287 120 895 86 61 93% 5%
268 Tdepth Cs-137 17970 12762 178 2691 1846 70 86% 1%
244 Tdepth 2.0um Eu-152 3081 1528 66 339 16 24 99% 2%
244 Tdepth 0.5um Gd-153 3990 816 122 615 32 51 96% 6%
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Table B.9: 5-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error +/- CPM Final Gross Final Net Error Percent Removed Error
244 Tdepth Cs-137 18743 13059 184 593 425 32 97% 0%
243 Pdepth 2.0um Eu-152 2096 606 57 403 -45 27 107% 5%
243 Pdepth 0.5um Gd-153 3184 269 115 763 70 56 74% 24%
243 Pdepth Cs-137 18213 12949 179 1735 1217 55 91% 0%
2 Pdepth 2.0um Eu-152 2842 1201 64 549 42 31 97% 3%
2 Pdepth 0.5um Gd-153 4049 848 123 1034 104 65 88% 8%
2 Pdepth Cs-137 18765 13408 181 3694 2513 82 81% 1%
Table B.10: 8-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
219 PFlow1 2.0um Eu-152 3801 2141 72 3518 2070 68 3% 5%
219 0.5um Gd-153 3402 580 115 3103 562 109 3% 27%
219 Cs-137 14987 10708 162 13082 9265 152 13% 2%
266 PFlow2 2.0um Eu-152 2004 397 57 2025 331 58 17% 19%
266 0.5um Gd-153 4919 1525 129 4663 1533 124 -1% 12%
266 Cs-137 21423 14978 196 20670 14585 192 3% 2%
258 PFlow3 2.0um Eu-152 5092 3179 81 4362 2662 76 16% 3%
258 0.5um Gd-153 5442 1982 132 4890 1788 125 10% 9%
258 Cs-137 17087 12028 174 14788 10229 164 15% 2%
256 PFlow4 2.0um Eu-152 1501 291 50 1403 241 48 17% 22%
256 0.5um Gd-153 4274 1337 120 3623 1258 108 6% 12%
256 Cs-137 15297 10630 166 13747 9696 156 9% 2%
218 PFlow5 2.0um Eu-152 1672 346 52 1463 321 49 7% 20%
218 0.5um Gd-153 3818 1255 113 3147 892 105 29% 11%
218 Cs-137 15338 10779 165 13829 9592 158 11% 2%
228 TFlow1 2.0um Eu-152 3337 1509 69 2826 996 65 34% 5%
228 0.5um Gd-153 4164 451 130 4169 528 130 -17% 44%
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Table B.10: 8-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
228 Cs-137 22209 15503 200 23403 16445 204 -6% 2%
51 TFlow2 2.0um Eu-152 1549 263 51 1319 237 47 10% 25%
51 0.5um Gd-153 4300 1660 116 2911 546 105 67% 7%
51 Cs-137 15045 10318 166 12118 8403 148 19% 2%
275 TFlow3 2.0um Eu-152 4962 3149 80 5007 3279 80 -4% 4%
275 0.5um Gd-153 4781 1783 123 4064 874 123 51% 8%
275 Cs-137 14663 10057 164 15591 10719 169 -7% 2%
278 TFlow4 2.0um Eu-152 4204 2566 74 4079 2419 73 6% 4%
278 0.5um Gd-153 6171 2728 134 5720 2370 132 13% 6%
278 Cs-137 15184 10872 163 15785 11300 166 -4% 2%
284 TFlow5 2.0um Eu-152 4477 2397 78 3784 1869 73 22% 4%
284 0.5um Gd-153 4868 1254 132 4427 830 130 34% 12%
284 Cs-137 21786 15388 197 20533 14233 193 8% 2%
282 HP11 2.0um Eu-152 2585 806 63 1637 22 54 97% 7%
282 0.5um Gd-153 4074 697 126 3339 193 119 72% 18%
282 Cs-137 21131 14803 194 20656 14426 193 3% 2%
257 HP12 2.0um Eu-152 3838 2248 71 1378 86 49 96% 2%
257 0.5um Gd-153 9448 5966 147 3232 828 107 86% 2%
257 Cs-137 14703 10102 164 15811 10799 170 -7% 2%
255 HP13 2.0um Eu-152 2445 476 63 1627 122 53 74% 12%
255 0.5um Gd-153 6746 2852 142 3323 325 117 89% 4%
255 Cs-137 23033 16238 202 20931 14654 194 10% 2%
241 HP21 2.0um Eu-152 2004 397 57 1493 144 51 64% 14%
241 0.5um Gd-153 4919 1525 129 2619 391 102 74% 7%
241 Cs-137 21423 14978 196 14633 10391 161 31% 1%
249 HP22 2.0um Eu-152 1597 364 51 1243 -15 47 104% 13%
249 0.5um Gd-153 4027 1447 114 2428 156 101 89% 7%
249 Cs-137 15100 10461 165 14737 10019 165 4% 2%
277 HT22 2.0um Eu-152 3400 1904 68 1463 120 50 94% 3%
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Table B.10: 8-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
277 0.5um Gd-153 3882 1176 115 2643 195 105 83% 9%
277 Cs-137 15026 10411 165 16666 11682 173 -12% 2%
214 HT21 2.0um Eu-152 2729 1247 62 1359 -18 50 101% 4%
214 0.5um Gd-153 3402 784 112 2472 -229 109 129% 15%
214 Cs-137 14143 10120 157 15748 11221 166 -11% 2%
0xxred HT13 2.0um Eu-152 4016 2452 72 1386 26 50 99% 2%
0xxred 0.5um Gd-153 5208 2183 125 2644 251 104 89% 5%
0xxred Cs-137 15166 10882 163 15017 10467 164 4% 2%
300 HT12 2.0um Eu-152 3652 2048 70 1422 76 50 96% 2%
300 0.5um Gd-153 3630 786 116 2549 35 106 96% 14%
300 Cs-137 15577 10859 167 17037 11997 174 -10% 2%
236 HT11 2.0um Eu-152 6371 4138 90 1830 62 57 99% 1%
236 0.5um Gd-153 4490 722 132 3202 210 116 71% 17%
236 Cs-137 20781 14243 195 21073 14666 195 -3% 2%
272 Pdepth 2.0um Eu-152 3937 2393 72 643 85 33 96% 1%
272 Pdepth 0.5um Gd-153 4059 1166 119 1135 -26 72 102% 6%
272 Pdepth Cs-137 14390 10087 160 4751 3141 95 69% 1%
269 Pdepth 2.0um Eu-152 4051 2439 73 654 33 34 99% 1%
269 Pdepth 0.5um Gd-153 8382 5054 141 1528 59 81 99% 2%
269 Pdepth Cs-137 15017 10570 163 6284 4287 107 59% 1%
273 Tdepth 2.0um Eu-152 5267 2011 129 347 35 24 98% 1%
273 Tdepth 0.5um Gd-153 14876 10284 164 631 64 51 99% 0%
273 Tdepth Cs-137 4962 3149 80 697 445 37 86% 1%
261 Tdepth 2.0um Eu-152 3815 2268 71 405 45 26 98% 1%
261 Tdepth 0.5um Gd-153 3390 579 115 657 -86 57 115% 10%
261 Tdepth Cs-137 15152 10700 164 1348 923 49 91% 0%
272 Pdepth-extra 2.0um Eu-152 3937 2393 72 465 31 28 99% 1%
272 Pdepth-extra 0.5um Gd-153 4059 1166 119 807 -2 60 100% 5%
272 Pdepth-extra Cs-137 14390 10087 160 2330 1597 65 84% 1%
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Table B.10: 8-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
269 Pdepth-extra 2.0um Eu-152 4051 2439 73 440 -5 28 100% 1%
269 Pdepth-extra 0.5um Gd-153 8382 5054 141 1006 225 61 96% 1%
269 Pdepth-extra Cs-137 15017 10570 163 2434 1678 66 84% 1%
Table B.11: 12-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
12 5 PFlow1 2.0um Eu-152 4036 2342 73 3681 2159 70 8% 3%
0.5um Gd-153 4314 1113 124 3706 780 118 30% 11%
Cs-137 16797 12695 166 13361 9889 150 22% 1%
12 2 PFlow2 2.0um Eu-152 4163 2443 74 3936 2341 72 4% 3%
0.5um Gd-153 4362 1073 125 3814 684 121 36% 11%
Cs-137 16634 11967 170 13962 10191 154 15% 1%
12 7 PFlow3 2.0um Eu-152 3961 2366 72 3895 2328 72 2% 3%
0.5um Gd-153 4759 1437 128 4586 1330 126 7% 9%
Cs-137 16327 11922 167 15853 11779 163 1% 1%
12 9 PFlow4 2.0um Eu-152 4090 2475 73 3958 2337 72 6% 3%
0.5um Gd-153 4508 1241 126 4240 1132 122 9% 10%
Cs-137 16330 12172 165 15107 11168 160 8% 1%
12 12 PFlow5 2.0um Eu-152 4679 2888 78 4538 2790 77 3% 3%
0.5um Gd-153 5368 1815 133 5036 1323 134 27% 7%
Cs-137 16814 12245 170 15523 11412 162 7% 1%
12 19 TFlow1 2.0um Eu-152 3944 2216 73 3599 2041 69 8% 3%
0.5um Gd-153 8003 4263 145 4357 1315 122 69% 3%
Cs-137 17390 12733 172 15277 11268 161 12% 1%
12 17 TFlow2 2.0um Eu-152 4106 2383 74 3447 1937 68 19% 3%
0.5um Gd-153 4239 1104 123 3871 989 118 10% 11%
Cs-137 17006 12699 168 14871 11124 157 12% 1%
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Table B.11: 12-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
12 15 TFlow3 2.0um Eu-152 4204 2354 75 3630 2057 70 13% 3%
0.5um Gd-153 4605 1459 124 4102 972 122 33% 8%
Cs-137 17442 12817 172 15362 11405 160 11% 1%
12 14 TFlow4 2.0um Eu-152 5241 3405 82 4936 3086 80 9% 2%
0.5um Gd-153 4780 957 134 4484 914 130 4% 14%
Cs-137 17376 12868 171 15891 11705 164 9% 1%
12 24 TFlow5 2.0um Eu-152 4511 2737 77 4135 2571 73 6% 3%
0.5um Gd-153 5791 2172 135 5235 1803 131 17% 6%
Cs-137 17330 12607 172 15654 11613 162 8% 1%
12 10 HP11 2.0um Eu-152 4185 2485 74 2708 954 64 68% 3%
0.5um Gd-153 4294 895 127 4102 758 125 15% 14%
Cs-137 16323 12123 165 19675 14742 181 4% 1%
12 1 HP12 2.0um Eu-152 4047 2412 73 2189 534 59 82% 2%
0.5um Gd-153 4055 964 121 3418 475 117 51% 12%
Cs-137 16236 11803 167 19168 13834 182 7% 2%
12 3 HP13 2.0um Eu-152 4214 2483 75 2346 717 60 76% 2%
0.5um Gd-153 4440 936 129 3591 285 123 70% 13%
Cs-137 16524 12169 167 19912 14461 185 6% 2%
12 8 HP21 2.0um Eu-152 4258 2524 75 2140 358 60 88% 2%
0.5um Gd-153 4537 1182 127 3581 424 120 64% 10%
Cs-137 16004 11505 167 20497 15135 186 -4% 2%
12 11 HP22 2.0um Eu-152 4341 2567 76 1854 185 56 94% 2%
0.5um Gd-153 6691 3055 139 3655 393 122 87% 4%
Cs-137 17753 12825 175 20877 15370 188 5% 1%
12 21 HT22 2.0um Eu-152 3932 2232 73 1751 266 54 90% 2%
0.5um Gd-153 4544 1238 126 3379 238 119 81% 10%
Cs-137 16032 11921 164 20149 15184 182 -1% 2%
12 13 HT21 2.0um Eu-152 4488 2612 77 1847 136 57 96% 2%
0.5um Gd-153 4306 1006 125 3465 275 120 73% 12%
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Table B.11: 12-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
Cs-137 17564 13047 172 24187 18027 201 -9% 2%
12 22 HT13 2.0um Eu-152 4118 2290 75 1542 247 51 89% 2%
0.5um Gd-153 5143 1969 127 2908 312 109 84% 6%
Cs-137 16771 12282 168 15857 11685 164 5% 1%
12 16 HT12 2.0um Eu-152 6737 4725 91 1802 278 55 95% 1%
0.5um Gd-153 7708 3632 148 3138 162 116 96% 3%
Cs-137 16218 11864 166 18902 14273 176 5% 1%
12 23 HT11 2.0um Eu-152 7997 5580 100 1800 349 54 95% 1%
0.5um Gd-153 6220 2331 140 3429 101 122 96% 5%
Cs-137 17612 12595 176 20095 15088 182 5% 1%
12 18 Tdepth 2.0um Eu-152 4508 2763 77 821 96 37 97% 1%
0.5um Gd-153 4502 1273 125 1359 116 75 91% 6%
Cs-137 16880 12433 169 6696 5016 105 60% 1%
12 20 Tdepth 2.0um Eu-152 4082 2337 74 210 37 91% 2%
0.5um Gd-153 4554 1611 121 1478 262 75 84% 5%
Cs-137 14325 10685 155 5607 4198 96 61% 1%
12 4 Pdepth 2.0um Eu-152 3840 2222 72 811 131 37 94% 2%
0.5um Gd-153 4617 1460 125 1406 -8 79 101% 5%
Cs-137 17422 12522 174 5615 4122 97 67% 1%
12 6 Pdepth 2.0um Eu-152 3986 2402 72 1032 156 41 95% 2%
0.5um Gd-153 4332 1037 125 1791 53 88 96% 8%
Cs-137 15968 11717 165 9432 6903 127 53% 1%
12 18 Tdepth 2.0um Eu-152
E3 0.5um Gd-153
Cs-137 21229 15717 169 6726 4976 106 68% 1%
12 18 Tdepth 2.0um Eu-153
E6 0.5um Gd-154
Cs-138 21229 15717 169 4926 3778 76% 0%
12 18 Tdepth 2.0um Eu-154
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Table B.11: 12-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
E9 0.5um Gd-155
Cs-137 21229 15717 169 3448 2687 74 83% 0%
12 20 Tdepth 2.0um Eu-154 41
E1 0.5um Gd-155 79
Cs-137 7148 5281 110 5424 3987 96 70% 2%
12 20 Tdepth 2.0um Eu-154 41
E4 0.5um Gd-155 79
Cs-137 7148 5281 110 4453 3310 86 75% 2%
12 20 Tdepth 2.0um Eu-154 41
E7 0.5um Gd-155 79
Cs-137 7148 5281 110 3592 2631 78 80% 2%
12 4 Pdepth 2.0um Eu-152 39
E3 0.5um Gd-153 79
Cs-137 7096 5108 111 5509 4109 96 74% 3%
12 4 Pdepth 2.0um Eu-152 39
E4 0.5um Gd-153 79
Cs-137 7096 5108 111 4624 3355 89 78% 2%
12 4 Pdepth 2.0um Eu-152 39
E6 0.5um Gd-153 79
Cs-137 7096 5108 111 4010 2941 82 81% 2%
12 6 Pdepth 2.0um Eu-152
E2 0.5um Gd-153
Cs-137 20082 14812 165 8228 6198 116 58% 1%
12 6 Pdepth 2.0um Eu-152
E5 0.5um Gd-153
Cs-137 20082 14812 165 6572 4976 104 66% 1%
12 6 Pdepth 2.0um Eu-152
E6 0.5um Gd-153
Cs-137 20082 14812 165 5424 4094 94 72% 1%
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Table B.11: 12-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
12 6 Pdepth 2.0um Eu-152
E7 0.5um Gd-153
Cs-137 20082 14812 165 4046 2917 84 80% 1%
Table B.12: 16-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
202 PFlow1 2.0um Eu-152 3680 1419 74 3249 1254 70 12% 7%
202 0.5um Gd-153 6041 2158 140 5427 1533 138 29% 8%
202 Cs-137 26902 19123 218 23171 16143 204 16% 1%
194 PFlow2 2.0um Eu-152 3061 1041 68 3064 1115 68 -7% 10%
194 0.5um Gd-153 5498 1675 137 5355 1587 136 5% 11%
194 Cs-137 23690 16727 205 22584 15850 201 5% 2%
201 PFlow3 2.0um Eu-152 3136 1034 69 2869 954 66 8% 9%
201 0.5um Gd-153 5392 1344 139 5263 1561 134 -16% 16%
201 Cs-137 24523 17196 209 22874 16023 202 7% 2%
139 PFlow4 2.0um Eu-152 3295 1314 70 1162 176 44 87% 3%
139 0.5um Gd-153 5509 1532 139 2067 307 90 80% 6%
139 Cs-137 23719 16607 206 6585 4513 110 73% 1%
131 PFlow5 2.0um Eu-152 3071 1099 68 2959 1103 67 0% 9%
131 0.5um Gd-153 5242 1089 140 5210 1503 134 -38% 22%
131 Cs-137 22431 15865 199 20960 14730 193 7% 2%
195 TFlow1 2.0um Eu-152 3607 1332 74 3119 1158 68 13% 7%
195 0.5um Gd-153 6811 2196 151 5460 1852 134 16% 8%
195 Cs-137 28310 20213 223 22449 15892 199 21% 1%
200 TFlow2 2.0um Eu-152 3420 1380 71 3266 1325 69 4% 7%
200 0.5um Gd-153 5812 1978 138 5800 1807 140 9% 10%
200 Cs-137 24682 17915 206 25233 17962 211 0% 2%
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Table B.12: 16-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
208 TFlow3 2.0um Eu-152 3125 1201 68 3067 1237 67 -3% 8%
208 0.5um Gd-153 5520 1659 137 5441 1679 136 -1% 12%
208 Cs-137 24333 17072 209 22751 16143 200 5% 2%
134 TFlow4 2.0um Eu-152 2891 1058 66 2563 886 62 16% 8%
134 0.5um Gd-153 5382 1697 135 4755 1334 129 21% 10%
134 Cs-137 22791 16248 200 19574 14221 183 12% 2%
206 TFlow5 2.0um Eu-152 3419 1481 70 3040 1144 67 23% 6%
206 0.5um Gd-153 6267 2307 141 5556 1739 137 25% 8%
206 Cs-137 25269 18115 210 22829 15988 202 12% 2%
212 HP11 2.0um Eu-152 3005 1027 68 2023 130 60 87% 6%
212 0.5um Gd-153 5379 1650 135 4751 1027 133 38% 10%
212 Cs-137 23473 16529 204 23621 16980 203 -3% 2%
197 HP12 2.0um Eu-152 3093 1220 68 1985 293 58 76% 5%
197 0.5um Gd-153 5302 1639 134 4639 1080 130 34% 10%
197 Cs-137 22954 16206 202 22481 16120 198 1% 2%
204 HP13 2.0um Eu-152 3607 1573 72 2263 336 62 79% 4%
204 0.5um Gd-153 5750 1713 140 5574 1289 143 25% 10%
204 Cs-137 24122 16921 208 27086 19055 220 -13% 2%
209 HP21 2.0um Eu-152 3543 1483 72 1932 14 59 99% 4%
209 0.5um Gd-153 6020 1741 144 4656 1163 129 33% 9%
209 Cs-137 26482 19029 215 24008 16882 207 11% 1%
199 HP22 2.0um Eu-152 3155 1211 69 2014 118 59 90% 5%
199 0.5um Gd-153 5454 1483 139 4506 914 130 38% 10%
199 Cs-137 23906 17195 204 23709 16611 206 3% 2%
292 HT22 2.0um Eu-152 3003 1048 68 1874 78 58 93% 6%
292 0.5um Gd-153 5286 1947 130 3724 105 128 95% 7%
292 Cs-137 23048 15997 204 24572 17371 209 -9% 2%
198 HT21 2.0um Eu-152 3071 1187 68 1875 -23 58 102% 5%
198 0.5um Gd-153 5536 1856 135 3564 247 123 87% 7%
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Table B.12: 16-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
198 Cs-137 23341 16962 200 24001 16656 208 2% 2%
132 HT13 2.0um Eu-152 3529 1242 73 1768 116 56 91% 5%
132 0.5um Gd-153 6098 1951 143 3377 154 121 92% 6%
132 Cs-137 27280 19669 218 22982 15991 204 19% 1%
141 HT12 2.0um Eu-152 2785 1127 64 1615 25 54 98% 5%
141 0.5um Gd-153 4823 1336 130 3229 83 119 94% 9%
141 Cs-137 21291 15252 193 22019 15537 198 -2% 2%
205 HT11 2.0um Eu-152 2940 1036 67 1854 60 57 94% 6%
205 0.5um Gd-153 5424 1442 139 3497 -78 126 105% 9%
205 Cs-137 23628 16656 205 23543 16557 205 1% 2%
140 Tdepth 2.0um Eu-152 3047 1290 67 806 44 37 97% 3%
140 Tdepth 0.5um Gd-153 5389 1665 135 1512 142 79 91% 5%
140 Tdepth Cs-137 22940 16393 200 7933 5562 119 66% 1%
213 Pdepth 2.0um Eu-152 3177 1211 69 1021 -16 43 101% 4%
213 Pdepth 0.5um Gd-153 5338 1268 139 1808 -46 91 104% 7%
213 Pdepth Cs-137 23064 16475 201 11039 7866 139 52% 1%
135 Pdepth 2.0um Eu-152 3571 1429 73 1186 36 46 97% 3%
135 Pdepth 0.5um Gd-153 6167 1673 147 2205 49 98 97% 6%
135 Pdepth Cs-137 26867 19307 216 12498 8639 150 55% 1%
210 Tdepth 2.0um Eu-152 3577 1551 72 641 12 34 99% 2%
210 Tdepth 0.5um Gd-153 6841 1913 155 1085 12 69 99% 4%
210 Tdepth Cs-137 28196 20431 221 4902 3651 90 82% 0%
140 E5 Tdepth-extra 2.0um Eu-152 3047 1290 67 537 21 31 98% 2%
140 E5 Tdepth-extra 0.5um Gd-153 5389 1665 135 1007 99 64 94% 4%
140 E5 Tdepth-extra Cs-137 22940 16393 200 4204 2981 86 82% 1%
135 E Pdepth-extra 2.0um Eu-152 3571 1429 73 759 42 36 97% 3%
135 E Pdepth-extra 0.5um Gd-153 6167 1673 147 1499 -63 83 104% 5%
135 E Pdepth-extra Cs-137 26867 19307 216 7037 4974 111 74% 1%
213E Pdepth-extra 2.0um Eu-152 3177 1211 69 669 12 34 99% 3%
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Table B.12: 16-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
213E Pdepth-extra 0.5um Gd-153 5338 1268 139 1318 -68 78 105% 6%
213E Pdepth-extra Cs-137 23064 16475 201 6373 4558 105 72% 1%
Table B.13: 20-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
217 PFlow1 2.0um Eu-152 6385 4144 90 5806 3590 87 13% 3%
0.5um Gd-153 6471 2604 141 5784 2082 136 20% 7%
Cs-137 16602 11487 173 16455 11630 171 -1% 2%
242 PFlow2 2.0um Eu-152 3681 2055 70 3105 1705 65 17% 4%
0.5um Gd-153 5908 2789 129 5178 2224 124 20% 6%
Cs-137 16663 11534 174 13796 9577 158 17% 2%
225 PFlow3 2.0um Eu-152 3736 2087 71 3167 1830 65 12% 4%
0.5um Gd-153 7681 4210 140 5342 2652 121 37% 4%
Cs-137 16692 11759 172 13784 9752 156 17% 2%
223 PFlow4 2.0um Eu-152 4262 2565 75 4384 2704 76 -5% 4%
0.5um Gd-153 5235 2094 127 4803 1657 125 21% 8%
Cs-137 16519 11442 173 15937 11060 170 3% 2%
216 PFlow5 2.0um Eu-152 2464 1115 59 2517 1078 60 3% 7%
0.5um Gd-153 3322 770 110 3062 620 107 19% 18%
Cs-137 14256 9781 161 13901 10130 154 -4% 2%
229 TFlow1 2.0um Eu-152 3548 2026 69 3265 1970 65 3% 5%
0.5um Gd-153 4231 1497 117 4015 1372 115 8% 11%
Cs-137 15071 10409 165 13061 9178 153 12% 2%
274 TFlow2 2.0um Eu-152 2949 1507 64 2460 1252 61 17% 5%
0.5um Gd-153 6411 3320 131 4638 1960 120 41% 4%
Cs-137 16445 11354 173 14231 9961 160 12% 2%
15 TFlow3 2.0um Eu-152 3256 1712 67 2305 1251 56 27% 4%
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Table B.13: 20-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
0.5um Gd-153 3490 877 112 2499 629 95 28% 14%
Cs-137 14621 10141 162 9661 6702 132 34% 2%
222 TFlow4 2.0um Eu-152 2897 1492 63 3174 1652 66 -11% 6%
0.5um Gd-153 3831 1246 113 4113 1418 116 -14% 14%
Cs-137 13416 9505 154 14697 10376 161 -9% 2%
133 TFlow5 2.0um Eu-152 3438 1931 68 3344 1882 67 3% 5%
0.5um Gd-153 7252 4073 135 6242 2925 133 28% 4%
Cs-137 14258 9890 160 14206 9791 161 1% 2%
280 HP11 2.0um Eu-152 3212 1699 66 1366 88 49 95% 3%
0.5um Gd-153 4785 1947 121 2918 635 104 67% 6%
Cs-137 13982 9917 157 15001 10591 163 -7% 2%
279 HP12 2.0um Eu-152 4223 2639 74 1535 291 50 89% 2%
0.5um Gd-153 5619 2334 130 3210 493 112 79% 5%
Cs-137 14257 10178 158 16736 11873 172 -17% 2%
281 HP13 2.0um Eu-152 3658 2221 69 1498 175 50 92% 2%
0.5um Gd-153 5845 2407 133 3015 298 111 88% 5%
Cs-137 16063 11112 171 16603 11698 172 -5% 2%
123 HT22 2.0um Eu-152 5449 3517 84 1239 -5 47 100% 1%
0.5um Gd-153 5993 2594 133 2358 295 97 89% 4%
Cs-137 15321 10678 166 14022 9873 158 8% 2%
215 HT21 2.0um Eu-152 2964 1499 64 1418 95 50 94% 3%
0.5um Gd-153 5265 2256 125 2682 -52 110 102% 5%
Cs-137 14486 9894 163 16554 11822 170 -19% 3%
234 HT13 2.0um Eu-152 4350 2732 75 1279 46 48 98% 2%
0.5um Gd-153 4518 1509 122 2495 -13 106 101% 7%
Cs-137 14326 9832 162 15231 10723 165 -9% 2%
239 HT12 2.0um Eu-152 4772 3058 78 1347 32 49 99% 2%
0.5um Gd-153 6411 3226 132 2657 121 107 96% 3%
Cs-137 15641 10928 167 16410 11403 172 -4% 2%
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Table B.13: 20-event coupon raw counting data, calculated percent removal, and calculated error in the percent removal.
Counting errors were generated by the Maestro32 software.
Sample ID Test Type Radionuclide Initial Gross Initial Net Error Final Gross Final Net Error Percent Removed Error
28 HT11 2.0um Eu-152 3051 1575 65 1228 -90 48 106% 3%
0.5um Gd-153 4265 1443 118 2242 152 97 89% 7%
Cs-137 14787 10391 162 14282 10357 157 0% 2%
226 Tdepth 2.0um Eu-152 2824 1319 63 427 13 27 99% 2%
0.5um Gd-153 5564 2709 124 713 -2 56 100% 2%
Cs-137 14642 10307 161 1919 1350 58 87% 1%
5 Tdepth 2.0um Eu-152 3315 1725 68 567 88 31 95% 2%
0.5um Gd-153 4051 1185 118 1073 44 68 96% 6%
Cs-137 14873 10230 165 3495 2548 77 75% 1%
29 Pdepth 2.0um Eu-152 3611 2004 70 853 -45 40 102% 2%
0.5um Gd-153 5400 2446 125 1638 169 82 93% 3%
Cs-137 14751 10313 163 8842 6210 125 40% 2%
238 Pdepth 2.0um Eu-152 3175 1721 66 716 2 36 100% 2%
0.5um Gd-153 6512 3399 131 1376 12 78 100% 2%
Cs-137 14749 10344 162 5767 4232 99 59% 1%
5-E Tdepth-extra 2.0um Eu-152 3315 1725 68 574 41 31 98% 2%
0.5um Gd-153 4051 1185 118 993 69 65 94% 6%
Cs-137 14873 10230 165 3205 2248 75 78% 1%
238-E Pdepth-extra 2.0um Eu-152 3175 1721 66 489 10 29 99% 2%
0.5um Gd-153 6512 3399 131 965 90 63 97% 2%
Cs-137 14749 10344 162 3233 2206 77 79% 1%
5-E+3 Tdepth-extra 2.0um Eu-152 3315 1725 68 486 30 29 98% 2%
0.5um Gd-153 4051 1185 118 837 -5 61 100% 5%
Cs-137 14873 10230 165 2285 1650 63 84% 1%
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APPENDIX C
AGING CONDITIONS AND RAINFALL EVENTS
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Table C.1: Humidity conditions in lab while coupons were aging. Days with missing data typically had conditions similar to
the surrounding days. The humidity was particularly high May 23 - 28 and low around June 10 - 14.
Date Avg Humidity Measurement 0-Event 1-Event 2-Event 3-Event 5-event 8-Event 12-Event 16-Event 20-Event
5/2/2019 74% X
5/3/2019 72% X
5/6/2019 66% X X










5/21/2019 59% X X
5/22/2019 73% X X
5/23/2019 67% X X
5/24/2019 65% X X







6/6/2019 70% X X
6/7/2019 67% X X
6/10/2019 47% X X
6/11/2019 48% X
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Table C.1: Humidity conditions in lab while coupons were aging. Days with missing data typically had conditions similar to
the surrounding days. The humidity was particularly high May 23 - 28 and low around June 10 - 14.




6/17/2019 68% X X X
6/18/2019 70% X X X
6/19/2019 68% X X
6/20/2019 71% X X
6/21/2019 55% X X
6/24/2019 74% X X
6/25/2019 X X
6/26/2019 72% X X
6/27/2019 73% X X
6/28/2019 72% X X
7/1/2019 70% X X
7/2/2019 73% X X
7/3/2019 72% X X
7/5/2019 X X
7/8/2019 54% X X
7/9/2019 68% X X





7/17/2019 71% X X
7/18/2019 70% X X
7/19/2019 X X
7/22/2019 66% X X
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Table C.1: Humidity conditions in lab while coupons were aging. Days with missing data typically had conditions similar to
the surrounding days. The humidity was particularly high May 23 - 28 and low around June 10 - 14.
Date Avg Humidity Measurement 0-Event 1-Event 2-Event 3-Event 5-event 8-Event 12-Event 16-Event 20-Event
7/23/2019 X X
7/24/2019 68%-57% X X
7/25/2019 X X
7/26/2019 68% X X
7/29/2019 69% X X
7/30/2019 69% X X
7/31/2019 58% X X X
8/1/2019 X X
8/2/2019 69% X X
8/5/2019 70% X X
8/6/2019 69% X X
8/7/2019 67% X X
8/8/2019 66% X X
8/9/2019 62% X X
8/12/2019 71% X X
8/13/2019 71% X X













Table C.1: Humidity conditions in lab while coupons were aging. Days with missing data typically had conditions similar to
the surrounding days. The humidity was particularly high May 23 - 28 and low around June 10 - 14.




Table C.2: The time when each 100 microliter aliquot was added to coupons during rainfall events. Estimated times start
with ”∼”. The asterisk by 8/5/2019 indicates the aliquot schedule for the 20-Event coupons. The rainfall events between
8/26 and 9/3 were not allowed to last longer than five hours.
Total Rainfall 9/3/2019 8/30/2019 8/28/2019 8/26/2019 8/22/2019 8/19/2019 8/16/2019
100 µL 8:38 9:57 10:01 9:59 8:59 9:38 7:19
200 µL 8:38 10:00 10:05 10:02 9:01 9:41 7:21
300 µL 9:50 10:52 10:42 11:08 9:34 10:19 8:08
400 µL 10:46 10:54 11:20 12:08 10:10 11:02 9:21
500 µL 11:26 12:18 12:20 1:35 10:47 11:37 9:23
600 µL 12:20 12:20 12:22 11:29 12:19 10:39
700 µL 1:31 1:33 12:07 1:00 10:41
800 µL 1:33 1:35 12:45 1:40 11:23
900 µL 2:55 1:27 2:25 1:03
1000 µL 2:58 2:02 3:10 1:05
Total Rainfall 8/14/2019 8/13/2019 8/12/2019 8/9/2019 8/8/2019 8/7/2019 8/5/2019*
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Table C.2: The time when each 100 microliter aliquot was added to coupons during rainfall events. Estimated times start
with ”∼”. The asterisk by 8/5/2019 indicates the aliquot schedule for the 20-Event coupons. The rainfall events between
8/26 and 9/3 were not allowed to last longer than five hours.
100 µL 7:27 9:06 8:10 7:25 8:46 7:25 9:45
200 µL 7:44 9:08 8:27 7:26 9:02 7:51 10:02
300 µL 8:04 9:44 8:45 8:00 9:14 8:19 10:45
400 µL 8:22 10:10 9:06 8:28 9:16 8:45 11:24
500 µL 8:47 10:52 9:38 8:51 10:07 9:32 12:38
600 µL 9:10 11:20 10:07 9:13 10:09 9:51 1:00
700 µL 9:34 11:56 10:28 9:54 10:42 11:42 1:55
800 µL 9:59 12:26 10:47 10:24 11:06 11:45 2:14
900 µL 10:20 12:59 11:08 10:54 11:48 12:31 2:32
1000 µL 10:50 1:52 11:00 11:30 11:50 1:20 3:05
Total Rainfall 8/5/2019 8/2/2019 8/1/2019 7/30/2019 7/26/2019 7/24/2019 7/22/2019
100 µL 9:40 7:18 11:53 7:40 7:26 7:23 7:25
200 µL 9:43 7:35 11:53 7:58 7:48 7:44 7:49
300 µL 10:43 7:52 12:30 8:19 8:08 8:05 8:06
400 µL 11:22 8:13 12:57 8:45 8:33 8:28 8:24
500 µL 12:35 8:34 1:36 9:08 8:52 8:47 8:42
600 µL 12:57 9:04 1:50 9:38 9:27 9:11 9:06
700 µL 1:53 9:34 2:45 10:01 9:51 9:32 9:34
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Table C.2: The time when each 100 microliter aliquot was added to coupons during rainfall events. Estimated times start
with ”∼”. The asterisk by 8/5/2019 indicates the aliquot schedule for the 20-Event coupons. The rainfall events between
8/26 and 9/3 were not allowed to last longer than five hours.
800 µL 2:11 9:51 3:18 10:27 10:14 9:54 9:57
900 µL 2:34 10:12 3:41 11:02 10:45 10:13 10:22
1000 µL 3:03 10:17 ∼4:30 11:28 11:20 10:39 11:09
Total Rainfall 7/18/2019 7/15/2019 7/12/2019 7/9/2019 7/5/2019 7/3/2019 7/1/2019
100 µL 10:12 7:47 7:45 7:32 7:20 7:14 7:28
200 µL 10:27 8:05 8:05 7:51 7:39 7:32 7:43
300 µL 10:44 8:23 8:31 8:14 8:01 7:48 8:01
400 µL 11:15 8:43 8:51 8:41 8:21 8:09 8:20
500 µL 11:37 9:04 9:15 9:03 8:43 8:31 8:39
600 µL 12:00 9:30 9:30 9:25 9:06 8:55 9:02
700 µL 12:23 9;55 9:46 9:55 9:27 9:17 9:27
800 µL 12:48 10:15 10:07 10:20 9:59 9:40 9:49
900 µL 1:15 10:41 10:27 10:46 10:24 10:07 10:10
1000 µL 1:43 11:13 10:43 11:08 ∼11:00 10:33 ∼10:40
Total Rainfall 6/27/2019 6/24/2019 6/21/2019 6/18/2019 6/14/2019 6/12/2019 6/10/2019
100 µL 8:17 7:55 8:15 7:37 7:24 ∼8:30 7:50
200 µL 8:34 8:14 8:33 8:00 7:45 ∼8:50 8:18
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Table C.2: The time when each 100 microliter aliquot was added to coupons during rainfall events. Estimated times start
with ”∼”. The asterisk by 8/5/2019 indicates the aliquot schedule for the 20-Event coupons. The rainfall events between
8/26 and 9/3 were not allowed to last longer than five hours.
300 µL 8:50 8:38 8:51 8:25 8:03 ∼9:10 8:41
400 µL 9:10 9:11 9:15 9:01 8:32 ∼9:30 9:03
500 µL 9:28 9:33 9:31 9:26 8:58 9:52 9:30
600 µL 9:46 9:59 9:49 9:51 9:22 10:11 9:52
700 µL 10:12 10:27 10:13 10:26 9:42 ∼10:40 10:10
800 µL 10:33 10:58 10:33 10:55 10:03 ∼11:00 10:32
900 µL 10:57 11:23 10:51 11:30 10:31 11:20 10:49
1000 µL 11:24 12:36 ∼11:45 12:08 11:03 1:51pm 11:14
Total Rainfall 6/7/2019 6/6/2019 6/3/2019 5/31/2019 5/28/2019 5/24/2019 5/22/2019
100 µL 7:26 7:34 8:22 7:52 8:20 8:25
200 µL 7:46 7:55 8:47 8:25 8:12 8:45 8:43
300 µL 8:10 8:18 9:03 8:50 8:33 9:08 9:03
400 µL 8:27 8:41 9:23 9:10 8:56 9:32 9:27/9:31
500 µL 8:49 9:07 9:46 9:45 9:21 9;57 9:52
600 µL 9:15 9:50 10:05 10:10 9:44 10:23 10:19
700 µL 9:36 10:26 10:24 10:51 10:21 10:50 10:53
800 µL 10:00 10:54 10:46 11:18 10:44 11:17 11:33
900 µL 10:27 11:23 11:07 11:51 11:24 11:44 12:10
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Table C.2: The time when each 100 microliter aliquot was added to coupons during rainfall events. Estimated times start
with ”∼”. The asterisk by 8/5/2019 indicates the aliquot schedule for the 20-Event coupons. The rainfall events between
8/26 and 9/3 were not allowed to last longer than five hours.
1000 µL 11:40 12:07 11:24 1:00 11:50 12:15 12:52
Total Rainfall 5/20/2019 5/16/2019 5/13/2019 5/10/2019
100 µL 12:15 ∼8:25 ∼7:30 ∼11:08
200 µL 12:32 8:40 ∼7:50 ∼11:25
300 µL 12:48 8:57 8:09 ∼11:40
400 µL 1:05 9:10 8:26 11:55
500 µL 1:24 9:27 8:45 12:11
600 µL 1:39 9:44 8:59 12:31
700 µL 1:58 10:02 9:17 12:47
800 µL 2;17 10:28 9:31 1:05
900 µL 2:38 10:50 9:46 ∼1:25
1000 µL 3:02 11:08 10:03 ∼1:50
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