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Abstract—We propose novel semi-supervised and active learn-
ing algorithms for the problem of community detection on
networks. The algorithms are based on optimizing the likeli-
hood function of the community assignments given a graph
and an estimate of the statistical model that generated it.
The optimization framework is inspired by prior work on the
unsupervised community detection problem in Stochastic Block
Models (SBM) using Semi-Definite Programming (SDP). In this
paper we provide the next steps in the evolution of learning
communities in this context which involves a constrained semi-
definite programming algorithm, and a newly presented active
learning algorithm. The active learner intelligently queries nodes
that are expected to maximize the change in the model likelihood.
Experimental results show that this active learning algorithm
outperforms the random-selection semi-supervised version of the
same algorithm as well as other state-of-the-art active learning
algorithms. Our algorithms significantly improved performance
is demonstrated on both real-world and SBM-generated networks
even when the SBM has a signal to noise ratio (SNR) below the
known unsupervised detectability threshold.
I. INTRODUCTION
Community detection, or clustering on networks, is a fun-
damental problem in a broad range of disciplines, from the
study of biological and social networks to the classification
of non-graphical data sets via the construction of pairwise
similarity graphs (see [7] for a survey). However, perfectly
recovering each element’s community by only observing the
given graphical data is shown to be statistically impossible for
many networks of interest. Therefore, a recent and growing
area of research has been focused on the development of
semi-supervised community detection algorithms [1], [6], [20].
These algorithms attempt to combine the useful (but insuffi-
cient) graphical data with a small subset of known node-labels
in order to more accurately assign labels to the remaining
nodes.
Often, obtaining even a small fraction of ground truth node-
labels is expensive, requiring additional measurements, human
supervised inputs or costly access to entities (e.g. humans
in a social network). Thus, it is important to reduce the
number of supervised labels required for a semi-supervised
algorithm to accurately label the remaining nodes. To address
this challenge, active learning attempts to obtain the minimal
subset of node-labels that will most significantly improve the
semi-supervised algorithm’s performance [?] . Although the
field of community detection has been studied for decades
[7], semi-supervised community detection only recently began
to appear in the literature [1]. One reason for this is that,
until recently, the need for such semi-supervised community-
detection algorithms was only supported by heuristic and em-
pirical evidence. However, there is now rigorous justification
due to recent information-theoretic recoverability results based
on benchmark statistical-network models (see [10] for a survey
of these models). Specifically, fundamental ‘recovery’ [8] and
‘detection’ [16] thresholds have been derived for the stochastic
block model (SBM) (see Section III for definition). These re-
sults prove that when the signal to noise ratio (SNR) of SBM-
generated graphical data is below the ‘recovery’ threshold
then it is statistically impossible for any strictly graph-based
algorithm to correctly recover all community assignments.
Similarly, when the SNR is below the ‘detection’ threshold,
then any strictly graph-based algorithm cannot even predict
community assignments with better accuracy than random
chance.
In light of these statistical restrictions on unsupervised
recovery, we construct a novel semi-supervised community-
detection algorithm based directly on optimizing the likelihood
function of this statistical framework. Specifically, we find the
maximum-likelihood (ML) community labeling given a SBM-
generated graph and a subset of already known community
labels. This statistical framework enables us to derive of a
new approximation-ratio that compares the likelihood of the
semi-supervised algorithm’s approximate ML labeling with the
likelihood of the true ML labeling. This provides a lower-
bound on the quality of the algorithm’s performance.
We then embed this semi-supervised algorithm within our
newly developed active learner. The active learner utilizes the
same statistical framework in order to query nodes according
to the strategy of maximizing the ‘expected model change’
(see [17] for an introduction). Both the semi-supervised
and active learning algorithms output deterministic results
with approximation guarantees. This active learning algorithm
empirically outperforms its corresponding random-selection
semi-supervised algorithm, as well as other state-of-the-art
active learning algorithms, on both real and SBM-generated
data. We note that the active learning algorithm outperforms
the random-selection semi-supervised algorithm even when the
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SBM-generated network has a SNR below the unsupervised
detectability threshold. Notably our analysis algorithm covers
networks with multiple (e.g. r > 2) underlying communities
(beyond the standard 2-Block SBM) and demonstrate better
than state-of-the-art performance over a wide range of SNRs.
II. RELATED WORK
One of the first published breakthroughs in semi-supervised
community detection is the SBM-based algorithm presented in
[20]. The authors of [20] show that their semi-supervised label-
propagation algorithm that is based on the Bayesian priors of
the SBM can meaningfully utilize SBM-graphical data even
below the detection threshold. In the current paper, we use
the SBM’s statistical framework to derive a semi-supervised
algorithm that directly maximizes the SBM’s semi-supervised
likelihood function with a semi-definite program (SDP) over
a relaxed, convex, domain. The SDP of this semi-supervised
algorithm adapts the general structure of the SDP introduced
in the seminal work of Goemans and Williamson [9], and was
shown to find the approximately optimal labeling within an
optimal and stable performance [2].
While active learning has matured, especially with respect
to classification, its application to community detection is pi-
oneering and demonstrating significant early success [4], [11],
[12], [14], [15], [19]. So far, only a handful of active learning
strategies have been introduced to the field of community-
detection: entropy-based selection which is also discussed in
the context of active community detection on SBMs [14],
’representative’ sampling [12], uncertainty sampling [11], [15],
and a combination of uncertainty and representative sampling
[4], [19].
However, to date, this paper’s suggested approach to actively
label nodes that introduce maximal expected model change
to the SBM likelihood function is new. Conceptually, our
proposed algorithm is related to the work of [14], in the sense
that both are founded on a statistical framework. However, the
algorithm of [14] does not solve a deterministic optimization
problem. Instead it uses a Gibbs sampling procedure that
produces a non-deterministic output with no mathematical
guarantees. Other active learning algorithms we found in
the literature optimize arbitrary scoring functions that lack
statistical foundation.
III. SBM AND THE LIKELIHOOD FUNCTION
We start with definitions related to the SBM and derive new
results pertaining to its likelihood function.
Definition 1. The Stochastic Block Model (SBM) with pa-
rameters n, r, p and q defines a random graph ensemble
on n nodes. Each node is assigned a label, uniformly at
random, from a discrete set of r labels. If node i and node
j are assigned the same label there is an edge between them
with independent probability p and if node i and node j are
assigned different labels there is an edge between them with
independent probability q.
Definition 2. Given a graph G on n vertices and parameters p
and q, let M = M(G, p, q) be the n×n ‘modified’ adjacency
matrix where Mij = log pq if G has an edge between node i
and node j and Mij = log
(
1−p
1−q
)
if G does not have an edge
between node i and node j. Let SBM(n, r, p, q) represent the
distribution over matrices M derived from the SBM.
Definition 3. Let 4r be a set of r unit-vectors representing
the vertices of an (r− 1)-simplex and let 4nr be the set of all
n-tuples of such vectors. Thus, if
[
vi
vj
] ∈ 42r , then
〈vi, vj〉 =
{
− 1r−1 if vi 6= vj
1 if vi = vj .
From now on we associate any discrete labeling over r
communities with the vectors in the set 4r. Thus, we will
refer to a complete labeling over n nodes as X ∈ 4nr , where
Xi ∈ 4r is the ith node’s label and corresponds to the ith
row of X .
Theorem 1. Let X ∈ 4nr be a discrete community labeling
assignment and let M ∼ SBM(n, r, p, q). Then,
P[X = X|M = M ] ∝ e r−12r Tr(XTMX). (1)
Proof. See appendix.
This statistical framework enables us to derive a new
approximation-ratio that compares the likelihood of the semi-
supervised algorithm’s approximate ML labeling with the
likelihood of the true ML labeling. The ratio below provides
a lower-bound on the quality of the algorithm’s performance:
Corollary 1. Let XU ∈ 4n−kr be a discrete community label-
ing assignment for a set of n− k unsupervised nodes and let
XL ∈ 4kr be the supervised community labeling assignment
for a set of k supervised nodes. Let M ∼ SBM(n, r, p, q)
where the last k rows and columns correspond to the k
supervised nodes. Then,
P[XU = XU |M = M,XL = XL] ∝ e
r−1
2r Tr([
XU
XL
]
T
M[XUXL]).
(2)
Proof. See appendix.
IV. SEMI-SUPERVISED
For the problem of semi-supervised community-detection,
we seek the discrete labeling assignment XU ∈ 4n−kr that
maximizes P[XU = XU |M = M,XL = XL]. From Corol-
lary 1, this is equivalent to finding the labeling assignment
XU ∈ 4n−kr that maximizes the function Tr(
[
XU
XL
]T
M
[
XU
XL
]
).
However, exactly finding this discrete ML labeling is NP-
complete and can naively take up to O(rn−k)-time. Thus, we
use a SDP to find an approximate ML labeling over a relaxed
domain.
In addition to the properties derived in Theorem 1 and
Corollary 1, the unique structure of this SDP enables us to
derive two new and useful approximations. One approximation
(Theorem 2 below) bounds the ratio between the likelihood of
this semi-supervised algorithm’s labeling assignment, XU , and
the likelihood of the statistically optimal labeling assignment.
To the best of our knowledge, this is the first proven statis-
tical benchmark for a semi-supervised community-detection
algorithm. The other (Theorem 3) is an approximation of
any individual node’s probability distribution over all possible
label assignments. This measure is a necessary component and
will be used in the construction of this paper’s active learner
(see Section V).
Given the graph M = M and supervised labeling XL = XL,
the SDP of this paper’s semi-supervised algorithm maximizes
the convex function Tr(
[
XU
XL
]T
M
[
XU
XL
]
) over the convex do-
main XU ∈ R(n−k)×(n−k+r) and ‖Xi‖2 = 1 for every i.
Notice that the original domain XU ∈ 4n−kr from Corollary 1
is fully contained in this relaxed domain. We find the optimal
assignment for XU in this relaxed domain by factoring the
solution X =
[
XU
XL
][
XU
XL
]T
of the following Semi-Definite
Program:
SDP(M,XL): maxX
Tr(MX)
s.t. Xii = 1, for 1 ≤ i ≤ n;
Xij = 1 if XL_i = XL_j
Xij = − 1
r − 1 if XL_i 6= XL_j ; X  0,
(3)
where XU_i or XL_i are the same as the labeling Xi while
simultaneously specifying whether node i is currently in the
unlabeled or labeled set.
We define the output of SDP(M,XL) to be the factorized
matrix X =
[
XU
XL
]
rotated so that the vectors XL line up
with their correct corresponding vectors in 4r. This SDP can
be solved efficiently with programs such as Manopt [3]. The
factorization X =
[
XU
XL
][
XU
XL
]T
can be found efficiently with
Cholesky Decomposition and X =
[
XU
XL
]
has a unique rotated
solution so long as there is at least one supervised label from
each community. (If not see Remark 1.) From the constraints
Xii = 1, each Xi will be a unit vector and we will refer to it as
the ‘vector-label’ for node i. To complete the semi-supervised
algorithm we then recover a discrete labeling by assigning
each vector-label in XU to the closest corresponding vector in
4r.
Remark 1. It should be noted that, if XL contains less than
r − 1 distinct vectors, then rotating X such that XL aligns
with its corresponding vectors in 4r no longer produces a
unique solution with respect to 4r. In this case we must use
another algorithm to find the best-fit simplex for our data. We
present one such algorithm in the appendix.
The entire semi-supervised algorithm (presented in Figure
2) follows a relax-and-round procedure where we first solve
the relaxed SDP (3), then find the simplex that best fits the
SDP-output and finally round each SDP vector-label to its
closest best-fit-simplex vector. (Note, the function unique(X)
outputs the set of unique labels in X .)
We now state this papers approximation ratio result in
Theorem 2. This result lower bounds the ratio between the
Semi-Supervised(M,XL, r)
Input: M : adjacency matrix, XL: labeled set,
r: number of communities
Output: X ∈ 4nr : complete labeling
1. X ′ = SDP(M,XL)
2. If |unique(XL)| < r
4r = bestFitSimplex(X ′)
else
4r = unique(XL)
3. For i = 1 to n− k
XU_i = argmax
Xj∈4r
X ′U_iX
T
j
4. X =
[
XU
XL
]
Fig. 1. Pseudo-code for the Semi-Supervised algorithm.
likelihood of an approximate solution, X˜ =
[
X˜U
XL
]
, and
the likelihood of the true ML solution. Letting
[
X˜U
XL
]
=
Semi-Supervised(M,XL, r), Theorem 2 provides a lower
bound on the optimality of our semi-supervised solution.
Theorem 2. Let X˜U ∈ 4n−kr and let
[
X′U
XL
]
= SDP(M,XL).
Then,
P[XU = X˜U |M = M,XL = XL]
maxXU∈4n−kr P[XU = XU |M = M,XL = XL]
≥ e
r−1
2r Tr
(
[X˜UXL]
T
M[X˜UXL]−[
X′U
XL
]
T
M[X
′
U
XL
]
)
. (4)
Proof. See the appendix.
V. ACTIVE LEARNING
The goal of an active learner is to query the label of
an unlabeled node that will most improve the performance
of a Semi-Supervised Algorithm. One querying strategy that
strikes a strong balance between exploring for the true global
optimum and driving towards immediate local improvements
is the method of maximizing the ‘expected model change’
[17]. In general, this strategy selects the unlabeled data point,
q ∈ U , that if labeled is expected to cause the greatest change
to some model Φ according to some norm T . Formally,
q = argmax
q∈U
[ ∑
Xq∈4r
P[Xq = Xq|M = M,XL = XL]·
∥∥∥Φ(M = M,XL = XL,Xq = Xq)− Φ(M = M,XL = XL)∥∥∥
T
]
.
(5)
To further materialize our active learning solution, an approx-
imation to the distribution P[Xq = Xq|M = M,XL = XL]
for all q ∈ U and Xq ∈ 4r needs to be derived, and we will
define the ‘model’ Φ and the norm T .
A. Expectation
In computing the expected model change, the expectation
must be taken with respect to each node’s likelihood dis-
tribution over possible label assignments. However, exactly
computing this distribution, P[Xi = Xi|M = M,XL = XL],
is an NP-complete problem with complexity O(rn−k). Thus,
we approximate this distribution using the classical strategy of
MLE-approximation [13], getting
P[Xi = Xi|M = M,XL = XL,XU¬i = XUML ] (6)
where XU¬i is the set of unknown node labels excluding node
i and XUML is the ML-labeling. For any labeling, XU¬i =
XU¬i , one can compute the above conditional probability with
Theorem 3:
Theorem 3. Let XU¬i ∈ 4(n−k−1)r be a discrete community
labeling assignment, let M ∼ SBM(n, r, p, q) and let Mi be
the ith row of M without the (i, i) entry. Then, for any label
Xi ∈ 4r,
P[Xi = Xi|M = M,XL = XL,XU¬i = XU¬i ]
=
e
r−1
r (Mi[
XU¬i
XL
]XTi )∑
Xj∈4r e
r−1
r (Mi[
XU¬i
XL
]XTj )
. (7)
Proof. See appendix.
As mentioned throughout, finding the exact ML-labeling,
XUML , is NP-complete. Therefore, in order to approximate
the MLE defined in (6), we calculate (7) for an approximate
ML-labeling. One obvious candidate is the approximate ML-
labeling output by the Semi-Supervised algorithm in Section
IV. However, we recall that this algorithm’s discrete labeling
was originally obtained by rounding vector-labels in Rn to
their closest best-fit-simplex-vectors. Therefore, by the data
processing inequality [5], the original unrounded vectors-
labels contain more information than their corresponding dis-
crete labels. In order to take advantage of this, we define a gen-
eralized MLE-approximation of P[Xi = Xi|M = M,XL =
XL] by generalizing (7) to condition directly on the set of
SDP-output vector-labels X ′U ∈ R(n−k)×(n−k+r). Thus, this
new MLE-approximation for P[Xi = Xi|M = M,XL = XL]
becomes
Pˆ[Xi = Xi|M = M,XL = XL,XU¬i = X ′U¬i ]
=
e
r−1
r (Mi[
X′U¬i
XL
]XTi )
∑
Xj∈4r e
r−1
r (Mi[
X′
U¬i
XL
]XTj )
. (8)
where X ′U is the output of SDP(M,XL). Note that Pˆ still
defines a probability distribution but it is no longer conditioned
on a discrete community labeling.
Now that we have an efficient approximation for P[Xi =
Xi|M = M,XL = XL], we can compute an expectation over
possible label assignments of Xi as done in equation (5). In
fact, computing an expectation over possible label assignments
is a required step for many statistically derived active learning
algorithms.
B. Model Change
We use the ML-approximate distribution from (8) to define
the ‘model change’ querying strategy. First, we define the
model to be the (n× r)-matrix:
Φ(M,XL,4r)i,j =
Pˆ[Xi = X(j)i |M = M,XL = XL,XU¬i = X ′U¬i ]
(9)
Active(M,XL, r, Q)
Input: M , XL, r, Q: number of total queries
Output: X ∈ 4nr
1. For queried = 1 to Q
a) X ′ = SDP(M,XL)
b) If |unique(XL)| < r
i) 4r = bestFitSimplex(X ′)
ii) q = Anchor(M,X ′U , XL,4r)
Else
i) 4r = unique(XL)
ii) q = MEMC(M,X ′U , XL,4r)
c) Xq = Label(Xq)
d) XL =
[
XL
Xq
]
2. X = Semi-Supervised(M,XL, r)
Fig. 2. Pseudo-code for the Active Learning algorithm.
where, X ′U = SDP(M,XL) and X
(j)
i is the j
th vector-label in
4r. For any already labeled node i, the probability distribution
Pˆ[XL_i = X(j)L_i|M = M,XL = XL,XU¬i = X ′U¬i ] is defined
to be the delta-function with mass 1 on the node’s true label.
Now that we have defined the model, Φ, we define the
model change, δ, to be the sum of total variation distances
between each node’s probability distribution before and after
a particular assignment Xq = Xq:
δ(Φ, Xq) = ‖Φ(M, [XL, Xq],4r)−Φ(M,XL,4r)‖1. (10)
Thus, in order to maximize the expected model change
(MEMC), we actively query the label of node q =
MEMC(M,X ′U , XL,4r), where
MEMC(M,X ′U , XL,4r) =
argmax
q∈U
∑
Xq∈4r
Pˆ[Xq = Xq|M = M,XL = XL,XU¬q = X ′U¬q ]·
δ(Φ, Xq).
(11)
C. Anchor Nodes: Before Expected Model Change
As mentioned in Remark 1, in the algorithm’s early stages
XL may not yet contain all existing community labels. In these
cases, it instead queries for the label of the node that has the
largest probability of being assigned to a community with no
current supervised label. It queries for this label so that once a
simplex is defined by a ‘complete’ set of supervised labels it
will closely align with the best-fit-simplex. We refer to these
nodes as Anchor-Nodes where
Anchor(M,X ′U , XL,4r) = argmax
q∈U
max
Xq∈4r
Xq /∈unique(XL)
P[Xq = Xq|M = M,XL = XL,XU¬q = X ′U¬q ].
(12)
Once every label has a supervised node that has been queried,
the best-fit-simplex and the simplex formed by these super-
vised nodes closely align and all remaining nodes are selected
according to MEMC.
Pseudo-code for the active community-detection algorithm
is presented in Figure 2.
D. Speedup
In terms of computational running time, the evaluation of
the SDP is a time consuming procedure. However, this is
manageable due to the fast growing field of low-rank SDP
solvers. There are two additional modifications designated for
large problems to significantly accelerate this algorithm:
• Initialize each consecutive run of SDP(M, [XL, Xq]) with
the previous output of SDP(M,XL).
• When computing Φ(M, [XL, Xq],4r), approximate the
output of SDP (M, [XL, Xq]) with the already computed
X ′U = SDP (M,XL) but with the q
th row reassigned to
Xq . With this the algorithm evaluates an SDP only once
per each full iteration.
VI. EXPERIMENTAL RESULTS
We present experimental results for community detection on
both synthetic SBM networks and real-world social networks.
These results compare the performance of the current paper’s
active-learning algorithm (‘Active’), its corresponding random-
selection semi-supervised algorithm (‘Random’) the active-
learning algorithm of [14] (‘MI’) and the (2-community) active
learning algorithm of [11] (‘LAAL’).
(A) (B)
(C) (D)
Fig. 3. Accuracy vs. % of nodes queried: SBM a = 5, b = 2, r = 2 (A),
SBM a = 9, b = 1, r = 6 (B), Colgate Facebook n = 2428, r = 4 (C),
Harvard Facebook n = 9787, r = 6 (D).
Synthetic SBM Data (Figures 3 A and B): We generate 20
independent random graphs from the sparse SBM distribution
SBM(n, r, an ,
b
n ). The first 10 are generated with parameters
n = 500, r = 2, a = 5 and b = 2. These values of a and b
give an SNR = 914 , which is below the ‘detection’ threshold.
(This is why all algorithms tested on these graphs achieve
essentially random accuracy before the start of supervision.)
The remaining 10 are generated with parameters n = 500,
r = 2, a = 5 and b = 2.
Social Network Data (Figure 3 C and D): This data set,
first presented in [18], provides real social network data on
student’s Facebook ‘friendships’ at 100 American universities
in 2005. In [18] the authors suggest that the student’s class
years form interesting ground truth communities.
Since these networks come from real data they do not
perfectly follow an SBM distribution. While this seems to
cause major problems for the Gibbs-Sampling based algorithm
‘MI,’ it does not seem to empirically cause much of an issue
for either of the proposed SDP based algorithms.
VII. CONCLUSION
We construct a statistically founded active learning algo-
rithm for community detection. This algorithm utilizes a novel
optimization framework that enables the derivation of the
first approximation guarantees for semi-supervised and active-
learning community-detection algorithms. We also introduce
the effective active-learning criteria of expected model change
(with statistical foundation) to this field. We close with im-
pressive empirical results on both synthetic and real-world
networks.
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VIII. PROOF OF THEOREM 1
We start with some definitions:
Definition 4. For a given adjacency matrix M = M , let e = e(M) be the set of edges in M . Also, let |e| be the size of the
set e (i.e. the total number of edges).
Definition 5. Given the complete labeling assignment X ∈ 4nr , let ein(X) be the number of edges where both endpoint nodes
have the same label according to X . Then, since each Xi is a unit vector,
ein(X) =
1
2
∑
Xi=Xj
(i,j)∈e
〈Xi, Xj〉. (13)
Definition 6. Given the complete labeling assignment X ∈ 4nr , let eout(X) be the number of edges where both endpoint
nodes have different labels according to X . Then, since each Xi lies on the simplex,
eout(X) = −r − 1
2
∑
Xi 6=Xj
(i,j)∈e
〈Xi, Xj〉. (14)
Definition 7. Given the complete labeling assignment X ∈ 4nr , let gu(X) be the number of nodes assigned to the uth
label-vector.
Remark 2. It is helpful to notice that
∑
u
(
gu(X)
2
)
is the total number of within-group pairs of nodes and
∑
u<v[gu(X)gv(X)]
is the total number of between-group pairs of nodes given the labeling X . From this we see that the following equalities hold
for any labeling assignment X:
∑
u
(
gu(X)
2
)
− ein(X) = 1
2
∑
Xi=Xj
(i,j)/∈e
〈Xi, Xj〉,
∑
u<v
[gu(X)gv(X)]− eout(X) = −r − 1
2
∑
Xi 6=Xj
(i,j)/∈e
〈Xi, Xj〉,
(
n
2
)
−
∑
u<v
[gu(X)gv(X)] =
∑
u
(
gu(X)
2
)
.
(15)
From the definition of the SBM we first notice that, unconditioned on a specific adjacency matrix M , P[X = X] = r−n for
any X ∈ 4nr . However, given a specific SBM-generated adjacency matrix M ,
P[X = X|M = M ] =P[M = M |X = X]P[X = X]
P[M = M ]
= C ′P[M = M |X = X]
=C ′
(
p
)ein(X)(
1− p)∑u (gu(X)2 )−ein(X)
· (q)eout(X)(1− q)∑u<v [gu(X)gv(X)]−eout(X)
=C ′
(
p
)|e|−eout(X) · (1− p)(n2)−|e|−∑u<v [gu(X)gv(X)]+eout(X)
· (q)eout(X)(1− q)∑u<v [gu(X)gv(X)]−eout(X)
where C ′ is a constant independent of X , the first equality follows from Bayes’ Law and the fourth equality follows from
remark 2.
bestFitSimplex(X, r)
Input: X: set of unit vectors, r: , r: number of vectors in simplex
Output: 4r: best-fit simplex
1. V = K-Means(X, r)
2. 4r = bestFitSDP(V )
Fig. 4. Pseudo-code for bestFitSimplex.
Since, conditioned on M , the values for n, e, p and q are all independent of X we incorporate them into the constant terms
C and C ′′ to get,
P[X = X|M = M ]
= C ′′
[(p
q
)−eout(X) · (1− p
1− q
)−(∑u<v[gu(X)gv(X)]−eout(X))]
= C ′′
[
exp
(
− eout(X) log
(p
q
)
−
(∑
u<v
[gu(X)gv(X)]− eout(X)
)
log
(1− p
1− q
))]
= C ′′
[
exp
(
− reout(X) log
(p
q
)
− r
(∑
u<v
[gu(X)gv(X)]− eout(X)
)
log
(1− p
1− q
))] 1r
= C ′′
[
exp
(
(r − 1)(−|e|+ ein(X)) log
(p
q
)
− eout(X) log
(p
q
)
+ (r − 1)
(
−
(
n
2
)
+ |e|+
∑
u
(
gu(X)
2
)
− ein(X)
)
log
(1− p
1− q
)
−
(∑
u<v
[gu(X)gv(X)]− eout(X)
)
log
(1− p
1− q
))] 1r
= C
[
exp
(
ein(X)
(
(r − 1) log
(p
q
))
− eout(X) log
(p
q
)
+
(∑
u
(
gu(X)
2
)
− ein(X)
)(
(r − 1) log
(1− p
1− q
))
−
(∑
u<v
[gu(X)gv(X)]− eout(X)
)
log
(1− p
1− q
))] 1r
.
Now, from equations 13 and 14 and remark 2 we get
P[X = X|M = M ]
= C
[
exp
(( ∑
(i,j)∈e
〈Xi, Xj〉
)(r − 1
2
log
(p
q
))
+
( ∑
(i,j)/∈e
〈Xi, Xj〉
)(r − 1
2
log
(1− p
1− q
)))] 1r
.
= C exp
(r − 1
2r
∑
(i,j)
Mi,j〈Xi, Xj〉
)
= Ce
r−1
2r Tr(X
TMX)
as desired. 
IX. PROOF OF COROLLARY 1
Notice that P[XU = XU |XL = XL] = r−(n−k) and P[M = M |XL = XL] are both independent of XU . Thus, by Bayes’
theorem, P[XU = XU |M = M,XL = XL] ∝ P[M = M |XU = XU ,XL = XL] and the rest follows from the proof of Theorem
1.
X. BEST-FIT SIMPLEX
We present the following algorithm for finding the best-fit simplex for a given set of unit-vectors.
We provide pseudo-code in Figure 4. In this algorithm K-Means is the well-known algorithm and outputs a set of r vectors.
For the algorithm bestFitSDP we define the (2r × 2r)-matrix A where,
〈Ai,j〉 =

1 if i = j + r
1 if i = j − r
0 otherwise.
Then, bestFitSDP finds the best-fit simplex 4r by factoring the solution X =
[4r
V
][4r
V
]T
of the following SDP
bestFitSDP(V, r): max
X
Tr(AX)
s.t. Xii = 1, for 1 ≤ i ≤ 2r
Xij = − 1
r − 1 for 1 ≤ i, j ≤ r
Xij = 〈Vi, Vj〉 for r + 1 ≤ i, j ≤ 2r
X  0.
(16)
We define the output of bestFitSDP(V, r) to be 4r rotated so that the vectors V in our output
[4r
V
]
line up with the original
input vectors V . This completes the algorithm.
XI. PROOF OF THEOREM 2
First we observe that if X˜U ∈ 4n−kr , then X =
[
X˜U
XL
][
X˜U
XL
]T
satisfies all of the constraints of our SDP. Therefore, if[
X′U
XL
]
= SDP(M,XL), then for any X˜U ∈ 4n−kr , Tr(
[
X′U
XL
]T
M
[
X′U
XL
]
) ≥ Tr([X˜UXL]TM[X˜UXL]). The rest of the proof follows
directly from Corollary 1.
XII. PROOF OF THEOREM 3
Define M¬i to be the matrix M with the ith row and column removed. Then, from Theorem 1, the symmetry of M and
the linearity of the trace function we get,
P[Xi = Xi|M = M,XL = XL,XU¬i = XU¬i ]
=
exp
[
r−1
2r
(
Tr(
[XU¬i
XL
]T
M¬i
[XU¬i
XL
]
) + 2Tr(XTi Mi
[XU¬i
XL
]
) + Tr(XTi M(i,i)Xi)
)]
∑
Xj∈4r exp
[
r−1
2r
(
Tr(
[XU¬i
XL
]T
M¬i
[XU¬i
XL
]
) + 2Tr(XTj Mi
[XU¬i
XL
]
) + Tr(XTj M(i,i)Xj)
)]
=
e
r−1
r (Mi[
XU¬i
XL
]XTi )e
r−1
2r (M(i,i)XiX
T
i )∑
Xj∈4r e
r−1
r (Mi[
XU¬i
XL
]XTj )e
r−1
2r (M(i,i)XjX
T
j )
=
e
r−1
r (Mi[
XU¬i
XL
]XTi )∑
Xj∈4r e
r−1
r (Mi[
XU¬i
XL
]XTj )
.
(17)
where the last equality comes from the fact that XjXTj = 1 for any Xj ∈ 4r. 
