1. Introduction. Elliptic integrals (EI) are integrals of the type R(x, y)dx, where R(x, y) is a rational function of x and y and y 2 is a polynomial of the third or forth degree in x. When the polynomial y 2 does not have a repeated factor and R(x, y) contains some odd power of y, elliptic integrals cannot, in general, be expressed in terms of elementary functions. Legendre showed that all EI can be expressed in terms of three standard EI (Legendre's incomplete elliptic integrals).
Legendre's incomplete elliptic integral of the first and third kind are defined by
and
respectively. We will only consider the most important case 0 < k < 1, 0 < λ < 1 and ν > −1. When λ = 1 these integrals are called complete Legendre's elliptic integrals. Complete elliptic integrals have been studied in much detail in a series of papers by G.D. Anderson, S.-L. Qiu, M.K. Vamanamurthy, M. Vuorinen and many others. See for instance [17] and references therein. B.C. Carlson had shown in [3] that F (λ, k) and Π(λ, ν, k) can be expressed in terms of Appell's first hypergeometric series F 1 (see [10] ) of two and three variables, respectively. In the same paper he noted that one can derive rapidly convergent expansions by first expressing Legendre's incomplete EI in a different form. This form has later became known as symmetric standard EI. The first and the third kind symmetric elliptic integrals are defined by [12] :
R J (x, y, z, p) = 3 2 ∞ 0 dt (t + x)(t + y)(t + z)(t + p) .
They are symmetric in x, y and z and are homogenous in all variables of degree −1/2 (R F ) and −3/2 (R J ). Today, most authors consider asymptotic approximations for these symmetric EI. The major contributions have been made by B.C. Carlson [5] , B.C. Carlson and J.L. Gustafson [6] and J.L. López [12, 13] . It has been nevertheless recently noted by J. Lopez in [13] that "asymptotic approximation of EI has not been exhaustively investigated".
Asymptotically precise two-sided estimates have certain advantages when compared with asymptotic expansions, since no bound for the remainder term is needed. Asymptotically precise inequalities for the complete elliptic integral of the first kind have been found in [22] by using series expansions. These inequalities can be improved by employing integral representations and using the method for refining the Cauchy-Bunyakowskii integral inequality developed in [23, 24] . Computations show good precision of these results near the singularity.
Numerous inequalities connecting elliptic integrals and different types of mean values have been studied in [4, 16, 24, 25] .
We mention also that there is yet another line of research dedicated to the so called EpsteinHubbell elliptic type integrals [8] . These integrals and their numerous generalizations are farreaching extensions of the Legendre complete elliptic integrals. For their asymptotic behavior see [27] and [20] and references therein.
Working on the problem of finding capacity asymptotics for specifically-shaped plane condensers [7] we required an asymptotic expansion for the Legendre incomplete EI of the first and third kind when both λ and k tend to unity. For our purposes it is more convenient to work directly in terms of Legendre's incomplete EI. In this paper we give convergent expansions of F (λ, k) and Π(λ, ν, k) around the singularity at k = λ = 1 and asymptotic expansions when both k and λ simultaneously tend to unity. Two cases are to be distinguished for the series expansion driven by the value of α = (1 − λ 2 )/((1 − k 2 )λ 2 ). Different expansions emerge for α < 1 and α > 1. Correspondingly, we give two different asymptotic expansions for α → ∞ and α → 0. It is noteworthy that our expansions lead to a sequence of two-sided estimates with growing precision. Details will be presented elsewhere.
In the last paragraph of the paper we illustrate our results by numerical examples. Rather good approximation (with less than one percent relative error) is reached in most cases already by the first asymptotic term. For reader's convenience we also give explicit expressions for first several terms of each expansion.
Since Legedre's incomplete elliptic integrals (1) and (2) are related to the symmetric EI (3), (4) by some simple relations (see [5] , [19] ), it is possible to reformulate our expansions in terms of symmetric elliptic integrals.
Partial fraction decompositions. For non-negative integer n define
The second definition is consistent in the sense that for real n:
Our first lemma is straightforward.
Lemma 1
The functions φ n and ψ n are related by:
Lemma 2 Let n < 2j be non-negative integers. Then the following partial fraction decomposition holds true:
where β n j [j] = 2 −j and the numbers β n j [j − k], k = 1, 2, . . . , j − 1, are found from the following recurrence
Here n k = 0 when k > n.
Proof. We apply the standard trick for calculating residues, since partial fraction decomposition can be viewed as a Laurent expansion. The idea to use this method for partial fraction decompositions belongs to L.F. Mahrt and F. Szidarovszky [15] . We can write:
where R(t)/(1 + t) j has exactly the same expansion as first j terms with t substituted with −t, due to evenness of the left hand side. Now multiply throughout by (1 − t 2 ) j to get:
Setting t = 1 immediately reveals β n j [j] = 2 −j . Differentiate k times and set t = 1:
We have:
Thus the numbers β n j [j − k] can be found via the following recurrence (starting with β n j [j] = 2 −j and counting downwards):
or, rearranging:
which is the same as (8) .
In the next lemma we solve the recurrence (8) and find explicit representation for the numbers
Lemma 3 The numbers β n j [j − k] are found from
Proof. Rearranging (8) we can write:
Changing notation (i → k, k → n, j → m, n → p) one gets:
Using the inversion formula
from [18] , we immediately obtain:
Returning to our initial notation gives (9) . . The next formula to be used later follows immediately from (6) and (7):
The coefficients can be found recursively from (8) or directly from
Lemma 4 The following partial fraction decomposition holds true for j = 0, 1, . . .:
where the numbers a n,m are expressed in terms of the numbers
Remark. There are two non-trivial statements contained in the above lemma: one is formula (13) for the coefficients of expansion (12) , and the other is that the numbers a n,m are independent of j. That is when j increases we do not need to update all the numbers a n,m , instead we keep all previously calculated numbers and complement them with new j +1 numbers with indices summing up to j + 1: n + m = j + 1. Proof. We prove (12) by induction in j. For j = 0 we can verify directly that:
Suppose now that (12) holds for a fixed j. Then for j + 1 we use the following representation:
Now using (7) with n = 2j, m = j + 2 for the first term and (12) for the second gives after collecting coefficients at φ i (t):
Now define
. This shows that expansion for j + 1 has the form (12) with numbers a n,m defined by (13) .
Formula (12) together with (6) lead to the following evaluation
where we introduced the notation
Here and henceforth √ ν arctan(λ √ ν) will be understood as (−ν) 1/2 arctanh(λ √ −ν) for negative ν.
3. Incomplete elliptic integral of the first kind. We will need the following relation for the incomplete elliptic integral of the first kind:
where K(k) is the complete elliptic integral of the first kind. Here we choose the branch of the first square root which is positive for positive values of 1 − λ 2 . The choice of the branch of the second square root is not important since F depends on the squared second argument only. Relation (16) can be easily verified by representing the integral over (0, λ) from (1) as the difference of integrals over (0, 1) and (λ, 1) and introducing the new integration variable u 2 = 1 − t 2 . Before formulating our first theorem we remind the reader the Pochhammer symbol (or shifted factorial) is defined as
Theorem 1 Let k and λ satisfy
Then the following series expansion holds true
where the functions ψ n are defined by (5) and the numbers β 2j j+1
[n] are given by (11) .
into binomial series and using (10) we calculate
Condition (17) ensures convergence which is uniform in t and makes the interchange of summation and integration legitimate.
Then the following expansion holds true
where K(k) is the complete elliptic integral of the first kind, the numbers β 2j j+1
[n] are given by (11) and ψ n is given by (5).
Proof. Just expand the second term on the righthand side of (16) into the series (18) . Condition (17) written for the parameters of this second term becomes (19) . Direct proof similar to that of Theorem 1 can also be given. Corollary 1.2 Let N be a positive integer. For k → 1 and a fixed λ truncating series (18) leads to the asymptotic expansion
with the remainder term estimate:
Proof. Indeed the series (18) has alternating signs (which is seen from the forth equality in the proof Theorem 1). The following estimate shows that each term in (18) is smaller in absolute value than the previous one:
The last inequality is due to (17) . Hence we are in the position to apply the Leibnitz convergence test and remainder term does not exceed the first truncated term which has the form
An obvious estimate of this term immediately leads to (22) . Corollary 1.3 Let k and λ simultaneously tend to 1 while
Then for a fixed non-negative integer N the following expansion holds true:
where R F 1,N is the same as in (21) so the bound (22) is valid. In particular for N = 2:
Proof. Just take expansion (21), use (5) for ψ n , β Remark. Strictly speaking expansion (24) is not an asymptotic expansion in the proper sense since some of the terms in braces multiplied by [(1 − k 2 )/(1 − λ)] j may tend to zero faster than the next term [(1 − k 2 )/(1 − λ)] j+1 . In other words, the ordering of the functions
which would make them into an asymptotic scale does not follow from (23) and is unknown unless we make some further assumptions. In the worst case they may even not form an asymptotic scale. In most applications, however, both k and λ will depend on a common parameter, say k = k(α), λ = λ(α). If this is the case and if one can find the right ordering (conditions for its existence can be found in [9] ) then rearrangement of terms in (24) according to that ordering will lead to an asymptotic expansion. If it is desirable to get rid of ln(1 + λ) and (1 + λ) −n to obtain an expansion purely in terms of functions (26) one can substitute the formulas
into (24) before rearranging terms. Finally, if we assume that k tends to 1 quicker than any power of (1 − λ), that is
for all positive integers m, then the ordering used in (24) is correct and it actually represents an asymptotic expansion.
Theorem 2 For fixed 0 < k < 1 and 0 < λ < 1 the following expansion holds true:
where 2 F 1 is the Gauss hypergeometric function.
Proof. R.P Kelinsky [14] and B.C. Carlson [3] give the expansion:
Formula (27) follows from it on application of
This identity can be proved by writing 2 F 1 as the Legendre polynomial:
and applying [21, formulas 175-176]. Expansion (27) is convergent for all specified values of k and λ since
Although expansion (27) can be derived from that given by Kelinsky and Carlson it appears not to be found in the literature.
Corollary 2.1 For fixed 0 < k < 1 and 0 < λ < 1 the following expansion holds true:
Proof. Just expand the second term on the righthand side of (16) into the series (27) . 
where
(32)
for all k ∈ (0, 1).
Proof. Expansion (31) is a reformulation of (30) if we use the representation
To prove the error bound (32) we use the representation of 2 F 1 via the Legendre polynomials
that follows from (28) and (29). Now from the Rodrigues formula for the Legendre polynomials we see:
Obviously, this expression is positive for positive x and all m and has the sign (−1) m for negative x. From this we conclude that the series in (30) has alternating signs when
To prove that the terms in (30) monotonically decrease in absolute value we use Euler's integral representation for 2 F 1 :
Comparing neighboring terms in (30) gives:
For t ∈ [0, 1]:
The last expression is less than unity for sufficiently small λ which proves that
According to Leibnitz test the truncation error does not exceed the first truncated term. To estimate this term we employ the inequality [26] 
which immediately leads to (32).
Remark. If one needs to reformulate (31) in terms of powers of (1 − λ) one can use the formula
that can be easily verified by expanding (1 + λ) j in powers of (1 − λ):
and collecting terms.
Corollary 2.3 Let k and λ simultaneously tend to 1 while
Let N and M be positive integers. Then the following expansion holds true:
where R F 2,N (λ, k) is the same as in (31) and so the bound (32) is valid.
Proof. Formula (35) follows from (31) on substituting the asymptotic expansion for K(k).
The remark made after Corollary 1.3 also applies here. The second sum in (35) represents a properly ordered asymptotic expansion when (1 − λ)/(1 − k) m → 0 for every positive integer m.
Incomplete elliptic integral of the third kind.
In this section we derive expansions for the elliptic integral of the third kind defined by (2) . The following relation will be of great help:
where Π(ν, k) is the complete elliptic integral of the third kind. Here we choose the branch of the first square root which is positive for positive values of 1 − λ 2 . The choice of the branch of the second square root is not important since Π depends on the squared second argument only. This relation can be easily verified by representing the integral over (0, λ) from (2) as the difference of integrals over (0, 1) and (λ, 1) and introducing the new integration variable u 2 = 1 − t 2 .
Theorem 3 Let k, λ satisfy (17) and 1 − k 2 < 1 + ν. Then the following series expansions holds true
where the functions ψ n (λ) and d j,n (ν) are defined by (5) and (15) , respectively, and
Proof. Calculate using (14) :
Condition (17) guarantees uniform convergence of the series above (39) and validity of term by term integration. Condition 1 − k 2 < 1 + ν ensures convergence of the first series in the second line after (39).
Corollary 3.1 Suppose k and λ satisfy (19) and 1 + ν < 1 − k 2 . Then the following expansion holds true:
where Π(ν, k) is the complete elliptic integral of the third kind.
Proof. Just expand the second term on the righthand side of (36) into the series (37). Condition (17) written for the parameters of this second term becomes (19) while condition 1 − k 2 < 1 + ν turns into 1 + ν < 1 − k 2 . Direct proof similar to that of Theorem 3 can also be given.
Corollary 3.2 Let N be a positive integer. For k → 1 and a fixed λ truncating series (37) leads to the following asymptotic expansion
for all ν > −1.
Proof. Indeed the series (37) has alternating signs (which is seen from (39)). The monotonicity is proved following exactly the same argument we used in the proof of Corollary 1.2. Hence the remainder term does not exceed the first truncated term which has the form
An obvious estimate of this term immediately leads to (42). 
In particular for N = 2:
The remarks made after formula (15) and after Corollary 1.3 fully apply here.
Proof. Calculate staring with (37) and using definition (5) of ψ n and the fact that
by (15), (13) and (7):
Formula (35) can be derived by substituting
calculated from (15) or can be verified directly by evaluating the first two integrals in the expansion (39):
for j = 0, and
Theorem 4 For |ν|λ 2 < 1 the following series expansion holds true
Proof. Begin with expansion given by B.C. Carlson in [3] :
and use (28). Condition |ν|λ < 1 guarantees convergence as proved in [3] .
the following series expansion holds true
Remark. Condition (47) is automatically satisfied when ν > −1/2. Proof. Just expand the second term on the righthand side of (36) into the series (45). Condition |ν|λ 2 < 1 from Theorem 4 written for the parameters of this second term becomes (47). 
The remark made after Corollary 1.3 also applies here. Proof. We use representation (33) and change the order of the two inner summations in (48) to obtain:
Now divide and multiply each term by (1 − k 2 ) m to get (50).
Results of computations.
In this paragraph we give several examples of computations with asymptotic formulas obtained above. We begin with a table of several first numbers β j+1 2j [n] defined by (8) or (11) which are used in expansions (18) , (21), (24), (25) . Now denote by F N (λ, k) the sum of the first N terms in (24) (which is the same as the sum of the first N + 1 terms in (18) or (21)). Then:
In the next tables F (λ, k) is the precise value of incomplete elliptic integral as calculated by Maple 7 with 30-digit precision,
is the remainder term estimate given by (22) and
. For k and λ satisfying (19) denote following (31):
Several first terms of the asymptotic expansion of K(k) as k → 1 are:
In the next tables F (λ, k) is the precise value of incomplete elliptic integral as calculated by Maple 7 with 30-digit precision, k) ) is the relative approximation error, R F 2,N (λ, k) is the remainder term estimate given by (32) and R F 2,N (λ, k) is relative error bound R F 2,N (λ, k)/F (λ, k). 
. In the last table it may seem surprising why a 6,1 (λ, k) is less than a 6,4 (λ, k) . The reason for this phenomena is that the core of the total approximation error is in K M -the approximation for the complete elliptic integral, so by making R N more precise we gain nothing or may even worsen the overall precision. For the elliptic integral of the third kind (2) we start with the numbers a n,m needed for calculating the functions d j,n (ν) involved in expansions (37), (38), (40), (41) and (43).
In the next tables Π(λ, ν, k) is the precise value of incomplete elliptic integral as calculated by Maple 7 with 30-digit precision, a N (λ, ν, k) = (Π(λ, ν, k) − Π N (λ, ν, k))/Π(λ, ν, k) is the relative approximation error, R Π N (λ, ν, k) is the remainder term estimate given by (42) and R Π N (λ, ν, k) is relative error bound R Π N (λ, ν, k)/Π(λ, ν, k). Table 5 .7. k → 1, λ = 1/2, ν = 7 k Π(λ, ν, k) Π 1 (λ, ν, k) a 1 (λ, ν, k) R Π 1 (λ, ν, k) Π 4 (λ, ν, k) a 4 (λ, ν, k) R Π 4 (λ, ν, k) . 9 . 
. For k and λ satisfying (19) denote by Π(λ, ν, k) the sum of the first N terms in (49) or (50). Then: 
