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Abstract 
 
The growth of online communities has resulted in an 
increased availability of user-generated content (UGC). 
Given the varied sources of UGC, the quality of 
information it provides is a growing challenge. While 
many aspects of UGC have been studied, the role of data 
structures in gathering UGC and nature of to-be-shared 
content has yet to receive attention. UGC is created in 
online platforms with varying degrees of data structure, 
ranging from unstructured to highly-structured formats. 
These platforms are often designed without regard to 
how the structure of the input format impacts the quality 
of outcome. In this study, we investigate the impact of 
the degree of data structure on the perceived quality of 
information from the novel perspective of data creators. 
We also propose and evaluate a novel moderating effect 
due to the nature of content online users wish to share. 
The preliminary findings support our claims of the 
importance of these factors for information quality. We 
conclude the paper with directions for future research 
and expected contributions for theory and practice. 
 
 
1. Introduction  
 
Information quality (IQ) has been a core topic in 
Information Systems for many decades [1]. 
Traditionally, this topic has been studied in the context 
of organizations, where data creation involved 
employees or customers [2]. However, starting with the 
explosion of online content, especially in social media 
and crowdsourcing, organizations are attempting to 
                                                 
1 Following a widely accepted convention in the IS research 
community we use the terms information and data interchangeably 
[4], [9]–[11]. 
harness the large volume of user-generated content 
(UGC) to enhance their decision making [3]. UGC is 
quite different from traditional content and requires 
updated approaches to information quality. UGC is 
created by members of the general public, who are often 
casual content contributors (the crowd) with weak or no 
formal ties to the organizations wanting to use their data 
[4]. This feature of UGC makes data consumers 
skeptical about the quality of UGC. This growing 
concern – information quality of UGC or crowd IQ [5] 
– has attracted much attention in recent years [6], [7]. 
We add to this growing body of work by considering 
data creators’ perception of the quality of the data they 
produce – thus far an under-explored research area. 
Data collection is conducted in different ways in online 
platforms. Especially in UGC context, the information 
collection interfaces are designed in different structures, 
formats and features. Despite significant growth in 
online services, there has been little research on 
conceptual modeling of IS built to collect online content 
[8] (i.e., data collection platforms). Given the popularity 
of UGC platforms, we argue that investigating the 
design of data collection platforms could benefit both 
data creators and data consumers. 1  As UGC 
participation is voluntary, individuals may be dissuaded 
if the process of contributing is difficult [12], [13].  
While usually IQ is measured from the point of view of 
data consumers, perceptions of IQ by those who create 
the data also matters as they represent the end result of 
the data creation transaction. Once the users are finished 
creating data (e.g., click on a “submit” button), they may 
reflect on the process and wonder whether the data they 
submitted accurately and fully reflected their perceived 
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experience. Notwithstanding the commonsense nature 
of this issue, virtually no research to date investigated 
information quality from the perception of data 
consumers who provide these data (as opposed to 
evaluate the data created by others).  
Previous findings imply that data creators are sensitive 
to the quality of data they produce. Studies show that 
inadequate data entry choices may discourage data 
creators from entering data [14]. Users faced with 
inadequate choices may resort to guessing or 
intentionally sabotage or provide erroneous information 
[4], [5]. This may also result in dissatisfaction and a loss 
of immediate users, as well as potential users since a 
discouraged user will not promote the platform to 
others.  
Finally, such incomplete or inaccurate data, brings about 
serious problems for data consumers hoping to leverage 
UGC in their decision making and analysis [15]–[17]. 
These issues strongly suggest the need for continued 
research on improvements in designing data collection 
platforms to allow users to fully and accurately express 
themselves (reflected in higher perceptions of IQ by the 
users). We posit that two critical aspects have yet to 
receive scrutiny: (1) Data structuredness - varying 
degrees of the structure of data collection interfaces, and 
(2) Nature of shared content - the type of data that 
creators wish to share. 
First, our model aims to improve IQ by focusing on data 
structures. We argue that this aspect should be 
examined, because IS design can affect users’ behavior 
[18]. Currently, UGC platforms have varying degrees of 
data structure, ranging from unstructured (e.g., text area) 
to highly structured format (e.g., rigid and specific 
forms) [19]. The existence of diverse UGC platforms 
and different formats show that a unified design for 
UGC lacks consensus [20], [21]. Although some recent 
research has been done on this issue, research on UGC 
indicates that we have little understanding of the 
appropriate degree of data structure for UGC data 
gathering and its downstream impact on the quality of 
information [22]. There are many websites, where we 
can see similar data is collected with different structures. 
For example, Glassdoor (www.Glassdoor.com), which 
is a recruiting website, lets users review companies by 
providing a form asking for overall rating (1 to 5 stars), 
employee status (two-choice question), employment 
status (Drop-down list), review title (blank field), Pros, 
Cons, and advice to management (previous three use 
text areas). On the other hand, a similar website, Indeed 
(www.Indeed.com) asks for overall rating in addition to 
several specific dimensions about the company (1 to 5 
stars), review summary (blank field), a review (open 
box), and pros/cons (each a blank field) (see Fig. 1).  
Admittedly, designers use different interfaces to better 
serve different purposes. For example, Lukyanenko et al 
2019 [4] found that both structured and unstructured (in 
their case – instance-based) data collection interfaces 
have their advantages and disadvantages [5] and serve 
different purposes. However, every interface design 
decision constrains the data received by the platform. 
Typically, when data is created and stored in a 
structured form, the process of information creation is 
relatively transparent and well-controlled [16]. On the 
other hand, the resulting data from an unstructured data 
Figure 1. Screenshot of two similar-purpose websites with different data-entry structure 
[Glassdoor.com on the left, and Indeed.com on the right] 
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collection interface may be more detailed and nuanced, 
but harder to analyze and understand [4], [5], [23]. 
Without a structure to guide them, users have autonomy 
in providing what they consider helpful or important in 
unstructured interfaces. While this autonomy generally 
leads to greater richness and detail with the potential for 
novel insights, the inherent heterogeneity in the data 
received makes its interpretation and analysis 
challenging. Incomplete data is also a greater possibility 
with unstructured data collection interfaces. Without 
being asked or prompted, data creators are unlikely to 
consider providing all important dimensions of the data 
desired by data consumers.  
Second, previous research shows that the design of data-
collection interfaces is typically based on users’ 
preferences and factors that encourage participation 
[24]. However, we contend that interface designers 
should consider designing the data collection interface 
in alignment with the nature of shared content that is 
supposed to be recorded as UGC. Prior research in non-
UGC contexts has shown that users are frustrated by this 
misalignment. For instance, an employed doctor in a 
hospital, with a level of high incentive for participation, 
has little option for recourse except to vent frustrations 
[25]. However, a voluntary participant in a UGC 
context, with a much lower incentive to participate, 
might simply walk away when presented with an 
interface which does not provide appropriate alignment. 
The interface is designed to collect data creators’ 
opinions which stem from their cognition. We argue that 
considering this cognition will result in better interface 
design. Studies of human memory have suggested a 
generic hierarchy (Fig. 2 – memory hierarchy, adapted 
from [26]). Data creators draw from long-term memory 
to provide content. Long-term memory is usually 
divided into two types: declarative memory and non-
declarative. UGC in online communities is associated 
with declarative memory, i.e., expressions of beliefs and 
perceptions about and stories of experiences with some 
phenomenon. The generated content is a way for the 
users as data creators to assert themselves. Declarative 
memory, which is referred to as explicit or conscious 
memory, can be categorized into semantic and episodic 
memory [27], [28]. Briefly, semantic memory is 
described as the memory of facts and general 
knowledge, while episodic memory is related to 
personal experiences. For example, one’s memory of 
having a cup of coffee with a friend at a specific coffee 
shop on X street at a specific time is related to episodic 
memory. However, knowing that there is a coffee shop 
on X street is associated with semantic memory [29]. 
In summary, we believe that conceptual modeling of 
data structruedness and nature of shared content are 
important factors to consider in the design of data 
collection interfaces. These factors are prevalent in 
online interfaces in use today, yet little thought has been 
given to them by prior research. We believe both of 
these factors will improve the perceived quality of data 
provided by data creators.  
We performed several experiments to assess the data 
creators’ perceived quality of information resulted from 
differently designed interfaces and nature of shared 
content. Our results show that using interfaces with 
different degrees of structure does indeed result in 
noticeable differences in data creators’ perception of 
information quality. 
The following section provides an overview of our 
theoretical background. Then, we briefly go through our 
experiment. In the final section, we provide a short 
description of the preliminary results and conclusion. 
 
2. Theoretical background  
 
In Fig. 3, we illustrate the theoretical model used to 
explore the impact of data collection interface on the 
perceived quality of data in UGC platforms. 
As discussed earlier, we refer to our conceptualization 
of the dependent variable as Perceived Information 
Quality (perceived IQ) - defined here as the assessment 
of quality of own data by a data creator.  
As prior research has already studied the perceptions of 
IQ (i.e., perceptions of data consumers of the data 
created by others) [30], we adapted the measurement 
model for our construct from prior research [31]. 
Consistent with prior research (focused on consumers) 
Figure 2. Memory hierarchy  
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we evaluate perceived IQ in terms of content, process, 
and structure of the data creation. We evaluate content 
in terms of completeness and accuracy of the recorded 
content. We use time and speed of data entry to assess 
the process and also flexibility and utility of structure to 
assess structure of the given interface.  
 
 
 
Figure 3. Theoretical model 
 
Next, data structure (see the box on the left in Fig. 3) has 
always been a concern in designing the information 
collection platforms [32], [33]. Some studies show that 
the interface can influence the system outcome and 
users’ perception of the system. The user interface in 
UGC setting, that we refer to as the information 
collection interface, can be designed in different ways. 
There are a wide variety of factors that can be 
considered in designing the interface. Interface 
simplicity, generality, convenience, ease of navigation, 
functionality are some of the factors that have been 
studied in previous research [34], [35]. One of the 
factors that has yet to be studied is data structuredness. 
In this research, data structuredness refers to the degree 
an interface allows for various representations of data 
[36]. Data structuredness illustrates the extent to which 
the collected data is organized within pre-defined fields 
and can thereby be directly processed [37]. Losee [36] 
used three categories for interface design in terms of 
degree of structure. A format with the lowest degree of 
data structure is unstructured (flexible) format in which 
data fields are text areas, and users can write their 
answers in sentences or paragraphs. On the other hand, 
structured (fixed) format has higher degree of structure 
in which users are allowed to select the preferred answer 
among the pre-defined options. In this format, data is 
collected through drop-down menus, multiple-choice 
options, or some kind of predefined categories [36], 
[38]. In this research, the flexibility and design of data 
collection interface is referred to as data structuredness. 
As we already mentioned, UGC data are collected using 
different formats. Some online platforms provide text 
areas and ask users to write their opinion, status, 
comment or feedback, while others provide rigid forms 
with drop-down menus. Data consumers expect 
unstructured and flexible information when they 
provide text areas. On the other hand, they expect fixed 
and structured information when they give users rigid 
forms. This concept has been studied, showing the 
importance of this factor in collecting data from crowds 
[39]. Knowing that a well-designed interface can 
improve the performance of a system [40], we posit that 
there could be an impact of the degree of structure on 
perceived IQ. Given the freedom that unstructured 
interface brings to data creators, we hypothesize: 
Hypothesis 1: In UGC settings, data creators perceive 
that using less-structured information collection 
interfaces results in recording data with higher quality 
than using more-structured information collection 
interfaces. 
We also take into account another factor that could 
affect the perceived quality of data collected in UGC. 
User-centered design, introduced by Norman and 
Draper [41], considers a design process where end-users 
can influence how a design takes shape. This 
perspective has been utilized in terms of consulting 
users about their needs, considering their expectations 
[42] or users’ physical abilities [43]. Simply, user-
centered design seeks an output design where the task 
fits users’ abilities. While this is important, it does not 
consider whether the task fits how users think. In other 
words, users’ thoughts that originated from their mind 
will be turned into the resulting UGC through the 
medium of the data collection interface [44]. We suggest 
that the nature of these thoughts that are going to be the 
UGC should be considered in designing the data 
collection interface. To the best of our knowledge, there 
is no previous study in the IS discipline that considers 
the nature of shared content (see bottom box in Fig. 3) 
in designing data collection interfaces. We borrow from 
prior research on the importance of designing an 
interface for use in accordance with users’ information 
processing capabilities [45], [46].  
According to human information-processing approach 
in psychology, the humans’ mind performance is a 
function of several processing stages, with the central 
metaphor of “a human is like a computer” [46], [47]. 
These studies imply the potential similarities between 
human mind and IS. We posit that not only the design 
of interface [46] but also the process of data collection 
in online platforms should be in accordance with users’ 
information processing capabilities. However, the 
nature of shared content does not influence the 
information quality of recorded outcome directly. In 
other words, we argue that the nature of shared content 
can moderate the relationship between data collection 
interface and IQ.  
In UGC settings, we deal with data provided by online 
users (i.e., our data creators) from their declarative, 
long-term memory given that this is where much of the 
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produced UGC originates. We posit that designing 
interfaces with sensitivity to the human memory 
structure may result in improvements in IQ of UGC. The 
two sub-categories of declarative memory are episodic 
and semantic human memory. Episodic memory is 
about temporally dated events and the temporal-spatial 
relations of the events [27], [48]. Episodic data in human 
mind is stored as a perceptual event in terms of its 
autobiographical reference to other similar contents and 
is quite susceptible to transformation and loss of 
information. This kind of memory is describable in 
terms of their perceptible dimensions, and its retrieval is 
related to the knowledge of the individual of his or her 
personal identity [49], [50]. As Tulving [27] stated: 
“since information in episodic memory is always 
temporally dated, and since it can only be retrieved if its 
temporal date is sufficiently accurately specified by the 
retrieval cue, interference with temporal coding may 
render access to the to-be-retrieved material difficult or 
impossible.” Tulving’s description of episodic 
information features and its comparison to semantic 
information implies less structure and organization in 
storing the information for episodic type of content. To 
be able to enhance the quality of episodic information in 
UGC setting, we hypothesize the following: 
Hypothesis 2: While recording episodic content, data 
creators perceive that using less-structured information 
collection interfaces results in recording data with 
higher quality than using more-structured information 
collection interfaces.  
On the other hand, Tulving [50], [51] referred to 
semantic memory as an organized knowledge that an 
individual possesses about verbal symbols and their 
meaning or referents. Semantic memory is much less 
vulnerable to be changed or be forgotten than episodic 
memory [48], [52]. According to Tulving [27], semantic 
information is “always referred to an existing cognitive 
structure, that is, they always have some cognitive 
reference…”. Semantic memory information usually 
represents objects, concepts, facts and so on, which all 
are detached from their autobiographical reference. 
Also, Tulving mentioned: “information in semantic 
memory, on the other hand, is usually encoded as part 
of, or assimilated into, a rich multi-dimensional 
structure of concepts and their relations, and such 
embeddedness protects the stored information from 
interference by other inputs.” Considering the features 
of semantic memory and how semantic information is 
stored and treated in the human mind, we examine the 
way it should be stored as UGC in online platforms. We 
hypothesize the following about the appropriate degree 
of structure to store semantic information. 
Hypothesis 3: While recording semantic content, data 
creators perceive that using more-structured 
information collection interfaces results in recording 
data with higher quality than using less-structured 
information collection interfaces.  
 
3. Methodology  
 
We conducted multiple experiments to test our 
hypotheses. Considering the moderating effect of nature 
of shared content, we provided participants with 
different interfaces and asked them to record the 
requested data. Finally, we asked data creators to rate 
the perception of the quality of information they 
recorded. In the experiments, three online information 
collection interfaces were designed with different 
degrees of structure. We used the following popular and 
commonly used degrees of data structure [36], [38]: 
● Structured (fixed) format: data fields in this 
format are either drop-down menus or multiple-choice 
options. Users are allowed to select the preferred answer 
among the pre-defined options. 
● Semi-structured format: data fields in this 
format let users write down their answers. However, 
they are asked to provide at least two hashtags. They can 
create a hashtag by typing # followed by a term. This 
term can be a keyword or an important point of the 
answer (to the best of users’ understanding). In this 
condition, the generated hashtag adds some structure to 
the unstructured text-area-driven content. 
● Unstructured (flexible) format: data fields in 
this format is text area, and users can write down 
whatever they want in sentences or paragraphs.  
 
To consider different types of human memory, the 
participants were asked to record either semantic or 
episodic types of information. We conducted two 
experiments in two different domains: asking 
participants to provide their experiences on their recent 
flight, and also on their recent medical/health issues. 
Using psychology literature on semantic and episodic 
memory, we developed several scenarios that are 
looking for content representing these two memory 
types. To validate the scenarios, we consulted with two 
psychology experts and conducted a classification task 
among independent judges.  
Fig. 4 shows the detailed version of our theoretical 
model that includes all the studied aspects of each 
variable. We used Amazon Mechanical Turk (MTurk) 
to run the experiments. MTurk is a crowdsourcing 
platform that offers access to large numbers of job 
requesters (people who post tasks) and crowd workers 
(people who perform the tasks [53]). It allows crowd 
workers to perform tasks in exchange for monetary 
rewards [54], [55]. Previous studies show various 
applications of MTurk in research. It has been widely 
used for different purposes becoming widely accepted 
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in business research [53], [60], [61], transcriptions [56], 
experiment designs [57], qualitative designs [58] and 
user evaluation studies [59]. As our theory is based on 
general memory systems, we conducted the experiments 
with the general population. We attracted MTurk 
workers ages 18 to 60 living in the United States, to 
participate in the experiments. 
We followed between-subject design where participants 
were assigned to only one of the interfaces and one of 
the scenarios. We collected total of 181 responses. 58 
responses were collected through unstructured interface, 
61 responses were collected through semi-structured 
interface, and 62 responses were collected through 
structured format2. Based on the collected demographic 
information, our participants include 123 (68 %) female 
and 58 (32 %) male MTurk workers, and they represent 
a wide range of age from 18 to over 55 years old. More 
than 80 percent of the participants hold at least a college 
degree. And more than 96 percent were native English 
speakers, so they did not have a language proficiency 
barrier to respond to the questions. 
After recording their responses in the provided 
information collection interfaces, each MTurk 
participant was asked to take a survey to evaluate the 
perceived quality of recorded information. The survey 
is adapted from previous research on IQ [30], [31], [62], 
[63] and aims to assess the perceived quality of content, 
process, and structure of recorded information. The 
survey contains several items for each category. The 
participants were asked to indicate their assessment on 
a seven-point Likert scale. 
 
4. Results  
 
In this section, we briefly present the initial results of 
the first experiment. We collected data from users who 
use differently structured interfaces to share their 
                                                 
2 Additionally, as many real-world websites implement character 
limits, for ecological validity, we also had unstructured conditions 
with 700 character limit. For brevity, we do not discuss the results of 
these conditions here, but note that the results are fully consistent 
(i.e., having the same direction and effect significance) as the 
experience or knowledge. We asked users to assess their 
perception of information quality of their recorded 
responses. Our measurement instrument evaluates this 
perception of information quality in terms of 
completeness, accuracy, ease of data entry, the speed of 
data entry, flexibility and utility of structure. Now, we 
have data sets that represent users’ perceived IQ based 
on the three different interfaces they used. To compare 
the interfaces, we run analyses of variance test. This test 
is usually used to compare three or more group means 
for statistical significance. 
First, we run an ANOVA test to assess the differences 
among the three categories of data structure: structured, 
semi-structured, and unstructured (table 1). The 
preliminary findings show that using differently-
designed interfaces result in noticeable differences in 
perceptions of IQ. This result is consistent with 
hypothesis 1, where we proposed that collecting data 
through interfaces with different degrees of structure 
affects perceived information quality. 
We have evaluated the recorded information in terms of 
completeness and accuracy. Also, the results on 
perceived flexibility and utility of structure are 
significant. Specifically, data creators’ perception of 
accuracy, completeness, flexibility, and utility of 
structure decreases for interfaces with highly structured 
formats compared to those with unstructured and semi-
structured formats. 
 
The insignificant findings for the ease of data entry and 
speed of data entry suggest that people perceive 
structured and unstructured interfaces to be generally 
comparable in the amount of expanded effort. This is a 
notable finding that implies that designers should not 
sacrifice usability while tailoring the interfaces to the 
nature of to-be-shared content. 
 
Table 1. ANOVA results of perceived IQ measures 
(unstructured, structured and semi-structured) 
Dimension DF F-value Sig. 
Completeness 2 5.055 0.007** 
Accuracy 2 4.873 0.009** 
Ease of data entry 2 0.383 0.682 
Speed of data entry 2 1.409 0.247 
Flexibility 2 2.822 0.062 
Utility of structure 2 3.223 0.042* 
** p < 0.01; * p < 0.05    
 
conditions we report. Having multiple variants of the same 
underlying condition behave in the same way strengthens the validity 
of our findings. 
Figure 4. Detailed theoretical model 
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Table 2. Post hoc analyses 
Dimension Cond. US SS HS 
Completeness 
US   0.03 0.46 
SS -0.03   0.43 
HS -0.46 -0.43   
Accuracy 
US   0.05 0.42 
SS -0.05   0.37 
HS -0.42 -0.37   
Ease of data 
entry 
US   0.11 0.09 
SS -0.11   -0.02 
HS -0.09 0.02   
Speed of data 
entry 
US   0.27 0.08 
SS -0.27   -0.20 
HS -0.08 0.20   
Flexibility 
US   -0.01 0.33 
SS 0.01   0.34 
HS -0.33 -0.34   
Utility of 
structure 
US   0.17 0.41 
SS -0.17   0.24 
HS -0.41 -0.24   
- US: unstructured, SS: semi-structured, HS: highly 
structured 
- The cell values indicate the mean difference (condition in a 
row - condition in a column) 
- The shadowed cells indicate that the mean difference is 
significant at the 0.05 level. 
 
Second, we run another test to evaluate the episodic and 
semantic content separately. We run two separate 
ANOVA tests for each group and assess the difference 
in data structure. First, we only consider episodic 
content. These contents were recorded using either 
unstructured, semi-structured or structured interface. 
So, we run the test to investigate any significant 
difference among the interfaces. The findings are very 
similar to the situation where we did not consider the 
nature of content. The unstructured format was able to 
collect episodic content with significantly higher 
completeness (mean score of the 7-point Likert scale = 
6.30, p < 0.001) and accuracy (6.15, p < 0.01). The 
results for perceived flexibility (5.63, p < 0.05) and 
utility of structure (6.17, p < 0.01) are also significant. 
However, there is no significant difference detected for 
perceived ease (p = 0.445) and speed of data entry 
(p=0.616). Then, we run the same test for semantic 
content. These contents were recorded using either 
unstructured, semi-structured or structured interface. 
The findings are very different from episodic content. 
We did not detect any significant differences between 
groups for any dimension.  
Our findings indicate that using different degrees of 
structure in designing information collection interfaces 
results in different levels of perceived IQ. Online users 
perceive that they are able to provide more complete and 
accurate information while using less-structured 
interfaces. Also, the results indicate that the highest 
results for IQ dimensions are consistently obtained 
when the data is entered in an unstructured format, 
which demonstrates peoples’ appreciation of the value 
of unstructured data collection.  
The preliminary findings are of great significance to 
theory and practice of UGC and information quality. 
They show the value of unstructured data, especially for 
storing episodic information. In particular, they suggest 
that when more rigid formats are used to capture UGC, 
people may feel that they were not able to fully express 
themselves. This may have a negative impact on the 
overall experience of people with the platform where 
data collection took place. Equally important, 
considering that users perceive some deficiencies for 
completeness and accuracy when the wrong format is 
chosen, it means that when organizations begin to 
analyze such UGC, these deficiencies may result in 
inappropriate decisions being made based on such data. 
Further, our initial findings support our hypotheses on 
the importance of nature of shared content. In certain 
conditions, our results were significant, when we 
compared the data sets based on the type of recorded 
information. This finding encourages us to consider 
more detailed future work to see the users’ response to 
record different types of information.  
Our work contributes to theory by showing the 
importance of distinguishing episodic and semantic type 
of information. That human memory is organized 
differently, reflecting different aspects of human 
experience, may have vast ramifications for the 
information systems discipline. For example, episodic 
information appears to be more prone to external 
interferences. This means that in applications such as 
customer service, Q&A platforms or crowdsourcing 
apps having the aim is to understand the experiences of 
users, need to be especially careful in asking probing or 
leading questions (which may frame and even distort 
memory) when dealing with episodic information. 
Likewise, the platforms collecting episodic data (e.g., 
social media), need to continue exploring innovative 
designs for flexible data collection (e.g., voice, video 
interfaces) for the episodic content to be fully captured. 
Our research demonstrates a connection between 
information system design and human memory – an 
obvious, but thus far neglected IQ factor. Indeed, 
especially in UGC settings, much of the content 
produced originated in the memory of the contributors. 
Consequently, it is reasonable to posit that a greater 
sensitivity to the memory structures of humans, may 
result in improvements in IQ - a proposition that has 
already been supported by our preliminary findings. 
Further, this study will extend the literature by 
enhancing our understanding of the structure-degree of 
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different kinds of UGC. The results of this study can be 
used by researchers to further discuss the role of an 
appropriate degree of structure to collect data effectively 
and efficiently. Furthermore, findings of this research 
enrich the IQ literature by empirically comparing 
perceived IQ by data creators and data consumers– 
another common issue that has been consistently 
understudied in previous research.  
 
5. Implications and Future Studies  
 
In this study, we investigate the impact of the degree of 
data structure on the perceived quality of information 
from the novel perspective of data creators. Our work 
highlights the importance of considering type of 
memory in interface design. Data creators perceive that 
they are able to record more complete and accurate 
content, while using less-structured interface format. 
However, this is not always true. Our findings show that 
data creators’ perception depends on the nature of 
shared content. In other words, data creators do perceive 
that they are able to record more complete and accurate 
content, while using less-structured interface format, but 
just for episodic content. On the other hand, data 
creators’ perception of IQ for an interface intended to 
collect semantic content does not depend on the 
interface’s degree of structure. 
Our work can help practitioners improve the design of 
UGC platforms and support the adoption of UGC by 
organizations. Providing an appropriate data-entry 
interface helps to enhance users’ self-expression. The 
findings of this study will lead to new design principles 
that improve users’ ability to express themselves online. 
At this stage, our proposed principles could include: 
Assigning a suitable interface to collect the information. 
Perhaps the most notable design guideline originating in 
our findings is that different kinds of information should 
be collected using different interfaces. This principle is 
driven by the clear perception among subjects that there 
is a difference in ideal levels of structured-ness to 
support episodic and semantic content sharing, 
impacting the completeness and accuracy of the 
information they hope to share. Specifically, we see that 
episodic information is best collected using less-
structured interfaces, whereas semantic content requires 
more structured ones.  
Identifying the nature of to-be-shared content. Given the 
differences noted in perceptions of IQ for episodic and 
semantic content, it is possible to dynamically configure 
an interface based on a user’s desired content form. 
Prior to recording content, the data creators could be 
given a very simple question that asks about the nature 
of content: whether the to-be shared content is 
associated to data creators’ personal experience or 
his/her knowledge about something, and the interface 
modified accordingly. 
Level of structure is clearly a defining factor for 
capturing different types of shared content. In particular, 
episodic content requires less structure to ensure high 
perceived completeness and accuracy; however, 
interface designs with some additional structure may 
help to focus users on characteristics of their experience 
that might be relevant.  We suggest the following: 
Specifying the topic of to-be-shared content. Depending 
on the context, usually the possible topics are 
predictable. For example, in a specific forum of an 
online healthcare community that is meant to discuss a 
particular disease, symptoms, drugs, side effects, 
treatments, lifestyles, and physicians are the possible 
topics. Data creators could help specifying the topic of 
to-be shared content, by responding to a single multiple-
choice question. This structure allows the user to self-
label the content, which may improve accuracy of IQ, 
since this would capture the user’s intention. 
Recognizing notable possible points in a specific topic. 
If all of the most-rated previous comments on the topic 
of side effects have talked about a severe headache, the 
system could ask data creator about the possible 
headache or suggest talking about headache. Using text 
mining, designers could use previous content to create a 
potential structured data collection interface for 
different topics. This structure directs users to common 
themes in the data, which may help users to greater 
completeness IQ.  
Our study is not without limitations. For instance, 
different prompts might have elicited different content, 
leading to different results. Further, we asked about 
personal experiences with the flu, and it is possible that 
data creators may have opted to not share full details of 
health-related experiences.  
Overall, we are encouraged by our preliminary findings, 
and are working on a follow-up study to measure data 
consumers’ perceived quality of the semantic versus 
episodic UGC data collected using the structured, semi-
structured and unstructured interfaces. The recorded 
content from the current study will be shown to the 
independent participants of a new study, who will be 
asked to assess the quality of recorded information and 
make inferences about the person who provided this 
information based on the information provided. Using 
this method, we want to empirically compare data 
creators versus data consumers’ perception of IQ and 
determine if people’s perceptions of quality agree with 
objective measures. We expect the findings to be 
consistent with those of the data creators’ perceived IQ. 
The comparison between the two sides of perceived IQ 
stands to further contribute to the theory of information 
quality. Our results may indicate the need to measure 
both data creators and consumers point of view on 
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perceived IQ to gain a comprehensive perspective on the 
impact of the variables of interest on information 
quality. 
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